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Стаття присвячена вирішенню проблеми представлення медичних знань у процесі вдосконалення контенту після-
дипломного навчання для зменшення когнітивного навантаження. Розглянуто види когнітивного навантаження та 
шляхи його зменшення. Запропоновано використання таксономізації природномовних текстів в якості підходу до 
структуризації медичної інформації та онтології для інтегрованого подання агрегованих інформаційних ресурсів у 
процесі навчання. Наведено приклад використання онтології як ефективного засобу зменшення когнітивного на-
вантаження.
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Background. The article is devoted to solving the problem of presenting medical knowledge in the process of content 
improving for postgraduate education to reduce cognitive load. The purpose: to highlight the methods of taxonomization 
of natural language texts and the formation of medical knowledge ontologies to improve the content of postgraduate 
education in order to reduce cognitive load.
Materials and methods. Results. Types of cognitive load and ways to reduce it are considered. The use of natural 
language texts taxonomization as an approach to the structuring of medical information and ontology for the integrated 
presentation of aggregated information resources in the learning process is proposed. An example of using ontology as an 
effective means of reducing cognitive load is given.
Conclusions. When developing the content of postgraduate studies, it is necessary to take into account the balance of 
types of cognitive load and follow certain rules to eliminate congestion. The use of taxonomy techniques for postgraduate 
content reduces cognitive load due to clear organization of terms and integrated presentation of aggregated information 
resources.
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Статья посвящена решению проблемы представления медицинских знаний в процессе совершенствования контента 
последипломного обучения для уменьшения когнитивной нагрузки. Рассмотрены виды когнитивной нагрузки и пути её 
уменьшения. Предложено использование таксономизации естественно-языковых текстов в качестве подхода к структу-
ризации медицинской информации и онтологии для интегрированного представления агрегированных информационных 
ресурсов в процессе обучения. Приведен пример использования онтологии как эффективного средства уменьшения ког-
нитивной нагрузки.
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Вступ. Відповідно до теорії когнітивного на-
вантаження [1] робоча пам’ять має обмежену 
місткість, тому розробники навчального контенту 
повинні уникати перевантаження додатковими 
елементами, що не привносять нічого істотного в 
процес отримання знань. Адже чим більше інфор-
мації отримують суб’єкти навчання за один раз, 
тим менше ймовірність, що вони запам’ятають її 
та зможуть застосувати в майбутньому.
При розробленні контенту післядипломного на-
вчання важливо переконатися, що інформація є 
зрозумілою та залишиться в пам’яті, перетворю-
ючись на знання, які можна буде застосовувати в 
майбутньому. Тому розробник має бути обізнаним 
у технологіях навчання та мати уявлення, як пра-
цювати з інформацією для найбільш ефективного 
її представлення для сприйняття та засвоєння: 
розуміти основи теорії когнітивного навантажен-
ня і застосовувати її при створенні навчального 
контенту з тим, щоб суб’єкти навчання отримали 
максимум користі.
Для вирішення проблем когнітивності та коре-
ферентності медичної інформації нами запропо-
новано використання представлення первинної 
структури тексту у вигляді таксономії [2-8].
Мета роботи: висвітлення прийомів таксономі-
зації природномовних текстів і формування онто-
логій медичних знань для вдосконалення контенту 
післядипломного навчання з метою зменшення 
когнітивного навантаження.
Результати та їх обговорення. Поняття та види 
когнітивного навантаження. Теорія когнітивного 
навантаження заснована на загальноприйнятій 
моделі оброблення інформації людиною, від-
повідно до якої цей процес залучає три види 
пам’яті: сенсорну, робочу (короткострокову) та 
довгострокову. Інформація з сенсорної пам’яті 
потрапляє в робочу пам’ять і вже там вона або 
обробляється, або остаточно відкидається. Після 
оброблення в робочій пам’яті, мозок розподіляє 
інформацію за категоріями та просуває в довго-
строкову пам’ять, де вона зберігається в деяких 
структурах або конструкціях, що відповідають за 
процес мислення і розв’язання завдань, — схемах. 
Схеми організовують інформацію в залежності від 
того, як вона буде використовуватися. Наприклад, 
поведінкові схеми дозволяють докладати менше 
зусиль для здійснення будь-якої дії завдяки частим 
повторенням, що називається автоматикою. Чим 
більше автоматик у людини, тим більшу кількість 
інформації вона може запам’ятати. Також схеми 
дозволяють сприймати різні елементи як єдине 
ціле, що формує нашу базу знань. Відповідно до 
теорії схем, між суб’єктом навчання та викладачем 
є ключова відмінність: у суб’єкта навчання ще не 
сформувалася когнітивна схема, що наявна у ви-
кладача. Отже, створюючи нові схеми в процесі 
навчальної діяльності можна збільшувати обсяг 
робочої пам’яті.
Сучасні інформаційно-комунікаційні технології 
(ІКТ) покликані підвищити ефективність навчання 
завдяки новітнім форматам подання інформації 
(анімація, сторітеллінг, спливаючі підказки тощо). 
Однак часто через перевантаження різноманітними 
прийомами та дизайнерськими рішеннями інфор-
маційні навчальні середовища досить захаращені. 
Тому для оптимізації навчального контенту необ-
хідно розуміти який тип когнітивного навантажен-
ня вона викликатиме.
Враховуючи той факт, що робочою пам’яттю 
може бути оброблена обмежена кількість елемен-
тів, що взаємодіють одночасно, а довгостроковою 
— не обмежена, тому чим більше елементів сту-
дент утримує в довгостроковій пам’яті, тим легше 
йому буде виконати навчальне завдання, оскільки 
об’єм робочої пам’яті обмежений лише під час ро-
боти з новою інформацією. Тобто, завдання матиме 
внутрішнє когнітивне навантаження, що впливає 
на складність його виконання, експертизу, а також 
потужність робочої пам’яті студента.
Додаткове навантаження, що накладається не-
якісно розробленим навчальним контентом (не-
ергономічні шрифти та одночасне використання 
кількох їхніх видів; нечитабельні написи, малюнки, 
графіки та їх надмірність; монотонне викладання 
або використання складної лексики тощо) та/або 
відволікаючими факторами (соціальні мережі, фо-
нова музика, сторонні розмови в аудиторії тощо) 
та впливає на пізнавальну здатність людини, на-
зивається стороннім (зовнішнім) когнітивним 
навантаженням.
Германське (доцільне) когнітивне навантажен-
ня дозволяє зосередитись на процесі навчання та 
спрямоване на інтеграцію нової інформації з на-
явними знаннями для розвитку бази знань суб’єкту 
навчання.
При розробленні навчального контенту необ-
хідно пам’ятати, що ці три типи когнітивного 
навантаження тісно пов’язані між собою: якщо 
приділяти багато уваги уникненню перших двох, то 
для третього не вистачить місця через когнітивне 
перевантаження.
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Отже, при розробленні контенту післядиплом-
ного навчання необхідно дотримуватися таких 
правил:
-- усвідомлювати наскільки складним є сприй-
няття навчального контенту студентами для ви-
конання завдання, щоб уникнути внутрішнього 
перевантаження;
-- максимально оптимізувати подання інформації 
та зменшити відволікаючі фактори, щоб уникнути 
стороннього перевантаження;
-- стимулювати германське навантаження.
Комп’ютерна онтологія як тип представлення 
навчального контенту. Будь-який навчальний 
контент повинен містити та відображати понятійну 
систему теорії, що визначає предметну дисциплі-
ну. Структура такого контенту має відображати 
основні та допоміжні терміни, поняття, їхні влас-
тивості та взаємозв’язки. Кажучи формальною 
мовою, зміст контенту породжується непустою 
множиною взаємопов’язаних дефініцій понять, 
виражених іменами концептів навчальної дис-
ципліни та їхніми описами, що ми називатимемо 
термінополем [8]. 
Поняття-концепти термінополя навчальної 
дисципліни формують певний глосарій, проте 
головним компонентом навчального контенту є 
контексти, що визначають властивості та функ-
ціональність його понятійної системи. Фактично 
термінополе визначає понятійну основу взаємодії 
суб’єктів навчання з навчальним контентом, один 
із одним і з викладачем. Множина взаємозв’язків 
між поняттями визначається множиною їх влас-
тивостей, описаних у контекстах цих понять, та 
представляються у вигляді певного впорядкування. 
Найбільш ергономічним типом представлення 
навчального контенту, зокрема неструктурованих 
текстових масивів, є комп’ютерна онтологія [9] — 
модель, що відображає всі поняття-концепти та се-
мантичні зв’язки між ними, здатна підтримати процес 
післядипломного навчання за рахунок відображення 
контенту у вигляді таксономії — структури ієрар-
хічного упорядкування, класифікації, узагальненої 
логічної ознакової моделі класів понять-концептів. 
Структурування контенту забезпечує ефект швидкого 
пошуку необхідної інформації у відносно повільній 
людській пам’яті. Процес послідовного прочитання 
тексту не дає можливості отримати повну інформа-
цію стосовно поняття миттєво, одноразово (напри-
клад, якщо поняття зустрічається в різних розділах). 
Тому процес читання тексту повинен допускати мож-
ливість «дозування», аналізу окремих частин моделей 
класів концептів. Оскільки в різних процесах обробки 
інформації поняття представляються одним з двох 
способів: ім’ям (згорнуте, конверговане подання) або 
у вигляді набору значень ознак (розгорнуте подання), 
таксономія має забезпечувати зручний перехід від 
одного подання до іншого [10].
Застосування прийомів таксономізації контенту 
післядипломного навчання зменшує когнітивне 
навантаження завдяки чіткій організації термінів 
контрольованого словника в ієрархію, щоб від-
фільтрувати зайву та сміттєву інформацію, що 
може відвернути увагу. При цьому основною ме-
тою таксономії є створення базису онтології для 
забезпечення спільного розуміння термінів між 
студентами та викладачами/фахівцями/експертами 
та інтеграції й агрегації інформаційних ресурсів 
і навчально-освітніх систем таким чином, щоб 
уникнути необхідності шукати потрібний контент 
по фізично та тематично розподілених базах даних, 
електронних бібліотеках, архівах тощо, а вся необ-
хідна для засвоєння інформація була б доступна в 
єдиному середовищі. 
Формальне представлення таксономізації при-
родномовних текстів. Уведемо певну формаліза-
цію понять. Як зазначалося вище, структура при-
родномовного тексту 
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то формально його можна представити у вигляді: 
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = {𝑆𝑆𝑆𝑆1 ≺ 𝑆𝑆𝑆𝑆2 ≺ ⋯ ≺ 𝑆𝑆𝑆𝑆𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠}, 
де 𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 = {𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑗𝑗𝑗𝑗 = 1 …𝑛𝑛𝑛𝑛𝚤𝚤𝚤𝚤��������} — множина концептів, що входять до речення, 
𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 — кількість концептів у кожному реченні, 𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠 — загальна кількість речень 
у тексті. 
складається із множини 
концептів 
поняття миттєво, одноразово (наприклад, якщо поняття зустрічається в різних 
розділах). Тому процес читання тексту повинен допускати можливість 
«дозування», аналізу окремих частин моделей класів концептів. Оскільки в 
різних проце ах обробки і формації поняття представляються одним з двох 
способів: ім'ям (згорнуте, конверговане подання) або у вигляді набору значень 
ознак (ро горнуте пода ня), таксономія має забезпечувати зручний перехід від 
одного подання до іншого [10]. 
Застосування прийомів таксономізації контенту післядипломного 
навчання зменшує когнітивне навантаження завдяки чіткій організації термінів 
контрольованого словника в ієрархію, щоб відфільтрувати зайву та сміттєву 
інформацію, що може відвернути увагу. При цьому основною метою таксономії 
є створення базису онтології для забезпечення спільного розуміння термінів 
між студентами та викладачами/фахівцями/експертами та інтеграції й агрегації 
інформаційних ресурсів і навчально-освітніх систем таким чином, щоб 
уникнути необхідності шукати потрібний контент по фізично та тематично 
розподілених базах даних, електронних бібліотеках, архівах тощо, а вся 
необхідна для засвоєння інформація була б доступна в єдиному середовищі.  
Формальне представлення таксономізації природномовних текстів. 
Увед мо певну формалізацію понять. Як зазначалося вище, структура 
природномовного тексту 𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 складається із множини концептів 
𝑐𝑐𝑐𝑐1, 𝑐𝑐𝑐𝑐2, 𝑐𝑐𝑐𝑐3, … , 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛|𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶 (термінів, окремих слів або символьних (логікових) 
формул) та відношень 𝑟𝑟𝑟𝑟1, 𝑟𝑟𝑟𝑟2, 𝑟𝑟𝑟𝑟3, … , 𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛|𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 ∈ 𝑅𝑅𝑅𝑅 між ними. Оскільки текст є лінійно 
впорядкованою множиною речень 𝑆𝑆𝑆𝑆, об’єднаних відношенням передування ≺, 
то формально його можна представити у вигляді: 
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = {𝑆𝑆𝑆𝑆1 ≺ 𝑆𝑆𝑆𝑆2 ≺ ⋯ ≺ 𝑆𝑆𝑆𝑆𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠}, 
де 𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 = {𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑗𝑗𝑗𝑗 = 1 …𝑛𝑛𝑛𝑛𝚤𝚤𝚤𝚤��������} — множина концептів, що входять до речення, 
𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 — кількість концептів у кожному реченні, 𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠 — загальна кількість речень 
у тексті. 
(термін в, окремих 
слів або символьних (логікових) формул) та від-
ноше ь 
поняття ми тєво, одноразово (наприклад, якщо поняття зустрічається в різних 
розділах). Тому процес читання тексту повинен допускати можливість 
«дозування», аналізу окремих частин моделей к асів концептів. Оскільки в 
різних процесах обробки інформації поняття представляються одним з двох 
способів: ім'ям (згорнуте, конверго ане подання) або у вигл ді набору значень 
ознак (розго нуте подання), таксономія має забезпечувати зручний перехід від 
одног  п дання до інш го [10]. 
Застосування прийомів таксономізації контенту післядипломного 
навча ня зменшує когнітив е навант ження завдяки чіткій організації термінів 
контрольованого словника в ієрархію, щоб відфільтрува и з йву та сміттєву 
інформацію, що може відв рнути увагу. При цьому основною метою таксономії 
є створення базису онтол гії для забезпеч ння спільного р зуміння термінів 
між студен ами  викладачами/фахівцями/експертами  інтеграції й агрег ції 
інформаційних ресурсів і навчально-освітніх систем аким ч ном, щоб 
уникнут  необхідності шукати потрібний контент по фізично та тем тично 
розподілених базах д них, електронних бібліотеках, ар ів х тощо, а вся 
необхідна для засвоєння інформація була  доступна в єдиному середовищі.  
Формальне п дставлення таксономізації природномовних текстів. 
Уведемо певну формалізацію понять. Як зазнач лося вище, структу а 
природномовног  тексту 𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 склад ється із множи и концептів 
𝑐𝑐𝑐𝑐1, 𝑐𝑐𝑐𝑐2, 𝑐𝑐𝑐𝑐3, … , 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛|𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶 (термінів, окремих слів або символьних (логікових) 
формул) та від 𝑟𝑟𝑟𝑟1, 𝑟𝑟𝑟𝑟2, 3 … , 𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛|𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 ∈ 𝑅𝑅𝑅𝑅 між ними. Оскільки те ст є лінійно 
впорядк ваною множи ю речень 𝑆𝑆𝑆𝑆, об’єднаних відноше ням передування ≺, 
то формально йог  м жна представити у вигляді: 
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = {𝑆𝑆𝑆𝑆1 ≺ 𝑆𝑆𝑆𝑆2 ⋯ 𝑆𝑆𝑆𝑆𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠}, 
де 𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 = {𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑗𝑗𝑗𝑗 = 1 …𝑛𝑛𝑛𝑛𝚤𝚤𝚤𝚤��������} — множи а ко цептів, що входять о речення, 
𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 — кількість концептів у кожному реченні, 𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠 — загальна кількість речень 
у тексті. 
і  и и. Оскільки 
текст є лінійно впорядк ваною множиною речень 
S, об’єднаних відношенням передування 
поняття миттєво, одноразово (наприклад, якщо поняття зустрічається в різних 
розділах). Тому процес читання тексту повинен допускати можливість 
«дозування», аналізу окремих частин моделей класів концептів. Оскільки в 
різних процесах обробки інформації поняття представляються дним з двох 
способів: ім'ям (згорнуте, конверговане подання) або у вигляді набору значень 
ознак (розгорнуте подання), таксономія має забезпечувати зручний перехід від 
одного подання до іншого [10]. 
Застосування пр йомів таксо омізації контенту післядипломного 
навчання зменшує когнітивне навантаження завдяки чіткій організації термінів 
контрольованого словника в ієрархію, щоб відфільтрувати зайву та сміттєву 
інформацію, що може відвернути увагу. При цьому основною метою таксономії 
є створення базису онтології для забезпечення спільного розуміння термінів 
між студентами та викладачами/фахівцями/експертами та інтеграції й агрегації 
інформаційних ресурсів і навчально-освітніх систем таким чином, щоб 
уникнути необхідності шукати потрібний контент по фізично та тематично 
розподілених базах даних, електронних бібліотеках, архівах тощо, а вся 
необхідна для засвоєння інформація була б доступна в єдиному середовищі.  
Формальне представлення таксономізації природномовних текстів. 
Уведемо певну фо малізацію понять. Як за началося , структура 
природномовного тексту 𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 складається із множини концептів 
𝑐𝑐𝑐𝑐1, 𝑐𝑐𝑐𝑐2, 𝑐𝑐𝑐𝑐3, … , 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛|𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶 (термінів, окремих слі  або символьних (логікових) 
формул) та відношень 𝑟𝑟𝑟𝑟1, 𝑟𝑟𝑟𝑟2, 𝑟𝑟𝑟𝑟3, … , 𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛|𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 ∈ 𝑅𝑅𝑅𝑅 між ними. Оскільки текст є лінійно 
впорядкованою множиною речень 𝑆𝑆𝑆𝑆, об’єдна  і   ≺, 
то формально його можна представити у вигляді: 
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = {𝑆𝑆𝑆𝑆1 ≺ 𝑆𝑆𝑆𝑆2 ≺ ⋯ ≺ 𝑆𝑆𝑆𝑆𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠}, 
де 𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 = {𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑗𝑗𝑗𝑗 = 1 …𝑛𝑛𝑛𝑛𝚤𝚤𝚤𝚤��������} — множина концептів, що входять до речення, 
𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 — кількість концептів у кожному реченні, 𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠 — загальна кількість речень 
у тексті. 
, то 
формаль о його можна представити у вигляді:
поняття миттєво, одноразово (наприклад, якщо поняття зустрічається в різних 
розділах). Тому процес читання тексту повинен допускати можливість 
«дозування», аналізу окремих частин моделей класів концептів. Оскільки в 
різних процесах обробки інформації поняття представляються одним з двох 
способів: ім'ям (згорнуте, конверговане подання) або у вигляді набору значень 
ознак (розгорнуте подання), таксономія має забезпечувати зручний перехід від 
одного подання до іншого [10]. 
Застосування прийомів таксономізації контенту післядипломного 
навчання зменшує когнітивне навантаження завдяки чіткій о ганізації термінів 
контрольованого словника в ієрархію, щоб відфільтрувати зайву та сміттєву 
інформацію, що може відвернути увагу. При цьому основною ме ю таксономії 
є створення базису онтології для забезпечення спільного розуміння термінів 
між студентами та викладачами/фахівцями/експертами та інтеграції й агрегації 
інформаційних ресурсів і навчально-освітніх систем таким чином, щоб 
уникнути необхідності шукати потрібний контент по фізично т  тематично 
розподілених базах даних, електронних бібліотеках, архівах тощо, а вся 
необхідна для засвоєння інформація була б доступна в єдиному середовищі.  
Формальне представлення таксономізації природномовних текстів. 
Уведемо певну формалізацію понять. Як зазначалося вище, структура 
природномовного тексту 𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 складається із множини концептів 
𝑐𝑐𝑐𝑐1, 𝑐𝑐𝑐𝑐2, 𝑐𝑐𝑐𝑐3, … , 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛|𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶 (термінів, окремих слів або символьних (логікових) 
формул) та відношень 𝑟𝑟𝑟𝑟1, 𝑟𝑟𝑟𝑟2, 𝑟𝑟𝑟𝑟3, … , 𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛|𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 ∈ 𝑅𝑅𝑅𝑅 між ними. Оскільки текст є лінійно 
впорядкованою множиною речень 𝑆𝑆𝑆𝑆, об’єднаних відношенням передування ≺, 
то формально його можна представити у вигляді: 
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = {𝑆𝑆𝑆𝑆1 ≺ 𝑆𝑆𝑆𝑆2 ≺ ⋯ ≺ 𝑆𝑆𝑆𝑆𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠}, 
де 𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 = {𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑗𝑗𝑗𝑗 = 1 …𝑛𝑛𝑛𝑛𝚤𝚤𝚤𝚤��������} — множина концептів, що входять до речення, 




поняття миттєво, одноразово (наприклад, якщо поняття зустрічається в різних 
розділах). Тому проце  читання тексту повинен допускати можливість 
«дозування», аналізу окремих частин м делей класі  концептів. Оскільки в 
різних п цесах обробки інформації поняття представляються одним з двох 
сп собів: ім'ям (згор уте, ко ве говане п дання) або у вигляді набору значень 
знак (розгор уте пода ня), таксономія має забезпе увати зручний перехід від 
од ого п дання до іншого [10]. 
Заст су ання прий мів таксономізації контенту післядипломного 
навча ня зм ншує когнітивн  навантаження завдяки чі кій організації термінів 
контроль аного словника в ієрархію, щоб відфільтр ва и зайву та сміттєву 
інфор ацію, що може відвернут  вагу. При ць му основною метою таксономії 
є створення базису онтології для забезпечення спільного розуміння термінів 
між с удент  т  викладача /фахівцями/експертами та інтегра ії й агрегації 
і фо маційних ресурсів і на чально-о вітніх с стем таким чином, щоб 
уникнути необхідності шукати п трібний контент по фізично та тематично 
розпо ілених базах даних, е ектронних бібліо еках, рхівах тощо, а вся 
не бхідна для з своєння інф рмація була б доступна в єдиному середовищі.  
Фо маль е пред влення такс номізації природномовних текстів. 
У еде о певну формалізацію понять. Як зазначалося вище, структура 
природном вного тексту 𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 складається із мн жини концептів 
𝑐𝑐𝑐𝑐1, 𝑐𝑐𝑐𝑐2, 𝑐𝑐𝑐𝑐3, … , 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛|𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶 (те міні , окрем х лів або симв льних (логікових) 
формул) та відношень 𝑟𝑟𝑟𝑟1, 𝑟𝑟𝑟𝑟2, 𝑟𝑟𝑟𝑟3, … , 𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛|𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 ∈ 𝑅𝑅𝑅𝑅 між ними. О кільки текст є лінійно 
вп рядк ваною множиною рече ь 𝑆𝑆𝑆𝑆, б’єд аних ві ношенням передування ≺, 
то ф рмально його можна пре ставити у вигляді: 
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = {𝑆𝑆𝑆𝑆1 ≺ 𝑆𝑆𝑆𝑆2 ≺ ⋯ ≺ 𝑆𝑆𝑆𝑆𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠}, 
де 𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 = {𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑗𝑗𝑗𝑗 = 1 …𝑛𝑛𝑛𝑛𝚤𝚤𝚤𝚤��������} — м ожина концептів, що входять до речення, 
𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 — кількість к нцептів у кожному реченні, 𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠 — загальна кількість речень 
у тексті. 
  кон-
цептів, що входять до речення, 
поняття миттєво, одноразово ( априклад, якщо поняття зустрічається в різних 
зділах). Тому процес читання тек ту повинен допускати можливість 
«д зування», аналізу окр мих частин моделей класів концептів. Оскільки в 
ізних процес х обробки інформ ції поняття представляються одним з двох 
способів: ім'ям (згорнуте, конверговане подання) або у вигляді набору значень 
знак (розгорнуте под ння), таксономія має забезпечувати зручний перехід від 
одного подання до іншого [10]. 
Застосув ння прийомів таксономізації контенту післядипломного 
навчання зменшує ког ітивне навантаження завдяки чіткій організації термінів 
ко трольованого словника в ієра хію, щоб відфільтрувати зайву та сміттєву 
інформацію, що може відверн ти увагу. При цьому основною метою таксономії 
є с ворення ба ису онтології д я забезпечення спільного розуміння термінів 
між студентами та викладачами/фахівцями/експертами та інтеграції й агрегації 
інформаційних ресурсів і навчально-освітніх систем таким чином, щоб 
уникн т  необхідності шукати трібний контент по фізично та тематично 
розподілених базах даних, електронних бібліотеках, архівах тощо, а вся 
необхідна для з с оєння інформація була б доступна в єдиному середовищі.  
Формальне представлення такс номізації природномовних текстів. 
Ув демо певну формалізацію понять. Як зазначалося вище, структура 
природномовного тексту 𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 складається із множини концептів 
𝑐𝑐𝑐𝑐1, 𝑐𝑐𝑐𝑐2, 𝑐𝑐𝑐𝑐3, … , 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛|𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶 (термінів, окремих слів або символьних (логікових) 
формул) та відношень 𝑟𝑟𝑟𝑟1, 𝑟𝑟𝑟𝑟2, 𝑟𝑟𝑟𝑟3, … , 𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛|𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 ∈ 𝑅𝑅𝑅𝑅 між ними. Оскільки текст є лінійно 
впорядк ваною множиною речень 𝑆𝑆𝑆𝑆, об’єднаних від ошенням передування ≺, 
т  формально його можна представити у вигляді: 
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = {𝑆𝑆𝑆𝑆1 ≺ 𝑆𝑆𝑆𝑆2 ≺ ⋯ ≺ 𝑆𝑆𝑆𝑆𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠}, 
де 𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 = {𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑗𝑗𝑗𝑗 = 1 …𝑛𝑛𝑛𝑛𝚤𝚤𝚤𝚤��������} — множина концептів, що входять до речення, 
𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 — кількість концептів у кожному реченні, 𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠 — загал на кількість речень 
у тексті. 
 кількість кон-
цептів у кожному реченні, 
поняття миттє , одноразово (наприклад, кщо поняття зустрічається в різних 
розділах). Тому процес читання тексту овинен д пускати можливість 
«дозування», аналізу окре их частин моделей класів концептів. Оскільки в 
різних процесах бробки інформації по яття пр дставляються одним з двох 
способів: ім'ям (зго нуте, конверговане подання) або у вигляді набору значень 
ознак (розгор уте подан я), таксо омія має забезпечувати зручний перехід від 
одного подання до іншого [10]. 
Застосування прийомів таксономізації контенту післядипломного 
навчання зменшує ког ітивне навантаження завдяки чіткій о га ізації термінів 
к нтрольованого словника в ієрархію, щоб відфільтрувати зай  та сміттєву 
інформацію, що може ідвернути увагу. При цьому основною метою таксономії 
є створення базису онтології для забезпечення спільного розуміння термінів 
між студентами та викладачами/фахівцями/експертами та інт рації й агрегації 
інфо маційних ресурсів і навчально-освітніх систем таким чином, щоб 
уникнути необхідності шукати по рібн й конте т по фізично та тематично 
розподілених базах даних, електр нних бібліотеках, архівах тощо, а вся 
необхідна для засвоєння і формація була б оступна в є иному середовищі.  
Формальне представлення таксономізації природномовних текстів. 
Уведем  певну формалізацію понять. Як зазначалося вище, структура 
природномовного тексту 𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 складається із множини концептів 
𝑐𝑐𝑐𝑐1, 𝑐𝑐𝑐𝑐2, 𝑐𝑐𝑐𝑐3, … , 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛|𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶 (термінів, окрем  слів або симво ьн  (логікових) 
формул) та відношень 𝑟𝑟𝑟𝑟1, 𝑟𝑟𝑟𝑟2, 𝑟𝑟𝑟𝑟3, … , 𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛|𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 ∈ 𝑅𝑅𝑅𝑅 між ними. Оскільки текст є лінійно 
впорядкованою множиною рече ь 𝑆𝑆𝑆𝑆, об’єдна их відношенням передування ≺, 
то фор аль о його можна представити у вигляді: 
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = {𝑆𝑆𝑆𝑆1 𝑆𝑆𝑆𝑆2 ≺ ⋯ ≺ 𝑆𝑆𝑆𝑆𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠}, 
де 𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 ∈ 𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 = {𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑗𝑗𝑗𝑗 = 1 …𝑛𝑛𝑛𝑛𝚤𝚤𝚤𝚤��������} — множина к нцептів, щ  входять до речення, 
𝑛𝑛𝑛𝑛𝑖𝑖𝑖𝑖 — кількість нцептів у кожному реченні, 𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠 — загальна кіл кість речень 
у тексті. 
 загальна кількість 
речень у тексті.
Кожний концепт, описаний текстом Кожний ко цепт, о исаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
с нтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
має влас-
тивості Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
та синтаксичні зв’язки з іншими кон-
цептами 
Кожний ко цепт, описа ий текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
де k – тип відношень:
Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
ріє ованого графу, ве шини якого представлені іменами концептів, а ребра —  
відношеннями між ни и:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстов  представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
 кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою ін екс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна переве и в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × ( 𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
Таку структуру тексту можна представити у ви-
гляді во ольного оріє тован го графу, вершини 
якого пр дставлені іменами концептів, а ребра — 
відношеннями між ними: 
Кожний онцепт, оп саний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’я ки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
від ошень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді двод льного 
орієнт ваного графу, вершини якого представлені і енами концептів, а ребра —  
від ошеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема ког ітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначе их на 
м ожині текстових представлень слів, а м ожина текстових представлень 
концептів є зліченн ю, то жемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – м ожина текстових представле ь концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кіл кість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
п слідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
д п мог ю формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кіл кість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За д п могою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) так м чином, щоб отр мати більш ефективне представлен я м ожини 
концептів: 
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МЕДИЧНА ІНФОРМАТИКА І
ТА ІНЖЕНЕРІЯ
Оскільки проблема когнітивного перевантаження 
спричинена низькою ефективністю роботи з тек-
стовим представленням концепту 
Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представлен ям концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
, о часто є 
надлишковим і вимагає надбудови спеціалізованих 
функцій, визначених на множині текстових пред-
ставлень слів, а множина  представлень 
концептів є зліченною, то можемо побудувати 
перетворення виду:
Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксич і зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру текст можна представити у вигляді дводольного 
орієнтованого графу, верши и якого представл ні іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки п облема когнітивного перевантаження спричинена низькою 
фекти ністю роботи з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
лишковим і вимаг є надб дови спеціалізованих функцій, визначених на 
множи і тек тових представлень слів, а множи а текстових представлень 
концептів є зліченною, то можемо поб дувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст иражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна оставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
яв яє собою індекс даної літери в а фаві і. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слов  𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряд  числа у відповідній системі 
числення, то таке число м жна перевест  в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
– множина текс ових пред-
ставлень концептів.
Будь-який текст виражений певним алфавітом 
W, кіл кість символів в якому 
Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
с нтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого гр фу, вершини якого редставлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю р боти з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізова их функцій, визначених на 
множині текстових предс авлень слів, а множина текстових представлень 
концептів є зліченною, о можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина т кстових представлень концептів. 
Буд -який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
к  𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжин  сло а 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо гляда и літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то аке чи ло можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіт  𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) ким чином, щоб от имати більш ефективне представлення множини 
концептів: 
розглядається як система числення з основою 
Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефектив істю роботи з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
, а кожній літері 
Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а ко і  𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
а поставити у відпо-
відність пев е число 
Кожний концеп , описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має вл ст вості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у ви ляді дводольног  
орієнтованого графу, вер ини якого представле і ім ами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки пробл ма когнітивного перевантаже ня спричин а низькою 
ефективністю роботи з те стовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і ви агає надбудови спеціалізован х функцій, визначених на 
множині текстових представлень слів, а мно ина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень конц птів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з сн вою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне чи л  𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐},
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літер  а фавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відпові ній системі 
числення, то таке число можна перевести в десятк ву систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
о являє собою індекс 
даної літери в алфавіті. Тоді будь-яке слово тексту 
є послідовністю:
Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з осново  𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слов  тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числе ня за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =




Кожний концепт, оп саний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з ін ими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >.
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю роботи з текст представле ням к нцепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіт  𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість сим олів в алфа іті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 ожна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чино , щоб отримати більш ефективне представлення множини 
концептів: 
 довжина слова 
Кожн й концеп , писаний текс ом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має вл ст вості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вер ини якого представлені іменами концептів, а ребра —  
відноше нями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаже ня спричинена низькою 
ефективністю роботи з текстовим представле ням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а мно ина текстових представлень 
концептів є зліче ною, то можемо побудувати перетворе ня виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числе ня з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфав ті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числе ня, то таке число можна перевести в десяткову систему числе ня за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфа ті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символі в алфав ті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =




Якщо розглядати літери 
Кож ий концепт, описа ий текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксич і зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантажен я спричинена низькою 
ефективністю р боти з текстовим представленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстов х представ ень к нцептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символі  
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як с стема числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє соб ю індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як роз яди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 м жна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
як розряди числа у 
відповід ій сис емі числе ня, т  таке число можна 
перевести в десяткову систему числення за допо-
м гою формули:
Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводоль ого 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки пробле а когнітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представле ням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишко им і вимагає надбудови спеціалізованих функцій, визнач них на 
множині т кстових представлень слів, а множина текстових представлень 
концептів є зліч нною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, д  𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлен  концептів. 
Будь-який текст виражений пев им алфавіт м 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) р зглядається як система числення з основ ю 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній і 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можн  поставити у відп ідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
е 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна пер вест  в есятк ву систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0,
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в ал авіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відп відні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефе тивне представлення множини 
концептів: 
Кожний концепт, описаний текст м 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властив сті 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені іменами концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перевантаження спричинена низькою 
ефективністю роботи з текстовим представлення  концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і вимагає надбудови спеціалізованих функцій, визначених на 
множині текстових представлень слів, а множина текстових представлень 
концептів є зліченною, то можемо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текстових представлень концептів. 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість си волів в алфаві і 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =




Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептам  𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
від ш нь: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтов ного графу, вершини якого представлені іменами к нц птів, а ребра —  
відношенням  між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема к гні ивного пер ван ження причине а изькою 
ефективністю роб ти з т кстовим представленням к нцепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишковим і ви агає адбуд ви сп ці лізованих функцій, визначених а 
множині текс ових представлень слів, а множина текст в х редставлень 
к нцептів є зліченною,  мо мо побудувати перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – мн ж на тек тових предст л нь ко цептів. 
Будь-я ий текст ви ажений певн м лфа ітом 𝑊𝑊𝑊𝑊, кільк ть символів 
в кому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) р зг ядається як система числення з сновою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а к жній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс аної літери в алфавіті. Тоді будь-як  слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
е 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довж на слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — іт ри алфавіту 𝑊𝑊𝑊𝑊. 
Якщ  розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число м жна перевест  в де яткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
  і  і  
 ,   𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,  і 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  
і з ’ з  з і   𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑘𝑘𝑘𝑘 ,  𝑘𝑘𝑘𝑘   
і е : 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 . 
      і  
і а  ,   і і  о е і ,     
і  і  :  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 . 
і   о іт  е т  с н  з  
і  о  з   о  𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,    
 і м  н  е і із  і , з  н  
і т   і ,   о и  п  
о і   з і , то е    : 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 ,  𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 о и   ав е  н і . 
- к   р  и  а ві  𝑊𝑊𝑊𝑊, і і  і
  𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 𝑊𝑊𝑊𝑊  оз    з  𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊,
 і  і і 𝑤𝑤𝑤𝑤 𝑊𝑊𝑊𝑊    і і і    𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ,  
  і  д ї і   і і. і - е   
і і : 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 {𝑤𝑤𝑤𝑤 ,𝑤𝑤𝑤𝑤 , ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
д  𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐  и   𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 ; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖  лі е  і  𝑊𝑊𝑊𝑊. 
о з  і  𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖  з    і і і  і 
,    о  и с    з  
 : 
𝑉𝑉𝑉𝑉 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 , 
д  𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗   𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖  і і 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊  і і  і   і і 𝑊𝑊𝑊𝑊. 
  ії 𝑉𝑉𝑉𝑉  з і  і 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇  і і і ї  𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉
𝑉𝑉𝑉𝑉 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇   ,   і     
і : 
в алфав т W
о ний концепт описаний тексто 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ає властивост 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та
синтаксичн в я ки н и и концеп и 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 де 𝑘𝑘𝑘𝑘 – тип
в д о нь
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
аку структуру тексту о на представити у вигляд дводольного
ор єнтов ого гра у вер ини якого представлен  ена и к нц пт в а ребра  
в дно ення ни и
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅
с льк пробле а к гн ивн го пер ван ня причине ни ько
е ектив ст роб ти текстови представле ня к нцеп 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 о часто є
надли ко и ви агає адбудови сп ц ал ованих у кц й ви начених а
но ин текс ових представле ь сл в а но ина т кст в х редставлень
к нцепт в є л ченно ож о побудувати пере ворення виду
𝑉𝑉𝑉𝑉 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – н на тек тових предст л нь ко цепт в
Будь я ий текст ви а ений певн л а то 𝑊𝑊𝑊𝑊 к льк ть си вол в 
в яко у 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) р глядається як систе а числення сн во 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊  
а к н й л ер  𝑤𝑤𝑤𝑤 𝑊𝑊𝑊𝑊 о на поставити у в дпов дн сть певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 о
являє собо ндекс ано л тери в а ав т од будь як слово тексту є
посл довн ст
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐
е 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 дов на слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 0 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖  т р ал ав ту 𝑊𝑊𝑊𝑊
к р глядати л тери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як ро ряди числа у в дпов дн й систе
числення то таке число а перев ст в де яткову систе у числення а
п г ор ули
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0
𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 𝑊𝑊𝑊𝑊 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 к льк сть си вол в в ал ав т 𝑊𝑊𝑊𝑊
За допо ого ункц 𝑉𝑉𝑉𝑉 о на а нити вс 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на в дпов дн 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таки чино об отри ати б ль е ективне представлення но ини
концепт в
кількість символів в алфавіті W.
За допомогою функції V можна замінити всі 
Кожний ко цепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені імен ми концептів, а ребра —  
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >.
Оскільки проблема когнітивного пере антаження спричине а низькою 
ефективністю роботи з текстовим пр дставленням конц пту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
надлишко им і вимагає надбудови спеціалізованих фу кцій, визначених на 
множині текстових представле ь слів, а множина текстових представлень 
концепті  є зліченною, то можемо п будува и перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текст вих представлень конце ті . 
Будь-який текст виражений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — вжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо р зглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, то таке число можна перевести в десяткову си ему числення з  
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
на відповідні ї  
Кожний концепт, описаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має властивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – ип 
відношень: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
орієнтованого графу, вершини якого представлені ім нами онцеп ів, а ребра — 
відношеннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільки проблема когнітивного перева таження спричинена н зькою 
ефективністю роботи з т кстовим представленням ко ц пту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є
надлишковим і вимагає надбудови спеці лізованих функцій, виз ачених на 
множині текстових предс а лень слів, а множина текстових представлен  
концептів є зліченною, то можемо побудувати перетворе ня виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, де 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множина текст вих предста лень ко цептів. 
Будь-який текст виражений певним алф вітом 𝑊𝑊𝑊𝑊, кіль ість символів
в якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної ітери в алфавіті. Тоді будь-яке ово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — довжина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відпові ній сис емі 
числення, то таке число можна перевести в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомогою функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні ї  𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
=
Кожний концепт, писаний текстом 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , має вл стивості 𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 та 
синтаксичні зв’язки з іншими концептами 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1 , 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 , 𝑘𝑘𝑘𝑘 >, де 𝑘𝑘𝑘𝑘 – тип 
відноше ь: 
𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =< 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 ,𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 >. 
Таку структуру тексту можна представити у вигляді дводольного 
рієнтованого рафу, в ршини якого представл і іменами концептів, а ребра —  
від ош ннями між ними:  
𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =< 𝐶𝐶𝐶𝐶,𝑅𝑅𝑅𝑅 >. 
Оскільк  облема когні ивного пе еван ження спричинена низькою 
ефективністю роботи з екст ви  пре ставленням концепту 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑇𝑇𝑇𝑇 , що часто є 
адлишк вим і магає надбудов  спеціалізо аних функцій, визначених на 
множині екстов х предста лень слів, а множина екстових пред авлень 
концептів є зліченною, то можемо побудуват  перетворення виду: 
𝑉𝑉𝑉𝑉:𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 → ℕ, д 𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 – множи текстових предста лень концептів. 
Будь- кий текс вир жений певним алфавітом 𝑊𝑊𝑊𝑊, кількість символів 
 якому 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 (𝑊𝑊𝑊𝑊) розглядається як система числення з основою 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊, 
а кожній літері 𝑤𝑤𝑤𝑤 ∈ 𝑊𝑊𝑊𝑊 можна поставити у відповідність певне число 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤 ∈ ℕ, що 
являє собою індекс даної літери в алфавіті. Тоді будь-яке слово тексту є 
послідовністю: 
𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 = {𝑤𝑤𝑤𝑤1,𝑤𝑤𝑤𝑤2, … ,𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐}, 
де 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 — дов ина слова 𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 > 0; 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 — літери алфавіту 𝑊𝑊𝑊𝑊. 
Якщо розглядати літер  𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 як розряди числа у відповідній системі 
числення, о т ке число можн  перевест  в десяткову систему числення за 
допомогою формули: 
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) = 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤1 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 + 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤2 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐−1 + ⋯+ 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑛𝑛𝑛𝑛𝑐𝑐𝑐𝑐 × (𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊)
0, 
де 𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑗𝑗𝑗𝑗 — індекс літери 𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖 в алфавіті 𝑊𝑊𝑊𝑊; 𝑛𝑛𝑛𝑛𝑊𝑊𝑊𝑊 — кількість символів в алфавіті 𝑊𝑊𝑊𝑊. 
За допомог ю функції 𝑉𝑉𝑉𝑉 можна замінити всі 𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇 на відповідні їм 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 =
𝑉𝑉𝑉𝑉(𝑐𝑐𝑐𝑐𝑇𝑇𝑇𝑇) таким чином, щоб отримати більш ефективне представлення множини 
концептів: 
таким чином, щоб отри-
мати більш ефективне представлення множини 
концептів:
< 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 ,𝑃𝑃𝑃𝑃 >∈ 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉, 
де 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 — кодове представлення концепту 𝑐𝑐𝑐𝑐; P  — граматичні характеристики 
концепту; 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 — множина кодових представлень концептів. 
У подальшому 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 можна розглядати в якості множини концептів 𝐶𝐶𝐶𝐶 [11].  
Отже, таксономія є представленням певного обсягу тематичних знань 
у вигляді природномовних конструкцій [12], що відображають висловлення, 
судження та твердження про певні факти предметно-тематичного профілю, які 
пов’язані між собою множинами відношень і характеризуються певними 
властивостями. Здебільшого навчальний контент являє собою природномовні 
описи в науковому стилі та призначений для передачі певних відомостей або 
пояснення певних фактів з наукової точки зору, а тому характеризується 
вживанням спеціалізованих термінів та професійної лексики. Тому, таксономія 
може стати якісним "маршрутизатором" тематичним контентом, забезпечуючи 
її використання при подальшому отриманні інформації з інших джерел, систем 
і ресурсів.  
Використання онтології для усунення лексичної багатозначності 
медичної інформації у процесі її інтеграції та агрегації. Методичним 
завданням із застосування таксономії є компетентна інтерпретація понятійної 
системи, аксіоматики, правил, синтаксичних та морфологічних основ 
дисципліни, що вона представляє, для забезпечення формування 
операціонального простору діяльності суб’єктів навчання, в якому вони мають 
змогу взаємодіяти з навчальним контентом.  
При цьому зазначимо, що таксономізація природномовних текстів, перш 
за все, орієнтована на дослідження реальності, що описана в них. Зрозуміло, що 
під "поза текстовою" реальністю маються на увазі не тільки ті реальні події, 
факти, відносини, про які йде мова в тексті, скільки ті установки та інтереси, які 
визначають принципи відбору матеріалу для навчального процесу та які 
присутні в тексті неявним чином. Це означає, що для суб’єкту навчання може 
бути рівною мірою важливим як те, що описано в тексті, так і те, що виявилося 
поза його рамками. 
де 
< 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 ,𝑃𝑃𝑃𝑃 >∈ 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉, 
𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 — кодове представлення концепту 𝑐𝑐𝑐𝑐; P  — граматичні характеристики 
концепту; 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 — множина кодових представлень концептів. 
У подальшому 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 можна розглядати в якості множини концептів 𝐶𝐶𝐶𝐶 [11].  
Отже, таксономія є представленням певного обсягу тематичних знань 
у вигляді природномовних конструкцій [12], що відображають висловлення, 
судження та твердження про певні факти предметно-тематичного профілю, які 
пов’язані між собою множинами відношень і характеризуються певними 
властивостями. Здебільшого навчальний контент являє собою природномовні 
описи в науковому стилі та призначений для передачі певних відомостей або 
пояснення певних фактів з наукової точки зору, а тому характеризується 
вживанням спеціалізованих термінів та професійної лексики. Тому, таксономія 
може стати якісним "маршрутизатором" тематичним контентом, забезпечуючи 
її використання при подальшому отриманні інформації з інших джерел, систем 
і ресурсів.  
Використання онтології для усунення лексичної багатозначності 
медичної інформації у процесі її інтеграції та агрегації. Методичним 
завданням із застосування таксономії є компетентна інтерпретація понятійної 
системи, аксіоматики, правил, синтаксичних та морфологічних основ 
дисципліни, що вона представляє, для забезпечення формування 
операціонального простору діяльності суб’єктів навчання, в якому вони мають 
змогу взаємодіяти з навчальним контентом.  
При цьому зазначимо, що таксономізація природномовних текстів, перш 
за все, орієнтована на дослідження реальності, що описана в них. Зрозуміло, що 
під "поза текстовою" реальністю маються на увазі не тільки ті реальні події, 
факти, відносини, про які йде мова в тексті, скільки ті установки та інтереси, які 
визначають принципи відбору матеріалу для навчального процесу та які 
присутні в тексті неявним чином. Це означає, що для суб’єкту навчання може 
бути рівною мірою важливим як те, що описано в тексті, так і те, що виявилося 
поза його рамками. 
 едставле ня концепту c; < 𝑐𝑐𝑐𝑐
𝑉𝑉𝑉𝑉 ,𝑃𝑃𝑃𝑃 >∈ 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉, 
де 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 — код ве представлення концепту 𝑐𝑐𝑐𝑐; P  — граматичні характеристики 
концепту; 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 — множина кодових представлень концептів. 
У подальшому 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 можна розглядати в якості множини концептів 𝐶𝐶𝐶𝐶 [11].  
Отже, таксономія є предста ленням певного обсягу тематичних знань 
у вигляді природномовних конструкцій [12], що відображають висловлення, 
судження та твердження про певні факти предметно-тематичного профілю, які 
пов’язані між собою ножинами відношень і характеризуються певними 
властивостями. Здебільш г  навчальний контент являє собою природ омо ні 
описи в науковому стилі та призначений для передачі певних відомостей бо 
пояснення певних фактів з наукової очки зору, а тому характеризується 
вживанням спеціалізованих термінів та професійної лексики. Тому, таксономія 
може стати якісним "м ршрутизатором" тематичним контенто , забезпечуючи 
її використання п и подальшому отриманні інформації з інших джерел, систем 
і ресурсів.  
Використан я о т логії для усунення лексичної багатозначності 
медичної інформації у процесі її інтеграції та агрегації. Методичним 
завданням із застосування таксономії є компетентн  інтерпретація п нятійної 
системи, аксіоматики, правил, синтаксичних та морфологічних основ 
дисципліни, що вона представляє, для забезпечення формування 
операціональн го прост ру діяльності суб’є тів навчання, в якому вони мають 
змогу взаємодіяти з навчальним контентом.  
При цьому зазначимо, що таксономізація природномовних текстів, перш 
за все, орієнтована н  дослідження реальності, що описа  в них. Зрозуміло, що 
під "поза текстовою" реальністю маються на увазі не тільки ті реальні події, 
факти, віднос ни, про які йде мова в тексті, скільки ті установки та інтереси, які 
визначають принципи відбору матеріалу для навч льного процесу та які 
присутні в тексті неявни  чином. Це означає, що для суб’єкту навчання може 
бути рівною мірою важливи  як те, що описано в тексті, так і те, що виявилося 
поза його рамками. 
  граматичні харак еристики концепту; 
< 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 ,𝑃𝑃𝑃𝑃 >∈ 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉, 
де 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 — кодове представлення концепту 𝑐𝑐𝑐𝑐; P  — граматичні характеристики 
концепту; 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 — множина кодових представлень концептів. 
У подальшому 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 можна розглядати в якості множини концептів 𝐶𝐶𝐶𝐶 [11].  
Отже, таксономія є представленням певного обсягу тематичних знань 
у вигляді природномовних конструкцій [12], що відображають висловлення, 
судження та твердження про певні факти предметно-тематичного профілю, які 
пов’язані між собою множинами відношень і характеризуються певними 
властивостями. Здебільшого навчальний контент являє собою природномовні 
описи в науковому стилі та призначений для передачі певних відомостей або 
пояснення певних фактів з наукової точки зору, а тому характеризується 
вживанням спеціалізованих термінів та професійної лексики. Тому, таксономія 
може стати якісним "маршрутизатором" тематичним контентом, забезпечуючи 
її використання при подальшому отриманні інформації з інших джерел, систем 
і ресурсів.  
Використання онтології для усунення лексичної багатозначності 
медичної інформації у процесі її інтеграції та агрегації. Методичним 
завданням із застосування таксономії є компетентна інтерпретація понятійної 
системи, аксіоматики, правил, синтаксичних та морфологічних основ 
дисципліни, що вона представляє, для забезпечення формування 
операціонального простору діяльності суб’єктів навчання, в якому вони мають 
змогу взаємодіяти з навчальним контентом.  
При цьому зазначимо, що таксономізація природномовних текстів, перш 
за все орієнтована на дослідження реальності, що описана в них. Зрозуміло, що 
під "поза текстовою" реальністю маються на увазі не тільки ті реальні події, 
факти, відносини, про які йде мова в тексті, скільки ті установки та інтереси, які 
визначають принципи відбору матеріалу для навчального процесу та які 
присутні в тексті неявним чином. Це означає, що для суб’єкту навчання може 
бути рівною мірою важливим як те, що описано в тексті, так і те, що виявилося 
поза його рамками. 
 
множина кодових представлень концептів.
У подальшому 
< 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 ,𝑃𝑃𝑃𝑃 >∈ 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉, 
де 𝑐𝑐𝑐𝑐𝑉𝑉𝑉𝑉 — код ве п едставлення нцепту 𝑐𝑐𝑐𝑐; P  — граматичні характеристики 
концепту; 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 — множина кодових представлень концептів. 
У подальш му 𝐶𝐶𝐶𝐶𝑉𝑉𝑉𝑉 можна розглядати в якості множини ко цептів 𝐶𝐶𝐶𝐶 [11].  
Отже, таксономія є представле ням певного обсягу тематичних знань 
у вигляді природномовних конструкцій [12], що відображають висловлення, 
судження та твердження про певні факти предметно-тематичн го профілю, які 
пов’язані між собою м ожинами ві ношень і характеризуються певними 
властивостями. Здебільшого навчальний контент являє собою природномовні 
описи в науковому стилі та призначений для передачі певних в домостей або 
пояснення певних фактів з н укової точки з ру, а тому характеризується 
вживанням спеціалізованих термінів та професійної лексики. Тому, таксономія 
може стати якісним "маршрутизатором" тематичним контентом, забезпечуючи 
її використання при подальшому отриманні інформації з і ших джерел, систем 
і ресурс в.  
Використ ння онтології для усу ення лексичної багатозначності 
медичної інформації у процесі її інтеграції та агрегації. Методичним 
завданням із застосування таксономії є компете тна інтерпретація понятійної 
системи, аксіоматики, правил, синтаксичних та морфологічних основ 
исципліни, що вона представляє, для забезпечення формування 
операціональн го простору д яльності суб’єктів авчання,  якому вони мають 
змогу вз ємод яти з авч им контентом.  
При цьому зазначимо, що таксономізація природномовних текстів, перш 
за все, орієнтована на дослідження реальності, що описана в н х. Зрозуміло, що 
під "поза текстовою" реальністю маються на увазі не тільки ті реальні події, 
факти, від осин , про які йде мова в тексті, скільки ті установки та інтереси, які 
визначають принципи відбору матеріалу для навчального процесу та які 
присутні в тексті неявним чином. Це означає, що для суб’єкту навчання може 
бути рівною мірою важливим як те, що описано в тексті, так і те, що виявилося 
поза його рамками. 
можна розглядати в якості 
множи и ко цептів C [11]. 
Отже, таксономія є представленням певного об-
сягу тематичних зна ь у иг яді природномовних 
конструкцій [12], що відображають висловлення, 
судження та твердження про певні факти пред-
метно-тематичного профілю, які п ’язані між 
собою мн жинами відношень і характеризуються 
певними властивостями. Здебільшого навчальний 
контент являє собою п иродномовні описи в на-
уковому стилі та призначений для передачі певних 
відомостей або пояснення певних фактів з наукової 
точ и зору, а тому арактеризується вживан ям 
спеці лізов них термінів та професійної лексики. 
Тому, таксономія може стати якісним «маршрути-
затор м» темат чним контентом, забезпечуючи її 
використання при подальшому отриманні і фор-
мації з інших джерел, систем і ресурсів. 
Викори ання онтології для усунення лексичної 
багатозначності медичної інформації у процесі її 
інтеграції та агрегації. Методичним завданням 
із з стосува ня так н мії є компетентна інтер-
претація понятійної системи, аксіоматики, правил, 
синтак ичних та морфологічних основ дисципліни, 
щ вона представляє, для забезпечення формуван-
ня операціонального простору діяльності суб’єктів 
навчання, в якому вони мають змогу взаємодіяти з 
навчальним контент м. 
При цьому зазначимо, що таксономізація при-
родномовних текстів, перш за все, орієнтована 
на дослідження реальності, що описана в них. 
Зрозуміло, що під «поза текстовою» реальністю 
маються на увазі не тільки ті реальні події, факти, 
відносини, пр  які йде мова в тексті, скільки ті 
установки та інтереси, які визначають принципи 
відбору матеріалу для навчального процесу та які 
присутні в тексті неявним чином. Це значає, що 
для суб’єк у навчання може бу  рівною мірою 
важливим як т , що описано в тексті, так і те, що 
виявилося поза його р мками.
Оскільки інформаційні процеси, що характеризу-
ють сучас е суспільство та визначають економіку 
знань, висувають до функціональних властивостей 
таксономії вимоги інтерактивності та інтеропе-
рабельності інформації, що складає навчальний 
контент, виникає необхідність застосування су-
часних засобів ІТ-технологій, спроможних забез-
печити інтерактивність його змісту та інтеропера-
бельне інтегров не використання інформаційних 
середовищ, ресурсів і мер жевих інформаційних 
систем. Поняття інтегрованості змісту таксономії 
виз ачає наявність інс рументів пошуку, категори-
зації, класифікації та визначення його те атичної 
еквівалентності за змістом із зовнішніми мереже-
вим  інформаційн ми ресурсами [13].
Рішенням є ви ристання онтологій, що охо-
плюють більш широку сферу, ніж деталізований 
набі  понять та відноше ь. Хоча нтологія, як і 
її осн ва — таскономія, є відображенням певної 
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дисципліни, вона може бути представлена у вигляді 
активної системи знань, що містить не лише мно-
жину пов’язаних об’єктів із описами, а й формальні 
аксіоми, які обмежують інтерпретацію та спільне 
вживання термінів. Онтологію можна розглядати 
як певну експліцитну концептуалізацію логічної 
теорії, деякого числення з певними правилами [14]. 
Семантичні правила, що визначаються системою 
онтологій, забезпечують формування класів понять 
кількох таксономій, зв’язування їх між собою від-
повідними множинними відношеннями та визна-
чення функціоналу, що створює операціональне 
середовище онтологічної системи контекстних 
описів навчального контенту. 
В процесі упорядкування знань часто виника-
ють проблеми наявності різних слів однакового 
написання із різними значеннями (омонімія) та 
лексичних значень у одного й того ж слова від-
повідно до різних контекстів (полісемія). Крім 
того, має місце явище кореферентності медичної 
інформації. На сьогоднішній день існує багато 
досліджень, що пропонує використання онтологій 
для усунення лексичної багатозначності [15-17]. 
Онтології не вимагають наявності ані великого кор-
пусу текстів, на відміну від імовірнісних методів, 
ані великого числа правил, як формальні методи, 
що значно розширює сферу їх використання. Про-
блему кореферентності пропонується вирішувати 
шляхом використання семантичних анотацій, що 
додаються до ідентифікованих згадувань у серед-
овищі онтології [18, 19]. На практиці, ефективність 
застосування онтології у процесі інтеграції та 
агрегації інформаційних ресурсів істотно залежить 
від якості таксономізації предметної області. Тому 
питання, пов’язані з упорядкуванням знань в мно-
жини концептів таксономії, визначають конструк-
тивність онтології як системи знань.
Спосіб представлення медичних знань для 
зменшення когнітивного навантаження на 
прикладі онтології «Ішемічна хвороба серця». 
Важливою властивістю таксономії є здатність 
представлення структурованої інформації од-
ночасно із її сприйняттям. У цьому випадку 
формування структури пам’яті відбувається за 
рахунок взаємодії інформації, що сприймається, 
і інформації, яка вже зберігається у мережевому 
графі. В результаті здійснення процесів струк-
турування інформації встановлюється семан-
тична та синтаксична близькість інформації. 
Знайдені асоціативні зв’язки закріплюються у 
структурних компонентах пам’яті.
Структуризація медичних знань шляхом так-
Рис. 1. Онтологія «Ішемічна хвороба серця»
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сономізації медичних текстів, що описують ці 
знання, для відображення семантики інтегро-
ваних та агрегованих інформаційних ресурсів 
у вигляді ієрархічних структур, над якими 
задається певна розширювана аксіоматика і 
між якими визначаються множини відношень, 
дозволяє вирішити проблему їх коректної ін-
терпретації в процесі використання онтології.
Онтологія «Ішемічна хвороба серця» (рис. 1) за 
глибиною концептуалізації області знань є онто-
логією домену (предметної області), що порівня-
но з більш формальними онтологіями верхнього 
рівня є низькорівневою. Під глибиною бінарних 
відношень таксономії даної онтології розуміємо 
глибину вкладеності категорій концептів, що в 
термінах графа означає, що є певна відстань між 
термінальною і кореневою вершинами, що пере-
вищує один крок. По-друге, нами розглядається 
поняття «зовнішнього» рівня онтології, що ха-
рактеризується кількістю ітерацій пошуку запиту 
користувача з контексту концепту таксономії в 
інтегрованих до онтології джерелах інформації. 
Саме таке представлення предметних знань зна-
чно зменшує когнітивне навантаження.
Висновки. 1. При розробленні контенту після-
дипломного навчання необхідно враховувати зба-
лансованість видів когнітивного навантаження та 
дотримуватися певних правил задля усунення пере-
вантаження.
2. Застосування прийомів таксономізації контенту 
післядипломного навчання зменшує когнітивне на-
вантаження завдяки чіткій організації термінів та 
інтегрованому представленню агрегованих інфор-
маційних ресурсів.
3. Структуризація медичних знань шляхом таксо-
номізації природномовних текстів дозволяє вирішити 
проблему їх коректної інтерпретації у процесі вико-
ристання онтології для післядипломного навчання.
4. Комп’ютерна онтологія забезпечує інтерактив-
ність та інтероперабельність медичної інформації, 
усунення її лексичної багатозначності в процесі інте-
грованого застосування агрегованих інформаційних 
ресурсів для зменшення когнітивного навантаження.
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