Abstract-This paper describes a new procedure aimed to improve the effectiveness of real-time load-pull calibration. Loadpull measurement accuracy is strongly affected by calibration residual uncertainty. The novel methodology reduces this uncertainty contribution by means of error terms optimization. The proposed method has been tested with simulations and applied to actual measurement data. Considerable improvements have been achieved.
I. INTRODUCTION
L OAD-PULL systems offer a powerful tool for nonlinear device characterization and design by measuring the largesignal performances of a device under test (DUT) with different load impedance values [1] , [2] . The enhancement of load-pull measurement accuracy is a must, especially when dealing with devices having high input and output reflection coefficients. Load-pull systems can use passive tuners or active loads [3] , [4] ; in both cases, impedance values and reflection coefficients are measured by a vector network analyzer (VNA), directly (real-time systems), or by means of tuner precharacterization.
Let us consider a VNA-based real-time load-pull system, such as the one sketched in Fig. 1 . The two reflectometers take the incident and reflected waves at ports 1 and 2 and provide them to the VNA for measurement. The reflection coefficient seen at port 2 (Γ L ) can be varied with an active (e.g., active loop) or passive (e.g., tuner) load tuning system. This system allows for real-time measurements of Γ L , Γ in , input and output power, and gain of an active DUT.
The system is generally calibrated in two steps: 1) A traditional two-port calibration is carried out at the DUT reference planes, and 2) a power meter measurement is performed for absolute power-level calibration [4] , [5] . As a consequence, the overall uncertainty strongly depends on the accuracy of power-level measurements. This issue has been extensively investigated in [6] and [7] . In [6] , a method for the evaluation of active real-time load-pull uncertainty for power, gain, and power-added efficiency (PAE) was given, whereas in [7] , realtime and nonreal-time load-pull uncertainties were compared. This paper is focused on the development of an optimization methodology to improve real-time load-pull measurement accuracy.
In Section II, we define the problem and describe the optimization technique. Section III shows the preliminary simula- tions, which are aimed to test the proposed method, whereas Section IV presents the measurement procedure, the experimental setup, and the measurement results. Eventually, some conclusions are briefly discussed.
II. PROBLEM DEFINITION
The real-time load-pull test set sketched in Fig. 1 allows for real-time measurement of input power P in , output power P out , gain G, and PAE of a DUT. In particular, operating gain is defined as
whereas the available gain is defined as
where a i and b i (i = 1, 2) are the incident and reflected waves, and Γ in = b 1 /a 1 and Γ L = a 2 /b 2 are the reflection coefficients at the input and output ports, respectively. In [6] , uncertainty contributions due to VNA measurement repeatability, power-level uncertainty, and connection repeatability were taken into account.
In this paper, we will consider only the residual calibration uncertainty contributions that are independent from the powerlevel measurement, regardless of their origin.
The basic idea of this paper is to enhance the measurement accuracy by optimizing the calibration coefficients (calset hereafter) and exploiting a load-pull map of a thru device versus Γ L at single frequency.
The gain of a thru device is equal to 0 dB, by definition, since a 1 = b 2 and b 1 = a 2 and should not vary with Γ L . If affected by uncertainty, instead, |G| dramatically increases with |Γ L |. This effect has been demonstrated in [6] - [8] , and in this paper, it is exploited to optimize the calset. The steps of the proposed optimization technique are summarized in Fig. 2 .
First, the system is calibrated with a conventional method, e.g., thru-reflect-line (TRL), and the resulting calset is stored in a vector
Then, a load-pull of a thru device is performed on the entire Smith chart while measuring raw waves a 
This quantity can also be taken as a figure-of-merit, which quantitatively represents how good our calibration is.
These steps are repeated until F k (or its variation at each iteration step) reaches below tolerance. The minimization is performed with a Nelder-Mead multidimensional nonlinear minimization algorithm, which is implemented in MATLAB 1 (function fminsearch). Convergence is generally reached after 200-300 iterations and can be monitored by plotting F k for each iteration.
Note that the gain, which is defined in (1), is a function of ratio quantities; for this reason, only the seven classical error coefficients affecting gain uncertainty can be optimized with this technique, whereas the power coefficient cannot be optimized [4] .
III. SIMULATION RESULTS
As a starting point for simulations, different on-wafer calibration standards (opens, shorts, loads, lines, and thrus) were measured, and measurements were repeated several times.
With these data, a mean calset and its standard deviation were computed, with conventional line-reflect-match (LRM), short-open-load-reciprocal (SOLR), and TRL calibrations. 1 MATLAB is a registered trademark of The Mathworks Inc., Natick, MA. A set of "ideal" reflection coefficients Γ L = Γ in , which are expected from a thru connection, is then created on a regular pattern on the Smith chart. The magnitude and phase are linearly spaced from 0 to 0.96 and from 0
• to 360 • , respectively. With these ideal reflection coefficients and the mean calset, a set of realistic raw data is computed by means of a reverse deembedding procedure. A small Gaussian perturbation is then applied to the realistic raw data and to the mean calset. This perturbation has been evaluated on the basis of the calset standard deviation. We call this set of simulated measurement "simulated set n. 1."
We now apply the optimization algorithm to simulated set n.1, obtaining an optimized calset. Simulated set n. 1 can be corrected with the optimized calset and with the original calset. In Fig. 3 , we plot the gain (in decibels) as a function of |Γ L | for these two sets of corrected data (dots: original calset; squares: optimized calset). The dispersion of gain values is strongly reduced by the use of the optimized error coefficients.
In Fig. 4 , simulated set n. 1 corrected with the nonoptimized calset is plotted as load-pull gain contours to show its variation versus Γ L phase.
Finally, a second set of perturbed raw data, which is not correlated with the first one ("simulated set n. 2"), is corrected with the optimized calset, and the results are plotted in Fig. 3  (triangles) . Also, the algorithm is still effective on these data, which were not involved in the minimization procedure. Therefore, simulation results are consistent with expectations and confirm the validity of the proposed methodology.
IV. MEASUREMENT RESULTS
In order to validate this method also in an actual case, some measurements have been performed in on-wafer environment. The experimental setup used for on-wafer measurements is the real-time load-pull system, as sketched in Fig. 1 .
The test procedure consists of the following steps:
1) load-pull calibration with TRL and SOLR algorithms: raw measurements of standard devices are acquired, then external processing is applied, avoiding contact repeatability uncertainty; 2) thru connection; 3) sweep of Γ L and measurement of raw waves; 4) calset optimization, minimizing gain error on the whole Smith chart; 5) active device load-pull measurement and error correction with optimized and nonoptimized calsets.
The effect of the proposed algorithm is shown in Figs. 5 and 6.
In Fig. 5 , gain measurements of a thru device while sweeping Γ L are corrected with a conventional TRL calibration procedure (dots) and with the optimized error coefficients (squares). The dispersion of gain values with respect to 0 dB is evident, especially for |Γ L | > 0.8. As |Γ L | increases, the improving effect of the optimized calibration becomes more evident. In this case, we can conclude that the calset optimization algorithm reduces the gain spreading from −0.1 to 0.2 dB to −0.1 to 0.02 dB.
The comparison between SOLR method and optimized calset is shown in Fig. 6 . SOLR calibration has a higher F factor than TRL calibration; thus, the optimization algorithm is more effective in this case. The optimized calset reduces the gain spreading from −0.27 to 1.4 dB to −1.2 to 0.02 dB, as shown in Fig. 6 .
As a final verification, an extensive load-pull characterization has been performed on a 2 × 50 µm gate periphery GaN highelectron mobility transistor device, which is biased in class A and class B (V DS = 15 V, and V GS = −2.6 and −5.5 V, respectively).
As expected, operating gain G shows the most sensible change when the optimized correction is applied. In Fig. 7 , a power sweep in class B is shown. It is performed on Γ L = 0.64−14
• , which is the optimum for output power at 2-dB compression. Curves are obtained by correcting the same raw data with TRL (squares), SOLR (circles), and optimized calsets (dots). The two different optimized calsets are obtained, taking the TRL calset (continuous line) and the SOLR calset (dotted line), respectively, as starting points for the optimization.
We notice impressive differences between TRL and SOLR measurements, especially for low input power. The problem is due to a very high Γ in for low power, which is affected by great uncertainty. Both the P in and, consequently, the operating gain are affected by an incorrect Γ in measurement. |Γ in | is shown in Fig. 7(b) : It varies between 0.99 and 0.97 as the available power P av increases, explaining the behavior in Fig. 7(a) . Optimized calibration results fall between the TRL and SOLR results and, reasonably, are more reliable.
Finally, in Fig. 7(c) , the available gain (P out /P av ) is plotted versus available power P av . In this way, we eliminate the effect of incorrect Γ in measurement, and all calibrations give coherent results, as expected. Thus, the effect of the optimized calibration has been a more reliable Γ in measurement in a very critical case.
V. CONCLUSION
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