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Abstract. The main purpose of this paper is to study the non trivial idempotents of the 2×2
matrix ring over some special polynomial rings. The special polynomial rings are Zpq [x] for
primes p, q greater than 3 and Zpqr[x] for primes p, q and r greater than 3. We have classified
all the idempotents of these matrix rings into several classes such that any idempotent must
belong to one of these classes.
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1. Introduction
In ring theory, an element a of a ring R is idempotent if a = a2. Then by induction, we have
a = a2 = · · · = am for any positive integer m. Therefore, we can say that these elements resist
to change on multiplying with themselves. With these idempotents, we can define several other
classes of elements. For example, unit regular elements [2], clean and strongly clean elements,
see for instance, ([2, 6, 7]) and Lie regular elements [5] etc. Because of their importance, the
idempotents are of interest among many researchers. In the case of polynomial ring R[x], when
R is an abelian ring (a ring in which all idempotents are central), idempotents of R[x] and
R coincides [3, Lemma 1]. For the matrix rings over the polynomial rings very few results
are known. Kanwar et al. in [4] studied the idempotents in M2(Z2p[x]) for odd prime p and
in M2(Z3p[x]) for prime p > 3. In this paper, we continue in this direction and study the
idempotents of 2× 2 matrices over the polynomial rings Zpq[x] and Zpqr[x] for primes p, q and r
greater than 3. The special thing about these polynomial rings is that the parent rings Zpq and
Zpqr are reduced rings (rings in which the zero element is the only nilpotent element).
2. Preliminaries
Lemma 2.1. The ring Zn is a reduced ring if n has no square factor in it.
Proof. Let if possible g be some non zero nilpotent element of Zn. Clearly g
m is divisible by n
for some positive integer m. If n has no square factor in it, then each prime divisor of n also
divides gm and hence each of them divides g. Since every prime divisor of n divides g which
means n is a divisor of g which is absurd as g < n. Hence result. 
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Theorem 2.1. For the ring Zn, when n is square free, the determinant and the trace of every
idempotent in M2(Zn[x]) is in Zn[x].
Proof. Follows directly from Lemma 2.1 and [4, Proposition 3.1]. 
Theorem 2.2. If R is a reduced ring, then idempotents of R[x] and R coincide.
Proof. [4, Corollary 2.4]. 
Next result is a about the number of idempotents in Zn which can be proved easily.
Lemma 2.2. For the ring Zn, where n is a positive integer, total number of idempotents are
2m, where m is the number of distinct prime divisors of n.
3. Idempotents of matrix ring M2(Zpq[x])
In this section, we give our main result in which we discuss all the possible idempotents of the
2× 2 matrix ring over the polynomial ring Zpq[x] for distinct primes p and q greater than 3. For
this we need to know the idempotents of Zpq and so the next lemma gives us the idempotents
of Zpq.
Lemma 3.1. The idempotents of the ring Zpq, where p, q are distinct odd primes are 0, 1, p
q−1
and qp−1.
Proof. From [4, Proposition 2.8], for distinct primes p and q, idempotents in Zpmqn modulo p
mqn
are
0, 1, pkq
n−1(q−1), qlp
m−1(p−1)
where m and n are positive integers and k and l are the smallest positive integers such that
kqn−1(q − 1) −m and lpm−1(p − 1) − n are positive. Take m = n = 1. Thus idempotents in
Zpq are 0, 1, p
k(q−1)−1 and ql(p−1) − 1, where k and l are smallest positive integers such that
k(q − 1) − 1 and l(p − 1) − 1 are positive. Since, p and q are distinct odd primes, we can take
k = l = 1. Thus result holds. 
Lemma 3.2. The solutions of the congruence equation x2 ≡ x+ 2qp−1 (mod pq), where p and
q are distinct odd primes, are {2qp−1,−qp−1, qp−1 + 1 and 1− 2qp−1} modulo pq.
Proof. Since gcd(p, q) = 1, so x2 ≡ x+ 2qp−1 (mod pq) has solution if and only if the system of
congruences x2 ≡ x+ 2qp−1 (mod p) and x2 ≡ x+ 2qp−1 ≡ x (mod q) has a solution. Thus, for
solving the given congruence, we have to solve the pair of congruences
x2 ≡ x+ 2 (mod p) and x2 ≡ x (mod q).
Now the equation x2 ≡ x + 2 (mod p) has two solutions modulo p, given by x = 2 or x = −1.
Similarly the congruence x2 ≡ x (mod q) has two solutions modulo q, given by x = 0 or x = 1.
We consider all these possibilities in four cases below. In all the cases we make use of the Chinese
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remainder theorem for solving the congruences.
Case-1: When x ≡ 0 (mod q) and x ≡ 2 (mod p). On solving these we get, x ≡ 2qp−1 (mod pq).
Case-2: When x ≡ 0 (mod q) and x ≡ −1 (mod p). Here, x ≡ −qp−1 (mod pq).
Case-3: When x ≡ 1 (mod q) and x ≡ 2 (mod p). Here, x ≡ 1 + qp−1 (mod pq).
Case-4: When x ≡ 1 (mod q) and x ≡ −1 (mod p). Here , x ≡ 1− 2qp−1 (mod pq).

Theorem 3.1. Any non trivial idempotent G of the ring of 2× 2 matrices over the polynomial
ring Zpq[x] for any two distinct primes p > 3 and q > 3, is one of the following forms:
(1)
[
pq−1 0
0 pq−1
]
,
[
qp−1 0
0 qp−1
]
(2) Trace and determinant 0, i.e.
[
e(x) f(x)
g(x) 1− e(x)
]
, where e(x)(1 − e(x)) − f(x)g(x) = 0.
(3) Trace qp−1 and determinant 0, i.e.
[
qp−1e(x) qp−1f(x)
qp−1g(x) qp−1(1− e(x))
]
, where e(x)(1− e(x))−
f(x)g(x) = pk(x) for some k(x) ∈ Zpq[x].
(4) Trace pq−1 and determinant 0, i.e.
[
pq−1e(x) pq−1f(x)
pq−1g(x) pq−1(1− e(x))
]
, where e(x)(1− e(x))−
f(x)g(x) = qk(x) for some k(x) ∈ Zpq[x].
(5) Trace 1 + qp−1 and determinant qp−1, i.e.
[
1 + pe(x) pf(x)
pg(x) qp−1 − pe(x)
]
, where e(x)(1 +
pe(x)) + pf(x)g(x) = qk(x) for some k(x) ∈ Zpq[x].
(6) Trace 1 + pq−1 and determinant pq−1, i.e.
[
1 + qe(x) qf(x)
qg(x) pq−1 − qe(x)
]
, where e(x)(1 +
qe(x)) + qf(x)g(x) = pk(x) for some k(x) ∈ Zpq[x].
where e(x), f(x) and g(x) are the polynomials in Zpq[x].
Proof. Let G =
[
e(x) f(x)
g(x) h(x)
]
be a non trivial idempotent of M2(Zpq[x]). we write e, f, g and h
in place of e(x), f(x), g(x) and h(x) respectively for our convenience. Being an idempotent, G
satisfies G2 = G which gives us the set of equations A = {e2 + fg = e, f(e+ h) = f, g(e+ h) =
g, fg + h2 = h}. Consider (i) as e2 + fg = e, (ii) as f(e + h) = f , (iii) as g(e + h) = g and
(iv) as fg + h2 = h. Now from Theorems 2.1 and 2.2, detG is also an idempotent of Zpq and
therefore Lemma 3.1 implies the possible choices for detG equal to one of 0, 1, pq−1 and qp−1.
We consider all of these possibilities as different cases.
Case-1: detG = 1. In this case, eh − fg = 1. So, equation (i) implies e(e + h) − 1 = e.
This means ef(e+ h)− f = ef . Employing (ii), we get f = 0 and similarly, on employing (iii)
after multiplying the equation e(e+ h) − 1 = e by g, we get g = 0. On putting f and g zero in
(i), (iv) and eh− fg = 1 , we get e2 = e, h2 = h and eh = 1. Thus this implies that e and h are
idempotents of Zpq having product 1 and hence the only possibility for e and h is 1. So, here G
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is nothing but an identity matrix. Hence, we conclude that detG can only be 0, pq−1 and qp−1
for a non trivial idempotent.
Case-2: detG = 0. In this case, eh− fg = 0. We claim that e+ h is an idempotent. For this
consider (e+ h)2 = e2 + h2 + 2eh = e2 + h2 + 2fg. Now add equations (i) and (iv), and using
this we get (e+h)2 = e+h. Thus our claim holds. Further on employing Theorem 2.1, possible
choices for e+ h are 0, 1, pq−1 and qp−1.
Sub-case (a): e+ h = 0. In this case detG = 0 and (i) implies e = 0. From (ii) and (iii), we
get f = g = 0. Similarly h = 0. Hence zero matrix is the only possibility. As we are in hunt of
non trivial idempotents, we reject this case.
Sub-case (b): e + h = 1. Clearly, h = 1 − e. Employing detG = 0 and trace condition
we can easily verify that the equations (i), (ii), (iii) are trivially satisfied. Thus, we have G =[
e(x) f(x)
g(x) 1− e(x)
]
, where e(x)(1 − e(x)) − g(x)f(x) = 0.
Sub-case (c): e + h = qp−1. Here, h = qp−1 − e. Employing detG = 0 and (i), we get
eqp−1−e = 0 which implies e = eqp−1. Also from (ii) and (iii), f = fqp−1 and g = gqp−1. Hence
G =
[
eqp−1 fqp−1
gqp−1 qp−1(1− e(x))
]
, where e(x)(1− e(x))− g(x)f(x) = pk(x) for some k(x) ∈ Zpq[x].
Sub-case (d): e+h = pq−1. Similar to sub-case (c), we can obtain G =
[
epq−1 fpq−1
gpq−1 pq−1(1− e(x))
]
,
where e(x)(1 − e(x))− g(x)f(x) = qk(x) for some k(x) ∈ Zpq[x].
Case-3: detG = qp−1. Claim: Here (e + h)2 = e + h + 2qp−1. This claim easily holds from
(i), (iv) and eh−fg = qp−1. Now, we look for the possibilities of e+h. On incorporating Lemma
3.2, we get 4 possibilities for e+ h given by {2qp−1,−qp−1, qp−1 + 1 and 1− 2qp−1}.
Sub-case (a): e + h = 2qp−1. Clearly h = 2qp−1 − e. Employing detG = qp−1 and (i), we
get (2qp−1 − 1)e = qp−1. Also (ii) and (iii) implies f = g = 0 as gcd (2qp−1 − 1, pq) = 1. Thus
(i) and (iv) implies e and h are idempotents of Zpq[x] satisfying e + h = 2q
p−1. Among all the
idempotents of Zpq[x], the only possible choice for e and h is q
p−1. Thus in this case, we have
G =
[
qp−1 0
0 qp−1
]
.
Sub-case (b): e + h = −qp−1. Clearly, h = −qp−1 − e. From equations (ii) and (iii), we get
(1+qp−1)f = 0 and (1+qp−1)g = 0 which further implies f = 0 and g = 0 as gcd(1+qp−1, pq) = 1.
So on using (i) and (iv) we get e and h are idempotents. Thus, possibilities for e and h are
0, 1, pq−1 and qp−1 but for any value of e and h, e+ h = −qp−1 does not hold. Hence, this case
is not possible.
Sub-case (c): e + h = qp−1 + 1. Clearly, h = 1 + qp−1 − e. Employing detG = qp−1 and
(i), we get qp−1e = qp−1. Also from (ii) and (iii), we get fqp−1 = 0 and gqp−1 = 0. Thus,
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we get G =
[
1 + pe(x) pf(x)
pg(x) qp−1 − pe(x)
]
, where e(x)(1 + pe(x)) + pf(x)g(x) = qk(x) for some
k(x) ∈ Zpq[x].
Sub-case (d): e+h = 1−2qp−1. Clearly, h = 1−2qp−1−e. From equations (ii) and (iii), we get
2qp−1f = 0 and 2qp−1g = 0. On using detG = eh− fg = qp−1, h = 1− 2qp−1− e and (i), we get
2qp−1e = −qp−1. On multiplying equation (i) by (2qp−1)2, we get (2qp−1e)2+(2qp−1f)(2qp−1g) =
(2qp−1)2e, i.e. (2qp−1e)2 − 2qp−1(2qp−1e) = 0 which implies that 3.q2(p−1) ≡ 0 (mod pq). But
this is absurd under modulo p > 3.
Case-4: detG = pq−1. This case is exactly similar to Case 3. 
4. Idempotents of matrix ring M2(Zpqr[x])
Proceeding further, in this section, we find out the idempotents of the ring of 2× 2 matrices
over the polynomial ring Zpqr[x] when p, q and r are distinct primes greater than 3. Before
discussing the main result, we discuss some results which would be helpful in proving our main
result. The very first lemma is a result on the idempotents of Zpqr[x].
Lemma 4.1. Idempotents of the polynomial ring Zpqr[x], where p, q, r are distinct primes, are
0, 1, (pq)r−1, (pr)q−1, (qr)p−1, p(q−1)(r−1), q(p−1)(r−1), r(p−1)(q−1).
Proof. Because of Theorem 2.2 and Lemma 2.2, ring Zpqr has 8 idempotents. Now, let y be any
idempotent of Zpqr. This means y
2 ≡ y (mod pqr). Solving this congruence is equivalent to
solve the system of congruences
y2 ≡ y (mod p), y2 ≡ y (mod q), y2 ≡ y (mod r).
Each of these congruences has 2 solutions which are given by y ≡ 0 or y ≡ 1. So the congruence
y2 ≡ y (mod pqr) has 8 solutions discussed in the following cases.
Case-1: y ≡ 0 (mod p), y ≡ 0 (mod q), y ≡ 0 (mod r). Here, clearly y ≡ 0 (mod pqr).
Case-2: y ≡ 0 (mod p), y ≡ 0 (mod q), y ≡ 1 (mod r). Clearly, y ≡ 0 (mod pq) and
y ≡ 1 (mod r). Equation y ≡ 0 (mod pq) implies y = pqK for some K ∈ Z. Putting this value
of y in y ≡ 1 (mod r), we get pqK ≡ 1 (mod r). From this equation, on employing Euler’s
equation, we get a solution given by K = (pq)r−2. Thus y ≡ (pq)r−1 (mod pqr).
Case-3: y ≡ 0 (mod p), y ≡ 1 (mod q), y ≡ 0 (mod r). On the similar lines of Case 2, we
can easily prove that y ≡ (pr)r−1 (mod pqr).
Case-4: y ≡ 1 (mod p), y ≡ 0 (mod q), y ≡ 0 (mod r). Here y ≡ (qr)r−1 (mod pqr).
Case-5: If y ≡ 0 (mod p), y ≡ 1 (mod q), y ≡ 1 (mod r). Then, clearly y ≡ 1 (mod qr).
The congruence y ≡ 0 (mod p) implies y = pK for some K ∈ Z. substituting the value of y in
y ≡ 1 (mod qr), we get pK ≡ 1 (mod qr). From this equation, on employing Euler’s theorem,
we get a solution given by K = p(q−1)(r−1)−1. Thus y ≡ p(q−1)(r−1) (mod pqr).
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Case-6: If y ≡ 1 (mod p), y ≡ 0 (mod q), y ≡ 1 (mod r). Then as done in Case 5, we get
y ≡ q(p−1)(r−1) (mod pqr).
Case-7: If y ≡ 1 (mod p), y ≡ 1 (mod q), y ≡ 0 (mod r). Here, y ≡ r(p−1)(q−1) (mod pqr).
Case-8: If y ≡ 1 (mod p), y ≡ 1 (mod q), y ≡ 1 (mod r). Clearly, y ≡ 1 (mod pqr). 
Example 4.1. For Z105 = Z3×5×7, p = 3, q = 5, r = 7, idempotents are 0, 1, 15
6 ≡ 15, 214 ≡
21, 352 ≡ 70, 324 ≡ 36, 512 = 85, 78 = 91.
Notation- Here on if we write G =
[
e f
g h
]
, then we always assume e, f, g, h are polynomials
in Zpqr[x].
Lemma 4.2. For the quadratic congruence x2 ≡ x + 2p(q−1)(r−1) (mod pqr), where p, q, r are
distinct odd primes, solutions modulo pqr are{
2p(q−1)(r−1), p(q−1)(r−1) + 1, −p(q−1)(r−1), 1− 2p(q−1)(r−1),
(
(−1− 2pq−1
)
(pq)r−1 + 2pq−1),
(
(−2−pq−1)(pq)r−1+pq−1+1
)
, ((−1−2pr−1)(pr)q−1+2pr−1),
(
(−2−pr−1)(pr)q−1+pr−1+1
)}
.
Proof. Since gcd(p, q, r) = 1, the congruence x2 ≡ x+2p(q−1)(r−1) (mod pqr) has solution if and
only if the system of congruences x2 ≡ x+2p(q−1)(r−1) ≡ x (mod p), x2 ≡ x+2p(q−1)(r−1) (mod q)
and x2 ≡ x+2p(q−1)(r−1) (mod r) has a solution. Let’s name these as (a), (b) and (c) respectively.
Then (b) is also equivalent to x2 ≡ x+2 (mod q) using Euler’s theorem. Similarly (c) is equivalent
to x2 ≡ x+ 2 (mod r). So for solving the given equation, we have to solve the equations
x2 ≡ x (mod p), x2 ≡ x+ 2 (mod q) and x2 ≡ x+ 2 (mod r)
Further both the congruence x2 ≡ x + 2 (mod q) and x2 ≡ x + 2 (mod r) have two solutions,
given by x = 2 or x = −1. Similarly the congruence x2 ≡ x (mod p) has two solutions, given by
x = 0 or x = 1. We consider all these possibilities in eight cases below.
Case-1: When x ≡ 0 (mod p), x ≡ 2 (mod q) and x ≡ 2 (mod r). On solving these, we get
x ≡ 2p(q−1)(r−1) (mod pqr).
Case-2: When x ≡ 1 (mod p), x ≡ 2 (mod q) and x ≡ 2 (mod r). Here we get, x ≡
1 + p(q−1)(r−1) (mod pqr).
Case-3: When x ≡ 0 (mod p), x ≡ −1 (mod q) and x ≡ −1 (mod r). On solving we get,
x ≡ −p(q−1)(r−1) (mod pqr).
Case-4: When x ≡ 1 (mod p), x ≡ −1 (mod q) and x ≡ −1 (mod r). Here we get, x ≡
1− 2p(q−1)(r−1) (mod pqr).
Case-5: When x ≡ 0 (mod p), x ≡ 2 (mod q) and x ≡ −1 (mod r). Here we get, x ≡
(−1− 2pq−1
)
(pq)r−1 + 2pq−1 (mod pqr).
Case-6: When x ≡ 1 (mod p), x ≡ 2 (mod q) and x ≡ −1 (mod r). On solving we get,
x ≡ (−2− pq−1
)
(pq)r−1 + pq−1 + 1 (mod pqr).
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Case-7: When x ≡ 0 (mod p), x ≡ −1 (mod q) and x ≡ 2 (mod r). In this case, x ≡
(−1− 2pr−1
)
(pr)q−1 + 2pr−1 (mod pqr).
Case-8: When x ≡ 1 (mod p), x ≡ −1 (mod q) and x ≡ 2 (mod r). Here x ≡ (−2 −
pr−1
)
(pr)q−1 + pr−1 + 1 (mod pqr). 
Lemma 4.3. For the quadratic congruence x2 ≡ x + 2(pq)r−1 (mod pqr), where p, q, r are
distinct odd primes, solutions modulo pqr are{
2(pq)r−1, −(pq)r−1, (pq)r−1 + 1, 1− 2(pq)r−1, (2− pq−1
)
(pq)r−1 + pq−1,
(−1− pq−1
)
(pq)r−1 + pq−1, (2− qp−1)(pq)r−1 + qp−1, (−1− qp−1)(pq)r−1 + qp−1
}
.
Proof. This can be proved on the similar lines of Lemma 4.2. 
Now, we are ready to give our second main theorem in which we classify all the idempotents
of M2(Zpqr[x]).
Theorem 4.1. Any non trivial idempotent of the matrix ring M2 over the polynomial ring
Zpqr[x] for distinct primes p, q, r greater than 3, is one of the following forms:
(1) If detG = 0, then we have seven possibilities:
(a) G =
[
e(x) f(x)
g(x) 1− e(x)
]
, where e(x)(1 − e(x)) − g(x)f(x) = 0.
(b) G =
[
Ie(x) If(x)
Ig(x) I(1− e(x))
]
, where e(x)(1 − e(x)) − g(x)f(x) = Jk(x) for k(x) ∈
Zpqr[x], where I ∈ {(pq)
r−1, (pr)q−1, (qr)p−1, p(q−1)(r−1), q(p−1)(r−1), r(p−1)(q−1)} and
J ∈ {r, q, p, qr, pr, pq}. Here value of J at ith position in its set of possibilities
corresponds to value of I at ith position in its respective set for 1 ≤ i ≤ 6.
(2) If detG = (pq)r−1, then we have four possibilities:
(a) G =
[
(pq)r−1 0
0 (pq)r−1
]
.
(b) G =
[
1 + re(x) rf(x)
rg(x) (pq)r−1 − re(x)
]
, where e(x)(1 + re(x)) + rg(x)f(x) = pqk(x) for
k(x) ∈ Zpqr[x].
(c) G =
[
u+ pre(x) prf(x)
prg(x) t− (u+ pre(x))
]
, where (u+pre(x))t−(u+pre(x))2−(pr)2f(x)g(x) ≡
(pq)r−1 (mod pqr), u ≡ 0 (mod p) and u ≡ 1 (mod r). Here t = (2−pq−1)(pq)r−1+
pq−1.
(d) By interchanging the role of p and q in part 2(c), we get a new class of idempotents.
Similarly, if detG = (qr)p−1 or detG = (pr)q−1, we have 4 possibilities in each case.
(3) If detG = p(q−1)(r−1), then we have 2 possibilities
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(a) G =
[
p(q−1)(r−1) 0
0 p(q−1)(r−1)
]
.
(b) G =
[
1 + qre(x) qrf(x)
qrg(x) p(q−1)(r−1) − qre(x)
]
, where e(x)(1 + qre(x)) + qrf(x)g(x) =
pk(x) for k(x) ∈ Zpqr[x].
Similarly, if detG = q(p−1)(r−1) or detG = r(p−1)(q−1), we have 2 possibilities in each
case.
Proof. Let G =
[
e(x) f(x)
g(x) h(x)
]
be a non trivial idempotent of M2(Zpqr[x]). we write e, f, g, h in
place of e(x), f(x), g(x), h(x). Now from Theorems 2.1 and 2.2, detG is also an idempotent of
Zpqr. Thus by Lemma 4.1, possible choices of detG are
{0, 1, (pq)r−1, (pr)q−1, (qr)p−1, p(q−1)(r−1), q(p−1)(r−1), r(p−1)(q−1)}.
Now we consider all the possible choices.
Case-1: detG = 1. This means G is invertible and as G is an idempotent, on multiplying the
equation G2 = G by G−1, we get G = I.
Case 2: detG = 0. As in Case 2 of Theorem 3.1, e+ h is an idempotent of Zpqr and can take
the value
{0, 1, (pq)r−1, (pr)q−1, (qr)p−1, p(q−1)(r−1), q(p−1)(r−1), r(p−1)(q−1)}.
Now we discuss all these possibilities one by one. Here we use the same notations and equations
used in Theorem 3.1.
(1) If e+ h = 0. Similar to sub-case 2(a), G is a zero matrix.
(2) If e+h = 1. Again similar to sub-case 2(b), in this case, we have G =
[
e(x) f(x)
g(x) 1− e(x)
]
,
where e(x)(1 − e(x))− g(x)f(x) = 0.
(3) If e+h = (pq)r−1. Clearly h = (pq)r−1−e. Employing detG = 0 and (i), i.e. e2+fg = e,
we get e = e(pq)r−1. Also from (ii) and (iii), f = f(pq)r−1 and g = g(pq)r−1. Hence,
G =
[
e(x)(pq)r−1 f(x)(pq)r−1
g(x)(pq)r−1 (pq)r−1(1− e(x))
]
, where e(x)(1−e(x))−g(x)f(x) = rk(x) for some
k(x) ∈ Zpqr[x]. Further when e+ h = (qr)
p−1 or e+ h = (pr)q−1, G can be obtained in
a similar way.
(4) If e + h = p(q−1)(r−1). Then detG = 0 and (i) implies ep(q−1)(r−1) = e. Also from
(ii) and (iii), we get fp(q−1)(r−1) = f and gp(q−1)(r−1) = g. Thus in this case, G =[
p(q−1)(r−1)e(x) p(q−1)(r−1)f(x)
p(q−1)(r−1)g(x) p(q−1)(r−1)(1− e(x))
]
, where e(x)(1 − e(x)) − f(x)g(x) = pqk(x) for
k(x) ∈ Zpqr[x]. Further when e+h = q
(p−1)(r−1) or e+h = r(p−1)(q−1), G can be obtained
in a similar way.
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Case 3: detG = (pq)r−1. Here (i), (iv) and detG = (pq)r−1 implies (e+h)2 = e+h+2(pq)r−1.
On incorporating Lemma 4.3, we get 8 possibilities for e+h which we will discuss subsequently.
(1) If e + h = 2(pq)r−1, then from equations (ii) and (iii), we get 2(pq)r−1f = f and
2(pq)r−1g = g. Now as gcd(2(pq)r−1 − 1, pqr) = 1, we have f = g = 0. So equations (i)
and (iv) implies e2 = e and h2 = h. It can be easily seen that the only possible value of
e and h is 2(pq)r−1 in this case. Thus G =
[
(pq)r−1 0
0 (pq)r−1
]
.
(2) If e + h = −(pq)r−1, then from equations (ii) and (iii), we get (1 + (pq)r−1)f = 0 and
g(1+ (pq)r−1) = 0. Again as gcd(1+ (pq)r−1, pqr) = 1, we have f = g = 0. So equations
(i) and (iv) implies e2 = e and h2 = h. It can be verify that no two idempotents in Zpqr
have sum −(pq)r−1. Thus this case is not possible.
(3) If e + h = (pq)r−1 + 1, then detG = (pq)r−1 and (i) implies (pq)r−1e = (pq)r−1. Also
(ii) and (iii) implies (pq)r−1f = 0 and (pq)r−1g = 0. Thus from these equations, we get
G =
[
1 + re(x) rf(x)
rg(x) (pq)r−1 − re(x)
]
, where e(x)(1+ re(x))+ rf(x)g(x) = pqk(x) for some
k(x) ∈ Zpqr[x].
(4) If e + h = 1 − 2(pq)r−1, then detG = (pq)r−1 and (i) implies −2(pq)r−1e = (pq)r−1.
From equations (ii) and (iii), we get 2(pq)r−1)f = 0 and 2(pq)r−1g = 0. Multiply by
(2(pq)r−1)2 on both sides of e2+fg = e , we get (2(pq)r−1e)2+(2(pq)r−1f)(2(pq)r−1g) =
(2(pq)r−1)2e. Using above equations, we get(
(pq)r−1
)2
− 2(pq)r−1(−(pq)r−1) = 3(pq)2(r−1) = 0.
But this is not possible by Euler’s theorem because of the choice of primes.
(5) If e+ h = (2− pq−1)(pq)r−1 + pq−1, then detG = (pq)r−1 and (i) implies
e
(
(2− pq−1)(pq)r−1 + pq−1 − 1
)
= (pq)r−1.
We rewrite above as e(t−1) = (pq)r−1, where t = e+h. From this equation, we conclude
that e is of the form u + pre for some u such that u ≡ 0 (mod p) and u ≡ 1 (mod r).
Also (ii) and (iii) implies f(t−1) = 0 and g(t−1) = 0. Thus on solving these equations,
we get G =
[
u+ pre(x) prf(x)
prg(x) t− (u+ pre(x))
]
, where (u + pre(x))(t − (u + pre(x))) −
(pr)2f(x)g(x) ≡ (pq)r−1.
(6) If e + h = (−1 − pq−1)(pq)r−1 + pq−1. Let (−1 − pq−1)(pq)r−1 + pq−1 = t. Then
detG = (pq)r−1 and (i) implies e(t−1) = (pq)r−1. Also (ii) and (iii) implies f(t−1) = 0
and g(t− 1) = 0. Now on multiplying by (t− 1)2 on both sides of (i), we get
(e(t− 1))2 + f(t− 1)g(t − 1) = (t− 1)(e(t − 1)).
On substituting values in above equation, we get
((pq)r−1)2 = (t− 1)(pq)r−1.
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But under modulo r above expression does not hold, as left side is congruent to 1 and
right side is congruent to −2. Hence, this case is not possible.
(7) If e + h = (2 − qp−1)(pq)r−1 + qp−1. This case is exactly similar to sub-case 5. Just
replace p and q.
(8) If e+ h = (−1− qp−1)(pq)r−1 + qp−1. Similar to sub-case 6, we can prove that this case
is not possible.
For detG = (qr)p−1 or (pr)q−1, idempotents can be determined in the similar approach used in
Case 3.
Case 4: detG = p(q−1)(r−1). Then (i), (iv) and detG = p(q−1)(r−1) implies (e+ h)2 = e+ h+
2p(q−1)(r−1). On employing Lemma 4.2, we get 8 possibilities for e + h and now we discuss all
these possibilities.
(1) If e + h = 2p(q−1)(r−1), then from equations (ii) and (iii), we get 2p(q−1)(r−1)f = f and
2p(q−1)(r−1)g = g. Now as gcd(2p(q−1)(r−1)− 1, pqr) = 1, we get f = g = 0. So equations
(i) and (iv) implies e2 = e and h2 = h. It can be easily verify that the only possible
value of e and h is p(q−1)(r−1) in this case. Thus G =
[
p(q−1)(r−1) 0
0 p(q−1)(r−1)
]
.
(2) If e + h = 1 + p(q−1)(r−1), then detG = p(q−1)(r−1) and (i) implies (p(q−1)(r−1))e =
p(q−1)(r−1). Also (ii) and (iii) implies p(q−1)(r−1)f = 0 and p(q−1)(r−1)g = 0. Thus from
these equations, we get G =
[
1 + qre(x) qrf(x)
qrg(x) p(q−1)(r−1) − qre(x)
]
, where e(x)(1+qre(x))+
qrf(x)g(x) = pk(x) for some k(x) ∈ Zpqr[x].
(3) If e+ h = −p(q−1)(r−1), then from equations (ii) and (iii), we get (p(q−1)(r−1) + 1)f = 0
and (p(q−1)(r−1) +1)g = 0. Now as gcd(p(q−1)(r−1) +1, pqr) = 1, we have f = g = 0. So
equations (i) and (iv) implies e2 = e and h2 = h. It can be easily verify that there are
no two idempotents in Zpqr whose sum is −p
(q−1)(r−1).
(4) If e + h = 1 − 2p(q−1)(r−1), then detG = p(q−1)(r−1) and (i) implies (2p(q−1)(r−1))e =
−p(q−1)(r−1). Also (ii) and (iii) implies 2p(q−1)(r−1)f = 0 and 2p(q−1)(r−1)g = 0. Now
on multiplying by (2p(q−1)(r−1))2 on both sides of (i), i.e. e2 + fg = e, we get
(2p(q−1)(r−1)e)2 + (2p(q−1)(r−1)f)(2p(q−1)(r−1)g) = 2p(q−1)(r−1)(2p(q−1)(r−1)e).
On substituting values in above equation, we get
(−p(q−1)(r−1))2 = 2p(q−1)(r−1)(−p(q−1)(r−1)) =⇒ 3p2(q−1)(r−1) = 0.
But above is not possible by Euler’s theorem as p, q, r are greater than 3.
For the remaining values of trace, i.e.
{
((−1− 2pq−1
)
(pq)r−1 + 2pq−1),
(
(−2− pq−1)(pq)r−1 + pq−1 + 1
)
,
((−1− 2pr−1)(pr)q−1 + 2pr−1),
(
(−2− pr−1)(pr)q−1 + pr−1 + 1
)}
.
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We can prove similarly to Case 4 that these cases are not possible. So, there are only 2 classes
of idempotents having determinant p(q−1)(r−1). Cases when detG = q(p−1)(r−1) or r(p−1)(q−1)
can be handled similarly. Thus, result.

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