This paper proposes a recurrent fuzzy neural network (RFNN) structure for identifying and controlling nonlinear dynamic systems. The RFNN is inherently a recurrent multilayered connectionist network for realizing fuzzy inference using dynamic fuzzy rules. Temporal relations are embedded in the network by adding feedback connections in the second layer of the fuzzy neural network (FNN). The RFNN expands the basic ability of the FNN to cope with temporal problems. In addition, results for the FNNfuzzy inference engine, universal approximation, and convergence analysis are extended to the RFNN. For the control problem, we present the direct and indirect adaptive control approaches using the RFNN. Based on the Lyapunov stability approach, rigorous proofs are presented to guarantee the convergence of the RFNN by choosing appropriate learning rates. Finally, the RFNN is applied in several simulations (time series prediction, identification, and control of nonlinear systems). The results confirm the effectiveness of the RFNN. -Control, fuzzy logic, fuzzy neural network (FNN) , identification, neural network.
I. INTRODUCTION
R ECENTLY, feedforward neural networks have been shown to obtain successful results in system identification and control [10] . Such neural networks are static input/output mapping schemes that can approximate a continuous function to an arbitrary degree of accuracy. Results have also been extended to recurrent neural networks [6] - [8] . For example, Jin et al. [7] studied the approximation of continuous-time dynamic systems using the dynamic recurrent neural network (DRNN) and a Hopfield-type DRNN was presented by Funahashi and Nakamura [6] . Recurrent neural network systems learn and memorize information implicitly with weights embedded in them.
As is widely known, both fuzzy logic systems and neural network systems are aimed at exploiting human-like knowledge processing capability. Moreover, combinations of the two have found extensive applications. This approach involves merging or fusing fuzzy systems and neural networks into an integrated system to reap the benefits of both. For instance, Lin and Lee [9] proposed a general neural network model for a fuzzy logic control and decision system, which is trained to control an unmanned vehicle. In previous literature, we presented a fuzzy neural network (FNN) to establish a model reference control structure and verified that our FNN is a universal approximator [4] , [5] . The design process for the FNN in [4] and [5] combined tapped delays with the backpropagation (BP) algorithm to solve the dynamic mapping problems. However, a major drawback of the FNN is that its application domain is limited to static problems due to its feedforward network structure. Processing temporal problems using the FNN is inefficient. Hence, we propose a recurrent fuzzy neural network (RFNN) based on supervised learning, which is a dynamic mapping network and is more suitable for describing dynamic systems than the FNN. Of particular interest is that it can deal with time-varying input or output through its own natural temporal operation [16] . For this ability to temporarily store information, the structure of the network is simplified. That is, fewer nodes are required for system identification.
In this paper, the proposed RFNN, which is a modified version of the FNN, is used to identify and control a nonlinear dynamic system. The RFNN is a recurrent multilayered connectionist network for realizing fuzzy inference and can be constructed from a set of fuzzy rules. The temporal relations embedded in the RFNN are developed by adding feedback connections in the second layer of the FNN. This modification provides the memory elements of the RFNN and expands the basic ability of the FNN to include temporal problems. Since a recurrent neuron has an internal feedback loop, it captures the dynamic response of a system, thus the network model can be simplified. We show that all the characteristics of the FNN-fuzzy inference, universal approximation, and convergence properties-are extended to the RFNN. We also study the proposed RFNNs approximation and dynamics mapping abilities. For the control problem, we present the direct and indirect adaptive control approaches using the RFNN. In addition, to guarantee the convergence of the RFNN, the Lyapunov stability approach is applied to select appropriate learning rates. Finally, the proposed RFNN is applied to some numerical examples: time sequence prediction, identification of nonlinear systems without tapped delays, identification of a chaotic system, and adaptive control of a nonlinear system. The paper is organized as follows. In Section II, an RFNN structure is developed and the universal approximation of the RFNN is studied. The comparison between the FNN and the RFNN is also described. The training architectures for identification and control and the learning algorithm are presented in Section III. Section IV presents the stability analysis of the RFNN, which is based on the Lyapunov approach to show the convergence of the RFNN. Simulation results are discussed in Section V. Section VI gives the conclusion of this paper. Note that all proof of theorems and lemmas are presented in Appendix.
II. RECURRENT FUZZY NEURAL NETWORKS (RFNNs)
In this section, the proposed recurrent fuzzy neural network (RFNN) is presented to show that the RFNN is a system generalized from the FNN. The key aspects of the RFNN-dynamic mapping capability, temporal information storage, universal approximation, and the fuzzy inference system-are discussed here. The RFNN will be shown to possess the same advantages over recurrent neural networks [8] and extend the application domain of the FNN to temporal problems.
A. Structure of the RFNN
This section presents a fuzzy inference system implemented by using a multilayer recurrent neural network, called a RFNN. A schematic diagram of the proposed RFNN structure is shown in Fig. 1 , which is organized into input variables, -term nodes for each input variable, output nodes, and rule nodes. This RFNN system thus consists of four layers and nodes, where denotes the rule number. Layer 1 accepts input variables. Its nodes represent input linguistic variables. Layer 2 is used to calculate Gaussian membership values. Nodes in this layer represent the terms of the respective linguistic variables. Nodes at layer 3 represent fuzzy rules. Layer 3 forms the fuzzy rule base. Links before layer 3 represent the preconditions of the rules, and the links after layer 3 represent the consequences of the rule nodes. Layer 4 is the output layer, where each node is for an individual output of the system. The links between layer 3 and layer 4 are connected by the weighting values .
B. Layered Operation of the RFNN
Next, we shall indicate the signal propagation and the operation functions of the nodes in each layer. In the following description, denotes the th input of a node in the th layer; denotes the th node output in layer .
Layer 1: Input Layer: The nodes in this layer only transmit input values to the next layer directly, i.e., (1) From this equation, the link weight at layer 1 ( ) is unity.
Layer 2: Membership Layer: In this layer, each node performs a membership function and acts as a unit of memory. The Gaussian function is adopted here as a membership function. Thus, we have (2) where and are the center (or mean) and the width (or standard deviation-STD) of the Gaussian membership function. The subscript indicates the th term of the th input . In addition, the inputs of this layer for discrete time can be denoted by (3) where and denotes the link weight of the feedback unit. It is clear that the input of this layer contains the memory terms , which store the past information of the network. This is the apparent difference between the FNN and RFNN. Each node in this layer has three adjustable parameters:
, , and .
Layer 3: Rule Layer: The nodes in this layer are called rule nodes. The following AND operation is applied to each rule node to integrate these fan-in values, i.e., (4) where diag , , and . The output of a rule node represents the "firing strength" of its corresponding rule.
Layer 4: Output Layer: Each node in this layer is called an output linguistic node. This layer performs the defuzzification operation. The node output is a linear combination of the consequences obtained from each rule. That is (5) where and (the link weight) is the output action strength of the th output associated with the th rule. The are the tuning factors of this layer.
Finally, the overall representation of input and the th output is (6) where , , , and are the tuning parameters and . Obviously, using the RFNN, the same inputs at different times yield different outputs. As above, the number of tuning parameters for the RFNN is . Recall that the FNN, proposed in [4] , has the following input/output representation: (7) Clearly, the RFNN features dynamic mapping with feedback and more tuning parameters than the FNN. In the above formulas, note that if the weights in the feedback unit are all equal to zero, then the RFNN reduces to an FNN.
The proposed RFNN can be shown to be a universal uniform approximator for continuous functions over compact sets if it satisfies a certain condition. The condition is described as for all (8) Then we have the following result. Theorem 1: Universal approximation theorem-for any real function :
which is continuous on a compact set and for any given there is an RFNN system that satisfies condition (8) , such that Here can be any norm. This theorem shows that if the RFNN has a sufficiently large number of fuzzy logical rules (or neurons), then it can approximate any continuous function in over a compact subset of . For system identification, the theorem means that for any given continuous output trajectory of any nonlinear dynamic system over any compact time-interval , the output of the RFNN can approximate uniformly with arbitrarily high precision.
C. Fuzzy Reasoning
For a multi-input single-output RFNN system, let be the th input linguistic variable and define as the firing strength of rule , which is obtained by the product of the grades of the membership functions in the antecedent. If represents the th consequence link weight, the inferred value is then obtained by taking the weighted sum of its inputs, i.e., . This is the so-called area defuzzification process. The proposed RFNN realizes fuzzy inference as follows:
IF
is is then where for , , are fuzzy sets, is a fuzzy singleton, and is the number of inputs. That is, the input of each membership function is the network input plus the temporal term . Therefore, a connection structure based on the fuzzy rule can be illustrated as in Fig. 2 . This fuzzy system, with its memory terms (feedback units), can be considered a dynamic fuzzy inference system and the inferred value is given by where . From the above description, it is clear that the RFNN is a fuzzy logic system with memory elements. Given that the tuning parameters of a fuzzy system have clear physical meanings, the memory terms make it possible to incorporate a priori knowledge in the selection of initial parameter values and constraints among parameter values. Note that the parameters of the feedback units are not set from the human knowledge. According to the requirements of the system, they will be given proper values representing the memorized information.
For initializing system parameters, the on-line method also can be used [1] in the RFNN. The rule number and the initial value of tuning parameters , , , are given, where for all . That is, there are no feedback units initially. As for parameter learning, we will develop a recursive learning algorithm based on the gradient method.
III. TRAINING FOR THE RFNNS
Training architectures for identification and adaptive control, and a learning algorithm based on the gradient method are presented below.
A. Training Architecture of the RFNNs 1) Architecture for identification: To identify a nonlinear dynamic system, prior studies [4] , [5] , [10] used the series-parallel model with tapped delay units for training networks. In this paper, we adopt this model to train the RFNN with some modification. The current input and the most recent output of the system are fed into the RFNN and the error between the actual system output and the RFNN is used to train the RFNN. The modified training model is shown in Fig. 3 . The RFNN output will estimate the output trajectories of the nonlinear system. Note that only and are fed into the identification model even though the system output depends both on its past values , as well as the past values of inputs , . This simplifies the network structure, i.e., reduces the number of neurons.
2) Architecture for control: For system control problems, we focus on the adaptive control of dynamic systems using the RFNN. In [10] , Narendra and Parthasarathy used two distinct neural networks to control systems adaptively by direct and indirect control. Subsequently, Chen and Teng and Ku and Lee, proposed control architecture for the model reference adaptive control (MRAC) problem by using FNNs [4] , [5] , and diagonal neural networks [8] . Indirect control architecture usually requires an identified system model and the controller design is based on the learning algorithm [see Fig. 4 (a) and (b)]. Here, we present the direct adaptive control approach using the RFNN. Fig. 4(c) illustrates the block diagram of the RFNN-based control system. Obviously, the inputs of the RFNN are the reference input, the previous plant output, and the previous control signal, while the output of the RFNN is the control signal.
Remark 1: The RFNN can also be applied to construct the above indirect control architectures. The identifier and controller can be replaced by the RFNN and the tapped-delay unit can be removed [see Fig. 4(d) ]. In indirect control, Fig. 4 (a), (b), and (d), an unknown system is identified by the identifier (FNNI, DRNNI, or RFNNI), which provides the information about the system to the neural controller (FNNC, DRNNC, or RFNNC). The neural controller generates a control signal to drive the unknown system such that the error between actual system output and desired output is minimized. Herein, both identifier and controller networks are the same network structure (see [4] , [5] , and [8] ).
B. Learning Algorithm
Consider the single-output case for simplicity. Our goal is to minimize the following cost function: (9) where is the desired output and is the current output for each discrete time . In each training cycle, starting at the input nodes, a forward pass is used to compute the activity of all the nodes in the current output . By using the BP learning algorithm, the weighting vector of the RFNN is adjusted such that the error defined in (9) is less than a desired threshold value after a given number of training cycles. The well-known BP algorithm may be written briefly as (10) where, in this case, and represent the learning rate and tuning parameters of the RFNN. Let and be the training error and weighting vector of the RFNN, then the gradient of error in (9) with respect to an arbitrary weighting vector is (11) By recursive applications of the chain rule, the error term for each layer is first calculated, then the parameters in the corresponding layers are adjusted. With the RFNN (6) and the cost function defined in (9), derive the update rule of (12) where Similarly, the update laws of , , and are
where Finally, we have to check (8) . In general, this condition usually holds. If (8) does not hold for some , , a small value must be added to the STD value such that (8) holds, where . This completes the derivation of the BP learning algorithm.
The BP algorithm is a widely used algorithm for training multilayer networks by means of error propagation via variational calculus [11] . But its success depends upon the quality of the training data. In [2] , Chen and Jain proposed a robust BP learning algorithm that was stable under small noise perturbation and robust against gross errors. Since our intent here is to emphasize the universal approximation and dynamic mapping abilities of the proposed RFNN, the effect of the BP algorithm is neglected. Other existing on-line learning algorithms for tuning the weights of recurrent neural networks can also be adopted for tuning the RFNN.
Remark 2: When the control architecture shown in Fig. 4 (c) and (d) is used, we must pay attention to the training of the RFNNC. Similarly, let us define the cost function . Next, the gradient of is where is the output of the RFNN for control and denotes the system sensitivity. Thus, the parameters of the RFNNC can be also adjusted by (10) .
Remark 3: Note that the convergence of the RFNN cannot be guaranteed if the system sensitivity is unknown. For an unknown system, we must adopt the indirect control architecture in Fig. 4(d) . Obviously, the identifier (RFNNI) can provide the system sensitivity and it can be computed by the chain rule where and are, respectively, the center and the width of the Gaussian function in the th term of the th input linguistic variable . The superscripts denote the layer numbers. The link weight is the output action strength of the th output associated with the th rule.
is the number of fuzzy sets of the th input linguistic variable , which satisfies . Finally, is the number of rules in the RFNNI.
IV. STABILITY ANALYSIS OF THE RFNN
This section develops some convergence theorems for selecting appropriate learning rates. If a small value is given for the learning rate , convergence of the RFNN will be guaranteed. In this case, the convergent speed may be very slow. On the other hand, if a large value is given, the system may become unstable. Therefore, choosing an appropriate learning rate is very important.
A. Stability Analysis for Identification
First, define a discrete Lyapunov function as follows: (16) where represents the identification error in the learning process. The change of the Lyapunov function due to the training process is thus (17) The error difference due to the learning can be represented by [17] (18) where denotes the change in an arbitrary weighting vector. From (9) and (11) where and denote the number of rules in the RFNNI and the maximum of the number of fuzzy sets with respect to the input.
Remark 4: From Lemma 1, the optimal learning rates of the RFNNI are
B. Stability Analysis for Indirect Control
Similar to (16) and (18) 
where is defined in Remark 3. Now we have the following convergence theorem for the RFNNC.
Theorem 5: Let be the learning rates for the tuning parameters of the RFNNC and let be defined as
Then asymptotic convergence is guaranteed if , are chosen to satisfy where and denote the number of rules in the RFNN and the maximum of the number of fuzzy sets with respect to the input, respectively. Table I shows the conditions on learning rates for identification and control from Theorems 2-7.
Remark 5: In the previous discussion, the system sensitivity is provided by the RFNN identifier (RFNNI). Therefore, in the convergent conditions of Theorems 5-7 (also in Table I) , the sensitivity must be replaced by , where is the bound of control input , i.e., , for all . Therefore, the convergent conditions of tuning parameters, , , , for indirect adaptive control must be changed to
V. SIMULATION RESULTS
Several examples and performance comparisons with the FNN are presented in this section to verify the performance of the RFNN for temporal problems, identification, and adaptive control for nonlinear systems. The examples given here include the time-series prediction problem as well as identification and control of nonlinear systems.
Example 1: Time sequence prediction. To clearly verify that the proposed RFNN can learn temporal relationships, a simple sequence prediction problem found in [14] is used as a test in the following example.
The test bed used is shown in Fig. 5(a) . This is a "figure eight" shape made up of a series of 12 points to be presented to the network in the order shown. The RFNN is asked to predict the succeeding point for every presented point. Obviously, this task cannot be accomplished by a static network because the point at coordinate has two successors: point 5 and point 11. The RFNN must decide the successor of based on it predecessor: if the predecessor is 3, then the successor is 5; if the predecessor is 9, however, the successor is 11. Table II shows the parameters used for the RFNN and FNN. In this example, the RFNN contains only two input nodes, which give the two coordinates of the current point, and two output nodes, which represent the predicted point's coordinates.
The predicted values are shown in Fig. 5 (b) (solid line: desired output; dotted line: RFNN). We also applied the (nonrecurrent) FNN to this time prediction problem (solid line: desired output; dotted line: FNN). The prediction results after training are shown in Fig. 5(c) , verifying that a feedforward fuzzy neural network cannot predict successfully. Fig. 5(d) shows the mean square error (MSE) for the FNN and RFNN (solid line: RFNN; dotted line: FNN). From the simulation results shown in Fig. 5(b) , we can see that the FNN is inappropriate for time sequence prediction because of its static mapping. Example 2: Identification of a nonlinear dynamic system. In this example, the nonlinear plant with multiple time-delay is described as [10] (21)
where Here, the current output of the plant depends on three previous outputs and two previous inputs. In [4] , [5] , and [10] , the feedforward neural network, with five input nodes for feeding the appropriate past values of and were used. In this paper, only two values, and , are fed into the RFNN to determine the output . In training the RFNN, we used 100 epochs (90 000 time steps). The testing input signal as the following equation is used to determine the identification results Fig. 6(a) shows results using the FNN and RFNN for identification. Fig. 6(b) Tables II and III. This simulation demonstrates that the RFNN has the smaller network structure for identification. In addition, we observe that the identification error of the RFNN is less than that of the FNN after 90 000 time steps.
Example 3: Identification of a chaotic system. The discrete-time Henon system is frequently used in the study of chaotic dynamics and is not overly simple in the sense that it is of second order with one delay and two parameters [3] . This chaotic system is described by which, with and , produces a chaotic strange attractor as shown in [3] . For this study, the input of the RFNN is and the output is . We first randomly choose the training data (1000 pairs) from system over the interval [ 1.5, 1.5] . Then, the RFNN is used to approximate the chaotic system (the parameters in the RFNN being updated by the BP algorithm). Fig. 7 shows the phase plane of this chaotic system after training (100 epochs). Here the initial point is and the MSE is 0.0136 less than was achieved in [3] (0.0186).
Example 4: Adaptive control of nonlinear systems. The indirect adaptive control method is used in this example. We consider here the problem of controlling a nonlinear system which was considered in [10] . A brief description is as follows (details can be found in [10] ). The system model is where is assumed to be unknown. A reference model is described as where is a bounded reference input. However, since function is unknown, it is estimated on-line as . Then, the control input is (22) where . The control architecture is shown in Fig. 9 . In this example, the unknown system is identified off-line using random inputs. Then, the control law (22) can generate the control input. Finally, both identification and control are implemented simultaneously. Figs. 8 and 9 give the control architecture and simulation result. In this example, the RFNN successfully approximated the continuous function , . This suggests that the RFNN is also a static mapping network. In fact, if we assign the values to listed below parameter :
where is the rule number, then the RFNN reduces to an FNN. This confirms that the RFNN is also a static network.
Example 5: Direct adaptive control. The model reference control problem for a nonlinear system with linear input [8] is consider below. The nonlinear system is described by The reference model is described by the difference equation where . The system model output diverges when the step input , is applied to the system. This implies that the reference model signal needs to be restricted such that . In this example, we adopt . In this example, the system sensitivity , the inputs of the RFNN are , and the learning rates are . Fig. 10 shows the final system response.
Remark 6: The previous results can be summarized as follows.
1) The RFNN provides a new recurrent fuzzy neural network constructed from dynamic fuzzy if-then rules and shares the advantages of the FNN. 2) The RFNN has small network structure and a small number of tuning parameters in application.
3) The RFNN is capable of dynamic mapping for solving the temporal problems. In constrast, we see from Example 1 that the FNN cannot predict the time-series successfully. That is, the FNN is not a dynamic mapping system. 4) The RFNN is also a static network when the parameter is set to zero since this reduces the RFNN to an FNN. We can conclude that the RFNN is a generalized FNN system, which combines dynamic characteristics and the advantages of FNN. 5) The RFNN-based control system was tested for its on-line adapting ability and found to perform well.
VI. CONCLUSION
This paper has proposed an RFNN that is a generalization FNN. This RFNN is a recurrent multilayered connectionist network for realizing fuzzy inference using the dynamic fuzzy rules. The network consists of four layers including two hidden layers and a feedback layer. The temporal relations embedded in the network were built by adding feedback connections to the FNN, where the feedback units act as memory elements. A simple comparison showed that this modification simplifies the network structure. Moreover, we have successfully extended the results for the FNN to the RFNN: 1) the RFNN was proven to be a universal approximator; 2) its (dynamic) fuzzy inference system was presented;
3) using the Lyapunov approach, convergence theorems for the RFNN were proven and the optimal adaptive learning rates were also established. The RFNNs capability to temporarily store information allowed us to extend the application domain to include temporal problems. Finally, the proposed RFNN was applied to identify nonlinear dynamic systems.
We proposed direct and indirect adaptive control architectures for nonlinear systems using RFNNs. Simulation results show that the RFNN has the following advantages:
1) RFNN has the capabilities of attractor dynamics and temporary information storage; 2) in application, the RFNN has smaller network structure and a small number of tuning parameters than the FNN; 3) RFNN successfully solved the temporal problems and can approximate a dynamic system mapping as accurately as desired; 4) RFNN is also a static network (an FNN) when the parameters ; we conclude that the RFNN is a generalization system of the FNN, which combines dynamic characteristics with the advantages of the FNN; 5) RFNN has on-line adapting ability for dynamic system control.
APPENDIX

A. Proof of the Universal Approximation Theorem
Theorem 1 will be proven by using the Stone-Weierstrass theorem. We shall begin with the single-output case and then extend it to the multiple-output case. The structure of the proposed RFNN is illustrated in Fig. 1 In order to prove the universal approximation theorem, the following definitions and theorem which are quoted from [12] are necessary.
Definition 1:
A. 1 A real functions family defined on a set is an algebra if: (i) , (ii) , and (iii) are satisfied, where , , and is a complex constant, i.e., is closed under addition, multiplication, and scalar multiplication. For example, the set of all polynomials is an algebra.
A.2
A family is uniformly closed if whenever , and uniformly on . A. 3 The uniform closure of , denoted by , is the set of all functions that are limits of uniformly convergent sequences of members of . By the Stone-Weierstrass theorem, it is known that the set of continuous functions on is the uniform closure of the set of polynomials on . A.4
separates points on a set if for every in ,
, there is a function in such that . A.5
vanishes at no point of if for each in , there is a function in such that . Theorem 8: (Stone-Weierstrass Theorem) [12] Let be a set of real continuous functions on a compact set . If (1) is an algebra, (2) separates points on , and (3) vanishes at no point of , then the uniform closure of consists of all real continuous functions on . Now we are ready to prove the universal approximation theorem. The proof is divided into four parts as follows:
Lemma 3: Let be the family of defined in (24), then , where is a compact set. Proof: Here, the membership function , . That is, ( is closed under scalar multiplication). By (1)-(3), we conclude that is an algebra. Lemma 5:
separates points on (for , , there is an such that . Proof: We prove this lemma by constructing a function . That is, we specify the number of fuzzy sets defined in , the parameters of the Gaussian membership functions, and the number of fuzzy rules, such that the resulting (in the form of (24)) has the property , for arbitrarily given with , then for any . That is, any with can serve as the required . Therefore, the single output RFNN is a universal approximator from the Stone-Weierstrass theorem and Lemmas 3-6.
From the previous proofs, we can conclude that given a real function :
, continuous on , and , there exists an RFNN system satisfying condition (8) , where is the uniform closure of , such that , for every in . That is, an RFNN system with an arbitrarily large number of fuzzy logical rules can approximate any real continuous function in over a compact subset of . Extension to Multiple Output Case: The following subsection will extend the previous results to the case of an RFNN with multiple outputs. Consider the following example.
Suppose and are functions of and let functions and be approximated by rules and rules, respectively. This structure is shown in Fig. 11(a) and (b).
It is easy to combine these two single-output RFNNs into a new RFNN with two outputs, which is shown in Fig. 12 . This new structure has rules; the first rules are constructed from and the last rules from . In this structure, the consequence weights of the last rules in the first output ( ) are set to zero and the consequence weights of the first rules in the second output ( ) are also set to zero.
Based on the previous discussion, since the RFNN with a single output can perform universal approximation, there must be an RFNN with multiple outputs with an arbitrarily large number of fuzzy logical rules that can perform universal approximation on each output. This completes the proof.
B. Proof of Convergence Theorems
To prove our results, the following facts are needed. . From the previous discussion, we obtain . From the previous discussion, we obtain From the previous discussion, we obtain 
