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A CENTRAL LIMIT THEOREM FOR THE MEAN STARTING
HITTING TIME FOR A RANDOM WALK ON A RANDOM
GRAPH
MATTHIAS LO¨WE AND SARA TERVEER
Abstract. We consider simple random walk on a realization of an Erdo˝s-Re´nyi
graph that is asymptotically almost surely (a.a.s.) connected. We show a Central
Limit Theorem (CLT) for the average starting hitting time, i.e. the expected time
it takes the random walker on average to first hit a vertex j when starting in a
fixed vertex i. The average is taken with respect to pij , the invariant measure of
the random walk.
1. Introduction
Random walks on random graphs have been actively studied over the past decades,
see e.g. [DS84, Lov93, Woe00, BLPS18, Gri10], among many others. The two layers
of randomness, one for the random graph, the other one for the random walk on
it, are typical of many fascinating problems in modern probability, such as spin
glasses, random walks in a environment, and others. Moreover, random walks on
random graphs also reflect typical characteristics of the underlying random graph.
Therefore, random walks are a key tool to understand the properties of random
graphs close to the point of phase transition (see the recent monograph [vdH17]).
There are various quantities to describe the behaviour of a random walk on a random
graph, most of them related to the question, how quickly the random walk is able
to see various areas of the graph. The mixing time characterizes how long it takes
the distribution of a walker to get close to its equilibrium distribution, the hitting
and commute times represent the time it takes to get from one vertex to another,
and the cover time describes the time a walker needs to see the entire graph. In this
note we will investigate the hitting time of random walk on random graphs.
To define it, assume we are given a realization G = (V,E) of an Erdo˝s-Re´nyi graph
G(n + 1, p), i.e. we choose a random graph G on V = {1, . . . , n + 1} such that all
undirected edges e = {i, j} ∈ E are realized independently with the same probability
p. Note the slightly unconventional choice of n + 1 vertices rather than n. Indeed,
later it will be convenient to think of every vertex to have n potential neighbors.
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Also note that p = pn may and typically will depend on n in such a way that
pn ≫ lognn , by which we mean that lognnpn → 0 as n → ∞. Hence with probability
converging to one G is connected and all the probabilities below will be understood
conditionally on the event that G is connected (see [Bol01, Theorem 7.3]).
While the above setup suffices to define G for fixed n it does not allow to consider
almost sure results or limits for n→∞, that we will need later on (see e.g. Section
6). To this end, we will construct the entire sequence of random graphs as follows.
Given the sequence (pn) let us consider i 6= j ∈ N. Let εi,j(n+ 1), i, j = 1, . . . , n be
the indicator for the event that the undirected edge {i, j} is present in the random
graph on V = {1, . . . , n + 1}. We will assume that the εi,j(n + 1) behave like a
time-inhomogeneous Markov chain. More precisely:
P(εi,j(n+ 1) = 0|εi,j(n) = 0) = 1
P(εi,j(n+ 1) = 1|εi,j(n) = 0) = 0
P(εi,j(n+ 1) = 0|εi,j(n) = 1) = 1− q(n)
P(εi,j(n+ 1) = 1|εi,j(n) = 1) = q(n)
where we have set q(n) = pn/pn−1. This setup of course only works, if (pn) is non-
increasing. However, if (pn) is increasing, we can construct the complement of G
(which we denote by Gc) in the same fashion. More precisely, Gc is the graph on
{1, . . . , n + 1} that contains an edge e, if and only if e /∈ E. Of course, being able
to construct Gc also implies that we can construct G.
On a realization of G on a fixed number of vertices n + 1 consider simple random
walk in discrete time (Xt): If Xt is in v ∈ V at time t, Xt+1 will be in w with
probability 1/dv (dv denoting the degree of v), if {v, w} ∈ E and with probability
0, otherwise. This random walk has an invariant distribution given by
pii :=
di∑
j∈V dj
=
di
2|E| .
Let Hij be the expected time it takes the walk to reach vertex j when starting from
vertex i. Moreover, let
Hj :=
∑
i∈V
piiHij and H
i :=
∑
j∈V
pijHij (1)
be the average target hitting time and the average starting hitting time, respectively
(these names are taken from [LPW09]). Note that Hj and H
i are expectation values
in the random walk measure. However, with respect to the realization of the random
graph they are random variables. In general, Hj and H
i will be different.
In [LT14] the asymptotic behaviour of Hj and H
i was analyzed. Confirming a
prediction in the physics literature [SRBA04], it was shown that
Hj = n(1 + o(1)) as well as H
i = n(1 + o(1)) (2)
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a.a.s. By the latter expression we mean that for a given vertex i the probability that
Hi or H
i are not of the order prescribed by (2) goes to 0, as n→∞. The analogous
result for hypergraphs was proved in [HL19].
Equation (2) can be considered a law of large numbers for the random variables Hj
and H i. In this note we will study the fluctuations around this law of large numbers
for H i on the level of a Central Limit Theorem (CLT, for short). It will turn out that
we are able to rewrite H i, up to negligible terms, as a incomplete U-statistic with
a kernel of degree 2. However, quite different from the usual situation, the kernel
will not depend on a sequence of i.i.d. random variables, but on a triangular array
of weakly dependent random variables. Moreover, the ”incompleteness” is random
as well, and the random variables determining which terms of the U-statistic are
present, depend on the other random variables in the U-statistic. We will need
to prove a CLT for this setup, first. Its proof will rely on a martingale method
introduced in [Gir90] and an application thereof presented in [LT20]. More precisely,
we will show
Theorem 1.1. Let H i be defined as (1), θn be given by (12), and µ be defined as
in (8). Moreover, assume that pn ∈ (0, 1) is either an increasing or a decreasing
sequence of probabilities. We denote lim pn =: p
∗ ∈ [0, 1] and we furthermore assume
that npn/ logn→∞ and that n(1− pn)→∞. Then, with the above setting
H i − (n− 2)− 2µ2n
(
n+1
2
)
pn
2nθn
n→∞
===⇒ N
(
0, 1 +
(1− p∗)p∗
2
)
, (3)
where N (m, s2) denotes a normal distribution with expectation m and variance s2
and
n→∞
===⇒ denotes convergence in distribution.
The rest of the paper is organized in the following way. In Section 2 we will decom-
pose H i in terms of the spectrum of a variant of the Laplace matrix of the random
graph. This decomposition is the key to rewriting H i in terms of a U-statistic Un
plus smaller order terms in Section 3. In Section 4 we recall a CLT for a incomplete
U-statistic over a triangular array proved in [LT20]. In Section 5 we apply this CLT
to prove a CLT for a variant for Un with extra assumptions. Sections 6 and 7 serve
to remove these assumptions to obtain a CLT for Un. Finally, in Section 8 we will
see that Un is indeed the central term in the decomposition of H
i, i.e. we will see
that Theorem 1.1 is true. In an appendix we will collect some auxiliary results.
2. Spectral decomposition of the hitting times
Our starting point will be the same as in [LT14] or [HL19], the spectral decompo-
sition of the hitting times, taken from [Lov93, Section 3]. To introduce it, let A
be the adjacency matrix of G, i.e. A = (aij), with aij = 1{i,j}∈E. Let D be the
diagonal matrix D = (diag(di))
n+1
i=1 . With A we associate the matrix B defined as
B := D−
1
2AD−
1
2 . The matrix B is intrinsically related to the Laplace matrix L of G
defined as L := Id−B. Note that B = (bij) with bij = aij√
didj
. Therefore, B is sym-
metric and hence has real eigenvalues. λ1 = 1 is an eigenvalue of B, since the vector
4 MATTHIAS LO¨WE AND SARA TERVEER
w := (
√
d1, · · · ,
√
dn) satisfies Bw = w. By the Perron-Frobenius theorem λ1 is the
largest eigenvalue. We order the eigenvalues λk of B such that λ1 ≥ λ2 ≥ · · · ≥ λn+1
and we normalize the eigenvectors vk to the eigenvalues λk to have length one. Thus,
in particular,
v1 :=
w√
2|E˜|
=
(√
dj
2|E˜|
)n+1
j=1
.
Also recall that the matrix of the eigenvector is orthogonal and the scalar product
of two eigenvectors vi and vj satisfies 〈vi, vj〉 = δij . With this notation we can give
the following representation of the average starting hitting time.
Proposition 2.1 (cf. [Lov93, Theorem 3.1 and Formula (3.3)]). For all i 6= j ∈ V
we have
Hij = 2|E˜|
n+1∑
k=2
1
1− λk
(
v2k,j
dj
− vk,ivk,j√
didj
)
.
Thus,
H i =
n+1∑
k=2
1
1− λk (4)
Formula (4) will be the basis our fluctuations analysis in the next sections.
3. Rewriting H i
In this section we will rewrite H i in terms of a sum of a U-statistic and a negligible
term. This will be the starting point to prove our main result Theorem 1.1.
Consider (4). Since λk < 1 for k ≥ 2 we can apply the geometric series to write
H i =
n+1∑
k=2
∞∑
l=0
λlk =
n+1∑
k=2
(
1 + λk + λ
2
k +O(λ
3
k)
)
= n+
n+1∑
k=2
λk +
n+1∑
k=2
λ2k +O
(
n+1∑
k=2
λ3k
)
= (n− 2) +
n+1∑
k=1
λ2k +O
(
n+1∑
k=2
λ3k
)
, (5)
since B has trace 0 and λ1 = 1. We will show later that O
(
n+1∑
k=2
λ3k
)
is negligible on
the scale of a CLT. Therefore consider
n+1∑
k=1
λ2k = tr(B
2) =
n+1∑
i,j=1
aijaji
didj
=
n+1∑
i,j=1
aij
didj
= 2
∑
i<j
aij
didj
(6)
which follows from aij = aji and aij ∈ {0, 1}.∑
i<j
aij
didj
=
∑
i<j
1{aij=1}
aij
didj
=
∑
i<j
aij
1
d˜ji + 1
1
d˜ij + 1
,
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where for vertices i, j1, . . . , jK (and constant K ∈ N), we define
d˜
(j1,...,jK)
i :=
n+1∑
l=1
l /∈{i,j1,...,jK}
ail and d˜
j
i := d˜
(j)
i . (7)
Notice that d˜ji is a random variable and binomially distributed with parameters n−1
and p. Thus, with
µ := µn := E
[
1
d˜ji + 1
]
(8)
we are led to consider the U-statistic
Un =
1
nθn
∑
1≤i<j≤n+1
(
ai,j
didj
− µ2p
)
=
1
nθn
∑
1≤i<j≤n+1
(
ai,j
(d˜ji + 1)(d˜
i
j + 1)
− µ2p
)
. (9)
Here θn is a normalizing sequence we will specify in (12). Note, however that Un
has an unusual structure for a U-statistic, due to the lack of independence of the
ai,j and the d˜
j
i as well as between the d˜
j
i themselves.
To begin with, we will prove that the expectation of inverse moments of di is asymp-
totically insensitive to removing a constant number of vertices. In what follows, for
two sequence an, bn we will write an ≈ bn,an . bn, and an & bn, respectively, to
denote that an = bn(1 + o(1)), an = O(bn), and an = Ω(bn), respectively, in the
Landau notation. We will show
Proposition 3.1. For fixed, constant numbers l, k,K and vertices i, j1, . . . , jl,
E
[( 1
d˜
(j1,...,jl)
i +K + 1
)k] ≈ E[( 1
X + 1
)k]
=
1
(np)k
(1 + o(1)) = Θ
(
(np)−k)
)
Here, X ∼ Bin(n, p) is a binomially distributed random variable with parameters n
and p (in fact, we will more often make use of the same result for X ∼ Bin(n−1, p)).
Proof. Clearly,
E
[( 1
d˜
(j1,...,jl)
i +K + 1
)k]
≤ E
[( 1
d˜
(j1,...,jl)
i + 1
)k]
.
On the other hand, by Jensen’s inequality
E
[( 1
d˜
(j1,...,jl)
i +K + 1
)k]
≥
(
E
[
d˜
(j1,...,jl)
i +K + 1
])−k
=
( 1
(n− l)p+K + 1
)k
≥
( 1
np+K + 1
)k
=
1
(np)k
(1− o(1))
because we know that d˜
(j1,...,jl)
i ∼ Bin(n− l, p). Finally, by Remark A.4
E
[( 1
X + 1
)k]
=
1
(np)k
(1 + o(1)) .
The fact that 1
(np)k
(1 + o(1)) = Θ
(
(np)−k
)
concludes the proof. 
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4. A Central Limit Theorem for U-statistics over a triangular
array of random variables
In the sequel we will use the following CLT for U-statistics over a triangular array
of random variables that was proved in [LT20]. There we considered the following
setting:
Let Xn1, . . . , Xnn be a triangular array of random variables with values in R, inde-
pendent of each other and having the same distribution function Fn(x) in each row.
Moreover, let hn : R × R → R be some real-valued, symmetric, integrable Borel
function, satisfying that for all n and 1 ≤ i 6= j ≤ n
E [hn(Xni, Xnj)] = 0 and E
[
h2n(Xni, Xnj)
]
<∞. (10)
Finally Zij = Zji are assumed to be i.i.d. Ber(pn) random variables (apart from the
constraint that Zij = Zji), independent of the (Xni)i,n. For i, j = 1, . . . , n, consider
Φn(i, j) = Zij · hn(Xni, Xnj)
Let us construct the following U-statistic
Un =
(
n
2
)−1 ∑
1≤i<j≤n
Φn(i, j) =
(
n
2
)−1 ∑
1≤i<j≤n
Zi,j · hn(Xni, Xnj).
Using a Hoeffding-type decomposition (see [Hoe48]) we introduce
Ψ
(n)
j (i) := E [Φn(i, j) | Xi, Zij] = ZijE [hn(Xni, Xnj) | Xni] (11)
β2n := E
[
Φ2n(1, 2)
]
, γ2n := E
[(
Ψ
(n)
2 (1)
)2]
, and θ2n := npnγ
2
n + β
2
n/2. (12)
Also define
Φ˜n(i, j) = Φn(i, j)−Ψ(n)j (i)−Ψ(n)i (j),
h˜n(Xni, Xnj) = hn(Xni, Xnj)− E [hn(Xni, Xnj) | Xni]− E [hn(Xni, Xnj) | Xnj ] .
One checks that Φ˜n(i, j) = Zi,jh˜n(Xni, Xnj), again has expectation zero and even
E
[
h˜n(Xni, Xnj) | Xnk
]
= 0, (13)
holds true for i 6= j and every k, also for k = i, j.
In what follows we will drop the index n whenever suitable. Moreover, we will write
h(i, j) and h˜(i, j) as abbreviations for hn(Xni, Xnj) and h˜n(Xni, Xnj). One can show
that V Un ≈ 4n−2θ2n, i.e.
√
VUn
(
n
2
) ≈ nθn (see [LT20, Lemma 1.3]).
Gk(i, j) = E [Φ(i, k)Φ(j, k) | Xi, Xj, Zik, Zjk] =: ZikZjkH(i, j) (14)
G˜k(i, j) = E
[
Φ˜(i, k)Φ˜(j, k) | Xi, Xj, Zik, Zjk
]
=: ZikZjkH˜(i, j). (15)
Then,
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Theorem 4.1. (see [LT20, Theorem 1.5]) Assume that for every ε > 0
1
nθ2n
E
[( n∑
j=2
Ψj(1)
)2
1
{∣∣ n∑
j=2
Ψj(1)
∣∣≥εθnn}] n→∞−−−→ 0 (C1)
θ−2n E
[
Φ˜2(1, 2)1{|Φ˜(1,2)|≥εθnn}
]
n→∞−−−→ 0 (C2)
p θ−2n E
[
H˜(1, 1)1{|H˜(1,1)|≥ εθ2nn
p
}] n→∞−−−→ 0 (C3)
θ−4n E
[
G21(2, 3)
] n→∞−−−→ 0 (C4)
Then Un√
VUn
and
(n2)Un
nθn
converge in distribution to a standard normal random variable.
5. A central limit theorem for a related U-statistics
To make use of Theorem 4.1 let us introduce the following variant of Un:
Vn =
∑
1≤i<j≤n+1
Zi,jhn(Xn,i, Xn,j). (16)
Here, for fixed n, the Xn,i are i.i.d. Bin(n−1, p)-random variables (and p = pn is the
same as above). The Zi,j are i.i.d. Ber(p)-distributed random variables independent
of the (Xn,i), however their parameter p is the same as for the Xn,i. Finally,
hn(x, y) =
1
(x+ 1)(y + 1)
− µ2n.
Note that, hn is symmetric and that E [hn(Xn,i, Xn,j)] = 0. It is easy to check that
(10) holds. Of course, we wish to apply the CLT in Theorem 4.1 to prove a CLT for
Vn. In our setting the normalizing factor nθn can be directly computed (cf. Lemma
5.2 below).
In order to prove a CLT for Vn we will check that (C1)–(C4) are fulfilled. We will
prepare this by giving an alternative formula for the variables in our situation and
by computing some inverse moments of the binomial distribution. This is done in
the following lemmas:
Lemma 5.1. In the situation of this section we have
Φ(i, j) = Zi,j ·
( 1
(Xi + 1)(Xj + 1)
− µ2
)
Ψj(i) = Zi,j · µ
( 1
Xi + 1
− µ
)
Φ˜(i, j) = Zij
( 1
Xi + 1
− µ
)( 1
Xj + 1
− µ
)
(17)
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Proof. The expression for Φ immediately emerges from inserting h into its definition.
Furthermore, by measurability and independence
Ψj(i) = E
[
Zi,j ·
( 1
(Xi + 1)(Xj + 1)
− µ2
)∣∣∣Xi, Zi,j]
= Zi,j ·
( 1
Xi + 1
E
[ 1
Xj + 1
]
− µ2
)
= Zi,j · µ
( 1
Xi + 1
− µ
)
and
Φ˜(i, j) = Zij
( 1
Xi + 1
1
Xj + 1
− µ2
)
− Zijµ
( 1
Xi + 1
− µ
)
− Zijµ
( 1
Xj + 1
− µ
)
= Zij
( 1
Xi + 1
− µ
)( 1
Xj + 1
− µ
)

For what follows let
σ2 := σ2n := E
[( 1
X1 + 1
)2]
.
Lemma 5.2. In the situation of this section we have γ2n = pµ
2(σ2 − µ2) and β2n =
p(σ4 − µ4).
Proof. Using the independence of the random variables straightforward calculations
give
γ2n = E
[
Z21,2µ
2
( 1
X1 + 1
− µ)2] = pµ2 (σ2 − 2µ2 + µ2) = pµ2 (σ2 − µ2) ,
as well as
β2n = E
[
Z21,2
( 1
X1 + 1
1
X2 + 1
− µ2)2] = p(σ4 − 2µ4 + µ4) = p(σ4 − µ4).

In what follows, let X ∼ Bin(n− 1, p).
Lemma 5.3. For µ = E
[
1
X+1
]
, it holds µk = 1
(np)k
(1−O(e−np)) = Θ( 1
(np)k
)
.
Proof. Note that
µ =
n−1∑
k=0
(
n− 1
k
)
pk(1− p)n−1−k · 1
k + 1
=
1
np
n−1∑
k=0
(
n
k + 1
)
pk+1(1− p)n−(k+1)
=
1
np
n∑
k=1
(
n
k
)
pk(1− p)n−k = 1
np
(1− (1− p)n) ≤ 1
np
.
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On the other hand, using 1 + x ≤ ex we have (1− p)n ≤ e−np and thus
(1− e−np)k = 1 +
n∑
k=1
(
n
k
)
(−1)k(e−np)k
≥ 1−
n∑
k=1
k odd
(
n
k
)
· (e−np)k ≥ 1− e−np ·
n∑
k=1
k odd
(
n
k
)
≥ 1− Lke−np
for a constant Lk. These two inequalities give for all k ∈ N
µk =
1
(np)k
(1− (1− p)n)k ≥ 1
(np)k
(1− e−np)k ≥ 1
(np)k
(1− Lke−np) (18)

Furthermore, from Remark A.4
σ2 = Θ
(
1
(np)2
)
. (19)
Thus by Corollary A.7 we obtain estimates for β2n and γ
2
n.
Corollary 5.4. We have a) γ2n = pµ
2(σ2 − µ2) = Θ
(
p
(np)5
)
and
b) β2n = p(σ
4 − µ4) = Θ
(
p
(np)5
)
Proof. By Corollary A.7, σ2 − µ2 = E
[(
1
X+1
− µ
)2]
= Θ
(
1
(np)3
)
. Applying Lemma
5.3 shows a).
For b) we apply the same steps and (19) to obtain
σ4 − µ4 = σ4 − σ2µ2 + σ2µ2 − µ4 = σ2(σ2 − µ2)+ µ2(σ2 − µ2) = Θ( 1
(np)5
)
.
This yields the claim. 
We now can formulate and prove a CLT for Vn
Proposition 5.5. In the setting of this section, Vn/nθn converges in distribution to
a standard Gaussian random variable.
Proof. We will need to check conditions (C1)–(C4). For the sake of clarity, we will
split the proof into four lemmas, each of them showing one of the conditions.
Lemma 5.6. In the setting of this section assumption (C1) holds, i.e.
1
nθ2n
E
[(n+1∑
j=2
Ψj(1)
)2
1
{∣∣n+1∑
j=2
Ψj(1)
∣∣≥ τθnn
2
}] n→∞−−−→ 0
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Proof. Firstly, by multi-index notation and independence
E
[(n+1∑
j=2
Ψj(1)
)4]
=
∑
α=(α2,...,αn+1)
|α|=4
(
4
α
)
E
[n+1∏
j=2
Ψj(1)
αj
]
=
∑
α=(α2,...,αn+1)
|α|=4
(
4
α
)
E
[
µ4
( 1
X1 + 1
− µ
)4] n+1∏
j=2
E
[
Z
αj
1,j
]
= µ4E
[( 1
X1 + 1
− µ
)4] ∑
α=(α2,...,αn+1)
|α|=4
(
4
α
) n+1∏
j=2
E
[
Z
αj
1,j
]
︸ ︷︷ ︸
Λ
Now consider
∏n+1
j=2 EZ
αj
1,j . This is p
k if and only if the number of αj with αj 6= 0 is
k. Since we are interested in asymptotic orders in n, we may neglect the binomial
coefficient. For each k = 1, . . . , 4 there are n · · · (n − k + 1) possibilities to choose
the numbers multiplied with pk for the expectation. Thus for each k the order of Λ
is (np)k. Thus, the entire sum is of order (np)4 at most, which by Lemmas 5.3 and
Corollary A.7 gives
E
[(n+1∑
j=2
Ψj(1)
)4]
= µ4E
[( 1
X1 + 1
− µ
)4]
· O ((np)4) = O ((np)−6) . (20)
Finally, apply Cauchy-Schwarz to the product in the expectation to obtain
1
nθ2n
E
[(n+1∑
j=2
Ψj(1)
)2
1
{∣∣n+1∑
j=2
Ψj(1)
∣∣≥ εθnn
2
}] ≤ 1
nθ2n
√√√√E[(n+1∑
j=2
Ψj(1)
)4]
P
(∣∣n+1∑
j=2
Ψj(1)
∣∣ ≥ εθnn
2
)
≤ 1
nθ2n
√√√√E[(n+1∑
j=2
Ψj(1)
)4]
16E
[(n+1∑
j=2
Ψj(1)
)4]
ε−4θ−4n n−4
=
1
nθ2n
E
[(n+1∑
j=2
Ψj(1)
)4] 4
ε2θ2nn
2
where for the second inequality we applied Markov’s inequality. We now use (20),
(12), and Corollary 5.4 for γ2n = Θ
(
p
(np)5
)
to see that
1
nθ2n
E
[(n+1∑
j=2
Ψj(1)
)2
1
{∣∣n+1∑
j=2
Ψj(1)
∣∣≥ εθnn
2
}] ≤ O( 1
n3θ4n(np)
6
)
≤ O
(
1
n3 (np)
2p2
(np)10
(np)6
)
= O
(
1
n
)
.

Lemma 5.7. In the setting of this section assumption (C2) holds.
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Proof. Let ε > 0. Then by Cauchy-Schwarz, and Markov’s inequality
θ−2n E
[
Φ˜2(1, 2)1{|Φ˜(1,2)|≥εθnn}
]
= θ−2n
√
E
[
Φ˜4(1, 2)
]
P
(
|Φ˜(1, 2)| ≥ εθnn
)
≤ θ−2n
√
E
[
Φ˜4(1, 2)
]
E
[
Φ˜2(1, 2)
]
ε−2θ−2n n−2
And by (17), independence and Z12 = Z
4
12
θ−2n E
[
Φ˜2(1, 2)1{|Φ˜(1,2)|≥εθnn}
]
≤ θ−2n
(
E
[
Z12
( 1
X1 + 1
− µ
)4]
E
[( 1
X2 + 1
− µ
)4]E [Φ˜2(1, 2)]
ε2θ2nn
2
)1/2
Applying Corollary A.7, Lemma A.1 and θ2n ≥ β2n ≥ β2n − 2γ2n (which follows from
(12)) together with θ2n ≥ npγ2n = Θ
(
np2
(np)5
)
(which we get from Corollary 5.4) we
arrive at
θ−2n E
[
Φ˜2(1, 2)1{|Φ˜(1,2)|≥εθnn}
]
≤ θ−2n
√
p · O
(
1
(np)6
)2
β2n − 2γ2n
ε2θ2nn
2
≤ Θ
((np)5
np2
)
O
( √
p
(np)6
)√
θ2n
ε2θ2nn
2
= O
( √
p
(np)3
)
,
which ensures that the term converges to 0. 
The last two assumptions can be proved in a similar fashion.
Lemma 5.8. In the situation of this section assumption (C3) holds.
Proof. Let ε > 0. Again Cauchy-Schwarz’ and Markov’s inequality
θ−2n pE
[
H˜(1, 1)1{|H˜(1,1)|≥ εθ2nn
p
}
]
≤ θ−2n p
√
E[H˜2(1, 1)]p2ε−2θ−4n n−2E
[
H˜2(1, 1)
]
= θ−2n E
[
H˜2(1, 1)
] p2
εθ2nn
= θ−2n E
[
E
[
h˜2(1, 2) | X1
]2] p2
εθ2nn
where we applied (15). By Jensen’s inequality, (17), and independence we get
θ−2n pE
[
H˜(1, 1)1{
|H˜(1,1)|≥ εθ2nn
p
}
]
≤ θ−2n E
[
h˜4(1, 2)
] p2
εθ2nn
= θ−2n E
[( 1
X1 + 1
− µ
)4]
E
[( 1
X2 + 1
− µ
)4] p2
εθ2nn
Finally, apply Corollaries A.7 and 5.4 to find θ2n ≥ npγ2n = Θ
(
np2
(np)5
)
and thus
θ−2n pE
[
H˜(1, 1)1{
|H˜(1,1)|≥ εθ2nn
p
}
]
≤ O
(
1
(np)6
)2
p2
εθ4nn
= O
(
1
(np)6
)2
Θ
(
1
np2
(np)5
)2
p2
εn
= O
(
1
n(np)4
)
which immediately ensures that the term converges to 0. 
12 MATTHIAS LO¨WE AND SARA TERVEER
Lemma 5.9. Under the assumptions of this section Condition (C4) holds.
Proof. We consider the fourth moment of h(i, j) for i 6= j. By Jensen and indepen-
dence between Xi and Xj
E
[
h4(i, j)
]
= E
[( 1
(Xi + 1)(Xj + 1)
)4]
− 4µ2E
[( 1
(Xi + 1)(Xj + 1)
)3]
+ 6µ4E
[( 1
(Xi + 1)(Xj + 1)
)2]
− 4µ6E
[ 1
(Xi + 1)(Xj + 1)
]
+ µ8
≤ E
[( 1
Xi + 1
)4]2
+ 6E
[( 1
Xi + 1
)4]2
− 7µ8
= 7E
[( 1
Xi + 1
)4]2
− 7µ8
We apply Remark A.4 and Lemma 5.3:
E
[
h4(i, j)
] ≤ 7( 1
(np)4
(
1 + Θ
( 1
np
)))2 − 7 1
(np)8
(
1− 1
np
)
≤ 7 1
(np)8
(
1 + Θ
( 1
np
))
− 7 1
(np)8
(
1− 1
np
)
= O
(
1
(np)9
)
The rest of the proof is completed analogously to the one of Lemma 5.6. By Cauchy-
Schwarz and Jensen as well as the definition of h
θ−4n E
[
G21(2, 3)
] ≤ θ−4n E [E [Φ2(1, 2)Φ2(1, 3) | X2, X3, Z1,2, Z1,3]]
= θ−4n E
[
Z1,2, Z1,3E
[
h2(1, 2)h2(1, 3) | X2, X3
]]
= θ−4n E [Z1,2, Z1,3]E
[
h2(1, 2)h2(1, 3)
]
With another application of Cauchy-Schwarz and finally, Corollary 5.4
θ−4n E
[
G21(2, 3)
] ≤ θ−4n p2√E [h4(1, 2)]E [h4(1, 3)] = θ−4n p2E [h4(1, 2)]
≤ O
(
(np)10
(np2)2
)
p2O
(
1
(np)9
)
= O
(
1
np
)
Since np→∞ this proves the claim. 
The proposition is now proved by combining the four lemmas above. 
6. Removing the random centering
While Proposition 5.5 is quite nice in itself, a problem in the application is that
we are not interested in Zij
1
(Xi+1)(Xj+1)
− Zijµ2 but rather in Zij 1(Xi+1)(Xj+1) − pµ2.
This does not seem like a big step, however it requires some work. Note that by the
classical CLT for sums of independent random variables
1√(
n+1
2
)
p(1− p)
∑
i<j
(Zij − p) n→∞===⇒ N (0, 1), (21)
However, the factor in front of the sum is not quite what we want yet:
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Lemma 6.1. We have that
µ2
√(
n+1
2
)
p(1− p)
nθn
n→∞−−−→
√
p∗(1− p∗)
2
.
Proof. By Corollary 5.4 and np→∞, we know that θ2n ≈ npγ2n as β2n/2 is negligible
compared to npγ2n. Furthermore, by Lemma 5.2 we have that γ
2
n = pµ
2(σ2 − µ2).
Consider σ2 − µ2: By Remark A.4 and Lemma 5.3
σ2 − µ2 = E
[( 1
X + 1
)2]
− 1
(np)2
(1− (1− p)n)2
=
1
(np)2
(
1− p
np
+Θ
( 1
(np)2
))
+
1
(np)2
(
(1− p)2n − 2(1− p)n)
≈ 1− p
(np)3
From Lemma 5.3 we also find µ ≈ 1
np
. Putting everything together:
µ2
√(
n+1
2
)
p(1− p)
nθn
≈
µ2 n√
2
p(1− p)
n
√
np2µ2(σ2 − µ2) ≈
1
np
(1− p)√
2n 1−p
(np)3
≈ (1− p)(np)
1/2√
2n(1− p) =
√
(1− p)p
2
proving the claim. 
Define
Zn :=
1
nθn
∑
i<j
µ2(Zij − p). (22)
Combining (21) and Lemma 6.1, and letting N denote a standard normal random
variable, we see that
Zn
n→∞
===⇒
√
(1− p∗)p∗
2
·N, (23)
if p∗ /∈ {0, 1}. If p∗ ∈ {0, 1}, we obtain that Zn n→∞===⇒ 0 and therefore Zn P−−−→
n→∞
0.
Thus, if p∗ ∈ {0, 1}, we see that
Vn + Zn
n→∞
===⇒
p∗∈{0,1}
N. (24)
For the other cases, we follow the approach of the proof of Theorem 1 in [Jan84].
Let V ∼ N (0, 1) and W ∼ N
(
0, (1−p
∗)p∗
2
)
be independent random variables with
characteristic functions ψV (t) and ψW (t), resp. Set
ϕ(s, t) = ψV (s)ψW (t).
For almost every realization z = (zi,j)1≤i<j≤n+1 of Z = (Zi,j)1≤i<j≤n+1 we find that
Lemma 6.2.
E
[
eisVn | Z = z] n→∞−−−→ e− 12s2 = ψV (s).
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Proof. By the strong law of large numbers, we have that∑
i<j
Zij =
(
n
2
)
p(1 + o(1)) a.a.s. (25)
in the sense that, for almost every sequence z there is a o(1)-term such that (25) is
fulfilled. By squaring this equation∑
i<j
Zij
∑
k<l
Zkl =
((
n
2
))2
p2(1 + o(1)) a.a.s. (26)
Note that those pairs ZijZkl in (26) where at least two of i, j, k, l are equal, are
asymptotically negligible, because |Zij| ≤ 1 and there are at most O(n3) of such
pairs, while the total number of summands is
((
n
2
))2
. Considering ZijZkl with i < j
and k < l pairwise different we realize that there 6 different ways to order the indices
(one of them being i < j < k < l) and all of them occur equally often. Hence∑
i<j<k<l
ZijZkl =
(
n
4
)
p2(1 + o(1)) =
1
6
(
n
2
)(
n− 2
2
)
p2(1 + o(1)) a.a.s. (27)
We follow the concept of the proof of Theorem 2 in [Jan84]. Let
Tn =
1
nαn
∑
i<j
h(i, j) and Vn =
1
nθn
∑
i<j
Zi,jh(i, j).
with α2n := nγ˜
2
n+ β˜
2
n/2, αn ≥ 0 chosen as in [MA87] and β˜2n := β2n/p and γ˜2n := γ2n/p.
Then,
E
[
T 2n
]
=
1
n2α2n
∑
i<j
∑
k<l
E [h(i, j)h(k, l)] =:
1
n2α2n
2∑
c=0
AcBc
where
Ac =
∑
i<j
∑
k<l
|{i,j}∩{k,l}|=c
1 =

(
n
2
)(
n−2
2
)
, c = 0(
n
2
)
(2n− 4), c = 1(
n
2
)
, c = 2
and
Bc =

E [h(1, 2)h(3, 4)] = 0, c = 0
E [h(1, 2)h(1, 3)] = γ˜2n, c = 1
E [h(1, 2)2] = β˜2n, c = 2
,
so that
E
[
T 2n
] ≈ 1
n2α2n
(
n
2
)(
2nγ˜2n + β˜
2
n
)
= 1 + o(1) (28)
The conditional second moment of Vn given Z = z can be calculated in the same
fashion:
E
[
V 2n |Z = z
]
=
1
n2θ2n
∑
i<j
∑
k<l
zi,jzk,lE [h(i, j)h(k, l)] =:
1
n2θ2n
2∑
c=0
A′cBc
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where A′c =
∑
i<j
∑
k<l
|{i,j}∩{k,l}|=c
zi,jzk,l.
From (26),
A′0 + A
′
1 + A
′
2 =
∑
i<j
∑
k<l
zi,jzk,l =
(
n
2
)2
p2(1 + o(1))
as well as A′0 =
(
n
2
)(
n−2
2
)
p2(1 + o(1)) from (27) and A′2 =
(
n
2
)
p(1 + o(1)) from (25)
for almost every sequence z. We can therefore calculate
A′1 = (A
′
0 + A
′
1 + A
′
2)− A′0 − A′2 = (1 + o(1))
((n
2
)2
p2 −
(
n
2
)(
n− 2
2
)
p2 −
(
n
2
)
p
)
= (1 + o(1))
((n
2
)
p(2np− 3p− 1)
)
,
thus A1 =
(
n
2
)
p · 2np(1 + o(1)) for almost every sequence z.
We obtain
E
[
V 2n |Z = z
]
=
1
n2θ2n
(
n
2
)(
2np2γ˜2n + β˜
2
np
)
(1 + o(1)) =
1
n2θ2n
(
n
2
)(
2npγ2n + β
2
n
)
(1 + o(1))
= 1 + o(1)
for almost every sequence z. Finally, similar to E [V 2n | Z = z] one can calculate
E [VnTn|Z = z] = 1
n2αnθn
(
n
2
)(
2npγ˜2n + β˜
2
np
)
(1+o(1)) =
1
n2αnθn
(
n
2
)
2pα2n(1+o(1))
for almost every sequence z. Observing that pαn
θn
≈ p
√
nγ˜n√
npγn
= 1 from Corollary 5.4
and np→∞ yields
E [VnTn|Z = z] = 1 + o(1)
for almost every sequence z and therefore, combining above estimations
E
[
(Tn − Vn)2|Z = z
]
= E
[
T 2n
]− 2E [VnTn|Z = z+]E [V 2n |Z = z] = o(1)
for almost all z. Therefore, for almost all z we obtain |V zn − Tn| P−−−→
n→∞
0, where V zn
is Vn restriced to Z = z.
Applying the result from [MA87], we know Tn
n→∞
===⇒ N (the conditions can be shown
analogously to Lemma 5.6 – Lemma 5.9). Thus V zn
n→∞
===⇒ N for almost all z and the
claim holds. 
Now,
E
[
eisVn+itZn
]− ϕ(s, t) = E [eisVn+itZn]− e− 12s2ψW (t)
= E
[
eitZn
(
E
[
eisVn | Z]− e− 12s2)]+ (E [eitZn]− ψW (t)) e− 12s2,
where both summands on the right hand side almost surely converge to 0 by Lemma
6.2 and (23). In total, we find that (Vn, Zn)
n→∞
===⇒ (V,W ) . By the continuous
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mapping theorem, we thus obtain
Vn + Zn
n→∞
===⇒ V +W = N (0, 1) +N
(
0,
(1− p∗)p∗
2
)
= N
(
0, 1 +
(1− p∗)p∗
2
)
.
(29)
Including both cases (24) and (29) in one theorem we have seen that
Theorem 6.3. With the notations from before,
Vn + Zn =
1
nθn
∑
i<j
Zij
(Xi + 1)(Xj + 1)
− 1
nθn
(
n+ 1
2
)
µ2p
=
1
nθn
∑
i<j
(
Zij
(Xi + 1)(Xj + 1)
− µ2p
)
.
Then the following holds: Vn + Zn
n→∞
===⇒ V where V = N
(
0, 1 + (1−p
∗)p∗
2
)
.
7. A CLT for Un
We now want to prove a CLT for the U-statistic Un defined in (9). In order to get the
same result for Un as for Vn +Zn, we want to show that the moments of Un behave
like those of Vn+Zn. If we also manage to show that the moments of Vn+Zn converge
to those of its limiting distribution, this convergence also holds for Un and by the
method of moments, the desired result holds. In order to show that the moments of
Vn + Zn even converge to those of limiting distribution N (0, 1+ (1−p∗)p∗2 ), it suffices
to show that supn E
[
(Vn + Zn)
2k
]
<∞ for all k, by [Das08], Theorem 6.2. We start
with a combinatorial lemma which we will need later.
Lemma 7.1. For natural numbers kij we have∑
∑
i<j
kij=2k
p
∑
i<j
1{kij>0}
n+1∏
i=1
1
{
n∑
j=i+1
kij+
i−1∑
j=1
kji 6=1
} = O ((np)knk) .
The proof of this lemma will be given in the appendix.
Next we will see
Proposition 7.2. For any fixed k ∈ N we have
E
[
(Vn)
2k
]
= O(1).
Proof. Since Vn =
1
nθn
n+1∑
i=1
i−1∑
j=1
Φ˜(i, j) + 1
nθn
n+1∑
i=1
n+1∑
j=1
j 6=i
Ψj(i) it suffices to prove that
E
[( 1
nθn
n+1∑
i=1
i−1∑
j=1
Φ˜(i, j)
)2k]
= O(1) and E
[( 1
nθn
n+1∑
i=1
n+1∑
j=1
j 6=i
Ψj(i)
)2k]
= O(1)
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Now,
E
[(
(
1
nθn
∑
i<j
Φ˜(i, j)
)2k]
=
1
(nθn)2k
∑
∑
i<j
kij=2k
(
2k
k1,1, . . . , kn,n+1
)
E
[∏
i<j
(
Φ˜(i, j)
)kij]
≤ Ck
(nθn)2k
∑
∑
i<j
kij=2k
E
[∏
i<j
Z
kij
i,j
]
E
[∏
i<j
( 1
Xi + 1
− µ
)kij( 1
Xj + 1
− µ
)kij]
= Ck
1
(nθn)2k
∑
∑
i<j
kij=2k
E
[∏
i<j
Z
kij
i,j
]
E
[ n+1∏
i=1
( 1
Xi + 1
− µ
) n∑
j=i+1
kij+
i−1∑
j=1
kji]
= Ck
1
(nθn)2k
∑
∑
i<j
kij=2k
∏
i<j
E
[
Z
kij
i,j
] n+1∏
i=1
E
[( 1
Xi + 1
− µ
) n∑
j=i+1
kij+
i−1∑
j=1
kji]
by reordering and independence. From Corollary A.7 we get an upper bound for any
moment of 1
Xi+1
− µ. Additionally, if kij > 0, Zkiji,j = Zi,j, so that the expectation is
1, if kij = 0 and p otherwise. Thus
E
[(
(
1
nθn
∑
i<j
Φ˜(i, j)
)2k]
= Ck
1
(nθn)2k
∑
∑
i<j
kij=2k
p
∑
i<j
1{kij>0}
O
(
(np)
−
n+1∑
i=1
(
n∑
j=i+1
kij+
i−1∑
j=1
kji)) n+1∏
i=1
1
{ n∑
j=i+1
kij+
i−1∑
j=1
kji 6=1
}
=
1
(nθn)2k
∑
∑
i<j
kij=2k
p
∑
i<j
1{kij>0}
O
(
(np)−4k
) n+1∏
i=1
1
{
n∑
j=i+1
kij+
i−1∑
j=1
kji 6=1}
where we swallowed Ck into the O-term. Applying Lemma 7.1 gives
E
[(
(
1
nθn
∑
i<j
Φ˜(i, j)
)2k] ≤ O( 1
(np)4k
)
1
(nθn)2k
O
(
nk(np)k
)
= O
(
1
(np)4k
)
O
(
(np)5k
n2k(np2)k
)
O
(
nk(np)k
)
= O(1)
For the second summand we estimate analogously
E
[( 1
nθn
∑
i 6=j
Ψj(i)
)2k]
=
1
(nθn)2k
∑
∑
i6=j
kij=2k
(
2k
k1,1, . . . , kn,n+1
)
E
[∏
i 6=j
(Ψj(i))
kij
]
= O
(
(np)7k
nk(np)6k
)
= O(pk) = O(1)

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Proposition 7.3. For any fixed k ∈ N we have
E
[
(Zn)
2k
]
= O(1)
Proof. The proof is very similar to that of Proposition 7.2. We will therefore not go
into details. 
Now Proposition 7.2 and Proposition 7.3 together give
E
[
(Vn + Zn)
2k
] ≤ 22k (E [V 2kn ]+ E [Z2kn ]) = O(1).
Then supn E
[
(Vn + Zn)
2k
]
<∞. As a as a consequence, by Theorem 6.2 in [Das08],
we obtain
Proposition 7.4.
E
[
(Vn + Zn)
k
]
n→∞−−−→ E [Vk] (30)
for every fixed k ∈ N, where V is a N
(
0, 1 + (1−p
∗)p∗
2
)
-distributed random variable.
Next we show that the moments of Un have the same limits as those of Vn + Zn.
Proposition 7.5. We have
lim
n→∞
E
[
Ukn
]
= lim
n→∞
E
[
(Vn + Zn)
k
]
.
Proof. Recall that by (9)
Un =
1
nθn
∑
1≤i<j≤n+1
(
ai,j
(d˜ji + 1)(d˜
i
j + 1)
− µ2p
)
.
Then, for any fixed k ∈ N, obviously
E
[
Ukn
]
=
1
(nθn)k
E
[ ∑
∑
i<j
kij=k
(
k
k1,2, . . . , kn,n+1
)∏
i<j
( aij
(d˜ji + 1)(d˜
i
j + 1)
− µ2p
)kij]
=
1
(nθn)k
E
[ ∑
∑
i<j
kij=k
(
k
k1,2, . . . , kn,n+1
)∏
i<j
kij∑
l=0
( aij
(d˜ji + 1)(d˜
i
j + 1)
)l(
− µ2p
)kij−l]
=
1
(nθn)k
∑
∑
i<j
kij=k
(
k
k1,2, . . . , kn,n+1
) k1,2∑
l1,2=0
· · ·
kn,n+1∑
ln,n+1=0
E
[∏
i<j
( aij
(d˜ji + 1)(d˜
i
j + 1)
)lij(− µ2p)kij−lij]
(31)
Denote E1 := E
[ ∏
i<j
( aij
(d˜ji+1)(d˜
i
j+1)
)lij(− µ2p)kij−lij]. Note that in the last expression
the maximum number of pairs (i, j) with kij 6= 0 is k. Let 1 ≤ m ≤ k be the number
of such pairs and let (ir, jr) for 1 ≤ r ≤ m be the corresponding indices. Thus,
E1 = E
[ m∏
r=1
( air ,jr
(d˜jrir + 1)(d˜
ir
jr
+ 1)
)lir,jr (− µ2p)kir,jr−lir,jr ] (32)
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Let bir =
∑
k∈R,
k 6=ir,jr
air ,k, R = {ir, jr : 1 ≤ r ≤ m}, and d˜Rir =
∑
k/∈R
air ,k. Hence, d˜
R
ir is the
number of neighbors of ir without the other vertices in R (which are finitely many).
Therefore,
E1 = E
[ m∏
r=1
( air,jr
(d˜Rir + bir + 1)(d˜
R
jr
+ bjr + 1)
)lir,jr (− µ2p)kir,jr−lir,jr ].
Summing over all possible realizations of ai′,j′ for i
′, j′ ∈ R, i′ 6= j′ and denoting
this sum by
∑
A
(and the corresponding realization of ai′,j′ by Ai′,j′), we may also
replace the bir -terms by their realizations Bir , as they are sums of some air ,k, where
ir, k ∈ R, and obtain
E2 := E
[∑
A
1
{
ai′,j′=Ai′,j′
i′,j′∈R,i′ 6=j′
} m∏
r=1
( Air,jr
(d˜Rir +Bir + 1)(d˜
R
jr +Bjr + 1)
)lir,jr(−µ2p)kir,jr−lir,jr ].
Note that Ai′,j′ and Bir are no longer random. Moreover, either the d˜
R
ir , d˜
R
jr are
independent of each other and of the ai′,j′ for i
′, j′ ∈ R and we can apply this (note
that the summation of all possible realizations A is over the entire term). Or there
are multiple identical indices among the ir, jr. Then we know from Proposition 3.1
that
E
[( 1
d˜Rir +Bir + 1
)a+b]
≈ E
[( 1
d˜Rir + 1
)a]
· E
[( 1
d˜Rir + 1
)b]
, (33)
such that we can still separate expectations asymptotically. Altogether,
E2 ≈
∑
A
E
[
1{ai′ ,j′=Ai′,j′
i′,j′∈R,i′ 6=j′}
] m∏
r=1
E
[( 1
d˜Rir +Bir + 1
)lir,jr ] m∏
r=1
E
[( 1
d˜Rjr +Bjr + 1
)lir,jr ]
·
m∏
r=1
A
lir,jr
ir ,jr
m∏
r=1
(
− µ2p
)kir,jr−lir,jr
By Proposition 3.1, we know that
E
[( 1
d˜Rir +Bir + 1
)lir,jr ] ≈ E[( 1
Xir + 1
)lir,jr ]
,
for any Bin(n − 1, p)-distributed random variable Xir , as we removed |R| ≤ 2m
vertices, which is constant in n. In particular, we can choose Xi, i = 1, . . . , n + 1
independent of each other. Furthermore, the ai,j are all independent and identically
distributed as Zi,j. We therefore obtain
∑
A
E
[
1
{
ai′,j′=Ai′,j′
i′,j′∈R,i′ 6=j′
}] =∑
A
E
[
1
{
Zi′,j′=Ai′,j′
i′,j′∈R,i′ 6=j′
}].
Thus using independence, Proposition 3.1, and (33) as above, we may rewrite the
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entire expectation (32) as∑
A
E
[
1
{
Zi′,j′=Ai′,j′
i′,j′∈R,i′ 6=j′
}] m∏
r=1
E
[( 1
Xir + 1
)lir,jr ] m∏
r=1
E
[( 1
Xjr + 1
)lir,jr ] m∏
r=1
A
lir,jr
ir ,jr
m∏
r=1
(−µ2p)kir,jr−lir,jr
≈
∑
A
E
[
1
{
Zi′,j′=Ai′,j′
i′,j′∈R,i′ 6=j′
} m∏
r=1
(
1
Xir + 1
)lir,jr ( 1
Xjr + 1
)lir,jr
Z
lir,jr
ir ,jr
(−µ2p)kir,jr−lir,jr]
= E
[ m∏
r=1
( 1
Xir + 1
)lir,jr( 1
Xjr + 1
)lir,jr
Z
lir,jr
ir,jr
(− µ2p)kir,jr−lir,jr ]
= E
[∏
i<j
( Zi,j
(Xi + 1)(Xj + 1)
)li,j(− µ2p)ki,j−li,j].
Now we reverse the steps we did to obtain (31) and arrive at:
E[Ukn ] ≈
1
(nθn)k
E
[(∑
i<j
( Zi,j
(Xi + 1)(Xj + 1)
− µ2p
))k]
= E
[(
Vn + Zn
)k]
.
Hence,
lim
n→∞
E
[
Ukn
]
= lim
n→∞
E
[
V kn
]
.
This completes the proof. 
From (30) we know
E
[
Ukn
] n→∞−−−→ E [Vk] .
Thus by the method of moments we have proved
Theorem 7.6. Under the above assumptions
Un =
1
nθn
∑
i<j
(
aij
didj
− µ2p
)
n→∞
===⇒ V.
8. Proof of Theorem 1.1
Recall that by (5) we know that
H i = (n− 2) +
n+1∑
k=1
λ2k +O
(
n+1∑
k=2
λ3k
)
.
Moreover, in (6), we saw that
n+1∑
k=1
λ2k =
n+1∑
i,j=1
aij
didj
= 2
∑
i<j
aij
didj
. To this second term we
can apply Theorem 7.6 to obtain a CLT. It thus remains to deal with the O-term
in the above expression for H i. Just as above we see that
n+1∑
k=1
λ3k = tr(B
3) =
n+1∑
i=1
zii,
where zij are the entries of B
3. The entries of B are given by bij =
aij√
di
√
dj
, hence
zii =
n+1∑
j,k=1
aijajkaki
didjdk
=
n+1∑
i,j,k=1
i,j,k p.d.
aijajkaki
didjdk
A CLT FOR THE HITTING TIME FOR A RANDOM WALK ON A RANDOM GRAPH 21
since aii = 0 (where ”p.d.” stands for ”pairwise different”). Since λ1 = 1,
n+1∑
k=2
λ3k =
n+1∑
k=1
λ3k − 1 =
n+1∑
i,j,k=1
i,j,k p.d.
aijajkaki
didjdk
− 1 (34)
We want to prove that
Proposition 8.1.
1
nθn
n+1∑
k=2
λ3k
P−−−→
n→∞
0.
Proof. We consider the second moment of the quantity of interest:
E
[( n+1∑
k=2
λ3k
)2]
= E
[( n+1∑
i=1
zii
)2]
− 2E
[ n+1∑
k=1
zii
]
+ 1. (35)
For the second summand we see:
E
[ n+1∑
i=1
zii
]
=
n+1∑
i,j,k=1
i,j,k p.d.
E
[aijajkaki
didjdk
]
=
n+1∑
i,j,k=1
i,j,k p.d.
E
[
1{aij=ajk=aki=1}
(d˜
(j,k)
i + 2)(d˜
(i,k)
j + 2)(d˜
(i,j)
k + 2)
]
=
n+1∑
i,j,k=1
i,j,k p.d.
p3E
[
1
d˜
(j,k)
i + 2
]3
≈
n+1∑
i,j,k=1
i,j,k p.d.
p3µ3 = (n+ 1)n(n− 1)p3µ3. (36)
by applying Proposition 3.1. As for the first summand in (35) we see that
E
[( n+1∑
i=1
zii
)2]
=
n+1∑
i,j,k=1
i,j,k p.d.
n+1∑
i′,j′,k′=1
i′,j′,k′ p.d.
E
[aijajkaki
didjdk
ai′j′aj′k′ak′i′
di′dj′dk′
]
︸ ︷︷ ︸
=⊛
.
We differentiate the following cases, in any case we apply Proposition 3.1:
(1) If |{i, j, k}∩{i′, j′, k′}| = 3 (there are 6(n+1)n(n−1) possibilities for this case),
then ⊛ is given by
E
[aijaikajk
d2id
2
jd
2
k
]
= p3E
[( 1
d˜
(j,k)
i + 2
)2]3
≈ p3(σ2)3 = p3σ6.
(2) If |{i, j, k} ∩ {i′, j′, k′}| = 2 ((n+ 1)n(n− 1)(n− 2) · 3 · 2 possibilities), then
⊛ = E
[aijaikajkai′jai′k
didi′d2jd
2
k
]
= p5E
[( 1
d˜
(i′,j,k)
i + 3
)]2
E
[( 1
d˜
(i,i′,k)
j + 3
)2]2
≈ p5µ2σ4.
(3) If |{i, j, k} ∩ {i′, j′, k′}| = 1 ((n+1)n(n− 1)(n− 2)(n− 3) · 3 possibilities), then
⊛ = E
[aijaikajkai′jai′kaj′k
didi′djdj′d2k
]
= p6E
[( 1
d˜
(i′,j,k)
i + 3
)]4
E
[( 1
d˜
(i,i′,k)
j + 3
)2]
≈ p6µ4σ2.
(4) If |{i, j, k} ∩ {i′, j′, k′}| = 0 (n+ 1) · · · (n− 4) possibilities), then ⊛ is given by
⊛ = E
[aijaikajkai′jai′kaj′k
didi′djdj′dkdk′
]
= p6E
[( 1
d˜
(i′,j,k)
i + 3
)]6
≈ p6µ6.
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Hence:
E
[( n+1∑
i=1
zii
)2]
= 6(n+ 1)n(n− 1)(p3σ6) + 6(n+ 1)n(n− 1)(n− 2)(p5µ2σ4)
+ 3(n+ 1)n(n− 1)(n− 2)(n− 3)(p6µ4σ2) + (n+ 1) · · · (n− 4)(p6µ6)
From Lemma 5.3 and (19) we obtain that µ2, σ2 = Θ
(
1
(np)2
)
(more precisely, we
know that σ2 ≤ 3
2
µ2 by Remark A.4 for sufficiently large n and they do not only
follow the same order of convergence, the factor in front of the dominating term is
1 in both cases, therefore, for large n, µ
2
σ2
→ 1). Thus,
E
[( n+1∑
i=1
zii
)2] ≤ (n+ 1)n(n− 1)p3µ6 [6 · 1.53 + 6 · 1.52(n− 2)p2
+1.5 · 3(n− 2)(n− 3)p3 + (n− 2)(n− 3)(n− 4)p3]
≤ (n+ 1)n(n− 1)p3µ6 [6 · 1.53 + 5(n− 2)(n− 3)p3 + (n− 2)(n− 3)(n− 4)p3]
≤ 6 · 1.53n3p3µ6 + (n + 1)n(n− 1)(n− 2)(n− 3)p6µ6 [5 + (n− 4)]
≤ 20.25n3p3σ6 + [(n+ 1)n(n− 1)]2 p6µ6 (37)
This suffices to imply the desired result: From (35)-(37)
E
[( 1
nθn
n+1∑
k=2
λ3k
)2]
≤ 20.25n
3p3µ6 + [(n+ 1)n(n− 1)]2 p6µ6 − 2(n+ 1)n(n− 1)p3µ3 + 1
n2θ2n
≤
20.25(np)3µ6 + (np)6
(
µ3 − 1
(n+1)n(n−1)p3
)2
n2θ2n
=
20.25
Cn
+
(np)6
(
µ3 − 1
(n+1)n(n−1)p3
)2
(np)3
n
(38)
by µ ≤ 1
np
(by definition of µ) and θ2n ≥ npγ2n ≥ C np
2
(np)5
for some small enough
constant C, (by (12) and Corollary 5.4) and some elementary calculations. Using
that, by (18)∣∣∣µ3 − 1
(n+ 1)n(n− 1)p3
∣∣∣ ≤ 1
(n + 1)n(n− 1)p3 −
1
n3p3
(
1− L3e−np
)
≤ 1
p3
2
n3(n + 1)(n− 1)
(since for sufficiently large n L3e
−np ≤ 1
(n+1)(n−1) ) we obtain
E
[( 1
nθn
n+1∑
k=2
λ3k
)2]
≤ 20.25
Cn
+
(np)6 1
p6
(
2
n3(n+1)(n−1)
)2
(np)3
n
≈ 20.25
Cn
+
4p3
n2
→ 0
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Thus by Chebyshev, 1
nθn
n+1∑
k=2
λ3k
P−−−→
n→∞
0, which is the claim. 
The last observation, of course implies that
O
(
n+1∑
k=2
λ3
k
)
2nθn
P−−−→
n→∞
0.
Furthermore, the decomposition of H i at the beginning of this section gives
H i − (n− 2)− 2µ2(n+1
2
)
p
2nθn
=
1
nθn
(∑
i<j
aij
didj
− µ2
(
n + 1
2
)
p
)
+
O
( n+1∑
k=2
λ3k
)
2nθn
.
By Theorem 7.6, the first summand converges in distribution to a normally dis-
tributed random variable (depending on p∗), while the second summand converges
to 0 in probability by the above considerations. Combining this with Slutzky’s
theorem yields the assertion of Theorem 1.1.
A. appendix
Lemma A.1 (cf.[LT20], Lemma 1.1). For any i 6= j E
[
Φ˜2(i, j)
]
= β2n − 2γ2n.
Remark A.2 (Remark on Lemma 7.1). The left hand side of the bound in the
lemma can be interpreted as follows: Consider a (n + 1) × (n + 1) field in which
we put 4k stones symmetrically around the diagonal, leaving the diagonal empty and
arbitrarily, otherwiese. The number of stones per cell is not limited. We discard any
configuration with a row that contains exactly one stone. Each configuration gets
weighted with p to the the number of non-empty cells.
This interpretation of the problem will continue throughout the proof.
Proof of Lemma 7.1. Consider the symmetric matrix K = (kij) with kij ∈ N0.∑
∑
i<j
kij=2k
∏
i<j
p
1{kij>0}
n+1∏
i=1
1
{
n∑
j=i+1
kij+
i−1∑
j=1
kji 6=1
} = ∑∑
j 6=i
kij=4k
p
∑
i<j
1{kij>0}
n+1∏
i=1
1
{∑
j 6=i
kij 6=1
}
Let us condition on the number of non-empty rows m (a row or column is empty, if
the sum of its elements is 0). By the condition given by the indicators, any such row
has at least two ”stones”, so that m ≤ 2k. There are (n
m
) ·m! possibilities to choose
these rows. Due to the symmetry of K, there are also m ≤ 2k non-empty columns.
At this point, there are only m2 cells in the field left to distribute the stones to,
every other cell is 0. These non-empty cells are symmetric around the diagonal.
There are at most (m2/2)2k possibilities to distribute 2k stones to the cells above
the diagonal. The other cells are given by symmetry.
Now consider the p-term: For every non-empty row i there is at least one non-empty
cell kij > 0. Since there are exactly m such rows,
∑
i<j
1{kij>0} +
∑
i<j
1{kji>0} ≥ m.
Furthermore, by symmetry,
∑
i<j
1{kij>0} =
∑
i<j
1{kji>0}, hence
∑
i<j
1{kji>0} ≥ m2 . Thus,
p
∑
i<j
1{kij>0} ≤ pm2 .
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Now summing over the number of non-empty rows we obtain
∑
∑
j 6=i
kij=4k
p
∑
i<j
1{kij>0}
n+1∏
i=1
1
{∑
j 6=i
kij 6=1
} ≤
2k∑
m=1
nm(m2)2kp
m
2
≤
2k∑
m=1
(m2)2kn
m
2 (np)
m
2 = O
(
nk(np)k
)
,
since (m2)2k is constant in n, n
m
2 ≤ n 2k2 ≤ nk and (np)m2 ≤ (np)k. 
Similar considerations lead to
Corollary A.3.
∑
∑
i6=j
kij=2k
∏
i 6=j
p
1{kij>0}
n+1∏
i=1
1
{∑
j 6=i
kij 6=1
} ≤ O(n2kp2k) = O ((np)2k)
Towards inverse moments of binomials, a starting point may be found with
Remark A.4. As studied in [Zni09], consider a random variable Yn with
P (Yn = i) =
1
1− (1− p)n
(
n
i
)
pi(1− p)n−i, i = 1, . . . , n
Following the notations in [Zni09] we find
fr(n) = (1− (1− p)n)E
[
1
Y rn
]
=
n∑
i=1
(
n
i
)
pi(1− p)n−i 1
ir
= np ·
n−1∑
i=0
(
n− 1
i
)
pi(1− p)(n−1)−i 1
(i+ 1)r+1
= np · E
[( 1
Y + 1
)r+1]
,
for a Bin(n− 1, p)-distributed random variable Y . Consequently,
E
[( 1
Y + 1
)r]
=
1
np
· fr−1(n).
From equation (2.17) in [Zni09], one immediately concludes for r ≥ 2
E
[( 1
Y + 1
)r]
=
1
(np)r
·
(
1 +
(r − 1)r(1− p)
2np
+Θ
(
(np)−2
))
(39)
Proposition A.5. Lets Y ∼ Bin(n − 1, p) where p := pn is some sequence so that
np(1− p)→ c for 0 ≤ c ≤ ∞. Let ν := E [Y ] = (n− 1)p. Then for any fixed k ∈ N
E
[
(Y − ν)2k]

= o(1), if c = 0
= O(1), if 0 < c <∞
= O
(
(np(1− p))k) if c =∞.
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Remark A.6. Note that this even treats situations we are not interested in in the
context of our random graph models. In fact, when np(1 − p) → ∞ we can imme-
diately see that we not only have a bound of the form O
(
(np(1− p)k), but even the
relation Θ
(
(np(1− p))k).
Proof. We interpret Y as a sum of Bernoulli random variables: Let Y1, . . . , Yn−1 be
i.i.d. Ber(p)-distributed random variables. Then
E
[
(Y − ν)2k
]
= E
[( n−1∑
i=1
Yi − ν
)2k]
= E
[( n−1∑
i=1
(
Yi − p
))2k]
= E
[ ∑
k1+···+kn−1=2k
(
2k
k1, . . . , kn−1
) n−1∏
i=1
(
Yi − p
)ki]
≤ Ck
∑
k1+···+kn−1=2k
n−1∏
i=1
E
[(
Yi − p
)ki]
=: Ck
∑
k1+···+kn−1=2k
Z(k1,...,kn−1)
by bounding the multinomial coefficient by Ck and using independence of the Zij
For the expectation, we immediately obtain
E
[(
Yi−p
)ki]
=

1, if ki = 0
0, if ki = 1
p(1− p)ki + (1− p)(−p)ki , if ki ≥ 2
≤

1, if ki = 0
0, if ki = 1
2p(1− p), if ki ≥ 2
From this we can immediately extract that Z(k1,...,kn−1) = 0 if for any i = 1, . . . , n
we have ki = 1. Otherwise, we have that
Z(k1,...,kn−1) = (2p(1− p))m
where m is the number of indices i = 1, . . . , n where ki 6= 0 (and as we just excluded
the case ki 6= 1 for any i, this also implies ki ≥ 2). We remark that 1 ≤ m ≤ k.
Indeed, if m > k, then there would be at least k + 1 indices such that ki ≥ 2. Then
k1 + · · ·+ kn−1 > 2k, which contradicts the index in the sum.
Let us count the number of cases where ki 6= 1 for all i and the number of ki 6= 0
is exactly m. First, choose the indices for which ki 6= 0 holds: There are
(
n−1
m
)
m!
possibilities for that. To begin with, each of these indices is now 2 (as it cannot
be 1). Then k1 + · · · + kn−1 = 2m ≤ 2k. We distribute the remaining 2k − 2m
arbitrarily among the m indices with positive ki. For that, there are another m
2k−2m
possibilities. We therefore have
E
[
(Y − ν)2k] ≤ Ck ∑
k1+···+kn−1=2k
Z(k1,...,kn−1)
= Ck
k∑
m=1
(
n− 1
m
)
m!m2k−2m · (2p(1− p))m
≤ Ck
k∑
m=1
nmk2k2k · (p(1− p))m = Ckk2k2k
k∑
m=1
(np(1− p))m
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Now the factors in front of the sum are constant in n.
If np(1− p)→ 0, The entire sum converges to 0.
If np(1− p)→ c, 0 < c <∞, then each summand is bounded and so is the sum.
Finally, if np(1−p)→∞, then (np(1−p))m ≤ (np(1−p))k for all 1 ≤ m ≤ k. Hence
the sum and therefore the entire term are bounded by a constant (only depending
on k) times (np(1− p))k. This yields the claim. 
Corollary A.7. As a direct consequence, let Y ∼ Bin(n−1, p), where np(1−p)→∞
and µ = E
[
1
Y+1
]
= 1
np
(1− (1− p)n). Then
E
[( 1
Y + 1
− µ
)k]
= Θ
( 1
(np)1.5k
)
Proof. From the definition of µ we notice with (a + b+ c)k ≤ 3k(ak + bk + ck)
E
[( 1
Y + 1
− µ
)k]
= E
[( 1
Y + 1
− 1
(n− 1)p +
1
(n− 1)p −
1
np
+
1
np
− µ
)k]
≤ 3k
(
E
[( 1
Y + 1
− 1
ν
)k]
+
( 1
n(n− 1)p
)k
+
( 1
np
− µ
)k)
≤ 3k
(
E
[( 1
Y + 1
− 1
ν
)k]
+
2
(np)2k
)
(40)
as the second and third term are each bounded by 1
(np)2k
. By Cauchy-Schwarz
E
[( 1
Y + 1
− 1
ν
)k]
= E
[(ν − (Y + 1)
ν(Y + 1)
)k]
≤
√
E
[(
Y − ν + 1)
)2k]
E
[( 1
ν(Y + 1)
)2k]
=
√√√√( 2k∑
m=0
(
2k
m
)
E
[(
Y − ν
)m])(1
ν
)2k
E
[( 1
Y + 1
)2k]
=
√√√√( 2k∑
m=0
(
2k
m
)
E
[(
Y − ν
)2k])(1
ν
)2k
E
[( 1
Y + 1
)2k]
by the binomial theorem and monotonicity. By Proposition A.5, the first expectation
is of order (np(1− p))k. Furthermore, ν is of order np, and the order of the second
expectation is known from Remark A.4. Therefore
E
[( 1
Y + 1
− 1
ν
)k]
=
√√√√( 2k∑
m=0
(
2k
m
)
O
(
(np(1− p))k
))
O
( 1
(np)2k
)
O
( 1
(np)2k
)
=
√
O
(
(np)k
)
O
( 1
(np)2k
)
= O
( 1
(np)1.5k
)
.
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The other terms in (40) are of lower order, therefore
E
[( 1
Y + 1
− µ
)k]
= O
( 1
(np)1.5k
)
Towards the lower bound, we first consider
E
[( 1
Y + 1
− µ
)2]
= E
[( 1
Y + 1
)2]
− µ2 = 1
np
f1(n)− µ2,
By Lemma 5.3 and Remark A.4
E
[( 1
Y + 1
− µ
)2]
=
1
np
· 1
np
(
1 + Ω
( 1
np
))
− 1
(np)2
= Ω
( 1
(np)3
)
.
We then apply Jensen inequality:
E
[( 1
Y + 1
− µ
)k]
≥ E
[( 1
Y + 1
− µ
)2]k/2
= Ω
( 1
(np)3
)k/2
= Ω
( 1
(np)1.5k
)
This proves the claim. 
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