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LARGE DEVIATIONS OF THE ENTROPY PRODUCTION RATE FOR A CLASS
OF GAUSSIAN PROCESSES
AMARJIT BUDHIRAJA, YONG CHEN, AND LIHU XU
ABSTRACT. We prove a large deviation principle (LDP) and a fluctuation theorem (FT) for the
entropy production rate (EPR) of the following d dimensional stochastic differential equation
dXt = AXtdt+
√
QdBt
where A is a real normal stable matrix, Q is positive definite, and the matrices A and Q com-
mute. The rate function for the EPR takes the following explicit form:
I(x) =


x
√
1+ℓ0(x)−1
2 +
1
2
d∑
k=1
(√
α2k − β2kℓ0(x) + αk
)
, x ≥ 0,
−x
√
1+ℓ0(x)+1
2 +
1
2
d∑
k=1
(√
α2k − β2kℓ0(x) + αk
)
, x < 0,
where αk ± iβk are the eigenvalues of A, and ℓ0(x) is the unique solution of the equation:
|x| =
√
1 + ℓ×
d∑
k=1
β2k√
α2k − ℓβ2k
, −1 ≤ ℓ < min
k=1,...,d
{
α2k
β2k
}
.
Simple closed form formulas for rate functions are rare and our work identifies an important
class of large deviation problems where such formulas are available. The logarithmic moment
generating function (the fluctuation function) Λ associated with the LDP is given as
Λ(λ) =

−
1
2
d∑
k=1
(√
α2k − 4λ(1 + λ)β2k + αk
)
λ ∈ D,
∞, λ /∈ D,
whereD is the domain of Λ. The functions Λ(λ) and I(x) satisfy the Cohen-Gallavotti symme-
try properties:
Λ(x) = Λ(−(1 + x)), I(x) = I(−x)− x, for all x ∈ R.
In particular, the functions I and Λ do not depend on the diffusion matrix Q, and are de-
termined completely by the real and imaginary parts of the eigenvalues of A. Formally, the
deterministic system with Q = 0 has zero EPR and thus the model exhibits a phase transition in
that the EPR changes discontinuously at Q = 0.
Keywords: Entropy production rate, Large deviation principle, Gallavotti-Cohen functional,
Itô-Wiener chaos, Sturm-Liouville problems, Nonequilibrium statistical mechanics.
MSC(2010): 60F10, 60H10, 82C05.
1. INTRODUCTION
Let {Xt} be a Markov process with sample paths in C([0,∞); E) (space of continuous func-
tions from [0,∞) to E equipped with the local uniform topology), where E is some Polish
space, with a stationary distribution µ. For t > 0, denote by Pµ[0,t] the probability law on
C([0, t]; E) (space of continuous functions from [0, t] to E equipped with the uniform topology)
of {Xs}0≤s≤t, under the stationary measure (i.e. when X0 has distribution µ). Also, denote
by Pµ,−[0,t] the probability law of the time reversed process, namely P
µ,−
[0,t] = P
µ
[0,t] ◦ θ−1t , where
θt : C([0, t]; E) → C([0, t]; E) is defined as θt(x)(s) .= x(t − s), 0 ≤ s ≤ t. Sample entropy
production rate, also known as the Gallavotti-Cohen functional, of the Markov process {Xt}
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under the stationary distribution µ is defined as
ep(t) =


1
t
log
dPµ
[0,t]
dPµ,−
[0,t]
if Pµ[0,t] ≪ Pµ,−[0,t]
∞ otherwise
, t > 0.
Note that ep(t) = 0 for all t > 0 if and only if the Markov process is reversible under the
stationary measure µ. Thus EPR can be viewed as a measure of irreversibility of the process
{Xt}. Entropy production as a means to quantify irreversibility of a physical process has
been considered in a broad range of model settings e.g. chemical networks [7] and biological
populations [35]; and across a wide spectrum of temporal and spatial scales, from cells to
planetary climates [38]. The mathematical formulation of EPR for stochastic processes in terms
of time reversed processes originated in [27, 29, 31]; see also [23, 28, 36, 8, 11]. For more
recent work on asymptotics of entropy production rate, we refer the reader to [2, 34, 33, 21, 22]
and the references therein. In this work we consider a Rd-valued Markov process given by the
solution of the stochastic differential equation (SDE):
(1.1) dXt = AXtdt +
√
QdBt
where A ∈ Rd×d, Q ∈ Rd×d satisfy the following stability and irreducibility assumption:
(A) All the eigenvalues of A have negative real parts and Q is positive definite.
Under Assumption (A), {Xt} admits a unique invariant measure µ and the empirical EPR
process ep(t) is well defined. The first goal of this work is to establish a large deviation prin-
ciple (LDP) for the EPR process ep(t) as t → ∞. From the classical work of Donsker and
Varadhan[6] (see also [3, 6, 26, 39]), the large deviation behavior of the empirical measure
process 1
t
∫ t
0
δXsds is well understood. However, the large deviations of the process ep(t) can-
not be deduced from these results in a simple manner. In particular, this process is given in
terms of empirical average of a quadratic functional of the state process together with a time
averaged stochastic integral (see (2.2)). The superlinearity of the functional of interest makes
the analysis of large deviation properties of the EPR particularly challenging.
A second objective of this work is to establish the ‘fluctuation theorem’ (FT) for the diffusion
given in (1.1). A fluctuation theorem in non-equilibrium statistical mechanics, as formulated
in the mathematical theory by Cohen and Gallavotti[11], is a symmetry property of the rate
function I associated with the LDP for the EPR process ep(t) which states that I(x) + x2 =
I(−x)− x
2
, for all x ∈ Rd. Formally speaking, such a property gives a universality result which
says that, for large T , the ratio between the probabilities of events {eT = x} and {eT = −x} is
close to a model independent quantity given as
P [eT = x]
P [eT = −x] ≈ exp{−T (I(x)− I(−x))} = exp{Tx}.
In this work, the fluctuation theorem that gives the Cohen-Gallavotti symmetry properties of
the rate function, for the model in (1.1), will be established by identifying an explicit closed
form expression for the rate function (see (2.6)). Explicit formulas for rate functions are rare
and our work identifies an interesting and important class of large deviation problems for which
such formulas are available.
A special case of (1.1) was studied in Chen et al. [4] where a three dimensional Langevin
equation governing the motion of a charged test particle in a constant magnetic field was ana-
lyzed. In this model Xt = [X1t , X
2
t , X
3
t ]
′, with ′ being the transpose operation, is the particle’s
velocity at the time t; Bt = [B1t , B
2
t , B
3
t ]
′ is a three dimensional standard Brownian motion,
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and
A = −

cos θ − sin θ 0sin θ cos θ 0
0 0 cos θ

 , Q =

cos θ 0 00 cos θ 0
0 0 cos θ

 , θ ∈ (−π
2
,
π
2
).
The coordinatesX3t and [X
1
t , X
2
t ]
′ are respectively parallel and perpendicular to the magnetic
field, and so the Lorentz force only acts on [X1t , X
2
t ]
′, driving the test particle to spiral around
the magnetic field line. The Brownian motionBt models the collisions between the test particle
and the ones in the medium. The dissipation in (1.1), with a strength cos θ, models the ‘wave
propagation’ produced by particles collisions, and the amplitude and sign of sin θ describe the
strength and direction of the magnetic field respectively. Finally, the diffusion coefficient cos θ
is derived from the classical mean square displacement assumption in statistical mechanics.
For additional details on the background of (1.1), we refer the reader to [1, Chapter 11]. We
note that this three dimensional system satisfies the following magnetic field property:
(1.2) AA′ = A′A, AQ = QA.
This property plays a key role in the analysis. Since in the above three dimensional model X3t
is a reversible Ornstein-Uhlenbeck process (independent of the first two coordinates), whose
EPR is always zero, it suffices, for studying the large deviation and fluctuation theorem for EPR
of (1.1), to consider the simplified two dimensional system given as:[
dX1t
dX2t
]
= −
[
cos θ − sin θ
sin θ cos θ
] [
X1t
X2t
]
dt+
[√
cos θ 0
0
√
cos θ
] [
dB1t
dB2t
]
.(1.3)
A natural approach for the study of a large deviation principle for ep(t) is by an application of
the Gärtner-Ellis Theorem [5] (see e.g. [2, 11, 21, 22]). A key step in the implementation of
this approach is to compute the associated Cramér function and study its regularity properties.
The paper [4] computed the Cramér function for the EPR associated with the above reduced
two-dimensional problem by studying the Karhunen-Loève (KL) expansion of the complex
valued stochastic process z(t) = X1t + iX
2
t [19]. In the current work we are interested in the
general d-dimensional diffusion governed by (1.1) where the coefficients satisfy the stability
and irreducibility condition in (A) and the magnetic field property (1.2). Analogous to the above
three dimensional SDE for a single test particle in a magnetic field, the general d-dimensional
equation in (1.1) can be viewed as a model for the dynamics of a collection of charged test
particles in a constant magnetic field (cf. [1]). In this general setting a central tool in the proofs
of [4], namely a Karhunen-Loève expansion for Xt with independent stochastic coefficients
is not available. Such an expansion was used in [4] (see equation (14) therein) in order to
represent the (pre-limit) Cramér function (see (2.16)) in terms of an infinite product of the form
(1.4)
∏
k≥1
Ee
λ(1+λ)
2
w2
k ,
where λ ∈ R and {wk} is a sequence of independent normal random variables. This represen-
tation played a key role in [4] in the computation of the asymptotics of the Cramér function (see
eg. [4, Corollary 3.3]). For the general multidimensional setting considered here, such a simple
form representation cannot be given and therefore, here we take a different approach than the
one based on a Karhunen-Loève expansion. The starting point in this approach is to decompose
the integral of the quadratic form that appears in the exponent for the (pre-limit) Cramér func-
tion (see (2.16)) into a Wiener-Itô chaos expansion up to the second order. The representation
that we obtain for the Cramér function (see Theorem 3.3) is significantly more involved than
the representation in terms of independent normal random variables in (1.4) used in [4] and
the study of its asymptotics requires a careful analysis of the spectral properties of the integral
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operator in the second chaos of the Wiener-Itô expansion. Specifically, a key idea in the analy-
sis is to decompose the symmetric compact operator, associated with the map Hλ,T appearing
in the second chaos (see Proposition 3.1), acting on the complex Hilbert space L2([0, T ];Cd),
into d operators on L2([0, T ];C), and obtain estimates on its eigenvalues by solving a family
of Sturm-Liouville problems. These estimates play a central role in characterizing the domain
of finiteness of the Cramér functional. This characterization of the domain and an analysis of
its boundary properties is the main ingredient in the application of the Gärtner-Ellis Theorem.
We remark that Wiener-Itô chaos expansions to study properties of exponential functionals
of Gaussian quadratic forms have been used in [16, 12] in the study of certain mathematical
finance problems; however the analysis methods are quite different from those used in the cur-
rent work. Also, analysis of Sturm-Liouville problems to study spectral properties of integral
operators has along history, in particular, in a simpler context such an analysis was carried out
in [4]. Specifically, [4] considers integral operators KT on L2([0, T ];C), T < ∞, associated
with a single kernel which is the covariance function of the complex Gaussian process z(t),
whereas here we need to analyze the spectral properties of integral operators on L2([0, T ];Cd)
associated with an infinite collection of kernels {Hλ,T , λ ∈ R, T <∞} (see Section 4).
A notable feature of our results is that, although the invariant measure of the Markov process
in (1.1) obviously depends on Q, the Cramér function and the rate function for the LDP of
ep(t) do not depend on this matrix (as long as Assumption (A) and (1.2) are satisfied). These
quantities are completely determined from the real and imaginary parts of the eigenvalues ofA,
see Theorems 2.1 and 2.3. The noise term in (1.1) is usually thought of as external heat, withQ
describing its temperature, and the rate and Cramér functions I and Λ can be viewed as a type
of entropy [6] and free energy [17], respectively. Our results say that as the temperature tends
to zero, the entropy and the free energy quantities identified in Theorems 2.1 and 2.3 do not
change. Formally, the deterministic system with Q = 0, which is the zero trajectory, has zero
EPR and thus the model exhibits a phase transition in that the EPR changes discontinuously at
Q = 0. It would be interesting to identify more general conditions under which a stochastic
system exhibits such a phenomenon.
In a recent work Bertini et al. [2] study a d-dimensional diffusion process with diffusion
coefficient
√
ǫId where ǫ is a small parameter. In view of the technical obstacles arising from
the unboundedness (in fact quadratic growth when the drift is linear) of functionals describing
the EPR process, they consider a setting where the drift c admits a decomposition of the form
c = −1
2
∇V + b where b is a smooth and bounded vector field with bounded derivatives that
is orthogonal to ∇V at every x ∈ Rd. They propose a modified definition of the Gallavotti-
Cohen functional (i.e. the sample EPR) that is given in terms of the bounded vector field b
(see (1.7) therein). One of the main results in [2] establishes a large deviation principle for the
modified Gallavotti-Cohen functional, as ǫ→ 0 and T →∞ (in that order), which is described
in terms of the Freidlin-Wentzell quasipotential associated with the small noise asymptotics
of the diffusion [9]. Although, unlike the current work, [2] allows for nonlinear drifts, their
analysis, due to the boundedness of b, becomes more tractable in some ways as they do not
need to handle terms with a quadratic growth in the EPR process.
The recent works of Jakšic´ et al. [21, 22] prove an LDP for the entropy production for a
family of Gaussian dynamical systems. Their proofs are analytic, relying on the properties of
the maximal solution of a one-parameter family of algebraic matrix Riccati equations, rather
than the tools from stochastic analysis such as chaos decomposition that are used in our work.
In particular, their results do not provide explicit closed form formulas for the rate function of
the type in (2.6).
The paper is organized as follows. Section 2 introduces some notation and definitions that
are frequently used in this work and presents our main results. Sections 3 and 4 provide the
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analysis of the integral of the quadratic form that appears in the pre-limit Cramér function (see
(2.16)) and that of the eigenvalues of the symmetric compact operator associated with the map
Hλ,T in the chaos expansion of this integral (see Proposition 3.1), respectively. Based on these
preparatory results, we prove the LDP and the FT for the EPR in Section 5. The Appendix
contains the elementary proof of the fact that as a consequence of (1.2)
(1.5)
the collection of matrices M
.
= {A,A′, Q,Q1/2, Q−1, Q−1/2,M,N} is a commuting family,
namely, for any F,G ∈M, FG = GF . Here
M = A + A
′
, N = A−A′ .
2. ENTROPY PRODUCTION RATE AND MAIN RESULT
2.1. Definition of EPR and the main results. Throughout this work we assume that Assump-
tion (A) and the magnetic field property (1.2) are satisfied. Recall from Section 1 that under
Assumption A, Xt admits a unique invariant measure µ. In fact this measure is absolutely
continuous with respect to Lebesgue measure and has the following density function:
(2.1) ρ(x) = (2π)−
d
2 (detΓ)−
1
2 exp
(
−x
′
Γ−1x
2
)
,
with
Γ =
∫ ∞
0
eAsQeA
′
sds = −QM−1,
where the last equality is by (1.5) from which it follows that AQ = QA and A
′
Q = QA
′
, and
by using the fact thatM is negative definite (cf. [37]).
Denote by (Xµt )t≥0 the stationary process obtained by solving the SDE (1.1) with the random
variable X0 distributed according to µ. For 0 ≤ s < t < ∞, consider the process (Xµu )s≤u≤t
and its time reversal (Xµ,−u )s≤u≤t := (X
µ
t+s−u)s≤u≤t. Note that both are stationary Markov
processes. Let Pµ[s,t] and P
µ,−
[s,t] be the distributions of (X
µ
u )s≤u≤t and (X
µ,−
u )s≤u≤t.
Occasionally, for notational simplicity, we will write
Xt = X
µ
t , X
−
t = X
µ,−
t , t > 0.
From [23], the sample EPR of Eq. (1.1) is
ep(t) : =
1
t
log
dPµ[0,t]
dPµ,−[0,t]
=
1
t
[∫ t
0
(Q
1
2F (Xs))
′
dBs +
1
2
∫ t
0
|Q 12F (Xs)|2ds
]
=
1
t
[∫ t
0
(Q−
1
2NXs)
′
dBs +
1
2
∫ t
0
|Q− 12NXs|2ds
]
(2.2)
where
(2.3) F (x) = 2Q−1Ax−∇ log ρ(x) = (2Q−1A+ Γ−1)x = Q−1Nx.
Recall that the process (Xµt )t≥0 is reversible if P
µ
[s,t] = P
µ,−
[s,t] for any 0 ≤ s < t < ∞. For
such a process the sample EPR is simply zero. Thus we will only be concerned with situations
where Xµ is not reversible. It is well known that the stationary Ornstein-Uhlenbeck process
(Xµt )t≥0 is reversible if and only if the coefficients A and Q satisfy the symmetry condition
Q−1/2A = (Q−1/2A)
′
(cf. [37, p. 1338]). From (1.5) it then follows that if A is symmetric
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then, under our assumptions, the Markov process Xµ is reversible. Thus we will assume that
A is not symmetric. Together with the fact that A is a normal matrix, this implies that
(2.4) not all of the eigenvalues of A are real.
By the ergodic theorem, we have that,
(2.5) as t→∞, ep(t) converges a.s. to 1
2
∫
Rd
|Q− 12Nx|2ρ(x)dx.
Our main result gives asymptotics of probabilities of deviations from the above law of large
numbers limit by establishing the following large deviation principle.
Theorem 2.1 (Large Deviation Principle). Suppose that Assumption (A) and (1.2) are satisfied
and that A is not a symmetric matrix. Then the sample EPR ep(t) satisfies an LDP in R with
the rate function I given as
(2.6) I(x) =


x
√
1+ℓ0(x)−1
2
+ 1
2
d∑
k=1
(√
α2k − β2kℓ0(x) + αk
)
, x ≥ 0,
−x
√
1+ℓ0(x)+1
2
+ 1
2
d∑
k=1
(√
α2k − β2kℓ0(x) + αk
)
, x < 0,
where αk ± iβk are the eigenvalues of A, and ℓ0(x) is the unique solution of the equation
|x| =
√
1 + ℓ×
d∑
k=1
β2k√
α2k − ℓβ2k
, −1 ≤ ℓ < min
k=1,...,d
{
α2k
β2k
}
,(2.7)
namely the following properties hold
(i) I has compact level sets, i.e. for everyK <∞, {x ∈ R : I(x) ≤ K} is a compact set.
(ii) For each closed subset F ⊂ R,
lim sup
t→∞
1
t
logPµ(ep(t) ∈ F ) ≤ − inf
x∈F
I(x);
(iii) For each open subset G ⊂ R,
lim inf
t→∞
1
t
logPµ(ep(t) ∈ G) ≥ − inf
x∈G
I(x),
where Pµ is the measure under which X0 is distributed according to µ.
Remark 2.2. From (2.4) it follows that mink=1,...,d
{
α2
k
β2
k
}
<∞. The uniqueness of solutions of
(2.7) is argued in the proof of Theorem 2.1 given in Section 5.2.
In order to prove Theorem 2.1 we will apply Gärtner-Ellis Theorem (cf. [5]). For this we
will need to compute the Cramér function of ep(t). Define, for t ≥ 0 and λ ∈ R,
Λt(λ) :=
1
t
logEµ exp {tλep(t)}
=
1
t
logEµ exp
{
λ
∫ t
0
(Q−
1
2NXs)
′
dBs +
λ
2
∫ t
0
|Q− 12NXs|2ds
}
,
(2.8)
where Eµ is the expectation function associated with Pµ. For λ ∈ R, define
Λ(λ) := lim
t→∞
Λt(λ) provided lim
t→∞
Λt(λ) exists,
and
DΛ := {λ ∈ R : Λ(λ) <∞}.
Λ is called the Cramér function [5] associated with large deviations of ep(t).
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The following theorem gives a closed form expression for Λ and its domain and also gives
our main fluctuation theorem.
Theorem 2.3 (Fluctuation Theorem). Assume the same conditions as in Theorem 2.1. Let D
be the closed interval given as[
−1
2
− 1
2
√
1 + min
k=1,...,d
{
α2k
β2k
}
, −1
2
+
1
2
√
1 + min
k=1,...,d
{
α2k
β2k
} ]
.
Then, we have
(2.9) Λ(λ) =

−
1
2
d∑
k=1
(√
α2k − 4λ(1 + λ)β2k + αk
)
λ ∈ D,
∞, λ /∈ D,
in particular,DΛ = D. Furthermore, Λ and I satisfy the following Cohen-Gallavotti symmetry
properties:
(2.10) Λ(x) = Λ(−(1 + x)), I(x) = I(−x)− x, for all x ∈ R.
We note that the results in [4] follow as a special case of Theorems 2.1 and 2.3. Also, as
noted in the Introduction, under our assumptions, the Cramér function and the rate function for
the LDP of ep(t) do not depend on the matrixQ and since, formally speaking, the deterministic
system withQ = 0 has zero EPR, the model exhibits a phase transition in that the EPR changes
discontinuously at Q = 0.
2.2. An auxiliary SDE. From the definition of sample EPR in (2.2), and noting from (1.5)
that Q−
1
2N = NQ−
1
2 , we see that
ep(t) =
1
t
[∫ t
0
(NQ−
1
2Xs)
′
dBs +
1
2
∫ t
0
|NQ− 12Xs|2ds
]
=
1
t
[∫ t
0
(NXˆs)
′
dBs +
1
2
∫ t
0
|NXˆs|2ds
]
,
where Xˆs = Q−
1
2Xs. Observe that Xˆt satisfies the equation
dXˆt = AXˆtdt+ dBt,
and the Markov process Xˆt admits a unique invariant measure µˆ with a density function
ρˆ(x) = (2π)−
d
2 (det(Γˆ))−
1
2 exp
(
−x
′
Γˆ−1x
2
)
= (2π)−
d
2 |det(M)| 12 exp
(
x
′
Mx
2
)
,
(2.11)
where Γˆ =
∫∞
0
eAseA
′
sds = −M−1. Recalling the definition of Λt(λ) from (2.8), we have
Λt(λ) =
1
t
logEµˆ exp
{
λ
∫ t
0
(NXˆs)
′
dBs +
λ
2
∫ t
0
|NXˆs|2ds
}
.(2.12)
From the above observation we see that, under our assumptions, the quantity Λt(λ) and the
distribution of ep(t) under the stationary distribution of X are independent of the choice of Q.
This fact explains why the rate function in the LDP and the Cramér’s function in the FT do not
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depend on Q. In view of this invariance, in rest of this work we assume that Q = Id, i.e. the
identity matrix, and, instead of (1.1), consider the equation
(2.13) dXt = AXtdt+ dBt.
Note that with the new definition, the invariant measure µ ofX is the measure µˆ defined above.
In order to compute the Cramér function associated with ep(t), we introduce the following
auxiliary equation. For λ ∈ R, let Yλ,t solve the equation
dYλ,t = DλYλ,tdt + dWt(2.14)
where
(2.15) Dλ = A+ λN, λ ∈ R.
By (1.5), it is clear that DλD
′
λ = D
′
λDλ and
M = Dλ +D
′
λ, Γλ :=
∫ ∞
0
eDλseD
′
λ
sds = −M−1.
Thus for every λ, the Markov process (Yλ,t)t≥0 has the same unique ergodic measure µ as that
of (Xt)t≥0 (cf. [37]). For λ ∈ R, define
(2.16) Λ˜t(λ) =
1
t
logEµ exp
{
1
2
λ(1 + λ)
∫ t
0
|Zλ,s|2ds
}
,
where
(2.17) Zλ,s = NYλ,s,
and Eµ denotes the expectation with respect to the probability measure under which Yλ,0 is
distributed as µ. For λ ∈ R, define
Λ˜(λ) := lim
t→∞
Λ˜t(λ) provided lim
t→∞
Λ˜t(λ) exists,
and
DΛ˜ := {λ ∈ R : Λ˜(λ) <∞}.
We shall show in Proposition 5.5 that
(2.18) DΛ˜ = DΛ, Λ˜ = Λ.
3. THE ANALYSIS OF
∫ T
0
|Zλ,s|2ds
In this section we will decompose
∫ T
0
|Zλ,s|2ds into its Wiener-Itô chaos expansion and
compute its exponential moments by analyzing an operator associated with its second order
chaos. For a function ψ ∈ L2([0, T ]2;Rd×d), we write ∫
[0,T ]2
dW ′u1ψ(u1, u2)dWu2 for the R
valued random variable defined as
d∑
i,j=1
∫ T
0
(∫ t
0
ψij(s, t)dW
i
s
)
dW jt +
d∑
i,j=1
∫ T
0
(∫ s
0
ψij(s, t)dW
j
t
)
dW is .
Stochastic integrals of the form∫ u1
0
dW ′u1ψ(u1, u2),
∫ u2
0
ψ(u1, u2)dWu2
are Rd valued random variables interpreted in a similar manner.
Proposition 3.1. Let, for λ ∈ R, Yλ,t and Zλ,t be as defined in (2.14) and (2.17) respectively.
Suppose that for some x ∈ Rd, Yλ,0 = x. Then, for all T ≥ 0, we have
(3.1)
∫ T
0
|Zλ,s|2ds = Sx0 (T ) + Sxλ,1(T ) + Sλ,2(T ),
where
(3.2) Sx0 (T ) =
∣∣∣∣∣
(∫ T
0
esMds
) 1
2
Nx
∣∣∣∣∣
2
+
∫ T
0
tr
[
N
′
euMN
]
(T − u)du,
Sxλ,1(T ) =
∫ T
0
(Gxλ,T (u))
′dWu, Sλ,2(T ) =
1
2
∫
[0,T ]2
dW
′
u1
Hλ,T (u1, u2)dWu2 ,
with
Gxλ,T (u) = 2N
′
e−uD
′
λ
(∫ T
u
eMsds
)
Nx,
Hλ,T (u1, u2) = 2
(
e−u1DλN
)′ (∫ T
u1∨u2
eMtdt
)
e−u2DλN.
Proof. From (2.14), for all s ≥ 0,
Yλ,s = e
sDλx+
∫ s
0
e(s−u)DλdWu,
which implies that
Zλ,s = NYλ,s = Ne
sDλx+
∫ s
0
e(s−u)DλNdWu.
where we have used NDλ = DλN (which is a consequence of (1.5)). Thus,
(3.3) |Zλ,s|2 = |NesDλx|2 + 2(NesDλx)′
∫ s
0
e(s−u)DλNdWu +
∣∣∣∣
∫ s
0
e(s−u)DλNdWu
∣∣∣∣
2
.
Let us first consider the last term on the right hand side of (3.3). By (1.5) the matrices N , Dλ
and D
′
λ commute and thus recalling that D
′
λ +Dλ = M , we have∣∣∣∣
∫ s
0
e(s−u)DλNdWu
∣∣∣∣
2
=
(∫ s
0
e−uDλNdWu
)′
es(D
′
λ
+Dλ)
(∫ s
0
e−uDλNdWu
)
=
(∫ s
0
e−uDλNdWu
)′
esM
(∫ s
0
e−uDλNdWu
)
.
For fixed s, applying Itô’s formula to the semimartingale
r 7→
(∫ r
0
e−uDλNdWu
)′
esM
(∫ r
0
e−uDλNdWu
)
,
we have(∫ r
0
e−uDλNdWu
)′
esM
(∫ r
0
e−uDλNdWu
)
= 2
∫ r
0
(∫ u
0
e−vDλNdWv
)′
esMe−uDλNdWu +
∫ r
0
tr[N
′
e−uD
′
λesMe−uDλN ]du
= 2
∫ r
0
(∫ u
0
e−vDλNdWv
)′
esMe−uDλNdWu +
∫ r
0
tr[N
′
e(s−u)MN ]du,
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where the last equality is once more from the fact that the matrices N , Dλ and D
′
λ commute,
and that D
′
λ +Dλ = M . Taking r = s in the above expression yields
∣∣∣∣
∫ s
0
e(s−u)DλNdWu
∣∣∣∣
2
= 2
∫ s
0
(∫ u
0
e−vDλNdWv
)′
esMe−uDλNdWu +
∫ s
0
tr[N
′
e(s−u)MN ]du.
(3.4)
The integral of the first term on the right hand side of (3.4) can be written as
2
∫ T
0
∫ s
0
(∫ u
0
e−vDλNdWv
)′
esMe−uDλNdWuds
=
∫ T
0
∫ s
0
(∫ u
0
e−vDλNdWv
)′
esMe−uDλNdWuds
+
∫ T
0
∫ s
0
(∫ v
0
e−uDλNdWu
)′
esMe−vDλNdWvds
=
∫ T
0
(∫ u
0
dW
′
ve
−vD′
λN
′
)(∫ T
u
esMds
)
e−uDλNdWu
+
∫ T
0
dW
′
v
[(∫ T
v
esMds
)
e−vD
′
λN
′
(∫ v
0
e−uDλNdWu
)]
=
1
2
∫
[0,T ]2
dW
′
u1Hλ,T (u1, u2)dWu2 ,
where the second equality is by the (stochastic) Fubini Theorem (cf. [25, Section 3.7]). The
integral of the second term on the right side of (3.4) can be written as∫ T
0
∫ s
0
tr[N
′
e(s−u)MN ]duds =
∫ T
0
∫ s
0
tr[N
′
euMN ]duds =
∫ T
0
tr
[
N
′
euMN
]
(T − u)du.
Combining the above observations the integral of the left side of (3.4) is given as∫ T
0
∣∣∣∣
∫ s
0
e(s−u)DλNdWu
∣∣∣∣
2
ds =
1
2
∫
[0,T ]2
dW
′
u1
Hλ,T (u1, u2)dWu2 +
∫ T
0
tr
[
N
′
euMN
]
(T − u)du.
For the first two terms on the right hand of (3.3), integrating over s ∈ [0, T ], we have∫ T
0
|NesDλx|2ds =
∫ T
0
x
′
esD
′
λN
′
NesDλxds
=
∫ T
0
x
′
N
′
esMNxds =
∣∣∣∣∣
(∫ T
0
esMds
) 1
2
Nx
∣∣∣∣∣
2
and
2
∫ T
0
(NesDλx)
′
∫ s
0
e(s−u)DλNdWuds = 2
∫ T
0
(Nx)
′
esM
∫ s
0
e−uDλNdWuds
= 2
∫ T
0
(Nx)
′
(∫ T
u
eMsds
)
e−uDλNdWu
= 2
∫ T
0
[
N
′
e−uD
′
λ
(∫ T
u
eMsds
)
Nx
]′
dWu,
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where the second equality once more uses the (stochastic) Fubini theorem. Combining the
previous three relations with (3.3), we immediately get the desired identity in the proposition.

Let T > 0 and λ ∈ R. Recall the function Hλ,T : [0, T ] × [0, T ] → Rd×d defined in
Proposition 3.1. Define the operatorKλ,T : L2([0, T ];Rd)→ L2([0, T ];Rd) by
(3.5) Kλ,Tf(t) =
∫ T
0
Hλ,T (t, s)f(s)ds, f ∈ L2([0, T ];Rd),
Lemma 3.2. Kλ,T is a nonnegative, symmetric, trace class operator on L
2([0, T ];Rd). Conse-
quently there exist a standard orthonormal basis {en}n≥1 of L2([0, T ];Rd) and a real sequence
(possibly depending on λ and T ) γ1 ≥ γ2 ≥ ... ≥ γn ≥ ... ≥ 0, such that
Hλ,T (s, t) =
∑
n≥1
γnen(s)⊗ en(t), 0 ≤ s, t ≤ T,
Kλ,T en = γnen, n = 1, 2, ...,
(3.6)
where for a, b ∈ Rd, a ⊗ b denotes a d × d matrix whose (i, j)-th entry is aibj . Moreover, we
have
tr(Kλ,T ) =
∫ T
0
tr (Hλ,T (u, u)) du
= 2
[
tr(N
′
M−1(eMT − Id)M−1N)− T tr(N ′M−1N)
]
.
(3.7)
Proof. The symmetry of Kλ,T is immediate from the symmetry of the function Hλ,T (namely
the property Hλ,T (s, t) = Hλ,T (t, s) for (s, t) ∈ [0, T ]2). Now we show that Kλ,T is nonnega-
tive, i.e. for any f ∈ L2([0, T ];Rd), the following relation holds:
(3.8)
∫
[0,T ]2
(f(u1))
′Hλ,T (u1, u2)f(u2)du1du2 ≥ 0.
SinceM is a symmetric matrix, there exists some orthogonal matrix P such that
PMP
′
= diag{η1, ..., ηd} = diag(η) with ηi ∈ R for 1 ≤ i ≤ d.
Therefore, for any f ∈ L2([0, T ];Rd), denote g(t) = Pe−tDλNf(t), we have
∫
[0,T ]2
(f(u1))
′Hλ,T (u1, u2)f(u2)du1du2 = 2
∫
[0,T ]2
(g(u1))
′
(∫ T
u1∨u2
ediag(η)tdt
)
g(u2)du1du2
= 2
d∑
i=1
∫
[0,T ]2
gi(u1)
(∫ T
u1∨u2
eηitdt
)
gi(u2)du1du2,
(3.9)
where gi(t) is the i-th element of g(t). For 1 ≤ i ≤ d,∫
[0,T ]2
gi(u1)
(∫ T
u1∨u2
eηitdt
)
gi(u2)du1du2
= 2
∫ T
0
∫ u2
0
gi(u1)du1
(∫ T
u2
eηitdt
)
gi(u2)du2
=
2
ηi
[∫ T
0
∫ u2
0
gi(u1)du1e
ηiTgi(u2)du2 −
∫ T
0
∫ u2
0
gi(u1)du1e
ηiu2gi(u2)du2
]
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Letting Fi(t) =
∫ t
0
gi(s)ds, by a straightforward calculation, we get∫ T
0
∫ u2
0
gi(u1)du1e
ηiTgi(u2)du2 =
1
2
eηiTF 2i (T ),∫ T
0
∫ u2
0
gi(u1)du1e
ηiu2gi(u2)du2 =
1
2
eηiTF 2i (T )−
ηi
2
∫ T
0
eηitF 2i (t)dt,
thus, ∫
[0,T ]2
gi(u1)
(∫ T
u1∨u2
eηitdt
)
gi(u2)du1du2 =
∫ T
0
eηitF 2i (t)dt.
Using the above identities in (3.9), we have the desired inequality in (3.8).
SinceKλ,T is a nonnegative symmetric operator, byMercer’s Theorem [14, Theorem 16.7.1],
there exist a complete orthonormal system {en}n≥1 in L2([0, T ];Rd) and a sequence of non-
negative reals {γn}n≥1 such that γ1 ≥ γ2 ≥ .... and that (3.6) holds. Moreover,∫ T
0
tr (Hλ,T (u, u)) du = 2
∫ T
0
tr
[
N
′
e−uD
′
λ
(∫ T
u
eMtdt
)
e−uDλN
]
du
= 2
∫ T
0
tr
[
N
′
e−uM
(∫ T
u
eMtdt
)
N
]
du
= 2
∫ T
0
tr
[
N
′
M−1
(
eM(T−u) − Id)N] du
= 2
[
tr(N
′
M−1(eMT − Id)M−1N)− T tr(N ′M−1N)
]
,
where the second equality is by using the the commuting property of matricesM , Dλ and D′λ,
and the fact thatDλ+D′λ = M . This shows thatKλ,T is a trace class operator and that tr(Kλ,T )
is given by (3.7). 
Lemma 3.2 shows that Kλ,T is a symmetric compact (in fact trace class) operator with the
spectrum σ(Kλ,T ) given as
(3.10) σ(Kλ,T ) = {γ1, γ2, ...}
and tr(Kλ,T ) =
∑∞
i=1 γi <∞.
Theorem 3.3. Let, for λ ∈ R, Yλ,t and Zλ,t be as defined in (2.14) and (2.17) respectively.
Suppose that for some x ∈ Rd, Yλ,0 = x. Then for any θ ∈
(
−∞, 1
γ1
)
, where γi are as in
Lemma 3.2, we have
E
x exp
(
θ
∫ T
0
|Zλ,s|2ds
)
=
1√
det(Id− θKλ,T )
× exp
[
θSx0 (T )−
θ
2
tr(Kλ,T ) +
θ2
2
〈Gxλ,T , (Id− θKλ,T )−1Gxλ,T 〉L2([0,T ];Rd)
]
,
(3.11)
where Sx0 and G
x
λ,T are as in Proposition 3.1 and
(3.12)
1√
det(Id− θKλ,T )
=
∞∏
n=1
1√
1− θγn
.
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Moreover, for all θ ≥ 1
γ1
, we have
E
x exp
(
θ
∫ T
0
|Zλ,s|2ds
)
=∞.(3.13)
Proof. For notational simplicity, we drop the subscript x in Ex. Denote
W (en) =
∫ T
0
(en(s))
′dWs,
where {en} is as in Lemma 3.2. It is easy to verify that
E[W (en)W (em)] =
∫ T
0
(en(s))
′en(s)ds = δmn, form,n ∈ N
and henceW (e1),W (e2), ... is a sequence of i.i.d. standard normal random variables.
From (3.6), we have
∫
[0,T ]2
dW
′
u1
Hλ,T (u1, u2)dWu2 =
∞∑
n=1
γn
∫
[0,T ]2
dW
′
u1
en(u1)⊗ en(u2)dWu2 ,
where the series converges in L2(Px). Also by definition of the multiple Wiener-Itô integrals,
∫
[0,T ]2
dW
′
u1
en(u1)⊗ en(u2)dWu2 = 2
∫ T
0
(en(u1))
′
(∫ u1
0
(en(u2))
′dWu2
)
dWu1 .
Applying Itô formula to (
∫ t
0
(en(s))
′dWs)2, we get
(∫ T
0
(en(s))
′dWs
)2
= 2
∫ T
0
(en(u1))
′
(∫ u1
0
(en(u2))
′dWu2
)
dWu1 +
∫ T
0
|en(s)|2ds.
This, together with the fact
∫ T
0
|en(s)|2ds = 1, immediately implies
∫
[0,T ]2
dW
′
u1
Hλ,T (u1, u2)dWu2 =
∞∑
n=1
γn
[
(W (en))
2 − 1] .(3.14)
In rest of the proof we suppress x in the notation Sx0 and G
x
λ,T . Since Gλ,T ∈ L2([0, T ];Rd),
we can represent it as Gλ,T (t) =
∑∞
n=1 gλ,nen(t) with the series converging in L
2([0, T ];Rd)
and (gλ,n)n≥1 being a sequence of real numbers with
∑
n g
2
λ,n < ∞. Henceforth, we suppress
the subscript λ in gλ,n. Then
∫ T
0
(Gλ,T (t))
′dWt =
∞∑
n=1
gnW (en).
Hence, combining the above two identities, we have from Proposition 3.1
∫ T
0
|Zλ,s|2ds = Sx0 (T ) +
∞∑
n=1
gnW (en) +
1
2
∞∑
n=1
γn
[
(W (en))
2 − 1] .
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Let N ∈ N. SinceW (e1),W (e2), ... are i.i.d. standard normal random variables, if θγ1 < 1
we have
E exp
(
θ
N∑
n=1
gnW (en) +
θ
2
N∑
n=1
γn
{
[W (en)]
2 − 1}
)
= exp
(
−θ
2
N∑
n=1
γn
)
N∏
n=1
E exp
(
θgnW (en) +
θγn
2
[W (en)]
2
)
=
[
N∏
n=1
1√
1− θγn
]
exp
(
−θ
2
N∑
n=1
γn +
θ2
2
N∑
n=1
g2n
1− θγn
)
.
Recall that
∑∞
n=1 γn <∞ and
∑∞
n=1 g
2
n <∞, whence
∞∏
n=1
1√
1− θγn
<∞,
N∑
n=1
g2n
1− θγn ≤
N∑
n=1
g2n
1− θγ1 ≤
∞∑
n=1
g2n
1− θγ1 <∞,
this implies
lim
N→∞
[
N∏
n=1
1√
1− θγn
]
exp
(
−θ
2
N∑
n=1
γn +
θ2
2
N∑
n=1
g2n
1− θγn
)
exists.
Thus we have shown that, for all θ < 1/γ1,
lim
N→∞
E exp
(
θ
N∑
n=1
gnW (en) +
θ
2
N∑
n=1
γn
{
[W (en)]
2 − 1}
)
=
1√
det(Id− θKλ,T )
exp
(
−θ
2
tr(Kλ,T ) +
θ2
2
〈Gλ,T , (Id− θKλ,T )−1Gλ,T 〉L2([0,T ];Rd)
)
(3.15)
where we have used the observation that
〈Gλ,T , (Id− θKλ,T )−1Gλ,T 〉L2([0,T ];Rd) =
∞∑
n=1
g2n
1− θγn .(3.16)
In order to complete the proof of the first statement in the theorem it suffices to show that in
(3.15) the order of the limit limN→∞ and E can be interchanged. For this it is enough to show
that for all θ < 1/γ1
(3.17) sup
N≥1
E exp
(
θ
N∑
n=1
gnW (en) +
θ
2
N∑
n=1
γn
{
[W (en)]
2 − 1}
)
<∞
This follows on observing that the above expectation is bounded above by
1√
det(Id− θKλ,T )
exp
(
|θ|
2
tr(Kλ,T ) +
θ2
2
∞∑
n=1
g2n
1− θγn
)
,
which is clearly finite for every θ < 1
γ1
. This proves the first statement in the theorem. The sec-
ond statement is an immediate consequence of the fact that for θ ≥ 1/γ1, E exp{θγ1(W (e1))2} =
∞. 
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4. THE EIGENVALUES OF THE OPERATOR Kλ,T
Recall from Lemma 3.2 that the operator Kλ,T : L2([0, T ];Rd) → L2([0, T ];Rd) is sym-
metric and has nonnegative eigenvalues γ1 ≥ γ2 ≥ ... ≥ 0. This section is devoted to ana-
lyzing these eigenvalues. To this end, we extend the operator Kλ,T , in a natural fashion, from
L2([0, T ];Rd) to L2([0, T ];Cd), namely the complex valued L2 function space with inner prod-
uct:
〈f, g〉L2([0,T ];Cd) =
∫ T
0
d∑
i=1
fi(t)gi(t)dt, f, g ∈ L2([0, T ];Cd).
Note that Kλ,T is also a symmetric operator on L2([0, T ];Cd) and that {en}n≥1 is also an
orthonormal basis in L2([0, T ];Cd). This extension will allow us to use tools from complex
function theory. For notational simplicity, from now on we denote
H = L2([0, T ];Cd).
For a complex matrix V , V ∗ will denote its conjugate transpose. Note that when the matrix V
is real V ∗ = V ′.
Since A is a normal matrix, there is a complex unitary matrix U (cf. [18, Thmeorem 2.5.8])
such that
(4.1) U∗AU = diag {a1, . . . , ad} ,
where ai ∈ C.
Write U = [U1, ..., Ud] with Uk being the column vectors of U . These vectors form an
orthonormal basis of Cd. Denote by PUk the orthogonal projection from C
d to the subspace
spanned by the vectorUk, which can be represented as PUk = Uk⊗U∗k under the basisU1, ..., Ud.
From this it is easily seen that PUi = P
∗
Ui
for each i, PUiPUj = 0 for i 6= j, and Id =
∑d
k=1 PUk .
It follows from the above spectrum calculation that, with ak = αk+iβk,
(4.2)
A =
d∑
k=1
akPUk , A
′ = A∗ =
d∑
k=1
a¯kPUk ,
Dλ =
d∑
k=1
(ak + i2λβk)PUk , D
∗
λ =
d∑
k=1
(a¯k − i2λβk)PUk ,
M = A+ A∗ =
d∑
k=1
2αkPUk , N = A−A∗ =
d∑
k=1
2i βkPUk ,
and that
∣∣∣∣∣
(∫ T
0
esMds
) 1
2
Nx
∣∣∣∣∣
2
=
d∑
k=1
2β2k
αk
(eαkT − 1) |〈x, Uk〉Cd|2(4.3)
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and
Gxλ,T (u) = 2N
′
e−uD
′
λ
(∫ T
u
eMsds
)
Nx
=
d∑
k=1
4β2k
αk
e−(a¯k−i2λβk)u
(
e2αkT − e2αku)〈x, Uk〉CdUk,(4.4)
Hλ,T (u1, u2) = 2
(
e−u1DλN
)∗(∫ T
u1∨u2
eMtdt
)
e−u2DλN
=
d∑
k=1
−4β2k
αk
e−(a¯k−i2λβk)u1−(ak+i2λβk)u2(e2αk(u1∨u2) − e2αkT )PUk ,(4.5)
where for x, y ∈ Cd, 〈x, y〉Cd :=
∑d
i=1 xiy¯i. LetHk = PUkHwhere PUkH = {PUkf : f ∈ H}.
ClearlyH =⊕di=1Hk, i.e.,
(4.6) f = ⊕dk=1PUkf, f ∈ H.
By (3.5) and (4.5), for any f ∈ H, we have
Kλ,Tf(u1) =
d∑
k=1
−4β2k
αk
∫ T
0
e−(a¯k−i2λβk)u1−(ak+i2λβk)u2(e2αk(u1∨u2) − e2αkT )PUkf(u2)du2.
(4.7)
In particular,Kλ,T mapsHk to itself. Let
(4.8) K(k)λ,T := Kλ,T
∣∣
Hk ,
be the restriction of the operatorKλ,T toHk. For any f ∈ Hk, which is isomorphic to a function
in L2([0, T ];C), we have
K
(k)
λ,Tf(t) =
−4β2k
αk
∫ T
0
e−(a¯k−i2λβk)t−(ak+i2λβk)s(e2αk(t∨s) − e2αkT )f(s)ds, t ∈ [0, T ].(4.9)
Recall from (3.10) that σ(Kλ,T ) denotes the spectrum of Kλ,T . Denote by σ(K
(k)
λ,T ) the
spectrum ofK(k)λ,T . It is easy to see that
(4.10) σ(Kλ,T ) =
d⋃
k=1
σ
(
K
(k)
λ,T
)
=
{
γ
(k)
j : j = 1, 2, . . . , k = 1, . . . , d
}
,
where some of γ(k)j may take the same value. Indeed, the eigenvalues and eigenfunctions of
K
(k)
λ,T are clearly those of Kλ,T , which implies σ(Kλ,T ) ⊃
⋃d
k=1 σ
(
K
(k)
λ,T
)
. On the other hand,
if γ and f are an eigenvalue and the corresponding eigenfunction of Kλ,T , respectively (that is
Kλ,Tf = γf ), then by (4.6)-(4.8),
⊕dk=1K(k)λ,TPUkf = ⊕dk=1γPUkf,
from which it follows that γ must be an eigenvalue of someK(k)λ,T . This shows that σ(Kλ,T ) ⊂⋃d
k=1 σ
(
K
(k)
λ,T
)
.
The next proposition identifies a complex Sturm-Liouville problem governing the eigen-
functions ofK(k)λ,T . This result will enable us to obtain useful bounds on the eigenvalues of this
operator.
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Proposition 4.1. Let 1 ≤ k ≤ d be such that βk 6= 0. Then Ker
(
K
(k)
λ,T
)
= {0}. If f ∈ Hk is
nonzero and K
(k)
λ,Tf = γf , then f is a solution of the differential equation on [0, T ]:
(4.11) f ′′ − 2i(1 + 2λ)βkf ′ −
[
(1 + 2λ)2β2k −
(
8β2k
γ
− α2k
)]
f = 0,
subject to the separated boundary conditions{
[αk − i(1 + 2λ)βk]f(0) + f ′(0) = 0,
f(T ) = 0.
(4.12)
Proof. Let θk = ak+2iλβk and for f ∈ Hk let K˜(k)λ,Tf = − αk4β2
k
K
(k)
λ,Tf. It follows from (4.9) that
K˜
(k)
λ,Tf(t) = e
−θ¯kt(e2αkt − e2αkT )
∫ t
0
e−θksf(s)ds
+ e−θ¯kt
∫ T
t
e−θks(e2αks − e2αkT )f(s)ds.(4.13)
Thus, K˜(k)λ,Tf(t), t ∈ [0, T ] is absolutely continuous. By differentiating both sides of (4.13)
with respect to t, we obtain
(K˜
(k)
λ,Tf)
′ = −θ¯k(K˜(k)λ,Tf) + 2αkeθkt
∫ t
0
e−θksf(s)ds,
which implies that
(4.14) 2αke
θkt
∫ t
0
e−θksf(s)ds = (K˜(k)λ,Tf)
′ + θ¯k(K˜
(k)
λ,Tf).
Similarly, (K˜(k)λ,Tf)
′(t), t ∈ [0, T ] is absolutely continuous and we have that
(K˜
(k)
λ,Tf(t))
′′ = −θ¯k(K˜(k)λ,Tf(t))′ + 2αkθkeθkt
∫ t
0
e−θksf(s)ds+ 2αkf(t).(4.15)
Substituting (4.14) into (4.15), we have that
(K˜
(k)
λ,Tf)
′′ = (θk − θ¯k)(K˜(k)λ,Tf)′ + |θk|2 K˜(k)λ,Tf + 2αkf(t).(4.16)
Since αk < 0, if for f ∈ Hk, K(k)λ,Tf = 0 we have from (4.16) immediately that f(t) ≡ 0.
This shows that Ker
(
K
(k)
λ,T
)
= {0}.
If instead f ∈ Hk is such thatK(k)λ,Tf = γf with γ 6= 0, then substituting t = 0 in (4.14) and
t = T in (4.13) gives the separated boundary condition (4.12). Furthermore (4.16) implies that
(4.11) holds. 
Now we solve the Sturm-Liouville problem (4.11) and (4.12) for a fixed k with βk 6= 0,
and provide estimates for the eigenvalues of Kλ,T . We consider three cases corresponding to
different range of values of γ.
Case I: γ > 8β
2
k
α2
k
. Let v =
√
α2k − 8β
2
k
γ
. Note that v > 0. The general solution of equation
(4.11) in this case is
f(s) = ei(1+2λ)βks(c1e
vs + c2e
−vs),
where c1, c2 are constants. The boundary condition (4.12) gives{
(αk + v)c1 + (αk − v)c2 = 0,
c1e
vT + c2e
−vT = 0.
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It is easy to check that since v > 0 and αk < 0, we must have c1 = c2 = 0 and thus f = 0 is
the only solution in this case.
Case II: γ = 8β
2
k
α2
k
. The general solution of equation (4.11) in this case is
f(s) = ei(1+2λ)βks(c1 + c2s),
where c1, c2 are constants. The boundary condition (4.12) gives{
αkc1 + c2 = 0,
c1 + Tc2 = 0.
Since αkT − 1 < 0, once more we must have c1 = c2 = 0.
Case III: γ < 8β
2
k
α2
k
. Let ω =
√
8β2
k
γ
− α2k. Note that ω > 0. The general solution of equation
(4.11) is
(4.17) f(s) = c1e
i((1+2λ)βk+ω)s + c2e
i((1+2λ)βk−ω)s,
where c1, c2 are constants. The boundary condition (4.12) gives
(4.18)
{
(αk + iω)c1 + (αk − iω)c2 = 0,
eiωT c1 + e
−iωT c2 = 0.
In order to have constants c1 and c2 such that c21 + c
2
2 6= 0, we need
(αk + iω)e
−iωT = (αk − iω)eiωT ,
which can be rewritten as
(4.19)
ω
αk
= tanwT.
Observe that tanwT is a periodic function with period π
T
, whose restriction on (− π
2T
, π
2T
) is a
function crossing the origin and tending to −∞ and +∞ at − π
2T
and π
2T
respectively, and that
ω
αk
is a linear function crossing the origin and lying in the second and fourth quadrants. Thus
there is a unique intersection point between ω
αk
and tanwT in each period [ (2j−1)π
2T
, (2j+1)π
2T
]
with j ∈ Z. Since ω > 0, we only need to consider positive solutions to (4.19). Denoting these
solutions (in increasing order) as ωkj (T ) with j = 1, 2, ..., we have
(4.20)
π
2T
< ωk1(T ) <
3π
2T
< ωk2(T ) <
5π
2T
< ωk3(T ) <
7π
2T
< ωk4(T ) < . . . .
Hence, the spectrum ofK(k)λ,T is given as
(4.21) γ(k)1 ≥ γ(k)2 ≥ γ(k)3 ≥ ... ≥ 0 with γ(k)j =
8β2k
α2k + (ω
k
j (T ))
2
.
From (4.10), we now see that the largest eigenvalue γ1 ofKλ,T is given as
(4.22) γ1 = max
k=1,...,d
{
8β2k
α2k + (ω
k
1(T ))
2
}
,
and that
(4.23) σ(Kλ,T ) =
{
8β2k
α2k + (ω
k
j (T ))
2
: k = 1, . . . , d; j = 1, 2, . . .
}
.
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For given k and j, the solution of (4.18) associated with ω = ωkj (T ) is given by c1 =
e
iθkj
2i
, c2 =
c¯1 with
eiθ
k
j =
−αk + iωkj (T )√
α2k + (ω
k
j (T ))
2
.
Substituting these values in (4.17) we see that the eigenfunction (up to multiplying a constant)
associated with the eigenvalue γ(k)j is given as
fkj (u) = e
i(1+2λ)βku sin(ωkj (T )u+ θ
k
j ) · Uk ∈ L2([0, T ];Cd).(4.24)
5. PROOF OF THE MAIN RESULT
5.1. The calculation of Λ˜. In this section we characterize the domain of Λ˜ and give a formula
for Λ˜(λ) for λ in the domain.
Lemma 5.1. Let T > 0, j ∈ N, α < 0. Assume that (2j−1)π
2T
< ω < (2j+1)π
2T
and that θ ∈ [0, π
2
)
satisfies eiθ = −α+iω√
α2+ω2
. Then
1
2
(1− 1
π
)T ≤
∫ T
0
sin2(ωu+ θ)du ≤ 1
2
[
(1 +
1
π
)T − 1
α
]
.
Proof. Since eiθ = −α+iω√
α2+ω2
and (2j−1)π
2T
< ω < (2j+1)π
2T
, we have
sin 2θ
2ω
=
cos θ sin θ
ω
=
−α
α2 + ω2
∈ (0,− 1
α
]
and ∣∣∣∣sin 2(ωT + θ)2ω
∣∣∣∣ ≤ 12ω ≤ T(2j − 1)π ≤ Tπ .
A straightforward calculation gives∫ T
0
sin2(ωu+ θ)du =
1
2
(T − sin 2(ωT + θ)− sin 2θ
2ω
),(5.1)
which, together with the previous two relations, immediately yields the inequality in the lemma.

Lemma 5.2. Assume the same conditions as in Lemma 5.1. Then∣∣∣∣
∫ T
0
e−αu(e2αu − e2αT ) sin(ωu+ θ)du
∣∣∣∣ ≤ −2αeαTα2 + ω2 + −2ωα(α2 + ω2) 32 .
Proof. By the following equalities∫ T
0
e−αu sin(ωu+ θ)du =
e−αT sinωT√
α2 + ω2
,
∫ T
0
eαu sin(ωu+ θ)du =
−eαT sin(ωT + 2θ) + sin 2θ√
α2 + ω2
,
we have ∫ T
0
e−αu
(
e2αu − e2αT ) sin(ωu+ θ)du = −2 cos θ sin(ωT + θ)eαT + sin 2θ√
α2 + ω2
.
On the other hand, the assumption eiθ = −α+iω√
α2+ω2
implies cos θ = − α√
α2+ω2
and sin θ = ω√
α2+ω2
.
This and the previous relation immediately yield the inequality in the lemma. 
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Lemma 5.3. Let θ ≤ min
k=1,...,d
{
α2
k
8β2
k
}
. For sufficiently large T we have
〈Gxλ,T , (Id− θKλ,T )−1Gxλ,T 〉L2([0,T ];Rd) ≤
1
θ2(1− 1
π
)
d∑
k=1
|αk||〈x, Uk〉Cd|2.
Proof. By (3.16),
〈Gxλ,T , (Id− θKλ,T )−1Gxλ,T 〉L2([0,T ];Rd) =
d∑
k=1
∞∑
j=1
∣∣〈Gxλ,T , fkj 〉L2([0,T ];Cd)∣∣2
(1− θγkj )
∥∥fkj ∥∥2L2([0,T ];Cd) ,
where {fkj , j ∈ N, k = 1, . . . d} is a complete orthonormal system of eigenvectors associated
with eigenvalues {γ(k)j }. Note that when βk 6= 0, fkj is given by (4.24). It follows from (4.4)
that, when βk 6= 0,∣∣〈Gxλ,T , fkj 〉L2([0,T ];Cd∣∣
=
∣∣∣∣4β2kαk 〈x, Uk〉Cd
∫ T
0
e−αku
(
e2αkT − e2αku) sin(ωkj (T )u+ θkj )du
∣∣∣∣
≤ 1
2θ
∣∣∣∣∣αk〈x, Uk〉Cd ·
[ −2αkeαkT
α2k + (ω
k
j (T ))
2
+
−2ωkj (T )αk
(α2k + (ω
k
j (T ))
2)
3
2
]∣∣∣∣∣ ,
where the last inequality is by Lemma 5.2. Note that the above inequality is trivially true when
βk = 0. By (4.21),
1
1− θγkj
≤ 1
1− α2k
8β2
k
γkj
=
α2k + (ω
k
j (T ))
2
(ωkj (T ))
2
.
The above two bounds and Lemma 5.1 imply that
〈Gxλ,T , (Id− θKλ,T )−1Gxλ,T 〉L2([0,T ];Rd)
≤ 2
θ2(1− 1
π
)
d∑
k=1
|αk〈x, Uk〉Cd|2
∞∑
j=1
1
T
[ −αkeαkT
ωkj (T )
√
α2k + (ω
k
j (T ))
2
+
−αk
(α2k + (ω
k
j (T ))
2)
]2
≤ 2
θ2(1− 1
π
)
d∑
k=1
|αk〈x, Uk〉Cd|2
∞∑
j=1
1
T
[ −2TαkeαkT
π
√
α2k + (ω
k
j (T ))
2
+
−αk
(α2k + (ω
k
j (T ))
2)
]2
where the last inequality is from (4.20). As T → ∞, the inner sum in the last line has the
following limit:
1
π
∫ ∞
0
α2k
(α2k + t
2)2
dt =
1
4 |αk| .
Indeed, thanks to (4.20) and recalling αk < 0, we have
lim
T→∞
2TeαkT = 0, lim
T→∞
∞∑
j=1
1
T
αk
α2k + (ω
k
j (T ))
2
=
π
2
,
lim
T→∞
∞∑
j=1
1
T
(αk)
2√(
α2k + (ω
k
j (T ))
2
)3 = 1, limT→∞
∞∑
j=1
1
T
(αk)
2(
α2k + (ω
k
j (T ))
2
)2 = 14 |αk| .
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Hence, when T is large enough, we have
∞∑
j=1
1
T
[ −2TαkeαkT
π
√
α2k + (ω
k
j (T ))
2
+
−αk
(α2k + (ω
k
j (T ))
2)
]2
≤ 1
2 |αk| ,
which yields the desired upper bound. 
Recall the interval D introduced in Theorem 2.3.
Lemma 5.4. For λ ∈ D
(5.2) Λ˜(λ) = lim
t→∞
Λ˜t(λ) = −1
2
d∑
k=1
(√
α2k − 4λ(1 + λ)β2k + αk
)
.
Moreover, when λ ∈ Dc, we have
lim
T→∞
Λ˜T (λ) =∞.
Proof. For λ ∈ R, denote θ = 1
2
λ(1 + λ). Note that λ ∈ D if and only if θ ≤ min
k=1,...,d
{
α2
k
8β2
k
}
. It
follows from Theorem 3.3 that when θ = 1
γ1
≥ min
k=1,...,d
{
α2
k
+(ωk1 (T ))
2
8β2
k
}
,
1
T
logEx exp
(
θ
∫ T
0
|Zλ,t|2dt
)
=∞, for all x ∈ Rd, and T > 0,(5.3)
and thus (5.3) also holds true with Ex replaced by Eµ. This shows that
(5.4) Λ˜T (λ) =∞ whenever 1
2
λ(1 + λ) ≥ min
k=1,...,d
{
α2k + (ω
k
1(T ))
2
8β2k
}
.
The second relation in the lemma is now immediate.
We now prove the first statement in the lemma. We need to show that when θ ≤ min
k=1,...,d
{
α2
k
8β2
k
}
1
T
logEµ exp
(
θ
∫ T
0
|Zλ,t|2dt
)
converges to the right side of (5.2). By Theorem 3.3
E
µ exp
(
θ
∫ T
0
|Zλ,t|2dt
)
=
1√
det(Id− θKλ,T )
×
∫
Rd
exp
[
θSx0 (T )−
θ
2
tr(Kλ,T ) +
θ2
2
〈Gxλ,T , (Id− θKλ,T )−1Gxλ,T 〉L2([0,T ];Rd)
]
µ(dx),
Thus, using (3.2),
1
T
logEµ exp
(
θ
∫ T
0
|Zλ,t|2dt
)
= I1 + I2 + I3
where I3 = − 12T log [det(Id− θKλ,T )],
I1 = − θ
2T
tr(Kλ,T ) +
θ
T
∫ T
0
tr
[
N
′
euMN
]
(T − u)du,
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and
I2 =
1
T
log
∫
Rd
exp


∣∣∣∣∣
(∫ T
0
esMds
) 1
2
Nx
∣∣∣∣∣
2
θ +
θ2
2
〈Gxλ,T , (Id− θKλ,T )−1Gxλ,T 〉L2([0,T ];Rd)

µ(dx)
Observe that the following relations hold:∫ T
0
euMdu = M−1
(
eMT − Id) , ∫ T
0
euM(T − u)du = M−2 (eMT − Id)− TM−1.
SinceM is negative definite, ‖eMt‖ ≤ 1 for all t ≥ 0, and thus
lim
T→∞
1
T
∫ T
0
tr
[
N
′
euMN
]
(T − u)du = −tr(N ′M−1N).
On the other hand, (3.7) implies limT→∞ 1T tr(Kλ,T ) = −2tr(N
′
M−1N), which, together with
the previous limit, yields
lim
T→∞
I1 = 0.
Recalling that the density of µ is given by (2.11), the relation (4.3) and Lemma 5.3 imply
that
I2 ≤ 1
T
log
∫
Rd
(2π)−
d
2 |det(M)| 12 exp
[
d∑
k=1
( |αk|
4
+
|αk|
2(1− 1
π
)
)
|〈x, Uk〉Cd|2
]
exp
(
x′Mx
2
)
dx
=
1
T
log
∫
Rd
(2π)−
d
2 |det(M)| 12 exp
[
(
3
4
− 1
2(1− 1
π
)
)
d∑
k=1
αk|yk|2
]
dx,
where the last inequality uses the fact thatU∗MU = diag{2α1, ..., 2αd} by (4.2), and exp
(
x′Mx
2
)
=
exp
(∑d
k=1 αk|yk|2
)
with yk = 〈x, Uk〉Cd . Since 34 − 12(1− 1
pi
)
> 0 and αk < 0, we have that,
I2 <
c
T
with a constant c > 0 depending only onM . Thus limT→∞ I2 = 0.
For I3, by Theorem 3.3 and (4.23) we have
I3 = − 1
2T
∞∑
j=1
d∑
k=1
log(1− θγ(k)j )
= − 1
2T
∞∑
j=1
d∑
k=1
log
(
1− 8θβ
2
k
α2k + (ω
k
j (T ))
2
)
→ −1
2
∫ ∞
0
d∑
k=1
log
(
1− 8θβ
2
k
α2k + π
2x2
)
dx
as T →∞, where the convergence on the last line follows from (4.20).
The result now follows on observing that for b > 0 and b ≥ a,∫ ∞
0
log(1− a
b+ x2
)dx =
(√
b− a−
√
b
)
π.

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5.2. Proofs of Theorems 2.1 and 2.3. For n ∈ N, define
τn = inf{t ≥ 0 : |Xt| ≥ n}, Xnt = Xt1{t≤τn}.
Clearly, limn→∞ τn =∞ a.s. For λ ∈ R, let
dWt = dBt − λNXnt dt,
and
Ent (λ) = exp
{
−λ
2
2
∫ t
0
|NXns |2ds+ λ
∫ t
0
(NXns )
′
dBs
}
= exp
{
−λ
2
2
∫ t∧τn
0
|NXs|2ds+ λ
∫ t∧τn
0
(NXs)
′
dBs
}
.
Recall Λ˜ and Λ in Section 2 . Denote the probability space on which the stationary process Xt
and the Brownian motion Bt are defined as (Ω,F ,P). Let Ft be the filtration generated by X0
and {Bt}, namely Ft = σ{X0, Bs, 0 ≤ s ≤ t}. Let
Λnt (λ) =
1
t
logE exp
{
λ
∫ t∧τn
0
(NXs)
′
dBs +
λ
2
∫ t∧τn
0
|NXs|2ds
}
.
We now prove (2.18).
Proposition 5.5. We have DΛ˜ = DΛ and Λ˜ = Λ.
Proof. Step 1. The relation between Xt and Yλ,t: Since |Xnt | ≤ n for all t, Novikov’s condi-
tion (cf. [25, 3.5.D]) clearly holds for the exponential supermartingale Ent (λ). Thus Girsanov
theorem yields that (Wt)t≥0 is a standard d-dimensional Brownian motion under the measure
PnW which is uniquely determined by
(5.5)
dPnW
dP
∣∣
Ft = E
n
t (λ), t ≥ 0.
and equation (2.13) can be rewritten as
dXt = AXtdt + λNXt1{t≤τn}dt+ dWt.
If one defines Yλ,t on (Ω,F ,PnW ) as
dYλ,t = DλYλ,tdt + dWt, Yλ,0 = X0,(5.6)
then {Yλ,t} (under PnW ) has the same law as the process in (2.14) under the stationary measure
Pµ considered there. Also, Zλ,s = NYλ,s = NXs for 0 ≤ s ≤ τn ∧ t. Thus
Λnt (λ) =
1
t
logE exp
{
λ
∫ t∧τn
0
(NXs)
′
dBs +
λ
2
∫ t∧τn
0
|NXs|2ds
}
=
1
t
logEP
n
W exp
{
1
2
λ(1 + λ)
∫ t∧τn
0
|NXs|2ds
}
=
1
t
logEµ exp
{
1
2
λ(1 + λ)
∫ t∧τn
0
|Zλ,s|2ds
}
.
By Fatou’s lemma and monotone convergence theorem, we have
(5.7) Λt(λ) ≤ lim
n→∞
Λnt (λ) = Λ˜t(λ).
Step 2. D◦
Λ˜
⊂ D◦Λ: Recall from Lemma 5.4 the domain of Λ˜ is a finite closed interval, we
denote this interval by [a, b] and see that −∞ < a < 0 < b <∞. Clearly 0 ∈ DΛ˜ ∩ DΛ.
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Suppose now that λ ∈ (0, b). Fix a λ¯ ∈ (λ, b). We have, for t > 0,
(5.8) Λnt (λ¯) =
1
t
logEµ exp
{
1
2
λ¯(1 + λ¯)
∫ t∧τn
0
|Zλ,s|2ds
}
≤ Λ˜t(λ¯) <∞.
Because 0 < λ < λ¯, the above inequality implies a uniform integrability (with respect to n) for
exp
{
λ
∫ t∧τn
0
(NXs)
′
dBs +
λ
2
∫ t∧τn
0
|NXs|2ds
}
, and thus
E
µ exp
{
λ
∫ t
0
(NXs)
′
dBs +
λ
2
∫ t
0
|NXs|2ds
}
= lim
n→∞
E
µ exp
{
λ
∫ t∧τn
0
(NXs)
′
dBs +
λ
2
∫ t∧τn
0
|NXs|2ds
}
.
(5.9)
Hence,
(5.10) Λt(λ) = lim
n→∞
Λnt (λ) = Λ˜t(λ) for λ ∈ (0, b).
Similarly, we have
(5.11) Λt(λ) = lim
n→∞
Λnt (λ) = Λ˜t(λ) for λ ∈ (a, 0).
Hence, D◦
Λ˜
⊂ D◦Λ and
(5.12) Λ˜(λ) = Λ(λ) for λ ∈ D◦
Λ˜
.
Step 3. DΛ ⊂ DΛ˜: We argue via contradiction. Suppose there exists a λ∗ ∈ DΛ such that
λ∗ /∈ DΛ˜, i.e. λ∗ /∈ [a, b]. Assume that λ∗ > b; the case λ∗ < a can be handled similarly. Re-
calling the definition of [a, b] (see Lemma 5.4), we see that θ∗ = 1
2
λ∗(1 + λ∗) > min
k=1,...,d
{
α2
k
8β2
k
}
.
Since limT→∞ ωk1(T ) = 0 for each k = 1, ..., d, we can choose T sufficiently large so that
θ∗ > θˆ with θˆ = min
k=1,...,d
{
α2
k
+(ωk1 (T ))
2
8β2
k
}
. Also, since Λ(λ∗) < ∞, by choosing T larger if
needed, we can assume that ΛT (λ∗) < ∞. Choose an increasing sequence {λn}n≥1 such that
λn > b and θn ↑ θ∗ with θn = 12λn(1 + λn). Clearly, λn < λ∗, and since lim θn > θˆ, by (5.4)
we know
lim
n→∞
Λ˜T (λn) =∞.
On the other hand, since λn < λ∗, by the same argument as in the proof of (5.10), we get
Λ˜T (λn) = ΛT (λn) and thus
lim
n→∞
ΛT (λn) =∞.
By Hölder inequality we get ΛT (λ∗) ≥ λ∗λnΛT (λn) for all λn, and hence ΛT (λ∗) =∞. But this
is a contradiction since T is chosen such that ΛT (λ∗) <∞. Thus we have that DΛ ⊂ DΛ˜.
Step 4. DΛ = DΛ˜ and Λ˜ = Λ: From the previous two steps, we clearly see that (a, b) ⊂
DΛ ⊂ [a, b] and Λ˜(λ) = Λ(λ) for λ ∈ (a, b). To conclude the proof, we only need to prove
Λ(a) = Λ˜(a) and Λ(b) = Λ˜(b). For a small ε > 0, by (5.7), (5.10) and an application of Hölder
inequality to Λt(b− ε), we have
Λ˜t(b− ε) = Λt(b− ε) ≤ b− ε
b
Λt(b) ≤ b− ε
b
Λ˜t(b), t > 0,
which leads to
Λ˜(b− ε) ≤ b− ε
b
lim inf
t→∞
Λt(b) ≤ b− ε
b
lim sup
t→∞
Λt(b) ≤ b− ε
b
Λ˜(b).
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Since limε→0+ Λ˜(b− ε) = Λ˜(b) by Lemma 5.4, we haveΛ(b) = Λ˜(b). Similarly we get Λ(a) =
Λ˜(a). 
In order to verify conditions of Gärtner-Ellis theorem, define
(5.13) F (ℓ) =
1
2
d∑
k=1
(√
α2k − ℓβ2k + αk
)
, ℓ ∈
(
−∞, min
k=1,...,d
{
α2k
β2k
}]
.
It is easy to check that
F ′(ℓ) = −1
4
d∑
k=1
β2k√
α2k − ℓβ2k
, ℓ ∈
(
−∞, min
k=1,...,d
{
α2k
β2k
})
.
Note that |F ′(ℓ)| → ∞ as ℓ→ min
k=1,...,d
{
α2
k
β2
k
}
−.
We can now complete the proofs of our main results.
Proofs of Theorems 2.1 and 2.3. The first relation in Theorem 2.3 follows immediately from
Proposition 5.5 and Lemma 5.4. Now we prove Theorem 2.1 and the Cohen-Gallavotti sym-
metry properties. From the previous proposition, Assumption 2.3.2 of [5] is satisfied. Let
ℓ(λ) = 4λ(1 + λ).
Then by Proposition 5.5 and Lemma 5.4, we have that for all λ ∈ DΛ,
Λ(λ) = −F (ℓ(λ)),(5.14)
Λ′(λ) = (1 + 2λ)
d∑
k=1
β2k√
α2k − ℓ(λ)β2k
.
Hence, Λ′(λ) exists for all λ ∈ D◦Λ and
lim
λ→∂DΛ
|Λ′(λ)| =∞.
From this it follows that Λ is a lower semicontinuous function onRwhich is essentially smooth
in the sense of [5, Definition 2.3.5]. Thus by Gärtner-Ellis Theorem [5, Section 2.3], we imme-
diate obtain that EPR ep(t) satisfies an LDP with rate function I (in particular, I has compact
level sets) given as
I(x) = sup {xλ+ F (ℓ(λ)) : λ ∈ DΛ}
= sup
{
xλ(ℓ) + F (ℓ) : −1 ≤ ℓ ≤ min
k=1,...,d
{
α2k
β2k
}}
,
where F (ℓ) is given as (5.13) and λ(ℓ) is an inverse function of ℓ = 4λ(1 + λ) defined as
λ(ℓ) =
√
ℓ+1−1
2
for x ≥ 0 and λ(ℓ) = −
√
ℓ+1−1
2
for x < 0.
When x = 0, it is clear that I(0) = F (−1) sinceF (ℓ) is strictly decreasing on
[
−1, min
k=1,...,d
{
α2
k
β2
k
}]
.
When x 6= 0, by differentiating the function s(ℓ) := xλ(ℓ) + F (ℓ), we have that the unique
zero point ℓ0(x) of s′(ℓ) is given as the solution of the following equation:
|x| = √1 + ℓ
d∑
k=1
β2k√
α2k − ℓβ2k
, −1 ≤ ℓ < min
k=1,...,d
{
α2k
β2k
}
.
Substituting it into s(ℓ), we obtain (2.6).
Finally, the Cohen-Gallavotti symmetry properties in (2.10) are immediate from the explicit
expressions for Λ and I in (2.9) and (2.6), respectively. 
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6. APPENDIX
Proof of the claim in (1.5) Since A ∈ Rd×d is normal, there is a real orthogonal matrix P
(cf. [18, Theorem 2.5.8]) such that
(6.1) P
′
AP = diag{d1, . . . , dm, E1, E2, · · · , Ek},
where for 1 ≤ i ≤ m, di is a real number and for 1 ≤ j ≤ k, Ej is a real 2 × 2 matrix of the
form,
Ej =
[
ej e˜j
−e˜j ej
]
and m + 2k = d, where ej ∈ R, e˜j ∈ R with e˜j 6= 0. From (6.1) and assumption (A), we see
that
(6.2)
M := A+ A
′
has eigenvalues {2di, 2ej, 1 ≤ i ≤ m, 1 ≤ j ≤ k} and is negative definite.
Define
Aˆ = diag{d1, . . . , dm, e1 + ie˜1, e1 − ie˜1, . . . , ek + ie˜k, ek − ie˜k}
Then there is a complex unitary matrix U (cf. [18, Theorems 2.5.3 and 2.5.8]), such that
U∗AU = diag{Aˆ}, .(6.3)
By our assumption in (1.2) and [18, Theorems 2.5.5 and 2.5.6] it follows that the above
unitary matrix U and the diffusion matrix Q satisfy
(6.4) U∗QU = diag {q1, . . . , qd} ,
where qk > 0 are the eigenvalues of Q. It is easy to check using (4.1) and (6.4) that
A
′
Q = QA
′
, Q
1
2A = AQ
1
2 , Q
1
2A′ = A′Q
1
2 .
The statement in (1.5) is immediate from this.
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