We introduce a family of squarefree monomial ideals associated to finite simple graphs, whose monomial generators correspond to closed neighborhood of vertices of the underlying graph. Any such ideal is called the closed neighborhood ideal of the graph. We study some algebraic invariants of these ideals like Castelnuovo-Mumford regularity and projective dimension and present some combinatorial descriptions for these invariants in terms of graph invariants.
Introduction
One approach to study algebraic properties of monomial ideals is via combinatorial algebraic techniques which associate some combinatorial objects to the ideal. Any squarefree monomial ideal I can be considered as the edge ideal of some hypergraph whose edges correspond to minimal generators of I. Another way to know more about monomial ideals, is to associate to an object like a graph, a simplicial complex, a lattice, etc., a monomial ideal and to find the relation between algebraic properties of the ideal and the data from the object. As the first class of such kind of ideals, the edge ideals of graphs were introduced by Villarreal (see [12] ) and have been studied widely. Later, some other families of ideals of polynomial rings associated to graphs like path ideals, binomial edge ideals and t-clique ideals were introduced and studied in [2, 3, 7] , respectively. Studying some homological invariants of ideals like Castelnuovo-Mumford regularity and projective dimension in terms of combinatorial invariants of the underlying combinatorial object has been of great interest and specially for the edge ideals of graphs some nice classes of graphs for which such descriptions exist, have been presented.
In this paper, we introduce the closed neighborhood ideal of a graph G and try to calculate some of its algebraic invariants like regularity and projective dimension, in terms of information from G. We fix some notation that we use in the paper. Throughout this paper, G is a finite simple graph with the vertex set V (G) and the edge set E(G). If V (G) = {x 1 , . . . , x n }, we identify the vertices of the graph with the variables in the polynomial ring R = k[x 1 , . . . , x n ] where k is a fixed field. The closed neighborhood ideal of G denoted by N I(G), is defined as an ideal in R generated by all monomials of the form xj ∈N [xi] x j , where x i ∈ V (G). Here N [x i ] is the closed neighborhood of x i in G, which is the set {x i }∪{x j ; {x i , x j } ∈ E(G)}. By a path graph P n we mean a graph on the vertex set {1, . . . , n} with the edge set
S of G is called a minimal dominating set if no proper subset of S is a dominating set of G. The domination number of G, denoted γ(G), is the minimum size of a dominating set of G. A subset M of E(G) is called a matching for G, if any two edges in M are disjoint and a matching M is called a maximal matching of G if it is not properly contained in another matching of G. The matching number of G is the maximum size of a matching in G and we denote it by a G . For a subset W ⊆ V (G), the induced subgraph of G on the vertex set W is denoted by G| W . A subset F ⊆ V (G) is called an independent set of G, if no edge of G is contained in F . For a monomial ideal I of R, the big height of I is defined as the maximum height of minimal prime ideals of I and is denoted by bight (I).
The paper proceeds as follows. In Theorem 2.5, we show that when G is a forest, the matching number a G is a lower bound for both reg (R/N I(G)) and pd (R/N I(G)). Then for special families of graphs, namely path graphs, generalized star graphs, m-book graphs and the family of graphs described in Theorem 2.7 it is proved that reg (R/N I(G)) = a G (see Theorems 2.6, 2.7, 2.8 and 2.9). Moreover, we study the projective dimension of R/N I(G) for some of these classes. Finally in Theorem 2.10, for any complete r−partite graph G, we obtain the regularity and projective dimension of N I(G) and show that R/N I(G) is sequentially Cohen-Macaulay.
Main results
The closed neighborhood ideal of a graph G is defined as follows. x j :
Set γ ′ G = max{|C| : C is a minimal dominating set of G}. One can see the following easy lemma. 
Proof. Note that since N I(G) is a monomial ideal, any minimal prime ideal of N I(G) is generated by some variables. The result is obtained noticing the fact that for any S = {x j1 , . . . , x jr } ⊆ V (G), N I(G) ⊆ x j1 , . . . , x jr if and only if S is a dominating set of G. 
The following is an easy consequence of [8, Corollary 3.33] and Lemma 2.2.
In the sequel, we study the regularity and the projective dimension of N I(G) for some families of graphs. The following theorem gives lower bounds for these invariants, for a forest G, in terms of the matching number of G. where G ′′ = G \ {x, y}. It is enough to show that reg (R/N I(G ′′ )) + 1 ≥ a G and pd (R/N I(G ′′ )) + 1 ≥ a G . By induction hypothesis reg (R/N I(G ′′ )) ≥ a G ′′ and pd (R/N I(G ′′ )) ≥ a G ′′ . Note that if we add the edge e = {x, y} to any matching of G ′′ , we get a matching of G with one more edge. So a G ′′ + 1 ≤ a G . Let M = {e 1 , . . . , e aG } be a maximal matching of G with a G = |M |. If e ∈ M , then M \ {e} is a matching of G ′′ and then a G ′′ ≥ a G − 1. If e / ∈ M , then one must has e ′ = {y, z} ∈ M for some z ∈ N G (y), z = x, since otherwise M ∪ {e} will be a matching of G, contradicting to the maximality of M . Now,
and
Next we are going to compute homological invariants of N I(G) when G is a path graph. Note that in this case N I(G) is an ideal of decreasing type ([9, Definition 2.7]) and it is possible to compute the graded Betti numbers by iterated mapping cone technique. But since this ideal is closely related to the path ideal I 3 (P n ), by applying the results of [1] , we just compute the projective dimension and the regularity.
Theorem 2.6. Let P n be a path graph. Then (i) ht (N I(P n )) = [n + 2/3] and ht (DI(P n )) = 3. (ii) reg (R/N I(P n )) = [n/2] and pd (R/N I(P n )) = n/2, if n is even;
(ii) In order to compute projective dimension and regularity, first note that by [1, Corollary 4.15 
It is easy to see that N I(
Then by [9, Corollary 2.6], the minimal free resolution of R/T n−1 is obtained by applying the mapping cone technique to the short exact sequence 0 → R/(J :
and pd (R/T n−1 ) = max{pd (R/I 3 (P n−2 )), pd (R/T n−3 ) + 1}. From the formula given for projective dimension and regularity of R/I 3 (P n ) and induction we conclude that pd (R/T n ) = reg (R/T n ) = [n/2].
Since N I(P n ) = T n−1 + x n−1 x n , again by [9, Corollary 2.6], the minimal free resolution of R/N I(P n ) is given by the mapping cone technique for the short exact sequence
Moreover, T n−1 : x n−1 x n ∼ = N I(P n−2 ). So, reg (R/N I(P n )) = max{reg (R/T n−1 ), reg (R/N I(P n−2 ) + 1} and pd (R/N I(P n )) = max{pd (R/T n−1 )), pd (R/N I(P n−2 ) + 1}. From the formula obtained for projective dimension and regularity of R/T n , by induction we get the desired formula for N I(P n ).
Let G be an arbitrary graph on the vertex set V . We set
In the following we are going to use this notations in order to study regularity and projective dimension of N I(G) for a special class of graphs.
x . This shows that
is an independent set of G, it is clear that T is a maximal matching of G. We say that a maximal matching S of G is of type ( * ) if S is a disjoint union of {e 1 , . . . , e 1 2 |V ′ 1 (G)| } and a set of edges e = {x, y} whose endpoints belong to V 2 (G) and V 1 (G) (x ∈ V 2 (G) and y ∈ V 1 (G)). If S is of type ( * ), it is clear that |S| = |T |. Now let S be an arbitrary maximal matching of G with |S| = a G . As discussed above, {e 1 , . . . , e 1 2 |V ′ 1 (G)| } ⊂ S. Assume that for some x ∈ V 3 (G) and e ∈ S, x ∈ e. Then there exists
One can easily check that S 1 = (S \ {e}) ∪ {{x ′ , y x ′ }} is a maximal matching of G of size a G . Continuing in this way, we finally get a maximal matching of size a G which is of type ( * ). So a G = |V 2 (G)| + 1 2 |V ′ 1 (G)| and the conclusion follows. (ii) We prove the assertion by induction on the number of elements of V 3 (G). First assume that |V 3 (G)| = 0. Let V 2 (G) = {x i1 , . . . , x is } and without loss of generality, assume that
One can easily check that . Moreover, by the formula that we have already proved for the matching number,
. Now consider the short exact sequence (iii) First we show that bight (N I(G)) = n − a G . By Lemma 2.2 and (i) it is enough to prove that
First note that if S is an arbitrary minimal dominating set of G, then V 0 (G) ⊂ S and for each e ∈ E(G| V ′ 1 (G) ), |e ∩ S| = 1. Actually, for each maximal independent set W of
Hence γ ′ (G) ≥ n − a G . Now let T be an arbitrary minimal dominating set of G. By the discussion of the previous paragraph,
It is clear that φ is one-to-one and so |T | ≤ S W = n − a G . This implies that γ ′ (G) = n − a G . Now we are ready to prove that pd (R/N I(G) = n − a G . We prove the assertion by induction on the number of elements of V 3 (G). First assume that |V 3 (G)| = 0. Using the notation in the proof of (ii), we have For integers n 1 , . . . , n k > 1, let S n1,...,n k be a graph obtained by gluing k path graphs P n1 , . . . , P n k at one end point of each path. We call S n1,...,n k a generalized star graph. Theorem 2.8. Let G = S n1,...,n k for positive integers n 1 , . . . , n k . Then
Proof. Since G is a tree, by Theorem 2.5, it is enough to show that reg (R/N I(G)) ≤ a G . We prove this inequality by induction on |V (G)|. For |V (G)| = 2 the result is clear. Suppose that |V (G)| > 2 and the result holds for any generalized star graph with less than |V (G)| vertices. Let P n1 : x 1 , x 2 , . . . , x n1 be such that the gluing point of P n1 in G is x = x n1 . Set I = N I(G)). We have I = Similar to what we have done for J and considering the short exact sequence 0 → R/(J 2 : The first equality comes from the fact that the ideals N I(P ni−1 ) for i = 2, . . . , k live in polynomial rings with pairwise disjoint variables. The second equality holds by Theorem 2.6. Moreover, J n1−1 , x = k i=2 T ni−1 , x , where T ni is as defined in the proof of Theorem 2.6. As was shown in that proof, we have reg (R/T ni−1 ) = [(n i − 1)/2] = a Pn i −1 for any i. Thus reg (R/ J n1−1 , x ) = k i=2 reg (R/T ni−1 ) = k i=2 a Pn i −1 < a G . Therefore using (2.13), reg (R/J n1−1 ) ≤ a G and then reg (R/J) ≤ a G . The proof is complete.
The m-book graph is defined as the graph Cartesian product of S m+1 and P 2 , where S m is a star graph on m vertices. We denoted the m-book graph by B m . Proof. We may assume that V (G) = {x 0 , x 1 , . . . , x m , y 0 , y 1 , . . . , y m } and E(G)
By induction on i, we prove that reg (R/J i ) = i + 1. One can easily see that reg (R/J 1 ) = 2. Now, let reg (R/J i ) = i + 1. We prove that reg (R/J i+1 ) = i + 2.
Note that J i+1 = J i + f i+1 , g i+1 . Also J i : f i+1 = x 1 y 1 , x 2 y 2 , . . . , x i y i and (J i + f i+1 ) : g i+1 = x 1 y 1 , x 2 y 2 , . . . , x i y i , x 0 . Consider the short exact sequence
Since J i : f i+1 is generated by a regular sequence, we have reg (R/(J i : f i+1 )) = i. Thus by [9, Corollary 2.6], we have reg (R/(J i + f i+1 )) = max{reg (R/J i ), reg (R/(J i : f i+1 )) + 2} = i + 2. Consider the short exact sequence
Since (J i + f i+1 ) : g i+1 is generated by a regular sequence, we have reg (R/((J i + f i+1 ) : g i+1 )) = i. Again by [9, Corollary 2.6], we have reg (R/J i+1 ) = max{reg (R/(J i + f i+1 )), reg (R/(J i + f i+1 ) : g i+1 ) + 2} = i + 2. Therefore reg (R/J m ) = m + 1. One can easily see that J m : f m+1 = y 1 , . . . , y m and (J m + f m+1 ) : g m+1 = x 1 , . . . , x m . Now, applying regularity formulas to the short exact sequences
Finally, we study the dominating ideal and the closed neighborhood ideal of complete r−partite graphs. Theorem 2.10. Let G be a complete r−partite graph on the vertex set V (G) = {x 1,1 , . . . , x 1,n1 }∪ · · ·∪{x r,1 , . . . , x r,nr }, where n 1 ≤ · · · ≤ n r . Then (i) DI(G) = I(G) + x j,1 · · · x j,nj : 1 ≤ j ≤ r , where I(G) is the edge ideal of G.
(ii) ht (DI(G)) = n − n r + 1 and ht (N I(G)) = min{n 1 , 2}. (iii) If for some 1 ≤ s ≤ r, n 1 = · · · = n s = 1 and n s+1 > 1, then DI(G) = DI(G \ {x 1,1 , x 2,1 , . . . , x s,1 }) + x 1,1 , x 2,1 , . . . , x s,1 .
(iv) If n 1 > 1, then β i,j (R/DI(G)) = β i,j (R/I(G)) + γ i,j , where β i,j (R/I(G)) = r ℓ=2 (ℓ − 1) α1+···+α ℓ =i+1, j1<···<j ℓ ,α1,...,α ℓ ≥1 nj 1 α1 · · · nj ℓ α ℓ , if j = i + 1 0, if j = i + 1 and γ i,j = r nt=j−i+1,t=1 n − n t i − 1 .
(v) If for some 1 ≤ s ≤ r, n 1 = · · · = n s = 1 and n s+1 > 1 then (ix) pd (R/DI(G)) = reg (N I(G)) = n − 1, if max{i : n i = 1} ≤ r − 2; r, otherwise.
Proof. The parts (i) and (iii) are straightforward by definition of dominating ideal and (ii) follows by Lemma 2.2.
(iv) If n 1 > 1, then the union of the minimal set of monomial generators of I(G) and {x j,1 · · · x j,nj : 1 ≤ j ≤ r} is a minimal system of generators for DI(G). Moreover, the Betti numbers of I(G) are given in [6, Theorem 5.3 .8] as we have presented in (iv). Looking at these Betti numbers, we conclude that I(G) has a linear resolution. So, by [5, Theorem 3.2] , I(G) has linear quotients and it is a componentwise linear ideal. Also, for each 1 ≤ i ≤ r, one can easily check that L i = (I(G) + x j,1 · · · x j,nj : 1 ≤ j ≤ i − 1 ) : x i,1 · · · x i,ni = x t,s : 1 ≤ t ≤ r, t = i, 1 ≤ s ≤ n t .
So DI(G) has linear quotients and the conclusion follows by [10, Theorem 2.6].
(v) One can easily see that We end the paper with the following conjecture.
Conjecture 2.11. Let G be a forest. Then reg (R/N I(G)) = a G .
