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Abstract
A Hopf monad is a monad on a tensor category, equipped with comparison maps relating the
monad structure to the tensor structure. We study some general properties of such Hopf monads,
their algebras and their Hopf algebras. In particular, we prove that for a given monad, there is a
one-to-one correspondence between additional data making the monad into a Hopf monad on the
one hand, and liftings of the tensor to the category of algebras on the other. c© 2001 Elsevier
Science B.V. All rights reserved.
MSC: 18D10; 18C15
0. Introduction
In this paper, we will discuss the combination of two classical notions of category
theory, both treated extensively in [11]. One of these is the notion of a monad or triple
on a category, which goes back to Godement [5] and was ?rst developed by Eilenberg,
Moore, Beck and others. The other is that of a monoidal category or tensor category,
which originates with B@enabou [2] and with Mac Lane’s famous coherence theorem
[10], and which pervades much of present day mathematics.
For a monad S on a tensor category, there is a natural additional structure that one
can impose, namely that of a comparison map S(X1 ⊗ · · · ⊗ Xn) → S(X1) ⊗ · · · ⊗
S(Xn) (n¿ 0), compatible with the monad and tensor structures already given. In fact,
it is enough to specify this comparison map for n=0 and n=2, thus giving maps (not
isomorphisms in the relevant examples)
S(X ⊗ Y )→ S(X )⊗ S(Y ) and S(k)→ k
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satisfying natural conditions. I will call a monad on a tensor category equipped with
this additional structure a Hopf monad, thus extending the terminology already existing
in the special case of operads [6].
The basic property of such Hopf monads S is that the tensor product lifts to the
category Alg(S) of algebras for the monad. In fact, there is a bijective correspondence
between “Hopf structures” on a monad S and liftings of the tensor product, see Propo-
sition 1.4 and Theorem 7.1. Coalgebras for this lifted tensor product on Alg(S) can
be described as algebras for the extension of the monad S to coalgebras, and will be
referred to as Hopf S-algebras, see Proposition 2.2. There are many examples of such
Hopf S-algebras. Thus, in Section 5 we show that if S is a unitary Hopf monad on an
additive category, then any free S-algebra has a canonical Hopf S-algebra structure.
In Section 6, still in the additive context, we consider S-algebras equipped with a
“linear” endomorphism. Such S-algebras will be called S[t]-algebras. It will be proved
that the initial S[t]-algebra carries a large family of Hopf S-algebra structures. The
original motivation for this paper came from my attempt to understand the nature of
the Hopf algebra structure on the polynomial algebra of ?nite rooted trees, originally
due to Kreimer (see [8,4]). As it turns out, this algebra is the initial S[t]-algebra for
the particular case where S is the symmetric algebra monad on the category of vector
spaces. It thus follows that this Hopf algebra structure is one of an entire family of
such structures. This is discussed in more detail in the context of operads in [14].
The mere de?nition of “Hopf monad” is an obvious variation on that of a “monoidal
monad”, and is strictly dual to that of “monoidal comonad” used e.g. by Boardman [3].
Following an earlier version of this paper, McCrudden [13] has explained how
Hopf monads ?t into the general framework of monads on objects in a 2-category [15],
and has proved general versions of Proposition 2.2 and Theorem 7.1 in this
context.
1. Hopf monads on tensor categories
Let C be a tensor (or ‘monoidal’) category. We denote its structure by
(C;⊗; k; a; l; r):
Here k is the unit object, and a, l, r are the isomorphisms for associativity and left
and right unit. For example, the reader could keep the category of vector spaces over
a ?eld k in mind in what follows.
We consider monads (or ‘triples’) S =(S; ; ) on C (cf. [11]). Here  : Id → S is
the unit and  : S2 → S is the multiplication of the monad S. We will often simply write
 :X → S(X ) for the component X , and similarly for other natural transformations.
Denition 1.1. A Hopf monad on C is a monad (S; ; ) equipped with maps
= X;Y : S(X ⊗ Y )→ S(X )⊗ S(Y );
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natural in X and Y , and
 : S(k)→ k;
compatible with the tensor structure of C and with the monad structure of S.
Remark 1.2. Naturality of  means that for all maps f :X → X ′ and g :Y → Y ′,
 ◦ S(f ⊗ g)= (S(f)⊗ S(g)) ◦ : (1)
The compatibility of  with  and , that of  with  and , and that of  with a,
respectively of ,  with l and r, is expressed by the following identities. (We refer
the reader to Section 7 for the corresponding diagrams.)
( ⊗ )S()= ; (2)
= ⊗ ; (3)
= S(); (4)
= idk ; (5)
a(X;Y ⊗ idS(Z))X⊗Y;Z =(idS(X ) ⊗ )(X;Y⊗Z)Sa; (6)
lS(X )(⊗ idS(X ))k;X = S(lX ) (7)
and similarly for r:
r(⊗ id)X;k = S(rX ):
Example 1.3. Let Vk be the symmetric tensor category of vector spaces over a ?eld
k, and let S be the symmetric algebra monad, S(V )=
∐
n¿0 Sn(V ). Then S is a Hopf
monad, when we let  : S(k) → k be the canonical map given by the multiplica-
tion in k, and  : S(V ⊗ W ) → S(V ) ⊗ S(W ) the “diagonal” map embedding the
nth summand Sn(V ⊗ W ) of S(V ⊗ W ) into the (n; n)-summand Sn(V ) ⊗ Sn(W ) of
S(V ) ⊗ S(W )=∐p;q Sp(V ) ⊗ Sq(W ) via the map induced by the symmetry isomor-
phism (V ⊗W )⊗n ∼→V⊗n ⊗W⊗n.
In this example, the S-algebras, i.e. the commutative unitary k-algebras, again form
a tensor category. This is a general fact for Hopf monads.
Proposition 1.4. Let S be a Hopf monad on a tensor category C. Then the category
Alg(S) of S-algebras is again a tensor category.
Proof. Write the structure maps of S as , , , , as before. By (4) and (5),
k =(k;  : S(k)→ k)
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de?nes an S-algebra, which will be the unit object for the tensor product on Alg(S).
For two S-algebras A=(A;  : S(A)→ A) and B=(B; ), their tensor product is de?ned
as
A⊗ B=(A⊗ B; (⊗ ) ◦ A;B : S(A⊗ B)→ A⊗ B): (8)
It is straightforward to check that A⊗B is an S-algebra, and that a; l; r induce associa-
tivity as well as left and right unit isomorphisms for this tensor product on S-algebras.
Details are given in Section 7.
Remark 1.5. In Section 7, we will present a sharper version of Proposition 1.4, which
states that there is a direct correspondence between “Hopf structures” ,  on the monad
S and liftings of the monoidal structure from C to Alg(S).
Example 1.6. Let (C;⊗) be the category of sets with the cartesian product, and let P
be the powerset monad on C. Thus, P(X ) is the set of subsets of X , the unit  :X →
P(X ) is the singleton map, and the multiplication  :PP(X ) → P(X ) is the union.
The algebras for this monad are (well-known to be) the complete semi(sup)lattices.
P is a Hopf monad, with  :P(X × Y ) → P(X ) × P(Y ) de?ned for any U ⊆ X × Y
by (U )= (1(U ); 2(U )). Similarly, any monad on a monoidal category in which the
monoidal structure is the product has a canonical structure of Hopf monad.
2. Coalgebras and Hopf S-algebras
We will write Coalg(C) for the category of coalgebras (coassociative and with
counit) in the tensor category C. Note that Coalg(C) is not itself a tensor category in
general, unless C is symmetric.
Proposition 2.1. Let S be a Hopf monad on C. Then S induces a monad; denoted
Coalg(S); on Coalg(C).
Proof. For brevity, let us write S for Coalg(S) in this proof. If X =(X; ; ) is a
coalgebra in C,
k ←X →X ⊗ X;
then de?ne S(X ) to be the coalgebra
S(X )= (S(X );  ◦ S();  ◦ S()):
Then S(X ) is clearly a functor of the coalgebra X , and S has the structure of a monad
on Coalg(C). Indeed, for any coalgebra X , the unit  :X → S(X ) of S de?nes a
coalgebra map  : (X; ; )→ (S(X );  ◦ S();  ◦ S()), because
 ◦ S() ◦ X =  ◦ (X⊗X ) ◦  (naturality of )
= (X ⊗ X ) ◦  (by (3))
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and
 ◦ S() ◦ X =  ◦ k ◦  (naturality of )
=  (by (5)):
Similarly, for a coalgebra X the multiplication X : S2(X ) → S(X ) of S de?nes a
map of coalgebras  : S2(X )→ S(X ), because
 ◦ S() ◦ X =  ◦  ◦ S2() (naturality of )
= ( ⊗ ) ◦  ◦ S() ◦ S2() (by (2))
= ( ⊗ ) ◦  ◦ S( ◦ S());
and
 ◦ S( ◦ S()) =  ◦ S() ◦ S2()
=  ◦  ◦ S2() (by (4))
= ( ◦ S()) ◦  (naturality of ):
Thus (S; ; ) induces a monad (S; ; ) on Coalg(C).
Next, we observe that algebras for the monad Coalg(S) on the category of coalgebras
are the same thing as coalgebras in the tensor category (Proposition 1.4) Alg(S) of
S-algebras.
Proposition 2.2. Let S be a Hopf algebra on the tensor category C; so that Alg(S)
is also a tensor category (1:4). There is an isomorphism of categories
Coalg(Alg(S))=Alg(Coalg(S)):
Proof. Let (A; ) be a Coalg(S)-algebra, or an S-algebra in the notation of the proof
of 2:1. Thus A has the structure of a coalgebra A=(A; ; ) and  : S(A) → A is a
coalgebra map satisfying the unit and associativity conditions for S-algebras. In other
words,  : S(A)→ A is an S-algebra structure on A for which the squares
k
S()←−−−−− S(A) S()−−−−−→ S(A)⊗ S(A)


⊗
k ←−−−−− A −−−−−−−→ A⊗ A
commute. The right hand square expresses precisely that  is a map of algebras
(A; ) → (A; ) ⊗ (A; )= (A ⊗ A; ( ⊗ ) ◦ ), and the left hand square expresses
that  is a map of algebras (A; )→ (k; ). Thus, a Coalg(S)-algebra structure  on the
coalgebra (A; ; ) is the same thing as a coalgebra structure (; ) on the S-algebra
(A; ).
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Denition 2.3. We will call an object of one of these isomorphic categories of Proposi-
tion 2.2 a Hopf S-algebra. With the obvious morphisms, these form a category denoted
Hopf Alg(S):
For example, if S is the symmetric algebra monad of Example 1.3, a Hopf S-algebra
is a commutative Hopf algebra over k in the usual sense (but, without antipode).
3. Symmetry and cocommutativity
Suppose the tensor category C is equipped with a symmetry (or braiding) c,
c= cX;Y :X ⊗ Y → Y ⊗ X
(cf. [11,7]). Let S be a Hopf monad on C, with S =(S; ; ; ; ) as before. We will
call S cocommutative if
c ◦ =  ◦ S(c); (9)
i.e. for any two objects X and Y the square
S(X ⊗ Y ) −−−−−→ S(X )⊗ S(Y )
S(cX; Y )


cS(X ); S(Y )
S(Y ⊗ X ) −−−−−→ S(Y )⊗ S(X )
commutes.
Example 3.1 (Operads). Suppose the symmetric tensor category C has countable sums
and quotients of actions by ?nite permutation groups. Recall from [12,9] that any operad
P on C de?nes a monad SP on C, by
SP(X )=
∐
n¿0
P(n)⊗!n X⊗n:
The algebras for this monad SP are exactly the P-algebras for the operad P. This
monad SP has the structure of a Hopf monad whenever P has the structure of an
operad on Coalg(C); that is, each P(n) has a !n-invariant coalgebra structure, and the
structure maps of P are all coalgebra maps. Such operads are introduced and discussed
by Getzler and Jones [6] under the name “Hopf operads”. (Note, however, that, unlike
in [6], all coalgebras in this paper are assumed to have a counit.) If each of the
coalgebras P(n) is cocommutative, then SP is a cocommutative Hopf monad.
Proposition 3.2. If S is a cocommutative Hopf monad on C then the symmetry
(braiding) of C lifts to one for the tensor category Alg(S).
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Proof. This means that for S-algebras A=(A; ) and B=(B; ), the symmetry c de?nes
an S-algebra map
(A; )⊗ (B; )→ (B; )⊗ (A; )
for the tensor product of algebras de?ned by (1:1). This is indeed the case, because
c ◦ (⊗ ) ◦ A;B =( ⊗ ) ◦ c ◦ A;B (naturality of c)
= ( ⊗ ) ◦  ◦ S(c) (by (9)):
For the next proposition, recall that if the tensor category C is symmetric (or braided)
then the category Coalg(C) of coalgebras inherits a tensor structure.
Proposition 3.3. If S is a cocommutative Hopf monad on C; then the induced monad
Coalg(S) on Coalg(C) is a Hopf monad. Moreover; Coalg(S) restricts to a monad
on cocommutative coalgebras.
Proof. For the ?rst assertion, one needs to check that for two coalgebras X =(X; ; )
and Y =(Y; ′; ′), the map  : S(X ⊗ Y ) → S(X ) ⊗ S(Y ) de?nes a coalgebra map
S(X ⊗ Y )→ S(X )⊗ S(Y ) (notation as in the proof of Proposition 2.1). This is indeed
the case, because it follows from (9), together with the properties of  which make S
into a Hopf monad (cf. Remark 1.2), that the square
S(X ⊗ Y ) −−−−−−−−−−−−−−→ S(X )⊗ S(Y )
S(⊗′)


S()⊗S(′)
S(X ⊗ X ⊗ Y ⊗ Y ) S(X ⊗ X )⊗ S(Y ⊗ Y )
S(id⊗c⊗id)


⊗
S(X ⊗ Y ⊗ X ⊗ Y ) S(X )⊗ S(X )⊗ S(Y )⊗ S(Y )



id⊗c⊗id
S(X ⊗ Y )⊗ S(X ⊗ Y ) ⊗−−−−−→S(X )⊗ S(Y )⊗ S(X )⊗ S(Y )
commutes, as does a similar square for the counits.
For the second assertion, we observe that if X =(X; ; ) is cocommutative, then so
is S(X )= (S(X );  ◦ S();  ◦ S()), because
c ◦  ◦ S() =  ◦ S(c) ◦ S() (by (9))
=  ◦ S(c)
=  ◦ S() (cocommutativity of ):
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Example 3.4. Suppose the category Alg(S) has an initial object R=(R; #). For exam-
ple, this is the case if C itself has an initial object 0, and (R; #) is then the free S-algebra
(S(0); 0). By initiality of R, there are unique S-algebra maps  :R → (k; )= k and
 :R→ R⊗R, which make R into a Hopf S-algebra. If S is cocommutative, then R is
a cocommutative coalgebra. (See Proposition 5.2 for a similar remark concerning the
free algebra (S(V ); V ) on any object V of C.)
4. Unitary Hopf monads
Let S be a monad on a tensor category C. Call S a unitary monad if it is equipped
with a natural transformation u : k → S, from the constant functor with value k to S,
with the property that  ◦ uS = u. In other words, u gives a system of maps
uX : k → S(X ); (10)
natural in X , such that
X ◦ uS(X ) = uX : (11)
Such a “unit” u provides a unit
uA=  ◦ uA : k → A (12)
in any S-algebra A=(A; ). Moreover, any homomorphism of S-algebras f :A → B
preserves the unit, i.e. f ◦ uA= uB.
A Hopf monad (S; ; ) is said to be unitary if it is equipped with a unit u : k → S
satisfying the following two additional conditions
 ◦ u= u⊗ u;  ◦ uk = idk ; (13)
or in diagrams,
From these diagrams we immediately obtain:
Proposition 4.1. (i) If A and B are algebras for a unitary Hopf monad then uA⊗B =
uA ⊗ uB : k → A⊗ B.
(ii) For the algebra k =(k; ); one has uk = id.
Denition 4.2. A unitary Hopf monad is called strictly unitary if the unit transforma-
tion u : k → S satis?es the additional requirement that
uX ◦ = X ◦ S(uX ) : S(k)→ S(X )
for each object X .
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Remark 4.3. This condition is equivalent to the requirement that for each S-algebra A,
the map uA : k → A is an S-algebra homomorphism. Indeed, the condition of De?nition
4.2 states this for the free algebra (S(X ); X ). Conversely, the case of a general algebra
A=(A; ) follows by taking a “free resolution”, as in the diagram
S(k)
S(uA)−−−−−→ S2(A) S−−−−−→ S(A)



A


k uA−−−−−→ S(A) −−−−−→ A
where the lhs commutes by the condition of De?nition 4.2 and the rhs does because
A is an S-algebra.
In particular, if S is a strictly unitary Hopf monad than the identity map is the
only algebra endomorphism of k (by Proposition 4.1(ii), since algebra homomorphisms
preserve units).
5. Hopf monads on additive tensor categories
Let C be an additive tensor category. This means that C is an additive category as
well as a tensor category, and that the tensor ⊗ is an additive functor in each variable
separately. In particular, it preserves direct sums, (X ⊕ Y ) ⊗ Z =(X ⊗ Z) ⊕ (Y ⊗ Z).
Let S be a unitary Hopf monad on C. (We will not assume in this context that S is
an additive functor; in fact, in many examples S turns sums into tensor products, by
the transformation # to be discussed now.)
For any two objects X and Y of C, the two maps
X =X ⊗ k X⊗uY−−−−−→S(X )⊗ S(Y )
Y = k ⊗ Y uX⊗Y−−−−−→S(X )⊗ S(Y )
add up to give a map r :X ⊕Y → S(X )⊗ S(Y ) (to be thought of as the map (x; y) 
→
x ⊗ 1 + 1⊗ y). This last map extends uniquely to an algebra homomorphism
#= #X;Y : S(X ⊕ Y )→ S(X )⊗ S(Y ):
Similarly, for the “empty sum” 0, there is a unique algebra homomorphism extending
the zero map 0→ k,
#0 : S(0)→ k;
from the initial algebra (S(0); 0) to k =(k; ).
Remark 5.1. If C has a symmetry c, it follows for a cocommutative Hopf monad S
that # is compatible with c : S(X )⊗S(Y )→ S(Y )⊗S(X ) and the map S(t) : S(X⊕Y )→
S(Y ⊕ X ) where t is the map twisting the summands, i.e.
c ◦ #X;Y = #Y;X ◦ S(t):
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Indeed, by the de?nition of r, cocommutativity of S and naturality of c, each of the
squares below commute:
S(X ⊕ Y ) Sr−−−−−→ S(SX ⊗ SY ) −−−−−→ S2(X )⊗ S2(Y ) ⊗−−−−−→ S(X )⊗ S(Y )
St

Sc

c

c

S(Y ⊕ X ) Sr−−−−−→ S(SY ⊗ SX ) −−−−−→ S2(Y )⊗ S2(X ) ⊗−−−−−→ S(Y )⊗ S(X ):
Proposition 5.2. Let S be a unitary Hopf monad on an additive tensor category.
Then any free S-algebra has a canonical Hopf S-algebra structure; cocommutative
whenever S is.
Proof. Consider the free algebra (S(V ); V ) on an object V . Let d :V → V ⊕V be the
diagonal, and write = #V;V ◦ S(d) : S(V )→ S(V )⊗ S(V ). Let 0 :V → k be the zero
map, and write  : S(V )→ k for the unique algebra map extending 0, i.e. =  ◦ S(0).
Then  and  de?ne a coalgebra structure in Alg(S) on the free algebra (S(V ); V ).
It follows readily from Remark 5.1 that  is cocommutative if S if a cocommutative
Hopf monad.
Remark 5.3. This last proposition is an abstract form of the well-known fact for sym-
metric algebras, tensor algebras, enveloping algebras, etc. The proposition is in fact
a formal consequence of the similar statement for the initial S-algebra (V =0 in the
proof; cf. Example 3.4). Indeed, for any monad S and any object V , there is a monad
SV on C whose algebras are S-algebras A=(A; ) equipped with a map V → A. The
underlying functor of this monad is
SV (X )= S(V ⊕ X ):
If S is a unitary Hopf monad, then so is SV . The required structure map SV (X⊗Y )→
SV (X )⊗ SV (Y ) is the unique algebra map S(V ⊕ (X ⊗ Y ))→ S(V ⊕ X )⊗ S(V ⊕ Y )
which extends the map V ⊕ (X ⊗ Y )→ S(V ⊕ X )⊗ S(V ⊕ Y ) de?ned as follows: on
the ?rst summand V it is given by
V
→S(V ) →S(V )⊗ S(V ) S(i1)⊗S(i2)−−−−−→ S(V ⊕ X )⊗ S(V ⊕ Y );
where  is as in the proof just above and i1, i2 are the coproduct inclusions V → V⊕X
and V → V ⊕ Y ; on the second summand X ⊗ Y , the map is given by
X ⊗ Y →S(X ⊗ Y ) →S(X )⊗ S(Y ) S( j1)⊗S( j2)−−−−−−→ S(V ⊕ X )⊗ S(V ⊕ Y );
where j1 :X → V ⊕ X is the coproduct inclusion, and similarly for j2.
Note that if S is the monad induced by an operad P, then SV is induced by the
operad PV given by
PV (n)=
∐
m¿0
P(n+ m)⊗!m V⊗m:
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We brieOy reconsider the condition for strict unitarity of De?nition 4.2 in the context
of an abelian or additive category C.
Proposition 5.4. A unitary Hopf monad S on C is strictly so i9 the unique algebra
map S(0)→ k is an isomorphism.
Proof. (⇒) Let  : S(0) → k be the unique algebra maps extending the zero map
0 → k. Let u0 : k → S(0) be the unit (of the free algebra S(0)). Then  ◦ u0 is an
algebra map, hence preserves the unit. Thus  ◦u0 ◦uk = uk , or u0 = id, cf. Proposition
4.1(ii). Conversely, the algebra map u0 ◦  : S(0)→ S(0) must be the identity because
S(0) is the initial algebra.
(⇐) Take any algebra A, with unit uA : k → A. By Remark 4.3, we need to show that
uA is an algebra map. Let v : S(0) → A be the unique algebra map. Let u0 : k → S(0)
be the given unit. Then v ◦ u0 = uA, since v (like any algebra map) preserves the unit.
Thus, to show that uA is an algebra map, it suPces to show that u0 is an algebra map
k → S(0). But
 ◦ u0 =  ◦ S(0) ◦ u0 (def : of )
=  ◦ uk (naturality of u)
= id (by (13)):
Since  is an algebra isomorphism by assumption, so is u0.
Remark 5.5. By this proposition, the monad associated to a Hopf operad P is strictly
unitary iQ the augmentation  :P(0) → k is an isomorphism. (Such operads are often
simply called “unitary”, cf. [9].)
6. S[t]-algebras and Hopf S-algebras
To begin with, consider a monad S on an arbitrary category C, and the associated
category Alg(S) of algebras.
Denition 6.1. An S[t]-algebra is an S-algebra A=(A; ) equipped with an endomor-
phism , :A→ A. A homomorphism of S[t]-algebras f : (A; ,)→ (B; ) is an S-algebra
homomorphism such that f=f,.
We emphasize that in this de?nition, the map , is not required to be an S-algebra
homomorphism.
Remark 6.2. The notation S[t] is suggested by the case where S is the monad whose
algebras are R-modules for a ring R. Then S[t]-algebras are R-modules for the poly-
nomial ring R[t]. Similarly, if S is the monad corresponding to an operad P, then
S[t]-algebras are the algebras for an operad P[t] (cf. [14]). More generally, if C is a
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locally presentable category and S is an accessible functor, then the S[t]-algebras are
again the algebras for a monad S ′. (Indeed, one way to see this is by observing that
the category of S[t]-algebras is a complete category which is accessible in this case
[1, 2.77], and one can use [1, 1.66] to show that the forgetful functor from S[t]-algebras
back to C has a left adjoint, so that Beck’s tripleability theorem can be applied.) In
general, however, for a given monad S there need not be a monad S ′ so that the
S[t]-algebras are exactly the algebras for this monad S ′.
The existence of such a monad S ′ is a suPcient condition for the existence of an
initial S[t]-algebra (assuming C itself has an initial object). In the remainder of this
section, we will simply assume that this initial S[t]-algebra exists, and denote it
(H; ,):
Now let us go back to the context of a unitary Hopf monad S on an additive tensor
category C, as in the previous section. Note that in this case, the initial S[t]-algebra
(H; ,) has a canonical augmentation  :H → k. Indeed, the zero-map k → k makes k
into an S[t]-algebra, and  is the unique S[t]-homomorphism (H; ,)→ (k; 0).
Consider any two endomorphisms .1 and .2 :H → H . These make H ⊗ H into an
S[t]-algebra, with endomorphism .1 ⊗ ,+ ,⊗ .2 :H ⊗ H → H ⊗ H . Write
=.1 ;.2 :H → H ⊗ H
for the unique S[t]-algebra homomorphism from (H; ,) into (H ⊗H; .1 ⊗ ,+ ,⊗ .2).
The following theorem gives suPcient conditions for (H;; ) to be a Hopf S-algebra.
Theorem 6.3. (i) If .i =  (i=1; 2) then  is a counit for .
(ii) If; in addition; .i =(.i ⊗ .i) (i=1; 2); then  is coassociative; and (H;; )
is thus a Hopf S-algebra.
Proof. The proof is the same as for the special case of operads; see [14].
Example 6.4. Let S be the symmetric algebra monad on the category of vector spaces.
Let V be the vector space which has as a basis the collection of all ?nite rooted
trees. Then the initial S[t]-algebra H is the symmetric algebra on V ; i.e. the algebra
of polynomials in indeterminates xT , one for each ?nite rooted tree T . The operation
, :H → H is de?ned on a product of indeterminates by
,(xT1 · : : : · xTn)= xT1∨···∨Tn ;
where T1∨ · · ·∨Tn is the tree obtained by joining the roots of T1; : : : ; Tn all to a single
new root. By choosing .1 = id and .2 = u in Theorem 6.3, one obtains a Hopf algebra
structure on H whose coproduct is completely determined by the identity
(,h)= h(1) ⊗ ,(h(2)) + ,(h)⊗ 1:
This is precisely the Hopf algebra considered in [8,4]. Theorem 6.3 yields many more
Hopf algebra structures on the polynomial algebra H ; see [14].
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7. Monoidal structures on S-algebras
In this section, we will give a sharper version of Proposition 1.4 (cf. Remark 1.5).
To state it, consider a monad S =(S; ; ) on a tensor category C, with structure ⊗,
k, a, l, r, all as in Section 1. Recall that S is called a Hopf monad if it is equipped
with structure maps
= X;Y : S(X ⊗ Y )→ S(X )⊗ S(Y )
 : S(k)→ k;
such that the following diagrams commute. (The numbers correspond to the equations
in Section 1.)
(1)
(2)
(3)
(4)
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(5)
(6)
(7)
Theorem 7.1. There is a bijective correspondence ; between such structures ; 
which make S into a Hopf monad; and liftings of the monoidal structure from C
to Alg(S).
Proof. (⇒) Suppose S =(S; ; ; ; ) is a Hopf monad. De?ne the unit algebra to be
(k;  : S(k)→ k), and note that this is indeed an algebra by (4) and (5) above. De?ne
the tensor product of two algebras A=(A;  : SA→ A) and B=(B; ) as
A⊗ B=(A⊗ B; (⊗ ) ◦ A;B : S(A⊗ B)→ S(A)⊗ S(B)→ A⊗ B):
Write  ·  for this structure map,
 · =(⊗ ) ◦ A;B:
We check that A⊗ B is again an algebra: For the unit law,
( · ) ◦ A⊗B =(⊗ ) ◦ A;B ◦ A;B
=(⊗ ) ◦ (A ⊗ B) (by (3))
= A ⊗ B
= id ⊗ id
= id;
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the last three identities by naturality of the tensor. For the associative law,
( · ) ◦ S( · ) = (⊗ ) ◦  ◦ S(⊗ ) ◦ S()
= (⊗ ) ◦ (S()⊗ S()) ◦  ◦ S() (by (1))
= S()⊗ S() ◦  ◦ S()
= A ⊗ B ◦  ◦ S()
= (⊗ ) ◦  ◦ A⊗B (by (2))
= ( · ) ◦ A⊗B:
Next, we check the unit and associativity laws for this tensor product on S-algebras.
For the unit, we need to check that for an algebra A=(A; ), the map l= lA : k⊗A→ A
is an algebra map, i.e. that  ◦ S(l)= l ◦ ( · ). Indeed,
l ◦ ( · ) = l ◦ (⊗ ) ◦ k;A
= l ◦ (id ⊗ ) ◦ (⊗ id) ◦ 
=  ◦ l ◦ (⊗ id) ◦  (by naturality of l)
=  ◦ S(l): (by 7)
A similar argument applies to the right unit rA. For the associativity, we have to check
that for algebras (A; ), (B; ) and (C; 2), the map a : (A ⊗ B) ⊗ C → A ⊗ (B ⊗ C) is
an algebra map. This follows readily from commutativity of (6):
a ◦ (( · ) · 2) = a ◦ (((⊗ ) ◦ A;B)⊗ 2) ◦ A⊗B;C
= a ◦ ((⊗ )⊗ 2) ◦ (A;B ⊗ id) ◦ A⊗B;C
=(⊗ ( ⊗ 2)) ◦ a ◦ (⊗ id)◦
=(⊗ ( ⊗ 2)) ◦ (id ⊗ ) ◦  ◦ Sa (by (6))
= (⊗ ( · 2)) ◦  ◦ Sa
=( · ( · 2)) ◦ Sa:
(⇐) Suppose we are given a lifting of the monoidal structure of C to Alg(S).
More precisely, this is a monoidal structure ⊗˜; k˜ ; a˜; r˜; l˜ on Alg(S), mapped to the given
structure ⊗; k; a; r; l on C by the forgetful functor. Thus, we can write the unit of
Alg(S) as k˜ =( : S(k)→ k) for some map , and the tensor product of two algebras
(A; ) and (B; ) as
(A; )⊗˜(B; )= (A⊗ B;  · ) (14)
for some algebra structure  ·  on A ⊗ B. The fact that  ·  is an algebra structure
means that
( · ) ◦ A⊗B = id; (15)
( · ) ◦ A⊗B =( · ) ◦ S( · ): (16)
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The fact that ⊗˜ is functorial means that for algebra maps f : (A′; ′) → (A; ) and
g : (B′; ′)→ (B; )
( · ) ◦ S(f ⊗ g)= (f ⊗ g) ◦ (′ · ′): (17)
Furthermore, since a; l; r are underlying algebra maps ˜; l˜; r˜ the following three dia-
grams all commute
S((A⊗ B)⊗ C) Sa−−−−−→ S(A⊗ (B⊗ C))
(·)·2


·(·2)
(A⊗ B)⊗ C a−−−−−→ A⊗ (B⊗ C)
(18)
S(k ⊗ A) Sl−−−−−→ SA
·



k ⊗ A l−−−−−→ A
S(A⊗ k) Sr−−−−−→ SA
·



A⊗ k r−−−−−→ A
(19)
Consider in particular two free algebras (SX; X ) and (SY; Y ) with tensor product of
algebras
X · Y : S(S(X )⊗ S(Y ))→ S(X )⊗ S(Y ):
De?ne a map X;Y as the composite (X · Y ) ◦ S(⊗ ):
(20)
We claim that  is natural in X and Y (1) and satis?es the compatibility conditions
of (2)–(7). Before entering the somewhat lengthy veri?cation of this claim, let us
?rst observe that the construction of this map  is inverse to the construction of the
monoidal structure given in the ?rst part of the proof. Indeed, in one direction, suppose
we start from a Hopf monad (S; ; ), de?ne  · =(⊗ ) ◦  as in the beginning of
the proof, and construct a new ′ as (X · Y ) ◦ S(X ⊗ Y ). Then ′= , because
(X · Y ) ◦ S(X ⊗ Y ) = (X ⊗ Y ) ◦  ◦ S(X ⊗ Y )
= X ⊗ Y ◦ S(X )⊗ S(Y ) ◦  (by (1))
= X S(X )⊗ Y S(Y ) ◦ 
= 
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and in the other direction, if we start from a monoidal structure on Alg(S) giving us
the product  ·  as in (14), then de?ne  by (20), and obtain a new product  ∗  as
(⊗ ) ◦ , we just recover the given product  · , because
 ∗ = (⊗ ) ◦ 
= (⊗ ) ◦ (A · B) ◦ S(A ⊗ B)
= ( · ) ◦ S(⊗ ) ◦ S(A ⊗ B)
by (17) applied to the algebra maps (SA; A)
→(A; ) and (SB; B) →(B; ). This last
expression is equal to  · , by the unit laws for (A; ) and (B; ).
To complete the proof of the theorem, it thus suPces to verify the claim that  as
de?ned by (20) satis?es the identities (1)–(7).
(1) (naturality of ): It is enough to check that X · Y is natural. Take f :X → X ′
and g :Y → Y ′. We need to establish that
(X ′ · Y ′) ◦ S(Sf ⊗ Sg)= (Sf ⊗ Sg) ◦ X · Y ;
but this is a special case of (17) for the maps S(f) and S(g) between free algebras.
(2): We will use that X : S2X → SX is a map of free algebras (S2X; SX ) →
(SX; X ), and similarly for Y , so that by (17),
(X ⊗ Y ) ◦ (SX · SY )= (X · Y ) ◦ S(X ⊗ Y ): (21)
Then
(X ⊗ Y ) ◦ SX;SY =(X ⊗ Y ) ◦ (SX · SY ) ◦ S(SX ⊗ SY )
= (X · Y ) ◦ S(X ⊗ Y ) ◦ S(SX ⊗ SY ) (by (21))
= X · Y :
Thus
(X ⊗ Y ) ◦ SX;SY ◦ S(X;Y )
= (X · Y ) ◦ S(X · Y ) ◦ S2(X ⊗ Y )
= (X · Y ) ◦ S(X )⊗S(Y ) ◦ S2(X ⊗ Y ) (by (16))
= (X · Y ) ◦ S(X ⊗ Y ) ◦ X⊗Y (naturality of )
= X;Y ◦ X⊗Y ;
which is (2).
(3):
 ◦ (X⊗Y ) = (X · Y ) ◦ S(X ⊗ Y ) ◦ (X⊗Y )
= (X · Y ) ◦ S(X )⊗S(Y ) ◦ (X ⊗ Y ) (naturality of )
= X ⊗ Y : (by 15)
(4) and (5): These just assert that k˜ =( : Sk → k) is an algebra.
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(6): First, we prove that
a ◦ (X;Y ⊗ id) ◦ X⊗Y;Z = X · (Y · Z) ◦ S(X ⊗ (Y ⊗ Z)) ◦ S(a) (22)
after which it will suPce to prove that
X · (Y · Z) ◦ S(X ⊗ (Y ⊗ Z))= (id ⊗ Y;Z) ◦ X;Y⊗Z : (23)
For (22), the left-hand side is by de?nition equal to
a ◦ (X · Y ⊗ id) ◦ (S(X ⊗ Y )⊗ idSZ) ◦ (X⊗Y · Z) ◦ S(X⊗Y ⊗ Z):
Now S(X ⊗ Z) is a map of free algebras S(X ⊗ Y ) → S(SX ⊗ SY ), so that (17)
allows us to rewrite this as
a ◦ (X · Y ⊗ id) ◦ (SX⊗SY · Z) ◦ S(S(X ⊗ Y )⊗ id) ◦ S(X⊗Y ⊗ Z):
Applying (17) to the algebra map X ·Y from (S(SX ⊗SY ); ) into (SX ⊗SY; X ·Y ),
this can be rewritten as
a ◦ ((X · Y ) · Z) ◦ S((X · Y )⊗ id) ◦ S(S(X ⊗ Y )⊗ id) ◦ S(X⊗Y ⊗ Z):
By (18) this expression is equal to
X · (Y · Z) ◦ Sa ◦ S((X · Y )⊗ id) ◦ S(S(X ⊗ Y )⊗ id) ◦ S(X⊗Y ⊗ Z)
= X · (Y · Z) ◦ S[a ◦ (X · Y ⊗ id) ◦ (S(X ⊗ Y )⊗ id) ◦ (X⊗Y ⊗ Z)]
= X · (Y · Z) ◦ S[a ◦ (X · Y ⊗ id) ◦ (S(X )⊗S(Y ) ⊗ id) ◦ ((X ⊗ Y )⊗ Z)
(by naturality of)
= X · (Y · Z) ◦ S[a ◦ ((X ⊗ Y )⊗ Z)] (by 15)
= X · (Y · Z) ◦ S[X ⊗ (Y ⊗ Z)] ◦ S(a):
This proves (22), so we can turn to the proof of (23). By de?nition, the right-hand
side of (23) is
(idSX ⊗ (Y · Z)) ◦ (idSX ⊗ S(Y ⊗ Z)) ◦ (X · Y⊗Z) ◦ S(X ⊗ Y⊗Z):
Since S(Y ⊗ Z) is a map of free algebras from (S(Y ⊗ Z); Y⊗Z) into (S(SY ⊗
SZ); SY⊗SZ), (17) allows us to rewrite this as
(idSX ⊗ (Y · Z)) ◦ (X · SY⊗SZ) ◦ S(idSX ⊗ S(Y ⊗ Z)) ◦ S(X ⊗ Y⊗Z):
Applying (17) again, this time to the algebra map Y · Z from (S(SY ⊗ SZ); ) into
(SY ⊗ SZ; Y · Z), this last expression is equal to
X · (Y · Z) ◦ S(idSX ⊗ Y · Z) ◦ S(idSX ⊗ S(Y ⊗ Z)) ◦ S(X ⊗ Y⊗Z)
= X · (Y · Z) ◦ S[X ⊗ ((Y · Z) ◦ S(Y ⊗ Z) ◦ Y⊗Z)]
= X · (Y · Z) ◦ S[X ⊗ ((Y · Z) ◦ SY⊗SZ ◦ Y ⊗ Z)]
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(naturality of )
= X · (Y · Z) ◦ S[X ⊗ (Y ⊗ Z)]
the latter by (15). This proves (23), and shows that (6) is satis?ed.
(7): By de?nition, (⊗idSX )◦=(⊗idSX )◦(k ·X )◦S(k⊗X ). Since  : (Sk; k)→
(k; ) is an algebra map, (17) thus gives
(⊗ idSX ) ◦ = ( · X ) ◦ S(⊗ idSX ) ◦ S(k ⊗ X )
= ( · X ) ◦ S(idk ⊗ X );
the latter by the unit law for . Thus
lS(X ) ◦ (⊗ idS(X )) ◦  = lS(X ) ◦ ( · X ) ◦ S(idk ⊗ X )
= X ◦ S(lSX ) ◦ S(idk ⊗ X ) (by (19))
= X ◦ S(X ◦ lX ) (naturality of l)
= S(lX );
which proves the left half of (7). The right half being similar, this completes the proof
of the claim that  as de?ned by (20) satis?es (1)–(7), and hence ?nishes the proof
of the theorem.
Remark 7.2. The correspondence stated in Theorem 7.1 is in some sense “natural”,
and it would perhaps be useful to ?nd a precise categorical meaning for this naturality,
presumably involving a 2-category of monoidal categories over (C;⊗) .
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