SSSA 75 th Anniversary Paper T he tools of soil chemistry include instruments, mathematics, models, and software. Th ere is also the mind and imagination. Th roughout the history of our science, we have been shift ing away from a very labor-intensive laboratory environment, where long hours of concentration on tedious tasks was the norm. Th is change in the way we work has been accelerating, particularly since the 1950s. We are accomplishing more work but with less eff ort and more time to contemplate what the data are trying to tell us. Th e essence of our research activity has changed dramatically.
Th is historical review covers the development of the basic tools used in soil chemistry, mostly from the 1800s to the present, seeking to highlight signifi cant changes in the way we pursue our research and describe the source of some of the tools we use. Eight topics are covered. Th e review starts with the beginnings of soil chemistry and the basic analytical methods of the 1800s up to the introduction of the pH meter. It follows the beginnings of spectroscopy and surface area analysis up to the introduction of autoanalyzers. Kinetics, computers, and adsorption models are also covered. In terms of human history, the 1800s were clearly an age of great scientifi c development. Most of the modern tools that have shaped us were commercially available in the 1960s. And the tools available today leave us breathless with awe compared with how basic research used to be. We have more time available now for reviewing the data and contemplating its meaning because we spend much less time collecting the data compared with just a few decades ago.
4. Surface area is a very simple concept, and our ability to measure it has greatly improved our understanding of mineral reactivity.
5. Autoanalyzers were introduced in the late 1950s and marked a turning point in how our instruments work.
6. Kinetic research has impacted our understanding of reaction mechanisms, and its history is quite interesting.
7. Th e computer has allowed the development of numerous models and equipment, and some examples of its impact are covered.
8. Adsorption and ion-exchange modeling have always been at the center of basic soil chemistry theories, and a brief review of the models involved completes this overview of our history.
When discussing the history of soil chemistry, it is helpful to have, as a time reference, the years of the great chemical revolutions of the past. Th e fi rst chemical revolution is attributed mostly to the contributions of Antoine Lavoisier in 1789, marking the start of our understanding of atoms and molar quantities. It is also called Lavoisier's revolution, and it marked the fi nal end to concept of the four basic elements: earth, water, air, and fi re (Ihde, 1984) . Th e second chemical revolution (1855-1875) is oft en dated at 1860 with the discovery of Cs, but it was a result of a cluster of contributions in chemistry. Particularly important were the contributions by Stanislao Cannizzaro in 1858 for determining correct atomic weights and the arrangement of the 63 known elements into a periodic table by Dmitri Mendeleev in 1869 (Ihde, 1984; Jensen, 1998) . Th e second chemical revolution coincided with the start of the Industrial Revolution. Jensen (1998) argued that a third chemical revolution should be recognized that covered a period of many discoveries in atomic structures up to the work of Gilbert Newton Lewis (1923) on atomic valences and structure. Physics and studies of electrical properties played an important role in the third chemical revolution. It is tempting to believe that we are perhaps very close to yet another chemical revolution. Although developments in string theory are still in progress, the study of subatomic particles and the use of high-energy particle accelerators are clearly infl uencing our current research in soil chemistry as well as all other aspects of basic and applied chemistry.
THE EARLY YEARS
Our understanding of soils in the early decades of the 1800s relied on simple tools and observations. Determining the density and volumes of particles was based on , where an immersed object experiences an upward buoyant force equal to the displaced fl uid weight. Interest in the nature and description of rocks and soil minerals probably dates as far back as the Stone Age, but the systematic and scientifi c method of analysis of these soil components was coming of age in the 1800s.
Th e Mohs hardness scale, which describes the scratch resistance of minerals, was introduced by Friedrich Mohs in 1812 (Mohs, 1812) . Talc is the soft est with a hardness of 1, and diamond is the hardest with a hardness of 10. Th is was a signifi cant contribution to the systematic description of minerals in soils in the 1800s. Although this particular tool is currently used almost exclusively by fi eld geologists, the description and identifi cation of the minerals present in soils remains an important aspect of soil science.
Th in sections of minerals for use in mineralogy and petrology were initiated by Henry Clift on Sorby, the Father of Petrology. In this method, the mineral is ground down to a very thin slice (about 30 μm) that allows light to pass through. Much information can be deduced about the mineral with this simple method. Sorby's thin-section idea was published in 1858 (Sorby, 1858) but it was at fi rst ridiculed, treated with skepticism, or almost universally neglected ( Judd, 1908) . It is now, however, fully recognized as a very important component of petrology.
Acceptable analytical methods were also being developed in the 1800s for the identifi cation and quantifi cation of elements and compounds present in the soil liquid phase. Gravimetric methods of analysis involved the reaction of chemicals to form precipitates that can be weighed. Gravimetric analysis was the primary accepted method of analysis used in the early 1800s. Volumetric analysis involved the titration of liquids, and today titrimetry and volumetric analysis are interchangeable terms. Although volumetric analysis was introduced in the late 1700s, it was not an accepted analytical method until the 1860s (Szabadváry, 1960) . Early textbooks in the 1820s and 1830s on analytical methods described only gravimetric analysis, and textbook descriptions of volumetric analysis were not introduced until much later in the century.
Th e analysis of N in soils in the late 1800s is a good example of a volumetric analysis method. Th e Kjeldahl method was a signifi cant improvement in the measurement of inorganic and organic N in solution, developed in 1883 by Johan Kjeldahl (Kjeldahl, 1883) . In this method, the organic N is degraded to an inorganic NH 4 + form by heating in concentrated H 2 SO 4 , followed by the addition of NaOH to convert it to the volatile NH 3 form, which is then captured in a weak acid solution [typically B(OH) 3 ]. Th e NH 3 neutralizes the weak acid, and the concentration of NH 3 present (and hence the concentration of N present in the original sample) is determined by back titration of the B(OH) 3 solution.
Carl Wilhelm Scheele, considered the "supreme chemist of his century" (Chalmers, 1949) , discovered the capacity of coals to adsorb gases in 1773 (Urdang, 1942) ; however, credit for this discovery usually goes to Felice Fontana, who demonstrated the phenomenon in 1777 (Nordenskiöld, 1892 , cited in Urdang, 1942 . In 1785, Johann Tobias Lowitz accidentally discovered that powdered charcoal eff ectively removed visible impurities from his tartaric acid solution, and he subsequently recommended that the adsorbing charcoal be used as a purifying agent for vodka, sugar syrup, and drinking water (Figurovsky, 1973) .
Following the invention of the voltaic battery by Alessandro Volta in 1800, studies on electric current were pursued by many researchers. Various forms of electrokinetics were discovered in the 1800s and it strongly infl uenced our understanding of how ions are retained by solid particles. Electrokinetics is the study of the motion of a particle or substance in an applied or induced electric fi eld. In 1807, Ferdinand Frederic Reuss discovered that water will fl ow when an electric fi eld is applied across a porous plug, which is now known as electroosmosis (Reuss, 1809) . He also discovered clay particles will migrate when an electric fi eld is applied to a clay suspension, which is electrophoresis (an old term was cataphoresis). Quantitative studies of these phenomena were more aggressively pursued in the second half of the 1800s (Wiedemann, 1852; Linder and Picton, 1892) .
Discovered by Georg Quincke (1861) , the opposite of electroosmosis is streaming potential. In this process, when a liquid electrolyte moves, an electric fi eld is induced. Quincke's work led to the theory of charged surfaces with layers of opposite charge near the solid-liquid boundary. Dorn (1880) discovered the sedimentation potential, which is the production of an electrical potential when a solid moves through a stationary liquid. Sedimentation potential is the opposite of electrophoresis.
Today, electrophoresis is the most commonly used form of electrokinetics in soil chemistry. It plays a central role in adsorption modeling. Since its discovery, the basic description of adsorption is that cations are attracted to negatively charged particles, while anions are attracted to positively charged particles. Th e particle charge is pH dependent. Th ey are positively charged at low pH and negatively charged at high pH. Th e isoelectric point is the pH at which the particle is neutral.
Th e concept that soil particles are charged is rooted in these electrokinetic data. Helmholtz (1879) quantitatively described electroosmosis and electrophoresis, and his theories initiated the concept of an electrical double layer at the solid-liquid interface. Helmholtz assumed that the double layer was very thin, with the surface charge being a linear function of the surface potential. Th e charged surface is neutralized by the counterions at the solid-liquid interface. A diff use layer theory was proposed later by Gouy (1910) and Chapman (1913) that is also known as the Gouy-Chapman theory. In the diff use layer, the surface charge follows a hyperbolic sine function of the surface potential. Other modifi cations followed, such as the Stern (1924) diff use doublelayer theory that combined a thin inner Helmholtz layer with a diff use outer layer. Th ese theories played a key role in modern adsorption modeling, discussed below.
Early in the 1800s, minerals were viewed as solids that formed by the precipitation of ions out of solution. An ion was either in solution, absorbed to a solid, or had precipitated out to form a solid. By the 1840s, it was believed that ions move to their desired locations and stay there. Th ere was no ion competition for retention sites. It was incorrectly believed that a plant could get its nutrients directly from the solid phase as well as the liquid phase. Before 1850, it was not yet known that an ion could move in and out of both phases. Th e concept of ion exchange at a solid-liquid interface was not yet discovered. When it was fi nally discovered, many refused to believe it.
J. Th omas Way is recognized as the Father of Soil Chemistry for his seminal work on ion exchange in 1850 (Way, 1850 (Way, , 1852 . He added (NH 4 ) 2 SO 4 to a column of soil but found CaSO 4 leaching from the column instead. His fi ndings were vehemently opposed by one of the most renowned chemists of his time, Justin von Liebig, who formulated the law of the minimum on the impact of nutrients on crop yields. Th e debate was mostly over whether the adsorption of ions was a physical or chemical process. Th e struggle to defend ion exchange to describe soil chemical reactions went on for years (Th omas, 1977) , and even today the details of how ion-exchange reactions should be interpreted and modeled are still being debated (Schulthess and Sparks, 1991) .
Note that Way did not refer to his observations as an ionexchange or adsorption process but rather as an "interchange" or "absorption" process. Th e correct vocabulary to better describe what he observed was coined a few years later. Curiously, Way did not believe this interchange was reversible. He correctly observed that Ca 2+ could desorb by exchanging places with NH 4 + but incorrectly believed that adsorbed NH 4 + could not reverse the process and exchange back with aqueous Ca 2+ . Th is was probably a result of the prevalent ideas of his time that once an ion settles on its preferred location, there it stayed. Th e law of electrolytic dissociation was formulated in 1887 (Arrhenius, 1887) , and the law of mass action and the law of chemical equilibria were formulated in 1864 by Waage and Guldberg (Kauff man, 1972, 1976) ; these laws were needed to fully anticipate the reversibility of these reactions. Th e original 1864 article by Waage and Guldberg ("Studies concerning affi nity") was published in Norwegian and was later translated to French in 1867.
Way also expressed amazement that the NH 4 + cations were removed from solution but not the SO 4 2− anions. He did, however, very astutely show that the process of NH 4 + removal was not a fi ltration reaction-this NH 4 + removal was clearly shown to be a chemical ion-exchange reaction, not a physical process. He also correctly showed that NH 4 + removal was not an isolated adsorption reaction but that it involved an exchange with adsorbed Ca 2+ ions. Following Way's work, Henneberg and Stohmann (1858) noticed a change in NH 4 + retention as a function of aqueous concentration and eff ectively performed the fi rst known adsorption isotherm. Irving Langmuir (1916) derived an equation 58 yr later that described the adsorption isotherm. Although a single adsorption reaction model is not the same as a single ion-exchange reaction model, it can be shown that the Langmuir equation also applies to this kind of ion-exchange reaction if the aqueous concentration of one of the ions is kept constant (Schulthess and Sparks, 1991) .
In spite of the intense confrontation by Liebig of Way's fi ndings, his student Samuel Johnson also reviewed Way's work. Th e term "exchange of bases" was coined by Johnson (1859) . Furthermore, although the ideas of chemical equilibria were not yet formulated, he did notice that the adsorption isotherm data of Henneberg and Stohmann (1858) showed that these ion-exchange reactions were, in fact, reversible.
Th e absorption process had been known for a long time before the 1800s. Th e term is derived from the Latin absorbere, where ab-means "away from" and sorbere means to swallow or suck. A sponge is a common example of absorption, and the term is used today when referring to the physical process of moving (or removing) a substance from one place to another. Th e term adsorption was coined in 1881 by Kayser (1881) . In Latin, admeans "toward". Th e term is used today when referring to the chemical process of capturing a substance from one phase (e.g., liquid) and holding it by chemical bonds or electrostatic attraction in another (e.g., solid). Th e clearest early explanation on the theory of adsorption that was closest to our present-day theories was given by Jakob Maarten van Bemmelen (1888), who was described as the Father of the Th eory of Adsorption by Forrester and Giles (1972) . Finally, to complete the review of terminology, McBain (1909) coined the term sorption because it was oft en diffi cult to distinguish between absorption and adsorption. For a detailed review on the early investigations of adsorption and the development of adsorption isotherms from the mid-1800s to early 1900s, see the reviews by Giles (1971a,b, 1972) . Discussions on these terms and physical descriptions of what was occurring has continued for decades (Sposito, 1984; Sparks, 2003) . Today we know that a species at the solid-liquid interface can be either inner or outer sphere adsorbed. It is considered to be part of the solid phase.
In general, the study of soil organic matter (SOM) is much more complex than that of inorganic species. In a century when the basic principles of the periodic table where just beginning to be understood, the mysteries of SOM were truly daunting. Its benefi ts to soil fertility were apparent but not its structure.
Soil humic acids were fi rst extracted with alkali by Franz Karl Achard in 1786. Th e interpretation and classifi cation of extracted humus materials paralleled our historical understanding of organic chemical compounds in general. By 1919, some 43 diff erent categories of SOM had been proposed (Black and Christman, 1963) . Th e modern classifi cation of humus into only four groups is attributed to Oden (1919) and was later modifi ed by Page (1930) and fi nally by Waksman (1936) . Th ese groups are: humic acid, fulvic acid, hymatomelanic acid, and humin.
Th is classifi cation method uses concentrated solutions of NaOH for extracting the SOM, but it is well known that NaOH will modify the SOM. Stevenson (1985) noted that the extraction of hymatomelanic acid with NaOH results in extra material from the decomposition of humic acid to hymatomelanic acid. Schulthess et al. (1997) noted that NaOH will convert humic acid to fulvic acid even when the NaOH is purged with He gas to remove any dissolved O 2 . Similar decomposition problems were reported by Goh and Reid (1975) using N 2 -purged environments. Although anoxic environments do not seem to avoid the decomposition of SOM, the use of N 2 -purged NaOH as a SOM extracting solution has been recommended by the International Humic Substances Society (Calderoni and Schnitzer, 1984) . Several other mild extracting solutions are now more commonly used, but many continue to use NaOH as the extracting solution. Th e use of NaOH as the extracting solution is oft en contested in the literature and at meetings. Its use should be avoided, particularly if it signifi cantly handicaps the validity of the research performed. Th e NaOH solution can be used to classify the SOM that has been extracted by other milder, nondestructive methods, but it must not be used as the extracting solution. Th is topic is probably the primary reason for the slow progress during the past century and a half in understanding what SOM really is. Recent research tools in spectroscopy are now allowing the analysis of some SOM samples in situ (that is, without the use of any harsh extraction solution).
THE AGE OF ELECTRONICS AND METERS
Toward the end of the 19th century, many great discoveries were being made on what drives chemical reactions. Using thermodynamics, Josiah Willard Gibbs (1873a,b) outlined the basic principles that drive natural processes in terms of the "free energy" available rather than "affi nity". His basic rule was that "every system seeks to achieve a minimum of free energy." Our understanding of electrical chemical properties were also being advanced at this time. Th e development of the Nernst (1889) equation by Walter Hermann Nernst explained the relationship between the chemical potential of a reaction and the electrical potential that it generates in each of the half-cells of electrochemical cells (that is, in batteries).
Th e H electrode was developed by Le Blanc in 1893 (Szabadváry, 1960) . Böttger (1897) introduced electrometric methods for determining the H + ion concentrations. Th e H electrode was very precise but also very inconvenient to use, prompting a need for an alternate method. Colorimetric methods were fi rst determined by Szily (1903) , who had also invented artifi cial buff ers by 1904. Sørenson (1909) improved the colorimetric methods for these determinations by using a large number of indicators and buff ers. Th e importance of these discoveries is easy to understand given that the most oft en used tool in soil laboratories today is the pH meter to measure the pH of liquids. Th e development of the glass electrode greatly improved electrometric methods, but these measurements were still pursued mostly by colorimetric methods for several decades until the introduction of vacuum tube voltmeters started to reverse the preference toward electrometric methods.
Note that while chemists were learning how to measure these elements, they were also making great strides in understanding the structure of the atom. Although it has several shortcomings, the Bohr (1913a,b,c) atom, with electrons around a central nucleus, off ered an excellent model for describing atoms and it is still used today whenever a quick general depiction of the atomic structure is needed. Th ey also struggled to understand what was causing deviations in their electrometric measurements of known ionic concentrations. Describing the activity of an ion (rather than the concentration) took two decades to fully formulate. Lewis (1901) coined the term fugacity (also known as the mean activity coeffi cient) and later formulated the initial concepts of activity (Lewis, 1907a (Lewis, ,b, 1908 . Lewis also described the existence of the covalent bond (previously, bonds were viewed only as electrostatic attractions), the sharing of electrons in covalent bonds, the possibility of an unshared electron in free radicals (which he termed "odd molecule"), and the Lewis dot structure for illustrating electron pairings (Lewis, 1916) .
Th e pH is the negative logarithm of the H ion activity, pH = −log(H + ), and was introduced by Søren P.L. Sørenson in 1909 . By the 1910s, alkalinity and acidity were measured by acid-base titration or the use of colorimetric indicators. Chemists were also able to measure the electric current generated by ions migrating to electrodes using a galvanometer. A galvanometer was highly sensitive but also quite delicate to use.
In the study of H + ions in water, the concentrations present are not easy to handle. Compressing the broad range of 1 to 0.00000000000001 mol L −1 into a pH scale of 0 to 14 allowed scientists to better identify and communicate critical values where acid-base transitions occurred in their samples. Th e pH scale introduced by Sørenson was a very useful simplifi cation of these annoyingly diffi cult numbers. Even with scientifi c notation, the constant repetition in the text of a number multiplied by 10 to a given power was not as convenient as the proposed pH scale.
For historical accuracy, Sørenson originally expressed his pH defi nition using concentration units rather than activity, but activity was not well understood until much later with the presentation of ionic strength (Lewis and Randall, 1921) and the Debye and Hückel (1923) limiting law for the calculation of activity and the activity coeffi cient. Sørenson's original defi nition was p H = negative logarithm of the H + ion concentration. Th e "p H " scale was not widely accepted, but it gained popularity when it was adopted by Clark (1920) . Clark endorsed its use, although he spelled it as "pH" without the subscript, which is the accepted spelling today.
Th e development of the glass electrode for pH measurements took several decades to perfect (Dole, 1980) . Cremer (1906) made the fi rst observation that liquids will impact the electrical potential across a glass membrane. Haber and Klemensiewicz (1909) pursued this with acid and base additions and were able to produce good voltage curves as a function of the amount added to the liquid. Th ese early pH electrodes were already using a thin curved glass bulb for the glass membrane, which is still used today. In 1922, W.S. Hughes observed that the electrical response of these pH electrodes were independent of the liquid sample's redox potentials, which greatly simplifi ed interpretation of the voltage read (Dole, 1980) . MacInnes and Dole (1929) made the fi rst pH electrode with a thin glass bulb at the end of a narrow tube that could fi t easily into a beaker, which is the basic shape we recognize today. Th e typical thickness of the glass bulb today varies, but values near 100 μm are common. Th e thicker the glass, the more durable the glass bulb, while a thinner glass will respond quicker. Th e glass bulb of the pH electrode built by MacInnes and Dole (1929) was 1 μm thick, but the electrical signal pickup we have today is much better. Donnan (1911) described the electrical response of the glass electrode, giving a thermodynamic correlation of acidity with the electrical potential. In the 1930s, the sensitivity of the pH glass electrodes to Na + ions was confi rmed (Lengyel and Blum, 1934) and this resulted in much debate for years to come on what exactly was being measured. Nikolsky (1937) explained that Na sensitivity is based on a primary ion (H + ) and an interfering ion (Na + ) that are competing with diff erent selectivity strengths for the ion-exchange sites on the glass. Adding the potentiometric selectivity factor to the Nernst equation resulted in the Nikolsky equation, and this explanation has stood the test of time (Scholz, 2011) . Th e search for glass and ion-selective electrodes with selectivity for other ions started in the late 1930s following the publication of the Nikolsky equation and continues today. Few improvements were needed, however, in the composition of the glass electrode for pH measurements, which in 1929 was 6% CaO, 22% Na 2 O, and 72% SiO 2 (MacInnes and Dole, 1929) . Today, nearly the same ratios are used, but Li is sometimes added to improve the operational range of the glass pH electrode.
Th e process of obtaining pH values remained labor intensive, however, until the introduction of the pH meter. Th e pH meter was developed in an eff ort to obtain fast and reliable measurements of the acidity of lemon juice. For help in this effort, Glen Joseph of the California Fruit Growers Exchange approached Arnold Beckman, who later noted "the pH meter was just a chance development that I did as a favor for Glen Joseph" (Beckman, 1985) . His amplifi er was patented in 1934, and soon aft er he combined the units to create the "acidimeter", which was later renamed the pH meter. Although its circuitry is simple and easy to make with materials from any electronics retailer, the pH meter marked the fi rst integrated instrument. It was also portable. It was an incredible new tool to have in the laboratory (Marshall, 1943) . It is amusing to note that Beckman was not sure at fi rst if his new meter would be marketable.
Because pH meters and galvanometers can also be used with other electrodes, research and improvements on the glass electrode and ion-selective electrodes (ISEs) took off aft er the 1930s. Glass electrodes are most commonly used for H + ion determinations, but they can be used for other ions, such as Na + and Ag + , and special electrodes with modifi ed glass can be used for Pb 2+ and Cd 2+ . Surface-coated membrane electrodes were introduced in the 1970s (Buck and Lindner, 2001 ) and can include crystalline membranes, ion-exchange resin membranes, enzymes, organic compounds, or even live cells. Th e variety of ISEs existing today is quite large, allowing analysis of a wide range of elements, and it is generally easy to fi nd an appropriate electrode for use when other analytical methods are not feasible.
A major problem with ISEs is interference from other ions in solution. Because all ISEs interact with several ions, caution must be used so that only the target ion is being measured and the interfering ion is absent or below detection limits.
Another problem with electrodes that is of particular concern to soil chemistry is the suspension eff ect. Wiegner (1930 Wiegner ( , 1931 and Pallmann (1930) discovered that using a glass electrode to measure the pH of a slurry yields a diff erent number than when it is used to measure the pH of the supernatant liquid. Th e cause of this phenomenon, either the Donnan potential effect or the liquid junction eff ect, was contested for decades.
Th e suspension eff ect also resulted in heated discussions in soil chemistry because of its implications for the source of plant nutrition. According to Olsen (2001) , the Berkeley group led by Jenny and Overstreet (1939a,b) pushed the contact exchange theory, in which plants can absorb cations directly from soil colloids and where the suspension eff ect is a result of the Donnan potential. Th at is, the roots near the solid-liquid interface are exposed to much higher concentrations of cations than in the liquid phase. Olsen and Peech (1960) off ered convincing evidence that this was not true. Th ey pushed the soil solution theory instead, in which the plant roots take their nutrients from the liquid phase and the concentrations are the same everywhere in the liquid medium. Olsen and Peech (1960) showed that the high measurements made near clay particles are an artifact of the liquid junction eff ect. Th is issue was not fully resolved until 1986, as was noted by Olsen (2001) , "Well entrenched dogma isn't lost at once." Sparks (1984) provided an excellent review on this topic.
Numerous studies in the 1980s, particularly by Oman and Godec (1986) , fi nally showed defi nitively that the cause of the suspension eff ect was the liquid junction eff ect. Th at is, particulate matter near the reference electrode will change the fl ow rate of the reference solution (which is typically around 10 μL h −1 ) and off set the electrode's electrical response to the solution. (Remember that the reference solution liquid, typically a calomel solution, must be kept full. Th is is in part to maintain a constant fl ow rate through the ceramic plug.) In practical terms, the true soil pH value is obtained when no soil is near the reference electrode and preferably not even present in the beaker at all, measuring only the pH of the supernatant. Th e suspension eff ect is observed with all ISEs and not just with the glass pH electrode (Bower, 1961; Yu, 1985; Yang et al., 1989) , but the use of two salt bridges will generally eliminate this problem (Oman and Godec, 1986) . Fortunately, the suspension eff ect is oft en very small, but errors as large as 3.5 pH units are possible (Schulthess and Tokunaga, 1990) .
Redox (Eh) electrodes and pH electrodes can be used to produce Eh-pH (or pe-pH) stability diagrams. Th e idea to study Eh and pH concurrently was presented by Pourbaix in 1946 in his textbook on thermodynamics, which was translated into English in 1949 (Pourbaix, 1949) . Although few geochemists noticed his book at fi rst (Garrels and Christ, 1965) , subsequent work by Pourbaix on corrosion drew much attention to Eh-pH diagrams. Today, stability diagrams help explain which species of Fe (II or III) will be stable in soils, which elements will oxidize fi rst, whether microorganisms can actively oxidize N and under what conditions, and much more. Th ese stability diagrams are now a cornerstone to most of our discussions of soil redox processes. Th ey also play a pivotal role in predicting the feasibility of remediation technologies for organic and inorganic contaminants.
SPECTROSCOPY
Infrared (IR) radiation was discovered by William Herschel in 1800 (Herschel, 1800; Hoskin, 2008) , and ultraviolet (UV) radiation was discovered in 1801 by Johann Ritter (Hockberger, 2002) . In those early years, UV rays were called "deoxidizing rays" or "chemical rays" because of their photochemical properties, such as their ability to darken AgCl paper. Th e IR rays were called "heat rays". Th ese terms persisted throughout the early 1800s but were fi nally replaced in the late 1800s by the UV and IR terms.
Th e light source was solar at fi rst, but lamps that would eventually be used in spectrophotometers were also being developed in the 1800s. Starting in 1808 with Humphry Davy's arc lamp, many improvements were made in the development of artifi cial light (Hockberger, 2002) . Th omas Edison made an incandescent lamp in 1879 that soon replaced arc lamps, and the tungsten light bulb was made in 1906 by William D. Coolidge (Hockberger, 2002) . Groundwork for the modern light bulbs that are fi lled with inert gases was advanced by Langmuir in 1916 . While at General Electric, he analyzed the impact of gases adsorbing onto hot fi laments (Langmuir, 1916) .
Some spectroscopic tools were available in the 1920s and 1930s, but these were not common and extraction of their spectra with photographic plates was quite labor intensive. Th e spectrograph allows the measurement of spectral waves and was marketed in 1906. A visible-light spectrophotometer and an IR spectrophotometer that used a rock prism were available in the 1920s. Around the early 1930s, the fi rst spectrophotometers were introduced that detected light signals with photocells. By the late 1950s, many spectrophotometers were being made and the number of researchers that were using these tools increased to huge numbers. Th ese were exciting times with these new, easyto-use tools. To be sure, the phrase "easy-to-use" is a relative concept, for most all laboratory technicians today would probably label these early instruments as impossibly tedious and labor intensive compared with modern instruments.
Th e high-energy UV radiation interacts with the electron transitions of the atoms and can yield valuable information about the molecule. Th e low-energy IR radiation interacts with the vibrational properties of the atoms and molecules and can also give valuable information about the molecule and its environment. Th e instrumentation for both of these is quite simple: the absorbed energy is the energy of the light transmitted to the sample minus the energy of the light received on the other side. Th e IR region is much larger and contains much more useful information than the UV region (Wilks, 1992) .
A few spectroscopic instruments that have infl uenced soil chemistry are discussed here, beginning with UV-vis and IR, which were introduced above. A small selection of other spectroscopic tools are also introduced and discussed below. Th is is not intended to be a comprehensive review of all of the spectroscopic instruments and their impact on soil chemistry, but instead a focus on the most commonly used spectroscopic tools.
Ultraviolet-Visible Spectrophotometer
Th e introduction of the Beckman DU ultraviolet-visible (UV-vis) spectrophotometer in 1941 revolutionized the study of molecular structures (Cary and Beckman, 1941) . Th e initial incentive was to produce a tool that could be easily used and interpreted to analyze vitamin A for the health of the soldiers in World War II, but its many other applications were obvious.
Th e UV-vis spectrophotometer is ideally suited for the study of organic matter because it will detect any molecule with alternating double and single bonds. It is also ideally suited for numerous inorganic substances because UV-vis will also detect any substance with color. Modern versions of UV-vis are essentially the same, with a few minor improvements overall. Th e equipment is easy to use but the UV-vis spectra of many compounds are sensitive to the composition of the solution, particularly the pH value. Th e isosbestic point refers to the wavelength where the UV-vis absorbance by the solution is independent of pH.
Th e wavelength of visible light is approximately from 380 to 780 nm. Ultraviolet light is from the lower regions of visible light down to 10 nm, where x-rays begin. UV-vis spectrophotometers will generally measure from 190 to 800 nm. Th e 254-nm wavelength is commonly selected for measuring the concentration of natural organic compounds in water samples. Th is wavelength is also recommended by the USEPA for source and drinking water analysis (Potter and Wimsatt, 2005) . Th is wavelength generally correlates well with total organic C, dissolved organic C, biological O 2 demand, and chemical O 2 demand, but it is biased toward aromatic organics. Total organic C analyses are very easy to perform with modern automated instruments that convert the organic matter to CO 2 (g) and measure the gas using IR light. A UV-vis analysis complements these other tools; it does not adequately replace them.
Th e UV-vis spectra of SOM lacks the detail observed when analyzing pure compounds. Instead, the most common application is to observe variations among samples or treatments. Th e ratio of absorbance at 465 and 665 nm, the E 4 /E 6 value, has proven to be particularly useful for characterizing humic substances (Kononova, 1966; Chen et al., 1977; Stevenson, 1994) . Humic acid E 4 /E 6 ratios are generally low (<5), while those of fulvic acids are generally high (6-8.5) (Schnitzer, 1971) .
Inorganic compounds can also be studied with UV-vis. Most notable are the various colorimetric methods for P determinations developed by Jackson (1958) , Murphy and Riley (1962) , Watanabe and Olsen (1965) , and Dick and Tabatabai (1977) . Th ese methods include the vanadomolybdophosphoric acid method, the chlorostannous acid method, and the ascorbic acid method (Kuo, 1996) .
Nitrate and NO 2 − can also be measured with UV-vis (Norman and Stucki, 1981; Norman et al., 1985) . Th ese N analyses, however, are quite problematic, not from the laboratory procedure point of view but rather from the sampling perspective because denitrifi cation reactions quickly alter the composition of the sample between the time it is sampled and the time it reaches the laboratory for analysis. If the time is long, if soil moisture is high, or if the temperature during transport is high, then NO 3 − loss to gaseous N products as well as mineralization of organic N by soil microorganisms will signifi cantly impact the results.
Infrared Spectrophotometers
Th e range of wavelengths of IR radiation starts at the edge of visible light, 780 nm, and ends at the edge of microwaves, 1 mm (or 10 6 nm). Th e fi rst IR spectra were photographed in 1881 (Abney and Festing, 1881) . In the late 1800s, the correlation was made between adsorption bands and certain organic functional groups (Smith, 1979) , which expanded its use to the identifi cation of organic compounds.
Starting in 1903, William W. Coblentz studied the spectra of hundreds of organic and inorganic compounds, and many of these spectra are still usable. During the early decades of the 1900s, researchers built their own instruments and each spectrum collected was very labor intensive. With each data point in the spectrum measured separately, the procedure lasted 3 to 4 h (Smith, 1979) .
Th e production of IR spectrophotometers took off during World War II, when IR was used in the large-scale production of synthetic rubber. Th e fi rst commercial IR instrument was the Beckman IR-1, which was released in 1942. Th e U.S. government, however, restricted its sales during the war, and aft er the war it did not sell well. In 1944, the PerkinElmer 12 was released, but it was very diffi cult to use. Th e PerkinElmer 21, released in 1950, had a double-beam design that made it much easier to use. It was the fi rst widely used IR spectrophotometer (Wilks, 1992) .
Th e construction of IR spectrophotometers is usually similar to that of UV-vis spectrophotometers. Th e radiation source is chopped at a low frequency (10-26 Hz), where it is passed alternately through the sample and a reference, and then fi nally the beam enters the monochromator, where it is measured. Modern IR spectrometers use a moveable mirror to create an interferogram, which is then Fourier-transformed to yield the spectrum of a sample. Joseph Fourier is credited for proposing the greenhouse eff ect on Earth's climate (Fourier, 1824) and with the mathematical development of the Fourier series (Fourier, 1822) . In 1891, Michelson designed the two-beam interferometer (Michelson, 1891) .
A conventional or discrete algorithm can be used to Fouriertransform the interferometer data into a spectrum, but around 1966, Cooley and Tukey introduced the fast Fourier-transform algorithm (Brigham, 1988) . First commercially available in 1969 (Griffi ths and de Haseth, 2007), Fourier-transform infrared (FTIR) spectrometers basically collect the entire spectrum at once (a result of the interferometer) and then reconstruct the original spectrum (using Fourier-transform mathematics). Th is FTIR spectrometry is very popular today because it yields very fast, reliable spectra.
Extensive studies on the IR spectra of SOM and humus were pursued in the late 1950s into the 1970s (Stevenson and Goh, 1971; Wagner and Stevenson, 1965; Schnitzer et al., 1959; Th eng and Posner, 1967) , and much of our basic IR knowledge of these naturally occurring compounds was collected in those early years. Today, other tools are more commonly used for the study of humus, such as diff use refl ectance IR spectroscopy (Shepherd and Walsh, 2006) .
Th e primary problem with IR spectroscopy is the presence of water. Th e H 2 O molecule strongly absorbs IR radiation, and thus it greatly interferes with the IR spectral analysis of natural samples. Refl ectance IR resolves this problem by minimizing the distance that the rays travel through water while still traveling through the sample. Early use of refl ectance IR to study whole soils were made by Bowers and Hanks (1965) , and more recently by Dalal and Henry (1986) , Krishnan et al. (1980) , and Morra et al. (1991) .
Th e introduction of attenuated total refl ectance FTIR (ATR-FTIR), cylindrical internal refl ectance FTIR (CIR-FTIR), and diff use refl ectance infrared Fourier transform (DRIFT) has allowed us to probe in situ into the solid-liquid interface of adsorbed inorganic compounds, such as SeO 4 2− , SO 4 2− , and CO 3 2− on Fe and Al oxides (Wijnja and Schulthess, 1999 , 2000a ,b, 2001 Suarez, 1995, 1997; TejedorTejedor and Anderson, 1990; Zeltner and Anderson, 1988) . Comparing ATR with CIR, the ATR methods allow greater solids concentration on the sample holder and, therefore, yield cleaner spectra. Th e DRIFT samples are partially air dried, while ATR-FTIR can handle lots of liquid on top of the sample holder. All of these methods yield valuable in situ information about the details of the adsorbed species, such as whether the adsorption mechanism is inner sphere or outer sphere.
Atomic Absorption and Optical Emission Spectroscopy
Th e emission of spectral lines by hot gases was discovered by Anders Ångström in 1861 by combining the spectroscope with photography. Earlier, the emission of a colored light from the burning of alcohol with sea salt was observed in 1752 by Th omas Melville, and Volta used the color of sparks to identify gases in the late 1700s (Wang, 2005) . In atomic absorption spectroscopy (AAS), the outer electron in an element can absorb radiation if it is at the correct wavelength and can be excited to a higher energy level. Th e correct wavelength is specifi c to each element. In optical emission spectroscopy (OES), high temperatures excite the outer electrons to a higher energy level (or remove it completely to form a plasma), and radiation is emitted when the electron returns. Th e wavelength of this fl uorescence event is specifi c to the element and hence is used to identify the element. Th e theories and tools for AAS measuring of elemental concentrations were known in the late 1800s, particularly following the contributions of Robert Bunsen (better known for the Bunsen burner) and Gustav Kirchhoff , who coined the "black body" radiation term in 1862. Th e absorption method was abandoned, however, due to interference from emission lines and the diffi culty of measuring the absorption line.
By the 1950s, the spark and arc were still being used for elemental emission analysis, particularly for the analysis of metals (Wang, 2005) . Alkalis were analyzed by fl ame emission. In the early years, the primary problem with AAS was the detection of a very dark line on a dark photographic plate. Conversely, emission lines were easy to spot on the plate. Th e second problem was the use of a continuous light source, which yields emission lines that are not easy to separate from the absorption lines. Alan Walsh (1955) at the Commonwealth Scientifi c and Industrial Research Organization (CSIRO) solved this problem and created the fi rst useable AAS by adding a chopper on the source and an amplifi er on the detector that was tuned to the same modulation frequency. Th ese modifi cations eliminated all unmodulated radiation (that is, all of the emission lines) that also reached the detector. Resolution of the lines was still a problem, which Walsh also solved with the invention of the hollow cathode lamp (HCL) that emits light at a specifi c wavelength. Th e corresponding HCL would be used for the analysis of each of more than 70 elements that can be analyzed on the AAS. Th e fi rst commercial AAS instrument was born.
Aft er 1955 through the 1960s and 1970s, AAS became more popular to use than OES, mostly because of the increased stability in the signals detected. Th e AAS fl ame and the hotter graphite furnace AAS off ered very good precision. Th e very hot inductively coupled plasma (ICP) was introduced in 1964 by Stan Greenfi eld (Wang, 2005) . Th e plasma temperature for ICP-OES is typically from 6000 to 10,000 K, which is hotter than the average surface temperature of the sun (5800 K). Th e use of ICP slowly reversed the trend back toward the OES methods. Th e ICP equipment was particularly popular following the introduction of the fi rst commercially available ICP mass spectrometer by PerkinElmer in 1983. Th e ICP mass spectrometer uses mass spectrometry (MS) to measure the concentration of the charged elements present rather than the intensity of their emission spectra. Although ICP-MS has better detection limits, both ICP-OES and ICP-MS are routinely used today by soil scientists and soil testing labs. Th e ICP-MS does have the extra capability of determining isotope ratios (Durrant, 1993) .
Most spectroscopic tools that have been commercially available since the 1960s have improved our understanding of molecular structure and the physico-chemical composition of the local environment around the elements studied. Absorption and emission spectroscopy, however, played a pivotal role in allowing soil chemists to very easily quantify the aqueous concentrations of the elements.
Since the 1960s, all of the environmental sciences have been moving toward much greater quantitative detail and a far wider range of elements to study. Soil chemistry greatly exploded in the depth and breadth of topics it was now addressing. Th e introduction of AAS to soil chemistry laboratories and its impact on research activity was obvious. Th is is easily illustrated by comparing soil chemistry books published in the 1950s with those pub-lished in the 1960s (for example, Bear, 1955 Bear, , 1964 . In 1955, the focus was on soil development and mineralogy, cation exchange capacity, SOM, plant nutrients, soil acidity and salinity, trace elements, and redox processes. It included an appendix on methods of soil analysis, where the most common quantitative analytical tools were gravimetric analysis, volumetric analysis, and UV-vis colorimetric analysis. In 1964, the detail of each of these topics was expanded but the methods of chemical analysis was now a chapter in its own right, and a chapter on radioisotopes was also added. Th is time, the most common quantitative analytical tool was AAS.
Nuclear Magnetic Resonance
Nuclear magnetic resonance (NMR) is a powerful investigative probe into the atomic structure and its environment. Simple bench-top NMR spectrometers are commonly used for the analysis of organic compounds, particularly 1 H and 13 C NMR. Larger NMR spectrometers equipped with more powerful magnets are used for the analysis of a large range of elements depending on the strength of the magnet.
Th e history of NMR development starts with quantum mechanics and the inclusion of electron spin in quantum mechanics by Wolfgang Pauli and Charles Darwin in 1927. By 1933, Otto Stern and Walter Gerlach detected nuclear magnetic moments of H atoms, and the defl ection of these atoms was not due to electron orbital angular momentum. Th at is, they discovered that the nuclei of these atoms do spin and generate a magnetic fi eld. Th is is observed with all nuclei that have an odd number of protons plus neutrons, for the nuclear magnetic moment of those with an even number of protons plus neutrons will cancel out and equal zero. Th e idea to use the resonance property of an atom spinning in a magnetic fi eld was tried by Cornelis Gorter in 1936, but he failed. Th is idea is similar to trying to measure the resonance precession of a spinning top on a fl at surface, but for this analogy we have gravity rather than a magnetic fi eld acting on the top. Th is idea was inspirational to many other physicists, and in 1938 Isidor Isaac Rabi described and measured the fi rst NMR experiment (Rabi et al., 1938) and received the Nobel Prize in 1944 for this work.
A top on a fl at surface spins and stands upright, and the precession of the top is seen only when something hits it sideways. Th e top's precession is clearly seen and measured, and from this measurement we can deduce some information about the top. With atoms, the sideways hit is performed by a smaller oscillating magnetic fi eld placed at right angles to the fi rst non-oscillating fi eld, where the oscillation frequency is in sync with the atom's precession frequency. When this frequency is reached, known as the Larmor fr equency, the intensity of the detector in the refocusing beam goes down. Technically, the intensity drop involves the spin-lattice relaxation in which the nucleus tries to return to its original orientation dictated by the stronger nonoscillating magnet. Th e analogy of a spinning top fails to describe this well; a gyroscopic wheel suspended by a string on one side will illustrate this much better.
Th e trick then is to fi nd the frequency that causes the atom to precess. At all other frequencies, the atom stays standing upright and aligned with the stronger non-oscillating magnetic fi eld. Th ese Larmor frequencies are at radio frequencies. A single hit would also cause the atom to precess, albeit probably by only a small amount. Th is is not what you wish to measure because it does not reveal the frequency of the precession. But, if instead it is hit with an oscillating strike (a repeating strike at a specifi c frequency), then only a series of strikes at the correct oscillating frequency (specifi cally, one that is in sync with the precession frequency) will cause the atom to precess.
Th e fi rst 13 C NMR spectra were recorded in 1957 by Paul Lauterbur and C.H. Holm. Th e fi rst commercial NMR with high resolution was released in 1961: the Varian A-60 for 1 H NMR at 60 MHz. Th e 60-MHz notation means that the magnet strength is 1.41 T, which is strong enough to cause the 1 H proton to resonate (that is, precess) at 60 MHz. When describing NMR equipment, it is common to refer to this MHz number for 1 H rather than the actual strength of the magnet. Th e environment of the proton will impact this value and shift it to a higher or lower frequency, known as the chemical shift (δ), where δ = (shift in Hz)/(spectrometer frequency in MHz). Defi ning the chemical shift this way normalizes the δ value so that the same number is obtained regardless of the strength of the magnets used in the equipment (see also Nagaoka [2007] for a short history of this chemical shift term). Th e value of this chemical shift gives information about the 1 H environment, such as the structure of the molecule that it is in. A complex molecule with several H atoms, each in a diff erent part of the molecule and hence in a diff erent environment, will have a complex spectrum with several peaks (one for each type of H environment present in the molecule). Note also that the neighboring environment can also cause peak splits. Interpretation of NMR spectra is not always easy, but it is generally much more informative and detailed than the spectra from UV or IR spectrophotometry. Small NMR instruments of 60 MHz (1.4 T) to moderately sized 300-MHz (7 T) instruments are common. Th e largest NMR spectrometers, reaching 900 MHz (21.1 T), require large rooms to house them and are so expensive that they are generally only housed in national research laboratories. Th e larger the NMR magnet, the greater the spectral resolution. But more importantly for inorganic NMR applications, the larger the NMR magnet, the larger the range of elements that can be detected and analyzed. Th e intensity of the NMR signal of each element in the periodic table is dependent on the strength of the magnetic fi eld.
A double radio frequency is used for cross-polarization NMR that enhances the signal of dipolar coupled nuclei, namely by transferring the magnetization of an abundant proton source to a dilute nucleus. Solids also have signifi cant line broadening due to the lack of molecular mobility, which increases orientation-dependent chemical shift s of the resulting dipolar couplings. Th is problem is eliminated in magic angle spinning (MAS) NMR if the solid is spun at a frequency that is faster than the magnitude of the dipolar coupling at 54.74°, known as the magic angle. Th e fi rst high-resolution recording of solid-state NMR using cross-polarization and magic angle spin was in 1976, and it is now the preferred method of analysis of macromolecules (Saitô and Ando, 1989) .
Early applications of NMR in soil science were initiated by Barton and Schnitzer (1963) using 1 H NMR on humic acid. Wershaw (1985) gave a good review of early soil science applications of 1 H NMR. Using 1 H NMR is very common in general organic chemistry applications, but signifi cant line broadening makes it diffi cult to interpret the chemical shift s for studies of SOM. More common in soil chemistry are studies using 13 C, 15 N, and 31 P NMR spectrometers (Preston, 1996) . Common applications in SOM studies include decomposition processes, the characterization of plant biopolymers, the impact of cultivation, metal binding, the analysis of functional groups, the role of dissolved organic C on the transport of metals, and xenobiotics (Preston, 1996) .
Th e use of solid-state NMR with inorganic compounds has also been very successful. Th e 27 Al and 29 Si chemical shift s are strongly infl uenced by the nearest neighbor structural environment. Th is makes them ideally suited to study the tetrahedral and octahedral structural environments of these elements in minerals. Th e 29 Si chemical shift is also aff ected by the complexation mode and nature of the interlayer cations in phyllosilicate clays (Dubbin and Goh, 1997) .
Th e retention of alkali metals, such as Cs + and Na + , on soil constituents is another fascinating example of a solid-state NMR application. Using this method, it was shown that Cs + adsorbs as both an inner sphere and an outer sphere complex, while Na + adsorbs only as an outer sphere complex on various minerals commonly found in soils: illite, kaolinite, boehmite, and silica gel (Kim et al., 1996; Kim and Kirkpatrick, 1997) .
X-Ray Diffraction
X-ray diff raction (XRD) is perhaps one of the most used spectroscopic tools in geochemistry and soil chemistry. Its contributions to our understanding of minerals cannot be underes- X-rays were discovered in 1895 by Röntgen. Some languages refer to it as Röntgen waves. X-ray wavelengths range from 0.1 to 10 nm and fall between UV and γ rays. It had immediate practical applications in medical examinations, where it has been routinely used since around 1900.
Th e idea that crystals have internal regularity was hypothesized as early as 1611 by Johannes Kepler (Kepler, 1611) . Crystal symmetry was further investigated by Steno (1669) and Haüy (1784) , and most notably by William H. Miller (1839) , who introduced the Miller indices for crystallographic notation of the directions in crystal lattices. Th is idea was further explored by von Laue, who in 1912 performed the fi rst diff raction experiment using x-rays on a CuSO 4 crystal. Knowledge of von Laue's experiment was very exciting and inspired others to also pursue this line of experiments. William Lawrence Bragg (the younger Bragg) published an equation that is now known as Bragg's law (Bragg, 1912) , 2d sinθ = nλ, which explains why a crystal with atoms spaced d distance apart will form constructive interference at θ angles when diff racting electromagnetic rays of wavelength λ. Th e fi rst crystal structure to be determined by x-ray was halite (Bragg, 1913 developed the x-ray spectrometer and discovered the fi rst x-ray spectrum, the platinum L series.
Hull (1919) realized that crystal XRD patterns were unique and that x-ray analysis could be used routinely for the identifi cation of crystalline substances. Hanawalt et al. (1938) published the fi rst long list of XRD patterns of substances, and their identifi cation scheme consisted of using the three strongest peaks of an XRD pattern. Th is method was later known as the Hanawalt Search (Wong-Ng et al., 2001) . Th e American Society for Testing and Materials (ASTM) was founded in 1941, with the primary purpose of collecting XRD data of crystalline substances. Th e data compiled by ASTM are known as the Powder Diff raction File. In 1969, ASTM became the Joint Committee on Powder Diff raction Standards and in 1978 it became the International Center for Diff raction Data (ICDD). Today, XRD and the ICDD powder diff raction database are routinely used to identify soil minerals. An excellent review on XRD patterns for identifi cation of clay minerals was published by Moore and Reynolds (1989) .
Although the bonding of the elements in crystals has a signifi cant covalent character, it is fascinating that rules based on purely ionic interactions can very accurately describe how stable crystals are constructed. Five rules, known as the ionic-radius ratio rules, were developed throughout the 1920s, and an interesting historical review of who should receive credit for these rules was given by Jensen (2010) . To summarize that review, Linus Pauling is credited for these fi ve rules in the chemical literature, but Victor Goldschmidt (the Father of Geochemistry) is credited in the geochemical literature. Th ey were, in fact, fi rst proposed and published by Gustav Hüttig in 1920 and expanded on in greater detail by Alfred Magnus in 1922. Th ese rules were published in several articles in 1925 by Rudolf Straubel and Gustav Hüttig. Goldschmidt was the fi rst to apply these rules in 1926, and in his monographs he did acknowledge the contributions made by both Hüttig and Magnus. Pauling began his work on these rules in 1927 and summarized the fi ve rules in 1929. Pauling at fi rst did not acknowledge the contributions made by either Hüttig or Magnus, but in 1939 he did note the contributions by Magnus.
Regardless of how these rules should be named, they did play a critical role in our understanding of how stable crystals are constructed. Th ese rules are found in nearly all soil chemistry textbooks and are therefore not summarized here. Note, however, that on rare situations these rules are not obeyed. For example, spinel structures do not follow Rule 1 that would predict the large Mg ions to be in the large sites and the smaller Al ions to be in the smaller sites. Instead, spinels have the Mg ions in the smaller tetrahedral sites and the Al ions in the larger octahedral sites. An explanation of the spinel structure is based on their crystal fi eld stabilization energies rather than the geometric aspects of the ions.
In 1929, Sterling Hendricks reported the d spacing for kaolinite to be 0.71 nm (Hendricks, 1929) . Th e 1930s saw extensive use of XRD on the structure of phyllosilicates. Hendricks and Fry (1930) and Kelley et al. (1931) obtained XRD spectra of colloidsized particles extracted from soils and confi rmed that these small particles were also crystalline clay minerals. Pauling (1930a,b) published detailed XRD spectra of clays and established the structure of micas, brittle micas, talc, pyrophyllite, and chlorites. Th e structure of other clays quickly followed, such as kaolinite (Ross and Kerr, 1931) , montmorillonite (Hofmann et al., 1933; Ross and Hendricks, 1945) , and vermiculite (Gruner, 1934) .
Th e XRD spectrometer was used extensively to study the structure of minerals in the 1930s and has continued to be used for this ever since. Systematic use of XRD for describing soil minerals followed the release of the fi rst commercial XRD spectrometer in 1945, the Norelco XRD by North American Philips. Commercial XRD spectrometers were common by 1960. In 2001, solid-state detectors were introduced that reduced the run time from hours to minutes.
Data from XRD has played an important role in our current understanding of ion exchange reactions. In the mid-1930s, Marshall (1935) obtained a chemical analysis of various clays and interpreted the results based on their published XRD structural information. He clearly showed that the cation exchange capacity (CEC) is due to isomorphic substitution in clay minerals. Th is was confi rmed by several others in the 1940s and 1950s (Th omas, 1977) , and isomorphic substitution became known as the primary reason for the existence of CEC in clays. Solids are not stable unless they are also net neutral (Schulthess, 2005) . Accordingly, the interlayer cations need to be present to off set the charge imbalance caused by any isomorphic substitution in the interior portions of the clay minerals. Th ese interlayer cations are exchangeable, and hence we have CEC as long as net neutrality is maintained.
In the 1920s, Sante Emil Mattson described the retention of cations by 2:1 clay minerals to be due to the metal oxide ratios present in the clay mineral (Mattson, 1926a (Mattson, ,b, 1927 With the advancements of XRD spectroscopy on clay structure, the primary cause of ion retention by 2:1 clays was attributed to isomorphic substitution. Rather than argue that isomorphic substitution impacts the reactivity of Mattson's acidic Si sites and amphoteric Al and Fe sites, most soil chemists argued instead that Mattson's theories were simply not correct. Isomorphic substitution was viewed as the only reason for adsorption reactions or ion-exchange reactions. It was the only source of the attrac- Schulthess and Huang (1990) also agree with Mattson's view of describing clay reactivity as resembling the pH-dependent reactivity of oxide mixtures. According to these alternate views, isomorphic substitution is clearly present, but it expresses itself by infl uencing the ion exchange reactivity of the surface reaction sites (such as Si, Al, and Fe sites).
X-Ray Absorption Fine Structure Spectroscopy
X-ray absorption fi ne structure (XAFS) spectroscopy is a very powerful tool for investigating the local structure of elements. In soil chemistry, it is an excellent tool for understanding the inner sphere details of adsorbed elements on solid surfaces. Because XAFS looks at the local structure of the elements, long-range order or solid crystal minerals are not necessary. Th e experimental setup is similar to basic absorption equipment, such as UV-vis and IR, where the amount of energy absorbed is compared with the amount of energy present in the input beam. In this case, however, the input electromagnetic wave is a very strong x-ray beam that is commonly generated today by very large particle colliders. Th e absorption of the x-ray is due to the excitation and ejection of inner electrons from atoms. Th e energy needed to achieve this excitation is specifi c to each element, and thus XAFS can be tuned to a specifi c element in a complex sample. Th e spectral patterns at energy levels just at the absorption energy edge (excitation of the electron) and at slightly higher energy levels (ejection of the electron) confer much information about the local structure, such as the location and identity of the nearby atoms.
Th e XAFS spectra include x-ray absorption near edge structure and extended x-ray absorption fi ne structure (EXAFS). X-ray absorption spectroscopy (XAS) includes XAFS and preedge x-ray spectra information. Th e history of XAFS takes us back to the discovery of x-rays by Röntgen in 1895. In 1913, Louis de Broglie measured the fi rst absorption edge (de Broglie, 1913) . Th e fi rst fi ne structure was observed in 1920 by Hugo Fricke. Many decades passed before a complete understanding of these spectra was achieved. Nevertheless, the early theorists were very close to getting it right.
Work by Ralph Kronig in the 1930s developed long-range and short-range order theories to explain the XAFS spectra. Although A.I. Kostarev came to the correct conclusion in 1941 that the short-range order theory was the correct theory, the tools were not yet available for him to be convincing (Stern, 2001) . Th e proof that EXAFS was a short-range order phenomenon fi nally arrived in 1974 based on research by Edward Stern and others (Stern, 2001) .
A synchrotron is a large circular structure that uses magnetic fi elds to accelerate particles. Synchrotron radiation, which is emitted by charged particles that are circulating in a synchrotron, was discovered in 1947 (Elder et al., 1947) . Th ere were three generations of synchrotrons. Th e fi rst generation (1960s and 1970s) emitted UV radiation and x-rays. Th e second generation used dedicated sources and emitted UV and higher energy x-rays. Th e third generation optimized the brightness of the emitted beam, and these were fi rst released in the 1990s. Research for a fourth generation synchrotron is underway. Th ese synchrotrons got larger and larger with each generation, reaching up to a circumference of 26,659 m for the Large Hadron Collider at Conseil Européen pour la Recherche Nucléaire (CERN) in Geneva, Switzerland, which came online in 2008.
Soil chemists and geochemists got involved in the XAFS frenzy aft er the construction of the synchrotron accelerators at the national laboratories but mostly aft er the third generation synchrotrons were built. Several reviews that introduced and explained the phenomenon for soil chemists and geochemists were published in the 1990s Fendorf et al., 1994) . Most of the applied XAFS research in soil chemistry is to elucidate the speciation of adsorbed elements at the solid-water interface. Th at is, it is used mostly to determine if the adsorbed elements are inner sphere or outer sphere and if they are monodentate (attached to one site) or bidentate (attached to two sites). Two recent examples are Zn speciation on contaminated soils (Manceau et al., 2000) and Pb phytoavailability and speciation on compost-and gypsum-amended soils (Hashimoto et al., 2011) . Knowledge of whether a species is inner sphere or outer sphere can be applied to adsorption modeling, where the inner sphere species are strongly adsorbed and the outer sphere species are weakly adsorbed.
X-Ray Fluorescence Spectrometry
X-ray fl uorescence (XRF) spectrometers measure the x-ray fl uorescence that an element emits when it has been excited by high-energy x-rays or γ-rays. With fl uorescence, the emitted wavelength is not the same as the incident wavelength. Th is phenomenon is commonly observed with UV lamps, where several elements and compounds are not visible under ordinary light but are visible under UV light due to the emitted wavelengths in the visible range. Similarly with x-rays, the emitted wavelength (which is still in the x-ray region) is diff erent from the incident wavelength. Aft er the electrons in the inner orbitals are ionized and jump to a higher energy state (or are fully expelled from the atom, as in XAS), other electrons will fall to fi ll the empty inner orbital and emit energy (that is, it will fl uoresce) in the process. Each element will fl uoresce at a specifi c wavelength that also identifi es the element.
Th e development of XRF is mostly due to the research by Charles Barkla and Henry Moseley. Barkla (1909) noted a correlation between an element's atomic weight and the x-rays radiating from it. Moseley (1913) noted that the Kα line transitions correlated with the atomic number (that is, the number of protons in the nucleus). Th e Kα lines refer to the energy emitted when an electron moves to fi ll a hole in the lowest electron shell (the K shell) from the next higher shell (the L shell). Moseley thus changed how the periodic table was being constructed, from one based on atomic weight to one based on atomic number. Moseley's discovery strongly supported the newly proposed Bohr (1913a,b,c) model of the atom, where the positive charges of the atom are at the nucleus surrounded by electrons. Th e existence of isotopes was also being proposed and confi rmed by others in 1913, and the term isotopes was proposed in 1914.
Th e XRF spectrometers are more useful for routine fi eld applications than any other closely related x-ray tool. For example, x-ray photoelectron spectroscopy (XPS) also involves striking the inner electrons with x-rays. Note that Siegbahn et al. (1958) coined the term ESCA (for electron scattering for chemical analysis) to emphasize that the emitted electrons were both photoelectrons and Auger electrons, and both of the XPS and ESCA terms are used today for the same thing. Auger electrons are electrons emitted from an atom caused by the energy released from an outer shell electron fi lling a vacancy in an inner shell, whereas photoelectrons are emitted as a result of the incident radiation striking the electrons. Th e XPS method, however, attempts to capture the ejected electron and analyze its energy, which in turn yields information about the chemical environment that the target element that emitted the electron was in. Th is requires that the sample be under vacuum with XPS because it is easy to stop the ejected electron in air. For the same reason, XPS is a surface analytical technique. Conversely, XRF analyzes the x-ray fl uorescence of the target element, and this x-ray travels far through air. Hence, XRF is an ideal portable tool to use in the fi eld. X-ray absorption spectroscopy, discussed above, typically measures the drop in energy of the radiation that traverses the target element (referred to as transmission mode), but it can be reconfi gured to measure the emitted fl uorescence at right angles to the sample so as to enhance the surface sensitivity (such as in fl uorescence EXAFS). X-ray absorption spectroscopy is strong enough to analyze the entire sample and does not require a vacuum, but it is not portable. X-ray diff raction, also discussed above, measures the scattering of the incident x-ray radiation and is only useful for crystalline samples; it also is not fi eld portable (at least not yet).
Th e early XRF spectrometers, however, did require a high vacuum because they used electrons to strike the target element and generate the x-ray fl uorescence. Th e use of a high-energy incident x-ray source came later. Commercial spectrometers were introduced in the 1950s. In the 1950s and 1960s, the XRF spectrometers used wavelength dispersion with a crystal to separate the wavelengths. Commercial electron microprobes were also introduced in 1958, and these could analyze surfaces as small as 1 μm 2 . In the 1970s, energy dispersive spectrometers where introduced, which allowed the entire spectrum to be measured simultaneously. Today, there are many XRF spectrometers to choose from that are very small and easy to take to the fi eld. Both wavelength dispersion and energy dispersion are used, with the wavelength-dispersive kind being more common due to its bet-ter resolution with the smaller atomic number elements, such as Si, Al, Mg, and Na (Karathanasis and Hajek, 1996; Amonette, 2002) . Th e XRF spectrometer is used extensively today in applied soil remediation, as well as basic research, particularly for locating specifi c elements or to confi rm heavy metal contamination in the fi eld.
X-ray fl uorescence identifi es and quantifi es the elements present without destroying the sample. It is important to note, however, that it is a surface analysis. Th e x-rays emitted from the elements in the sample are not very strong and, although they do travel far through air, they are easily reabsorbed by the solid media. Th e maximum depth of detection will vary, but it is generally only a few micrometers. Much deeper detection can be achieved with confocal three-dimensional XRF analysis (Nakano and Tsuji, 2010) . Numerous limitations should be considered when using XRF for fi eld studies (USEPA, 2007) . Th ese include physical matrix eff ects (such as particle size and uniformity), moisture interference when it is above 20%, and chemical matrix eff ects (such as peak overlap from other elements). Th e USEPA (2007) strongly notes the need for off -site analysis of the samples to confi rm the on-site fi eld results. All the elements above Li can be analyzed, and the analysis time can be as short as 30 s, but much longer times (such as 300 s or more) are used when higher precision and accuracy are desired.
SURFACE AREA
One of the most cited articles in environmental sciences is the paper submitted in 1938 by Stephen Brunauer, Paul Emmett, and Edward Teller on the calculation of the surface area of powdered solid samples (Brunauer et al., 1938) . Based on the retention of condensing N 2 gas on a solid surface, this method is now known as the BET surface area analysis. Autoanalyzers have been available for several decades that have made this analysis easy to pursue on a routine basis. Th e surface area of particles can also be pursued by a gravimetric method, which was introduced by Dyal and Hendricks (1950) , where the amount of liquid retained is weighed and correlated to the surface area of the material being tested. Th e BET autoanalyzers perform a similar task, but they measure instead the removal of N 2 (g) rather than the weight gain of the adsorbent.
It is important to highlight that N 2 (g) is not polar and, hence, does not penetrate inside the interlayer of clays unlike polar liquids such as ethylene glycol monoethyl ether. Accordingly, both of these methods can be used to obtain external and total surface areas, and the internal surface area is known by diff erence. Fortunately, the BET surface area is usually all that is needed because the polarity of the adsorbate does not impact the results if the mineral does not swell when wet or shrink when dry, which is true for most minerals.
Th e development of the BET method played a signifi cant role in our understanding of soil chemical reactions. Th e most important chemical reactions of minerals in soils occur on the solid surfaces, and, therefore, the mineral surface area is the most important parameter that we can use. Th e mineral's weight or volume are generally not very important because very few soil chemical reactions involve the mineral's interior, and none are able to react directly with it without prior interaction with the mineral's surface (such as a prior mineral dissolution process). Th e more surface present, the more reaction sites present. Also, the more surface present, the faster these reaction processes will occur. It is easy to see that a quick and very reliable method to measure surface area, such as the BET method, will greatly improve our understanding of soil chemical reactions.
To be clear, soil scientists continue to publish a great deal of their adsorption data in terms of the quantity adsorbed or exchanged per unit weight of soil sample. Soil fertility is particularly focused on keeping the discussion of soil chemical reactions and the release of nutrients on a per-weight basis, and this is probably a logical result of the reality of fi eld management practices and needs. Soil chemistry is obviously also very interested in addressing soil fertility topics and thus has followed the same protocol for describing chemical reactions.
Th e CEC is an excellent example of this. Numerous textbooks continue today to describe the CEC of 2:1 clays as very large (typically 100-400 mmol c kg −1 ) and those of 1:1 clays as very small (typically 20-60 mmol c kg −1 ) and attribute the high values to isomorphic substitution in the 2:1 clays. If instead CEC values were expressed on a per-surface-area basis, both 1:1 and 2:1 clays would yield similar charge density answers (typically around 2 μmol c m −2 ) (Schulthess, 2005) . Th e role of isomorphic substitution is surely impacting the adsorption process, but it is not controlling it. Control of the adsorption process lies in the chemical nature of the surface adsorption sites. Th is all leads back to the discussion on the theories of adsorption processes presented by Sante Mattson in the 1920s.
Th e surface area of minerals plays a very signifi cant role in our present-day models of adsorption processes. A recent study by Goldberg et al. (2001) looked at the change in surface area of several amorphous Al oxides. Based on their results, it is very interesting to highlight that minerals tend to restructure their physical size when water is present. An optimum surface area is achieved at equilibrium regardless of the initial size, degree of crystallinity, and surface area of the starting material.
Similar observations with particle size were made for hot colloidal uranium waste materials (Ho and Miller, 1986) . Th e optimum values for all these processes are highly specifi c to the composition of the water present, such as the pH and ionic strength, as well as the temperature of the environment. Th is is important not only for adsorption studies but also for colloid mobility. Th e most mobile colloids in groundwater are those that are 1 μm in size (Yao et al., 1971) , and where the colloids go, so also go the adsorbed contaminants with them. Clearly, changes in the surface area and particle size of soil components have many environmental repercussions.
AUTOANALYZERS
Upon entering any soil chemistry laboratory today, it is easy to notice that most of the equipment is automated. In addition to the autosamplers, which are oft en also present, the analysis itself is automatic-the equipment is being operated by autoanalyzers. Th is revolution in equipment design started in the late 1950s and greatly increased the throughput. If an autosampler is used and the analyzer is run overnight, then many more samples can be studied. Th e days of having to hand feed the equipment and be present during every step of the analysis are mostly gone. We are noticeably much freer to think about the larger problems of our experiments than about the details of the analysis.
At times this has also impacted our selection of analysis. For example, the tedious procedure of the Walkley-Black method for total soil organic C (SOC) is labor intensive and diffi cult to do. It was introduced in 1934 and was the standard method for SOC analysis for many decades (Walkley and Black, 1934) . It involves strong acids, chemical oxidation, heating the sample, and a redox titration. And even aft er all this trouble, the organic C detected is only about 80% of the total present, and this recovery can range from 70 to 86% (Nelson and Sommers, 1996) . If an autoanalyzer is available, then this is generally used instead. Th e autoanalyzer typically will combust the sample and measure the generated CO 2 gas with an infrared sensor, with nearly 100% of the SOC measured and very low variability. It is a very diff erent analytical procedure than the Walkley-Black method and, hence, creates a very diff erent set of laboratory protocols.
More importantly, when the number of samples analyzed can be increased signifi cantly, we can very easily also increase the number of analytical repetitions. Th at is, not only are the new methods yielding very reproducible measurements, but our estimate of the precision and the reproducibility of our analytical methods is now based on many more data points. Not only does the number of samples increase, but the number of multiple analyses of each sample also increases. Naturally, the averaging of the multiple analyses of each sample is oft en also automated. Consequently, our level of confi dence in the data present has, on the whole, increased signifi cantly during the last 50 yr.
To cover the evolution of all of the common analytical equipment found in soil laboratories is beyond the scope of this review. Th ere are clearly far too many diff erent tools to include here, such as total organic C analyzers, high performance liquid chromatography, total N analyzers, and many more. Instead, we will suffi ce with a brief introduction of what all these tools typically have in common: the autoanalyzer.
Th e fi rst autoanalyzers were continuous-fl ow analyzers, invented by Leonard Skeggs in 1957 (Coakley, 1981) . Th ese were extremely common in the decades that followed, where the liquid samples would be collected by an autosampler, pushed through the tubes by a pump (oft en a peristaltic pump), mixed with other reagents using mixing coils, and fi nally analyzed by a detector. Samples were separated from each other into discrete liquid segments by introducing air bubbles between them.
In 1975, Jaromir Ruzicka and Elo Hansen (Coakley, 1981 ) introduced a new approach, termed fl ow injection analysis. Th e sample is injected into a tube that has a carrier reagent (usually a liquid carrier phase). Th e separation of the samples is typically determined by the elapsed travel time from the autosampler to the detector, and only one sample is in the carrier reagent tube at a time. Th e microchip, which is now very inexpensive, can perform this timing task easily and, thus, this kind of autoanalyzer is now extremely common. Th e removal of bubbles allowed the introduction of autoanalyzers to an array of instruments that cannot tolerate air bubbles, such as high performance liquid chromatographs.
KINETICS AND DIFFUSION
Many environmental conditions present in soils are constantly changing throughout the course of any given day, such as temperature, moisture, relative humidity, ambient pressure, and biological activity. Th e concentration of dissolved gases and salts in the soil solution are also continuously changing. As the seasons change, these fl uctuations are even more pronounced. Accordingly, equilibrium conditions are rarely present in soils.
Kinetics is the study of the rates of chemical reactions for a given set of conditions. If the kinetic rates of the reactions are very fast, then specifi c equilibrium conditions may be present during the day, but each of these observed equilibrium conditions is unique to the various relative environmental conditions present throughout the day. Th e rates of soil chemical reactions clearly impact the distribution of substances in soils throughout the course of the day and the cycling of the seasons.
Th e fi rst observation that the quantity of a reacting substance can aff ect the course of a reaction was made in 1801 by Claude Berthollet (Silbermann, 1961) . Th e mathematics of kinetic processes was resolved following the introduction of the law of mass action by Peter Waage and Cato Guldberg in 1864 (Kauff man, 1972 (Kauff man, , 1976 , where the rate of a reaction is dependent on the amount of reacting substances present multiplied by the rate constant. Th e value of the rate constant is a function of temperature because it aff ects the proportion of colliding substances that possess enough energy to react, known as the activation energy.
An important result from the law of mass action is the law of chemical equilibria, which applies when the rate of the forward reaction is equal to the rate of the reversible reaction. Equilibrium conditions occur if the reaction is reversible; otherwise the reaction will go to completion with 100% product formation and 0% reactants remaining. Kinetics, therefore, allows us to better understand the mechanisms involved in equilibrium processes. Kinetics has proven to be immensely valuable in the elucidation of reaction mechanisms, identifi cation of intermediate products, and identifi cation of rate-limiting steps. Th e growth of kinetic studies in soil science, however, has been slow. Th is is in part due to the lack of tools needed to collect fast chemical kinetic data before 1959.
Th e time scales of soil chemical reactions are very broad. Th ey can be a few microseconds for ion-exchange reactions, a few minutes or days for the dissolution of gases, or several days to years for mineral dissolution and crystal formation (Amacher, 1991) . Th is broad range creates numerous analytical challenges for the soil chemist. For very slow reaction processes, very reliable stability of the calibration standards and reproducibility of the instrumental analysis are essential. For very fast reaction processes, high-speed analyses are required.
Th e fi rst studies on the kinetics of soil ion-exchange reactions were performed by J. Th omas Way in the 1850s, involving the rapid exchange of NH 4 + with Ca 2+ ions. Th e rapid exchange rates discussed by Way were less than 1.5 h because that was the time delay involved in his fl ow-through column studies. Way measured the concentration by gravimetric analysis, where the aqueous cations in his experiments were measured by the precipitation of insoluble salts.
Th ere have been many kinetic studies of soil reactions since the 1850s. Analytical methods were improved and the time frames of the reactions involved were signifi cantly reduced. Gedroiz (1914 Gedroiz ( , 1918 and Hissink (1925) extensively pursued kinetic studies with soils in the early decades of the 20th century. Th eir research results further reinforced the notion that the reaction rates were extremely fast. During these early years of soil science research, acid-base titrations and conductivity titrations were commonly used procedures to study the concentration of ions present in supernatant liquids. Crude pH electrodes were in use by the 1920s (see, e.g., Saint, 1925) . For "fast" kinetic studies, batch methods were used that allowed the study of reaction times of about 5 min. Th is limit was a result of the time needed to separate the solid phase from the supernatant liquid, which was either by fi ltration or centrifugation of the slurry. Th is time limit remains the same today when using batch methods.
Using the analytical tools available and the reaction rates (or time frames) that could be measured, these early studies on the kinetics of ion-exchange processes showed that the reaction processes were very fast. Th e reactions appeared to be "instantaneous, " or at least much faster than what could be measured at the time. Not surprisingly, therefore, there was not much research done on the rates of soil chemical reactions from the 1920s to the 1950s . Interest in kinetic studies had waned.
In parallel to the development of kinetic theory and reaction rates, numerous advances were being made on diff usion processes. Th omas Graham (1850a,b) studied the diff usion of gases and presented what is now known as Graham's law of diff usion, where the diff usion rate of two gases is inversely proportional to the density of the gases. Th is led to Adolf Fick's fi rst and second laws of diff usion (Fick, 1855a,b ). Fick's fi rst law states that the diff usion rate of an ion is a function of the ion concentration. Fick's second law, also known as the condition of continuity, addresses how diff usion changes the concentration in a particular location with time. Fick's equations were not easy to solve, and a general solution to Fick's second law was presented by Albert Einstein during his "miracle year" of 1905 (Einstein, 1905) . Th e solution involved the Brownian motion of particles, generally known as Einstein's relations.
Diff usion plays a signifi cant role in ion-exchange reactions. Boyd et al. (1947) noted that the interparticle diff usion of ions is oft en a rate-limiting step in the exchange reaction of ions in clays.
Th ey introduced the concept of fi lm thickness or Nernst fi lm in ion-exchange kinetics, but their contributions were not pursued for at least another decade in soil science.
Seminal reviews on the complex topic of diff usion rates and diff usion equations were presented by Barrer (1941) and Crank (1956) . Th e text by Crank was particularly oft en cited for several decades that followed. Soon aft er Crank's book was published, studies on soil reaction rates began appearing in the soil science journals again. Th e emphasis this time, of course, was on the role of diff usion processes on soil reaction rates (Mortland, 1958; Mortland and Ellis, 1959; Scott and Reed, 1962; Helff erich, 1962 Helff erich, , 1963 Helff erich, , 1965 Wollast, 1967) . Th e time intervals between the data collected in these experiments ranged from 1 min to 2 h, with intervals of a few minutes being very common for most of these studies. Boyd et al. (1947) had achieved a time interval of 1 s, but this was certainly not common.
Diff erentiating diff usion from chemical kinetics was quite diffi cult mathematically and experimentally. It was also a thorn in the side of any research that tried to use kinetics to obtain information on the rate-limiting steps of a reaction sequence or information on the intermediate products. An ingenious experimental setup was proposed by Ogwada and Sparks (1986) that could partition the observed reaction rate into the reaction rate coeffi cient for true chemical reaction kinetics and the mass transfer coeffi cient for diff usion processes. Th e method involved the introduction of varying mixing rates that allowed elucidation of the impact of diff usion on the overall reaction process. Specifi cally, as the mixing rates are increased, the fi lm thickness is reduced and the impact of diff usion is also signifi cantly reduced. Th is approach, however, was short lived and superseded by the introduction of relaxation methods to soil chemistry. Th ese relaxation methods allowed the collection of true chemical kinetic rates that were not sensitive to diff usion rates.
Th e history of relaxation methods also parallels the discussion above on kinetic and diff usion studies. Th e basic concepts were understood for quite some time. In 1903, Paul Langevin derived equations to describe the time required for ionic recombinations (Langevin, 1903) . Th is was long known as the Langevin time lag (τ), but by the 1960s this was referred to as the relaxation time. Onsager (1934) showed the relationship between relaxation time and reaction rates. Relaxation methods in chemical kinetics start with a system in equilibrium. An environmental condition is then changed abruptly, such as temperature or pressure, which causes the system to undergo a brief kinetic reaction as the system tries to establish a new equilibrium condition. Diff usion processes are not involved because the ions are eff ectively already nearby and need not travel any signifi cant distance. Th is was all theoretical, and the key problem remaining was construction of the equipment.
By the 1950s, the t-jump (temperature jump) was introduced by Czerlinski and Eigen (1959) and Eigen (1954) , and the p-jump (pressure jump) was developed by Ljunggren and Lamm (1958) . Before the development of these relaxation methods, the fastest times that could be hoped for in kinetic studies were from 0.05 s to a few minutes with the use of rapid fl ow methods. Th ese methods required large volumes of liquid and were used primarily in biological studies. With the introduction of relaxation methods, time limits as low as 5 × 10 −5 s were now within reach. Methods were soon developed to produce rapid pressure drops of 5 to 6 MPa within 60 μs (Strehlow and Becker, 1959; French and Hammes, 1969; Takahashi and Alberty, 1969) . Today, the pjump relaxation method is the most commonly used in soil and colloidal sciences. Conductivity detectors are extremely sensitive and useful in these instruments. A comprehensive review of relaxation methods with further discussion of other methods beyond t-jump and p-jump was given by Sparks and Zhang (1991) .
Many studies on the kinetics of ion-adsorption reactions by oxide solid phases were pursued in the decades that followed (Hachiya et al., 1979 (Hachiya et al., , 1980 Hayes and Leckie, 1987; Ikeda et al., 1982; Negishi et al., 1984) . Th e use of relaxation methods in soil science was initiated by Sparks (1989, 1990) , and these tools are still proving useful to our understanding of environmental processes. Diff usion processes continue to draw our attention in our quest to understand soil reactions. Diff usion continues to be a signifi cant rate-limiting step in several soil reactions, but diffusion is no longer a serious problem for other investigative work. With relaxation tools, we can now make direct measurements of the chemical kinetic rates and the formation of intermediate species without the interference of diff usion processes.
Th e study of true chemical kinetics remains diffi cult in heterogenous systems and probably impossible in complex systems such as soils (Sparks, 2000) . In these environments, apparent kinetic parameters are measured instead of true chemical reaction parameters (Skopp, 1986) . For now, this problem is best resolved by studying instead a simplifi ed matrix consisting of a few soil constituents at a time. Th is is then followed by scaling up and extrapolating to the whole soil matrix.
Another limitation of kinetic studies is that the reaction mechanism is not directly apparent from the data collected. Assumptions must be made about the reactant species involved, the products formed, and the stoichiometry of each of the components. Th e justifi cation for the assumptions made oft en comes from the goodness-of-fi t of the equations with the data collected. Clearly, this limitation and the associated risks involved are minimized whenever the assumptions made are substantiated with spectroscopy for confi rmation of the reactants and products involved and with equilibrium adsorption studies for confi rmation of the reaction stoichiometry. Th at is, kinetic studies are best used in collaboration with other research tools.
THE COMPUTER AGE
Th e invention of the slide rule by William Oughtred in 1622 was a signifi cant step in mathematics. It replaced the abacus, which was invented in Babylonia sometime around 2700 to 2300 BCE (Ifrah, 2001) . Slide rules were still in wide use in the 1960s in all science and engineering fi elds, but their fi nal days were in the 1970s following the release of the fi rst pocket calculators in 1971. Th ese early electronic calculators were expensive at fi rst but the slide rule became abruptly obsolete when calculators were fi rst sold for low prices in 1973.
Th e fi rst electronic computer was introduced in 1946. Th e term "debugging" was introduced in 1945, literally as a result of a moth in the equipment. Computers were available by the mid1950s, and programming languages were coming onto the scene by the 1950s and 1960s (Fortran in 1956 , BASIC in 1964 . Th e fi rst personal computer sold in 1975 was an overnight success even though it had no keyboard or monitor but instead had LEDs light up on its front panel. William Gates and Paul Allen wrote a BASIC compiler for it in 1975, which was the start of the Microsoft Corporation. Th e explosion that followed in hardware and soft ware technology for personal computers is fascinating as well as complex. Personal computers have greatly improved how we illustrate and communicate our observations in the classroom as well as in all venues of instruction and research. All chemistry laboratories have observed the evolution of data management soft ware on a wide range of analytical equipment. Th ere are many other soft ware programs written recently that have also impacted soil chemistry. A few brief comments are off ered here to illustrate three important examples.
Speciation
Th e law of mass action by Waage and Guldberg in 1864 and the resultant law of chemical equilibria have played a central role in our understanding of all chemical reactions. Th ese calculations are easy to solve for simple mixtures, but the number of calculations needed increases signifi cantly with each additional equilibrium reaction that is added. Th ese calculations help determine the concentration of aqueous compounds as a function of pH, ionic strength, partial pressure of gases, the presence of easily dissolved minerals, and many more variables. Th e manual pursuit of these calculations is tedious and human errors occur easily. Today, we would pursue a manual calculation only if the steps needed for an exact solution for the various algebraic parameters that we seek to solve are very few in number. For complex speciation problems, we now use computers to solve them by numerical methods. What took several hours to confi rm and proof, now takes only seconds even with extremely complex problems.
To solve a problem by numerical methods means that approximations are used instead of exact numbers. Th e error is minimized by a serious of iterative loops that are repeated until the estimated values converge or the error is lowered to an acceptable value. Th e error here is not the diff erence between the approximation and the true exact value because the exact value is not known. Instead, the error is typically based on the mass balance or charge balance of the species predicted. Convergence is based on the change in the estimated value relative to the value obtained in the previous iteration.
Th e soft ware to do these calculations was fi rst developed by Morel and Morgan (1972) with REDEQL and later by Westall et al. (1976) with MINEQL. Th is soft ware has undergone many revisions and is now known as MINEQL+ (distributed by Environmental Research Soft ware, Hallowell, ME).
Another program that had the same mathematical structure is MINTEQ, developed by Felmy et al. (1984) at Battelle Pacifi c Northwest Laboratory. Th is soft ware then became MINTEQA2, which was developed by Allison et al. (1990) of the USEPA. Visual MINTEQ (www2.lwr.kth.se/English/ OurSoft ware/Vminteq/; verifi ed 10 Sept. 2011) is a similar program that was developed by Jon Peter Gustafsson with funding from the Swedish research councils VR and MISTRA.
Th e early objectives of these computer speciation soft ware programs were mostly to predict the species present in aqueous solutions. Most now will also address the speciation of adsorbed elements on mineral surfaces. Th e need to include the solid surface species was an early advance by GEOCHEM, which was developed by Mattigod and Sposito (1979) to address speciation of metals in soils and was based on the computer program REDEQL2. Its predictions of soil liquid-phase speciation was poor (McGrath et al., 1984 (McGrath et al., , 1986 , but this was signifi cantly improved with release of its progeny SOILCHEM, developed by Sposito and Coves (1988) .
Today, most all environmental chemistry fi elds are familiar with at least one of these soft ware products. Th e predicted speciation by these programs is generally very reliable. When errors occur, they are probably a result of errors in the database rather than in the soft ware estimation procedure. Because a reliable database is crucial to the success of the speciation model, Smith and Martell (1995) off ered a detailed discussion on how to discern good equilibrium values.
Monte Carlo Methods and Molecular Dynamics
Computers can also perform very fast and reliable calculations of chaos problems. Th ese studies investigate the result of dynamic systems as a function of their high sensitivity to initial conditions. Th e butterfl y eff ect is a common illustration of chaos theory, where a butterfl y opens its wings in one location, slightly altering the solar radiation from the ground that in turn slightly alters other events. Th e eff ect is propagated and escalates so that eventually it results in a major event, such as a very strong storm in one location that would not have otherwise occurred.
Another example is a small body in orbit around a central, more massive body. Gravity is the attractive force, and the location of these objects at any time is easy to calculate if we are also given the initial conditions of mass, location, direction, and velocity. If a third object is present, however, then the problem becomes chaotic even if the initial conditions of the third object are also known. And clearly many other objects in space can be added to the problem, however small their impact may be. Th e problem becomes chaotic because of the propagation of error caused by the rounding off of the nth decimal place in any of the calculations. Chaos theory is also why climatologists can off er great long-term generalized climatic predictions, but meteorologists off er only a few days of actual almost-reliable details on the local weather conditions.
Predicting the motion of atoms and molecules also involves chaos theory. Work with atoms and molecules on computer models started off with Monte Carlo methods, developed by Metropolis et al. (1953) . Th is method followed the Markovian random walk through a series of snapshots of a fi xed number of atoms in a box of known volume and temperature. In the Markov chainlike random walk, each step depends on the current state and not on the details of the previous step taken. Similarly, molecular dynamics was developed by Alder and Wainwright (1959) for hard spheres and off ered snapshots (and eventually simulation movies) on the predicted motion of the particles.
Th ese simulations met enormous resistance by traditionalists (Holian, 2010) . Th ese "computer jockeys" were ridiculed for using 10 to 100 atoms rather than a mole of atoms, and the time averages were 10 to 100 collisions (equivalent to a few picoseconds) rather than seconds in length (Holian, 2010) . Th ese models, however, have been very successful in predicting many chemical processes, particularly with organic macromolecules, of which the fi rst was published in the late 1970s (McCammon et al., 1977) . Th ese models can also yield interesting information on inorganic macromolecules. For example, Abrioux et al. (2009) used Monte Carlo methods and molecular dynamics to describe the property of fl uids inside the channels of zeolites. Zeolites are porous minerals, and descriptive images of the motion of cations in the liquid phase in these constrained environments were simulated. Th ese images off er some ideas about where the aqueous cations will probably reside on the zeolite surface. Th e ions inside the nanopores of zeolites are expected to behave diff erently than those in the bulk liquid phase because of the wall eff ects on the ions nearby (Vaitheeswaran et al., 2009; Dunne and Manos, 2010) . Some caution should be exercised when interpreting the results obtained from these simulations because they are, aft er all, just that: simulations. When the predictions are supported by experimental data and observations of reactions, however, these simulations can help unravel how the reactions occurred. Some molecular dynamic calculations will now include quantum mechanics, which addresses the dual particle and wave behavior of matter and energy at the atomic and subatomic levels. Kubicki et al. (2009) used such calculations to study several uranium complexes commonly found in natural waters (carbonates, phosphates, organic, and biomolecular complexes) and were able to compare the model results on the nature of the outer sphere and inner sphere complexes formed with data observed in EXAFS, IR, Raman, and 13 C NMR spectra.
Nevertheless, even in absence of experimental data, they do off er, at a minimum, a plausible image (or movie) of what may be occurring in these reactions. Where experimental data are diffi cult to obtain, molecular dynamics is a useful alternative. Key pieces of information needed in molecular dynamics are accurate equilibrium isotherms and enthalpies of adsorption (Brandani, 2010) . Diff erences in the key thermodynamic parameters can result in signifi cantly diff erent conclusions. For example, Abrioux et al. (2009) concluded that Na ions cannot pass through small zeolite channels that require the cation to lose its hydration sphere. Conversely, also using molecular dynamics, Zwolak et al. (2009) argued that the energy needed to strip the hydration sphere around the Na ion can come from the charged zeolite pore walls. A comprehensive review of this topic is available in Cygan and Kubicki (2001) .
ADSORPTION AND ION-EXCHANGE MODELING Empirical Models
Equations that predict the retention of ions by soil constituents have been pursued for a long time in soil chemistry. One of the earliest known uses of these equations was an empirical equation used by Boedeker (1859) . Herbert Freundlich also used this equation extensively in the 1920s, and because of his fame as a colloid and capillary chemist, the equation is now known as the Freundlich equation. Th e Freundlich equation is considered to be an empirical equation because it is not based on any specifi c adsorption process. Th is is not to say that it cannot be derived. Henry (1922) derived the Freundlich equation by assuming that free surface energy is linearly related to the fraction of surface coverage (Schulthess and Sparks, 1991) . Th e primary problem with using this equation is that it does not elucidate what the reaction mechanism happens to be, and this problem exists even if the predicted curve fi ts the data perfectly. Th e second problem is that it assumes that an infi nite number of adsorption sites exist and that infi nite adsorption is possible. Because the surface area is fi nite, the number of adsorption sites must also be fi nite.
Recent work by Xing et al. (1996) and Pignatello (1998) showed that the mathematics of the Freundlich equation approximates the sorption of organic compounds by SOM if it is sectioned into two phases in a dual-mode model. Sorption in the rigid glassy phase, also called the hole-fi lled domain because sorption sites are holes in the rigid SOM structure, follows the sum of several Langmuir equations. Several Langmuir equations are involved as a result of the variability of the holes present, and each hole type has its own Langmuir equation. Sorption in the rubbery phase, also called the dissolution domain, follows a standard linear distribution equation between two phases. In other words, the mathematics of the Freundlich equation is an approximation of two diff erent reaction processes when applied to organic compounds sorbing onto soils rich in organic matter. Th is was the fi rst clear explanation of why the retention of organic compounds in soils will so oft en follow the Freundlich equation.
Langmuir Model
In contrast to an empirical model, a mechanistic model is one that is based on a specifi c reaction (that is, a specifi c mechanism). If the model does not predict the data well, then the specifi c surface reaction(s) on which the model is based is defi nitely not occurring. Th at is, the model is wrong. On the other hand, if the model predicts the data well, then the specifi c surface reaction(s) on which the model is based may be correct. Th at is, the ability to predict the data does not prove the model, but it does support it. Whenever a mechanistic adsorption model survives this fi rst test, additional spectroscopic or kinetic studies are oft en pursued next. Conversely, if an empirical model predicts the data and survives this fi rst test, it will typically convey zero hints about what additional spectroscopic studies or kinetic studies to pursue. It typically will also convey zero information about how to potentially reverse the process, which is particularly important when studying contaminated soils. Mechanistic models do off er hints about how to reverse the process and are, therefore, far more valuable.
Mechanistic adsorption models are nearly always also surface complexation models. Th at is, the adsorbed species is a surface complex that can exist as either an inner sphere surface complex or an outer sphere surface complex. If the model assumes that adsorption occurs on a specifi c surface site, then it is implicitly also describing the adsorption reaction as surface complexation. Inner sphere adsorption involves strong ionic or covalent bonds, while outer sphere adsorption involves a weaker electrostatic attraction (Sposito, 1984) .
Th e fi rst mechanistic adsorption model was derived by Langmuir (1916) . It adheres to the law of chemical equilibria and makes two important assumptions. Th e fi rst is that the adsorption reaction present involves a fi nite number of only one type of surface site. Th e second is that the adsorption reaction has a constant energy of adsorption. It was fi rst applied to the adsorption of ions in soils by Olsen and Watanabe (1957) . Th e equation is very simple and yet it fi ts a broad range of data.
Th e Langmuir equation is perhaps the most misinterpreted equation in soil chemistry, and, consequently, has oft en been erroneously referred to as an empirical equation by many soil and colloidal chemists. Th e fact that the Langmuir equation was originally developed for describing gases adsorbing on a solid is irrelevant. Much ado has been made of this at various times (including recently) in an eff ort to discredit it. Because the same principles and derivation details apply for the adsorption of any element from one phase onto the surface of another phase, it remains an excellent mechanistic model for ion adsorption onto solid surfaces. It is interesting to note that van Bemmelen (1888) used kinetic principles to describe adsorption equilibria and effectively came very close to deriving an expression for solute-solid adsorption isotherms similar to Langmuir's gas-solid adsorption equation. Th e work of van Bemmelen (1888) was ignored by physical chemists, perhaps because it was much too far ahead of its time (Forrester and Giles, 1972) .
One note needs to be made here about correlating mathematics with mechanisms that is relevant to all mechanistic models, including the Langmuir equation. Th e preferred derivation method is the one that utilizes the least number of assumptions or axioms. In mathematical terms, it is oft en also the most elegant derivation. An alternate derivation that requires more assumptions does not mean that the additional assumptions made by this alternate derivation need to exist in real life. For example, Langmuir derived his equation using mass action laws where only two assumptions were needed: a constant number of adsorption sites and a constant energy of adsorption. Th e Langmuir equation can also be obtained with a statistical derivation. For this derivation, a third assumption is needed: there are no lateral in-teractions among the adsorbed species. Although this third assumption is needed for the statistical derivation, it is not a valid requirement for the real world application of the Langmuir equation. We know this because a method exists that allows us to derive the equation without requiring the third assumption. Note also that mass action laws have never been proven wrong and so a derivation based on mass action laws is very solid indeed. Brunauer et al. (1967) adamantly fought against the use of statistical derivations for the Langmuir equation. Th ey argued that while statistics required the third assumption of no lateral interaction to prevent a potential statistical problem, it "substituted in its place a real one." Th e real problem they referred to was that this third assumption propagates the erroneous belief that adsorbed molecules must not interact with each other when the Langmuir equation is used.
Today, the Langmuir equation is the most commonly used model in soil chemistry to predict adsorption processes, at least initially. It is only when it fails that we then proceed to use more complex models. Nevertheless, there are two problems with the use of the Langmuir equation. First, it was originally based on a simple adsorption reaction rather than a simple ion-exchange reaction. Although the Langmuir equation can be derived as a special case of an ion-exchange reaction where the concentration of one of the ions involved (such as pH) is kept constant (Schulthess and Sparks, 1991) , it is routinely used and interpreted based on its original assumption. Specifi cally, it is used to represent a single ion-adsorption reaction.
Th e second problem with the Langmuir equation is that it is diffi cult to optimize. Before the accessibility of personal computers, the equation was converted to linear forms that were then optimized by linear regression. Four common linear forms were developed. Th e Lineweaver-Burk linearization is very easy to construct but it is extremely sensitive to slight errors in the data collected (Lineweaver and Burk, 1934) . Th e Eadie-Hofstee linearization (Eadie, 1942 (Eadie, , 1952 Hofstee, 1952) and the Scatchard (1949) linearization are much less sensitive to data errors. Finally, the Hanes-Woolf linearization has very little sensitivity to data error (Hanes, 1932; Haldane, 1957) . Th ese various linearization techniques were actually developed to optimize a diff erent equation, the Michaelis-Menten equation for enzyme kinetics that just happened to be identical in form to the Langmuir equation (Michaelis and Menten, 1913) . Accordingly, soil chemists and geochemists that were evaluating the fi t of the Langmuir equation on their adsorption data would optimize the Langmuir parameters using one of these four linearization techniques.
While the development of all these mathematical optimization methods was going on, it is interesting to note that in 1918, Langmuir did publish a linearization technique that has turned out to be the best of all these methods because of its very low sensitivity to data errors (Langmuir, 1918) . It is identical to the Hanes-Woolf optimization for the Michaelis-Menten equation, except that he derived and used it many years earlier. In spite of the fact that Langmuir received the Nobel Prize in 1932 for his work in surface chemistry, the Langmuir linearization method of 1918 went unnoticed by all soil chemists before 1996 (Schulthess and Dey, 1996) . Th at is, even when using the excellent linearization method developed by Langmuir in 1918 on soil adsorption data, soil chemists would incorrectly refer to the method as the HanesWoolf linearization rather than the Langmuir linearization.
With the introduction of personal computers, nonlinear least squares (NLLS) regression methods are now possible. Th ese methods do not transform the raw data into a linear form. Th e optimization uses the original untransformed data, and this results in fewer mathematical errors. Up until 1996, it was believed that NLLS methods had no data bias, but, in fact, they do (Schulthess and Dey, 1996) . Th e bias is a result of the shape of the predicted curve and the criteria applied for discerning its error. Discussions on the benefi ts of various regression methods can be found in Schulthess and Dey (1996) and Bolster (2008) . Th e LMMpro soft ware developed in 2007 (distributed by Alfi sol, Coventry, CT) can be used to perform these linear and nonlinear calculations.
Competitive and Multisite Adsorption Models
Competitive ion-adsorption models have also been proposed. Segel (1975) gave an in-depth review of how to construct competitive kinetic equations, whose arithmetic formulations are very similar to the construction of competitive ion-adsorption models. Huang and Smith (1981) illustrated this well with Cd 2+ and H + competitive adsorption on activated C. Other related models are termed uncompetitive and noncompetitive adsorption models.
Another approach that is sometimes considered in the literature is multisite ion adsorption. From a mathematical perspective, these models are essentially equal to the sum of multiple Langmuir equations. Th ese models are rather diffi cult to optimize with whole soil samples and, therefore, it is probably best to pursue them by fi rst optimizing the individual reactions on each of the surfaces present. Th is approach basically parallels the views held by Mattson (1931) , who argued that ion retention should be described as the sum of individual reactions on the various oxide components of the minerals present.
It is completely reasonable to assume that multiple adsorption sites exist in soils and highly unlikely that only a single surface ion-adsorption reaction is involved. Nevertheless, the acceptance in the literature of these multisite ideas has been highly contested. For example, Syers et al. (1973) , Holford et al. (1974) , Mattingly (1975), and Shuman (1975) proposed that a two-surface Langmuir equation (that is, a combination of two Langmuir equations) can be used to accurately describe ion adsorption by soils. Posner and Bowden (1980) , however, criticized this approach and stated that it should not be used "unless there is some a priori reasoning for doing so." In other words, while a simple model that assumes only one surface adsorption reaction can be used, a diff erent model that assumes that the soil is a mixture is considered improper to use unless you can prove a priori that the soil is a mixture. Th is argument was clearly wrong, and the current literature will now oft en include multiple sites in the proposed adsorption models, such as in the MUSIC models discussed below.
Ion-Exchange Models
Th ere are many mechanistic models that should, in principle, be far superior to the Langmuir equation for predicting ion retention. Th ese are, of course, the ion-exchange models. Ion-exchange equilibria were proposed even before Langmuir derived his now-famous adsorption equation. Gans (1913) proposed a simple ion-exchange equilibria model for ions of similar charge. Th is equilibria model yields an equation that can be easily reduced to the Langmuir equation if the aqueous concentration of one of the ions is kept constant (Schulthess and Sparks, 1991) . Th e primary problem with this equation is that it assumes only one ion-exchange reaction. If expanded into a multisite version, then perhaps the predictions made by these mechanistic models would improve. Th at is, perhaps the study of multiple ions is inherently more sensitive to the presence of alternate types of adsorption sites because each ion will exchange or compete differently with each type of surface site present. Regardless of this possibility, the eff orts to improve ion-exchange models have been focused instead on how to express the equilibrium constant with monovalent-divalent ion-exchange reactions. Kerr (1928a,b) , Gapon (1933) , Vanselow (1932) , Krishnamoorthy and Overstreet (1949) , and Gaines and Th omas (1953) all proposed alternate views on how to describe the equilibrium constant for these monovalent-divalent exchange reactions. Th ese models worked only for a narrow range of samples and conditions. Vanselow (1932) sought to improve the equations by expressing the thermodynamic solid-phase activity as mole fractions, which was later modifi ed by Krishnamoorthy and Overstreet (1949) using statistical thermodynamics and by Gaines and Th omas (1953) using equivalent fractions rather than mole fractions (Evangelou and Phillips, 2005) . Probably in frustration, Th omas (1977) proposed replacing the equilibrium constant that cannot change its value with an equilibrium coeffi cient that can. Th is, however, contradicts the law of chemical equilibria and would consequently reduce these mechanistic equations to empirical equations. When working with whole soils, perhaps rather than trying to perfect an ion-exchange model for a single reaction on a single site, it would be better to pursue instead a multisite competitive ion-exchange model. Th ese types of multiple reactions and equations are not easy to solve by exact methods, but they can be incorporated into the various speciation soft ware programs discussed above.
For monovalent-divalent ion exchange, the Gapon equation has been used extensively and is generally far superior to the other ion-exchange methods mentioned above. Th is may be because the thermodynamic solid-phase activity of the competing adsorbed species presumably cancel out in his equation (Schulthess and Sparks, 1991) or have a negligible eff ect. Th ey also cancel out in all monovalent-monovalent ion-exchange equations, and no serious disputes have ever existed over how to improve those equations.
Th e Gapon equation has played a key role in our understanding of arid zone soils. A variation of the Gapon equation correlates the exchangeable Na ratio (ESR) with the sodium adsorption ratio (SAR), where K Gapon = ESR/SAR. Th is correlation and several variations of it have been used extensively to characterize and manage saline and sodic soils.
Models Involving Potential Determining Ions
An entirely new way of predicting ion adsorption was developed in the 1970s. Although the presence of charged surfaces on solid particles was demonstrated in the 1800s through the use of electrokinetic instruments, it was during the 1970s that this information was expressly included in mechanistic adsorption models. Th e key step in the construction of these models was the inclusion of the Boltzmann distribution equation (developed by Ludwig Boltzmann circa 1866) that correlates the concentration of an ion near a charged surface (i.e., near the solid-liquid interface) with the concentration of those ions that are far from a charged surface (i.e., in the bulk liquid solution) (Schulthess and Sparks, 1991) . Th e correlation is an exponential function of the electrical potential of the surface. Th e surface electrical potential is, in turn, a function of the surface charge. Th e charge on the surface is controlled by the adsorption of a charged ion, which naturally is referred to as the potential-determining ion (PDI).
Many variations on these models exist today. Th ey are differentiated from each other based on how the PDI impacts the surface potential. Th e surface potential either follows a linear decay with distance of the PDI from the surface (constant capacitance model) or it follows a diff use decay (diff use layer model). It can also be a combination of linear and diff use decay (triple layer model), and it can involve a diff erent charge distribution of the ions (charge distribution models). It is interesting to note that multiple reactions are assumed and that multisite models are not challenged this time, such as with models that include multisite complexation (MUSIC models).
Th e use of all these models started with a diff use layer model developed by Stumm et al. (1970) , which is one of the most cited articles on surface complexation models and a citation classic. Th e simpler constant capacitance model was introduced later by Schindler and Gamsjäger (1972) , and the triple layer model was introduced by and . A good review of the construction of these models was given by Goldberg (1995) .
To optimize the parameters of any of these models requires an iteration procedure in which the amount adsorbed impacts the surface charge, which, in turn, further impacts the amount adsorbed. Th e values converge aft er a few iterations. Th is requires a computer and soft ware similar to those discussed above to manage the predictions. Th e use of these models has signifi cantly increased following the release of personal computers and easyto-use soft ware, particularly since late 1990s.
Th e most commonly used model today that involves the Boltzmann distribution equation is the constant capacitance model. Th is makes perfect sense in light of an observation made by Westall and Hohl (1980) . Th ey compared fi ve variations of these models on the prediction of proton adsorption on an Al oxide and concluded that they all yielded identical answers except at very low pH values. Accordingly, Westall (1986) recommended the use of the simpler model, which is the constant capacitance model.
Measuring Surface Charge
Th e surface charge of particles has played a central role in a broad range of chemical reactions. Th e use of PDIs in adsorption models discussed above is a clear example of this. Several tools are used to measure the surface charge of particles. Electrokinetics measures the surface potential, which is then correlated to the surface charge. Electrokinetics was discovered in the 1800s and used extensively in the 1900s. Mattson used it in the 1920s, as was noted above. Hunter (1981) gave a comprehensive discussion on its uses. Ion-retention methods (Schofi eld, 1949) determine surface charge based on the retention of aqueous ions. A salt titration technique measures the change in pH as a function of the amount of salt added (Gillman and Uehara, 1980) . Th e salt titration technique is useful to locate the point of zero charge rather than to quantify the amount of charge as a function of pH. Acid-base potentiometric titration measures the amount of H + or OH − adsorbed by the solid phase. Th is method probably dates back to the late 1800s when volumetric methods of analysis were used routinely. A mineral addition technique is similar to acid-base titration but the solid phase is added to the liquid rather than acid or base added to the slurry. Th e mineral addition technique was introduced by Bradfi eld (1923) in search of a new method to possibly replace the traditional acid-base titration of solids, which was yielding strange results. An excellent review of all these methods was given by Lewis-Russ (1991) .
Acid-base titration is a standard volumetric method of analysis. Understanding the shape of the data collected has been a basic component of analytical chemistry for a very long time. Th e titration of any dissolved substance will display a maximum, which is easily correlated to the amount of the substance present. Titrations of solid inorganic soil samples, however, do not show this. Th e titration of any dissolved substance will display one or several infl ection points, and each of these buff ered areas corresponds to a specifi c equilibrium constant of a substance in the mixture being titrated. When a large number of similar substances are present, such as when titrating soil organic matter, then the buff ered areas are less obvious. Once again, the titration of solid inorganic soil samples does not show this either.
In other words, the acid-base titration of solid inorganic soil samples yields very strange results. Th is has baffl ed many soil and colloidal chemists who specialized in volumetric analysis. Nevertheless, proton adsorption theories have been advanced that can predict these strange titration data and thus off er an explanation for the shape of the acid-base titration data collected. Th ese models involve the determination of PDIs and invoke the diff use layer or constant capacitance theory. Schulthess and Sparks (1986) , however, discovered a fl aw in the traditional acid-base titration of solid inorganic substances. As expected, the acid or base added will react with the liquid phase and cause the pH to change. Any buff ering observed is attributed to the retention or release of H + and OH − from the solid-liquid interface. Th at is, the buff ering observed is correlated to the surface protonation, which is oft en interpreted as an expression of surface charge. Th e mass balance of all the items present in the liquid phase cannot change in the course of the titration, but if the solid phase is dissolving when acids or bases are added, then the mass balance of the items present in the liquid phase does change and this imparts an error in the data collected. Th e amount of error varies with the amount dissolved, which in turn varies with the pH, and it is very diffi cult to accurately correct this by theoretical predictions of solubility. Th e error caused by this pH-dependent solubility, however, can be easily and precisely determined experimentally. Schulthess and Sparks (1986) developed a backtitration method that measures the error induced by the dissolution of the mineral. Finally, the acid-base titration analyses using the backtitration technique do yield the proton adsorption maxima and infl ection points that were previously missing. Th us, acid-base titrations of inorganic solids do in fact yield data curves that are similar to the titration curves of all other kinds of samples when done correctly. (Note that the back titration technique, spelled as two words, refers to the common practice of correcting an overshoot of acid or base added. Th e backtitration technique, spelled as one word, refers to the technique where a supernatant liquid is separated from the slurry and titrated to an entirely diff erent but specifi c equivalence point that satisfi es the proton condition of the supernatant liquid.)
WHERE WE ARE TODAY
Clearly the number of tools available for soil chemistry research is far more than the few discussed here. Many spectroscopic methods were briefl y described by , who grouped them based on the incident particle striking the sample and the detected particle leaving the sample. Numerous other tools are also missing from this review that are vital to our understanding of soil processes. One very important example of this is fl ow calorimetry for obtaining critical thermodynamic parameters (Kabengi et al., 2006) . Still other tools are constantly being developed and presented at meetings. Th e search to unravel the various mysteries of soil chemical reactions requires many tools, both old and new. One interesting example of this is the construction of an elaborate dilatometer to measure the loss or gain of H 2 O molecules by adsorbing anions on an Fe oxide (Yamaguchi et al., 1996 (Yamaguchi et al., , 1999 . Th is type of research helps quantify the change in water volumes with inner sphere adsorption relative to outer sphere adsorption processes.
Th ese tools have been extremely important to soil chemistry and without them we would be severely handicapped in our understanding of soil chemical processes. Fast and accurate knowledge of the elements present are now taken for granted, and this is largely due to the relatively recent commercial availability of tools similar to those described here.
Modern soil chemistry textbooks discuss the details of various analytical methods, but they tend to do this with selected topics for specifi c educational purposes. A comprehensive review of the methods of soil analysis is now too long to expect from a general textbook, and this can now be found instead in special books, such as Sparks (1996) . Th e teaching emphasis in the past was more about how to obtain data in the laboratory. Th is is not as true today as it was then because of the automation of many of our analytical tools. Th e emphasis is now more on teaching why the soil reactions happen the way they do. Th is new approach has some advantages and disadvantages and off ers new challenges. By way of analogy, we can now discuss much more complicated mathematical formulas in the classroom, but many of our students have lost the ability to perform any of the basic arithmetic steps in the formula without a calculator. If we seek to develop new formulas, then we need to understand how to derive and compute equations. So it is with laboratory equipment, where we know very well what they do but oft en not the details of how they do it. If we seek to develop new analytical instruments to resolve a unique problem, then we need to understand the principles behind the current methods of analysis.
To summarize the tools that have shaped soil chemistry, we can place them into two broad groups. One group of tools is focused on improving our ability to make calculations, estimate speciation of the elements present, and model what is happening at the solid-liquid interface. Th ese include tools for soft ware, molecular dynamics, and adsorption modeling. Another group of tools is focused on improving our ability to collect data quickly, with high precision, and at the atomic level. Th ese include the many spectroscopic tools now available, but it also includes common laboratory tools for analyzing chemical reaction rates, thermodynamics, and adsorption equilibria. One group of tools is used fi rst for observations (or second for validations) and the other group of tools is used second for explanations (or fi rst for predictions). To be clear, they do overlap signifi cantly, and the use of one does not necessarily precede the other. It is doubtful that predictions and computer simulations will ever fully replace experimental data observations, at least not in the near future. Th is is mostly because we are now realizing just how complex these environments really are. To be fair, the model predictions and simulations are the primary tools that have helped us understand their complexity. Similarly, tools for atomic-level observations and validations of what is present in soils and soil constituents will always require input from modeling predictions because we oft en only fi nd what we are looking for. Although known standards and specifi c minerals are commonly used to help us understand the spectra of unknown samples, models are also used extensively to validate the interpretation of spectra. Models are also used to improve our interpretation of experimental adsorption data.
Th e phrase "you youngsters have it so easy" was always justifi ed. Following the invention of automation, this phrase was used in the mid-1960s by those trained in the 1940s and 1950s. Following the invention of personal computers and various computer codes, the phrase has been used by those trained in the 1970s and 1980s. Following the invention of excellent in situ probes and user-friendly computer codes, those trained in the 1990s and 2000s are also justifi ed to repeat this phrase. Fortunately, we continue to develop new tools to justify the use of this phrase again and again, but it has always only been in reference to analytical methods. Understanding analytical methods remains a high priority in our educational and research objectives, but these analytical methods are now rarely as time consuming as they used to be. Th e learning curve is much shorter, the physical and chemical exposure risks are fewer or better controlled, and the number of samples analyzed routinely has increased, as has the precision. Th is has freed us to have more time for discussions on reaction processes, surface and liquid-phase speciation, soil adsorption modeling, soil nutrition, and soil remediation. Th e history of soil chemistry and the history of science in general reveals many examples of resistance to new ideas. Th erefore, these discussions are important because it is through them that we realize what additional experiments need to be pursued, how the arguments will be presented, what the key data are that will support the arguments presented, and what conclusions can and cannot be made. Th is, in turn, increases our chances to submit excellent publications that signifi cantly improve our knowledge of soil chemistry as well as our collective response to serious environmental problems. Not surprisingly, the current excitement with soil chemistry is quite real. Each new decade continues to bring forth numerous new ideas and tools that have sustained this positive attitude about environmental sciences and soil chemistry.
