We prove that for "most" closed 3-dimensional manifolds N , the existence of a closed non singular one-form in a given cohomology class u ∈ H 1 (M, R) is equivalent to the non-vanishing modulo p of all twisted Alexander polynomials associated to finite Galois coverings of N . When u ∈ H 1 (M, Z) , a stronger version of this had been proved by S. Friedl and S. Vidussi in 2013, asking only the non-vanishing of the Alexander polynomials.
Introduction and statement of the main result
We consider N a closed connected 3-manifold, G := π 1 (M ) and u ∈ Hom(G, R) \ {0} = H 1 (M, R) \ {0}. Denote rk(u) the rank of u, ie the number of free generators of u(G). We are interested in the existence of a nonsingular closed 1-form ω in the class u. If such a form exist, we say that u is fibered. The reason is that if rk(u) = 1 so that au(G) ⊂ Z for a suitable a = 0, such a form is f * dt for f a fibration to S 1 = R/Z.
More generally, by [Tischler 1970 ], if u fibers then N fibers over S 1 : perturb ω to ω ′ = ω + ε such that rk([ω ′ ]) = 1 and ε is C 0 -small. Then ω ′ is still nonsingular, thus N fibers.
An answer to this question was given in rank 1 by [Stallings 1962] : if rk(u) = 1, u fibers if and only if ker u is finitely generated. In any rank, the famous paper [Thurston 1986 ] introducing the Thurston (semi-)norm in H 1 (M ; R) proved the following results: 1) the unit ball of the norm is a "integer polyhedron", ie it is defined by a finite number of inequalities u(g) ≤ n, g ∈ G, n ∈ N * ; 2) the set of fibered u ∈ H 1 (M ; R) \ {0} is a cone over the union of some maximal open faces of the unit sphere of the Thurston norm. Note that thanks to Stallings, to know if a given face is "fibered", it suffices to test one element u of rank one and see if ker u is finitely generated.
In the 2000s and beginning of 2010s, S. Friedl and S. Vidussi studied again this question mostly in rank one, in connection with what was then a conjecture of Taubes: u fibers if and only if u ∧ [dt] + a ∈ H 1 (M × S 1 ) is represented by a symplectic form, where a ∈ H 2 (M ; R) satisfies a∧u = 0. The starting point was the relation of Seiberg-Witten invariants of N × S 1 and twisted Alexander polynomials, see below and Section 3. They ultimately solved that conjecture in [Friedl-Vidussi 2013] , and obtained as a byproduct a new answer for the characterization of fibered classes in the case of rank 1: if rk(u) = 1, u fibers if and only if all twisted Alexander polynomials ∆ H (G, u) are nonzero.
Let us describe briefly what are these twisted Alexander polynomials. In fact, we do it only for a special case, which is already sufficient: those associated to finite covers, see [Friedl-Vidussi 2008] viewed as as a Z[G/ ker u]-module, ie the greatest common divisor of the m-minors of A for a presentation Z[Z r ] (I) ×A −→ Z[Z m ] → H 1 (G; Z[G/ ker u]) G/H . It is not difficult to prove that, if u is fibered, ∆ H (G, u) is always nonzero and even "bi-monic", ie its u-maximal and u-minimal terms have a coefficient ±1.
We can now dstate our main result.
Theorem 1.1. Assume that M is contractible and G := π 1 (M ) is virtually residually torsion-free nilpotent (VRTFN) . If there exists a prime p such that for every H ⊳ f.i. G, ∆ H (G, u) ≡ 0 mod p, then u is fibered, ie represented by a nonsingular closed 1-form.
Comments. 1) In rank one, our result is weaker than [Friedl-Vidussi 2013] . However, even in that case we believe that our proof, whose only "hard" ingredient is [Thurston 1986 ], may be of interest.
2) It is easy to prove that if N fibers over S 1 , then π 1 (M ) is residually torsion-free nilpotent (RTFN) (see [Koberda 2013] ). Building on [Agol 2014], [Koberda 2013] proves that π 1 (M ) is VTRFN for all geometric manifolds which are not Sol. Presumably this is always true.
The hypothesis that M is not contractible can be dispensed with: if it does not hold, then (since b 1 (M ) > 0) we are in one of the two following cases: either N is nonprime thus nonfibered and the twisted Alexander polynomials always vanish; or N fibers over S 1 with fiber S 2 or RP 2 .
3) Of course, one expects that the hypothesis can be weakened to ∆ H (G, u) = 0.
Sketch of the proof and content of the paper
The main idea is to express the fibering condition on u by the vanishing of some Novikov homology H 1 (G, u; Z/pZ), and the nonvanishing of ∆ H (G, u) by the vanishing of some Abelianized relative Novikov homology H ab 1 (G, H, u; Z/pZ). In turn, these vanishings are expressed by the invertibility of some matrix in the Novikov rings Z/pZ[G] u and of its image in Z/pZ[G/H ∩ ker u] u .
Then the theorem is reduced to a result about "finite detectability of invertible matrices". We prove it for a VRTFN group, using results of [Hall 1959 ], the bi-orderability of a RTFN group and the associated Mal'cev-Neumann completion of Z/pZ [G] , which contains the Novikov ring by a remark of [Kielak 2018] .
We now describe the content of the paper.
In Section 3, we define the twisted Alexander polynomials ∆ H (G, u), and compare them to their version modulo p.
In Section 4, we define the Novikov ring R[G] u (R a commutative unital ring), and the Novikov homology H * (G, u; R). We quote the result of [Bieri-Neumann-Strebel 1987] , building upon previous results of Stallings and Thurston: if G = π 1 (M ) with N a closed 3-manifold, u fibers if and only if H 1 (G, u; Z) = 0, G = π 1 (M ).
In Section 5, we compute H 1 (G, u; R) via a presentation of G and Fox differential calculus, and give a topological characterization of the property (H 1 (G, u; R) = 0) which implies that it is independent of R: this is a remark of [Kielak 2018] (it was implicit in [Bieri-Neumann-Strebel 1987] and [Sikorav 1987 ], but never explicitly stated). This will be used with R = Z/pZ.
In Section 6, we explain the relations between twisted Alexander polynomials and an"Abelian relative" version of Novikov homology.
In Section 7, we precise the computation of H 1 (G, u; R) for G = π 1 (M 3 ) with M contractible, thanks to the form of a presentation of G given by a handle decomposition and Poincaré duality. We deduce that (H 1 (G, u; R) = 0) is equivalent to the invertibility in 
Theorem 7.2 is proven in Section 11. There are two main ingredients:
• (Sections 8 and 9) the case when G is nilpotent (Section 9), where we use ideas from [Hall 1959 ] about simple Z/pZ[G]-modules to prove a stronger result (finite detectability of full ideals); • (Section 10) the fact that when G is RTFN, it admits a bi-invariant order, thus one can embed Z/pZ [G] in the Mal'cev-Neumann completion Z/pZ G , which is a skew-field; moreover, by a remark of [Kielak 2018] the order can be chosen so that Z/pZ G contains Z/pZ[G] u . Actually, we work mostly with the division closure of Z/pZ [G] in Z/pZ G , whose elements have "controlled" support.
Notations. In the following text, G is a finitely generated group and u :
Twisted Alexander polynomials
3.1. Order of a finitely generated module over a UFD. Let M be finitely generated R-module where R is a UFD. [usually, one requires R to be Noetherian, but actually it is not necessary].
One defines its order ord R (M ) as the greatest common divisor (gcd) of the m-minors of a matrix A ∈ M (I),m (R) where R (I) r −→ R m p −→ M is a presentation of M with r represented by the right multiplication by A (we use right instead of left since later we will have mostly noncommutative rings, and we prefer to work with left modules).
It is easy to prove that this does not depend on the presentation: if
−→ M are two presentations, one can lift p 1 to ×B : R m1 → R m2 and obtain a presentation
Similarly, there is a presentation
.
Thus ker(p 1 + p 2 ) is generated by the lines of I m1 B 0 A 2 . , and also by the lines of
: this implies (for any ring) that the ideals generated by the m-minors of A 1 and A 2 coincide. When R is a UFD, this implies that they have tyhe same gcd. The main property of this order is the Proposition 3.1. If M is a finitely generated R-module where R is a UFD , and ann R (M ) is its annihilator, ord R (M ) and ann R (M ) have the same prime divisors. More precisely, if M is generated by m elements, one has
Thus ord R (M ) = 0 ⇔ M is a torsion module over R.
By Cramer's formulas, R (I) A contains µR m for every minor µ of A, thus ann R (M ) contains all mminors of A. Thus the gcd of the m-minors divides the gcd of ann(M ), which proves the right inclusion.
For the left inclusion: a ∈ ann(M ) ⇔ aR n ⊃ R (I) A ⇔ (there exists X ∈ M m,I (R) such that XA = aI m ). This implies that a m = µ X,i µ A,i where µ X,i and µ A,i are m-minors of A and X, thus ord R (M ) divides a m , qed.
3.2. Twisted Alexander polynomials and version mod p. As said in the Introduction, we define only those of [Friedl-Vidussi 2008] , section 3.2 (cf. also [Friedl-Vidussi 2011b], 3.3.5). We define
This corresponds to their ∆ α N,ϕ,1 , where ϕ : H → F is the natural map H 1 (G)/Tors → G/ ker u and α : π 1 (N ) → G corresponds to G → G/H for us.
Note that 
Thus ∆ H (G, u) begins to resemble to ∆(H, u |H ). In particuler, we have the property:
This follows from Proposition 3.1 and the fact that if M is a Z[Z r ]-module and L ⊂ Z r a lattice, (M torsion over Z[Z r ] ⇒ M torsion over Z[L]: if P (t 1 , · · · , t r ) annihilates M , and N is such that L ⊃ N Z r , the product P (ω 1 t 1 , · · · , ω r t r ) over all r-tuples of m-th roots of unity belongs to R[L] and annihilates M .
3.3. Twisted Alexander polynomials mod p. We define
The comparison with ∆ H (G, u) mod p is not obvious, since R is not principal thus there is no theorem of universal coefficients. We shall need the following proposition, whose proof lasts until the end of the section and uses two lemmas. (presumably, there should be a simpler argument).
In particular,
Note that we write [G : H ∩ ker u] and not G/H ∩ ker u, since G acts trivially.
Proof. We prove it for ker u, H replaced by any two normal subgroups H 1 , H 2 . The group G/H ∩ H 2 acts freely on the left on G/H 1 × G/H 2 (diagonally), and the quotient is in bijection with
Moreover, 
Note that since the x i generate G/ ker u, the gcd of d 1 , · · · , d m is 1. We want to deduce that ord R[G/ ker u] (H 1 (G, R[G/ ker u])) and the gcd of m-minors of D 2 have the same prime divisors. The projection Proof. By definition, ord R (coker(×A)) = µ and ord R (d coker(×A)) = d m µ. By hypothesis, ann(d coker(×A)) ⊃ ann(M ) ⊃ ann(coker(×A)), thus ann R (d coker(×A)) and d ann R (M ) have the same prime divisors. By Proposition 3.1, this means that ord R (d coker(×A)) and d ord R (M ) have the same divisors. Since by definition, ord R (d coker(×A)) = ord R (coker(×dA)) = d m µ, this proves Lemma 3.4.
End of the proof of Proposition 3.2. We apply Lemma 3.4 with 
It is easy to see that the multiplication g1∈G a g1 g 1 . 
Although we shall not use it, let us quote an important about the vanishing of H 1 (G, u) in rank one.
Theorem 4.1. [Bieri-Neumann-Strebel 1987] , [Sikorav 1987 ] If rk(u) = 1, ker u is finitely generated if and only if H 1 (G, u) = 0 = H 1 (G, −u).
The proof is quite easy. Harder is the generalization by [Bieri-Neumann-Strebel 1987] to all ranks: ker u is finitely generated if and only if H 1 (G, v) = 0 = for every v vanishing on ker u. But the rank one is of special interest for us because of the quoted result of [Stallings 1962] .
For this paper, the interest of Novikov homology lies in the following Theorem 4.2. [Bieri-Neumann-Strebel 1987] . Let G = π 1 (M ), where N is a closed and connected three-manifold. The following are equivalent:
Remarks. 1) This is their Theorem E, reinterpreted in terms of Novikov homology, cf. p.456 of the paper.
2) At the time, one needed N to contain no fake cells, and also the hypothesis π 1 (M ) = Z ⊕ Z/2Z (to avoid a possible fake RP 2 × S 1 ), restrictions removed later thanks to Perelman.
3) In [Sikorav 1987] , I could only prove the equivalence between (i) and the vanishing of both (H 1 (G, u; Z) and H 1 (G, −u; Z): this is an immediate consequence of [Stallings 1962] , [Thurston 1986 ] and Theorem 4.1.This would suffice for the proof of our main result, but it seemed better to quote the stronger result.
Computation of H
Since u = 0, there exists i ∈ {1, · · · , m}, such that u(x i ) = 0. Denoting D (i) 2 the matrix obtained by deleting the i-eth column of D 2 , we have H 1 (G, u; R) ≈ coker(×D
Truncating X below a sufficiently high level of u, we obtain X ∈ M m−1,I (R[G]) such that XD (i) 2 = I m−1 + A with u > 0 on supp(A). Since such a matrix is invertible over R[G] u , we obtain the following
The following property is proved for Z-coefficients by [Bieri-Neumann-Strebel 1987] and (in a different form) by [Sikorav 1987 ]. Actually, the proof works exactly the same for R-coefficients. We shall use the corollary, which was observed by [Kielak 2018], with R = Z/pZ (Kielak used it with R = Q or C).
Proposition 5.3. Let Γ = Γ(G, S) be a Cayley graph for some finite generating system S. Denote Γ u>0 the subgraph of Γ generated by the vertices with u(g) > 0. The following are equivalent:
(1) H 1 (G, u; R) = 0 (2) Γ u>0 is connected.
Corollary 5.4. If G is finitely generated, the property (H 1 (G, u; R) = 0) does not depend on R.
Proof. We consider X the 2-complex associated to some presentation S | (r i ) i∈I . Then the 1-skeleton X (1) = Γ. We extend u affinely to X (1) and then to X, keeping the equivariance u • g = u + u(g) and with u(σ) ⊂ u(∂σ) for every 2-cell. Then
Here C * ( X) is the chain complex with Z-coefficients, viewed as a Z[G]-left module, and
the one with R-coefficients, viewed as a left R[G]-module. Without loss of generality we can assume that there exists s ∈ S such that u(s) > 0. Then
(1) ⇒ (2). The key point is that a cell complex Y is connected if and only if H 0 (Y ; R) = 0 for one or every R. Thus it suffices to prove that for every g ∈ G such that u(g) > 0, g − 1 bounds a chain in
Then ∂ 1 γ = 0, thus by hypothesis there exists c
Thus γ − ∂ 2 c is a ∂ 1 -primitive of g − 1 in C 1 ( X u>0 ; R), qed.
(2) ⇒ (1). It suffices to treat the case R = Z. Let D 2 M − I S\{s} has support in {u > 0}. Equivalently to find, for every t ∈ S \ {s}, elements c ∈ C 2 ( X) and λ ∈ Z[G] such that ∂ 2 c−e t −λe s ∈ C 1 ( X u>0 ). For n large enough, u(ts n ) = u(s n t) > 0.
By hypothesis, there exists γ ∈ C 1 ( X u>0 ) such that s n t − ts n = ∂ 1 γ. Thus ∂ 1 (1 − s n )e t + (t − 1)(1 + s + · · · + s n−1 )e s = (1 − s n )(t − 1) + (t − 1)(s n − 1) = ts n − s n t = ∂ 1 γ.
Thus ∂ 2 c − e t − (t − 1)(1 + s + · · · + s n−1 )e s ∈ C 1 ( X u>0 ). Setting λ = (t − 1)(1 + s + · · · + s n−1 ), this finishes the proof of the Proposition.
Abelianized relative Novikov homology and twisted Alexander polynomials
Consider the induced morphism u : G/ ∩ ker u → R and the associated Novikov ring R[G ∩ ker u] u , which is a left R[G]-module, and define the Abelianized Novikov homology
. It is in fact the original homology defined in [Novikov 1981 ]. Since G/ ker u is free Abelian of rank r = rk(u), R[G/ ker u] u ) is Abelian. Moreover, when R is a field, R[G/ ker u] u ) is also a field.
If H ⊳ f.i G be a normal subgroup with finite index, we generalize the above definition. Consider the induced morphism u : G/H ∩ ker u → R and the associated Novikov 
The following are equivalent:
Proof. More generally, we prove it for R[Z r ] replaced by any Noetherian domain A and R[Z r ] by a field F containing it. It suffices to do it when F is the fraction field of A. (i) is equivalent to:
Since A is a domain, this is also equivalent to (ker g ⊂ (A * ) −1 im f ).
Proposition 6.2. The following are equivalent:
(1) ∆ H (G, u) ≡ 0 mod p.
(2) H 1 (G; Z/pZ[G/ ker u] G/H ) is torsion over Z/pZ[G/ ker u].
(3) H ab 1 (G, H, u; Z/pZ) = 0, ie H 1 (G, Z/pZ[G/H ∩ ker u] u ) = 0.
Proof. In Section 3, we saw that (1) ⇔ ∆ H p (G, u) = 0. Since ∆ H p (G, u) is the order of H 1 (G; Z/pZ[G/ ker u] G/H ), ((1) ⇔ (2)) follows from Proposition 3.1. By Lemma 6.1, (2) 
Computations in dimension three and reduction of the main result
In this section we consider the case where G = π 1 (M ) where N is a closed and connected threemanifold with a contractible universal covering M . 
(x 1 , · · · , x m ) and (y 1 , · · · , y m ) are generating systems for G. Since u = 0, we can reorder them so that u(x m ) and u(y m ) are nonzero, thus x m − 1 and y m − 1 are invertible in Z[G] u . Then we denote c the column (x i − 1) i<m and ℓ the line (y j − 1) j<m , so that
Even if M is not contractible, this complex gives a free resolution of Z over Z[G] up to degree 2, thus
By the contractibility of M , it is a complete free resolution, and G is a group with 3-dimensional Poincaré duality, which can be expressed as follows. Denote w the orientation morphism G → {1, −1}, and define modified adjoint isomorphisms
Then Poincaré duality can be expressed by the fact that C * is quasi-isomorphic to the complex (C * i = C 3−i , ×D * 4−i ). Note that (D * 1 , D * 2 , D * 3 ) has the same properties as (D 1 , D 2 , D 3 ). Let us write
Since ∂ 1 • ∂ 2 = 0 and ∂ 2 • ∂ 3 = 0, we have D 2 D 1 = 0 and D 3 D 2 = 0. Working over Z[G] u , we obtain
These computations have the following consequence. (1) u is fibered.
Proof. By [Bieri-Neumann-Strebel 1987] , (1) is equivalent to (H 1 (G, u; R) = 0). By Corollary 5.1, this is equivalent to the left invertibility of (A | L) with R[G] u -coefficients). Since L = (1 − y m ) −1 ℓA, (1) is equivalent to the left invertibility of A in M m−1 (R[G] u ).
Since ( 
Remarks. 1) The validity of Theorem 7.2 for a finite index subgroup G 0 ⊂ G implies its validity for G: this follows from the fact that an n-matrix over Z/pZ[G] u can be represented by a (n.[G : G 0 ])-matrix over Z/pZ[G 0 ] u |G 0 . Thus it suffices to prove Theorem 7.2 when G is RTFN.
2) Theorem 7.2 is also true for M n (Z[G] u ), but not interesting for us and we do not prove it here. If it were true for M n (Q[G] u ), we would obtain our main result with the weaker hypothesis ∆ H (G, u) = 0. However, this fails miserably: Proof. For n = 1, it is the hypothesis. Assume that n > 1 and the result is true for n − 1. Consider the set I of λ ∈ R[G] u such that there exists λ 1 , · · · , λ n−1 ∈ R[G] u with (λ 1 , · · · , λ n−1 , λ) ∈ M . It is a left ideal, and its image is full in every quotient R[G/H ∩ ker u] u with H ⊳ f.i. G. Thus I = R[G] u , i.e. M contains an element = (λ 1 , · · · , λ n−1 , 1). One has a direct sum decomposition Proof. We can assume that Γ is normal. Using a section σ : G/Γ → G, we have an isomorphism of
Let I ⊂ R[G] u be a residually full left ideal. By the above isomorphism, we associate to I a submodule
The case of nilpotent groups
In this section we prove the following result.
Proposition 9.1. If G is nilpotent, Z/pZ[G] u has finitely detectable full left ideals.
Proof. We argue by contradiction, thus we assume that I is a finitely full left ideal in Z/pZ[G] u which is not full. I is contained in a maximal ideal I 1 , without the axiom of choice since it is not difficult to prove that R[G] u is left Noetherian if R is Noetherian and G polycyclic (in particular, finitely generated and nilpotent): one follows the proof by [Hall 1954 ] that R[G] is left Noetherian, which itself it close to the proof that R[t] is Noetherian if R is Noetherian.
Then I 1 is again a finitely full left ideal in Z/pZ[G] u which is not full, thus we can assume that I is maximal. Thus M := Z/pZ[G] u /I is a simple Z/pZ[G] u -module.
We shall need the following lemma, which uses several arguments from [Hall 1959 ]. Arguing by contradiction, we assume that Z ∩ker u contains an element z whose image z ∈ Aut(M ) is of infinite order. We have z ∈ D since z ∈ Z, and zM 0 = M 0 since u(z) = 0. Thus z ∈ D 0 , and since z has infinite order it is transcendent over Z/pZ (here we use the fact that Z/pZ is finite). Thus z generates a field Z/pZ(z) ⊂ D 0 which is isomorphic to Z/pZ(t).
Also, z defines on M 0 a structure of K[t, t −1 ]module by t m .x = z m x. If x 0 ∈ M \{0}, Z/pZ(z)x 0 is a sub-K[t, t −1 ]-module isomorphic to Z/pZ(t). Since ker u is again nilpotent and finitely generated, this contradicts Hall's Lemma 3, p.599: If K is a field and M is a simple K[G]-module with G polycyclic, M does not contain a submodule K(z)x isomorphic as a K[t, t −1 ]-module to K(t) where t is sent to some central element z ∈ G.
End of the proof of Proposition 9.2. Let G 0 be a normal finite index subgroup such that G 0 and torsion-free, and let ℓ(G) = min rk(G i /G i+1 ) where (G i ) is a finite descending sequence of normal subgroups of G such that G i /G i+1 is free Abelian. We make an induction on ℓ(G), distinguishing two cases:
• Z ∩ ker u is infinite. Since Z ∩ ker u has a finite image in Aut(M ), it contains a nontrivial torsion-free subgroup F such that F acts trivially on M , thus M is a Z/pZ[G/F ]-module.
Over Z/pZ[G/F ] u , M is also simple, finitely full and not full. Since ℓ(G/F ) < ℓ(G), this contradicts the induction hypothesis.
• Z ∩ ker u is finite. Up to passing to a subgroup of finite index, we have Z ∩ ker u = {1}.
Then Z = G, otherwise Z contains a nonzero commutator, on which u vanishes. Thus u is injective, so that H ∩ ker u = {1} for all H ⊳ G, thus finitely full is the same as full, which gives a contradiction.
Bi-invariant order on a residually torsion-free nilpotent group
Here we assume that G is residually torsion-free nilpotent (RTFN). Equivalently, if (γ n (G)) is the lower central series,
is a subgroup and one has n∈N G n = {1}. Note that G n is normal, G/G n is torsion-free nilpotent and G n /G n+1 is torsion-free Abelian. Since G is finitely generated, γ n (G) is finitely generated. Moreover, G n /γ n (G) is the torsion of the nilpotent group G/γ n (G), thus it is also finitely generated. Thus G n /G n+1 is finitely generated, and thus is free Abelian and injects in R.
10.1. Bi-invariant order on G. Recall that a bi-invariant order on a group H is a total order relation on H which is left and right-invariant, ie
x ≤ y ⇒ (∀z) zx ≤ zy , xz ≤ yz.
Such a bi-invariant order is defined by giving its positive cone H + = {x ∈ H | x > 1}, which is any subset P ⊂ G satisfying
The relation x > y is then defined by xy −1 ∈ P , equivalently y −1 x ∈ P .
Following [Eizenbud-Lichtman 1987] , we define a bi-invariant order on G as follows.
1) One first constructs by induction on n a bi-invariant order on G/G n , using the following facts:
(1) A finitely generated free Abelian group can be embedded in R, inducing a bi-invariant order. For n = 0, the result is obvious, and for n = 1 it is the first fact. If it holds for n − 1, G/G n−1 and G n−1 /G n admit bi-invariant orders. Since we have an extension G n−1 /G n → G/G n → G n−1 and G n−1 /G n ⊂ Z(G/G n ), the second fact implies the result for n.
2) Let (G/G n ) + be the cone of positive elements for a bi-invariant order on G/G n , and π n be the projection G n−1 → G n−1 /G n . We define a bi-invariant order on G with positive cone
Then we define a "lexicographical" order on G with positive cone G + := ∞ n=1 G + n . In other words, an element x ∈ G is > 1 if and only if its first nontrivial image in a subquotient G n−1 /G n is > 1. It is clear that G + is indeed the positive cone of a bi-invariant order on G.
We shall use the following properties, immediate by construction.
Properties. Let x, y ∈ G + .
• If x ∈ G n and y / ∈ G n , x is negligible with respect to y i.e. x N < y for all N > 0.
• If x, y ∈ G n−1 \ G n , x and y are comparable i.e. there exist N 1 , N 2 > 0 such that y < x N1 and x < y N2 . Actually, we shall work mostly in D K (G), the division closure of K[G] in K G . This is because of the following proposition.
Proposition 10.1. Every element of D K (G) has a support in some subset of the form g F + = g( F + ∪ {1}), the submonoid generated by a finite subset F ⊂ G + .
Proof. Let K[G] ⊂ K G be the set of elements having such a support. Clearly, K[G] contains K[G], thus it suffices to prove that K[G] is a subfield.
The stability by sum and product is easy.: assuming that supp(λ) ⊂ g F 1 + and supp(λ ′ ) ⊂ g ′ F ′ + , with g ≤ g ′ , then
The stability by inverse is harder. Assuming that supp(λ) ⊂ g F + and λ = 0, we want to prove supp(λ −1 ) has the same type of property. We have λ = µg with supp(µ) ⊂ gF g −1 + , thus λ −1 = g −1 µ −1 , thus we can assume that g = 1, supp(λ) ⊂ F + .
Let m = min supp(λ). There are two cases.
1) If m = 1, we have λ = α(1+µ) with α ∈ K * and supp(µ) sup F + . Thus λ −1 = α −1 ∞ n=0 (−1) n µ n and supp(λ) ⊂ α −1 F + .
2) Now we assume m > 1. let N F be the smallest n such that F injects in G/G n . Then m ∈ G NF −r−1 \ G NF −r for some r ≥ 0. We prove by induction on r that there exists F 1 ⊂ G + finite and containing F such that
Then supp(m −1 λ) ⊂ m −1 ⊂ F 1 + and min supp(m −1 λ) = 1, thus by 1) supp(λ −1 ) will have the desired form.
thus k ≤ k 0 depending only on m, F . Let
• Assume that r > 0 and the result is known for r − 1. Let
We distinguish two cases.
(i) Assume that f i1 · · · f i ℓ > m. Then
Thus m −1 x = (m −1 f 1 · · · f k )f k+1 · · · f n ∈ F 1 + ,
Moreover, either N F1 = N F and m i1,··· ,i ℓ ∈ G NF −r+1 , or N F1 > N F and m i1,··· ,i ℓ ∈ G NF 1 . In both cases, by the induction hypothesis there exists F i1,··· ,i ℓ ⊂ G + finite and containing F 1 such that m −1 i1,··· ,i ℓ F 1 Proof. This follows from [Passman 1977 ], Lemma 2.10 p.599-601, an ingredient of the proof of the well-orderedness of F + in the construction of Mal'cev-Neumann. Let us give a simpler proof.
Let N be the smallest integer such that F injects in G/G N . We fix g ∈ F + , and let r be such that g ∈ G N −r−1 \ G N . We want to show the slightly stronger property that the natural map p N : W (F + ) → F + → G/G N has finite fibers. We prove it by induction on r, with an argument partially similar to 10.2, but simpler:
• Assume that r = 0. If p N (w) = g, we have w = f 1 · · · f ℓ , where every f i is in F ∩(G N −1 \G k−1 ).
Thus min(F \ G k ) ℓ ≤ g, thus ℓ ≤ ℓ 0 depending only on F, g, and card(p −1 N ({g}) ≤ (card(F )) ℓ0 . • Assume that r > 0 and the result is known for r − 1. Assume to the contrary that we have an infinite sequence (w n ) of words in W (F ) such that p N (w n ) = g. We write
w n = f n,1 w n,1 · · · f n,in w n,in , where each f n,i is in F \G N −r+1 and each w n,i is in W (F ∩G N −r+1 ). Necessarily, f n,i ∈ G N −r , thus min(F \ G N −r ) in = min(F ∩ (G N −r \ G N −r+1 )) in ≤ g, thus i ≤ i 0 depending only on F, g. Thus at least one of the sequences (w i,n ) n is infinite. By the induction hypothesis, every such infinite sequence has a subsequence on which p N is injective, and since p N ( F + ) is well ordered, another subsequence is increasing. By the diagonal process, we can assume that every sequence (w i,n ) n is increasing or constant, and that one of them is infinite. But then (p N (w n )) n is increasing, contradiction.
Remark. If we did not know already that p N ( F + ) (or F + ) is well-ordered, we would make it part of the induction on r, and we would get the bonus that its ordinal is at most ω N . 10.4. Compatibility with u. Inspired by [Kielak 2018], for the proof of Theorem 7.2 we shall require the order to be compatible with u in the sense that (u(x) > 0 ⇒ x > 1). This is possible by changing the definition of (G n ), setting 
