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Resumen
La calidad de los productos de software está estrechamente relacionada con la calidad 
de los requisitos especificados desde las primeras etapas del proceso de desarrollo; las 
propuestas encaminadas a la especificación de requisitos realizan incipientes esfuerzos 
para lograr que los requisitos del software sean lo suficientemente completos como 
para lograr la traducción de las necesidades y expectativas de los usuarios al producto 
final. En este artículo se presenta una propuesta para mejorar la calidad, en cuanto a 
completitud, de especificaciones de requisitos escritas en un subconjunto del español 
denominado español restringido, utilizando para ello un enfoque lingüístico basado 
en la gramática de casos. 
Palabras claves: Ingeniería de requisitos, calidad de requerimientos, Proce-
samiento de Lenguaje Natural (PLN), gramática de casos, análisis automático 
de completitud de requisitos.
Abstract
Software product quality is closely linked with requirements quality from development 
process initial stages; proposals directed to requirements specification make incipient 
efforts to reach software requirements complete enough to reach the translation of 
user needs and expectations into the final product. In this paper we present a proposal 
for quality enhancement, especially in completeness, of requirements specifications 
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1.  INTRODUCCIÓN
En el proceso de desarrollo de software, la etapa de elicitación de requisitos es 
reconocida como una etapa crítica para el éxito de los proyectos, puesto que 
la calidad del producto final, en gran medida, está determinada por la calidad 
de la especificación de requisitos [1], [2], [3]. Así mismo, las especificaciones 
de requisitos cumplen una tarea fundamental en el proceso de Análisis y 
Diseño Orientado a Objetos (adoo), ya que a partir de ellas se lleva a cabo la 
identificación de los elementos que conforman el sistema [4], [5], [6]. Debido 
a esto, son diversas las propuestas dirigidas a mejorar la calidad de las espe-
cificaciones de requisitos, muchas de las cuales se basan en la interpretación 
de un lenguaje cercano al lenguaje natural1, escritas especialmente en inglés, 
alemán, japonés y francés [7]. Sin embargo, se desconocen propuestas definidas 
para especificaciones escritas en español. 
En este artículo se presenta una propuesta para mejorar la calidad, a nivel 
de completitud, de especificaciones de requisitos escritas en español restringido. 
La propuesta está basada en la gramática de casos planteada por Fillmore [8] 
y en un diálogo con el usuario que permite adquirir la información ausente 
detectada en la especificación.
Este artículo está organizado así: la sección 2 se dedica a la presentación de 
algunos trabajos relacionados; los planteamientos lingüísticos que sustentan 
la propuesta en relación con la gramática de casos se describen en la sección 3; 
posteriormente, en la sección 4 se presenta la propuesta, y en la 5 se plantea un 
caso de estudio mediante el cual se examinan los principales resultados. Las 
conclusiones y los trabajos futuros que se generan a partir de esta propuesta 
se presentan en las secciones 6 y 7 respectivamente.
written in restricted Spanish, a subset from Spanish, using a linguistic Case-Gram-
mar-based approach to reach this goal.
Key words: Requirements Engineering, Requirements quality, Natural Lan-
guage Processing (NLP), Case Grammar, Automated Analysis of requirements 
completeness.
1 En el resto del artículo, cuando se hable de especificaciones de requisitos se refiere concreta-
mente a aquellas especificaciones que se obtienen de la interpretación de un lenguaje cercano al 
lenguaje natural.
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2. TRAbAJOS RELACIONADOS
En esta sección se aborda una descripción general de propuestas tendientes 
a mejorar la calidad de especificaciones de requisitos, agrupadas por las limi-
taciones que exhiben. (Información adicional de ellas puede encontrarse en 
[7]).
2.1. Manejo de clasificaciones de verbos y 
 estructuras propias carentes de generalidad
• Ohnishi (Customizable Software Requirements Languages) utiliza un lenguaje 
para la definición de requerimientos en idioma japonés restringido, al 
cual denomina x-jrdl, que se basa en casos semánticos y procura proveer 
una estructura que guíe al ingeniero de requisitos en la especificación. 
Sin embargo, la clasificación que realiza de los verbos es una clasificación 
propia y no tiene en cuenta que los verbos pueden tener diferentes sentidos 
dependiendo de los sustantivos que los acompañen.
• Rolland y Proix (A Natural Language Approach for Requirements Engineer-
ing) definen el modelo conceptual del sistema propuesto bajo un enfoque 
lingüístico que busca la formalización de mecanismos lingüísticos, los 
cuales son usados por el ingeniero de requisitos para abstraer fenómenos 
del mundo real. Su limitación es que utiliza una estructura definida para la 
determinación de los casos semánticos presentes en las especificaciones de 
requisitos, pero la frase podría no cumplir alguno de los patrones estruc-
turales que define.
2.2.  No se verifica la ausencia de información
• Wilson, Rosenberg y Hyatt (Automated Quality Analysis of Natural Language 
Requirements Specifications) abordan aspectos de calidad de los requeri-
mientos mediante una herramienta llamada ARM (Automated Requirements 
Measurement), que evalúa la estructura del documento de requerimientos, así 
como la estructura de las oraciones individuales y el vocabulario utilizado. 
Esta propuesta no está dirigida a la detección de información ausente en 
la especificación.
• Rolland y Proix, cuya propuesta se describe en el numeral anterior, no 
emplean los patrones estructurales para evaluar la completitud de los 
requisitos.
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• Fabbrini, Fusani, Gnesi y Lami (Quality Evolution in Software Requirements 
Specifications) establecen aspectos de calidad para las especificaciones 
planteadas en lenguaje natural, diferenciando entre aspectos de calidad de 
las oraciones y de todo el documento. Esta propuesta asume que las frases 
no presentan ausencia de información.
• barr (Identifikation von Spezifikationsmustern im Echtzeitentwurf Anhand der 
Fallstudle Antiblockiersystem) plantea la detección de patrones de especifi-
cación, los cuales soportan la transformación de requerimientos en lenguaje 
natural no estructurado a un lenguaje de especificación formal, mediando 
para ello un lenguaje semiformal. En su enfoque se asume que la especifi-
cación no presenta ausencia de información.
• Juristo, Moreno y López (How to Use Linguistic Instruments for ooa) pro-
ponen un proceso que acepta cualquier especificación de requerimientos 
escrita en lenguaje natural, y arroja como resultado un modelo orientado 
a objetos; inicialmente se prepara la especificación detectando sinonimia y 
homonimia, además de clasificar el discurso en estático y dinámico, para 
luego reformatearlo de acuerdo con un lenguaje llamado lenguaje de utili-
dad, que se utiliza para la conversión final al modelo orientado a objetos. 
(Información adicional puede encontrarse en [9]). Sin embargo, aunque se 
presentan guías para dar formato a los requerimientos, no se realiza un 
examen de la calidad de las especificaciones a nivel de completitud.
• Dallner, Günther y Rupp (Die Erstellung Eines Objektmodells Aus Natür-
lichsprachlichen Beschreibungen) plantean un método para dar soporte a un 
analista de sistemas durante el proceso de identificación de requerimientos 
de un modelo de análisis orientado a objetos (aoo) con descripciones en 
lenguaje natural, especificando algunos patrones lingüísticos que pueden 
ser trasladados directamente a un modelo de aoo. Como las demás, esta 
propuesta no evalúa la completitud de las especificaciones.
• bryant (Object Oriented Natural Language Requirements Specification and 
Linguistically Based Requirements Engineering) plantea una metodología 
para convertir una notación en lenguaje natural a un diseño orientado a 
objetos que se basa en la teoría de gramáticas de dos niveles (Two-Level 
Grammars, tlg), en la cual el proceso de generación del diseño oo puede 
ser automatizado porque la especificación tlg es lo suficientemente formal 
para permitirlo. Esta propuesta asume que la especificación de requisitos 
no presenta ausencia de información.
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• Fliedl, Kop, Mayerthaler, Mayr y Winkler (Linguistic Aspects of Dynamics 
in Requirements Specifications and Linguistically Based Requirements Engineer-
ing) plantean cómo, a partir de especificaciones en lenguaje natural, en el 
campo de los sistemas de información se llega a una especificación inter-
media denominada kcpm (Klagenfurt Conceptual Predesign Model), de la cual 
puede derivarse el diseño oo (uml, omt o er) mediante reglas [10]. Pese a 
lo completo de su método, los autores no realizan una evaluación de las 
especificaciones a nivel de completitud, y la ausencia de esta información 
sólo se percibe de manera indirecta a través de la ausencia de los elementos 
que conforman los diagramas.
2.3.  No se concibe que el proceso pueda ser automatizable
• Götz y Rupp (Regelwerk–Natürlichsprachliche Methode) se enfocan en la detec-
ción de defectos en las especificaciones elaboradas en lenguaje natural y en 
la definición de reglas que permitan establecer si una sentencia es correcta 
o no. Sin embargo, aunque se presentan reglas que sirven como guías para 
la evaluación de la especificación, éstas aparecen sólo como derroteros que 
debe seguir el analista a modo de lista de chequeo, sin considerar la posible 
automatización del proceso.
• Dallner Günther y Rupp, cuya propuesta se describe en el numeral anterior, 
tienen un método concebido para dar soporte al analista en el proceso de 
modelamiento orientado a objetos, pero no para que sea soportado por una 
herramienta.
Como se puede apreciar, los métodos anteriormente expuestos presen-
tan limitaciones a nivel de análisis de completitud de las especificaciones. 
Así mismo, se desconocen propuestas en este sentido basadas en el idioma 
español. En la siguiente sección se presentan los conceptos que sustentan la 
investigación que motiva este artículo.
.  GRAMáTICA DE CASOS
En la gramática de casos, propuesta por Fillmore [8], el verbo es el foco de 
una oración, y los sustantivos que lo acompañan se encuentran en un tipo de 
relación particular con el verbo que se denomina caso. Cada verbo es clasificado 
de acuerdo con su marco de casos, es decir, con el conjunto particular de casos 
que deben ocurrir cada vez que el verbo es usado en una oración. No existe 
consenso en cuanto al conjunto de casos que debe ser utilizado para definir un 
marco de casos; sin embargo, es aceptado que un número pequeño de casos 
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es suficiente para modelar todos los verbos en el lenguaje [8], [11]. Además, 
está estipulado que, con pocas excepciones, el mismo caso no puede ocurrir 
más de una vez en una misma oración [12]. 
En la tabla 1 se describen los principales casos utilizados en la propuesta.
Tabla 1
Casos utilizados en la propuesta
Caso Definición
Agnt Agente: Persona o cosa que realiza un evento.
Instr Instrumento: Objeto inanimado que un agente utiliza para llevar a cabo un evento. Puede ser parafraseado mediante la palabra usando.
Exp Experimentador: Entidad que recibe, acepta, experimenta o sufre el efecto de una acción.
Thm Tema: Entidad que es movida por la acción o evento denotado por el predi-cado. 
Perc Percibido: Hace referencia a la entidad percibida; a menudo es apareado con exp.
Go Objetivo: Lugar al cual se mueve algo, o cosa hacia la cual se dirige la acción.
Loc Ubicación: Identifica el lugar o la orientación espacial de un estado o acción. 
El marco de casos de cada verbo presenta casos obligatorios, aquellos sin 
los cuales la oración carecería de sentido, y opcionales, los cuales modifican la 
oración haciéndola más específica en tiempo, lugar, modo, etc.  En el ejemplo 
siguiente, tomado de [13], para la oración “John va a Boston en bus” se tienen 






El marco de casos correspondiente a un verbo deberá estar disponible en 
un lexicón2 junto con información de las frases nominales (sustantivos) que 
2 Diccionario computacional en el que aparecen las palabras con sus respectivos aspectos sintác-
ticos y semánticos asociados de acuerdo con los criterios definidos para su composición. En este caso 
interesan los casos semánticos. En esta propuesta se tomará como base el lexicón desarrollado por la 
profesora Bonnie Dorr en la Universidad de Maryland [14].
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aparecen en las oraciones, estableciendo para cada una de ellas los posibles 
casos que podrían desempeñar en un momento determinado. Información 
de las preposiciones que preceden a las frases nominales también hace parte 
del lexicón, puesto que éstas presentan indicios sobre la presencia de ciertos 
casos semánticos. Por ejemplo, la preposición con generalmente precede al caso 
instr. Esta información servirá de insumo para el análisis semiautomático de 
los casos que hacen parte de las oraciones, permitiendo determinar los casos 
ausentes en ellas.
4.  DESCRIPCIÓN DE LA PROPUESTA
Dada una especificación de requisitos, para cada oración se realizan las si-
guientes etapas:
4.1.  Análisis sintáctico 
Mediante este proceso se valida que la oración pertenezca a la gramática que 
define un subconjunto del español (al cual se ha denominado español restrin-
gido). Además, se identifican las categorías (artículo, frase nominal, verbo, 
preposición, etc.) de cada uno de los constituyentes de la oración.
4.2.  Determinación del sentido del verbo3
El sentido de un verbo no es único. Por ejemplo, el verbo adquirir puede tener, 
entre otros, el sentido de aprender (si lo que se adquiere es información) o 
comprar (si lo que se adquiere es un bien). En un lexicón se encuentran los 
posibles sentidos que puede tener un verbo y los casos asociados a cada uno 
de estos sentidos. En la tabla 2 se presenta un ejemplo con información del 
verbo lograr extraída de [14].
Mediante los casos semánticos presentes en la oración es posible establecer 
de manera semiautomática el sentido del verbo [15, 16 y 17]. Sin embargo, 
éste no es un proceso trivial, por lo tanto se pedirá al usuario que elija, de los 
posibles sentidos que ofrece el lexicón, aquel que corresponde al sentido de 
utilización del verbo en la oración.
3 Esto supone que cada oración sólo puede tener un verbo; es decir, debe omitirse el uso de verbos 
auxiliares.
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Tabla 2
Información del verbo lograr extraída de [14]
Verbo Sentido Casos obligatorios Casos opcionales
Lograr
Get Agnt, thm Src(), ben(por)
Attain Agnt, thm Src(), ben(por)
Achieve Agnt, thm Src(), ben(por)
Accomplish Agnt, thm Src(), ben(por)
Obtain Agnt, thm Src(de), ben(por)
Succeed in Thm, loc
4.3.  Determinación de casos ausentes
Cada oración puede estar constituida por casos obligatorios y opcionales; 
inicialmente se da prioridad al apareamiento de casos obligatorios (ya que 
sin ellos la oración carece de sentido) y posteriormente se procede al apa-
reamiento de los casos opcionales, los cuales deberán presentarse puesto que 
brindan información adicional del sistema.  El proceso es análogo; sólo que 
en la determinación de los casos opcionales ausentes se tienen en cuenta las 
identificaciones realizadas para los casos obligatorios ausentes.
Para cada frase nominal de la oración se realizan los siguientes pasos:
• Se establece el sustantivo principal en la frase nominal.
• Con ayuda del lexicón se determinan los casos en los que puede participar 
el sustantivo.
• Se realiza la intersección o apareamiento de los casos del sustantivo y los 
casos obligatorios del verbo.
• Si la intersección da como resultado el conjunto vacío, el sistema deberá 
interrogar al usuario para que éste ingrese la información faltante. De lo 
contrario, siempre y cuando el caso no haya sido apareado con otra frase 
nominal, se almacena el caso que cumple la frase nominal en la oración 
(agnt, loc, exp, etc.). Considerando que un caso normalmente ocurre una 
sola vez en cada oración, esta información facilita el apareamiento de los 
casos correspondientes a las otras frases nominales de la oración.
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• Si existen casos obligatorios ausentes. Luego de que el usuario ingrese la 
información requerida, se repite todo el proceso hasta que los casos obli-
gatorios sean apareados.
Una vez apareados todos los casos obligatorios, puede llevarse a cabo el 
análisis de casos opcionales ausentes.
.  CASO DE ESTUDIO
Para ilustrar la propuesta, a continuación se presenta un caso de estudio 
adaptado de [18]. 
Especificación de requisitos en términos del escenario Retiro de dinero.
1. El cliente tiene una cuenta
2. El cliente conoce su clave
3. El sistema inicia el retiro
4. El cliente ingresa la cuenta 
5. El sistema toma la cuenta y la clave
6. El cliente ingresa la cantidad desde el teclado
7. El sistema toma la cantidad
. El sistema genera la información del retiro
9. El banco toma la información del retiro
10. El banco aprueba el retiro
11. El sistema dispensa el dinero
12. El retiro finaliza
Con el ánimo de mostrar el proceso, sólo se tomarán las cuatro primeras 
oraciones. Cada oración es sometida a los procesos especificados en la sección 
anterior. Se obtuvieron los siguientes resultados:
1. Análisis sintáctico 
Se realiza cumpliendo con las reglas definidas por la gramática4, y arroja como 
resultado los árboles sintácticos que catalogan los constituyentes de cada una 
de las oraciones. En la figura que aparece a continuación se detalla el árbol 
sintáctico correspondiente a la frase N° 1. De forma análoga se realizan los 
árboles correspondientes a las demás frases.
4 Con el ánimo de hacer énfasis en el análisis de casos, se omiten los detalles relacionados con la 
gramática que restringe el español y el análisis sintáctico.
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Las convenciones son: S = Oración, NP = Frase Nominal, Deter = Determinante, Art = Artículo, N = 
Sustantivo, VP = Frase Verbal, V = Verbo.
Figura 1. Arbol sintáctico correspondiente a la frase 
El cliente tiene una cuenta.  
2.  Determinación del sentido del verbo
En la tabla 3 se ejemplifica el proceso para el verbo tener; de manera similar 
se procede con los verbos de las otras oraciones, extrayendo del lexicón la 
información requerida para llevar a cabo el proceso.
Tabla 
Información del verbo tener extraída de [14]
Verbo Sentido Casos obligatorios Casos opcionales
Tener
Get Agnt, thm src, ben(por)
Get Agnt, ben, thm Src
Hold Agnt, thm instr(por)
Hold Agnt, thm Loc





Hold Agnt, thm, loc
Luego de esto, se presenta al usuario un menú con los sentidos del verbo 
tener (get, hold, possess, have) y se le solicita que elija el sentido que mejor se 
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el sentido possess, que no presenta casos opcionales y cuyos casos obligato-
rios son thm y loc. De manera análoga se procede con los verbos de las otras 
oraciones. La información de los verbos luego de establecer sus sentidos se 
presenta en la tabla 4.
Tabla 4
Información de los verbos luego de establecer sus sentidos
Verbo Casos obligatorios Casos opcionales
Tener Thm, loc
Conocer Exp, perc
Iniciar Agnt Thm, go
Ingresar Agnt, exp Instr
3.  Determinación de casos ausentes
Para llevar a cabo esta tarea se requiere información sobre los casos asocia-
dos a cada uno de los verbos, la cual ha sido obtenida en la etapa anterior, e 
información sobre los casos que podría desempeñar cada frase nominal en 
una sentencia, la cual es suministrada por el lexicón, tal como se compendia 
en la tabla 5.
Tabla 
Información de las frases nominales extraída del lexicón
Frase nominal Casos posibles
Cliente Agnt, exp, loc, perc
Cuenta Thm, exp, perc
Clave Thm, exp, perc
Retiro Thm, exp, perc
Sistema Agnt, exp, loc, perc
Luego se procede con el apareamiento de los casos:
5 Los casos que una frase nominal podría desempeñar en una frase están ordenados de acuerdo 
con la probabilidad de ocurrencia de ellos. Por ejemplo, en la frase nominal cliente es más probable 
que éste aparezca como agnt que como exp. De igual manera, es más probable que aparezca como exp 
que como loc y así sucesivamente. Esta disposición de los casos facilita su apareamiento.
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3.1.  Determinación de casos obligatorios ausentes
3.1.1. Sentencia 1: El cliente tiene una cuenta
Verbo: Tener  Frase nominal: Cliente
Casos obligatorios: Thm, loc ∩ Posibles casos: Agnt, exp, loc, perc
Resultado del apareamiento: Cliente  =  Loc
El apareamiento de casos da como resultado que cliente desempeña el caso 
loc en la sentencia. Por lo tanto, el caso loc no puede presentarse nuevamente 
en la sentencia.
Verbo: Tener  Frase nominal: Cuenta
Casos obligatorios: Thm, loc ∩ Posibles casos: Thm, exp, perc
Resultado del apareamiento: Cuenta =  Thm
El verbo tener presenta los casos obligatorios thm, loc, y no tiene casos op-
cionales, por lo tanto puede omitirse la evaluación de casos opcionales y se 
concluye que la sentencia no presenta casos ausentes.
3.1.2. Sentencia 2: El cliente conoce su clave
Verbo: Conocer  Frase nominal: Cliente
Casos obligatorios: Exp, perc ∩ Posibles casos: Agnt, exp, loc, perc
Resultado del apareamiento: Cliente  =  Exp
Verbo: Conocer  Frase nominal: Clave
Casos obligatorios: Exp, perc ∩ Posibles casos: Thm, exp, perc
Resultado del apareamiento: Cliente  =  Perc
Se puede observar que en primera instancia el caso que aparea es exp. Sin 
embargo, éste debe ser descartado debido a que ya ha sido asignado. Los casos 
obligatorios han sido determinados y el verbo no presenta casos opcionales, 
por lo tanto puede concluirse que no existen casos ausentes en la sentencia.
3.1.3. Sentencia : El sistema inicia el retiro
Verbo: Iniciar  Frase nominal: Sistema
Casos obligatorios: Agnt ∩ Posibles casos: Agnt, exp, loc, perc
Resultado del apareamiento: Sistema  =  Agnt
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El único caso obligatorio agnt ha sido apareado. Así mismo, el verbo pre-
senta casos opcionales que se deben aparear en la siguiente fase.
3.1.4. Sentencia 4: El cliente ingresa la cuenta
Verbo: Ingresar  Frase nominal: Cliente
Casos obligatorios: Agnt, exp ∩ Posibles casos: Agnt, exp, loc, perc
Resultado del apareamiento: Cliente  =  Agnt o exp?
Los casos agnt y exp han sido apareados y en esto se presenta ambigüedad. 
Por ello, se posterga la elección del caso con el fin de realizar el apareamiento 
de las otras frases nominales. Si una vez realizado dicho apareamiento la am-
bigüedad persiste, ésta podría ser resuelta teniendo en cuenta las posibilidades 
de ocurrencia de los casos (en este caso agnt tiene una mayor posibilidad de 
ocurrencia que exp).
Verbo: Ingresar  Frase nominal: Cuenta
Casos obligatorios: Agnt, exp ∩ Posibles casos: Thm, exp, perc
Resultado del apareamiento: Cuenta  =  Exp
El apareamiento de cuenta corresponde a exp, lo cual resuelve la ambigüe-
dad presentada anteriormente:
Verbo: Ingresar  Frase nominal: Cliente
Casos obligatorios: Agnt, exp ∩ Posibles casos: Agnt, exp, loc, perc
Resultado del apareamiento: Cliente  =  Agnt
La sentencia no presenta omisión de casos obligatorios. Los casos opcionales 
que presenta el verbo serán apareados en la siguiente fase.
3.2.  Determinación de casos opcionales ausentes
3.2.1. Sentencia : El sistema inicia el retiro
Considerando que Sistema = Agnt, se realizará la evaluación para las restantes 
frases nominales.
Verbo: Iniciar  Frase nominal: Retiro
Casos opcionales: Thm, go ∩ Posibles casos: Thm, exp, perc
Resultado del apareamiento: Retiro  =  Thm
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Todas las frases nominales de la sentencia (sistema y retiro) han sido apa-
readas. Sin embargo, la frase presenta la ausencia del caso opcional go.
3.2.2. Sentencia 4: El cliente ingresa la cuenta
Debido a que Cliente = Agnt y Cuenta = Exp, no existen otras frases nomina-
les por evaluar. Por lo tanto, la frase presenta la ausencia del caso opcional 
instr.
En resumen, las oraciones 1 y 2 no presentan casos ausentes. La sentencia 
3 presenta la ausencia del caso opcional go. Éste deberá ser establecido, para 
lo cual se interrogará al usuario de la siguiente manera:
• El sistema inicia el retiro: ¿De qué?
De manera similar, la sentencia 4 puede mejorar su completitud si se esta-
blece el caso ausente instr. De nuevo se interrogará al usuario:
• El cliente ingresa la cuenta: ¿A través de qué medio?
6.  CONCLUSIONES
La calidad de los productos finales de software está directamente relacionada 
con la calidad de las especificaciones de requisitos establecidas desde las pri-
meras etapas del proceso de desarrollo. De manera particular, la completitud 
de las especificaciones es uno de los aspectos que tienen mayor impacto en el 
Análisis y Diseño Orientado a Objetos (adoo), en la medida en que facilita el 
reconocimiento de los elementos del sistema. En este artículo se ha presentado 
una propuesta para mejorar la completitud de especificaciones de requisitos 
escritas en español restringido. La propuesta está basada en un tratamiento 
lingüístico de las oraciones, haciendo uso de la gramática de casos propuesta 
por Fillmore [8], con el fin de detectar la información ausente en la especifica-
ción, y en un diálogo con el usuario para adquirir la información faltante. 
La gramática de casos ha mostrado ser una poderosa herramienta en este 
proceso. Sin embargo, se reconocen retos importantes relacionados con el 
tratamiento de la ambigüedad en la determinación del sentido del verbo en 
cada sentencia y el apareamiento de casos.
Aunque existen trabajos relacionados, de los cuales se presenta una revi-
sión general, se desconocen propuestas, en este sentido, para especificaciones 
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una propuesta para mejorar la completitud 
de requisitos utilizando un enfoque lingüístico
escritas en español. Así mismo, la definición de los recursos léxicos, a utilizar 
en combinación con la gramática de casos, y el método de apareamiento de 
casos son aspectos destacables de la investigación. Se presentó también un 
caso de estudio que arroja un análisis de los casos ausentes y puede servir de 
base para la elaboración de una herramienta computacional que contribuya 
a mejorar la completitud de los requisitos.
.  TRAbAJOS FUTUROS
Como resultado de esta investigación, quedan planteados temas que pueden 
ser abordados en futuros proyectos, entre los que se cuentan:
• Automatizar el método de identificación del sentido de los verbos.
• Construir un lexicón especialmente diseñado para el apareamiento de casos 
del español bajo los postulados de la gramática de casos.
• Elaborar los casos de uso de un posible prototipo en el cual se implemente 
la propuesta, y desarrollar ese prototipo.
• Definir los mecanismos para generar el diálogo que busca la completitud 
de los requisitos.
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