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PROBLEM DEFINITION: AN OVERVIEW 
“Invest in the Future: Defeat Malaria” 
- Roll Back Malaria Campaign (1) 
A Global Problem 
Preventable and treatable, malaria transmission is ongoing in 97 countries, killing an estimated 
627,000 people in 2012 and putting 3.4 billion people at risk of serious illness (2). An 
estimated US$ 5.1 billion is needed to achieve global investment targets for disease 
intervention, of which a total of $2.5 billion from international and domestic funding sources 
was available in 2012 (2). 
Although 136 million long-lasting insecticidal nets (LLINs) were delivered to endemic 
countries in 2013 (2), issues such as the relatively high personal costs of purchasing, human 
error in set up and equipment degradation (e.g. holes in the netting, loss of insecticide 
effectiveness) can jeopardise individual intervention (3-5). Drug treatment is also undergoing 
increased rates of parasite resistance in the administration of artemisinin-combination 
therapies (ACTs), amodiaquine and mefloquine (6). 
Faced since the 1980s with the recognition that malaria eradication could not be conceived in a 
short term program (7) alongside a projected global population of over 9 billion by 2050 (8); 
the commitment to prevent outbreaks, reduce morbidity and overall disease prevalence has 
led multiple organisations to alternate between over-optimistic expectations and “fire-fighting 
strategies” (7). Exacerbated by socioeconomic and political issues, the main region of 
transmission is within Sub-Saharan Africa where the most lethal malaria-causing parasite 
Plasmodium falciparum exists, carried by major African vectors in the genus Anopheles which 
causes the greatest health complications and highest rates of mortality (2, 9). 
The Vector 
The obligate intracellular protozoa, P. falciparum, is carried by the vector group Anopheles 
gambiae s.l. (9, 10). As a major contributor of global malaria morbidity and mortality (2), An. 
gambiae s.l. is divided into seven species (11) where the freshwater species include the two 
main malaria vectors; Anopheles arabiensis and Anopheles gambiae s.s. The latter is being 
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explored within this thesis owing to its greater collection of biological data1. This species is 
additionally divided into five chromosomal forms; Bamako, Bissau, Forest, Mopti and 
Savannah. Occurring sympatrically but segregated environmentally (12-15), these 
chromosomal variants correspond to real ecological markers (16-18). As mosquito population 
data continues to be collected at different sites across Sub-Saharan Africa, the species has 
undergone further division. In 2001, the taxonomy of An. gambiae s.s. was modified with the 
division of the species into two molecular forms; M and S (19-20) on account of their distinct 
niches and reproductive isolation. Reclassification within this complex has continued; the M 
form has been elevated to species status as An. coluzzii and the S form to An. gambiae s.s. It is 
also likely to continue which causes two issues. Firstly, assumptions must be made when using 
historical environmental and behavioural studies of An. gambiae s.s. sub-populations that 
despite genetic-based reclassification, their sensitivities and responses to external forcing are 
indistinguishable. Secondly, where long term mosquito population studies are not being 
undertaken, that unless otherwise expressed, the same species or molecular forms are 
assumed to have existed there over time and are thus representative of the current populations 
present.  
Universally, it is known however that all An. gambiae s.s. females require a vertebrate host for 
the completion of the asexual and sexual sub cycles of reproduction (21). A female mosquito 
takes at least one blood meal to mature each egg batch and can pass on infectious sporozoites 
into the host’s bloodstream each time (Fig. 1). Female mosquitoes are known to feed off 
multiple targets and if interrupted during feeding, will immediately find a new target to mature 
her eggs, which can cause malaria to spread quickly once established (22). Two factors that 
contribute greatly towards a high biting and potential transmission rate, and consequent speed 
of disease establishment and spread, are larval habitat and mosquito dispersal.  
A large range of larval habitat exists including dams, drainage ditches, irrigated land, rainwater 
pools, potholes, footprints and ponds where water is still or slow moving. It is important to 
understand the local spatial structure and movement of this species to locate malaria hotspots 
and areas under risk. The localised structure additionally operates within a regional migration 
framework largely composed of fragmented data, which makes estimating immigration and 
emigration into discrete areas challenging. An. gambiae s.l. was estimated to travel a maximum 
dispersal distance of 750m around Gambian villages (23) and 350-650m day-1 (24) in Burkina 
                                                        
1 A google scholar search for “Anopheles gambiae s.s.” yields 14400 articles, “Anopheles arabiensis” 7620, “Anopheles funestus” 8930. 
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Faso. Figures increase to 3km (25) and 3.2km depending on the size of the larval habitat and 
wind direction (26). In a mark-release-recapture2 (MMR) study within the central part of the 
Gambia, a movement index of 17.2% was calculated for mosquitoes released after feeding and 
20.1% for those released unfed, with specimens caught in other villages 1-1.4km away (28). 
These results are consistent with the findings of Constantini et al. (1996) where An. gambiae s.l. 
had a calculated survival of 80% to 88% per day. Estimates of An. gambiae s.l. daily survival 
rates also vary greatly, from 36% (29) to 93% (30). Okogun (31) demonstrated that 
temperature was an important driver, calculating mean mortality rates between 37% and 56% 
for eggs, larval instars and adults, and highlighting the importance of larval cannibalism. (29) 
 
Figure 1) Life cycle of Anopheles gambiae s.s. from egg to adult listing the average number of days in each stage. 
The survival of an organism naturally affects its ability to disperse. Where environmental 
conditions are suitable and constant, Anopheles mosquitoes are assumed to travel up to a 
maximum distance in order to complete its cycle of egg laying or host searching (Fig 1). 
Establishing this distance is important for spatial investigations of population size and 
distribution. Studies in other members in the An. gambiae s.l. complex have collected 
individuals as far as 500km away from the nearest larval habitat (32) with no evidence of any 
intermediate temporary habitat, suggesting human aided transportation or strong winds. For 
An. gambiae s.s., many experts place estimates of approximately 1km or simply “as far as they 
need to go” to locate a host; often a human settlement or social aggregation of vertebrate hosts, 
or suitable breeding habitat which determines the overall risk of exposure to people (33). It is 
                                                        
2 The values obtained by MRR methods have been criticised for being inefficient at detecting long distance dispersal and shown to rarely 
demonstrate if the dispersal actually resulted in effective breeding (27).  
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safe to assume and highly likely that transmission intensity is a function of distance from larval 
habitats with mosquitoes moving in a multistep process using relatively short step lengths 
(34).  
Once a population is established, its growth rate and impacts are dependent on the location’s 
suitability. Malaria epidemics are typically associated with rural areas where there are 
extensive pools of water that are suitable for larval development and poor accessibility to 
health resources. Rural riverside villages are therefore particularly vulnerable and typically 
have very high densities of mosquitoes with over a hundred in each house (26). These areas 
also carry out anthropogenic activities such as water resource development and agriculture, 
which play a large role in exposing populations to malaria. Mapping land use and population 
density can give an indication of potential risk but are usually measured as coarse averages 
over significant distances, ignoring the distribution of heterogeneity within, such as the 
clustering of houses which is common across Sub-Saharan Africa due to increased urbanisation 
and often, a hostile physical environment (35).  
A Climatic Perspective 
Ironically it is when the environment is most hostile that malaria rates decrease in Sub Saharan 
Africa as An. gambiae s.l. populations have temperature and moisture thresholds. Climate 
mainly operates by determining the seasonal availability of breeding places (33), causing 
varying environmental variables across Africa with many microclimates which harbour 
particular species of different population sizes at distinct times. In some regions, transmission 
is permanent with as many as a thousand infective bites per person per year such as 
Brazzaville in the Congo (36). Geographical analyses have created classification systems such 
as Boyd’s (1949); often based on transmission, stability, prevalence and clinical incidence, 
which are a function of temperature, rainfall and humidity that all play an important role in the 
distribution of the disease (37, 38).  
Seasonal temperatures and local geographical characteristics can be responsible for epidemics 
(26). Unfortunately many time series studies of malaria epidemics ignore climatic factors and 
instead focus on anthropogenic activities such as deforestation (39). Climate has been 
considered to be the most important factor in limiting the transmission and distribution of 
malaria on a large scale, making transmission impossible in some areas (40). The effects of 
temperature on the transmission cycle of the malaria parasite are manifold, especially in 
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sporogonic duration and mosquito survival (40). Local temperatures can alter the sporogonic 
cycle length of P. falciparum, which takes 45 days to develop at 16C° and only 5 days at 30C° 
(41). Importantly, if the local air temperature is suboptimal, the duration of the cycle increases 
and the proportion of insects reaching the age of transmission decreases causing drops in 
human infection (26). Overall, temperatures may lead to a prolonged transmission season (42), 
changes in rainfall that force year round transmission (42) and/or shifts in vector distribution 
(43). 
Accounting for temperature and predicting its effects on a vector system is complex so ideally, 
a series of temperature scenarios should be investigated to represent changes in temperature 
over space and time. Global climate models (GCMs) should be viewed carefully as a source of 
data due to inaccuracies, assumptions and lack of real time data (44) and because the 
distribution of malaria is the product of a mosaic of factors - both anthropogenic and natural 
(45). Despite its importance, temperature cannot explain all epidemics with evidence of little 
correlation between ambient temperature and malaria infections over a thirty year period in 
Kenya (46), and continued epidemics in Kabale, Uganda where the difference between the 
hottest and coldest year was as low as 1.2°C (47). In the latter, rainfall records showed a 
twofold increase when disease transmission spiked.   
Rainfall has a strong relationship with vector abundance (48). Precipitation values vary 
considerably across the continent from less than 100mm annual rainfall in areas of desert in 
the Sahel and Sahara to over 2000mm in the rainforests of the Congo. There is great variability 
over space and time with many different rainfall regimes, especially in the number and 
intensity of the rainy seasons (49). The Sahara and Namib coastal deserts at the North and 
Southwest are dominated by subtropical anticyclones, separated by tropical regions where 
malaria is an environmental constant (50) and people either have innate or acquired immunity 
(51). The movement of the ITCZ (Intertropical Convergence Zone) in response to solar heating 
gives the northern and southern belts monsoonal climates with summer rains and winter 
drought, and bracket a humid equatorial zone characterised by a high rainfall maximum (52). 
Uganda, which lies on the humid equatorial belt, had a dramatic increase in the number of 
malaria cases diagnosed at Kisizi hospital after heavy rainfall in 1995 (46). Ethiopia which 
experiences tropical monsoons had an epidemic in 1958 following particularly heavy rainfall, 
which is believed to have led to over 150,000 deaths (53). Peaks in transmission have also 
Introductory Material 
15 
 
been observed during the dry season after waters subside and pools are left behind in 
countries such as Cameroon, Mali and Chad (54).  
Rainfall does not however always explain why an epidemic has struck (55-56); for example no 
malaria repercussions occurred after serious flooding in Mozambique in 1999 (46). In 
understanding rainfall patterns and disease, research into the El Niño Southern Oscillation 
(ENSO), an important feature of the African climate (57-59), has revealed that an epidemic in 
north-eastern Kenya and southern Somalia occurred after the 1998 ENSO, which was the 
previous year (60). Malaria cases also doubled from 1997 to 1998 in south west Uganda (61). 
The impact of ENSO varies between countries and latitudes; in contrast to Kenya and Somalia, 
South Africa showed a synchronisation between below normal malaria incidence and a 
negative Southern Oscillation Index (El Niño), and above normal incidence with a positive 
Southern Oscillation Index (La Niña) (62).  
The integration of ENSO, rainfall and malaria has yet to be established as there are many 
inconsistencies, especially within the Sahel (63-64). Evidence exists to suggest a strong 
association between malaria and ENSO (65) but anomalies exist (66), making this relationship 
difficult to model for a local area. It is also further complicated by the egg and larval stages 
developing in water, which requires the estimation of surface/soil water. 
Measuring soil humidity as opposed to rainfall is considered to be more accurate in predicting 
mosquito density (67) because the ground saturation likelihood (68) functions as a direct 
measure of larval habitat availability, whereas rainfall feeds into this variable alongside 
temperature. In a climatic study, the variability in the density of bites was recorded to be 45% 
dependent on soil humidity and only 8% on precipitation (67). In general, low soil humidity 
can be correlated to smaller mosquito populations (69) where the creation of an artificial 
water body can be the only explanation for an epidemic (28).  
Many models or investigations aim to combine temperature, rainfall and/or relative humidity, 
or soil humidity in various combinations to explain malaria incidence trends, leading to the 
creation of weather driven models (70). Polynomial distributed lag models found malaria was 
associated with rainfall and minimum temperature in Ethiopia (71). Rainfall and maximum 
temperature were fitted to a biological transmission model at a lag of four months in 
Zimbabwe (72) and nine weeks in Ghana (73). Interannual differences in malaria were linked 
to both rainfall and temperature in South Africa (74). Spearman’s correlation analysis of mean 
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relative humidity and precipitation in China showed a positive correlation to monthly malaria 
incidence (75). Temperature ranges and relative humidity also correspond to malaria 
incidence in India (55). Establishing connectivity between multiple meteorological variables 
can be difficult however (76) where many studies rely on data acquired from satellites or 
interpolation instead of observations made at the ground level. It is therefore necessary to 
superimpose local features such as relief, river systems, standing bodies of water and soil types 
to understand not only the local dispersal of mosquitoes but transmission risk.  
Human behaviour can increase or decrease this risk. An environmental study covering six risk 
factors; irrigation, earth roofing, animals in the house, windows, awnings, separate bedrooms, 
showed that when an individual was exposed to at least five risk factors, the risk of attack was 
22.8% higher than if exposed to zero or only one (77). As population density rises and urban 
sprawl inevitably expands into previously unsuitable areas (78), often alongside agricultural 
expansion (79-80) where key growing times can coincide with mosquito population growth 
(81-82), transmission is likely to increase. Using LANDSAT TM imagery, transmission risk was 
found to decrease over short distances in peri-urban settings as an inverse square function of 
proximity to larval habitat (23).  
A distinction is often made between maximum range and effective range of malarial damage as 
demonstrated in Uganda where breeding places of An. gambiae located 0.8km upwind of 
settlements had limited migration into villages and personal protection via bed nets proved 
adequate (83). Local problems arise due to the adaptability of An. gambiae s.s. which can breed 
in areas as small as a footprint, proximate to houses. Owning livestock can thus increase 
mosquito density, especially where herds are large, which compact the ground and inhibit 
throughflow (85). The ground will often be bare or sparsely vegetated from foot traffic from 
both humans and animals, or urbanised with concrete or tarmac surfaces, which can contribute 
to surface pooling without adequate drainage. This localised transmission makes interventions 
at the household level useful with an estimated 427 million long-lasting insecticide nets 
(LLINs) delivered to Africa since 2012 (85) and 123 million people protected by indoor 
residual spraying (IRS) in 2013, representing approximately 7% of the population at risk (85). 
Unfortunately, 39 countries have reported resistance to two or more insecticide classes, and P. 
falciparum has become resistant to most available antimalarial treatments with multi-drug 
resistance becoming an imminent concern (85).  
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Modelling Malaria 
Unprecedented efforts are now underway to eliminate malaria with the commitment of 
enormous financial resources (85), encouraging more applied models that provide insight into 
the effectiveness of potential control strategies. Historical models such as Ross and Macdonald 
(see Mandal 2011 for a review of mathematical malaria models) have evolved to include 
important variables within the environment and biology of the vector, host and parasite (86). 
Concepts such as threshold density have created different malaria zones based on endemicity, 
vector suitability, anopheline density, seasonal variations, immunity and incidence of the 
parasite (87). Indexes have additionally been derived to represent the contribution of 
regionally dominant vector mosquitoes to transmission (88) and vectorial capacity, which 
measures the spread of transmission from a single infective human subject (87). Many models 
have been extended to include age structure (90-92), acquired immunity, latency3 (93), 
incubation periods (94) and spatial heterogeneity (95) – creating many model types such as 
individual based models (96), habitat based models (97), integrated models (98). Some also 
incorporate the efficacy of control methods such as the impact of bednets, IRS, mass treatment, 
IPTi4 and pre-erythrocytic vaccines, which have demonstrated that transmission is not only 
complex over time but space (99-100). 
New technologies on the horizon of vector control development include homing endonuclease 
gene systems (HEG), which are being designed as part of a self-sustaining approach from the 
creation of genetically modified (GM) organisms that spread deleterious traits into wild 
populations. Tools need to be designed to give geneticists greater understanding for the 
application of their technology in the field where the environment is not constant and barriers 
of containment which exist in laboratories are difficult to control. With the aforementioned 
“self-sustaining GM”, there are ongoing concerns among scientists, the public and media over 
the possible effects of releasing this aerially mobile GM organism on human health and the 
environment, making it paramount for project and site investigators to demonstrate 
understanding in mosquito biology, movement and effective control. It can also form part of a 
toolset for geneticists to gain an environmental understanding of where their products will be 
released. 
                                                        
3 Both the period required for development of symptoms after infection and the length of the brooding period from egg to hatching 
4 Intermittent preventive therapy for infants based on mass drug administration and preventative measures for infection 
Introductory Material 
18 
 
The thesis explores environment and wild mosquito population dynamics to build an 
epidemiological “background” for a local area (10,000m2 ≤ area ≤ 169,000km2)5 for SS control 
to be investigated in sub-model phases. Emphasis is placed on small spatial scale model 
parameterisation to determine the persistence and efficacy of different end-product6 HEG type 
technologies outside of a laboratory setting. The effects of HEGs in a spatial context; their 
spread and effects including local extinction and reinvasion are also explored alongside the 
anthropogenic components; transmission and monitoring.  
With many insufficient current control programs in place and potential diversity of HEG 
activity able to at least partially fill the “eradication gap”; the management of several key issues 
are addressed in the following chapters7 (Fig 2) to promote future effective and safe 
application of this innovative technology. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                        
5 The concept of “local space” is subjective; depending on the viewpoint of a stakeholder. A resident of Bobo-Dioulasso may interpret their city 
as a “local” reference in comparison to the 13 administrative regions of Burkina Faso. Alternatively, a local resident may associate the 
immediate 100m∙100m environment; likely to contain their residence, place of employment and amenities as their “local” space thus an output 
scale was chosen within each chapter that appeared appropriate according to the vector in context of HEG project control management. 
6 A phased approach of sterile-inducing, decaying and SS HEG technology is in development (101). 
7 The chapter links are colour-coded according to their origin chapter box 
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Age Stage Matrix (ASM) Model 
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Figure 1) The main linking branches between chapters. The direction of the arrows represents the feeding of information into other chapters, 
demonstrating the overall connectivity. Abstracts after the next section (Aims and Objectives) discuss each chapter in more detail. 
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AIMS AND OBJECTIVES 
An overview of the aims and findings, summarised as an overarching question for each 
numbered Chapter and then broken down into sub-aims, is presented below; 
1. Can an area vulnerable to wild vector population establishment or reinvasion at multiple 
scales, ideally through time, be identified? 
⋅ Can a regional scale assessment of the water table be made to provide an overview for 
local studies to take place? 
⋅ Can a local area be analysed for habitat types as a proxy for the likelihood of mosquito 
establishment using freely available satellite imagery? 
⋅ Can the local area then be numerically analysed for two major drivers of larval 
mortality that are rarely modelled; soil surface temperature and soil moisture?  
2. Can the complex environmentally-driven biology of a vector, altering survival and 
development, be incorporated into a climate-driven model to determine the wild mosquito 
population size for targeting? 
⋅ Creation of an age and stage structured metapopulation matrix model, which 
incorporates cohort based survival and transition 
⋅ Creation of a tool which allows rapid recalibration of survival and transition 
parameters for life table data collected onsite 
3. What is the required efficacy of hypothesised modes of HEG technology at a controlled release 
site targeting 1km2? 
⋅ Identification of the most effective strategy from gender specific autosomal fecundity 
reduction, pupal transition failure, gender bias or driving-Y gender bias. 
⋅ Assessment of thresholds for these strategies to achieve successful control 
⋅ Investigation of HEG strategies under endemic and epidemic scenarios 
4. Within heterogeneous space, can HEG technology be applied to eradicate a local population 
under hypothesised semi-realistic settings using a multi-space model? 
⋅ Can HEG technology eradicate the wild mosquito population in a local area made up of 
different components, including host habitation and wild mosquito reproduction areas? 
⋅ Investigation of the distribution of both wild and HEG mosquitoes after release over 
time 
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⋅ Development towards a tool that can be used on a local scale for assessment of HEG 
technology 
5. Does the method of space discretisation matter when considering population movement? 
⋅ Development of different types of mosquito movement designed to represent both 
current and biologically-orientated methods created here 
⋅ Assessment of the differences between these methods and development of a final new 
method to model mosquito movement 
6. To what extent can monitoring schemes be feasible if designed to both be cost-effective and 
facilitate maximal data collection? 
⋅ Development of a route network for a monitoring scheme, where a fleet of vehicles can 
be controlled to visit a set of monitoring sites as efficiently as possible 
⋅ Can trapping schemes across space be investigated for their efficacy at capture under 
semi-realistic mosquito movement scenarios? 
7. Can an easily operated tool be made for site-managers to plan adequate control measures in 
the event of potential escapees emerging from possible rearing facilities? 
⋅ Development of an Excel model in stages which can be easily used to assess the 
movement of escapees from a site, gradually incorporating more detail and suggestions 
from project members and advisors 
⋅ Presentation of an Excel product in final stages of development with findings 
8. Can a persistent and cost-effective marking technique, which does not affect mosquito 
survival be established for use in MMR (Mark-Release-Recapture) studies to measure the 
movement of mosquitoes onsite? 
⋅ Investigation of different brands; including one popular brand and a new cheaper one, 
and various dust colours of these brands on mosquito survival over time 
⋅ Assessment of application methods currently used in the field on mosquito survival 
⋅ Evaluation of marking efficiency according to brand, colour and application method 
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ABSTRACTS 
Considering Aims and Objectives 
“I believe innovation (is when you) learn the basic facts.” – Bill Gates 
 
This thesis aimed to address the stated questions in the Aims and Objectives posed by various 
GMO (genetically modified organism) project sectors involving the biological domain of the 
major disease vector, Anopheles gambiae s.s., which is a source of major global mortality, 
contributing to both economic burdens and decreased standards of living from morbidity. The 
work here is presented as a step towards a final set of products; an array of tools which can be 
employed by project managers for effective disease surveillance by analysing various aspects 
of the vector’s biology, behaviour and likelihood of establishment.  
Chapter 1 
A Surface Water Model and Habitat Analysis for Discrete Metapopulation Modelling 
Can an area vulnerable to wild vector population establishment at multiple scales, ideally through time, be identified? 
Background: The general surface water availability determines the spatial and temporal 
distribution of Anopheles gambiae s.s. immature stages by providing breeding habitats for 
gravid adult females to lay eggs. As a primary malaria vector, estimating population size and 
location can aid implementation of targeted control application across space. Topographical 
and habitat classification analyses can gather spatial information to establish a particular 
area’s suitability for mosquito population establishment at different spatial scales 
(≈13km·13km →≈1km·1km), which can locate micro sites of interest (e.g. breeding habitats, 
host locations) to be used with local meteorological data or GCM (global climate model)/RCM 
(regional climate model) datasets for a temporal dimension in discretised metapopulation 
models.  
Methods: A surface soil moisture daily diagnostic equation created by Pan (2013) was adapted 
for modelling any area chosen within Ouagadougou, Burkina Faso. A back-propagation 
artificial neural network was used to calibrate evapotranspiration estimations based on the 
mean evapotranspiration rate of 30 widely used equations. Image classification was performed 
on multiple areas 1km·1km using Landsat 8 satellite imagery to create a population 
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establishment likelihood index according to habitat type which provides guidance on which 
areas to focus modelling efforts on. 
Results: Model results using the diagnostic equation were compared to ECMWF ERA-I data on 
topsoil moisture and showed good agreement despite the differences in spatial scale. Image 
classification was relatively successful (>0.89) in identifying water bodies and vegetation types 
which are indicative of soil saturation and potential surface pooling. 
Conclusion: Surface water volume estimations via water table review and satellite imagery 
classification can create zonations of mosquito habitat likelihood, from small puddles amidst 
vegetation to shallow minor lakes of a seasonal and intermittent nature, to be used alongside 
daily diagnostic equations when assessing a site’s changes in mosquito population over time. 
 
Chapter 2 
An Age and Stage Structured Discrete Mechanistic Model for Environmental Effects on 
Anopheles gambiae s.s. 
Can the complex environmentally-driven biology of a vector be incorporated into a climate-driven model? 
Background: Environmental factors such as temperature, precipitation and humidity are 
critical in determining the survival and development of An. gambiae s.s.. Discrete biological 
models are able to incorporate climate variability and use datasets, either from GCMs or locally 
sourced data, with thermal responses affecting survival or stage transition rates. The age of the 
vector is also a function of climate, decreasing with high thermal stress and extending at low 
development rates. A cohort based metapopulation model where sub-populations of different 
ages exist and undergo different environmental regimes can capture more detailed biological 
information. 
Methods: The ASM (age stage matrix) model uses a polynomial curve fit algorithm that 
determines the number that will transition through a stage based on the age structure of the 
current population. Factors such as air or ground temperature, precipitation or humidity, affect 
different mosquito life stages according to their development site, impacting density 
dependence and fecundity. Survival within each stage decays according to age and 
environmental factors. The increase in complexity is built on previously collected biological 
information and experimentation. 
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Results: The population dynamics of a single population located at an ideal site near a host 
population, where water availability is either unlimited or set by ERA-I data within a single 
space of 1km·1km, are presented. Parameters are altered in theoretical and practical scenarios 
including air temperature, modelled soil water temperature, relative humidity, precipitation 
and modelled soil water volume. Population peaks and thresholds under this system are 
investigated.  
Conclusion: Biological discrete models have the potential to understand the role of the 
environment with increasing detail as more data on mosquito survival is being collated. This 
model can be integrated into discrete adult movement models and calibrated to environmental 
monitoring data collected at a vector project site for use in projections of mosquito population 
size.  
Chapter 3 
Establishment of a Homing Endonuclease Gene (HEG) System in a Local Landscape 
What is the required efficacy of hypothesised modes of HEG technology at a small field site (1km2)? 
Background: HEG, a class of selfish genes, have demonstrated natural strong genetic drive and 
could consequently spread through populations when introduced. Their potential to eradicate 
An. gambiae s.s. populations when designed to cause gender-specific autosomal fecundity 
reduction, pupal transition failure, gender bias or driving-Y gender bias makes them desirable 
genetic tools, increasing their effects on a wild population as generations progressively gain a 
higher chance of acquiring a HEG copy through favourable gene drive. 
Methods: An ASM model was used to study the effects of different fecundity stress strategies 
on a population existing in a 1km·1km area within Bobo-Dioulasso, Burkina Faso. Fecundity 
was additionally explored on a cohort basis which included development delays, ovipositional 
stress, re-mating and multiple egg laying events. Male and female mosquito, and host density 
also affected the chance of mating and host location. 
Results: Thresholds for HEG establishment in terms of gene transmission and impact for 
population suppression and extinction are discussed on two different timescales; A long term 
strategy where environmental conditions support an endemic mosquito population and short 
term for an epidemic surging wild mosquito population. Although unable to prevent an initial 
population peak where adult immigration takes place owing to the imperfect gene strategies 
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and biases explored, suppression can be very high regardless of the initial wild population. All 
HEG types are able to eradicate under certain conditions with varying efficacy making each a 
potential candidate for future HEG development. 
Conclusion: High thresholds exist in a non-linear population growth system, causing 
unpredictable wild population dynamics, which is expected to be problematic in all vector 
interventions. The self-sustaining nature of HEGs makes them ideal for medium to long term 
control by using the drive of females and males to mate as a spread strategy.  
Chapter 4 
Limiting Wild Mosquito and Human Interactions in a Local Landscape using HEG 
Technology 
With heterogeneous space, can HEG technology be applied to eradicate a local population under a semi-realistic 
setting using a multi-space model? 
Background: Vector-host models categorise to determine the passage between susceptible, 
infectious and recovering states of hosts, and the infected and non-infected mosquito vectors. 
To infect an uninfected host, a mosquito must survive long enough to bite an infected person, 
surpass the extrinsic incubation period of the parasite, and then bite this second uninfected 
person within its short lifespan. If this is affected or interrupted, it can have significant effects 
on malaria transmission over space. HEG technology aims to disrupt a vector’s efficacy in 
transmission through decreasing survival or hindering its ability to mate, which may be 
compromised or encouraged where space is heterogeneous at vector project sites.  
Methods: Even though human populations operate at a different timescale to mosquito 
vectors, both can be modelled using a mechanistic discretised model incorporating the ASM 
method of cohort analysis. Their interaction in space can be investigated using a grid of spaces, 
each 1km2 in area, which represents different village areas or adult mosquito sources. The 
human component is a susceptible-exposed-infected-recovering-susceptible (SEIRS) model 
and the mosquito susceptible-exposed-infected (SEI) ASM with calculated stage transition and 
transmission rates. Releases of various HEG technologies previously discussed are 
implemented to investigate the impact on infection rate over time.  
Results: Owing to the great potential diversity in host and mosquito distribution, it is not 
possible to create a simple threshold of release that is applicable for all sites and HEG 
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strategies. The mosquito population surges and concentrated gatherings suggest that areas 
may experience sudden increases in infection, which if addressed in the HEG campaign, can 
lead to wild population eradication or deep suppression (≤5% of wild population) where 
driving-Y is the superior HEG strategy of the four, and gene transmission the highest priority 
followed by release location and size. 
Conclusion:  Strategic HEG releases have the potential to reduce malaria transmission rates by 
interfering with the interface of man and mosquito across different spatial scales but 
determinants including gene transmission, release size, time and distribution of both the 
released and wild, should be considered by project managers within a complex non-linear 
biological and infection model. 
Chapter 5  
Discrete Modelling of Wind Driven Spatial Movement of Anopheles gambiae s.s. 
Does the method of space discretisation matter when considering population movement? 
Background: Quantification of mosquito movement across time and space is fundamental to 
understanding disease prevalence. The effects of wind, which can either facilitate or prevent 
movement, are not well understood for Anopheles gambiae s.s. and this issue has been receiving 
increased attention among spatial modellers. Discrete modelling can examine a species which 
may be undergoing different movement forces across spaces; creating trajectories and 
movement patterns. This study investigates different approaches in how discrete models can 
model mosquito movement in a more realistic way. 
Methods: Eight movement types with increasing detail and realism are considered and 
differences in movement patterns presented. This includes the traditional population shift 
occurring as rates around neighbouring spaces, to wind driven arcs that divide their 
encompassing area across multiple spaces at time  + 1, which is based on known biological 
knowledge of mosquito movement. The decay in likelihood of mosquito movement with 
increasing distance from a site of adult emergence can occur as equal spread, increasing 
linearly, stepwise and exponential decay. 
Results: The results of each movement type are presented here under a homogenous 
theoretical space of 100m2 units in either square or hexagonal form, using ERA-I data for one 
week; October 25th-31st 2013. The differences in both the shape and decay curves illustrate the 
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potential biases when dividing space for analysis in discrete models to match climatic data 
grids or more biologically natural movement.  
Conclusion: If discrete models interpret the biological information of a vector correctly, they 
can be developed into useful tools. This can provide further reasoning for disease dynamics 
and anomalous events, and allow site managers to modify control strategies by determining 
the likely origins of immigration.  
Chapter 6 
Modelling Trap Efficacy using Random Walk and Trap Patterns and Proposal of Route-
Driven Monitoring Schemes 
To what extent can monitoring schemes be feasible if designed to both be cost-effective and facilitate maximal data 
collection? 
Background: Within GM (genetically modified) vector control projects, routine mosquito 
surveillance of both GM and wild-type individuals is essential for the planning, operation and 
evaluation of the control program. Surveillance provides information on breeding habitats, 
problem sites and where control should be concentrated. Owing to the aerial mobility of adult 
mosquitoes, identification of potential breeding sites and the flight path trajectories to areas of 
habitation could provide control managers with a monitoring scheme which increases the 
likelihood of adult capture.  
Where multiple monitoring sites exist, LCR (least-cost route) analysis can be used to establish 
the most effective course to visit all sites, giving a mosquito population overview for a much 
larger area, which can increase the effectiveness of control strategies by adding information for 
planning. Cost-effective and time-efficient routes encourage regular data collection, which is 
vital for future modelling developments. 
Methods: A 3D landscape of an area is mapped using imagery taken from LANDSAT 8, 
topography maps from the HydroSHEDS project, and wind data on speed and direction from 
ERA-I. A simple representation of the water table is created using a smoothing function to 
identify surface indentation and areas of differing sizes which are vulnerable to ground 
saturation and flooding. Of these areas, one prolonged potential breeding habitat was selected 
alongside a neighbouring village with modelled wind that caused mosquitoes to move upwind 
towards the host inhabited area. 1000 individual’s biased random movements across space 
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were modelled via a 3D walk pattern to see whether they intersected traps which were 
denoted as either sticky or carbon dioxide attractant types. The effects of three trapping 
schemes are presented; a line following the mosquito movement trajectory, an intersecting line 
barrier and box placement.  
The least-cost route analysis was performed as another investigatory tool for modelling. Across 
Burkina Faso, potential modelling sites were assumed to be relatively secure and mapped 
educational facilities with more willing participation for mosquito collection. A LCR method 
was used to assess how best to visit these sites using available ground teams and resources. 
Cost maps were built on SRTM 90m elevation and MODIS vegetation data which are assumed 
to be cost impediments for off-road travel. 
Results: The effects of trapping schemes across space at a site are presented in mosquito 
recapture rates, which are dependent on the number of traps and their distribution. The most 
suitable trapping scheme was largely determined by whether wind dynamics were well 
understood at a site. A trade-off exists between directional prediction error and the numbers of 
mosquitoes trapped.  A box type scheme was able to balance these two elements. 
The route algorithm was presented as four scenarios, which gives field monitoring teams 
approximations on the resources required for tasks set out by regulators in terms of 
monitoring. Time and travel efficiency allows monetary resources to be allocated in other 
sectors of monitoring costs, which are likely to be high.  
Conclusion: Trapping schemes built around predicted mosquito movements from wild 
habitats to host sites have the potential to increase capture rates that can be useful for securing 
a feasible and acceptable sampling plan for population analysis. Routing plans are additionally 
an important part of monitoring planning, increasing efficiency in mosquito count data 
gathering for analysis. 
Chapter 7 
A Modelling Tool for Monitoring and Controlling Mosquito Escape Events from a Facility 
Can an accessible tool be made for site-managers to address concerns of escapees from potential rearing facilities? 
Background: Mosquito mass-rearing facilities will be increasing in number as genetic 
technologies become more widely accessible and are applied to new areas. Multi-stakeholder 
concern over the safety of GM rearing facilities that exist in densely (human) inhabited 
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locations requires consideration for the risk of human-mosquito contact over an area. Where 
facilities cannot be located more remotely, stringent containment measures are usually held in 
place to help prevent the escape of reared individuals into wild populations. As part of these 
measures, potential escape events should be modelled to establish areas requiring contingency 
plan consideration according to mosquito movement biology. This allows regulators to carry 
out both monitoring (via traps) and blanket eradication (e.g. fogging) should a suspected 
escape event occur.  
Methods: A spatial model was built using Excel VBA using its interface for cross-computer 
portability and ease of user access. Inputs included wind speed and direction which can be 
locally-collected, RCM or GCM data. In this study, 6-hourly (4 readings per 24 hours) ERA-I 
wind speed and direction data averaged over 1979-2012 was used and variance added to 
create a dataset covering a 14km·15km grid over Bobo-Dioulasso, a city with GM facilities in 
place, at a resolution of 100m2. Parameters such as variance, maximum distance a mosquito 
can travel, number of accidental release locations and traps, and whether travelling only 
happens at night are considered. Model development is outlined with increasing resolution and 
detail. 
Results: Three scenario times are presented for four different accidental release locations at 
different times within Bobo-Dioulasso, which can represent transit, processing sites or 
multiple facilities; 100 released in the week January 14th – January 21st, 100 released in 
October 1st-14th and 100 released in November 22nd-29th. The last scenario is also shown with 
three different trapping schemes; central traps located at the escape site, traps located as a 
four point star around escape sites, and a surrounding ring. Owing to the expense of control 
and/or trap monitoring, a maximum of 8 areas are assumed to be available for either at each 
site. 
Conclusion: Excel VBA models have the advantage of being easily modified by the user and 
distributed to all devices using the Microsoft operating system. Essential for immediate 
contingency planning, the model can be developed into a useable tool to increase GM rearing 
safety. 
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Chapter 8 
The Effects of Marking Methods and Fluorescent Dusts on Aedes aegyptii 
Can a persistent and cost-effective marking technique which does not affect mosquito survival be established for use 
in MMR (Mark-Release-Recapture) studies to measure the movement of mosquitoes onsite? 
Background: Tracking the movement of mosquitoes and understanding their dispersal 
dynamics is essential for the control and prevention of vector-borne diseases. A variety of 
marking techniques have been used, including dusts and dyes on another mosquito disease 
vector, Aedes aegypti, which has a longer life span than Anopheles gambiae, providing more 
data on the long term effects of chemical marking. This information is thus useful for Mark-
Release-Recapture (MRR) studies for all mosquito vectors after necessary adjustments for 
survival rates and times are carried out. 
Methods: In this study, Ae. aegypti, were marked using fluorescent dusts (‘DayGlo’: A-19 
Horizon Blue & A-13-N Rocket Red; ‘Brian Clegg’: pink, blue & red), fluorescent paints (‘Brian 
Clegg’: blue, red & yellow) and metallic gold dust (‘Brian Clegg’). Dusting methods were those 
previously used in mark-release-recapture experiments; including application with a bulb 
duster, creation of a dust storm or shaking in a bag. 
Results: Results showed marking mosquitoes using a dust storm gave relatively high survival, 
compared to unmarked controls and high marking efficiency. Using a bulb duster also showed 
high survival in male mosquitoes but had the lowest marking efficiency. The bag method 
showed low survival in males during the first 15 days of the study. Males dusted with DayGlo 
Horizon Blue dust, and females dusted with DayGlo Rocket Red dust, had the most significant 
reduction in survivorship in comparison to the control. Brian Clegg, for the shades pink and 
red, appeared to be a promising alternative brand to DayGlo. 
Conclusions: This study showed that marking technique and colour can have a significant 
impact on the survival and marking coverage of a mosquito, potentially biasing MRR study 
results and causing underestimations of spread from increased mortality. When planning a 
mosquito release with onsite monitoring of recaptures, a method with the least impact on 
survival and high visibility is desirable for more representative results in dispersal distances, 
and consequently risk of transmission posed to host populations from breeding sites.
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A SURFACE WATER MODEL AND HABITAT ANALYSIS FOR 
DISCRETE DISEASE METAPOPULATION MODELLING 
“Unsurprisingly, the sparsity of in situ data over Africa remains a major theme.” (1) 
 
AIMS AND OBJECTIVES 
Can an area vulnerable to wild vector population establishment or reinvasion at multiple scales, ideally through time, 
be identified? 
⋅ Can a regional scale assessment of the water table be made to provide an overview for local studies to 
take place? 
⋅ Can a local area be analysed for habitat types as a proxy for the likelihood of mosquito establishment 
using freely available satellite imagery? 
⋅ Can the local area then be numerically analysed for two major drivers of larval mortality that are rarely 
modelled; soil surface temperature and soil moisture? 
 
BACKGROUND 
The discrete metapopulation modelling of an organism, whose survival and development are 
subject to environmental forcing, requires factual estimations of these externally driven 
variables such as temperature, rainfall and relative humidity. The construction of simplistic 
discrete daily equations for a local area is advantageous for a small scale vector management 
project when injected into biological models designed to measure population numbers 
(Chapter 2). Many anopheline mosquito populations, as vectors of malaria, have been the 
subject of numerous onsite investigations (2-9) where local weather and global climatic 
variables have been widely used to predict the disease’s transmission potential (10-19) with 
incomplete consensus on the relative importance and predictive value of these different factors 
(20-27). An overall expectation exists, however, of precipitation occurring before an increase 
in malaria cases which therefore requires estimations on ground saturation and favourable 
habitat establishment likelihood (28). This study aims to create tools to examine a regional 
area spanning approximately 750km2 under and around Bobo-Dioulasso, Burkina Faso, the 
chosen study area where transgenic mosquito projects are underway (29) to ascertain local 
zones of transmission likelihood as a function of surface hydrology (Fig 3). 
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Figure 3) Sequence of tools developed with increasing spatial and temporal detail. 
Water Table and Local Depressions in Bobo-Dioulasso (35km·22km) 
Recharge, defined as the surplus of infiltration over evaporation, draining through the vadose8 
zone into the water table and replenishing the ground reservoir (30), is able to maintain soil 
moisture. The depth of the water table from the surface is small to zero near permanent bodies 
of surface water such as streams, lakes and wetlands but it varies seasonally and annually as 
ground water accretion is dependent on the variation in quantity, distribution and timing of 
precipitation events (31). In Burkina Faso, two main aquifer types exist; a continuous 
generalized continental terminal aquifer which varies significantly over space and localised 
discontinuous aquifers within fractured bedrock. Many unknowns exist in local aquifer-surface 
dynamics but studies in the 1990s indicate an average depth of 10-30m for the water table 
with a piezometric9 head of 10m (32, 33). Data requirements are enormous and widespread 
installation of measuring devices for landscape models to simulate water table fluctuations 
generally difficult and costly, particularly in developing countries (34). Recent hand dug well 
data is sparse, remaining largely unmeasured through time, and does not reflect the variation 
present (35) which can make traditional methods involving the interpolation of measurement 
points using inverse distance weighting10 (36) or ordinary kriging11 (37-39) for water table 
mapping problematic. Burkina Fasan sustainable groundwater exploitation management is 
further compounded by the lack of a central data collection point (34, 40, 41). 
Evidence does exist however, of permanent seasonal recharge in groundwater aquifers with 
the presence of tritium in water samples (42, 43). Local knowledge of vegetation types can also 
indicate where the water table is seasonally near or at the surface (44). Modern techniques use 
digital elevation models (DEM) and its derivatives (45-47) because of the relationship between 
landform and water table configuration for unconfined aquifers (35) such as those within 
                                                        
8 Underground water above the water table 
9 The imaginary surface groundwater which rises under hydrostatic pressure in wells or natural springs 
10 A deterministic method for multivariate interpolation of a known scattered point dataset 
11 Values are weighted and averages of neighbouring point subsets create interpolation points 
TOOL ONE
Regional  Water Table 
Study for Identification of 
Local Sites of Interest
TOOL TWO
Local Site Testing for 
Habitat Analysis Tools to 
Further Stratify the Sites
TOOL THREE
Addition of Temporal Scale 
to Local Sites for 
Population Modelling
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Burkina Faso (48). Therefore, a series of remote sensing techniques have been used to 
investigate topography and a simplistic method formulated to identify areas vulnerable within 
an area using a Gaussian-filtered moving average window across a DEM to create an 
approximate water table under Bobo-Dioulasso. 
Local Habitat Analysis: A Spatial Overview of Local African Sites (1.5km·750m) 
Many local sites across Sub-Saharan Africa are of interest to projects which require habitat 
analysis for vector control methods. A range of sites with different topographies under 
differing climatic regimes have been chosen according to projected interest by the HEG 
Consortium (29); a vector control project. Local spatial analyses of remote sensing imagery 
using geographical classification tools, able to identify land types or structures, which are 
indicators of host and vector distributions, have been previously used to identify larval 
habitats of species that constitute a significant public health risk (49) with greater cost-
effectiveness in comparison to ground survey techniques (50-53). With the advent of freely 
available contemporary satellite imagery in the public domain at a relatively high average 
resolution of 15m (54), these spatial analyses are now possible for site managers with limited 
access to costly corporate spatial data (55) to gather critical decision-making information for 
the stratification of areas according to the likelihood of mosquito population establishment 
from environmental and anthropogenic factors (12, 56, 57).  
Temporal Habitat Analysis: A Site over Time (Equal or under 1km·1km) 
Surface water saturated areas identified through spatial analysis which may be flooded or 
often vegetated can be indicative of areas where Anopheles could breed. Adding temporal 
resolution via a deterministic model which accounts for processes such as infiltration, 
vegetation indices and critically, evapotranspiration (ET), an important driver alongside 
rainfall for vector abundance (58), could additionally be very informative to vector control 
projects for future projections and planning. Surface water saturation and temperature models 
that are able to predict upper soil (≥5cm) saturation and temperature are advantageous owing 
to the possibility of future calibration and application. These two models, which calculate 
important variables affecting the population dynamics of immature mosquitoes (59-61), can be 
used to provide a temporal dataset for a local area on the outskirts of Bobo-Dioulasso with the 
overall aim of adding them as subcomponents in a discrete metapopulation model (Chapter 2). 
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METHODOLOGY 
ArcGIS software with accompanying Spatial Analyst and Classification Tools were used for the 
spatial modelling (62) and MATLAB v2014a (63) performed the temporal analyses for a local 
site. 
Water Table and Local Depressions 
To create a regional likelihood of population establishment index, the SRTM 90m Digital 
Elevation Database v4.1 (64) was used and water table created through smoothed 
neighbourhood interpolation of a 10m depth average for the rainy season and 80m for the dry 
(Fig 4a,b). Various relative topographic position indexes, terrain ruggedness metrics and 
location elevation analyses were calculated for the area of Bobo-Dioulasso (central coordinate: 
11°26’85”09N, 4°28’64”47W) where the topographic position of each pixel was identified in 
accordance to its local neighbourhood. Features such as rock type, soil characteristics and 
vegetation can correspond to topography and resultant water availability through influences 
on not only water quantity but water quality, clarity and biota through surface flows (65-66), 
making DEMs a useful source of metric information for vector and disease mapping. The 
differences in altitude and topographical roughness are assumed here to have a causative 
relationship to the likelihood of water pooling.  
Relative topographic position (RTP) (67), standard deviation (SD) of elevation (68), slope 
variability (69), Basin-scale Ruggedness (BSR) (70), 2D Area: 3D Area Ratio (71) and Terrain 
Ruggedness Index (TRI) (72) are all methods employed by geologists and landscape analysts to 
establish terrain characteristics. A 2D:3D Area Ratio measures the planimetric-to-surface area 
ratio, often used in land use planning and geomorphological studies (71). For RTP, the 
topographic position of each pixel is identified in respect to its local neighbourhood, 
establishing its relative position, which makes it useful for identifying landscape patterns and 
boundaries that correspond with rock type or vegetation. TRI operates similarly but calculates 
the difference between a cell and the mean of its neighbouring 8 cells to establish the cell’s 
Riley category (72). BSR is a simple index which can be used to compare the relief of basins 
using stream lines (70). Lastly, the standard deviation and variation of slopes are a standard 
statistical measure of topographic roughness (68-69).   
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The output of all these indexes offers a landscape overview that may explain the speed of 
vector establishment as some areas are more prone to flooding being at a lower elevation in 
comparison to their surroundings. Intra-annual variation in field site readings of the water 
table via wells could validate this theory in the future when correlated to rainfall and vector 
abundance data, potentially being a stable pre-emptive indicator of immigrating mosquitoes 
from a neighbouring area.  
Local Habitat Analysis: Spatial Overview 
Habitat and land use classification is often heavily dependent on human surveying (73), which 
is laborious, expensive, time consuming and subjective, therefore satellite imagery has 
increasingly become a data source to monitor Earth’s ecosystems (74-78) for processes such as 
habitat degradation and disease (79, 80). Google Earth is gaining popularity with its free, high 
resolution imagery (81, 82), which has been previously used to aid in the selection of field 
sampling locations (81). The company is actively replacing the base imagery of 15m resolution 
(multispectral Landsat12 with 15m pan-sharpened panchromatic13 Landsat) with 2.5m Satellite 
Pour l’Observation de la Terre (SPOT) imagery and several higher resolution datasets (57), 
which whilst able to capture smaller habitat patches, can produce more canopy shadow (83) 
and complicate multi-image comparison and processing (78). 
Unfortunately, not all areas of the globe have high resolution, especially oceanic areas and 
islands which are often very poor in resolution (56), making potential field sites located on 
small island areas more problematic to analyse. This problem was examined at field sites 
across Mid Africa where image classification used methods such as maximum likelihood, iso-
cluster, class probability and principal components. It involved both supervised classification, 
which uses probability distribution functions or distribution free processes to extract class 
descriptors, and unsupervised clustering algorithms, which segment training data into 
prototype classes. These training classes were designed to be independent and discriminatory 
with each training group sharing common definitive descriptions defining that group (Add 
Info; Fig 12a-f).  
                                                        
12 Longest running program for the retrieval of multispectral satellite imagery, recording the total intensity of radiation falling on each pixel 
using 7 radiometers. 
13 Very high resolution black and white satellite imagery 
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This use of image analysis represents a potential tool for project managers to analyse field site 
conditions where very high resolution multispectral imagery is unavailable, providing 
information for more informed decisions at field sites from either global satellite data freely 
available from portals such as Google Earth, or aerial photography locally taken.  
Temporal Habitat Analysis: A Site over Time 
As a necessary component for climatic investigation, soil temperature is rarely monitored and 
usually modelled (84-90). Daily air temperature is a driving variable of daily soil temperature 
yet without calibration from local measurements of soil temperature and soil texture, which 
can vary considerably over short distances, a general equation developed by Zheng et al (89) 
with parts modified by Kang et al (91) (Eq 1-4) was used, 
 
 = 	
 +  − 
 ∙  ∙ 
∙  > 

 +  −  
 ∙   ≤ 
 
Equation 1 
where, 
 =   − ∙ 	 (!" ∙ )$.&' 
Equation 2 
!" = (Φ · "* · +,) 100  
Equation 3 
+, = 	1.48 0
1$0.8 0
2$ 
Equation 4 
where  is the soil temperature (°C) at time subscript ,  the averaged air temperature over the past 11 days (°C), ! =  0.001 the extinction 
coefficient used in the Beer-Lambert Law describing solar radiation interception through the canopy, !" the thermal diffusivity (cm2s-1) (90),  = 900 time periods for calculations of variations in seconds, Φ = 0.6 the thermal conductivity (Wm-1 K-1) (BGS  2011), "* = 1.5 the soil bulk 
density (gm-3) (91), +, the heat capacity of soil under wet and dry conditions (Jg-1 K-1) (92), CDE = 0.1 the 1-sided leaf index area and z = soil 
depth (cm). Leaf litter was ignored as data for this parameter was not available. (89) 
 
The Global Soil Moisture Project (GEWEX) has stated that GCMs (global climate models) 
display a large and often unexplained variation among soil moisture estimates produced by a 
compilation of different models that are regional at their finest resolution (95). Thus a simple 
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and robust approach to estimating daily upper soil (≤10cm) volumetric water14 (VSW) using a 
diagnostic local soil moisture equation (96)(Eq 5) was coupled with estimations of ET loss, 
 
F
 =  FGHIJK + L0
M
 (1 − GHIJK ) 
Equation 5 
where θ = modelled volumetric soil moisture, η = N the evaporative moisture loss coefficient, γ = 0.3 the infiltration coefficient representing 
the ratio of infiltration to rainfall and 0 = precipitation rate. 
 
A multitude of comparative studies of ET (97-101) demonstrate the wide spread 
differences in accuracy between different methodologies. Owing to the scarcity of local 
(≤1km) daily rainfall records and hydrological data in the African continent (102, 103), 
GCM ECMWF ERA-Interim (ERA-I) data was obtained for precipitation (104). In the 
absence of pan evaporation data, a set of 30 ET equations utilised globally with a focus 
on the African continent were used and averaged to compose an overall estimate. The 
different methods, grouped as temperature, radiation and mass transfer (Add Info; Table 
2-4) according to their inbuilt assumptions, were computed before meta-estimation15 
using both the Penman-Monteith Equation (PM; Eq 6) (105) and an unadjusted average 
as reference data. The PM Equation was not solely used as although it is a universally 
accepted method for ET, recommended as the standard for model comparison (106, 
107), it should be noted that several studies found overestimation bias (106), which may 
be due to the large volume of site-specific high quality data required that is lacking for 
many sites (106, 109, 110). 
 
N =  0.408(OP) + L 900R + 273 V(W − R)∆ + L(1 + 0.34V)  
Equation 6 
where N is reference evapotranspiration (mm day-1), O = 15 the net radiation at the crop surface (MJ m-2 day-1) (123), P the soil heat flux 
density (MJ m-2 day-1) which is very small and can be ignored (112), R the mean daily air temperature at 2m height (°C), V the wind speed at 
2m height (m s-1), W the computed saturation vapour pressure and R the actual vapour pressure (kPa) (124, 125),  W − R the saturation 
vapour pressure deficit (kPA °C-1), and γ = 0.066 the psychometric constant (kPA °C-1). The conversion factor 0.408 is used throughout to 
change the units from MJ m-2 day-1 to mm/day. 
                                                        
14 Volumetric soil water is the percentage of water compared to soil content 
15 Process of individual calibration of each model and averaging of models which show statistically acceptable levels of variation from the 
mean 
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Temperature methods (Add Info; Eq 8-19) can achieve satisfactory results, particularly the 
Hargreaves (111). Radiation methods (Add Info; Eq 20-25) additionally show good results in 
humid climates where the aerodynamic term is relatively small but often underestimate in arid 
conditions (112). Mass transfer methods (Add Info; Eq 26-36) give satisfactory results in many 
cases (109, 113-116) but the inconsistency in meteorological data collection has resulted in the 
creation of over 100 evapotranspiration formulae (117, 118). The use of calibratory algorithms 
against the reference values, which performed a search for the lowest root-mean-square error 
(RMSE) by altering fixed constants or in some cases where the overall solution was poor, 
adding constants, addressed this issue. 
Artificial neural networks (ANNs) were also explored, offering a relatively fast and flexible 
technique in evapotranspiration estimation, providing a promising alternative for the 
estimation of reference evapotranspiration from limited weather data (119-121). A 
sequentially adaptive RBF network (122) was used (mean spread goal = 0.001, spread = 5.19) 
with three ERA-I datasets (104); air temperature, relative humidity (calculated from dew point 
and air temperature datasets) and wind speed. Data from [01-01-2007] to [31-12-2012] (2192 
days) was used for training and the year 2013 modelled (365 days). This enables not only the 
future forecasting of evapotranspiration rates but the modelling of other areas under similar 
climatic regimes. Modelled results using ERA-I data between [01-07-2013] and [31-12-2013] 
are presented, which represent the wet season to dry season transition.  
Relative error was measured between the 29 equations to the PM or averaged dataset, 
 
ON =  YΣ [2 (\[ − ])  
Equation 7 
where ON is the root mean squared error, \[ the equation being compared, ] the PM equation or averaged dataset, ^ the index of the 
measurement and  the total number of observations.  
 
RESULTS 
Regional areas of local depressions were identified using geographical indices, which 
highlighted areas of significant depression where observations of higher ground saturation 
would be expected. The satellite imagery is a potentially useful medium for habitat snapshot 
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analysis where land cover percentage could be indicative of areas likely to experience 
mosquito population establishment or growth owing to the presence of soil water and suitable 
environments. With a spatial perspective, the two small scale soil water and temperature 
models could provide a temporal extension at a local site where VSW could be correlated to 
ground saturation mapping. The results presented form individual tools that need to be 
combined using onsite calibration and further data acquisition for validation, which is not 
possible or feasible at this time. 
Although An. gambiae s.s. adults are highly anthropophilic, their larvae appear to exploit 
numerous habitats created both naturally and by humans, ranging from temporary sunlit 
pools, foot or hoof prints, irrigation ditches to more permanent water bodies such as 
agricultural land, lakes and marshy areas (126-128). Evidence suggests that the 
physiochemical factors of water such as temperature, salinity, carbonate concentration and 
nitrates could correlate to the presence of larvae in pools (129-131) where water turbidity, 
algae and emergent vegetation are key factors (130). Within urban settings, Anopheles gambiae 
s.l. can breed in almost every water body (132-133) despite the presence of environmental 
pollutants and detritus (134). They have even been recorded in sewage and swamps heavily 
polluted with organic matter (133). Their ability to adapt makes the identification of breeding 
sites difficult without site analysis (126) or establishing the species composition as larval 
habitat niches exist between different members of An. gambiae s.l. complex and other mosquito 
species (135-137). 
For simplicity, it can be assumed that the presence of any surface water regionally or locally, 
spatially and temporally, could allow transmission to occur and therefore should be considered 
areas for consideration of vector management. 
Water Table and Local Depressions 
The water table was simulated for a wet (Fig 4a) and dry (Fig 4b) season and areas at risk of 
natural pooling over the area of Bobo-Dioulasso according to geology identified (Fig 4c-i). The 
averaged geographical indices provide an indication of the areas with the greatest changes in 
downward elevation and therefore, most susceptible to surface pooling at a regional scale of 
relatively high resolution.  
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a) 
 
b) 
 
c) 
  
Figure 4a) SRTM elevation mapping over Bobo-Dioulasso at the 
centre for a wet season simulation where the water table is 10m 
below the surface and b) during the dry season where the water 
table is 80m below, c) A weighted average index for areas at risk 
of surface pooling according to topographic indices measured 
below; d) RTP index, e) SD of elevation, f) slope variability, g) 
BSR index overlayed on a topographical layer for clarity, h) TRI 
index. The scale of a) applies to all images. 
d) 
 
 e) 
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Local Habitat Analysis: A Spatial Overview 
A majority filter and boundary clean was performed, along with expand and shrink functions in 
order to reduce raster noise and smooth edges. For Houet, Burkina Faso, iso-cluster 
unsupervised classification (Fig 5aii) was able to identify large surface water bodies according 
to colour which could be indicative of depth, suspension or water quality. Class Probability (Fig 
5aiii) and Principal Components (Fig 5aiv) were able to distinguish between land use types 
provided a high number of classes were used (>10). Maximum Likelihood Supervised 
Classification (Fig 5av) was able to distinguish all visually identifiable water bodies therefore it 
was used at further locations (Fig 5b-g) where the percentage of each land type was measured 
(Table 1). 
 
Using recently updated Google Earth data for the village Bana, Burkina Faso (138), the 
Maximum Likelihood classification filter was able to correctly identify 92% of dwellings that 
were visually identifiable (with a pixel cluster threshold of 10 to reduce false positive errors) 
(Fig 6), and 97% of the main road. Errors occurred in the identification of vegetation types 
owing to the majority filter and boundary clean which removed finer detail but overall, 
vegetated areas were preserved. 
Figure 
Reference 
Type % Type % Type % Type % Type  % Type % 
a) Dense Forest 0.181 
Lowland 
bush 
0.1263 
Sparsely 
Vegetated 
0.2548 
Light 
Sand 
0.1577 Water 0.0505 
Open 
Dirt 
0.2297 
b) Vegetated 0.2121 
Traversed 
Area 
0.1855 
Sparsely 
Vegetated 
0.3713 
Light 
Sand 
0.1733 Water 0.0175 Road 0.0402 
c) Vegetated 0.2933 
Traversed 
Area 
0.1643 
Sparsely 
Vegetated 
0.3567 
Light 
Sand 
0.1562 Water 0.0182 Road 0.0113 
d) Vegetated 0.3805 
Traversed 
Area 
0.1601 
Sparsely 
Vegetated 
0.2199 
Light 
Sand 
0.0630 Water 0.1765   
e) Vegetated 0.3084 
Traversed 
Area 
0.0533 
Sparsely 
Vegetated 
0.1919 
Light 
Sand 
0.2846 Water 0.1618  
 
f) 
Densely 
Vegetated 
0.1867 
Traversed 
Area 
0.1005 
Sparsely 
Vegetated 
0.0673 
Light 
Sand 
0.3113 Town 0.1005 
Open 
Dirt 
0.1138 
g) 
Densely 
Vegetated 
0.2523     
Light 
Sand 
0.1219   
Open 
Dirt 
0.6258 
 
Table 1) Land types and associated percentage coverage for each figure (4a-g). The entry for Fig 5a) refers to the results of the Maximum 
Likelihood Supervised Classification method. 
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Figure 5a-g) Coordinates within the figure are the central point of the maps which are approximately 1.5km·750m in size with an approximate 
eye altitude of 1.25km.  
 
                                                 ii                                                                   iii 
                                                  iv                                                                 v i 
b)                                                                                           i                                                                                                 ii 
c)                                                                                           i                                                                                                 ii 
e)                                                                                          i                                                                                                 ii 
d)                                                                                          i                                                                                                 ii 
Site Locations 
a) Coords: 11°16’08.70”N, 
4°20’05.97”W, Houet, 
Burkina Faso (139),  
Date: 10/6/2012 
 
b) Date: 11/01/2012 
 
c) Date: 16/04/2012 
 
d) Coords: 0°39’64.52”S, 
34°19’89.98”E, Rusinga 
Island near Kodongo 
quarry (140),  
Date: 22/08/2009 
 
e) Date: 14/05/2011 
 
f) Coords: 12°81’84.31”N, 
8°08’08.40”E, 
Tiénémbougou,   
Koulikoro, Mali (141), 
Date: 02/01/2009 
 
g) Coords: 0°08’76.35”S 
32°58’78.59”E, Nsazi 
Island, Uganda (142), 
Date: 03/06/2003 
 
f)                                                                                          i                                                                                                 ii 
g)                                                                                         i                                                                                                 ii 
a) 
Chapter 1 
45 
 
 
 
 
a) b) 
Figure 6) Location: Bana (11°23’33.26”N, 4°47’05.74”) The scale is the same as previous sites (1.5km·750m). a) Google satellite 
imagery of Bana. b) End product using Maximum Likelihood classification of a). 
Temporal Habitat Analysis: A Site over Time 
Liang et al (90) examined the performance of Kang et al (91)’s soil temperature model and 
stated it performed better in upland sites with an average RMSE of 2.4°C when fitted to an 
hourly timescale, having poor agreement with extremes of soil temperature but able to capture 
the temporal variability of soil temperature.   
The proposed use of any simplified equation requires calibration at the local level owing to 
important factors such as vegetation and soil type, which can alter the level of thermal heating 
and dampening significantly. In comparison to ERA-I soil temperature data for 7cm depth, the 
modelled temperature at a depth of 7cm was on average 2.086°C cooler (Fig 7) which 
highlights the importance of establishing the soil heat capacity of the local soil type. Simply 
adding the averaged difference to modelled soil temperature was a simple method of reducing 
RMSE from 2.381°C to 1.229°C.  The use of daily averages for soil temperature often mask 
diurnal variation or extremes, which are shown by the ERA-I 6hr dataset (Fig 7). The number 
and duration of high temperature events, assuming a species is exposed to soil temperature 
under full radiation with dry or wet conditions, is therefore in itself a modelling exercise 
outside of daily temperature requiring hourly or shorter intervals of soil temperature readings. 
NCEP/NCAR (hereby referred to as NCEP) (143) averaged daily soil temperature had 
consistently lower soil temperature readings by an average of 1.981°C, which may be a 
function of its greater modelled depth of 10cm. Increasing the modelled depth in this study’s 
Dense Vegetation 
Low Vegetation 
Sandy Soil 
Bare Ground 
Darker Dirt 
Habitation 
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equations to 10cm did not change this observation however. With the lack of observation data 
(144) for soil surface temperature, a rarely evaluated product (145), significant challenges lie 
in the situ estimation of soil temperature.  
 
Figure 7) Modelled soil temperature compared to NCEP daily mean, ERA-I data (daily mean and 6 hours intervals) and air temperature. 
 
Estimations of evapotranspiration were less problematic. Assuming PM provided the most 
accurate estimation in evapotranspiration, calibration algorithms improved results 
significantly (average RMSE 0.148 mm day-1 versus 1.086 mm day-1) (Fig 8a, b) with higher 
correlation coefficients, lower standard deviation and RMSE (Fig 9a, b). 
ANN was able to accurately predict future evapotranspiration using only three meteorological 
parameters; air temperature, relative humidity and wind speed with an RMSE of 0.0405mm 
day-1 for averaged locally calibrated evapotranspiration and 0.05mm day-1 for the PM (Fig 10a, 
b). When the sinusoidal wave used by Pan et al (96) representing moisture loss was replaced 
with modelled evapotranspiration in the daily surface water model, it followed precipitation 
trends comparatively better than ERA-I and NCEP (Fig 11). 
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j a) 
 
 
 
 
 
 
 
b) 
Figure 8a) Post calibration of methods compared to pre-calibration (7b).   
 
 
a) b) 
Figure 9a) Post calibration Taylor diagram showing reduction in RMSD and SE, and overall increase in correlation coefficients in 
comparison to pre-calibration (6b). 
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Figure 10a) ANN results when trained to PM evapotranspiration data and b) to Averaged Calibration 
 
 
Figure 11) The VSW of the upper soil layer (7cm in depth) for ERA-I daily averaged mean and 6 hourly measurements, NCEP soil 
moisture data (10cm) and this model’s results (7cm) are presented. ERA-I rainfall is on the secondary y-axis. 
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DISCUSSION 
Models simulations are useful tools in understanding disease dynamics, using climatological 
parameters such as temperature and precipitation to determine projections of epidemiological 
parameters for early warning systems in epidemic regions (146, 147). Identification of areas at 
high risk of surface pooling and mosquito habitat creation using DEMs can be critically useful 
for field site teams and project managers by providing an overview of surrounding area soil 
water dynamics. This can provide explanatory information towards project events such as 
control failure owing to a large number of potential breeding habitats within a region where 
adult immigration can occur after pupation and emergence. The selection of experiment sites 
which are relatively isolated in terms of significant water body size, composed of multiple 
areas of numerous puddles or a larger lake, should require a safe segregation distance 
determined by adult mosquito movement, reducing issues of mosquito immigration which can 
be challenging to model (148).  
This study also used satellite imagery to analyse smaller habitat spaces at a more local scale 
(<2km each dimension size) which can provide information for land classification and analysis 
of spatial transmission risk. Using supervised classification and multi-date Landsat-MSS scenes, 
studies in Dakota and Nebraska were able to identify riparian habitats of Aedes vexans and 
Culex tarsalis with 95% accuracy (149). In Chiapas, Mexico, the high resolution satellite sensors 
of the NASA-GMDPP project provided dry and wet season imagery for unsupervised 
classification of homogeneous land cover types associated with An. albimanus and An. pseudo 
punctipennis (150). Only 9% of the entire designated control area was classified as a high 
mosquito production area according to land cover type, providing information for a more 
applied and effective control strategy which could be of use at other sites. Using remote 
sensing models for An. albimanus, buffer areas of 11km can be classified as high and low risk 
on maps with an overall accuracy of 90% (151). SPOT (57), which Google Earth started 
incorporating in 2007 (152), was used to successfully predict An. albimanus densities in 
northern Belize (153) and An. pseudopunctipennis in central Belize (154). As field data on 
mosquito population numbers continues to be collected in Burkina Faso, validation studies can 
be carried out to couple satellite imagery and onsite data although this requires numerous 
landscape snapshots through time. 
Recent advancements in imagery resolution allow for improved land classification but 
problems of spectral-radiometric similarity still exist with mixed pixels and greater variability 
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within classes as resolution increases (155). Over Kakamega, Kenya, a 30m·30m Landsat 
Thematic Mapper 7 dataset was able to correctly identify 61% land cover types and no aquatic 
habitat types but the higher resolution of Ikonos16 satellite data (1m·1m) was able to correctly 
classify 89% land cover and 41% of aquatic habitat types (56). Aerial imagery was able to 
classify 77% of land cover types correctly (56) which with improved technology such as 
affordable aerial drones, capable of capturing very high resolution of a small area (156), will 
become a useful tool in obtaining multiple temporally sequenced shots of an environment. This 
can provide insight into aquatic habitat analysis where high resolution satellite imagery is not 
available, giving greater control to local field site analysts to focus efforts on targeted control in 
problematic events such as flash flooding. It could indicate ideal areas of release where adults 
emerge from larval habitats sites to be targeted for control by GM releases as greater wild and 
GM population mixing is ideal for genetic penetration into a wild population (Chapter 4). The 
capturing of shots between dry and wet seasons, or breeding and non-breeding sites could also 
provide spatial thresholds and boundaries for this type of control that has never been 
completed at this site. Issues can arise within the geographical positioning (mosaicking) of 
aerial photographs and distortion (56), which should be addressed. Generally, the use of freely 
accessible data, able to correctly distinguish between general habitat types and water bodies, 
presents a universal and useful analytical step in mosquito control programs.  
After a local site has met set criteria designating it an area of interest, increased temporal 
resolution is advantageous in understanding past and predicting future trends. In terms of 
disease, if the vector is waterborne, the modelling of soil temperature and surface water, 
known to affect survivorship of biota, can provide information on the likelihood of vector 
establishment. Organisms that live within the upper soil surface layer, within shallow pools or 
saturated soil, are often exposed to temperatures that differ considerably from air temperature 
(157). For example, surface water temperature is the most important factor in determining the 
number of adult mosquitoes (158). Many organisms successfully develop in very shallow and 
small water bodies despite high air temperatures as water temperatures are often cooler 
during the day and warmer at night, being largely influenced by surrounding soil temperatures 
(157). Experimental data also gives evidence of a ground temperature gradient and thermal 
dampening or shift in temperature with depth (159) which may contribute towards diving 
behaviour as individuals plunge to cooler water (160, 161). 
                                                        
16 Sun glint effects were noted as being problematic for water based analyses  
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Jacobs et al (157) determined that the soil temperature at 5cm depth was nearly always cooler 
than water temperature in a small pool experimental setup. Furthermore, in spring, the air 
temperature was always higher than water and soil temperature. In summer conditions, the 
surface of the water-air interface lay close to air temperature in the daytime where a steep 
decay existed with depth but remained overall much higher at night. Although this experiment 
was not undertaken in the arid conditions of Burkina Faso in the dry season but at 
Wageningen, the Netherlands, the onset of the cooler rainy season will create areas of ground 
saturation, vegetation and surface pooling, which creates habitats for mosquito populations. 
Furthermore the creation of anthropogenic pools is likely to contribute to further population 
increases (136, 163), which should be an additional input for spatial models.  
The application of Zheng et al (89) and Kang et al (91)’s model for an arid environment 
requires a modification for soil moisture. The boundary conditions of soil capacity based on 
damp or dry soil used here are inadequate in capturing the effects of very high temperatures 
modelled in ERA-I or observed in nearby Niamey, Niger (164). In Kisumu, Kenya, differences 
between dry soil temperature and wet conditions were recorded as being greater than 20°C at 
a burrow pit, road puddle and drainage ditch during three sample periods in May 2005 (165) 
where air temperatures were noted to be relatively constant, averaging at a 29°C maximum for 
the month (166) yet puddles and wet mud were relatively stable between 20°C to 38°C in 
comparison to dry rock and soil where extremes up to 59°C were recorded. Differences in 
surface water temperatures ranging from 0 to 9°C within water filled dirt tracks and ditches 
were also observed, suggesting thermal stratification (56). Munga et al (167) additionally 
reported a 38.8°C average for puddle habitat temperatures in open farmland, Miwani, Kenya. 
Preservation of the biological forcing from the relationship between aridity and high soil or 
water temperatures therefore requires experimentation onsite with the site-specific maximum 
air and soil temperature investigated on a small time scale (e.g. hours). The dampened effects 
observed here do however, reflect the heat fluxes of small water bodies and moist deep soil 
surrounding these, exhibiting delayed heating under cooler conditions and delayed cooling 
under warmer conditions (157), predicting a more stable environment due to the well mixed 
conditions (168). The high temperatures of ERA-I’s data could therefore be argued to be more 
indicative of the generally dry temperatures of soil and not of the microscale soil water bodies 
or damp soil. 
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Although the effects of temporal averaging account for most of the variation in the soil 
temperature model in this study, the model’s ability to capture basic temperature dynamics is a 
step towards the creation of a useful local temperature model for disease modelling by 
providing the approximate temperatures of water habitats where mosquitoes are likely to be 
after reassessment. ECMWF have released a relatively new project addressing soil temperature 
and moisture estimations, ERA-Interim/Land, a global reanalysis project covering the period 
[1979-2010] (169), which could be used for further calibration of this model. A mismatch still 
exists however between the modelled and this dataset for 2010, owing to a small RMSE of 
0.952 C between ERA-I and ERA-Interim/Land. RMSE was reduced from 2.374°C to 1.481°C by 
addition of 1.855°C to modelled data as before.  
The lack of in situ data is problematic for local models and GCMs alike (144), which is evident 
in the soil moisture simulation. The African Monsoon Multidisciplinary Analysis (AMMA), a 
project dedicated to understanding and improving modelling capabilities of land surface 
processes involving monsoon intensity, variability and predictability (170) have sites in Mali 
(171), Niger (172) and Benin (173) where time domain reflectometer (TDR) sensors or Delta-T 
ThetaProbes are used for data collection at 5 and 20cm. Correlation between AMMA station 
data for both annual cycling and short term variability to ERA-I data was poor (173). The large 
overestimation of soil moisture over dry areas covered by the AMMA network explained the 
poor level of correlation which was observed here, although peaks and troughs were well 
represented (173). The same issue was observed for cold semi-arid regions on the Tibetan 
Plateau, possibly due to soil texture information (174).  
With the level of uncertainties in modelled and observed global soil moisture products (175), 
local calibration is critical before model application and prediction (176) as error estimates 
can only be assessed via cross validation with independent data sources such as in situ soil 
moisture measurements. The triple collocation technique using Advanced Scatterometer 
(ASCAT) products, ERA-I and GLDAS-NOAH (177) data, identified areas with the fewest 
observations as also having the largest differences in soil moisture estimations with the Sahel 
countries stated as being especially problematic (178). This observation is continental as when 
three gridded observational daily rainfall datasets over Africa; Famine Early Warning System 
(FEWS), Global Precipitation Climatology Project (GPCP) and Tropical Rainfall Measuring 
Mission (TRMM) were evaluated in a Regional Climate Model (RCM; RegCM3), substantial 
systematic differences in mean rainfall, frequency of wet days, precipitation intensity and 
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extremes of length in wet and dry spells were observed (179). Interestingly, as Pan (96)’s 
model was able to capture soil moisture dynamics which matched precipitation trends more 
closely, it is presented as a promising alternative to GCM data for local analysis. 
 
CONCLUSIONS 
In summary, a set of tools have been presented which, through further development, could 
help identify areas at risk of vector population establishment at a regional and local scale. With 
increasing availability of free high resolution satellite imagery and DEM data, landscape 
classification analysis gains greater analytical power and becomes more accessible to many 
spatial analysts. Although satellite imagery may have limitations such as the lack of spectral 
band data, it can be valuable to site managers when assessing general site conditions. If aerial 
photography is regularly undertaken at sites where limited satellite data is available, it also 
provides the advantage of time shots and temporal modelling. Of the two onsite models 
proposed here, the soil temperature model requires modification before determining whether 
a different method is more appropriate. Both require in situ calibration as expected.  
 
FUTURE WORK 
1) Calibration of two onsite models after the setup of environmental data-recorders at 
future local field sites and further statistical analysis to test for robustness such as 
fuzzy-probabilistic models (180). Using one optimised model or averaged combination 
of two (181) at a Burkina Fasan site, or simply choosing the smallest number of 
evapotranspiration equations possible whilst maintaining reliability, may be 
advantageous. 
2) Analysis of more satellite imagery at more heterogeneous sites, e.g. cities and 
incorporating Normalised Difference Vegetation Index (NDVI) imagery, which has been 
previously used as a proxy for rainfall data to map mosquito suitability (182)  
3) Comparison of field observations for habitat types to the spatial analysis results 
calculated here 
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4) Acquisition of surface saturation data within and around Bobo-Dioulasso for the 
development of water table estimations with investigation of a simple rainfall-runoff 
model (183) 
5) Creation of a user friendly tool for each three sections explored here to be used in the 
field 
 
ADDITIONAL INFORMATION 
The non-calibrated constants (NC) are compared to the calibrated (C) (Table 2-4). 
Temperature Based 
Representing some of the earliest known methods (95, 107), air temperature has been used as a proxy for ET 
estimation. 
Li
n
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 (
1
8
4
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N =  _  ∙ `(100 − D) + a( − b)c80 −   
where `  is R + 0.006ℎ, R is the mean daily average air temperature, ℎ is elevation (m) 
taken to be approximately 330 (125), D is latitude (degrees) and b is dew point 
temperature (°C). (124) 
 NC C 
Error 0.831 0.131 
 500 800 
a 15 1.4 
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E =  g(0.2R).&h2  
and i = 6.75 ·  10
k · El − 7.71 · 10
& · E + 1.7912 · 10
 · E + a 
E is a thermal index according to the local normal climatic temperature regime, exponent m is a function of E and f is the photoperiod for a given day. 
 NC C 
Error 0.36 0.138 
 16 18 
a 0.4924 0.46 
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N = i + n0(0.46 ∙ R + 8.13) ∙ o1 + 0.1 	 ℎ1000p 
where, 
i =  ∙ +`[ − f − 1.41, 
 NC C 
Error 0.203 0.196 
 0.0043 0.0056 
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n = 0.81917 − 0.0040922(O+`[ − 1) + 1.0705 ∙ nN + 0.065649 ∙ VR ∙ −0.0059684 ∙O+`[ ∙ nN − 0.0005967 ∙ O+`[ ∙ nN − VR, 
where O+`[ is the minimum daily humidity, 
VR = st∙uvRw[xhl.(yuvRw[x), Vzi{^| = 2, 
f = 2 	OWOR − 0.5 
and 0 is 0.26, the mean daily percentage of total annual daytime hours for a given time 
period and latitude from FAO estimations (187). 
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N =   ∙ 216.7 ∙ f ∙ 	 WR + 273.3 
where, 
W = 6.108 ∙  } k.k~t~tylk.l , 
f =  }h  ∙ , 
 =  ,|"
− tan() tan (), 
 = 1 + 0.033 · ,|" 	 2365  
and J is Julian Day. 
 NC C 
Error 0.957 0.133 
 0.1651 0.203 
 
 
(110, 130, 131) 
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N = 0.013 ∙ (23.88 ∙ (0.25 + 0.5 f) ∙ OR + 50) ∙ R ∙ (R + 15)
 ∙  + a 
where, 
OR = }24 ∙ $  ∙ P ∙ z ∙ " ∙ "^() ∙ "^() + ,|"() ∙ cos () ∙ sin ("), 
P= 0.0820, 
z = 1 + 0.033 ∙ cos }2 ∙  ∙ l&, 
" = acos − tan (φ) ∙ tan (δ), 
 =} ∙ Rw$, 
 = 0.409 ∙ sin }2 ∙  ∙ l& − 1.39 
and 
 =0.26 was the relative sunshine duration (112). 
 NC C 
Error 2.452 0.153 
 1 0.13 
y 0 -21.5 
(132) 
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N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 NC C 
Error 0.614 0.29 
 16 8.5 
Equation 13 
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N =  0.408 ∙ 0.003 ∙ (R + 20) ∙ (` R−` [)$.h ∙ OR ·  + a 
 
where ` [ and ` R are daily minimum and maximum temperature, calculated the daily 
temperature of the ERA-I temperature dataset with the addition or subtraction of the 
difference between the monthly maximum or minimum accordingly. 
 NC C 
Error 0.505 0.132 
 1 2.7 
y 1 -7.4 
Equation 14 
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Equation 15 
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R ∙ 0.0005 + 0.0095 23.5 < R < 27.50.0130 > 27.5 p 
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Error 1.0082 0.199 
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 NC C 
Error 1.528 0.145 
 1 2.8 
a 0 -4.9 
Equation 19 
 
Table 2) Temperature based evapotranspiration methods. 
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Radiation Based 
Empirical radiation-based equations are based on the solar energy balance (107), designed to be applicable in 
numerous regions where meteorological data is limited. 
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R − 0.19) ∙ 	 OW1500 ∙ 2.54 
where OW= 0.75 + 0.5 ∙ f ∙ OR.  
Equation 20 
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where  latent heat in cal gr-1, \~ (temperature constant) = 0.025 and  = -3.  
Equation 21 
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Equation 22 
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Equation 23 
 NC C 
Error 0.326 0.130 
 -0.611 -5.1 
y 0.079 1.68 
N =   + 0.174 ∙ OW + a ∙  R 
Equation 24 
 NC C 
Error 0.961 0.132 
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y 0.0353 1.35 
N =  −0.478 +  ∙ OW − 0.0112 ∙  R + a · 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` [  
Equation 25 
 NC C 
Error 1.235 0.131 
 0.156 0.211 
y 0.0733 0.25 
 
Table 3) Radiation based evapotranspiration methods.  
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Mass Transfer 
Mass transfer based methods utilize the concept of eddy transfer from an evaporating surface to the atmosphere, 
using fundamentals of Dalton’s gas law. The simple models use easily measured variables (25). 
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Equation 31 
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Error 1.796 0.218 
 1 0.13 
y 0 4.35 
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Error 1.857 0.219 
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Table 4) Mass transfer based evapotranspiration methods.  
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Colour Count 
 
Figure 12) Example of classification analysis. a-c) Under a Supervised Classification of Fig 5av), histograms of Band 1-3 (red, green and blue) 
show a large peak in one visual water body colour which supports the continuity of a water surface present in the map as solid bodies judging 
by the higher pixel incidence number (y-axis) and narrow band width for colour compositions. d-f) Scatter comparisons between bands 
showing the intensive clustering of vegetation, three water bodies and sand, but some mixing for soil types which require further refinement. 
The standard deviation between classes is relatively small ranging from 1.81-21.01 with an overall covariance between 1.73 and 441.35. 
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AN AGE AND STAGE STRUCTURED DISCRETE MECHANISTIC 
MODEL FOR ENVIRONMENTAL EFFECTS ON ANOPHELES GAMBIAE 
SENSU STRICTO  
“The i-state variables include development stage (e.g. instar) and physiological condition (e.g. age), providing the 
information necessary to predict the response of an individual to its environment.” (1) 
 
AIMS AND OBJECTIVES 
Can the complex environmentally-driven biology of a vector, altering survival and development, 
be incorporated into a climate-driven model to determine the wild mosquito population size for 
targeting? 
⋅ Creation of an age and stage structured metapopulation matrix model, which 
incorporates cohort based survival and transition 
⋅ Creation of a tool which allows rapid recalibration of survival and transition parameters 
for life table data collected onsite 
 
BACKGROUND 
Climate has continually been established to have a crucial role in the dynamics and distribution 
of malaria (2-8) but a common feature of many studies that characterize environmental 
conditions is the use of relatively coarse aggregate measures such as mean monthly 
temperature, rainfall and humidity measurements (9). The biology of Anopheles gambiae sensu 
stricto (Diptera: Culicidae), a key sub-Saharan vector of human malaria, is complex however, 
often showing non-linear responses to the environment (9-12), which requires models of 
increased resolution when investigating mosquito survival and stage transition, notably for 
small-scale field sites (area≤1km2) where control is being targeted.  
The first aim of this study is to find a robust method whereby mosquito survival and transition 
relationships can be inferred from a range of empirical and field data. The model should be 
able to incorporate Global Climate Model (GCM) data in the absence of locally derived climatic 
data at a daily observation level with local population survival and stage transition a function 
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of the environment. Within the daily regime, the effects of previous temperatures are designed 
to only affect those individuals who were present, not the entire population, thereby increasing 
model resolution. An algorithm was thus created which interpolates empirical survival and 
transition data across temperatures to create survival and transition curves across time at each 
immature stage. 
Being a poikilotherm17 with different resistances to temperature according to stage (13), An. 
gambiae’s immature aquatic stages and aerial adult stages have been a focal point for 
modelling (8, 14, 15). Many survival models including Martens 2, Bayoh-Ermert, Bayoh-
Mordecai and Bayoh-Parham models assume constant mortality across age for a stage class or 
population (7, 16-18), which ignores age structure; a major determinant for a population’s 
vectorial capacity (19). Lunde et al (2013) compared these models and devised an age 
structured approach with differential equations and constant temperatures for an adult 
population, which was regarded as a necessary addition in model complexity. With increasing 
interest in the extraction of age-specific demographic consequences (1, 20-23) under constant 
or theoretical conditions, the second aim of the study is thus to add age decay and incorporate 
its effects on survival and make transition likelihood a function of time spent in a particular 
temperature regime. Models that include both age and stage provide information that goes 
beyond current methods based on the fundamental matrix stage classified model (23). 
This study uses discretised modelling, a rapidly developing avenue in disease research with its 
own advantages (24-29), facilitating for heterogeneity in climate across local space, variability 
in time and the addition of age structure.  
 
METHODOLOGY 
Mosquitoes have four main life stages; egg, larva, pupa and adult, which are classified as stages. 
Larvae can be further subdivided into four instars and adults into infection and/or fecund 
status (30). Each aquatic stage, from egg to pupa, has been observed to have different 
preferences to temperatures with peaks in survival ranging from 25°C to 31°C (Table 5). 
Experimental data suggests that their response in terms of survival and development rate to 
soil water or pool water temperature is unimodal (7, 31, 32) rather than linear or monotonic 
                                                        
17 An organism whose internal temperature is regulated by the environment 
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(4, 5, 16, 18, 33, 34) with heterothermic plasticity in between defined extremes.  Adults are 
affected similarly but are exposed to air temperature and humidity (18, 35, 36). Model 
parameterization was carried out using both empirical data and curves previously established 
(Table 5) to determine survival, transition and fecundity rates in the matrix model (Eq 37, 38; 
Fig 13). 
Under a general equation, 
 
]y =  ∙ ]   
Equation 7 
a Lefkovitch model is created, 
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Equation 8 
where ] is the abundance of individuals in each life stage at time ,  is a projection matrix (shown compartmentalised above), describing the 
number of offspring born to each stage class (F),  " the proportion surviving and remaining in a stage, and "(1 − ) the proportion surviving 
and transitioning (otherwise known as q); all used to determine X at time  + 1 (1, 37).  
 
A corresponding life history diagram displays the calculated rates, 
 
 
 
 
Figure 13) Markov chain representation of projection matrix , demonstrating transition rates between life stages, inputs through fecundity 
and outputs as mortality within the matrix model. Classes are represented by circles; egg, four larval instars, pupa and three adult stages. 
Arrows between stages represent transitions: [  is the percentage that remain and £[ = (1 − ) transitioning. Mortality is ¤[ = 1 − "[ where "[  are calculated survival rates. The feedback loop ¢[ represents the fecundity of adult group D[. The subscript ^  refers to the number of sub-
stages; 4 for larvae and 3 for adult.  
 
¤h ¤¥  ¤ ¤ ¤¦ ¤ ¤ ¤l    l h   l  
egg L1 L2 L3 L4 pup A1 A2 A3 
£¦ £ £ £l £h £¥  £ £ 
¢l ¢ 
¤l 
Chapter 2 
69 
 
Parameter Information Source 
" a) 24-30°C optimum for egg hatching 
b) Warmer temperatures increase rate of hatching but lower survivability 
c) Cooler temperatures reduced hatching rates but increased survivability 
d) Soil temperatures <12°C and >42°C resulted in high mortality for egg hatching (<95%) 
e) Soil temperatures above 40°C result in high mortality (100%) 
a-d)  (38) 
e)-7  (39) 
 
" Eggs have a 6-18 day survival rate  (30, 40-45) 
" Development time of eggs ranges from 1 to 8 days according to temperature  (32) 
" wx  a) Survival to adult is greatest at 22-26°C  
b) Survival was highest at 27°C and decreases at 30°C 
a) (32) 
b) (31) 
 
Rainfall and Humidity  
" Eggs remain viable for 12-16 days under dry conditions (41, 44) 
" wx h Desiccation aside, 2-8% of the larvae stage reached adulthood due to the presence or absence of 
predators, parasites, pathogens or cannibalism within the habitat 
(46-50) 
 
" wx h On average 17.5% of L1 and 4.8% of L4 were additionally killed by rainfall events from habitat 
flushing 
(51, 52) 
" wx h a) L1 to L3 survived between 64 and 69 hours and L4 survived 113 hours on damp soil 
b) Larvae survived for four days under desiccation 
c) Subtraction of 10% from daily survival probability when 10 day accumulated rainfall is 
below 10mm 
a) (14) 
b) (41) 
c) (35) 
" Daily age dependent survival curves   (36) 
" a) Survival curve based on empirical data (53) 
b) Use of Martens survival equation (18) with humidity stress occurring between values of 5% 
to 42% 
 
a)  (17, 54) 
b)  (53, 55-60) 
Main Biological Parameters  
F Number of eggs per female laying (0 d.p.): 
a) 43 to 65 
b) 89 to 153 
c) 183 to 162 
d) 50-200  
e) 80-234 
Averaged Upper Limit Constant for this Study: 162 
 
a) (61) 
b) (62) 
c) (63) 
d) (64) 
e) (65) 
 Carrying Capacity 
a) Theoretical assumption of Beverton-Holt and Ricker 
b) Linear equation 
c) Dependent on larval biomass density 
 
a) (66) 
b) (67) 
c) (68) 
 Male and female mating delay time are 24 hours and 48 respectively   (30) 
 
Table 5) Description of empirical data and evidence used for parameters within the model. 
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Owing to the relatively low resolution of the GCM datasets (0.75°·0.75°; see below), 
temperature scenarios were additionally created to emulate theoretically constant, variable 
and dry/wet conditions in order to explore the outcomes of the survival equations used in the 
model (Eq 9).  
Creation of Temperature Scenarios 
• Constant temperature  =  Θ 
where Θ is a defined temperature in °C 
 
• Variable climate between upper and lower boundary  =  ¨ ≤ Θ ≤ ¨u 
where Θ is a defined temperature in °C between the boundaries of ¨and ¨u 
 
• Variable climate consisting of one wet and dry season per year ª =  ¨« ≤ Θ¬ ≤ ¨u«  
where Θ­ is a defined temperature in °C between seasonal boundaries of ¨«  and ¨u«  for , the wet season, s is time between 1 and ® f ® days where N is total number of days 
 ¯ =  ¨¯ ≤ Θ° ≤ ¨u¯ 
where ¨b is a defined temperature in °C between seasonal boundaries of ¨¯and ¨u¯ for ¤, the dry season, b  is time ® f ® + 1  and f. There should be a degree of overlap in the boundary conditions between the dry and wet seasons for temperature as it is a more 
continuous variable. 
Equation 9 
The variables O(rain), O+(humid) and (wind) were also calculated using the same 
conditions and matching variables (Table 6). 
 
 Constant (Θ) Variable ¨ Variable ¨u Wet ¨ª Wet ¨uª Dry ¨¯ Dry ¨u¯ 
Temperature (T) (°C)  29 15 43 15 30 28 43 
Rain (R) (m)  0.035 0 0.07 0.0005 0.07 0 0.0005 
Relative Humidity (RH) (%)  80 50 100 60 100 25 60 
Wind Speed (W) (ms-1)  5 0 2 2 8 0 2 
 
Table 6) Boundary conditions for theoretical climatic simulations 
 
Real data scenarios for the area (7.5N, 7.5W: 17.5N, 5.2E); West Africa, use data from:  
• NCEP/NCAR Reanalysis data (NCEP) [1948-2013] for air temperature (69)  
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• ECWFM ERA-Interim data (ERA-I) [1979-2013(Oct)] for air temperature, relative 
humidity and wind speed (70)  
• Averaged ERA-I and linearly-interpolated NCEP Reanalysis data to match resolution 
(0.75°·0.75°) of ERA-I for air temperature 
Survival Curves of Immature Stages 
Polynomial Survival Curves 
The assumption is that survival across time can be expressed as an age decay curve which is 
altered by temperature. To calculate the percentage likely to survive in the current time step 
(n), previous existing cohorts are examined (Fig 14; Eq 10) and those remaining from each 
cohort calculated to form an upper triangular matrix, 
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Equation 10 
Calculation of remaining number from each cohort, where " is the maximum day to which individuals in this stage are able to survive and ^ is ^ {| ^W³   representing day 1 to , ¹ are individuals entering the stage at  − " + ^, and F are individuals transitioning from the previous 
stage and addition from other potential sources such as human transport. Diagrammatically presented below. 
 
 
 
 
 
 
 
 
 
Figure 14) Diagrammatical representation of the concept in Eq 10 showing the entrance of cohorts into a stage and decay through time to time  to calculate  + 1. 
 
⋱ 
Time 1 Time 2 Time n Time n+1 
Cohort 3 
Cohort 1 
Cohort 2 
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The remainder of each cohort is calculated via a matrix "²
W³y[J: (Eq 10) using past non 
transition (p) and survival (s) rates. The final population structure is given as the last matrix 
column, "² which represents those remaining in each cohort at time . Survival decay from 
age was calculated as exponential decay and has negligible effects except towards the 
maximum age for transition (Eq 11), 
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µ
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Equation 11 
where , is the column number and z the row in the corresponding "² matrix , n and n is a constant depending on stage (Table 7). 
 
 
 ÃÄ ·  10h ÃÅ 
egg 0.541 0.614 
L1 0.28 1.31 
L2 4.64 0.7675 
L3 0.215 1.535 
L4 0.1 2.3025 
pup 3.16 1.1513 
 
Table 7) Parameters used in Equation 41 for age related mortality. 
 
 
The final column of the cohort survival matrix "² is multiplied element-wise with the final 
column of the age decay matrix " to produce a new population total; ]`. The new population 
figure, representing those that have survived from both temperature and age related mortality 
factors, is then multiplied by temperature related mortality "m for time  (Eq 12; Table 8), 
which is determined by a polynomial fit across temperatures where maximum survival occurs 
at temperatures previously defined (Table 5).   
 
 "m = Æ¸(ÇÄ ∙ 10
&) ∙ hº + ¸(ÇÅ ∙ 10
l) ∙ lº + ¸(ÇÈ ∙ 10
) ∙ º + ÇÉ ∙  + ÇÊË 
Equation 12 
where  represents the ground temperature for eggs to pupae and air temperature for adults, and i
& is defined as, 
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 ÇÄ ÇÅ ÇÈ ÇÉ ÇÊ 
egg -2 2 -7.49 1.245 -6.76 
L1 -1.2723 1.31225 -5.217 0.9344 -5.311 
L2 -0.8251 0.863 -3.633 0.70549 -4.201 
L3 -0.504 0.5826 -2.796 0.603 -3.7632 
L4 0.149 0.00631 -1.057 0.3888 -2.85 
pup -0.2 0.4108 -2.67 0.64229 -4.136 
 
Table 8) Parameters in equation "m. Calculation of current day temperature related mortality. 
 
The final survival rate for time  (Eq 13) is calculated as, 
 =  ]`]          ( ] > 0) 
Equation 13 
Transition Curves of Immature Stages 
 
Polynomial Transition 
A reference table of values Ì is created, where row entries represent the percentage 
transitioning into the next stage according to age under a column which is transition structure 
across age for the specified constant temperature regime (Fig 15). The change in composition 
of transition across age with increasing temperatures is calculated as a gradual change from 
the previous temperature and recalibrated by dividing each temperature entry by the column 
total to ensure the total population transitioning stage across time equals 100%. A dual-fit 
algorithm was created (Fig 15) to establish polynomial curves across a temperature range 
(` [ to ` R) and time range for development (Í: ) to determine the percentage of each 
cohort transitioning at time .  
 
 
 
 
 
 
 
 
 
Figure 15) Dual-fit algorithm used to create transition reference table for temperatures and ages of individuals. 
Fitting algorithm of 
parameters for ` [ where 
maximum transition 
occurs at Î~ÏÐH by data. 
(Table 5, Eq 14) 
Fitting algorithm of parameters in 
second polynomial curve 
representing change in transition 
curve as temperature increases 
(Eq 15) 
1°C increase calculated by 
multiplying the values for curve at   − 1 with Eq 15 (Eq 16) 
Each iteration up to ` R is 
calculated. 
If the overall table has the 
correct Î~ values: 
Loop to randomise second fit 
parameters; 10000 runs 
Intermediate 
Output 
Output all 
potential fits 
Loop to randomise first fit 
parameters 
Otherwise 
if Runs 
>10000 
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` [  is 10°C, ` R  is 40°C, Í is the quickest time a stage can develop in days and  the 
maximum time a stage can develop according to empirical evidence (Table 5). 
The transition curve across age for temperature ` [ is, 
 ÌÑ~ÏÐH = (, ∙ ^l) + (, ∙ ^) + (,l ∙ ^) + ,h 
Equation 14 
where ^ is Í:  and c are constants (Table 9).    
 
 ÒÄ ÒÅ ÒÈ ÒÉ 
egg 0.108 0.54 1.34 -1.004 
L1 0 0.116 -0.49 0.52 
L2 0.7386 -6.6806 21.125 -20.608 
L3 0 0.0623 -0.259 0.28 
L4 0 0.1067 -0.2067 0.11 
pup 0 0.0435 -0.1085 0.075 
 
Table 9) Parameters in equation ÌÑ~ÏÐH. Calculation of transition curve across time for ` [ . 
 
The transition curve change for increasing temperatures is defined as, 
 ÌF =  (¤ ∙ ^l) + (¤ ∙ ^) + (¤l ∙ ^) + ¤h 
Equation 15 
where ^ is Í:  and d are constants (Table 10).    
 
 
 ÓÄ ÓÅ ÓÈ ÓÉ 
egg -0.00025 -0.0033 -0.104 1.34 
L1 0.025 -0.25 0.425 1.45 
L2 0.0093 -0.1255 0.2724 1.1704 
L3 0.043 -0.5 1.39 0.67 
L4 0.0017 -0.005 -0.0967 0.65 
pup -0.0047 0.044 -0.26 1.27 
 
Table 10) Parameters in equation ÌF. Calculations of change in transition curve across increasing temperatures. 
 
Deriving the next temperature increment’s transition structure is, 
Ì~,Ô:³ =  ÌÑ~
,Ô:³ ∙  ÌFÔ:³ 
Equation 16 
where Ì~ is the curve at temperature for T over the period Í: ,  ÌÑ~
 is the curve created at  − 1 and ÌF is the change in the curve as the 
temperature increases.  
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In matrix form (Eq 17), the age and temperature structure data is collated (Eq 16),  
 
 
 
 
 
 
Equation 17 
 
The values are then readjusted, 
 Ì[,Õ =  Ì[,Õ∑ ×Ì[,ÕØ³[2Ô   
Equation 18 
where Ù is ` [ to ` R under the conditions of Ì[,Õ (T < ` [) = 0 and Ì[,Õ( > ` R) = 0. 
 
The values are applied according to temperature at a given day and age of a cohort’s life, 
   Ú (ÛÜÝÞ)   
  1 2 ⋯ 
  − 1 ÌÔy[,~HIà½áâ ÌÔy[,~HIà½áâ … ÌÔy[,~HIà½áâ
Ì
³: =                  − 2  ÌÔy[,~HIà½áâ … ÌÔy[,~HIà½áâ
 ⋮   ⋱ ⋮ 
 Í − 1    ÌÔy[,~HIà½áâ
 
Equation 19 
 Ì[,Õ =  æ³Ð,â∑ ×æ³Ð,âØà½Ðçàè       Ì[,Õ > 0 
Equation 20 
where Ì[,Õ  is the matrix of transition rates according to ^ cohort age (entry in days previous to ), across each successive day j, multiplied by 
the number satisfying each ^ and Ù condition. The transitioning of the current population at time  is the final column , which is multiplied by 
the vector of the population remaining in the each aged cohort (^) according to the entry date (Ù). This allows for continuous curves or trends 
describing transition to follow through on individuals cohorts of different ages that have undergone different temperature regimes. 
 
ÌÔ:³,~ÏÐH:~Ïté = 
 êÝÜë êÝÜë + Ú … êÝÇì 
      Þí Ì~ÏÐH,Ô Ì(~ÏÐHyÕ)
,Ô ∙ ÌFÞí ⋯ Ì~Ïté
 ∙ ÌFÞí 
Þí + Ü  Ì~ÏÐH,àè áÄ Ì(~ÏÐHyÕ)
,Ôy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Exponential Decay Transition 
Considering an alternate transition type based on a White et al (67), a table was built using a 
series of curves (Eq 21) on the assumption that there is continual transition with exponential 
decrease (67) until only 1 individual is left behind (3) in each cohort on the maximum day 
possible for stage transition (Eq 21-22), 
 
Ì[ = g ï
ðñò	 óHIà½áÐ(∥õÄ∙~öÐyõÅ∙~öÐyõÈ∙~öÐyõÉ∥) ∙ (³
(
y[))∙óHIà½áÐ÷³
[2Ô  
 Equation 21 
ÌL[ =  ∑(
³y[: ) − ( −  + ^) 
Equation 22 
where Ì[ is the table of transition rates, ÌL[ is the mean temperature over the defined interval, and ^ is Í:  and ø
&  values are based on 
Table 11. 
 
 
 
 
 
 
Table 11) Parameters used in Ì; calculation of exponential decay 
Survival of Adult Stage 
Lunde et al (54) compared six mortality models; Martens 1 (71), Martens 2 (18), Bayoh-Ermert 
(16), Bayoh-Parham (17), Bayoh-Mordecai (7) and Bayoh-Lunde (53) using three independent 
datasets (61, 72, 73), which were not originally used by Bayoh (32) to build the models. Of 
these, the Bayoh-Lunde model had the highest Taylor validation skill score. This model’s 
equations (Eq 23-25) which are age-dependent, temperature and humidity driven, were used 
within the matrix to approximate adult survival curves for age intervals to create a survival 
matrix. The survival curve for each cohort at the day of stage entry and each day onwards is 
calculated using the same methodology as described before (Eq 20-23). 
Stage (i) õÄ õÅ õÈ õÉ 
egg -0.00099 0.098 -3.2028 35.9 
L1 -0.001603 0.1557 -5.0168 56.62 
L2 -0.004468 0.4343 -12.65 128.2 
L3 -0.007212 0.622 -17.84 178.4 
L4 -0.001263 0.1486 -5.71 80.2 
pup -0.00694 0.6071 -18.329 201.3 
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The size coefficient within Lunde et al. (54) was not used as there is limited information on the 
biology of An. gambiae s.s. at many local sites for potential study. This can be implemented after 
a statistical study investigating age-related body size has been completed for a specific site.  
For a population of differing ages at time ; 
 
" [ = g
µ
¶·ù×m
w» ∙ {Ø
∑ Õ âç(úIJ) âç û ü
∑ Ù! Õ2(þ
) Õ2 $ ¾
¿À³[2 ∙ (
J∙wJ) 
Equation 23 
where " [  represents the survival decay of an age cohort ^ at time n which is 1 to  defined as a maximum of 60 days,  is a curve modulation 
factor determined by Lunde et al (54), m is the environmental factor, 
 
mwJ =  $yùy~t»y ü
(» ⁄ )∙oùy~t»y ü»
ùy~t»y ü∙
»p
 
Equation 24 
where { is i-1 (age 0) to ¹ of adults present at time , where { is time { to ¹, 
 
Oℎ =  6.48007 + 0.69570 ∙ (1 − 
$.$∙	) 
Equation 25 
where OℎwJ modulates the scale of the survival curve. For adults, transition does not affect their survival as it is one complete stage with no 
distinct intermediate forms. Therefore, the adult survival component of the projection matrix M is, 
 
"²(
W³y[J:) = 
µ
¶¶¶
¶¶·
 ¸¹(
W³y[J) + Fº∙ "(
W³y[J) ¹(
W³y[J)∙ "(
W³y[») ¹(
W³y[J)∙ "(
W³y[¼½)
 ¸¹(
W³y[») + Fº∙ "(
W³y[») ¹(
W³y[»)∙ "(
W³y[¼½)
   ¸¹(
W³y[¼½) + Fº∙ "(
W³y[¼½) ¾
¿¿¿
¿¿À
 
Equation 26 
 
"² =  ∑ ×"²³
[y,ÕØ³[2Ô ]  
Equation 27 
where "² is the population size as the sum of each calculated and mated adult cohort age regardless of infection status, Ù =  and " = 1:¹¤. 
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Transition of Adults 
Adults shift from different fecund and infection stages. 
Male and Female Mating 
 £` = 
 ∙  ∙  
£ = 
 ∙     _ 
Equation 28 
where  is male, ø is female,
 the percentage of male to female,  is the percentage of males fully mated and becoming infertile each day, and  the likelihood of females to mate based on number and consequent mate location, 

 =  

 1 (]` ∙ ) ≥ ]] (]` ∙ ) ] >  (]` ∙ )0 |{ℎz^"
 
 
where ς is the male re-mating ability in a day, 
 = 0.5 
 = (−4 ∙ 10
l) ∙ ×] Ø + ×] Ø ∙ (−8 ∙ 10
k) + (1 ∙ 10
&)                          ( > 0.4) = 0.4 
Equation 29 
 
 
Male Infection £` = 0 
Equation 30 
 
Males are unable to become infected. 
 
Female Infection 
Infection of females are calculated based on current biting at time n with no trend carried 
through from past mating behaviour, 
£ = ++w  ∙  
Equation 31 
where  = 1 is the transmission probability from human to mosquito, + the number of infected people and +w the total population present. 
Survival is regarded as being independent of infectious status. 
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Fecundity 
The reproductive ability of females is simplified so that their egg laying is based on two 
factors18. Firstly, the number of female mosquitoes in itself will determine the chance of a 
mosquito finding a host where an increased number of females equates to a higher percentage 
chance of host location leading to oviposition, 
 
g  =  

 0 ][ +]l[ ≤ 1−0.00008 ∙ (][ +]l[ ) + 0.0177 ∙ (][ +]l[ ) + 0.01 10 < ][ +]l[ ≤ 1001 |{ℎz^"
¦
[2  
Equation 32 
where only ] + ]l are able to lay eggs, which represent the non-infected and infected mated individuals and N is the number of egg 
laying events, 
N = ø N = ø 
Equation 33 
which is inclusive of N¤ = 2, the egg development time within the female. The numbers represent the day of egg laying after host biting. Each 
female is assumed to have two egg laying events based on mating and host-feeding occurring two days (ø = 1) preceding n, and four, (ø = 4). 
Total time from mating to egg laying is therefore f+1 as  is inclusive. 
 
The number of eggs produced at each interval is thus not the sum of females present but the 
number of females present, mated and blood-fed at ø and ø days ago. Within the adult 
survival matrix, out of the final column representing the remaining number in each cohort left 
at time , the remainder of cohorts who mated  − ø and  − ø days ago are able to lay eggs 
(Eq 34), 
⋯ ( − ø + 1) ∙ Í⋯ ⋮⋯ ( − ø + 1) ∙ Í⋯ ⋮⋯ ( −  + 1) ∙ Í
 
Equation 34 
where β is the percentage that are blood fed, assumed here to be 100% at each event.  
 
Females were assumed to have no restrictions on biting, able to locate hosts at every time step 
regardless of infection status (] or ]l) therefore all mated females who met conditions of 
mating and egg development delays were fecund. The infection aspect of the ASM is developed 
further in Chapter 4.  
                                                        
18 Fecundity is further developed in Chapter 3 and 4. 
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RESULTS 
With the overall aim of capturing more realistic dynamics of survival decay and stage 
transition, the results of the algorithms were used to calculate a cohort’s behaviour based on 
temperature. The survival at constant temperatures are presented with an increasing 
temperature trend to observe the effects of a more dynamic temperature regime (Fig 16).  
 
a) b) 
c) d) 
  
e) f) 
Figure 16a-d) Comparison of survival curves for one 7 day old 3rd instar cohort at increasing temperatures. A notable difference exists 
between 14°C in a) where development is very slow which quickens as temperatures increase. The increase in temperature shows curve 
modification as time passes where survival rapidly decreases with increasing temperature. e) Shows the temperature data used for f) where 
the survival of  7 egg cohorts with different entry days shows variation based upon the temperature of the first few days of entry. 
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Temperatures at the tail ends of the distribution of 10-40°C affect survival curves dramatically 
but there are lesser effects at the end of a cohort’s survival where age has a strong mortality 
effect. The effects of high temperatures on transition also increased development rates 
dramatically and independently of age (Fig 17), driving cohorts to rapidly progress through life 
stages when under thermal stress. 
      a) b) 
c) d) 
 
e) f) 
Figure 17a-d) Comparison of transition curves for one egg cohort from time 0 to 9 at increasing temperatures. A notable difference 
exists between 14°C in a) where development is very slow, quickening as temperatures increase. The increase in temperature shows 
curve modification as time passes where increasing temperatures quicken transition. Under the temperature regime in e), the 
transition rates of 8 cohorts across time assuming 100 eggs are laid or enter each day show gradual slowing as general temperature 
decline occurs after day 3 in f). 
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References are made in the literature to post oviposition (p.o.) day and in this study, transition 
time. It is assumed to be inclusive of the day of stage transition, therefore eggs which take two 
days to develop are laid at 1 day p.o. for example (Fig 18).  
 
 
 
 
 
 
 
Figure 18) Diagrammatical representation of development day reference 
 
The conventional view of egg hatching, that it takes approximately two days at 27℃ (74) or is 
any form constant in development rate or day of emergence has been shown to be inadequate 
(63). Egg hatching time was distributed mainly between 1-8 days, based on observational 
evidence (53, 63). The total duration is approximately 16 days where either small percentages 
of approximately 1% were observed to hatch beyond 7 days (63), or reduced percentages at 12 
(44) and 10 days (38).  
At a constant air temperature of 27℃, 85-90% of eggs were found to hatch 1-2 days p.o., 10%-
14% at 3-6 p.o. and the remaining 1-2% hatched beyond 7d p.o. (63). The model’s trend is 
similar to this study with 94% transition into the first instar at 1-3 p.o. and the remaining 6% 
hatching on the 4-5 days p.o. at 27℃ soil water or soil temperature (Fig 16). The highest 
percentage of transition is at 2 days, which is consistent with other empirical data (53). Owing 
to insufficient data on the distribution of transition across days for a population at each 
temperature, the algorithm attempted to set conditions to satisfy all as closely as possible using 
data from Table 5.   
The strongest thermal tolerance occurs at the egg stage giving firstly, the greatest potential 
heterogeneity in transition time and secondly, as no difference in total protein and 
developmental success of the early and late hatchers was found when maintained at ideal 
temperatures (63), the greatest survival. Pupae and the 4th instar in comparison have 
developmental failure when exposed to temperatures outside of a smaller tolerance range (32, 
1d 
1 p.o. 
2d 
2 p.o. 
3d 
3 p.o. 
2 cumulative days of development; 
development within the day of transition 
included in the daily matrix model 
Day of Transition 
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39, 53, 75). Larval stages show a gradual reduction in survival and a skew to lower 
temperature preferences (Fig 19) (53). It is unknown whether these individuals would have 
the same survival dynamics to thermal forcing in wild conditions as genetic strain, predation, 
food supply and density dependence are important factors (30, 41) whose effects can be 
difficult to distinguish in a field study.  
Within this study, the total survival time for each stage, from egg to pupa, was the maximum 
day of possible transition thus extended survival times and subsequent increased density 
dependence from the presence of non-transitioning larvae were not considered as this 
observation may only occur in laboratory conditions.  A large transition event will cause 
stronger density dependent effects only in feeding aquatic stages (76), driven by habitat 
availability or rainfall (67, 68, 77) but a wide distribution in transition decreases the chance of 
enough individuals developing into adults therefore a trade-off may exist between fast 
development and delay for overall population dynamics. 
The stratification of cohorts gives two levels of heterogeneity in development times. Firstly, 
even at constant temperatures, a distribution in development time exists within a cohort at 
each stage. Secondly, the heterogeneity of temperature through time has knock on effects as 
egg cohort development is expressed when these individuals move through larval, pupal and 
adult stages at different times from varying stage transition days (Fig 20). It is therefore 
possible for a later cohort to co-exist with earlier cohorts if temperatures and transition rates 
are increasing (Fig 17e-f). The negative effects of a past thermal forcing event such as a high 
temperature heatwave will show in a percentage of the current population and differ according 
to instar. Overall, the spread of development in a cohort can give greater stability by reducing 
extinction events and boom/bust dynamics, representing a potential population strategy.  
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Figure 19) Colormap of survival probability for the egg to pupal stages 
 
 
 
Figure 20) Surface maps for egg to pupae where colour and the z-axis represents the percentage of transition 
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a 
a) b) 
Figure 21a) Exponential decay curves calculated using this study’s algorithm which depends on the 9b) accompanying maximum day of 
transition according to stage and temperature according to Table 5.  
 
Comparing the polynomial curve fitting and more traditional exponential decay transition 
using standard Beverton Holt or Ricker density dependence for larval stages under 
favourable constant environmental conditions shows that exponential transition reflects an 
epidemic population multiplication scenario for an area (Fig 21a, b). With less transition 
staggering, there is rapid establishment even when different exponential rates have been 
applied to each aged cohort according to the individual thermal regime (Fig 22a-d). 
 
 
  
a) Beverton Holt & Polynomial Fit b) Beverton Holt & Exponential Fit 
  
c) Ricker & Polynomial Fit d) Ricker & Exponential Fit 
Days 
Figure 22) Comparison of different cohort transition fitting techniques and density dependence to illustrate effects on overall 
population dynamics. Density dependence survival modification cannot be more than 1 or less than 0.025. Total population size may 
seem large but mortality is high during larval and pupal stages (52). 
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DISCUSSION 
It is likely that laboratory temperature studies will continue to address constant temperature 
regimes, being less problematic to control and infer relationships from in comparison to field 
studies. The effect of temperature variation has been examined (12) but a universal 
temperature equation for use at a small-scale site will not exist until biologists have performed 
a comprehensive experimental study across multiple field sites, removing other compounding 
variable interactions and establishing growth/development and survival curves that can be 
applied with an measured level of uncertainty in the field. With such formidable requirements, 
the effects of a variable such as temperature are complex with positive and negative attributes 
on survival and behaviour, explaining increased interest in this parameter’s effects due to its 
potential importance in the control of a vector population (31, 68, 78-81).  
Empirical data has established that survival and transition are non-linear and mortality rates 
are frequently age-dependent (36, 53) but many mathematical models assume vectors die at 
constant rates, which may explain the inaccuracy in intervention success estimations (82), and 
provide information as to why existing models underestimate current mosquito population 
growth and overestimate future projections (83). Extended survival can result in a poorly 
estimated transmission process therefore stage and age structured mosquito models may be 
one potential method to reduce uncertainty even at the cost of complexity (36). In this discrete 
model, using a cohort based approach which incorporates environmental (17, 33), 
epidemiological and entomological variables allows modellers to investigate mortality and the 
development of a population through time. The polynomial curve fit allows greater flexibility 
as any further empirical data can be inputted and transition curves re-established. When 
percentage survival data has been collected for a range of temperatures, the same algorithm 
can be performed again to create survival curves for a discrete model. The exponential 
transition regime requires high density dependence regulation and loses much resolution on 
the distribution of transition across time for different temperatures, making non-exponential 
mosquito mortality more applicable for Anopheles (61, 84).  
At a more site-specific scale less than 1km2, more detail such as weather station data, 
information on environmental factors such as topography and human/mosquito interaction 
knowledge can improve predictions for an applied model (68, 85, 86) but GCM data has the 
advantage of being both accessible and calibrated, which can give acceptable results for 
different temperatures (Fig 23, 24a). The observed population collections at Bana, Burkina 
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Faso, correlate to model results (Fig 24b) although no model calibration has taken place. Owing 
to the low resolution of observed catch data19, further work is needed to a) calibrate the model 
and b) validate findings via statistical analysis. 
Theoretical data can be used to test this age stage matrix model (ASM) to investigate potential 
climate regiments or a particular climatic scenario (Fig 25a, b). Model results for a variable 
climate regime and simulated wet and dry season scenario using climatic boundary conditions 
(outlined in Table 6) are presented as well as the resulting population regimes using NCEP, 
ERA-I and NCEP+ERA-I averaged temperature data (Fig 26a, b). The results not only show 
expected population regimes (Fig 25a) but a method for testing robustness for multiple 
climatic scenarios as population establishment requires set conditions (5 out of 20 variable 
climatic data simulations resulted in full population establishment; Fig 25b). Differences 
between NCEP and ERA-I data in population dynamics are also evident which makes choosing 
GCM data important despite the lack of statistical difference between the datasets used here for 
the time period investigated (F = 47.64, df = 1, p<0.001). These aspects require further 
investigation after model calibration with analysis of model sensitivity and elasticity using case 
studies (Add Info; Fig 27a-d). 
Day 
 
Figure 23a) The population regime of mosquitoes under different constant temperatures where no water stress is present and density 
dependence is set at an upper limit variable of a 6,000,000 total larvae population. No humidity stress exists for adults, 100 adult males and 
females entered at  = 1 and no immigration/emigration occurs. 
                                                        
19 Unpublished data, Diabaté and team as part of the HEG Consortium 
0 20 40 60 80 100 120 140
0
2
4
6
8
10
12
x 10
8
 
 
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
T
ot
al
 P
op
u
la
ti
on
 S
iz
e 
Chapter 2 
88 
 
 
a) 
 
 
Date 
b) 
 
Figure 24) Initial population of 100 adult males and females on 01/07/2013. a) Mosquito population (red line) versus ERA-I precipitation 
estimates (black bars) and soil water (green line). b) Mosquito population (red line) versus monthly data of number of females caught in 
room captures. 
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a) 
 
Day 
b) 
Figure 25a) Initial population of 100 adult males and females under a wet to dry climate transition at 60 days, b) Population release of 100 
males and 100 females under climatically variable conditions; legends of both a) and b) refer to the simulation number. 
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a) 
 
Date 
b) 
Figure 26a) Population runs using NCEP temperature data (dark green solid; second y-axis) for an initial 100 males and females is 
compared to ERA-I temperature data (dark blue solid; second y-axis). The mosquito populations under NCEP (light green solid) and ERA-I 
data (light blue solid) are presented. b) Averaged NCEP and ECMWF temperature data (mid-blue solid; second y-axis) and population data 
(orange solid). 
 
 
CONCLUSIONS 
Discrete models have the potential to increase our understanding of the role the environment 
plays in population dynamics with increasing biological detail as the spatial and temporal 
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resolution increases. The matrix variables are able to encapsulate all numerical information of 
the past experience of an individual that is relevant to its future biological behaviour. The 
model presented here takes an ASM approach and uses cohort lag in order to represent the 
overlap of the generations as a function of the environment. With the future collection of local 
mosquito population and meteorological data, this model can be integrated into discrete 
movement models and calibrated via the algorithm input system.  
 
FURTHER WORK 
1) Coupling of Chapter 1 and 2 - Egg cohorts have a desiccation function based on data 
from Table 5, 
 
"[,Õ = 0.0086 ∙ (1:  − ^ + 1) − (0.0983 ∙ 1:  − ^ + 1) + (0.1321 ∙ 1:  − ^ + 1) + 0.9576 
Equation 35 
where if SW, surface water, is below 1mm, , is the maximum day of desiccation before all die, the subscript i the number of days under 
desiccation and j the age of the cohort from 1:I, calculating different mortality rates according to the time spent under desiccation. "[,Õ  forms 
a table of survival rates, which is multiplied element-wise with the vector of eggs of each age j, as highlighted in this study’s methodology. 
 
Larval cohorts of each instar under the Ricker density dependency function have a maximum 
calculated capacity for an area of 1km·1km, 
 C`R = 1000000, 
 
! =   ∙ 0.0912C`R + 0.0009  
Equation 36 
where C`R is the maximum total population of larvae able to be supported in an area, differing between stages to reflect competition for 
resources. The advantage of larger instars who cannibalise the first instars is in contrast to their higher mortality through larger resource 
acquisition needs and sensitivity to temperature (Table 1), K is the modified population able to be supported as a function of SW, and  refers 
to the larval stage 1:4. 
This is carried through to Chapter 3 and 4. Local site calibration is required to validate these 
equations. With the future collection of high resolution life table data for temperature and/or 
humidity, AIC and statistical tests can be performed to test for polynomial overfitting. 
2) Investigation of local strains at specific sites to determine life history traits before re-
calibrating the model 
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3) Investigation of pool size and heterogeneity of habitat to overall population size in a 
1km·1km area using habitat analysis performed in Chapter 1 when appropriate aerial 
imagery becomes available 
4) Addition of more factors such as microbiota and water quality, which have implications 
on mosquito survival (87) 
5) Addition of multiple species and comparison of their survival and transition rates, 
especially in temperature and desiccation resistance, which may explain population 
dynamics in further detail (55) 
 
ADDITIONAL INFORMATION 
  
a b 
                     
c d 
Figure 27a) Sensitivity matrix where the x-axis (i) and y-axis (j) represent stage number measuring the effect of each matrix entry (M) on 
overall population growth rate at constant air and soil temperature 27°C, and no water related stress. b) Corresponding elasticity matrix. c) 
Adjusted variance of matrix entries to account for high fecundity figures across 30 days where 100 are present in each stage at the beginning 
of the run.  d) The adjusted variance of parameters across temperature from 10-40°C  in order of stage on the y-axis. High variance (red) is 
observed during the less stable larval stages (1-3) whilst the fourth larval stage and pupae have less (orange), and eggs very low (yellow). 
Fecundity is variable with the most stability between 14 and 29°C albeit not representing high reproductive output. 
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ESTABLISHMENT OF A HOMING ENDONUCLEASE GENE SYSTEM IN 
A LOCAL LANDSCAPE  
“Epidemiological models show that fecundity is among the most important factors affecting the likelihood of a 
mosquito transmitting malaria.” (1) 
 
AIMS AND OBJECTIVES 
What is the required efficacy of hypothesised modes of HEG technology at a controlled release site 
targeting 1km2? 
⋅ Identification of the most effective strategy from gender specific autosomal fecundity 
reduction, pupal transition failure, gender bias or driving-Y gender bias. 
⋅ Assessment of thresholds for these strategies to achieve successful control 
⋅ Investigation of HEG strategies under endemic and epidemic scenarios 
 
BACKGROUND 
Upcoming vector control methods using genetic driving mechanisms (see James (2) for review) 
are being widely discussed as potentially powerful methods for reducing disease transmission 
(2-4). Malaria continues to be a substantial contributor to global mortality causing around 
627,000 deaths in 2012 (5) where among the mosquito vectors of malaria, Anopheles gambiae 
s.s., a carrier of Plasmodium falciparum, is a major contributor of the disease in Africa (5-7). The 
use of gene driving techniques at a local scale requires applied modelling in order to establish 
their efficacy outside of a laboratory setting, where the release of small genetically modified 
(GM) populations is expected to reduce the wild population size when environmental 
conditions and spatial interactions are more variable. 
Of these genetic techniques, homing endonuclease genes (HEGs) are a class of selfish genetic 
elements, able to spread through populations by encoding for an endonuclease which 
recognises a 18-30bp sequence, cleaving HEG- chromosomes at a target site (whilst not 
affecting HEG chromosomes) and converting heterozygous individuals to homozygous HEG by 
the recombinational repair system within the gamete (8-13). A HEG active in the germ line 
could thus increase in frequency within a population and knock out a gene at the target site 
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which is critical for normal functioning, such as fecundity, where the rate of cleavage regulating 
the ratio of heterozygous to HEG homozygous progeny, otherwise known as homing  (0 ≤ ≤ 1), can be altered. Theoretical work shows that population elimination requires high gene 
drives for a completely recessive effect (>0.96) in biological conditions of rapid growth (O =12, where O is the rate of increase) down to 0.71 in low growth (O = 2) for an essential 
survival gene and lower gene drives in general for a fecundity gene target (≥ 0.86 where O =12, ≥ 0.45 where O = 2). Focus is given to the application of a HEG where the environment 
provides high growth conditions for wild population establishment in an endemic and 
epidemic setting, providing sufficient mating interaction to spread a HEG in an acceptable 
timeline for population suppression or eradication.  
As Chapter 2 explored the parameterisation of survival rates and established that with 
relatively high mortality rates naturally occurring during the immature stages, especially the 
pupal stage (14, 15), a HEG which allows egg and larval viability but disrupts pupation is 
desirable as it also enforces the innate high density dependent pressure on the wild-type (16). 
Most habitats house fewer pupae than fourth instar larvae indicating a very high mortality and 
suggesting a decoupling (17), which was an observation viewed in multiple habitat types (18). 
As the most sensitive aquatic and stationary stage, interrupting chitin synthesis or other pupal 
processes is becoming an expanding avenue of research, with the identification of attractive 
target sites such as AgCHS2 which encode proteins for thoracic and abdominal inter-segmental 
regions of pupal integuement in An. gambiae (19) and genes such as E93 which regulate pupal 
metamorphosis in Drosophila melanogaster (20).  Sustaining high density dependence by 
maintaining large pupal populations instead of fecundity disrupters, which cause pre-larval 
death, can be advantageous as it builds on natural mortality already occurring (12).  
Additionally, gene drive strategies could also use an autosomal distorter loci favouring the 
production of males, which is potentially at least two orders of magnitude more effective than 
sterile male releases designed to reduce wild⋅wild mating events (21, 22). Males carrying an 
inserted X-targeting HEG construct on the Y chromosome could create a male biased sex ratio 
for progeny by cleaving of the X chromosome at male meiosis (hereby called Y-Drive), thereby 
reducing the female population, biting rates and transmission. Both autosomal and Y-linked 
suppressors of sex-ratio meiotic drive have been reported in several species of insect (23); D. 
paramelanica (24), D. mediopunctata (25, 26), D. simulans (27-30), D. subobscura (31), Musca 
domestica (32) and Cyrtodiopsis dalmanni (33, 34). A gender bias strategy requires factors such 
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as natural fecundity and mating behaviour to be considered at a local release site to investigate 
how release intervals and sizes can prevent wild·wild mating over time. 
Release of these technologies will be investigated using a relatively detailed biological model 
developed in Chapter 1 and 2, which models age and stage. Consideration is given to the 
biological and ecological complexity within the population dynamics of the vector by 
examining factors such as vector age structure, stage transition and survival that are altered by 
environmental factors including temperature and rainfall, which may be critical to determining 
the success of a particular release as new HEG technology enters a future field testing phase. 
Variables such as the size of release, gene drive, degree of fitness, fecundity or gender 
distortion penalty and climate regime are altered for a village site measuring 100m·100m 
within any area of the Bobo-Dioulasso landscape, Burkina Faso, where a mosaic of pools ideal 
for breeding exist within. 
The following potential HEG strategies are explored for the environments defined in Chapter 2; 
a constant suitable environment, variable environment, an environment mimicking a dry and 
wet season, and using ECMWF ERA Interim data (ERA-I) (35); 
A) Autosomal gene affected resulting in fecundity reduction where homozygous recessive females are sterile  
B) Autosomal distorter where HEG homozygous males favour male progeny 
C) Autosomal gene affected resulting in post larval mortality for homozygous recessive females 
D) Y-Drive mechanism for male progeny bias 
 
METHODOLOGY 
All simulations were performed in MATLAB v2014a (36).  
Releases of intervention males, a necessary requirement to avoid even temporary increases in 
disease transmission, into the population result in genetic diversity where genotypes are 
assumed to share life history traits such as fecundity, gene drive and progeny gender distortion 
percentage. All females are assumed however to mate only once in their lifetime (37, 38) 
before adopting host location and egg laying behaviour, transitioning from vector entries D1 (mating) to D2 (mated and non-infectious) and if infected post feeding, D3 (mated and 
infectious). Their survival and fecundity was determined according to their matrix entries (Eq 
37-40) built into the metapopulation model (Chapter 2), 
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 " ·  ⋯ ¢ ¢l(1 − ) ∙ " ⋱ ⋮ ⋮ ⋱  ∙ " ⋮  (1 − ) ∙ " l ∙ "l 
Equation 37 
 
where " represents survival,  for non-transitioning, £ or (1 − ) for transition, subscripts , C1 to C4, , D1 to D3 refer to stage egg, 
larvae instars, pupae and adults. ¢ is the number of eggs produced by the females present, mated and blood-fed 1 and 4 days ago, split into ¢ 
for uninfected females and ¢l for infected. ¢,l is, 
 
¢,l  =  m||` ∙ z ∙ Ñ            m||` ∙ z ∙ Ñ            m||` ∙ (1 − z) ∙ Ñ m||` ∙ (1 − z) ∙ Ñ ·  
]yl`Ð]ylÐ ! 
Equation 38 
where ]yl`Ð is the male and ]ylÐ  female populations of genotype ^, which represents each male and female of type Î ∈ {1,2,3}; the wild, 
heterozygous carrier and homozygous recessive HEG type20, creating specific genotype progeny compositions according to both gene drive 
and fecundity. The matrix entries are either m, a 3·3 zero array or `, depending on whether the sum of males multiplied by their daily re-
mating ability (ς = 0.5) or females is greater, occupying the left column where the sum of females is greater, else right. z is a 3·3 matrix of 
progeny gender distortion percentages set at a default of 0.5 for all mating events of all genotypes, producing 50% males and females, Ñ is a 
matrix of egg production where rows dictate the contribution of a genotype into each genotype, a function of the number of males and females 
of each genotype. 
 
The ` sub-matrices are calculated as the percentage of progeny of each genotype created as 
a function of the current genotype composition, 
 
` = Î + (1 − ) ∙ Î (1 − ) ∙ Î + (1 − ) ∙ Î 0 ∙ Î + Îl  ∙ Î + ×2 ∙ (1 − )Ø ∙ ( ∙ Î) + (1 − ) ∙ Îl Î + (1 − ) ∙ Î0  ∙ Î +  ∙ Îl  ∙ Î + Îl  
Equation 39 
where  is the gene drive or homing.  
If the strategy is Y-drive, males are indexed by whether they carry the distorter-bearing %y,  
` =  Î + Îl ∙ 0.5 0 (1 − {&) ∙ (Î + Îl) ∙ z[0 0 00 0 z& ∙ (Î + Îl) ∙ z[  
Equation 40 
where the construct induces X chromosomal shredding and is transmitted to {&, defined as the transmission efficacy of the Y construct to 
progeny, z[ is the gender bias created between each mating event with a %ymale and ^ is an index for either male or female entry into the 
matrix. 
                                                        
20 In Chapter 2, the superscript referred to egg laying event whereas here, genotype and gender is used. 
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Development time inside the female was a 2 day constant where they can become infected (Fig 
28) at . An ASM cohort approach (Chapter 2) was used to encapsulate the delays so only 
females who have survived the entire process of mating and host location through time are 
able to bite. Male mating decayed at a constant 50% (males that remain able to mate the next 
day regardless of survival). After mating, females move into the feeding and oviposition cycles 
defined by a series of modelled rates (Fig 28).  
Under normal conditions for a wild population of 1200 males and females, 600 unmated and 
600 mated, with a constant climate scenario (27°C air temperature, no surface water or 
humidity stress; Fig 29a) or using ERA-I climatic data (Dates: 01/07/2013 – 01/01/2014 for 
air temperature, rainfall and humidity; Fig 29b) for the area of Bobo-Dioulasso, population 
numbers are oscillatory and stable or environmentally driven. Owing to the seasonal numbers 
of mosquitoes, which are driven by a wet and dry season’s temperature and rainfall patterns 
(Fig 29c-d), population suppression or eradication may have to occur rapidly and pre-emptive 
release done where possible (before wild population establishment). Focus was therefore 
given on HEG release at the point of wild population establishment. 
 
 
Figure 28) Diagrammatic representation of matrix used to calculate adult mosquito dynamics 
 
The transition rate for adults A1  is defined as, 
£  = O` ∙ \`£ ` = O` ∙ \` ∙  
Equation 41 
where, 
 
O` =
µ¶
· 1 ]`Ð ∙  ≥ ]Ð]Ð]Ð ∙ L ¢u > u ∙ 
 
Equation 42 
where ]Ð  is the sum of unmated females present and ]`Ð the sum of unmated males present at time  and  male promiscuity 
assuming a fixed constant of 0.5 re-mating on day . The subscript i refers to the genotype which are all calculated separately, not 
Chapter 3 
101 
 
as a sum unless expressed. Males adults which transition from A1→A2 are removed from the population after entry to this stage 
as they do not contribute to population growth and are assumed to have no negative effects on density dependence. Estimations 
of male lifespan can be as low as one week (39).  
 
\` = −2 ∙ 10
 ∙ ¢u + 5 ∙ 10
 ∙ ¢u + 0.10 < \` ≤ 0.4  
Equation 43 
where \` is the chance of males and females meeting within a space dependent on ]Ð  .  is the male transition into the non-
mating stage (]`Ð) at day n representing a fixed constant decay of mating ability,  = 0.5, where a very small proportion of the 
original male population will be able to mate after 7 days. The number of males was generally not considered to be a limiting 
factor in the control of female populations. Female host finding ability was defined as, 
 
¢ 	[  =  0 + 
¦Ð
 = 00.00001 ∙ .ll$&∙`	 HI'(Ð) + 
¦Ð < 101 + 
¦Ð ≥ 10 
Equation 44 
where + 
[  is the sum of the remaining female mosquitoes left at the entry date ages NC[, a vector containing the days at which 
females lay eggs under the subscript ^; the values used here were ^ = 1 and ^ = 4 (calculation of  + 1 requires each entry to 
have 1 deducted, so females reproduce on the second day post mating and again on the 5th day according to observed data (40). 
Thus the females which entered  − 1  also reproduce 3 days later as two entries of ^ were used; thus females reproduce twice. 
The time between host location and egg laying, the next stage, was assumed to be independent of temperature with the first 
laying event at 2 days and second 5 days later representing the biological senescence of females (40). The scripts ℎ and  are 
reiterated to demonstrate the space specific nature of host location. The calculation of the remainder of each cohort’s entry at 
time  used the ASM where any that do not host locate are added to the next time step, i.e. those that do not host locate at age 2 
are added onto the next cohort’s age 1 at  + 1. 
¢ [ = g + 
¦Ð ∙ ℎC[ ∙ D¦Ïté[2  
Equation 45 
where i is the water availability penalty 0 → 1 at time  in space ℎ where the female mosquito is currently located, 
 
 i 	1  + D ≥ 0.10  + D < 0.1 
Equation 46 
where a binary system is in place which assumes that the presence of surface water () and artificial water (D) will allow 
females to lay eggs. Once all females have had the opportunity to lay twice up to the age of 15 days, they remain present but 
unable to successfully breed thereafter till death as this was the maximum defined mating ability time previously measured in an 
egg retention study (40). They can die prematurely between mating events in which case a female’s full reproductive capacity is 
not met. 
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 a) 
b) 
 
Figure 29a) Total population number (y-axis) under a constant climate for 120 days (27°C air temperature, no surface water or humidity 
stress). b) Under the ERA dataset over 120 days from [01/07/2013 – 01/01/2014] with the c) temperature dataset shown in °C (y-axis) and d) 
rainfall data in mmday-1. No immigration or emigration takes place. 
 
The overarching goal for all strategies where both male and female wild-types have recently 
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following generations. Firstly, a starting population of 1000 wild males and females was 
assumed in a discrete sink where no emigration and further immigration occurs after the initial 
input. Potential control scenarios are presented where the aim was to either reduce the wild 
population to a non-infectious state or preferably eliminate it where possible, acknowledging 
limiting factors such as consent to female release and assuming production numbers and gene 
drive rates are adjustable. 
 
RESULTS 
All methods under an endemic and epidemic scenario show theoretical potential to drive 
populations to elimination but require different conditions in constant climatic criteria (Fig 
30a) and under modelled ERA-I data for the period and area specified (Fig 30b). 
Owing to the non-linear and complex interactions between the environment and growth rates 
(Fig 31), the population dynamics cannot be summarised by a single metric HEG load; 
therefore variables such as homing rate and population number are presented. As multiple 
HEGs have the ability to act antagonistically (10), the effects of a single HEG are explored which 
may be easier to present in front of regulators and monitor in a small scale field study; a 
required step in understanding the effects of HEGs in the field under variable climatic 
conditions. If the climate is constant, set at the ideal maximum average population growth 
(O``R) across stages, the starting population and scale of release can dramatically affect the 
overall dynamics where overlapping generations and consequent heterogeneous laying occurs. 
A strong gene drive is necessary to continually maintain a homozygous recessive population 
where adult numbers fluctuate and the risk of extinction for small numbers transitioning the 
post pupal mortality stage is high.  
A single release recessive knockout strategy that only affects homozygous HEG female 
fecundity slows HEG establishment in terms of the percentage of wild, heterozygous and HEG 
recessive present in comparison to normal dynamics unless gene drives are greater than 0.9 
(Fig 30a, b) but severe wild population depression (<15%) occurs at drives greater than 0.8 
(Fig 31) where the lags in density dependence can additionally cause a shift in population 
peaks over time. The main issue with a mating flood strategy is the continued production of 
wild individuals when gene drive is suboptimal (Mendelian→0.89) which allows the mating of 
wild·wild individuals. For autosomal gender distortion, provided a high percentage of young 
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are male (0.99≤), gene drive can be significantly lower (>0.83) for eradication at approximately 
300 days. Higher gene drives (>0.9) can eradicate far quicker (≈90 days) (Fig 30bii). The 
rapidity of population growth with a small number of remaining wild-type females requires a 
strong genetic response, although the number and size of releases will not necessarily increase 
the likelihood of eradication were females unable to pupate when recessive as part of a pupal-
target strategy. The spread of releases can be additionally impact effectiveness with a trade-off 
between supporting a population’s re-establishment with regular releases at short intervals, 
which adds more wild-type individuals from an imperfect gene drive and increasing the 
percentage of HEG carriers. A longer interval between releases can be as or more effective as 
very regular releases (Fig 30biii-iv) and small increases in gene drive can result in quicker 
population extinction when high (Fig 30aiii, biii). The same was observed for Y-drive where 
increased gene transmission resulted in an overall lower population but 0.99 gender distortion 
was critical for elimination by significantly suppressing female production in each transgenic 
mating encounter. 
Additionally addressing the requirements for applying genetic controls to both an endemic and 
epidemic area allows for different strategies, which are more tailored. A rapid termination of 
the mosquito population is required in epidemic situations owing to lower host population 
resistance to Plasmodium infection and conversely, an overly rapid eradication campaign in an 
area where mosquito populations exist all year round is likely to cause immediate resurgence. 
Therefore a very effective genetic strategy may fail under reinvasion of wild adults, making a 
lower equilibrium of a mixed genetic population more appropriate in some circumstances, 
maintaining mating between wild females and HEG carrier and/or homozygous HEG males. 
The epidemic area is therefore assumed to have an invasion at the beginning of the simulation 
whereas endemic may have more than one (Fig 30a, b).  
As this model holds non-linear assumptions in the number of currently gravid females in 
transition and development (Chapter 2), the delayed and unpredictable dynamics of 
population numbers are expected. The efficiency of mating and time delays in activities 
including egg laying can dilute a genetic strategy’s effectiveness, especially if a mismatched 
release occurs in between two large mating events, where cohorts have not established 
temporal overlap. If one large invasion event occurs, this becomes imperative as the wild·wild 
breeding events are not inhibited and thus an epidemic is not prevented in the short term, 
giving the impression of control failure.  
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ai) bi) 
  
aii)  bii) 
  
aiii) biii) 
 
 
aiv) biv) 
 
 
 
Figure 30a) Under a constant climate, which supports mosquito populations all year round with multiple invasions of 100 wild male and 
female adults every 10 days up to 120 days, where a longer time limit for control is allowed. i) Autosomal fecundity reduction where gene 
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drive is 0.98, 1000 HEG homozygous males are released, and recessive females are sterile causing rapid population decline post 60 days, 
maintaining a population at a lower equilibrium until post 250 days. 1000 recessive males are released every 7 days. ii) Autosomal gender bias 
where 300 are released every 31 days with a 0.99 gender bias occurring in mating events with homozygous recessive males and 0.84 gene 
drive. iii) Autosomal pupal death occurs for fully recessive females at a gene drive of 0.94 and release of 1000 recessive males every 31 days. 
iv) Y-Drive strategy where 1000 are released every 30 days under 0.99 gender distortion and 0.85 gene drive. 
b) Under a limited time scale with a seasonal mosquito population using ERA-I data that contains the wet to dry season transition at 
approximately 150 days, a short time frame for control is required with immediate intervention for invading wild immigrants from 
surrounding areas at time  = 1. i) On an autosomal gene where drive was 0.99, one release of 1000 homozygous HEG males occured at time 1 
and homozygous HEG females cannot lay viable eggs. ii) One release of 2000 autosomal homozygous HEG males are released at time 1 with a 
gene drive of 0.9 and gender bias of 0.99 males. iii) Autosomal pupal growth retardation of homozygous HEG females, where the release of 
1000 homozygous HEG males occurs every 20 days at a gene drive of 0.99. iv) Y-drive mechanism at 0.9 gene transmission where 0.99 of 
progeny are male and 1000 are released every 23 days. 
 
 
  
a) b) 
 
 
c) 
 
 
Figure 31) Where no effect on egg laying is present for any gene type pairings, the percentage of wild (a), heterozygous (b) and HEG 
recessive (c) individuals are presented for the biological model. Gene drive is presented as 0 (green) to 1 (black). 
Autosomal Fecundity Reduction 
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autosomal drivers to invade where the fitness cost is male fecundity reduction, the frequency 
of the insensitive chromosome must be low and the driver must be in strong linkage 
disequilibrium (44). As recombination is continually occurring where those without a fitness 
cost are able to reproduce normally in wild·wild pairings, successful eradication scenarios 
require large (in comparison to the other three strategies) and frequent releases of 
homozygous HEG males which increase the percentage of HEG carriers. 
This is compounded when strategies are not of high gene drive and the fertility reduction is not 
close to zero, producing wild males and females. Where short term eradication is necessary, 
provided egg suppression is maintained at below threshold Ì¦	 which is close to zero at below 
9 eggs (Fig 32a) at each mating event for a homozygous HEG female, autosomal fecundity 
reduction can be successful in wild population eradication. Should heterozygous females also 
receive a fecundity penalty when mating with homozygous HEG males, this threshold is 
marginally lowered with a smaller established population at lower egg numbers (Fig 32b) but 
there is little difference otherwise, highlighted in studies of Drosophilia where known 
homozygous lethal mutations typically only reduce the fitness of heterozygotes by a few 
percent, therefore no significant effects of introducing a heterozygote penalty were observed 
(45). The role of the heterozygote in population re-establishment should not be discounted 
however as discussed below. 
Where immigration is continuous at 100 wild males and females every 7 days, intervention 
failure can cause resurgence when gene drive is inadequate but lower immigration rates can 
prevent wild·wild reproduction and allow suppression success (Fig 32c). At very low 
populations, the possibility of HEG extinction can occur at very high gene drives otherwise the 
presence of a few wild-type individuals can re-establish the population, which suggests that 
heterozygote numbers are critical as the buffer between ensuring a wild population transition 
occurs to a homozygote HEG state; therefore the unaffected egg laying abilities of heterozygous 
individuals are an important factor (Fig 32d; black line versus brown). This is exacerbated in 
simulations run under an optimal environmental regime where relatively rapid stage shifts 
occur and wild-type progeny continue to be produced from a small statistical chance of any 
wild-type adults meeting and mating. Overall, gene drives of 0.9 are able to significantly 
suppress populations and above 0.96, extinction occurs for a wild population of 1000 males 
and females, and 0.98 for a population over 10000 males and females (Fig 32e-f). Where gene 
drives are less, the population can significantly recover and control fails. The initial population 
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and appropriate release size are less important variables as 50% release size of the wild male 
population is able to achieve extinction although where initial wild populations were larger, 
the large initial peak is not prevented during HEG establishment (Fig 32e-f). This size of release 
is a dramatic reduction in comparison to the release sizes required for sterile insect technology 
where a ratio of approximately 4:1 transgenic to wild is required to be effective in moderately-
aggregated mobile wild-type populations (46, 47). 
Within literature, the existence of such a genetic strategy has been of interest. Studies on the 
autosome-mediated sterility between D. buzzatii & D. koepferae (48, 49) demonstrated that 
large introgression generally caused sterility where a zone on chromosome three was found to 
produce sterility and when autosomes were introgressed, a strong sterility effect was observed 
(50). Notably, where several autosomes were introgressed, a stronger sterility effect was 
observed (51-53). These “sterility genes” would be rare in nature (54) and mediated by a few 
epistatic factors, similar to X-mediated sterility in D. melanogaster where inappropriate 
inactivation of the X chromosome occurs in the germ line of males carrying X-autosome 
translocations (55). Sterility could be gender specific following Haldane’s Rule where the 
dominance of a potential autosomal recessive sex-linked factor is masked in homogametic 
females and unmasked in heterogametic males (56). On the other hand, systematic screening 
for female sterile mutations have identified a large number of genes required for proper 
oogenesis (57-61) where mutants of the “ovarian tumour class” have small ovaries or egg 
chambers filled with an excess of undifferentiated germ cells and/or tumorous cysts (62-66). 
Specifically required in females, the |+| gene has been proposed to be key in oogenesis where 
recessive null |+| individuals have degenerated germ cells (67-70). Three dominant |+|, 
mutations were able to arrest egg development, acting as recessive alleles, and fully penetrant 
for female sterility with no effect on the male germline (68, 71).  
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a) b) 
  
c) d) 
   
e)    f) 
 
Days 
Figure 32a) Under a constant suitable environment, the effect of reduced egg number on the total population when mating events with HEG 
homozygous females create 0 to 162 (normal) eggs for Mendelian gene drive. There is a notable population suppression at 11-12 eggs which is due 
to overlapping generations and non-linear population dynamics. b) Population numbers where both homozygous and heterogeneous HEG females’ 
egg numbers are affected. c) In the event of intervention failure where continual immigration of 100 wild individual occurs every 7 days, the 
population slowly recovers (black dash dot) in comparison to no immigration (solid black). Homozygous HEG females produce no young. Gene drive 
is 0.95, and the initial release is 1000 wild males and females and 1000 HEG homozygous males. At low population sizes, gene drive plays a more 
critical role in driving the population towards an unreproductive state. d) 100 HEG homozygous males in a wild population of 1000 males and 
females where gene drives start from 0 (green) to 0.1-0.4 (turquoise to dark blue), 0.5 (purple), 0.6 (pink), 0.7 (dark pink), 0.8 (red), 0.9 (brown) 
and 1 (black). HEG homozygous females are sterile. e) Percentage release of homozygous HEG males where starting populations are 1000 or f) 
10000 of each gender; where the legend designates the size of release in comparison to the initial wild population. Suppression is very high in 
releases where eradication fails as the majority of the population are homozygous HEG males. A higher gene drive of 0.98 is able to eradicate at 
100% release size (black dotted). 
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Autosomal Female Pupal Interference 
In holometabulous insects which have a non-feeding pupal stage, the nutrient reserves play an 
important role in factors such as the reproductive capacity of the adult therefore disruption 
could prevent adult population establishment (72-74). Reports of An. gambiae non-
autogeneous breeding behaviour with female reliance on blood feeding for egg development 
(75, 76) could therefore decrease population stability at emergence before disease 
transmission, making the pupal stage a consideration for targeting as the immediate preceding 
stage. Two holoproteins, Hex-1 and Hex-2, synthesized in the larval body, provide a reserve of 
amino acids for use in protein synthesis and energy metabolism during metamorphosis (77). 
Of three hexamerins studied in female pupae, only two were produced in males, making 
AatHex-1.2 gene expression entirely female specific and occurring during larval and pupal 
development (78). Other proteins such as Hex-F in M. domestica, a Hex-2, was synthesized only 
in the adult fat and induced by a protein meal to a much higher level in females than males 
suggesting a role within oogenesis (79, 80). Manipulation of this single female-specific 
hexamerin system was assumed where a recessive female form results in failure to pupate. 
The effect of introducing a HEG which imposes a load on this biological mechanism at this 
pupal life stage, targeted due to its pre-existing high density dependent mortality, reduces the 
overall mosquito population significantly. This prevents the reduced mortality from an 
increased number of larval instars surviving and compensating the effects of a HEG should eggs 
and earlier instars be allowed to develop in an environment where there is less cannibalism 
from fourth instars and less resource competition. The pupal stage is very important as the 
emergence of adult mosquitoes determines the productivity of a breeding site (15). If the HEG 
would only operate on homozygous HEG females and lead to very high mortality, even at 
relatively low gene drives (Fig 33a, b), being combined with a driving Y would be favourable as 
it would not be counterselected for (12).  
Unaccompanied however, provided a high percentage of mortality occurs for homozygous HEG 
females, this strategy is able to significantly suppress and potentially eradicate a wild 
population (Fig 33a, b). Gene drive is more significant in driving the population dynamics 
towards extinction (Fig 33a; 0.99) than the number of releases although a high number of 
releases can contribute towards this (Fig 33a; 0.9). Where gene drive is high (0.95), aggressive 
releases can prolong a population as any wild or heterogeneous females are able to mate locate 
with the surge of males available, and create a few wild progeny. At very low densities (<10 
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females), males and females statistically have a low chance of encountering each other and if a 
release does not occur, the population becomes extinct.   
 
Days 
a) 
Days 
b) 
Figure 33a) The total mosquito population for a pupal strategy at a gene drive of 0.95 and 99% female mortality with an initial 
1000 wild male and female adults, where 1000 homozygous HEG males are released every 24 hour interval according to the 
legend (15 = once every 15 days). b) Total mosquito population number for the same strategy when 99.9% mortality occurs for 
homozygous HEG females according to gene drive (labelled) where homozygous HEG males are released. The release intervals 
are shown as; every day (green solid), three days (cyan dot-dash), five days (blue dash), seven days (pink dot), 11 days (red 
solid).  
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Y-Drive Gender Distortion 
The use of engineered mosquitoes carrying a HEG which targets the X chromosome, generating 
an excess of spermatozoa carrying the chromosome Y, has been a recognised strategy to bias 
gender ratio to the point of population extinction for over fourty years (8, 21, 81-83) with 
cytogenic evidence suggesting an important break occuring in the chromosome during male 
meiosis I (84, 85). A strong Y-drive is transitory, evolving rapidly else driving populations to 
extinction making it rarely witnessed in nature (86) but research has continued to both locate 
this mechanism occuring naturally and induce it.  
In Aedes aegypti, the meiotic driver , is tightly linked to the male-determining allele of which 
two forms exist, the sensitive W and insensitive [, and drive is associated with breakage of 
the -bearing chromosome (87, 88) showing both side effects such as abnormal 
spermiogenesis and premature senescence of spermatoa (84, 89) and different geographical 
distributions of resistance (90). Another endogenous meiotic drive system occurs in Culex 
pipiens where a genetic distorter, ¤, disrupts the normal sex ratio with a sex-linked recessive 
gene where homozygous males produce few female offspring (85). Outside of Culicidae within 
Diptera, laboratory populations of Ceratitis capitata gained driving-Y mechanisms after 
irradiation treatment (91) and M. domestica have a naturally occuring Y-drive associated with 
a translocation of the Y to the third chromosome (92). Redirected drive can create male biased 
offspring in Cyrtodiopsis dalmanni males that carry a driving ] chromosome (33) and D. 
affinis ]0 males sire only sons (93) where the Y chromosome is not required to reduce the 
transmission of X. Outside of Insecta, Dicrostonyx torquatus (varying lemming) has a weak 
meiotic drive with a segregation ratio of 0.54-0.59 in the Y, causing a significant difference in 
sex ratio (94) and Akodon azarae (field mouse) also has weak Y-drive (95).  
Within a population, the natural replacement of one allele by another driving allele may be so 
rapid that it is common but difficult to detect or observe (96). The examples listed are the 
result of intensive study; in principle a driving-Y chromosome could lead to a very high 
percentage of male offspring being expressed owing to the male-male transmisssion followed 
by population extinction (81) which made this strategy the most effective in population 
eradication in terms of gene drive and scale of release. Unlike other strategies which rely on 
larger scaled releases (at high gene drives) to increase the frequency of HEG, the relatively high 
rates of transmission makes this unecessary and counterproductive by surging the total 
population number, creating female wild-type progeny with the few females available 
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produced by the HEG males (Fig 34a, b). Instinctively, increasing the number of releases in 
days would be expected to lead to more rapid population depression and eradication. Over 
time however, different dynamics are observed where deep suppression is not caused by very 
infrequent releases (>14 days) but a steady decline after the initial peak, and very frequent 
releases (<10 days) cause a notable secondary population peak. The optimal time of release for 
a Y-drive of release size 1000 would be 10-14 days for a small initial wild population of 1000 
males and females where the population begins to steadily decline before complete 
eradication.  
Furthermore, increasing the release size does not have a clear relationship to the likelihood of 
eradication. A release of 5000 males every 9 or 10 days eradicates at approximately the same 
rate as a 2500 release every 6-8 days, and a release of 100 individuals every 2 days leads to 
eradication within the year, whereas the release of 4000 males does not at all. This complex 
relationship appears to be the product of non-linear relationships and various thresholds used 
in survival, transition and mating calculations within the model (Chapter 2). Thus increasing 
the number being released in the face of control campaign failure may not lead to a direct 
reduction in the observed wild population and the gradual increase in field study size may 
require investigation in the efficacy of a particular release size and timing plan; one particular 
strategy may work in one area but not in another depending on the size and reproduction 
dynamics of the wild population. 
Time (Days) 
Gene Transmission to Male Progeny 
a) b) 
Figure 34a) Where 1000 %y males are released every ^ days defined by the legend with a starting population of wild 1000 males and females. 
b) Lowess linear surface fit (span 25) of the relationship between gene transmission and ability for an individual male to create entirely male 
progeny where 1000 males are released at time  = 1. The population number at  = 200 is presented. 
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Autosomal Gender Distortion 
The comparison of Y-driving techniques with autosomal strategies demonstrates the 
effectiveness of one over the other as both exist within nature. Both autosomal and sex-linked 
segregation distorters may reduce a gender’s fecundity and impose a genetic load on average 
population fitness; a strong autosomal drive system accompanied with a strong sex ratio 
distortion could in theory become fixed and eliminate one sex by decreasing mating success 
(86). Hamilton (1967) had predicted that autosomal strategies acting in male meiosis would 
spread slower through a population owing to the lower percentage of expression where an 
driving autosome would be expressed in only half the percentage of a driving-Y and the 
deleterious effect of a biased sex ratio would result in the rapid selection of Y-linked or 
autosomal suppressors (81, 97). 
One autosomal suppression of a sex ratio distortion system has been genetically localised to a 
region smaller than 80kb pairs on chromosome three during intogression of genome segments 
of D. mauritiana into D. simulans (98). It is known that autosomal suppressors can adjust sex 
ratio back to a normal 1:1 ratio whereby the size, gene content and number of autosomes 
compared with the Y chromosome gives autosomal suppression drive more strength, 
spreading faster in Drosophilia (24). A segregation distorter (SD) system of autosomal meiotic 
drive can cause male D. melanogaster heterozygotes with an SD chromosome and sensitive SDy homolog to produce 95-99% SD bearing sperm, although in natural populations it is very 
rare at a stable polymorphic stage of 1-3% (86, 99, 100).  
Many drosophilia use a titration mechanism where autosomal gene products can determine 
the sexual fate of the zygote (101). M. domestica has had over 180 autosomal mutations 
analysed where sex-linked inheritance indicated that the male determiner labelled  is located 
on an autosome (102-104). Furthermore, non Y-linked  factors have been found on all five 
autosomes (I-V) (105). If the main switch female-determiner gene, F, necessary for female 
development, is lost, there is a resulting maleness as discovered where isolation of a loss-of 
function or strong hypomorphic mutation of  F, F123 which when homozygous in a 
chromosomally female embryo, reverses the sex and leads to perfect male development (32). 
Although a dominant autosomal male or female determiner is currently theoretical for An. 
gambiae, the potential manipulation of autosomal sites presents a comparative point to the Y-
drive strategy, especially as sex-linked drive systems become fixed less easily than autosomal 
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systems, and this feature may predispose them to acquiring suppressors (23, 106, 107, 108-
113). A simplified form of autosomal targetting is presented which assumes that a dominant-
recessive mechanism for disrupting sex ratio distortion exists where recessive males create a 
biased ratio for spermatozoa production under autosomal rules of inheritance. 
Population eradication or depression at less than 10% requires a strong gene drive (>0.85) and 
gender distortion (>0.95) (Fig 35a) where 1000 homozygous males are released at  = 1. A 
large release size may not be necessary for suppression although a smaller release will result 
in a larger population size before stabilisation where high gene drives will rapidly eradicate 
regardless of release size (Fig 35a, b).  
 
 
 
a) b) 
 
 
c) d) 
 
Figure 35a) Where 95% of progeny are consistently male, varying gene drives stabilise the population at different levels where at low gene 
drives (red solid 0.5, red dot dash 0.6, red dash 0.7), the male homozygous type is flooded out by the wild population. At medium gene drives, 
the population becomes unstable (0.8 green dot, 0.85 green solid), oscillating at low levels before being eliminated post 250 days. At high gene 
drives the population is eradicated rapidly at 145 days (blue dot dash 0.9). The initial population of 1000 wild males, females and 1000 
homozygous males are present. b) Contrary to a) where 1000 are released at  = 1, only 100 are released; gene drives start from 0 (green) to 
0.1-0.4 (turquoise to dark blue), 0.5 (purple), 0.6 (pink), 0.7 (dark pink), 0.8 (red), 0.9 (brown) and 1 (black). c) At a high gene drive of 0.9 with 
a distortion of 0.95, an initial population of 1000 wild males and females and a HEG homozygous release of 1000 males (red) or 2000 males 
(blue). d) The population suppression of a heterozygous release is less owing to the reproduction of wild-types in the beginning but owing to 
the greater mating rates in consequent generations, the suppression builds and the population crashes approximately 20 days earlier; 1000 
male release (red) and 2000 male release (blue). 
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Heterozygote release can be as effective in the long term as a homozygous HEG male release 
owing to the increased mating rates with the wild population from a more balanced sex ratio 
and spread of the HEG, resulting in a larger population in the first 50 days which rapidly 
declines thereafter (Fig 35c, d). Overall, gene drive could delay eradication suggesting its 
importance over size and number of releases within the trade-off (Fig 36a, b). This strategy 
appears to be advantageous for both a constant climate scenario where populations should be 
driven gradually to extinction or rapidly in an epidemic (Fig 36c-d). 
 
  
a) b) 
c) d) 
 
Figure 36a) Homozygous HEG pairings create gender biased young. a) With 0.99 gender bias and gene drive 0.95, 2500 
homozygous HEG males being released every 7 days into an initial wild population of 1000 wild males and females, the 
population is eradicated post 120 days after a steady decline. b) Autosomal gender distortion of 0.99, a gene drive of 0.7 and 2500 
homozygous HEG individuals released every 7 days. c) For Mendelian gene drive where 2000 homozygous HEG males are 
released every 5 days with a 0.99 gender bias. d) With a high gene drive of 0.96, gender bias of 0.99 and one release of 5000 at 
time  = 1, population eradication occurs before 80 days. 
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DISCUSSION 
Under different release scenarios and genetic conditions, all four strategies presented are able 
to suppress and eliminate a wild population. Female-specific sterility required a high gene 
drive and release number, also observed by Deredec et al (12), owing to the continual recovery 
of the wild population when populations crash. A female pupal penalty has the potential to be 
more effective where populations can be monitored and release times flexible as the latter was 
an important variable. Autosomal gender distortion is also effective but less than the Y-linked 
owing to the increased transmission of the distorter to male progeny which creates a stronger 
suppressive effect on the target population.  
Where transmission is seasonal in a hypothetical local scale scenario, the use of HEGs which 
rely on the reproductive spreading of a genotype, could be difficult to justify as they are not a 
preventative counter measure unless released continually when the risk of wild population 
establishment increases according to meteorological variables such as precipitation. Where 
transmission, once endemic, becomes sporadic owing to HEG population suppression or 
elimination, the continued immigration of wild individuals can propagate the wild population, 
suggesting the need for a control campaign to continue long after localised eradication is 
achieved alongside other vector control technologies such as bednets where possible. As the 
parameter space in disease elimination without vector eradication appears to be small (12), 
severe population depression or eradication is required. If HEGs are used aggressively, similar 
to the strategy of untargeted SIT “flooding”, it can have a similar effect at a fraction of the 
release size which is estimated to be 10-100 times larger than the wild population for the latter 
(114) owing to potentially increased gene transmission across germ lines although like SIT, 
releases would need to occur on a regular cycle in days or weeks. If wild population numbers 
begin to rise, exhibiting recovery, a significant host-infected population could develop. 
The environmental conditions can contribute significantly to the success of a genetic strategy 
to where a significant infectious population exists. Future cohort population size depends on 
the availability of suitable surface water for oviposition (17), which affects the number and 
quality of oviposition events. Egg batch size can drop sharply to 20% with a supplementary 
blood meal (0-2% without) of non-stressed capacity, even under short term dry conditions due 
to reduced oviposition rates (115) (Fig 37a). A high transmission HEG which is released 
alongside a smaller wild population intuitively requires fewer males but additionally prevents 
re-establishment should favourable growth conditions subsequently occur. Where a wild 
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population influx is large (≥1000 females), regular releases may be required which appear to 
be more effective in smaller intervals (≃5) where there is rapid overlap between generations 
and longer intervals (≃12) and/or a wild population has recently immigrated into the space 
due to the desirable effect of creating initial mating disruption. The non-linear dynamics of 
modelled populations can create unpredictable and complex trends but a lower gene drive (Fig 
47b-d) and larger sized releases can still importantly prevent surges in mosquito populations 
which can lead to malaria outbreaks, especially where continual wild immigration is taking 
place (Fig 37d). The results demonstrate that if release size, timing, gene transmission or 
gender bias is insufficient, population surges are delayed, of similar size to normal wild 
dynamics, and recovery occurs in intervals of suppression, as exemplified (Fig 37b-c). Very 
regular release times or release sizes cannot compensate where a percentage of their progeny 
is able to maintain a wild population, which is propagated by itself and immigration. Equally, if 
gene transmission is insufficient due to a lack of mating events between HEG carriers and wild-
types, the campaign fails to visibly suppress or eradicate. This suggests that good local 
knowledge of the wild-type population number and influx is an important requirement for 
project management. 
Several factors within the model should be investigated further. Although vectorial capacity in 
An. gambiae s.s. does not depend on reproduction because females usually mate once (37), the 
spread of egg laying events determines the overall reproductive success as the staggering of 
cohorts gives greater stability with lower probability of extinction events. Altering \ , the 
percentage of unmated females able to find a mate each day, can affect the overall population 
dynamics, time of establishment and population maximum, especially when the effects of 
movement and immigration, which can fill in non-populated stages, are zero (Fig 38). 
Establishing the relationship of adult female number and percentage of them participating in 
mating events every day to give \ was based on the knowledge that females and males held 
for 6 days or longer have insemination rates approaching 100% in a controlled laboratory cage 
environment therefore in natural conditions, there is likely to be an equal or stronger delay 
depending on swarming and mating behaviour (116-118), approximating at 0.4 to 0.59 where 
population surges occur very quickly. Delays in egg development and laying events 
implemented here can cause instability even when they are constant. 
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a) b) 
 
 
c) d) 
  
Figure 37a) Total population number where 0.9 gene drive exists for an autosomal fecundity penalty of  25% (solid), 50% (dot-
dash) and 100% (dash) in homozygous HEG females under an ERA-I dataset for a Burkina Fasan village with a starting 
population of 1000 wild males and females, and release of 1000 homozygous HEG males every 10 days. Immigration occurs as a 
random number of males and females between 0 and 1000 every day for all three figures. b) Total population where egg viability 
is not affected (blue) versus a gene drive of 0.75 where homozygous female pairings produce no viable eggs (red). c) 100 
homozygous HEG males released with an initial 1000 wild males and females where an autosomal gender bias of 0.9 exists for 
homozygous HEG males. d) 10000 wild-type males and females and 1000 homozygous HEG males released every 20 days for a Y-
drive strategy of 0.95 gender bias and 0.9 transmission. For b-d), the failure of a strategy leads to a malaria transmission state 
which is importantly, never greater overall than the wild state. 
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0.05 
 
0.59 
 
Days 
 
0.8  
Figure 38) Altering \ (labelled underneath each graph) under constant environmental conditions where air and soil 
water temperature are 27°C, larval desiccation is nil and relative humidity is ideal for adults at 80%.  
 
The adult mortality rate can include the cost of courtship, mating, production of gametes, egg 
development and oviposition. In An. gambiae s.s. females, the reproduction cost in terms of 
survival and future reproduction remains ambiguous but evidence suggests that the species’ 
female monogamy trait is a response to this cost (38, 119) and mate rejection may influence 
female survival (120, 121). Increased mortality for females who have not fed on blood, which is 
essential for maintenance of somatic tissue in females (122), could also be implemented where 
host numbers are scarce.  
Male survival can decline from 17 to 15 days with mating (38) where biased mating success 
may or may not occur due to morphology such as body size (116, 123, 124). This model 
assumed equal fitness among all males according to size or genotype, which may require 
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evaluation by incorporating size-based growth via temperature (125) in their ability to mate. 
Nutritional demands, swarming and competition within heavily male based sex ratios are likely 
to be additional mortality factors in reducing male survival to under 6 days (38), leading to 
more rapid population crashes, both beneficial in local eradication and problematic if HEG 
carriers become extinct before wild-type males within a larger area or a wild population influx 
occurs during this time where HEG-carrying male mortality is very high. Thus re-mating ability, , requires additional modelling based on this criteria as although a 0.5 decay gives 
approximately 6 days of mating for 100 males, the linear decline creates a significantly 
increased chance of males mating within larger populations. 
Other constant delays present in the model such as the 24 hour delay for newly emerged male 
terminilia rotation and fibrillae maturation, and 48 for female receptivity (73) may also require 
re-evaluation as variation of these factors could lead to increased overlap in generations and 
alter the effectiveness of releases. The constant scenarios explored an environment which 
supported rapid and relatively stable population growth but in less ideal settings, the stage 
transitions either extend over a longer period in cooler temperatures or mortality increases 
substantially at hotter temperatures (Chapter 2); therefore these constants will be more 
critical in establishing in these situations. The unpredictability in small egg and larval habitat 
dynamics under high temperatures could support rapid growth and transition at the expense 
of high mortality, and cooler temperatures delay growth or create a more dormant state which 
quickens if warmer temperatures develop.  
Furthermore, fecundity is affected by individual larvae, which develop in different ways to 
maximize various combinations of development strategy, whether eggs are dormant at low 
temperatures or rapidly developing with high temperatures. The unpredictability in small egg 
and larval site dynamics means this strategy allows for rapid development and successful 
transition into adult stages. The secondary effect of transition time in larval and adult size is 
that larger adults are likely to have a higher fitness giving larger egg batch sizes, more egg 
laying events and potential effects on sex ratio. Unknowns include the extent to which 
populations have different oviposition behaviour and development times due to constant 
acclimatisation, the effect of different wild strains on the release requirements such as diverse 
altered female physiology and behaviour in the dry season across the Sahel (115, 126), and the 
triggers for egg hatching (127-129). The continual collection of biological and ecological 
information additionally requires model updates which can dramatically affect population 
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dynamics such as the recent research which has lowered the optimal temperature for malaria 
transmission from between 30 and 33℃ (130-132) to a lower 25°C-27°C (133) that this model 
demonstrated in terms of surface water temperature modelled from air temperature (Fig 39a). 
Overall however, each strategy is able to eradicate a population under both high and low 
growth (O	[/Ox4) within 180 days (Fig 39b), making each an attractive option for 
progression into field testing but if placed in order of desirability; Y-drive, autosomal female 
pupal penalty, autosomal gender distortion and autosomal fecundity penalties for females.  
  
Days 
a) b) 
Figure 39a) The population dynamics of 1000 wild males and females released at time zero for a steady ground temperature of 25°C 
(blue) and 33°C (red). Desiccation can be tolerated for several days in damp soil where humidity is high (134-136) where An. gambiae 
s.s. attempts to oviposit on moist or flooded soil (136) but continued high evaporation rates cause oviposition site deprivation which 
affects female physiology, reproductive capacity, feeding rate and longevity (115). Although the effects of high temperature on all stages 
of An. gambiae s.s. are not completely understood, a reduction in egg batch size and hatch rate has been observed (115) and high 
temperatures can prevent continual stage transition (14), ultimately leading to a population being unable to keep a high number of 
adults to maintain a basic threshold reproductive capacity. The effects of additional nutrition via blood-feeding have not been 
considered in this study, which could enable further egg laying and prolonged survival (115). 
b) On the release of 1000 wild males and females, and 1000 transgenic males which have no effect at 25°C (black solid) or 30°C (black 
dash), the population is able to establish at a higher equilibrium at a lower temperature. Where autosomal fecundity of homozygous 
HEG mating events are affected at a gene drive of 0.96 with 1000 homozygous HEG males additionally released every 7 days at 25°C 
(blue solid) and 30°C (blue dash), a considerably smaller population establishes at higher temperatures. The same observation is made 
for an autosomal gender bias through male homozygous HEG mating events at 0.7 gene drive and 0.99 gender distortion at 25°C (green 
solid) and 30°C (green dash), 99.9% autosomal female pupal mortality at 0.95 gene drive at 25°C (cyan solid) and 30°C (cyan dash), and 
Y-drive of 0.99 gender distortion and 0.9 gene transmission at 25°C (red solid) and 30°C (red dash). In all scenarios, the population 
peaks are lower at the higher temperature owing to reduced survival where the order of efficacy from highest to lowest is; Y-drive, 
autosomal gender bias, autosomal female pupal death and autosomal fecundity depression. It should be noted that small changes in 
parameters (±5%) can make autosomal gender bias more or less effective than pupal suppression provided a high progeny male bias 
occurs, similar to the high pupal mortality rate required for females. 
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CONCLUSIONS 
Many factors must be considered in the use of a HEG within a confined area but the simulations 
demonstrate the ability of such genetic strategies to eliminate local wild populations. 
Thresholds exist in terms of gene drive/transmission and gender distortion which are high in 
environments suitable for population growth, both constant and ERA-I data driven. The faster 
stage transitions of adults at high temperatures and increased survival at lower temperatures 
alongside density dependence dynamics can change strategy efficacy owing to the complexity 
of the biological model used to mimic cohort based growth. Release times and size also require 
consideration, overall necessitating experimentation onsite under realistic conditions 
alongside modelling for calibration purposes should these genetic strategies be developed and 
deployed. 
 
FUTURE WORK 
1) The addition of multiple HEGs as research continues towards application to multiple 
sites of the genome, focusing on a HEG located exclusively on the X chromosome such as 
the activity of the HEG I-PpoI (137). As no field study to date has been done using HEGs, 
investigating the singular effects of a HEG showing unpredictable and complex 
behaviour (Fig 39a-d) onsite negated the need for multiple-HEG investigation within 
this study. 
2) Focus was given to the modelling of a single species although at sites, multiple matrix 
models with interacting qualities may be required to capture the multi-species nature of 
malaria transmission (138). 
3) Addition of stochasticity in gene drive, gender distortion and survival reduction which 
may be variable in strategies even where resistance is considered. 
4) Identification of critical time periods for monitoring to assess efficacy of a HEG in a 
release scenario. This requires additional information in the ease of identification of 
HEG individuals in the field and number able to be recaptured. Error margins may be a 
critical issue. This may be especially important if HEG strategy fails where additional 
actions can be planned and taken. 
5) Immediate further work into the likelihood of mate and host location across space to 
represent more realistic infection rates. The dynamics of malarial infection can be very 
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complex, dependent on factors such as gametocyte density (139), individual mosquito 
susceptibility (140-142) and temperature (143), which may be crucial to establishing 
more realistic infection windows for control intervention targetting. 
6) Addition of other control strategies within the model that may be present, which may 
contribute to infection suppression and/or reduce the efficacy of HEGs, such as the use 
of outdoor fogging. Such methods could change HEG mosquito population dynamics, 
altering predictions of HEG release effectiveness. 
 
 
ADDITIONAL INFORMATION 
In preparation for Chapter 4, the effects of gene drive (Fig 40a-d), the environment (Fig 40e) 
and immigration/emigration from a single space (Fig 40f-g) on the mosquito population within 
an area were explored.  
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e)  
  
f) g) 
  
 
h) 
Figure 40a) The effects of biological variability are at the greatest disruption where gene drives are medium to high gene 
drive (0.7<0.8) as demonstrated with autosomal fecundity depression of homozygous HEG mating events. For the same 
autosomal penalty where gene drive is 0.8 to 1 in increments of 0.1 the b) total wild population, c) total heterozygous 
population and d) total homozygous HEG population. After approximately 30 days, a sudden increase is observed where 
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the HEG homozygous individuals die out and time is needed for the heterozygous population to recover. At very high gene 
drives, this effect is less pronounced as the very few adults remaining are unable to recover the wild population. e) For Y-
drive of 1000 wild males and females with 0.7 drive and 0.99 distortion in four different spaces where rainfall is very high 
(black solid), high (black dot dash dash), moderate (dash) and low (dot). Immigration and emigration are assumed not to 
take place. f) The same situation as e) with two spaces where immigration and emigration can take place according to an 
adult site preference function defined in Chapter 4. Space one (red) has an average temperature of 30°C and two (blue) 
25°C, representing two different areas of sun exposure or habitat. g) The population size increases with greater 
congregation and less movement when considering two spaces, where space one (red) has a higher average temperature of 
32°C and space two (blue) 25°C. h) The x and y-axis are a coordinate system of a 10·10 square space representing 100km2. 
For 30 days, a run where 1000 males and females are introduced at space coordinate 10,10, the wild population existing in 
each space is measured at the end of the run showing stochastic population diffusion across space with each run holding a 
random temperature regime in the range of 20-30°C. 
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LIMITING WILD MOSQUITO AND HUMAN INTERACTIONS IN A 
LOCAL LANDSCAPE USING HEG TECHNOLOGY 
“There serious concerns in the oversimplification of the complex relationship between mosquitoes and the humans that are bitten… means that 
most potential adverse impacts have effectively been excluded from public debate, the risk assessment process, and the process of seeking consent 
from local populations.” – Genewatch, Council of Responsible Genetics concerning Oxitec’s GM mosquito release.” (1) 
 
AIMS AND OBJECTIVES 
Within heterogeneous space, can HEG technology be applied to eradicate a local population 
under hypothesised semi-realistic settings using a multi-space model? 
⋅ Can HEG technology eradicate the wild mosquito population in a local area made up of 
different components, including host habitation and wild mosquito reproduction areas? 
⋅ Investigation of the distribution of both wild and HEG mosquitoes after release over 
time 
⋅ Development towards a tool that can be used on a local scale for assessment of HEG 
technology 
 
BACKGROUND 
Discretised disease and patch models have been receiving more attention owing to the high 
spatial heterogeneity in local climate and topography, and the localised populations of both 
mosquitoes and people (2). A spatial mosaic distributed in time and space allows for a fluidic 
landscape with enough demographic connectivity among patches to facilitate movement yet 
maintain distinct local population dynamics influenced by site-specific environmental and 
anthropogenic factors. Disease and environmental data is often collected in discretised formats 
which can be input into a basic population model, gradually building complexity with 
additional sub modules to explore the survival, reproduction and movement dynamics of 
Anopheles gambiae s.s., a leading vector of malaria which is estimated to require at least US$ 5.1 
billion every year onwards to control (3).  
The influence of mathematical modelling has increased in the practice of disease management, 
which involves the assessment of important management decisions whilst demonstrating the 
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efficacy of a strategy towards vector population eradication or suppression. For genetically 
modified (GM) releases, the distribution of release may affect the likelihood and degree of 
mixing between wild and GM populations. Increasing the interface between both is 
advantageous to maintaining a high injection rate (number of mating events between 
genetically modified organisms (GMO) and the wild-type) for HEG-based technology explored 
in Chapter 3, which has the potential to drive introduced traits such as sterility and decreased 
survival or biased gender ratios of progeny, ultimately providing a self-sustaining solution 
rather than the continuous releases required by SIT projects.   
The population genetics of these HEG-based systems have been explored in discretised-time 
models under largely theoretical settings (4, 5) which can be applied using local population 
dynamics and understanding in current levels of malaria exposure in host populations to 
estimate the size and number of releases. A combination of different approaches rather than a 
single modelling strategy has usefulness in the long term (6), of which deterministic 
metapopulation modelling (7, 8) using epidemiological compartments (9), represents one 
method which can address several multiplicative, feedback and nonlinear effects (10, 11) that 
enhance or suppress the effects of factors such as spatiotemporal heterogeneity and complex 
transmission dynamics within malaria (12).  
Using this methodology, different technologies and spatial patterns of a single release can be 
illustrated in their ability to not only reduce mosquito numbers, but infection rates at a local 
village. Combining the sub models created in Chapter 1-3, a transmission model is created (Fig 
41), which encompasses key features of the mosquito-host cycle where important parameters 
in both the natural and anthropogenic environment, responsible for disease regulation, can be 
altered for a number of different scenarios (Fig 42). As the distribution of people and habitats 
across space is likely to be a critical component which dictates release strategies, the model 
aims to assess the spread and potential eradication of mosquitoes within areas under HEG 
release areas. It examines the spatial effects of releasing HEG mosquitoes, seeking to explore 
the rapidity of population mixing and genetic composition of the population over time, and 
demonstrating the effectiveness of HEG releases in suppressing a wild population at a field site. 
Bobo-Dioulasso, Burkina Faso, was used as a case study being a general field site of interest to 
the HEG project. 
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Constant Environment 
 
1) “Surrounded” 
 
9⋅9km grid where a village is surrounded by 
mosquitoes continually encroaching from all 
directions.  
 
         
         
         
         
         
         
         
         
         
2) ”Wall Defence” 
 
9⋅9km grid which represents the edge of a 
village where a frontier is created, designed to 
intercept the incoming wild population 
reproducing in surrounding water bodies. 
 
         
         
         
         
         
         
         
         
         
3) “Pathway” 
 
9⋅9km grid where a village is heavily populated 
by wild mosquitoes surrounding it. A 
perpendicular line of releases is performed 
owing to corridor accessibility and uncertainty 
in mosquito location.  
 
         
         
         
         
         
         
         
         
         
4) “Sweep” 
 
9⋅9km grid where settlements are randomly 
scattered, and a surge of mosquitoes appears 
moving southwards after their presence is 
recorded at trap sites in the most upwind 
village (green). 
 
         
         
         
         
         
         
         
         
         
 
ERA-I Data 
 
 
5) “Street System” 
 
9⋅9km grid which represents a cross network 
of open areas or major roads and host 
habitation. Mosquitoes are released at every 
intersection between sites of host habitation. 
Wild mosquitoes spawn randomly. 
 
         
         
         
         
         
         
         
         
         
6) “Major Road” 
 
9⋅9km grid where mosquitoes are released at 
habitation sites either side of a major road. 
Wild mosquitoes spawn randomly.  
 
         
         
         
         
         
         
         
         
         
7) “Habitat Focused” 
 
9⋅9km grid where random settlements are not 
targeted. Releases are performed at major 
breeding sites.  
 
         
         
         
         
         
         
         
         
         
8) “Consent” 
 
9⋅9km grid where consent is given to release at 
human habitation sites.  
 
         
         
         
         
         
         
         
         
         
 
Figure 42) A constant suitable environment is 27°C air temperature, unlimited surface water, relative humidity 80%, wind speed 2.5m/s, wind 
direction 180° (northerly) is assumed. ECMWF ERA-Interim (ERA-I) data for the year 2013 for Bobo-Dioulasso, Burkina Faso, was used as a case 
study to investigate the model’s performance under more realistic conditions (17). The timing is for 400 days and the four different HEG types 
from Chapter 3 are explored. The colour code was; red as the known distributions of wild mosquito populations, blue the area of human 
habitation, yellow the GM mosquito population, green an area of both humans and GM mosquitoes, and orange an area of wild and GM 
mosquitoes. In some scenarios, specific squares are designated as wild population breeding habitats (natural habitats). 
METHODOLOGY 
All simulations were performed in MATLAB v2014a (18).  
Human Infection 
The initial human population within an area was a fixed number of adults.  Children under the 
age of 16, composing 45.4% of the Burkina Fasan national population (19), were segregated in 
the calculation of infection rates as both being 37.5% more likely to infect mosquitoes each day 
and 17.5% more likely to harbour infection after losing natural immunity existing in their first 
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year of life owing to a low gametocyte density21 (20). The transitions in the SEIRS model 
(susceptible, exposed, incubating, recovering, and susceptible) between uninfected to infected 
humans are a set of rates determined by the number of continued biting events over time (Fig 
43). The immigration and emigration of people is described under +[where the subscript ^ 
represents the SEIR stage and superscript E the immigrant hosts from other spaces. 
 
 
Figure 43) Diagrammatic representation of SEIRS model 
 
The ASM method (age stage matrix) was able to incorporate delays which behave as age, 
therefore cohorts of people were not infected in a linear fashion but had both fixed and 
variable delays in changing states. The percentage transitioning into the next stage, from 
susceptible to exposed to P. falciparum infection (£), was calculated as the bites landing on 
susceptible people () out of the percentage of the total population of mosquitoes that are able 
to host locate (ø	xWw [ ), assuming mosquitoes cannot distinguish between infected (+) and non-
infected hosts (+) where each bite has a percentage chance of infecting, and Ω is a measure of 
parasite transmission efficacy between host and mosquito, 
 
£ =   ∙  ø  	xWw [ ∙ Ω 
Equation 47 
The percentage of the entire human population which was susceptible () was defined,  
 
 = ++~ 
Equation 48 
where + is the number of susceptible humans out of +~, the total host population. The percentage likelihood of a mosquito finding a host was, 
                                                        
21 This study was used as a key reference having completed work within Burkina Faso. 
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ø	xWw [  =  0 + 
Õ = 00.00001 ∙ .ll$&∙`	 H) + Õ < 101 + Õ ≥ 10 
Equation 49 
where  is the current day where all female mosquitoes regardless of their status are assumed to be engaged in biting behaviour with multiple 
potential blood feeds and promiscuous feeding behaviour within a cycle (21), and Ù is a subscript referring to the two compartments of 
infectious and non-infectious females within each space. The mosquito’s ability to transmit is dependent on the former which is a function of 
age,  
 
Ω =  6	 	1.375 ∙ +7+~ ∙ 
 
Equation 50 
where +7 is the estimated population of persons under the age of 16. The estimated transmission likelihood to humans per bite, 
, is 8.8 ∙ 10
 
(22) where P. falciparum infection occurs in asynchronous waves of asexual and sexual parasites, and circulating gametocytes take 2-3 days to 
mature for infection (23). The transition onwards for exposed individuals is dictated by the individual’s time spent in the current stage (Fig 
41), which alters the likelihood of becoming infectious up to a value of 100% (Eq 51) at the maximum possible time of exposure before 
transition into the infected stage. The uncertainty to what factors stimulate gamecytogenesis (24) led to a simple assumption that individuals 
which have been exposed up to 31 days will become infectious with a linear increase in probability from day 7, 
 
N, =  0.04125 − 0.27875 
Equation 51 
where N is the percentage likelihood of becoming infectious according to , the day number between 7 to 31 which is the time spent being 
exposed. This was designed to accommodate the incubation period of P. falciparum being 7 days at the shortest with 95 percent of cases 
developing by approximately one month post the initial invasion of erythrocytes according to collected data (25, 26). 
 
Prediction of naturally acquired immunity (NAI), which may prolong an individual’s time in the 
infected stage and parasite clearance (paradoxically labelled “recovery”) where an individual 
becomes susceptible once more without continued infection (see (27) for a review of NAI) was 
equally challenging. Some models appear to use constant specific immunity acquisition and 
loss rates (1.5⋅10-5, 0.003; (28)). Based on evidence of a 200 day average for parasite clearance 
for 1000 people (29-35), a decline in immunity was observed where post 5 days, every day 
0.034% of the population had parasite clearance. The percentage of individuals recovering 
from infection (+) is based on the number of people not being continually bitten; when the 
total number of potential bites by infectious females falls below the total population 
successively for 200. Any that recover are added immediately to + at time  not  + 1. 
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Transition between stages was not constant. The cohort representation methodology used in 
Chapter 2 was applied to the transition between exposed and infected (£¦) human populations, 
which was the summation of each cohort’s percentage contribution to the remaining 
population at time  according to the time they have spent in that stage (Fig 44),  
 
 
 
  
 
 
 
  
Figure 44) Diagram of loop from past to present in calculations of exposed human population number at each time interval, used to calculate 
the duration of each cohort’s exposure within the population structure at time  which contributes to the number becoming infected at  + 1. 
The longer the current population has been exposed, the more will transition to become infected. + is the number of humans who are 
susceptible at time , +W`R represents the maximum time of development for a transition into the next stage, which is  − 1 for susceptible to 
exposed as human hosts can become instantly exposed after an infectious bite, 31 days for exposed individuals to transition into the fully 
infectious stage and the 200 days for recovery which can occur at any time with increasing probability to 100% post 200 days without 
continued biting and transmission. 
 
The transition of female mosquitoes from a non-infectious to infectious state is based on a 
series of rates (Fig 45). A list of the parameters are presented (Table 12). 
Mosquito Infection 
 
 
 
Figure 45) Diagrammatic representation of infection transition for adult female mosquitoes. 
The transition of mosquitoes from a non-infectious state to an infectious state (£Ð ) female 
matrix entry from the population model in Chapter 2) was calculated as, 
 8  =  +~ · L · 9  
Equation 52 
 
where the percentage of the entire human population which was able to infect (+~) was defined,  
100% 
 
 
 
D = 31                                                             ⋅⋅⋅ Remainder of Cohort  − +W`R + 1  
D = 1 ⋅⋅⋅Entry of Cohort at n 
+−+1 
+−+1 
 =  +W`R: −1: 1 
D
ecreasin
g T
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e Sp
en
t in
 Stage 
£ øx 
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+~ = ++~ 
Equation 53 
A total biting cap exists for a human population (L), 
 
 
L =  : 1 ÍR ∙ +~ ≥ (øx + ø[)ÍR ∙ +~(øx + ø[) ÍR ∙ +~ < (øx + ø[) 
Equation 54 
 
where ÍR is 19, the maximum number of bites possible per human observed in Burkina Faso (36), and  øx and ø[ is the total non-infectious 
and infectious females. 9 was the transmission probability from hosts to mosquitoes when biting an infected person; 0.087 (37). The 
gametocytes upon entry into non-infectious mosquitoes take approximately 15 days to complete the maturation process (15). 
 
Parameter Description Parameter Description 
ÍR Average biting rate +  Immigration of susceptible individuals ø[ Sum of non-infected host searching females +¦  Immigration of exposed individuals 
øx Sum of infectious host searching females +  Immigration of infected individuals 

 Transmission probability of Plasmodium to a person +  Immigration of recovering individuals 
9 Transmission probability of Plasmodium to a mosquito + Number of susceptible human adult individuals 
L Total biting cap for population +7  Number of susceptible juvenile adult individuals 
ø	xWw[  Host searching effectiveness of infected and non-infected mosquito +¦  Number of total exposed human individuals 
+ Numbers of females engaged in host searching activity + Number of total infectious human individuals 
 Number of bites landing on susceptible people + Number of total recovering human individuals 
Ω Efficacy of malaria infection on human population +~ Total number of humans 
N,  Percentage likelihood of becoming infectious as a function of , day +~  Total number of humans which are exposed 
NC[  Egg laying delay where subscript ^ is a vector of egg laying day delays +7  Percentage of population (0 < 15 years) 
 
Table 12) List of parameters used in the infection status components of the model 
 
The HEG technology used for transgenic HEG mosquitoes (Chapter 3) should be able to spread 
rapidly due to their high inheritance rate, where the HEG can recognise and cut a very short 
sequence of between 15-30 base pairs, creating a heterozygote to homozygous HEG conversion 
when the HEG+ chromosome is used as a repair template. The spread of genes which affect 
fecundity, survival and gender ratio of progeny present potential mechanisms for population 
control whereby the timescale for control should coordinate with the annual persistence of 
mosquitoes, acting rapidly where epidemic situations are likely to occur during the wet season 
and providing prolonged protection where continued infection is expected all year round. The 
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movement mechanism for mosquitoes is type 1 discussed in Chapter 5 and people move 
depending on a space’s suitability. A space index of 1 causes no movement and 0 causes 100% 
movement out of a space. If a surrounding space has a greater index, the difference between 
them is the percentage that moves into them. The movement used here is cyclic with a 0.9 
value for defined areas and 0.1 for areas surrounding them, representing some leakage of 
people that move out of the main defined urban areas but due to the strong gradient in location 
preference, these people always return to the defined urban area of habitation. Importantly, 
infection can spread when an infected person from one urbanised area moves into an 
uninfected urbanised area where wild mosquitoes are present, which is more likely to occur in 
these simulations where urban areas are close or next to each other; acknowledging that this is 
a simplification of human migration behaviour perhaps driven by employment and social 
dynamics. 
 
RESULTS 
In estimating the effects of heterogeneity, no simplistic general relationship was found owing 
to the great variety in potential release patterns, habitation arrangements and movement of 
mosquitoes. In the setting of specific scenarios however, targeting highly vulnerable areas with 
persistent establishment of wild mosquito populations can be problematic due to local 
sensitivity to releases, potentially leading to reduced efficacy of a project as a mismatch 
between the locations of wild and HEG populations is likely to occur. The effects of this are of 
interest to both policymakers and local project leaders where the varying spatial detail of the 
metapopulation model can potentially provide very high resolution provided that assumptions 
on upwind anemotaxis22 and downwind passive flight are investigated at the field site to 
improve statistical accuracy in predicting the likelihood of human infection at time .  
This is demonstrated in a simulation run representing a field site using a 4·4 grid where each 
square is 100m2 and a starting population of 10 000 wild individuals and 1000 HEG recessive 
autosomal males as part of a gender bias strategy is in the top left corner. The vulnerability of a 
neighbouring settlement in the south-east which does not have a HEG release strategy 
underway is examined that is key to establish for the area wide effects of release campaigns. If 
                                                        
22 The responsive movement of an organism towards (or away from) a chemical stimuli, often carried by wind 
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a control campaign fails, there is no evidence given in this model across various scenarios that 
infection is exacerbated in surrounding inhabited areas yet if wind conditions are favourable 
for spread in a particular year, increased infection rates within an area could be incorrectly 
attributed to a control campaign (Fig 46). 
 
 
 
Figure 46) Output of a local simulation where gene drive is 0.75, and the autosomal male bias in recessive mating events is 0.95, a starting 
population is 1000 males and females, and 1000 recessive males are released, eradication is not achieved. A population is established in the north 
west and under a light constant north-westerly light breeze, individuals reach the other habitation site south east within 10 days and reproduce, 
establishing a stable population. The release strategy of a single release of autosomal males at time 1 was insufficient and the second site south east 
became a secondary reduced hub of infection. a) Ending distribution of the total mosquito population, b) wild population, c) heterogeneous 
homozygous, d) HEG population, e) Total human population, f) The number of infected people. Scales represent population numbers. g) The number 
of susceptible (solid line), exposed (dot dash), infected (dash) and recovering (dot) human population for each space in the arrangement matching 
the 4·4 space over the 60 day simulation.  
 
Increasing the spatial scale up to 1km2 per square, under various scenarios, the localisation of 
mosquito populations is observed where some settlements areas have very few wild 
mosquitoes and others have high concentrations. Four key considerations are given for a) the 
distribution of initial adult population immigration in an epidemic (large population surge for 
less than 6 months) or non-endemic area (low population for most of the year), b) the layout of 
settlement in the area of study and c) mosquito behaviour in movement along with d) genetic 
strategy. With the overall goal of creating fewer adult mosquitoes as the female progeny 
produced in gender distortion and fecundity reduction strategies are still infectious, human 
habitation penetration by HEG homozygous individuals is ideal in order to increase the 
interface between wild and HEG-carrying mosquitoes (including heterozygous forms) but run 
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the risk of a relatively large remaining HEG-carrying population being attributed to 
transmitting disease owing to sampling statistics when a small proportion of wild individuals 
remain and/or an insufficient gene drive where heterozygous forms are able to continually 
produce wild-type progeny. Additionally, the complex nature of density dependence and 
overlapping generations may make continual regular releases over short intervals undesirable 
as populations are able to persist with imperfect gene drives and gender distortions should a 
wild population be near extinction. 
The results demonstrate that mosquitoes remain relatively confined to areas in close proximity 
to hosts as the breeding cycle is relatively short and where a large inhabitation site exists, the 
need for long distance travel is negated as mosquitoes can continually feed off the same cluster 
of hosts when anemotaxis is maintained (Fig 47ai). The spaces surrounding an area of 
habitation although having lower densities, maintain a constant low level of mosquitoes who 
stray but return to inhabited sites in cyclic behaviour, owing to the assumptions in spatial 
suitability and biases of movement towards host habitation. Mosquitoes are however able to 
traverse between host sites almost 1km apart when their population numbers outweigh the 
risk of adult mortality during travel, especially where genetic intervention is delayed or sub-
optimal (Fig 47aii). The penetration of HEG required continual breeding owing to the 
continued reproduction of wild individuals, which was a recurring observation. 
As the most critical factor, effective gene transmission, even where the distance between 
human habitation and mosquito habitat is greater, is critical to maintain else wild populations 
begin to recover and re-establish; although reduced distance does allow more rapid population 
establishment (Fig 47b-c). Alongside an optimal gene transmission rate, the appropriate 
number of releases across time in a non-linear overlapping generation biological system can 
dramatically reduce a population to near elimination (Fig 47d). The likelihood of suppression 
is generally greater with smaller intervals between releases as mating of overlapping 
generations is continually being disrupted but if the releases are too frequent and the wild 
population crashes alongside the HEG carriers, local eradication occurs and the small wild 
populations which emigrated out of the control areas are able to reinvade and establish (Fig 
48a).  
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ai) Top Starting total population of 10000 
wild males and females, and 10000 
homozygous HEG males with an autosomal 
fecundity defect for recessive females at a 
gene drive of 0.95. Middle Total end 
mosquito population, which is suppressed. 
Bottom  Human population distribution.; 
red represents a village site, blue none. 
ii) Top End mosquito population under the 
same genetic conditions of i) and Middle no 
control in ii) for scenario 1 for 30 days. 
Bottom Human population distribution. 
bi) Top The ending wild population for 
scenario 2; the human host population band 
is made central for 90 days where 10000 
wild males and females, and 10000 
homozygous males establish and an 
autosomal gender bias of 0.95 and gene 
drive of 0.99 exists. Middle The ending 
homozygous HEG population. Bottom The 
distribution of the human host population; 
red represents a village site, blue none. 
ii) As with bi) except gene drive is 0.75. 
ci) Top The ending wild population for 
scenario 2; gene drive is Mendelian for y-
link gene distortion of 0.99 males after 120 
days where 1000 release of homozygous 
HEG males are released every 30 days with a 
wild initial population of 10000 males and 
females. The simulation runs for 90 days. 
Middle The ending homozygous HEG 
population.  Bottom The distribution of the 
human host population; red represents a 
village site, blue none. 
ii) As with ci) except gene drive is 0.6. 
di) As with ci) but for scenario 3 where 1000 
homozygous males are released every 14 
days. 
ii) As with di) where 1000 homozygous 
males are released every 7 days. 
 
   
 
 
ei) Top For a 120 day simulation, 10000 
wild males and females, and 1000 wild 
homozygous HEG males are released every 
14 days for scenario 4 with a y drive strategy 
0.99 gender distortion and Mendelian gene 
drive. The wild population illustrated is 
almost eliminated. Middle Number of 
homozygous HEG population. Bottom The 
human host distribution; red represents a 
village site, blue none. 
ii) As with ei) but gender distortion is 0.95. 
fi) Top For scenario 5 in 60 days, 10000 
wild males and females begin, and 1000 
homozygous HEG males are released every 
12 days for a pupal HEG that affects female 
development at a gene drive of 0.9. Middle 
The wild population illustrated is almost 
eliminated.  
Middle Number of homozygous HEG 
population. Bottom The human host 
distribution; red represents a village site, 
blue none. 
ii) As with fi) except gene drive is 0.85. 
gi) Top For scenario 6, 10000 wild males 
and females begin at the central coordinate, 
and 1000 homozygous HEG  males with y-
drive released every 9 days at a gender 
distortion of 0.95. The effects of wind are 
randomised over the 90 day simulation. 
Middle Homozygous HEG total population. 
Bottom The human host distribution; red 
represents a village site, blue none. 
ii) As with gi) A repeated simulation which 
demonstrates the disappearance of 
homozygous HEG individuals under a 
different wind pattern. 
 
hi) Top For scenario 7, 10000 wild males 
and females begin and 100 homozygous HEG 
males of y-link strategy of 0.99 distortion 
are released every 14 days. The wild 
population is at a low equilibrium. Middle 
The ending homozygous HEG population. 
Bottom The distribution of the human host 
population; red represents a village site, 
blue none. 
ii) As with hi) where there is 50 are released 
every 14 days. 
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a) b) 
Figure 48a) In a 4·4 grid where at space 1 (top left) 10000 wild unmated male and female immigrated and homozygous HEG males were 
released in a driving-y strategy in space 1, 2, 5 and 6, which were encasing space 1 as a barrier to the human host settlement at spaces 11, 
12, 15 and 16 on the opposing side,. A trade-off occurs between the release size and interval of release but the effects of release size are 
greater in providing population suppression to an optimum before providing enough progeny to establish larger populations. In this 
particular scenario where gene transmission was 0.85 and gender distortion was 0.95, a recommended 2500 release every 7 days would be 
given. b) Running 30 simulations in a square spatial grid of resolution 100m·100m designed to simulate the edge of a very large inhabited 
area with a 1km depth inward and outward of the boundary, the percentage of the total population existing at every 100m interval inward 
is presented. The equation for the line of fit is a 3rd order polynomial;  = −0.0014l · 0.039 − 0.35 + 1.02. The majority of the 
mosquitoes remain at or close to the interface but a significant minority go further where they congregate and establish a subpopulation, 
which spreads as adult numbers increase. 
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hi) Top For scenario 8, 10000 wild males 
and females begin and 100 homozygous HEG 
males of y-link strategy and 0.99 distortion 
are released every 14 days. Middle Number 
of homozygous HEG population. Bottom The 
human host distribution; red represents a 
village site, blue none. 
ii) As with h i) where 50 are released every 
14 days.  Top Wild population and Middle 
HEG population in the same simulation.  
 
 
j) Top Left For scenario 8, 10000 wild males 
and females begin and 100 homozygous HEG 
males of y-link strategy and 0.98 distortion 
are released every 14 days. The simulation 
runs for 60 days. Top Right 0.97 distortion, 
Middle Left 0.96 distortion, Middle Right 
0.95 distortion, Bottom Left 0.9, Bottom 
Right 0.85. 
 
ki) Top 10000 wild males and females 
released under a y-link strategy of gender 
distortion 0.99 in scenario 1. Where 
breeding habitats are located on the edges 
and Bottom the human host population is 
central with the scale illustrated right. 
Middle Total homozygous HEG population. 
Host movement is low (<0.1) and the wind 
regime is randomised. 
ii) As with ki) another simulation under the 
same conditions. 
 
mi) Top 10000 wild males and females 
released under a y-link strategy of gender 
distortion 0.99 under scenario 1. Where 
breeding habitats are located on the edges 
and Bottom the human host population is 
central with the scale illustrated right. 
Middle Total homozygous HEG population. 
Host movement is high (0.9>) and the wind 
regime is randomised. 
ii) As with mi) another simulation under the 
same conditions. 
 
Figure 47) Various simulations run under different assumptions listed under each sub-figure. 
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Some strategies prevent the invasion of wild mosquitoes into other inhabited sites allowing 
more targeted control, where the efficacy increases for strategies that have a very high level of 
gender distortion (>0.95) (Fig 47e) or mortality. Identification of infection patterns can be 
critical to wild population control where if the initial infection wave is identified and targeted 
by control measures, it can prevent the wave from spreading and establishing across a wider 
area. This is particularly important where the interface between wild and HEG carriers isn’t 
absolute or invasion is very local; from a nearby village or site in an heterogeneous host 
landscape. In this situation, the effects of reduced gene drive from an increase in mutants or 
HEG failure are more dramatic as the wild population is spread across a larger area, which is 
difficult to offset by larger or more regular releases due to the lack of targeting and need to 
wait for the newly released HEG carriers to spread and infiltrate new areas; especially where 
widespread release is not possible. Rather than the wild population spreading across a wider 
area under a lower population equilibrium, the ideal strategy is to restrict the population’s 
spread and support grouping in one area ≤ 1km which can then be continually eliminated by 
genetic and other forms of control such as bednets (Fig 47f). 
These factors can be compounded by the variance in the location of the main population, which 
is mobile provided the host area is large enough to support a continued biting rate and 
breeding habitats are in close proximity. These surge areas appear as the gathering of mating 
adult males and females near an inhabited area. This main body may shift or split into separate 
smaller bodies if the population numbers are high but where wild populations were being 
heavily suppressed, this was rarely observed; rather a single breeding body that shifted 
between sites and if one site was particularly suitable in terms of accessibility or large, it 
remained sedentary. If a diagonal or stretched out distribution of host inhabitation existed, this 
body is able to exist at either extreme or in between, making the spatial predictions of swarms 
challenging and increasing the reliance on wind direction and speed data, or other factors that 
may control distribution at a micro-level (Fig 47g). 
Targeting either a major habitat or village (Fig 47h-j) is feasible and can be considered 
especially where public concern means the physical release of mosquitoes near their personal 
space is impractical. Consideration should however be given to the movement of hosts at the 
site level as where it is low, there is a constant low increase in infection but if high, the rate of 
infection increases (Fig 47k-m). Where habitats and hosts exist simultaneously in an area, and 
host movement is relatively high (40% of hosts move 100m outward of their residential space 
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each day) (Fig 48b), control requires strategies that maintain a low level of wild population 
invasion to where infection does not establish. Understanding in the dynamics of spread such 
as the source points and rapidity in mosquito movement is essential but control may still not 
be absolute unless gene transmission is maintained at a high percentage (>0.95) (Fig 49a) 
combined with considerations on the heterogeneity of host space, which contributes to 
increased wild population persistence, requiring a specific release strategy to reduce the 
interface between man and mosquito (Fig 49b). 
 
a)  b) 
Figure 49a) For a 13·13km space where human habitation exists at space 85 (centre) under randomised gene drive, and 1000 wild male 
and female adults immigrate in at time  = 1 in the most outward spaces. 1000 autosomal fecundity-altering males (defined as in b) are 
released with a gene drive defined by the  axis. The wild population existing in space 85 is presented, which is approximately 600m away 
from the most outward space. b) Using  releases of 1000 Y-Drive males where gene transmission is 0.95 and male progeny ratio from each 
mating event is 0.99 in spaces surrounding space 85 at time  = 1 , with a variable heterogenous space index for spaces where 1000 wild 
and female adults initially exist, computed as a weighted variance index from the 100 simulations when compared to one simulation of a 
completely homogeneous landscape as the lower limit and the simulation which has the highest variance among its spatial values as 100%. 
All scenarios here are open box where individuals are able to exit and enter the simulated area. 
Finally, the increase in space (from 1km·1km in Chapter 3) does not alter the order of efficacy 
for any HEG strategy as measured by the basic reproductive number (O$), an ideal index for 
strategy malaria control planning (38) as computed by Althus (39). The averaged O$ of 100 
simulations of a 13km·13km space where one release of 1000 male and female wild adults and 
1000 HEG homozygous males occured at time  = 1, were; 491.79 for a normal simulation, 
110.57 for 0.99 autosomal fecundity reduction of 0.96 gene drive where homozygous females 
are unable to produce progeny, 86.935 for autosomal gender distortion of 0.95 males and gene 
drive 0.9, 61.823 for an autosomal female pupal interferer at 0.95 gene drive and 0.99 
mortality, and 32.02 for y-drive of 0.95 gene transmission and 0.99 progeny distortion; using 
the working rates from Chapter 3. 
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DISCUSSION 
Investigating the spread of disease using assumptions based on field and laboratory findings 
provides insight into establishing the time before a) wild mosquitoes produce second 
generation adults, beginning to create disease stability, and b) wild mosquitoes reach an area 
of habitation from a more distant site for first contact before an epidemic.  These models have 
the added benefit of encapsulating spatial heterogeneity in a manner which can represent data 
resolution and patch dynamics, where continuous diffusion is taking place (2). The increasing 
oscillation in the spread of mosquito adults, the waxing and waning of concentrated 
populations in local areas (40), causes population models to rely on more interpolatory 
methods unless data collection is highly detailed; a practical problem explored in Chapter 6. 
This metapopulation model can however account for a species whose heterogeneity in mean 
adult female mosquito density in villages is expected to be a function of distance to breeding 
sites (41) and human hosts. Differences in infection risk are also expected to follow the 
mosquito distribution, which requires some division of space at a proposed site for mosquito 
control at some level.  
Although more detailed tactical models will be needed to make precise predictions about HEG 
spread and malaria control in any particular population, these simulations suggest that the 
time from release to a positive suppressive impact should occur within a suitable timeframe 
for both epidemic and endemic scenarios. An important reason for the failure of strategies to 
eradicate infectious disease is because of neglect in accounting for the mobility patterns of the 
mosquito or host (42); supporting evidence of increases occurring in both endemic zones and 
in areas where eradication has been previously achieved (3).  As migration can occur in two 
forms, immigration and emigration, where visitation is temporary or permanent out of a 
defined area in the simulation, a spatial model should assess when and where a population can 
re-establish at a later date which advises project managers to prolong protective strategies. 
These black box scenarios of a relatively large size demonstrate gatherings of populations 
surrounding human habitation and at the defined edges assumed to be a physical barrier, 
where diverse wind patterns and/or a favourable wind could drive a population back into a 
host-inhabited area and begin the transmission cycle again. 
Across different release and habitation patterns, suppression is a more likely outcome than 
complete eradication, notably where increased host mobility leads to enhanced persistence of 
disease (Fig 47k-m) (43). Small populations of wild mosquitoes can exist where the genetic 
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construct has not managed to establish by either being released at a different date where wind 
patterns differ or by successfully driving a local population to extinction and not preventing 
reinvasion. The diversity of sites in their spatial connectivity, environmental conditions and 
large scale host movement can affect disease persistence in a given region (35). Two factors 
increase the rate of infection between people, which is the inward movement of infectious 
people into increasingly urbanised areas where biting rates may be lower owing to less dense 
mosquito populations (Fig 47). This increases the chance of infection and disease spread, and 
also the immigration of both infectious people and mosquitoes between rural centres may 
cause a resurgence in infection rates when the wild population was initially eradicated there 
(44). 
Where nodes of transmission were defined as major areas of habitation and human behaviour 
was relatively nuclear, remaining largely within a 1km·1km space assumed to be communally 
inhabited areas except to leave to partake in activities such as visiting other people or resource 
collection, the areas which are interfaced with wilderness or had first contact with wild 
mosquitoes depending on the wind direction, will suffer the initial wave of biting exposure 
followed by ever increasing regular biting surges as overlapping generations establish. These 
communal hotspots could represent common water sources (45, 46) up to the scale of a local 
airport, which has a percentage chance of bringing an infected individual or infectious 
mosquitoes (47), making this a crucial consideration for host protection. 
Each 100m increment away from a host inhabited source site decreased the speed of an 
epidemic infection across an area (Fig 48b), but as infected mosquitos moved inward of 
residential areas, a slow stable increase in infectious state establishes (Fig 47). Where genetic 
intervention failed to eradicate, the speed to where malaria infection fully established at a site 
varied, observed previously (43), which suggests infection can remain where mosquito 
populations are heavily suppressed (<10% of non-controlled population), and highlighting the 
importance in the assumptions determining host exposure such as the number of infectious 
females, their average biting rate, host searching effectiveness and transmission rates to and 
from mosquitoes. The timing of field sampling ideally should encompass many intervals to 
account for heterogeneity in mosquito infection rates and lag times as low rates of P. 
falciparum oocyst infection (1 to 49 per midgut in as few as 10-18% of females caught in 
Tanzania; (48, 49)) could represent a recent surge of new females emerging or demonstrate 
that only a few infected females are required to begin the host infection spread and maintain it. 
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Generally, a negative binomial distribution of infection in females is observed in the field (50, 
51). 
Where source points are identified, the removal of local breeding habitats which force females 
to exit an inhabited area in search of oviposition sites can enable genetic intervention to act as 
a barrier interface, where the interaction of wild mosquitoes with HEG carriers is increased 
owing to a known movement pathway for wild adults. The increased funnelling of wild 
mosquitoes where first sites of contact are identified additionally adds better targeting and 
release strategies but the limits of exact release should be met with an appreciation of spatial 
error with increased cautionary releases in a radius around expected areas of population 
establishment as An. gambiae is known to breed in small temporary and man-made water 
bodies such as puddles, fields and pits (52) where absolute control, although critical where 
invasion is continual, is incredibly challenging without high levels of surveillance.  
Conducting regular blood checks or border screening is important (demonstrated in SARS 
control (53)) where genetic intervention is taking place by restricting the movement of 
individuals from sources of first contact; from and to high risk zones. Malaria is more prevalent 
in these zones which can lead to more effective targeted control (31), also observed in 
influenza modelling (54). Interestingly, strict control of emigration and immigration of infected 
(30) and susceptible (34) humans in multi-patch deterministic SIS (Susceptible-Infectious-
Susceptible) models for a study area can cause a stable disease endemic state to switch to a 
stable disease-free equilibrium. This type of control is however potentially impractical for a 
local site and can additionally cause the low risk areas to become disease free and increase the 
disease prevalence in the high risk area (54), which will cause voluntary movement of infected 
individuals and increased vulnerability of the low risk areas with declining acquired immunity 
and increasing disease spread (12). This is especially important as the duration of 
infectiousness and timescale of immunity loss play important roles in malaria transmission 
(55).  
Control of mosquito movement is markedly more demanding but within the local site, whether 
open or closed, there was a high degree of mobility with favourable wind patterns, which 
highlights the potential for gene drive systems to spread transgenes into other local 
jurisdictions before agreed introduction (56), indicating the ethical need for a closed system 
for a genetic strategy with defined boundaries where little to no immigration or emigration of 
mosquitoes occurs. In this multi-patch SEIRS model, the likelihood of extinction increases 
Chapter 4 
148 
 
where high risk areas are targeted, defined by the distribution of hosts, reduction in infection 
rates and interruption of disease equilibriums. 
There is a drive for more complex mathematical models which incorporate spatial 
heterogeneity and human movement to guide public health officials in the decision making 
process, aiding decisions towards efficient resource allocation. Data collection in local malaria 
prevalence and human movement can allow models to provide reasonable and region-specific 
investigation (57). Multiple studies have explored environmental forcing as parameters such as 
temperature, rainfall and humidity which can affect the survival of mosquitoes, consequently 
alter the duration of biting and exposure of people by mosquito adults (58-62). The model 
described in Chapter 2 explores how each stage of the mosquito is controlled by the 
environment where all simulations here run on the most suitable environmental settings to 
facilitate rapid development at the lowest cost to mortality. The more detailed biological 
information on mosquito age, stage transition, fecundity and infection (Chapter 2) can benefit 
from being accompanied by important findings related to human biology. The extrinsic 
incubation period (EIP), describing the length of time taken for the parasite to complete 
development within a mosquito from initial acquisition via an infected blood meal to the ability 
to transmit the parasite to another host, is one of the most influential parameters determining 
malaria transmission intensity (63, 64) which is additionally sensitive to temperature, varying 
non linearly where small changes can have potentially large effects on transmission (65-67) as 
well as the extent of daily temperature variation (68). Incorporation of more host detail 
appears to be necessary. 
A further simplification within the model was the determination of infection rates where age, 
which has importance in determining transmission (20, 36 ,69-72) should be modelled to 
accommodate for this more complex relationship (24). Age of the mosquito and its infection 
state was assumed to not have altered its host searching behaviour or host preference which 
may not be a realistic assumption (see (73) for review). Additionally, the debate in whether 
malaria infection increases host attractiveness has been ongoing since the discovery of the 
disease. One study by Lacroix et al (74) witnessed that individuals who were former carriers 
after treatment could potentially be less attractive than carriers and the uninfected; after site 
analysis in host parasitaemia, immunity levels and vector behaviour, rates of host-vector 
interaction could be modified. Attractiveness has also been shown to be dependent on gender, 
pregnancy and blood group (75) or weight (76). The wealth of parameters present and 
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gathered evidence suggests the need for local data collection at sites in Burkina Faso to test 
assumptions of mosquito exposure over space as a function of both host characteristics and 
mosquito movement. Lastly, modelling immunity can be challenging owing to the diversity and 
size of parasite populations where the asymptomatic status of clinical immunity can complicate 
estimations from data gathering (77, 78). 
As of yet, a single model has not been able to incorporate all factors and variables because of 
the overwhelming complexity in the system as well as the unknowns across time and space 
(42). This model aims to investigate efficacy for a genetic construct in an area where 
mosquitoes are able to disperse in a local environment occupied by people. Biological 
resolution has thus been prioritised for mosquitoes, which are the drivers of the genetic 
strategies in a tool that can be developed to output useful and relevant simulation data for HEG 
project teams. 
 
CONCLUSIONS 
Environmental heterogeneity, spatial connectivity and movement rates of mosquitoes and 
hosts play important roles in the spread of infectious diseases. Through the mapping of 
theoretical locations designed to mimic potential sites of vector interest, important decisions 
can to be made which may involve the division of this spatial region into patches according to 
risk of infection to implement different genetic control strategies. A simple framework where 
spatial processes, which alter disease transmission within a more complex biological and 
environmental framework, are modelled and presented here.  
 
 
 FURTHER WORK 
1) Further detail added to transmission likelihood to make it a function of asexual parasite 
density and mosquito infection (79), using more realistic thresholds that encompass the 
30% of transmission occurring in hosts who have densities of gametocytes beneath the 
microscopic detection threshold (20). 
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2) Age classes for transmission likelihood increased to encompass the transmission 
reduction through the immunity exhibited by very young children (24). 
3) EIR (Entomological Inoculation Rate) is influenced by both average and variation of 
daily temperature which could be considered (68). Additionally, environmental 
investigation using different assumptions in the feeding behaviour of adult females is 
also necessary as preliminary investigations of cycle discretisation (using the NC vector 
for reference from Chapter 3) where only females which are virgin or post-laying look 
for hosts had limited effects (<2% difference in transmission over time), yet it is 
possible that this is mainly a function of resource stress and not the thermal 
environment 
4) Addition of protection methods such as insecticide treated nets (ITN) and modified 
human behaviour, which reduces susceptibility and can be locally diverse 
5)  Addition of a symptomatic stage provides a case diagnosis and treatment variable, 
adding either increased resistance or long term susceptibility for a population 
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DISCRETE SPATIAL MODELLING OF WIND DRIVEN SPATIAL 
MOVEMENT IN ANOPHELES GAMBIAE S.L. 
“Models of intermediate complexity…serve as a bridge between models aimed at extreme generality and those aimed 
at realism” (1) 
 
AIMS AND OBJECTIVES 
Does the method of space discretisation matter when considering population 
movement? 
⋅ Development of different types of mosquito movement designed to represent both 
current and biologically-orientated methods created here 
⋅ Assessment of the differences between these methods and development of a final new 
method to model mosquito movement 
 
BACKGROUND 
Quantifying the movement of mosquitoes across space between water bodies and human hosts 
is fundamental to understanding the distribution of vector populations (2) and variation in 
infectious rates (3) across both space and time. With decades of effort dedicated to controlling 
the species complex Anopheles gambiae s.l., which contains some of Africa’s most efficient 
vectors of human malaria (4), the next frontier in malaria control requires better 
understanding of mosquito movement to improve control targeting (5-7). 
Use of statistical measures such as the Lincoln-Petersen index (8-10) to estimate population 
size and hence distribution of local populations in an area for Mark-Release-Recapture (MMR) 
rely on the equal probability of capture across time units, all either remaining in the closed 
study area or a constant rate of immigration and emigration, and marking not positively or 
negatively affecting the organism and not lost (11-14).  MRR experiments often require 
immense labour and resources to carry out a uniform random sample (15) and issues such as 
chemical interference from marking methods (16) and loss of markers due to climatic 
conditions unfortunately exist (17). Assuming the ratio between the marked and unmarked 
individuals can determine population estimates or movement speeds at release sites, can cause 
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an overall overestimation and underestimation of the wild population number, which leads to 
serious errors in our understanding of a mosquito’s movement dynamics, especially if there is 
significant immigration or emigration which can make the sample unrepresentative (18-20).  
Intensive experimental studies on mosquito dispersal can therefore be challenging for field 
researchers (21-23) and only representative of a particular field site with its own climatic, 
topographical and biological conditions. Mathematical models play an important role in 
exploring the effects of field conditions on an individual’s inclination and ability to move. 
Empirical models rely on expected decay curves and distance measurements, which can 
estimate spread projection from sources (24). They can also incorporate dispersal and 
heterogeneity in the environment (25-31). 
Mosquitoes are assumed to move according to resource availability and are limited to an 
absolute distance where self-sustained flight is biologically unfeasible. Local variation occurs 
due to differing distributions of hosts (32), passive movement drivers such as wind and active 
factors such as the varying local ability to fly. Population inputs, the large majority of which is 
natural immigration and egg-laying, and outputs which include both mortality and emigration, 
will affect the rate of dispersal by increasing or decreasing the interface between man and 
mosquito. As hosts, the density and pattern of human habitation is likely to play a role in the 
adult mosquito distribution and consequently variation in mosquito density (29, 33-35). Wind 
is able to carry attractants such as carbon dioxide emitted by humans, which is thought to be a 
driver of active mosquito movement (36). 
Wind data, similar to many climatological variables, shows considerable spatial variation 
locally and regionally due to topography, climatology and even human interference in large 
settlements (37). The effect of orography and flow over complex terrain (38, 39), obstacles 
such as houses and forests (40), and potential dominance of strong local thermally driven 
circulations may not be fully incorporated in large gridded data sets. With no universal 
statistical method to downscale climatological data to an acceptable level of accuracy at 
smaller scales (41) and lack of climatological data for calibration at many field sites across Sub-
Saharan Africa, the investigation of mosquito behaviour and ecology which determines 
transmission and its variation at local scales under 1km (26, 37) can be challenging without 
intensive study. 
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Furthermore, the resolution of global or regional climate data, of which ECMWF’s ERA Interim 
(ERA-I) data is used here (42), is set to represent a set grid of varying sizes according to the 
number of data collection sites. Discrete population models can be aligned to these grids, 
potentially at a finer resolution with reasonable computational efficiency. Continuous spatial 
models do however have the advantage of refinement to very small scales in space and time 
but with the lack of information on how wind data varies within and between discretised 
spaces in climatic data means using a combination of discrete analysis and continuous 
movement can balance model yield and assumptions.  
Metapopulation models can use hexagonal grids to represent movement as their more circular 
nature gives less bias in movement shift, which is incongruent to the square grids of climate 
data. By investigating the overall spatial dynamics of using square grids and hexagon grids, and 
various assumptions on decay across these spaces, the way in which metapopulations can be 
used to model a very mobile species can be investigated at a finer resolution despite the 
coarseness and squareness of climate data. 
 
METHODOLOGY 
There are many different methods to represent mosquito movement as a discrete grid whilst 
maintaining a more continuous flow of individuals across space. Eight metapopulation 
modelling approaches are detailed here using MATLAB v2014a (43) (Equation 82, Fig 50-60), 
which start from basic matrix to arc models. 
Movement Type 1: A square grid where movement occurs from one square block to the next. 
This is a popular type of discrete spatial model described as a metapopulation matrix model 
(44).  
 

 X3y X3y  
X3yl  
  ¡ =  
   
X3
X3
X3l
   
  
 ¡ ∙

 
H3 H3 → H3  H3l → H3
H3 → H3 H3  H3l → H3  
H3 → H3l H3 → H3l H3l  
  ¡ 
Equation 52 
where X is the population, H is the space, the subscript n is the time interval and superscript space index. Diagrammatically, the spaces can 
be arranged in numerous ways.  
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For example, 
i                                                           n                             ,                                                              ¤                                              
H  H  Hl   H   H     H    H   
    H    H    H  Hl    H   
    Hl     Hl      Hl    
  
Figure 50a-e) Diagrammatical representations of the arrangement of discrete spaces 
 
The assumption can be made that the diagonal distance between square centres does not make 
a significant difference, otherwise only a) and b) can be used. Distance can be disregarded 
altogether and the patches can represent discrete spaces across an area e.g. a village versus a 
breeding site with space in between unrepresented. 
Movement Type 1.1: A hexagonal grid operates similarly except it reduces the diagonal bias in 
distance between the edges of a square and the centre. One complete side is always in contact 
therefore hexagonal grids are usually drawn as one mass. The patterns are still diverse but less 
than square based grids.  
 i                                               n                                                                  ,                                                             ¤        
 
 
 
 
Figure 51a-d) Hexagonal arrangements of three spaces. 
 
 
Movement Type 2: Using a grid over a landscape, instead of a population moving from one 
square to another as a conceptual move, the entire square space shifts. The new displacement 
is split according to its position within the grid and the population assigned to new square 
spaces according to the area within it.  The shift leaves no decay trail and only occurs within 
the new defined boundaries, making it easily possible for the population shift to leave none 
behind in the original space. The direction of travel is dictated by an angle, which can be a 
function of passive movement from winds or active flight towards hosts and breeding sites.  
 
Hl  
H  H  H  H  Hl  Hl  H  
H  H  H  Hl  
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Within a black box system: 
 
 
 
 
 
 
From 
Space:
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
T
o
 S
p
a
ce
: 
1 0.34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0.15 0.34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0.15 0.34 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0.15 0.49 0 0 0 0 0 0 0 0 0 0 0 0 
5 0.15 0 0 0 0.34 0 0 0 0 0 0 0 0 0 0 0 
6 0.36 0.15 0 0 0.15 0.34 0 0 0 0 0 0 0 0 0 0 
7 0 0.36 0.15 0 0 0.15 0.34 0 0 0 0 0 0 0 0 0 
8 0 0 0.36 0.51 0 0 0.15 0.49 0 0 0 0 0 0 0 0 
9 0 0 0 0 0.15 0 0 0 0.34 0 0 0 0 0 0 0 
10 0 0 0 0 0.36 0.15 0 0 0.15 0.34 0 0 0 0 0 0 
11 0 0 0 0 0 0.36 0.15 0 0 0.15 0.34 0 0 0 0 0 
12 0 0 0 0 0 0 0.36 0.51 0 0 0.15 0.49 0 0 0 0 
13 0 0 0 0 0 0 0 0 0.15 0 0 0 0.49 0 0 0 
14 0 0 0 0 0 0 0 0 0.36 0.15 0 0 0.51 0.49 0 0 
15 0 0 0 0 0 0 0 0 0 0.36 0.15 0 0 0.51 0.49 0 
16 0 0 0 0 0 0 0 0 0 0 0.36 0.51 0 0 0.51 1 
Sum 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
 
a) b) c) 
Figure 52a) Arrangement of original 16 spaces (blue and numbered) to a new location (green filled) north east from a north easterly wind. The 
discrete populations move 1 unit where the point (red dot) shows the central change of the population’s movement in one discrete space in the 
next time step. The black box system (dark green line) is the shift in space representing the percentage of a discrete space’s population that 
remains within the spaces modelled. b) Percentage leaving a space (x-axis) entering each space (y-axis) where the values are displayed in the 
c) table. 
Within an open box system: 
  
From 
Space:
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
T
o
 S
p
a
ce
: 
1 0.34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0.15 0.34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0.15 0.34 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0.15 0.14 0 0 0 0 0 0 0 0 0 0 0 0 
5 0.15 0 0 0 0.34 0 0 0 0 0 0 0 0 0 0 0 
6 0.36 0.15 0 0 0.15 0.34 0 0 0 0 0 0 0 0 0 0 
7 0 0.36 0.15 0 0 0.15 0.34 0 0 0 0 0 0 0 0 0 
8 0 0 0.36 0.15 0 0 0.15 0.14 0 0 0 0 0 0 0 0 
9 0 0 0 0 0.15 0 0 0 0.34 0 0 0 0 0 0 0 
10 0 0 0 0 0.36 0.15 0 0 0.15 0.34 0 0 0 0 0 0 
11 0 0 0 0 0 0.36 0.15 0 0 0.15 0.34 0 0 0 0 0 
12 0 0 0 0 0 0 0.36 0.15 0 0 0.15 0.14 0 0 0 0 
13 0 0 0 0 0 0 0 0 0.15 0 0 0 0.14 0 0 0 
14 0 0 0 0 0 0 0 0 0.36 0.15 0 0 0.15 0.14 0 0 
15 0 0 0 0 0 0 0 0 0 0.36 0.15 0 0 0.15 0.14 0 
16 0 0 0 0 0 0 0 0 0 0 0.36 0.15 0 0 0.15 0.09 
Sum 1 1 1 0.29 1 1 1 0.29 1 1 1 0.29 0.29 0.29 0.29 0.09  
 
a) b) c) 
Figure 53a-c) As with Fig 52a-c), the spatial movement assuming an open system 
 
Movement Type 2.1: The hexagonal form of Type 2. An increasingly circular shape may be more 
representative of a natural movement shift. 
Within a black box system: 
 
 From Space:
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
T
o
 S
p
a
ce
: 
1 0.24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0.15 0.24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0.15 0.24 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0.15 0.25 0 0 0 0 0 0 0 0 0 0 0 0 
5 0.54 0 0 0 0.24 0 0 0 0 0 0 0 0 0 0 0 
6 0.07 0.54 0 0 0.15 0.24 0 0 0 0 0 0 0 0 0 0 
7 0 0.07 0.54 0 0 0.15 0.24 0 0 0 0 0 0 0 0 0 
8 0 0 0.07 0.75 0 0 0.17 1 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0.24 0 0 0 0 0 0 0 
10 0 0 0 0 0.54 0 0 0 0.15 0.24 0 0 0 0 0 0 
11 0 0 0 0 0.07 0.54 0 0 0 0.15 0.24 0 0 0 0 0 
12 0 0 0 0 0 0.07 0.59 0 0 0 0.15 0.25 0 0 0 0 
13 0 0 0 0 0 0 0 0 0.54 0 0 0 0.36 0 0 0 
14 0 0 0 0 0 0 0 0 0.07 0.54 0 0 0.64 0.36 0 0 
15 0 0 0 0 0 0 0 0 0 0.07 0.54 0 0 0.64 0.36 0 
16 0 0 0 0 0 0 0 0 0 0 0.07 0.75 0 0 0.64 1 
Sum 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
 
a) b) c) 
Figure 54) A Hexagonal spatial pattern as Fig 52a-c). 
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Within an open box system: 
 
 
From 
Space:
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
T
o
 S
p
a
ce
: 
1 0.24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0.15 0.24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3 0 0.15 0.24 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 0 0 0.15 0.18 0 0 0 0 0 0 0 0 0 0 0 0 
5 0.54 0 0 0 0.24 0 0 0 0 0 0 0 0 0 0 0 
6 0.07 0.54 0 0 0.15 0.24 0 0 0 0 0 0 0 0 0 0 
7 0 0.07 0.54 0 0 0.15 0.22 0 0 0 0 0 0 0 0 0 
8 0 0 0.07 0.54 0 0 0.15 0.05 0 0 0 0 0 0 0 0 
9 0 0 0 0 0 0 0 0 0.24 0 0 0 0 0 0 0 
10 0 0 0 0 0.54 0 0 0 0.15 0.24 0 0 0 0 0 0 
11 0 0 0 0 0.07 0.54 0 0 0 0.15 0.24 0 0 0 0 0 
12 0 0 0 0 0 0.07 0.54 0 0 0 0.15 0.18 0 0 0 0 
13 0 0 0 0 0 0 0 0 0.54 0 0 0 0.09 0 0 0 
14 0 0 0 0 0 0 0 0 0.07 0.54 0 0 0.15 0.09 0 0 
15 0 0 0 0 0 0 0 0 0 0.07 0.54 0 0 0.15 0.09 0 
16 0 0 0 0 0 0 0 0 0 0 0.07 0.54 0 0 0.15 0.05 
Sum 1 1 1 0.72 1 1 0.92 0.05 1 1 1 0.72 0.24 0.24 0.24 0.05  
 
a) b) c) 
Figure 55) An open system arrangement of Fig 54a-c).  
Four Decay Options 
 
Decay across space from flight fatigue can occur as below; 
 
a) Equal decay 
, =  11 
Equation 53 
b) Linear decay 
, =  1`R ∙  + (1 + 	 1`R 
, =  ,∑ :,Ïté 
Equation 54 
c) Exponential decay 
< = ùlog  } 1100ü`R  
, = 	100 ∙ exp (< ∙ z)100 `R  
, =  ,∑ :,Ïté 
Equation 55 
An additional decay option; stepwise decay, is added for movement types 3, 3.1, 4 and 4.1. 
d) Stepwise where the first 5 units are equal proportions of 90% and the remaining 10% is 
distributed among the remaining spaces. This assumes that the bulk of mosquito 
movement occurs in the first 5 units (potentially 500m of unit size 100m) and a small 
percentage of the population extends much further by chance. 
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, = 
 ≤ 5 0.95 > 5 0.1(`R − 5) 
Equation 56 
Movement Type 3: A square grid where the patch population is displaced to a new position but a 
decay curve is present which assumes mosquitoes stop moving in between the original and new 
position. A gradient effect is created according to the distance from the original square to the new 
position. Spatial movement therefore has a maximum and minimum according to the distance 
from the original position. Displacement is replaced by a directional movement.  
h g g  
a) b) c) d) 
Figure 56a) Circle pattern in increments of 0.1 units from the centre of discrete space 1. The distances represent a decay of movement over space 
to the maximum distance of 1.7km (45). The curve may be linear, exponential and stepwise. Additionally, the minimal distance for the decay 
curve can be determined (e.g. no decay occurs for 5 units from centre point). b) A closed system of incremental decay from each space with 
discrete space 1 extended for diagrammatical purposes only. c) The extension of each space represented by a colour and d) the associated 
movement increments from each space into the new locations with discrete space 1 diagrammatically extended. 
Movement Type 3.1: A hexagonal grid of movement type 3 representing more circular shift. 
h g 
g  
a) b) c) d) 
Figure 57a-d) Follows the same structure as Fig 56. 
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                                                   a)                                                                      b) 
Figure 3a) Plot matrix representing the movement of individuals 
from space (x-axis) to space (y-axis) for Fig 56. Under exponential 
decay, b) Plot matrix for the hexagonal arrangement in Fig 57 under 
exponential decay. 
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Movement Type 4: With a square grid decay shift in movement type 3, points are drawn at small 
regular intervals along the edges of the original grid and arcs are drawn, which represents the 
spread in movement. A very strong wind speed will have a smaller segment closer to wind speed 
angle but a lower speed creates a linear increase in angle difference (0 = 180°, 9 = 1°; highlighted 
in Fig 74) so movement spreads across a larger area. It can be assumed that a stronger wind 
speed will cause more movement towards the source of attraction (hosts) and a weaker one will 
cause more scatter. It is likely that very strong wind speeds however will cause passive movement 
where mosquitoes are blown downwind. This type of movement increases the area the mosquitoes 
move into which significantly increases the blending of patch populations. 
  
  
a) b) c) d) 
 
Figure 59a) Arcs representing wind forcing or host attraction from points on the boundary of discrete space 1 (blue outline numbered). 
The outward points are jointed to form a new shape representing the total new area predicted for mosquitoes to travel into. The green 
box represents where the mosquitoes would have moved to if movement type 2 was used. The new larger area is more representative of 
radial biased movement. 10b) Colours represent the shift of space with plot matrices under a c) closed and d) open system where the x-
axis is the percentage movement out of one space into the new space on the y-axis. This system also uses circular incremental movement 
allowing curves of movement decay with distance. An exponential decay curve is used here. 
Movement Type 4.1: A hexagonal grid of movement type 4. 
  
  
a) b) c) d) 
Figure 60a-d) The same scheme as Fig 59 under a hexagonal grid. 
 
Immigration 
Movement transfer within an open box system can include immigration and emigration where 
a fixed number enters every  time step in the discrete areas sharing a boundary with the 
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external area. Emigration allows individuals to leave the system if they are located in or near 
the edges. Different patterns can be investigated representing source and sink dynamics (Fig 
61a, b). 
 
 
Figure 61a) 1000 Immigrants entering the outside hexagons from all directions and from the east in b) where ERA-I data is approximately 
68.43° for wind direction and between 1 to 7.5ms-1 for speed which both enforces back and forward movement. The scale refers to the total 
mosquito population. 
Assumptions 
1) Mosquito age does not affect movement dynamics 
2) Mosquito density does not impact movement 
3) The adult mosquito population is homogenous in its ability to move, survive and develop 
4) Wind is uniform for a space without micro-meteorological factors 
 
RESULTS 
Space plays an important role in many infectious disease processes as populations are not well 
mixed on a regional scale with the majority of interactions occurring between individuals at a 
local scale in a striking pattern owing to a complex interplay of multiple factors such as host 
and vector interaction and drivers such as wind (46-49). The discretisation of space can 
provide population information which provides targeted control and demonstrates pathways 
between areas of habitation exhibited in previous studies, such as the spread of measles 
between cities which can have high levels of synchronization between disease outbreaks in 
different cities (46, 47). The directional movement of mosquitoes can provide further evidence 
to the differing exposure and infection rates between settlements, and furthering addition of 
0 2 4 6 8 10
0
2
4
6
8
10
 1  2  3  4  5  6  7  8  9
10 11 12 13 14 15 16 17 18
19 20 21 22 23 24 25 26 27
28 29 30 31 32 33 34 35 36
37 38 39 40 41 42 43 44 45
46 47 48 49 50 51 52 53 54
55 56 57 58 59 60 61 62 63
64 65 66 67 68 69 70 71 72
73 74 75 76 77 78 79 80 81
 
 
0 2 4 6 8 10
0
2
4
6
8
10
 1  2  3  4  5  6  7  8  9
10 11 12 13 14 15 16 17 18
19 20 21 22 23 24 25 26 27
28 29 30 31 32 33 34 35 36
37 38 39 40 41 42 43 44 45
46 47 48 49 50 51 52 53 54
55 56 57 58 59 60 61 62 63
64 65 66 67 68 69 70 71 72
73 74 75 76 77 78 79 80 81
 
 
0.5
1
1.5
2
x 10
5
Chapter 5 
162 
 
detail in the assumptions of geometrical spread (Fig 62). Both the shape and decay curves 
modelled can dramatically alter the ending distribution of mosquitoes therefore consideration 
should be given to the assumptions in the maximum distance an individual mosquito is able to 
travel within a set time interval and the percentage of a population that travels along that 
gradient. The model is designed on the principle of Eulerian movement but Langrangian 
dynamics, explored by Cosner et al (50) within metapopulation models, where individuals are 
considered residents of a particular patch and spend a fraction of time visiting other patches, 
were observed as variation in wind driven movement can potentially cause mosquitoes to 
continually re-enter the same area across iterations of 6 hours, recorded using temporary 
matrices. The final form of movement, using a hexagonal pattern of gradient arc spread, 
demonstrates increased connectivity between areas in comparison to non-gradual discretised 
space (A→B transitions) therefore representing a more natural movement of mosquitoes 
where the varied spread and driving motion of wind is more realistic at a more local scale.  
Assessing the assumed degree of spread is important as difficulties can arise from locating 
breeding areas that are proportional to the adult number present (51-52), which may be 
inconsistent both temporally and spatially. Sources of infection can therefore include infectious 
adult mosquitoes being blown in by wind from other sites (53), which survive long enough to 
infect human hosts and cause secondary infections but die before reproducing. Whether 
infection is controlled, localised or dispersed, infection attack rates can still remain high (54). 
Group structure for infection, dependent on the ability of infectious mosquitoes to jump 
between different settlements, would support a more constant level of transmission if multiple 
sources existed, increasing the chance of re-establishment. Additionally the lower levels of 
populations owing to the spread is likely to maintain smaller populations throughout a region 
making control intervention more challenging in terms of application and targeting. The 
distribution patterns alter according to the movement type, which can either prolong survival 
of cohorts by increasing chances of encountering hosts or breeding habitats or drive the sub 
populations into such low equilibria that they are driven to extinction (Fig 62). 
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Square Movement Type 1 Hexagonal Movement Type 1.1 Sq. M. Type 2: Equal Sq. M. Type 2: Linear Sq. M. Type 2: Decay 
 
    
Hex. M. Type 2.1: Decay Hex. M. Type 2.1: Linear Hex. M. Type 2.1: Decay Sq. M. Type 3: Equal Sq. M. Type 3: Linear 
     
Sq. M. Type 3: Stepwise Sq. M. Type 3: Decay Hex. M. Type 3.1: Equal Hex. M. Type 3.1: Linear Hex. M. Type 3.1: Stepwise 
     
Hex. M. Type 3.1: Decay Sq. M. Type 4: Equal Sq. M. Type 4: Linear Sq. M. Type 4: Stepwise Sq. M. Type 4: Decay 
    
 
Hex. M. Type 4.1: Equal Hex. M. Type 4.1: Linear Hex. M. Type 4.1: Stepwise Hex. M. Type 4.1: Decay  
Figure 62) In a closed system, all different types of movement are presented with a simulated data of randomised windspeeds between 0 to 4 and 
direction between 0-10 degrees. In each of the grid types, different spatial decays are presented for the dates 1st July 2013 to 5th July 2013. The 
system is a closed area of 900⋅900m with a starting population of 1000 in the middle square or equivalent hexagon ID 41. No immigration takes 
place over this 5 day period. 
Assumptions using either a data-based grid structure or hexagonal arrangement causes a range of 
space penetration percentages where movement type 1 and 2 greatly increase the likelihood of 
surrounding spaces establishing a population potentially capable of reproducing (Fig 63a).  Equal 
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movement across spaces can create large differences among other assumptions due to the lack of 
restriction in movement but notably, in some situations linear movement can match equal spread 
assumptions in the degree of diffusion at the end of the simulation (Fig 63b). Stepwise and decay 
type curves restrict movement through time and require more prolonged periods (>60 days) to 
spread at very low numbers across a large area. The lack of comprehensive Mark-Release-
Recapture data across time and space makes validation of either curve challenging (discussed 
further in Chapter 7) but data from such studies could be compared to these results in order to 
establish the likely decay of movement across space for a specific area. 
 
  
a) b)
 
Figure 63a) Comparison of a square and hexagon type movement in the percentage of spaces (y-axis) occupied by over 5 adults under differing 
movement decay curves and b) Comparison of differing decay curves for both square and hexagon types by measuring the number of squares 
occupied by more than 5 adults (y-axis). The gradients represent the range of values gained under different space ranges (4 spaces – 169 spaces) 
and wind regimes where red are areas of the most repeated values to green, frequent and white very rare or only under very specific conditions. 
Crosses represent the number of spaces occupied in 81 spaces and wind pattern used in Fig 62. Both are the result of 30 simulations in total. 
 
The mechanism for the final movement type is demonstrated under a constant wind direction 
and differing speeds, designed to mimic more natural movement, illustrated (Fig 64) for both 
constant and ERA conditions under four decay options in a small open system (Fig 65a-d), and 
for a wider area (Fig 66a-d).  
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1m/s 2m/s 3m/s 4m/s 
  
  
5m/s 6m/s 7m/s 8m/s 
Figure 64) The effects of different wind speeds on the spread of mosquitoes across space. The x and y-axis are spatial coordinates. One 
discretised area is presented where the blue outline represents the original space, the green the new location of the mosquito population, and 
the black the waves of motion used to calculate the boundary of the new space. Assumptons include; the maximum wind speed recorded by 
ERA-I being the highest potential driver of downwind movement, 0.01 ms-1 wind speed and greater causing upwind movement up to 5 ms-1 
where upwind and downwind movement are approximately equal, and wind speeds greater than 5 ms-1 causing predominantly downwind 
movement. 
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a) b) c) d) 
   
 
e) f) g) h) 
Figure 65a-d) Under a constant wind speed of 4.5 ms-1 and direction 45° for equal (a), linear (b), stepwise (c) and exponential (d) 
decay in movement from each space. e-h) Repeated using ERA data for wind speed and direction in  7 days dated July 
01/07/2013 where wind direction is approximately 60°. The system is open for all figures. 
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a) b) c) d) 
Figure 66) In a 9·9 grid of 100m cell width using ERA-I data for Bana, Burkina Faso for 01- 07/05/2013 with simulated variation (±0.5 
speed and ±10 for angle) between spaces. The movement type is 8 in a closed system where 10 000 females are located in space 41 at time  = 1. a) Equal movement, b) Linear movement, c) Stepwise movement and d) Decay movement. 
 
DISCUSSION 
The range of flight for mosquitoes depends on a variety of factors (55-60), such as the density 
of breeding and distance between breeding site and host habitation (61). Without odour, many 
insects fly crosswind or downwind (62) and if odour tracks are lost, insects can display casting 
behaviour which is the local exploration of an area without much progress upwind (63, 64). 
Exhibiting consistently sinuous flights evoked by carbon dioxide and odour, females attempt to 
land on hosts to feed (65, 66). Anopheles, in contrast to Aedes aegypti, exhibited higher velocity 
speeds in odour plumes than without (67-70), which highlights the need for wind-driven 
mosquito movement models.  
The exact mechanism of movement decay has not received adequate attention (45) as MRR 
experiments are often limited by low recapture rates, which affects the chance of capturing 
populations occurring at low frequencies; for example those that travel for long distances (8, 
71, 72). Negative exponential decay functions with declining dispersal probability as distance 
increases, are generally suitable for modelling passive dispersal (73) but may underestimate 
long distance dispersal, which has been observed in some MRR studies and satellite imagery (2, 
21, 74, 75). Half-Cauchy distributions have also been used for organisms such as UK bird 
species (76) whose behaviour is, like mosquitoes, target based.  A recent study fitted the 
decline in the geometric means of female An. Gambiae s.l. found in 48 villages ranging from 
adjacent to almost 5km away from the border of a breeding habitat, finding both highly 
significant with no statistical grounds to select the negative exponential over the Half-Cauchy 
or vice versa (45). This study investigates four different decay mechanisms, including 
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exponential decay, which can be statistically used to analyse movement over space by eventual 
calibration with MRR studies. There is still unfortunately, much uncertainty in mosquito 
movement dynamics at many sites of interest for Burkina Fasan mosquito control projects. 
Field experiments using carbon dioxide as a general attractant (8, 77-79) have shown it to be 
both a poor attractant with a potentially repellent or inhibitory effects depending on the 
structure of the plume and positioning of the release point (70) and an attractant, guiding 
mosquitoes towards the release point (70, 80-83) which when combined with human 
emanations can increase the numbers caught in odour baited traps (84, 85). The attribution of 
host sourcing via carbon dioxide emissions to explain movement dynamics over long distances 
(>500m) however has yet to be firmly established as a large percentage (40%) of variance in a 
recent study was explained by Euclidean distance to the nearest likely breeding habitat (45) 
which suggests that random chance plays a strong role; also discussed in other studies (23, 86). 
Whether upwind movement to hosts, which has previously been recorded (36, 87-90) is due to 
host attraction or other mechanisms, the methods discussed allow for a more continuous 
movement model across discretised space, giving a potentially useful tool taking the 
advantages of space discretisation employed in disease modelling (31, 91-95). 
The additional gradual decay allows for more realism as only a modelled percentage of one 
area will enter another discrete patch, which may explain the variance in observations across 
studies. Forcing factors such as wind (57) can be accounted for and areas of risk identified at 
different times of the year (66). The potential addition of barriers such as a strong headwind 
within the landscape underneath a mosaic of breeding and host habitats can also provide 
insight into local spatial dynamics of mosquito spread, which may be behaving against 
expectations (22, 96). A study area of low relief and uniform habitat with many local water 
sources may appear deceptively accessible for mosquito spread but transmission may actually 
be very localised (97, 98) possibly due to the effects of strong winds which further bolster the 
relationship of distance between breeding habitat and host site at a local level (59, 60). The 
work presented here can become a tool to measure wind and host driven movement which is 
critical for protection schemes at a site.  
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CONCLUSIONS 
The discretisation of space to determine the spatial movement of a mobile species requires an 
assumption to be made in the maximum distance an adult mosquito can move, the percentage 
able to move this distance and the shape of this curve, and the effects of wind direction and 
strength on the behaviour of the mosquito. Choosing an appropriate decay curves for either a 
grid data, based or hexagonal circular-type pattern can dramatically affect the end 
distributions of the adult mosquito population meaning end users of discrete data models 
should be cautious when not including wind drive or anemotaxis as a key parameter. 
Furthermore, quantification of the local ability of adult mosquito movement once fed into the 
spatial spread assumptions provide further understanding in the differences of infection rates 
across a settlement or between settlements.  
 
FURTHER WORK 
1) Movement type 8 which had the great level of continuous detail was used in the final 
model created in Chapter 4 in order to investigate the dynamic movement of 
mosquitoes over space, and consequently view the efficacy of a genetic technology in a 
local area (Fig 67). This merits further investigation. 
 
  
  
Days    
a) b) c) d) 
Figure 67) Immigration of 1000 wild males and females occurs every day at the centre square (space 41 or coordinates 5,5) representing a 
continued flow. Human habitation exists in this space. With an autosomal strategy of gender distortion at 0.98, a starting population of 10000 wild 
males and females at space 41, and an initial 3000 homozyous recessive HEG males at time 1, the wild mosquito population is not eradicated but 
human infection stabilises (Fig 67a; solid black – susceptible, dot dash – incubating, dash – infectious, dot – recovering) as the wild population is 
suppressed from multiplying rapidly. The simulation took place over one month with continuously suitable conditions and movement occurring in 
the decay pattern of a black box type using movement type 8. b) The total wild-type, c) heterozygous and d) HEG homozygous mosquito 
populations. The numbers presented are the adults of the popuation according to their adjacent scales.  
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Owing to the multitude or parameters available, calibration of mosquito movement to locally 
derived data would provide an overall greater level of accuracy for future predictions of 
mosquito spread at a site.  
2) Addition of stochasticity in host homing and flying strength with investigation of effects 
in spatial distribution thereof. This requires the further establishment of behavioural 
boundaries and maximum and minimum rates of movement at a local scale. 
3) Expansion of the model to a regional area using data of local mosquito population 
distributions may yield insight into sources and sinks for larger mosquito migratory 
movements 
4) Implementation of more complex human movement dynamics, mimicking local 
behaviour and consequently adding detail to malaria transmission exposure 
5) Investigation of differences in population distribution as a function of scale and space 
size 
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MONITORING SCHEMES USING VEHICLE ROUTING AND SPATIAL 
MODELLING OF TRAPPING ZONES 
 “Mosquito control districts can optimize their own surveillance programs…and potentially save human lives.” (1) 
 
AIMS AND OBJECTIVES 
To what extent can monitoring schemes be feasible if designed to both be cost-effective and 
facilitate maximal data collection? 
⋅ Development of a route network for a monitoring scheme, where a fleet of vehicles can 
be controlled to visit a set of monitoring sites as efficiently as possible 
⋅ Can trapping schemes across space be investigated for their efficacy at capture under 
semi-realistic mosquito movement scenarios? 
 
BACKGROUND 
Monitoring Schemes Using Vehicle Routing 
The transportation of people or goods is often characterised by constraints such as regulations 
on waiting times, travelling and service times (2), where many applications involve the 
transportation of people or goods in networks, emergency handling and site maintenance (3-
5). Such routing problems, often referenced as the Travelling Salesman Problem (TSP), are 
critical components for efficient spatial structuring where targets must move from point A to B 
(6). Multiple-Attribute Vehicle Routing Problems (MAVRPs) are applicable when a high level of 
system detail or decision choice exists, representing richer system structures such as multiple 
vehicle fleets and collection sites, multiple-period visits and within-period time windows, route 
restrictions and obstructions (6-9).  
Many VRPs adopt ASSIGN Attribute Resources (AARs) that involve the servicing of a customer 
at a site, which in mosquito monitoring terms would be the requirements of a trap and facility 
the trap is housed in. The first part of this study proposes the setup of a simplistic MAVRP as 
part of a mosquito monitoring program. The active monitoring of field sites for mosquito 
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collection, which is critical for understanding transmission (10-13), will require multiple traps 
at field sites to satisfy regulatory data requirements. In particular, the collection of mosquito 
numbers from traps, monitoring of larval pools or collection of environmental data logs, 
present future challenges for large scale releases of mosquitoes. This study uses the Burkina 
Fasan road network as an example and assumes that mosquito traps are spread across 
urbanised areas in educational facilities which are relatively secure for weathering monitoring 
too (14). The best routes for efficient collection must be established in a manner which is both 
cost-effective in terms of fuel and time, to encourage regular time-tabled journeys across long 
time periods which aids data collation for more comprehensive mosquito modelling. Should 
the total logistic system cost exceed the budget capacity, the number of traps and trapping sites 
can be amended which is likely to be a function of trap efficiency; the more efficient traps are at 
representing wild population dynamics, the less field site managers need. 
Spatial Modelling of Trapping Zones 
Trap efficiency, a critical component for population estimation, has been an ongoing issue (15-
17) which is explored in the second part of this study. Trap design, placement, environment, 
use of attractants, and brand can influence mosquito abundance estimates (18-24). Attempts to 
capture many anthropophilic adult Anopheles species have involved the use of human odour 
via light traps near occupied bednet arrangements (25), or odour baited entry traps (26-29) 
and Mbita traps (30-32). There is variability in attraction to an individual human host 
attributed to factors such as the differing allomonal effects of breath (33) and variability in skin 
microfloral composition (34, 35), but groups of volatiles are known for their effectiveness in 
mosquito attraction including carbon dioxide (19, 36, 37), fatty acids (34, 38), oxo-carboxylic 
acids (39), ketones and phenols (40, 41), lactic acid (42) and ammonia (43).  
Many field experiments do not however, show the same success in mosquito attraction in 
comparison to laboratory studies (44, 45), validating the need for semi-field (46) and full-field 
(47) experimentation of trapping techniques. Serious issues include the difference in 
effectiveness of commercial trap brands (48). The limited range of attraction for light, animal 
baits and carbon dioxide traps of 230-330ml/min, which had attraction rates of 13-18m for 
Anopheles species with a steep decline outwards (23, 49-52), and the lack of standardization in 
multiple trapping techniques are often problematic factors (53, 54) when estimating mosquito 
populations according to their density and/or location (55, 56). Mosquito flight activation 
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occurs on the reception of host recognition cues which triggers upwind flight to the source 
(57), therefore commercial mosquito traps are usually designed to emit 300 to 500ml of CO2 
per minute (a healthy person exhales approximately 250ml of CO2 per minute), although 
higher volumes leading to a greater attraction (37, 58). Evidence also suggests that mosquitoes 
respond more strongly to traps such as MegaCatch© (59), which release CO2 in programmed 
pulses, mimicking respiration (Clements 1999). High capture rates are possible where 
intensive trapping is carried out; for example where 5 traps were set 6m apart at a site, an 
impressive 2 billion mosquitoes were collected over a 30 day period of intense sampling (60, 
61). Without this comprehensive data collection, parameter estimation and intervention 
modelling can incorporate large errors and assumptions into spatial mosquito models (62, 63). 
Trap number, distance and type are therefore important to assess for a greater scaled area 
where monitoring resources are limited. Industrial advertising with claims of population 
removal from an area may be exaggerated owing to assumptions from extrapolation of 
laboratory or semi field results (57). This is compounded by the daunting costs associated with 
monitoring schemes, which make the placement of “a workable concept” or “working 
numbers” using acceptably conservative trap attractant radii valuable to determine for 
population control measures as a first step before preliminary trapping begins. 
One important factor that should be considered is the local wind pattern, which is usually 
assumed to be largely dominant in one direction and constant in speed or very variable at the 
microscale. It will cause mosquitoes to enter a trap’s range of attraction by an increased close 
range encounter chance or by causing mosquitoes to follow an attractive odour upwind 
(downwind from a trap) (52, 64).  The effects of a trapping scheme across a site, designed to 
intersect between a breeding habitat and settlement, where a wind regime exists and 
mosquitoes are continually moving upwind, are explored with the overall aim of providing 
local vector projects information in the monitoring of their target sites.  
(49) 
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METHODOLOGY 
Monitoring Schemes Using Vehicle Routing 
The basic routing problem was defined as, 
P = (+, ¹, ,)  
Equation 57 
where + =  Æ+$,…,+Ë is a set of vertices,  ¹ =  Æ×+[ ,+ÕØ│×+[ ,+ÕØ ∈ +, ^ ≠ ÙË the arc set , = ×,[ÕØ ×@Ð,@âØ∈A is a cost matrix defined over ¹ which 
encompasses distance and obstructions, where ^ represents starting locations and Ù the trap sites. 
 
The system is modelled using a network where arcs have assigned travel times and a route is 
defined as a set of arcs and nodes, which are monitoring sites. The Network Analyst package in 
ArcGIS (65) uses Dijkstra’s algorithm to draw the shortest routes and create an origin-
destination cost matrix. These solvers calculate hierarchal structures which establish the least-
costly path from origin to destination. These metaheuristic methods are widely used for 
solving VRP (6-9, 66, 67) with local tabu search based algorithms for time efficiency. 
For the route solver, two raster datasets were used to create the cost matrix; firstly elevation 
data at a 90m scale (68), which was processed into slope estimations calculating the rate of 
change in the z value between each cell group, and secondly MODIS vegetation data for July 1-
10, 2012 (69) as July had the most precipitation events within the year according 
Ouagadougou Airport Weather Data (70), making mosquito population growth probable and 
rapid vegetation growth a limiting factor for vehicular mobility on unmarked roads (Chapter 
1). These two datasets were individually reclassified into 9 classes using Jenk’s natural breaks 
optimization method. The values were then summated to create a new layer ‘Reclassified 
Elevation&Veg Raster’ (Fig 68, 69b). Major roads were added as having no conditional cost by 
line to raster conversion. Road conditions within the country range from decent to deplorable 
with many being unpaved and potholed (71), therefore unmarked roads were considered to be 
numerous owing to the relatively flat terrain over large expanses (72), where vehicle users 
have created their own tracks where it is advantageous.   
A toolbox was created using inbuilt Python scripting (73) (Fig 70). Using educational facility 
locations (74) and major road data (75), results of the route analysis created the LCR (least-
cost route; in terms of slope change and vegetation) from each facility to every other (Fig 69a). 
School data was used as it represents a relatively secure location for a weather monitoring 
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station and/or trapping site. Cluster analysis was performed by aggregating school data points 
of a similar distance to each other with outliers lying at a greater distance then grouped with 
the nearest possible set. These groups represent distinct regions of Burkina Faso where a 
monitoring scheme could be undertaken by different groups within each region. Route analysis 
was carried out for each cluster to identify the quickest route to visit all sites (Fig 69a, 71a). 
Starting positions were unknown therefore focus was placed on identification of the quickest 
route making the ideal vehicle starting location an output.  
Alongside the route solver, an objective cost function designed similarly to Wu et al (76)’s 
multi depot function was used to find the minimal cost of site visitation for vehicle 
combinations assigned across each possible route within a cluster between sites, 
min (P + g P + g [Õ ∙ g ¢BB∈ )B∈
Õ
[  
Equation 58 
where i is the set of potential route start locations from 1 to E7 , j are the trapping sites from 1 to 7 , K are movement types (∈1,2,3); walking, car 
or motorbike, [Õ is the distance between the route start location and trap location (+[ , +Õ)(Ù ∈ E7 ∪ 7), P the fixed cost of trap maintenance at a 
site, ¢B the fixed cost per km using the vehicle type <, the subscript , the trap number within the cluster, and E7 and 7 represent the last trap ID 
within the last trapping site. 
 
The built network then assesses the cost of each potential route with three movement options; 
car, motorbike or walking. Constraints include that each location must be visited once, as a 
visiting point or starting point. Assumptions are given that each vehicle has unlimited access to 
fuel where necessary. As each route is relatively short in terms of vehicular miles, it is assumed 
that refuelling occurs outside of the monitoring time. 
Spatial Modelling of Trapping Zones 
The same method of 3D mapping was used from Chapter 1 for Bobo-Dioulasso, Burkina Faso 
using MATLAB R2014a (77), which also carried out the following simulations.  A 3D walk 
pattern for a fixed starting number of mosquitoes was defined between 0.01-10 metres 
altitude, where each step was 10m long and a maximum of 170 steps were given based on a 
1.7km dispersal distance estimation for Anopheles gambiae (78). Wind direction caused bias in 
the randomised directional movement by conversion of wind direction (degrees) into upwind 
movement reinforcement using a gradient positive/negative step; 0° north and 180° south are 
1,-1, and 90° east and 270° west are 1,-1, which were calculated to determine the exact angle of 
step. Altitude of the step was randomised. Two types of trap and three trapping schemes were 
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used. No particular manufactured trap was referenced but instead, general trap attributes were 
investigated. The sticky trap was a binary system with 100% efficacy at 1m distance from the 
trap centre and 0% at all others owing to the lack of a powerful attractant. The second trap was 
a CO2 emitter trap type with 20m radius in overall effectiveness. A mosquito’s distance at each 
point relative to each trap was measured; if a mosquito’s position was within 20m radius of a 
trap and the catch likelihood was measured as, 
 
\C~` =  D1 ]~V(0,1) ≥ 1 − (^"{/O)0 |{ℎz^"  
Equation 59 
where \C~`  is the capture likelihood of a mosquito, X a randomised number between the boundaries of V, D the shortest Euclidean distance for 
any point of a mosquito’s path and O the radius of a trap. This represents the randomised chance of a mosquito being caught which increases 
linearly with continuously smaller distances between trap and mosquito. 
If a mosquito is caught, it is removed from the sample actively flying. Trapping schemes 
include; a linear set of 4 traps between a breeding site(s) and a settlement at 100m intervals, a 
horizontal transect of 7 traps halfway between breeding site and settlement using traps every 
100m, and 9 traps arranged in a box formation around the breeding site. Trapping schemes 
were chosen based on discussions with multiple mosquito field experts (Fig 74).  
 
RESULTS 
Monitoring Schemes Using Vehicle Routing 
Monitoring site aggregation was originally completed with no cluster threshold distance. Based 
on the separation of 5 distinct groups (Fig 69b), grouping analysis23 confirmed that these 
aggregations were well-defined; Group 1 = 0.0043, Group 2 = 0.362, Group 3 < 0.0005, Group 4 
= 0.144, Group 5 = 0.040, Group 6 = 0.048; Overall z2 > 0.99).  
 
 
 
                                                        
23 Using standard distance measurements of spatial concentration for a point dataset acing as a statistical measure similar to standard 
deviation in space 
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Fig 71a) Major road network (red), accessibility of land (scale; 1: blue to 18: red), 
groups of schools numbered and coloured of which four groups of differing 
characteristics (a-d) are magnified. 
ai) Area a; route 2 from Fig 80b. 
 
 
 
aii) Area b; route 4 from Fig 80b.  aiv) Area d; route 1 from Fig 4b. 
Figure 72a) Four routes were chosen and relabelled in order from South to North (Fig 80b); 1(d), 2(a), 4(b) and 5(c). 
 
 Task 1 (Area a)  Task 2 (Area b) Task 3 (Area c) Task 4 (Area d) 
Boundary Condition: No site may 
be further than 50km from another. 
Route 1 (red) shows a connection to 
three school locations. A total 
distance of 50.66km is required to 
complete this route.  Site 4 is 
ignored as it does not meet criteria. 
Boundary Condition: Two cars are 
available  
Route 1 (red) is 30.38km long, costing 
$5.77 in fuel and taking 2hr and 47 
mins. Route 2 (green) is 65.80km long, 
costing $12.51 in fuel and taking 3hr 
and 55 mins. Cars travelling at 25 MPG 
with an average speed of 35MPH are 
assumed. 
Boundary Condition: Only one 
vehicle available and time slot is 
an 8 hour limit or one working 
day to collect all samples.  
Route 1 (red) measures 
47.66km, taking 6hr 51 mins, 
costing $9.06 in fuel assuming 
the same conditions as in task 2. 
Boundary Condition: Two vehicle 
types are available; one motorcycle 
and one car. Route 1 (red) requiring 
the car is 10.83km long taking 22 
mins and costing $1.14 in fuel. 
Route 2 (green) using the 
motorcycle is 3.7km long, taking 21 
minutes and costing $0.39 in fuel.  
a     b 
d 
c 
aiii) Area c; route 5 from Fig 80b. 
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Figure 72a) Five task examples to demonstrate differing situations of increasing complexity. a) Area a for a distance boundary condition, b) 
Area b for vehicular access, c) Area c for a vehicle and time limitation, d) Area d for different vehicles being available and e) Area c and for a 
multi-vehicular and timed approach. The total shows both the time optimal solution; car and cost; motorbike. For reference, estimated costs 
for driving a Volkswagen golf 100km lie between $9-12 in an urban landscape in Canada where gas prices are slightly lower (Canada 1.3, 
Burkina Faso 1.43) (80, 81). 
Five examples of tasks set for four different routes (Fig 71ai-aiv) using different boundary 
conditions and vehicles are presented (Fig 72a-e). These scenarios were designed to mimic 
real situations where limited resources are available. Time windows were not strict and the 
route was optimised with site re-ordering. Fuel prices were calculated in dollars using a global 
data bank (78). Trap purchasing and monitoring costs P were assumed to be constant per trap 
site and therefore were disregarded in the calculations. 
Spatial Modelling of Trapping Zones 
Trapping schemes play an important role in mosquito capture by providing a surveillance 
snapshot of mosquito activity in a localised area. The spatial distribution of An. gambiae is 
limited to landscapes containing hosts and aquatic environments that allow blood-feeding and 
oviposition and larval development therefore placement of traps near breeding sites and/or 
settlements is practical but in order to gain a better understanding in mosquito movement and 
dispersal, trapping needs to exist in a wider area. The three examples suggested were each 
justified as a) Existing in the most likely pathway for adult females to traverse from an 
identified larval site to the settlement, b) an intersecting wall designed to capture multiple 
mosquito pathways and c) a grid based approach (Fig 73). Traps represent not only a one off 
cost but continued maintenance by workers at regular intervals for sample collection and 
attractant refilling, where schedules and intensity are often arbitrary due to many other 
commitments or practicality (82). Thus a tool which establishes the likelihood of trap capture, 
where the wind direction is either known and unknown, can help interpret how trap data 
 
Task 5 (Area c) 
Route Distance (km) Vehicle 1: Small Car Vehicle 2: Motorbike 
 Cost Time Cost Time 
R1 (green) 14.08 $2.68 2hr $1.49 2hr 11 
R2 (blue) 5.72 $1.09 1hr 6 $0.60 1hr 10 
R3 (red) 9.87 $1.35 1hr 40 $1.04 1hr 48 
R4 (orange) 11.57 $1.57 1hr 42 $1.22 1hr 51 
Total 41.24 $6.69 6hr 26 $4.35 7hr 
Four cars or motorbikes are available. All 23 sites must be visited. Each 
car travels at an average speed of 35MPH and each motorbike at 
20MPH, and have a fuel efficiency of 25MPG and 45MPG respectively. 
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represents the total mosquito number present in a defined environment represented by a 
topographical surface based on DEM data.  
 
 
  
a) b) c) 
Figure 73) Trapping Schemes a) linear, b) transect, c) box. Red dots denote the main origin of adult mosquitoes and the blue a 
village or area of habitation. 
 
 
 Trap Type Sticky CO2 
                Layout: Linear Transect Box Linear Transect Box 
Recapture Statistic Min Max Min Max Min Max Min Max Min Max Min Max 
Biased Wind Direction 148 203 34 67 111 184 378 438 34 144 289 366 
Non Biased wind Direction 5 21 0 12 2 37 31 78 0 19 6 22 
 
Table 13) Recapture number from 100 simulations of 1000 mosquitoes under a fixed origin point of coordinate 50, 50. 
 
  
 
Fig 74a) 
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e) 
 
 
 f) 
 
Figure 74) All simulations are run for 1000 individuals where a-c) have 100 randomised samples shown and d-f) have 50. a-e) 
have NE wind bias a) A linear sticky trapping system where adults originate between 40, 40 and 80, 80 coordinates; 2 are 
caught in one trap. b) A horizontal transect sticky trapping system where adults originate within a 20 metre radius of 
coordinates 50, 50; 13 were caught. c) A box sticky trapping system where adults originate at 50, 50; 6 were caught. d) A 
horizontal transect CO2 trapping system where adults originate from a 20 metre radius of coordinates 50, 50; 4 were caught. e) 
A linear CO2 trapping system where adults originate within a 100 metre radius of coordinates 50, 50; 2 are caught. f) With no 
bias in wind direction in a box trapping system; 4 are caught. The black dots denote the trapping schemes for sticky traps, the 
circles CO2 traps where the smaller segment is the plume which shifts according to wind direction to represent the path of 
attraction. A sticky trap will illuminate red if a mosquito is caught for clarity. 
 
 
 
a) b) 
 
 
 
 
 
 
c)  
 
Figure 75a) Catch count after 100 simulations of 10000 mosquitoes using CO2 traps as in the simulation 74d) but using a linear 
transect, b) horizontal transect trapping system where trap number starts from NW to the SE and c) box (Fig 73a-c) . The colour 
scheme is a) represents the total caught in that simulation whereas in b) and c) it is the simulation number for clarity only. 
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If the origin of adult mosquitoes can be located to one area measuring less than 300m·300m in 
size over a 1.5km area and the main trajectory of the mosquitoes is known (e.g. northeast), 
linear trapping captures more individuals than either box or a horizontal transect. It can also 
retrieve information on the time taken for mosquitos to arrive at a place of habitation from an 
external mass breeding site if traps are checked regularly, as the chance of a trap to capture 
was a function of distance from the breeding site (Fig 74a). A transect type trapping system’s 
role is more binary, measuring the presence or absence of mosquitoes, where even the capture 
of a minute number could be representative of a very large actual population (Table 13; Fig 
75b). In scenarios where a great spread of breeding habitats exists across an expansive area 
from the establishment of microhabitats, a transect may be more useful by significantly 
increasing the chances of capture in comparison to a linear formation (Fig 74a; Table 13; 2 
were caught using a linear trapping scheme in comparison to 36 in a transect scheme for this 
simulation), which was reversed as previously stated when the origin is at a more fixed 
location (Table 13; Fig 74b). The box trapping scheme, using more traps than both the linear 
and transect, is a midway between these two and whilst not as successful as linear, 
outperforms the transect traps in recapture considerably (Table 13; Fig 74c). The same applies 
for CO2 traps although the success rate is higher for all scenarios owing to a greater area of 
attraction (Table 13).  
In situations where there is no assumed wind direction, a sensible trapping scheme can yield 
very little capture data (Fig 74f), which makes data collection of wind direction or accurate 
prediction an important variable in determining a suitable trapping scheme for the purpose of 
the field investigator; whether it be absence or presence, or population number prediction. The 
running of simulations can help establish best and worst case scenarios (Table 13; Fig 75a-c) 
and provide useful information for trap layout planning and interpretation (Fig 76).  
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Figure 76) Under a dominant south-easterly wind for the area defined (Chapter 1) over three days, 1000 mosquitoes emerge from one pooling 
area measuring 10·10m (able to travel 1.5km over 7 days) where a vulnerable village has been identified 500m away and 5 linear CO2 traps 
with 50m attraction radius 100m apart have been set on the most direct path between them. A highlighted red trap indicates at least one 
mosquito has been caught; a black semi-sphere has none. The Google Earth mask surface has been removed for greater clarity of the mosquito 
paths which are coloured red to dark blue according to their length of travel. The dark blue points represent areas of local lower elevation 
which may be more prone to flooding with elevation of the ground water table. Units are in 10s of metres. A bird’s eye view has been 
additionally drawn with the trapping areas illustrated as circles with segments indicating the directional anemotaxis where odour is carried in 
the headwind of mosquito travel. b) The same area under i) linear, ii) transect and iii) box trapping using sticky trapping showing extremely 
low to no recapture. Wind speed is zero and movement is therefore more chaotic and contained. No wild mosquitoes are caught here, which 
indicates the lack of mosquitoes traversing across the trapping space. Owing to the low trapping rates, the capturing of very few mosquitoes 
should indicate the immediate commencement of mosquito control measures. If no mosquitoes are caught, it could indicate a very irregular 
wind pattern and/or a very small population present. 
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DISCUSSION 
Monitoring Schemes Using Vehicle Routing 
Trapping, as a means to monitor mosquito populations is an integral component of spatial 
mosquito population surveillance efforts (23). Tools used for establishing surveillance 
networks should be flexible, provide practical outputs for fieldworkers to follow and be 
justifiable to planners and funders. The routing system here outputs optimised route 
information based on empirical knowledge given including accessibility and vehicular 
availability. This algorithm can be used to assess the following circumstances; 
1) Obstructions can be marked on the cost raster. An area of high cost will be avoided 
depending on its empirical value between 1 (0 cost) to 18 (avoid at all costs). It can 
represent a temporary or permanent physical obstruction such as a bridge collapse or 
road block.   
2) Multiple monitoring sites could be added, including back gardens or any other locations 
where trap security meets minimum requirements. The number of traps may need to 
substantially increase for a local data collection campaign to meet statistical criteria for 
monitoring and spread studies.  
3) Areas where trapping is essential, i.e. near habitation, can be carried out where there is 
least impediment following a rule system such as one per km2, for example surrounding 
villages or more heavily urbanised locations. 
4) In an opposing situation, identification of areas where humans are less likely to traverse 
due to physical impediments such as elevation and vegetation may identify areas where 
trapping can be undertaken without interference and high security measures such as 
sturdy fencing or supervision. As An. gambiae is very anthropophilic however, trap 
catches may unfortunately be lower. Furthermore, this poses challenges to community 
engagement as trapping schemes, when carried out with a community’s knowledge and 
assistance, are likely to promote positive project-to-community relationships; thus a 
trade-off exists between trap damage, awareness and likelihood of mosquito capture. 
Routing can also incorporate a visiting schedule where sites need to be visited in a certain 
order according to site-holder availability or time restrictions. Management of a vehicle fleet 
may include speed choices, availability and efficiency. It is also possible to completely reroute 
rapidly if a particular site needs to be visited immediately by altering the location numbers. 
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Under conditional statements, a site can be missed in the presence of a physical barrier or the 
alternate route offered is undesirable to the user. Dynamic allocation routing is moreover 
feasible with the addition of locations and recalculations of a route accordingly. The algorithm 
reactiveness has an advantage in being flexible for the user.  
With the accessibility of two different vehicle types; car and motorbike (Fig 72; Task 5), the 
monitoring planner must consider whether 34 minutes is worth $2.34 cumulatively 
throughout the trapping season. Sites are relatively clustered within this scenario, designed to 
address mosquito population concerns for one town, therefore it appears to be practical to use 
a small car vehicle and four workers to efficiently cover an entire area. As an area increases in 
size and the sites become sparser in density, the trade-off between time and cost will become a 
more serious consideration. The location of starting points is also an important factor in 
efficiently clustering monitoring sites as restrictions on travel distances can result in some 
sites becoming unviable (Fig 72; Task 1). In some cases, it is advantageous if the starting 
locations are able to be placed either end of a trapping area provided two workers are 
available to work inward (Fig 72; Task 2) but it is also feasible for one area to be managed by 
one worker depending on the cost of wages (Fig 72; Task 3). Where different vehicle types are 
available, effective allocation is crucial for maximum site visitation (Fig 72; Task 4).  
As more information becomes available in this area regarding network and site-specific issues, 
problem solving will gradually become not only more sophisticated with increasing constraints 
but more useful for project managers. 
Spatial Modelling of Trapping Zones 
 Abundance is typically measured by a standardized collection protocol, producing data 
expressed per unit such as number of females per traps night. Threshold densities are often 
used to make decisions on the intensity of mosquito-borne health risks and population 
dynamics. This requires knowledge on the interpretation of trapping data through simulations 
such as random or random biased walk scenarios. Studies comparing catch size among 
different collection methods have shown variability but many stress the importance of 
comprehensive field studies to determine the radius of attraction (52). Once this has been 
established, the attraction of a mosquito to a trap is largely a function of chance, which may be 
biased according to wind direction that causes upwind movement to hosts (83), micro trap 
placement (84) and trap design or method.  
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Little information is available which discusses mosquito host seeking behaviour in the absence 
of wind but evidence does suggest that orientation may be determined visually or through 
unbiased random walk (kinesis) (45). If cues are present, anemotaxis or directional searching 
occurs where mosquitoes usually fly deliberately upwind or crosswind to the source (51), can 
dramatically affect a trapping scheme’ efficacy and increase exposure (Fig 76a, b). Thus, 
mosquito populations may become spatially heterogeneous in density and change in temporal 
abundances, constituting important elements in insect population dynamics (85; 86; 87) that 
are important to assess in vector control projects. Traditionally, sample means and variance 
have been combined to produce various coefficients or indices of aggregation of insects (88) 
but these do not take into account the spatial location of samples and often fail to distinguish 
different spatial patterns and scales (85), which were explored here.  
This type of simulation could work alongside in dual calibration with data analysis from MRR 
studies whose aim is to estimate population size if large samples are obtained (Chapter 5), 
which has been an ongoing problem in terms of physical collection and statistical 
interpretation. Bishop & Sheppard (89) compared the relative performances of Jolly’s 
stochastic model (90) and deterministic Fisher and Ford (91) and concluded that Jolly’s 
statistic gave more reliable population estimates when 9% or more of the population was 
sampled and the survival rate was 0.5. Where the general problem of underestimation exists 
(92), estimations and error margins can both vary considerably and show consistency, with the 
use of different mosquito population statistics such as the Lincoln index, modified by Bailey 
(93), and Jackson’s positive and negative methods (94-96). Relatively recently, Constantini et al 
(84) used the Peterson-Lincoln Index, the Fisher Ford method and Jolly-Seber method in a 
Burkina Fasan MRR study to estimate population density of An. gambiae s.l. under the three 
assumptions of 1) a spatially limited population, 2) equal likelihood of capture and 3) equally 
effective sampling in all locations. It was acknowledged that these criteria may have not been 
met alongside a recapture rate of less than 1%, which suggests the need for simulation 
modelling to help assess potential pathways the adult mosquitoes take alongside sources, sinks 
and the effect of environmental conditions.   
Reasoning for the remarkable success in capture or recapture, or complete failure could be 
explained by the drivers of mosquito movement, of which wind plays a critical role. For 
practical information in surveillance programs, evidence that can support capture statistics by 
examining the spatial movement of mosquitoes and explaining concentrations or lack of 
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trapping numbers over time, can be useful in establishing effective trapping patterns. Trap 
information should also be considered due to the different success rates of capture according 
to type and brand, which can also cause bias (25, 30, 32, 97-100). Field workers will be faced 
with specific resources which include trap types of known attraction distance (49) in a unique 
environment defined by soil characteristics and/or vegetation (101), where they may consider 
how population dynamics and trap recapture can be explicitly linked to movement drivers; 
leading to more effective planning through improved mosquito capture likelihoods. 
 
CONCLUSIONS 
Routing problems within vector control projects exist in the setup of effective monitoring 
practices, which can be critical for 1) the surveillance of vector numbers, 2) gaining 
understanding of the population composition with the release of GMO and 3) adequate 
modelling of spatial movement after a release of GMO. The routing analysis presented provides 
output for monitoring teams that have specific goals and criteria to meet. Once monitoring 
sites have been established, the trap type and trapping scheme layout can influence the capture 
likelihood, which can be investigated using the trapping simulations outlined in this study. 
Where wind direction data is known, the spatial spread of adult mosquito emergence plays an 
important role in which trapping system to use; a very spread distribution can merit a box 
design with increased likelihood of capture. Where there is no wind data, a transect line 
covering more area in length, marking a barrier between the natural environment and 
habitation may be more appropriate for a surveillance team that has to readjust its 
expectations to a presence or absence study. 
 
FURTHER WORK 
Monitoring Schemes Using Vehicle Routing 
1) The schemes not only plan site visitation for monitoring purposes but also the control of 
mosquito immigration. Fogging, the blanket application of active ingredient via minute 
water droplets, can be used to prevent the spread of mosquitoes from a loci. It requires 
the routing analysis to have the additional factor of wind speed and direction as fogging 
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must always be undertaken upwind of a site to increase the chances of successful 
application. 
2) Topography has been used to determine the likelihood of a permanent or temporary 
road’s presence or accessibility to a location. Establishing a more detailed road map of a 
local site using satellite imagery from habitat analysis as carried out in Chapter 1 could 
increase the accuracy of routing problems. 
3) Obtaining updated figures on the cost of fuel prices and incorporating local knowledge 
on transportation may be advantageous for the local users of route analysis.  
4) Design of an appropriate interface is necessary. 
5) Collection of mosquito count data from a trapping experiment in a semi-field trial to 
observe the levels of attraction exhibited by different traps under natural conditions. 
Subsequently, with trap attraction values, larger local trapping studies can be 
completed onsite at chosen case study sites using wind data and distances to habitation 
to calibrate catch count for larger scale mosquito movement assessment. 
Spatial Modelling of Trapping Zones 
1) Different trapping schemes such as a semi-circular curve around major suspected 
points of origin may have merit. 
2) Local datasets of MRR (in process of collection in Burkina Faso, Kenya and Mali) and 
habitat analysis, which can be used to determine major areas of breeding activity 
(Chapter 1), could set up a spatial plane for random walk scenarios where individuals 
emerge according to topographical conditions over time. Correlation between modelled 
scenarios, population estimation statistics and spatial statistics in GIS can aid field 
investigators to determine realistic wild population numbers. 
3) The incorporation of spatial barriers such as woodland, which may affect mosquito 
movement dynamics 
4) Addition of multiple host habitation sites, which may affect mosquito movement 
pathways and provide explanations to why some villages experience higher infection 
rates over others due to wind patterns 
5) Investigation into the use of specific commercial traps with published data on attraction 
radius. CO2 traps were assumed to have a greater range of attraction in this study but 
other types such as human landing catch (HLC) and CDC light traps could also be 
explored. 
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6) Where breeding sites are within urban environments, a different approach to trapping 
is required where resolution is increased in terms of host sites (houses) and the number 
of times a mosquito’s path traverses through a house is additionally measured by local 
trapping.  Factors such as bednets and variation in street wind patterns may need to be 
considered. Although this may be a different question, it is worth answering in regards 
to urban malaria. 
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A MODELLING TOOL FOR MONITORING AND CONTROLLING 
MOSQUITO ESCAPE EVENTS FROM A FACILITY 
“It is better to have a general and incomplete map, subject to revision and correction, than to have no map at all.” (1) 
 
AIMS AND BACKGROUND 
Can an easily operated tool be made for site-managers to plan adequate control measures in the 
event of potential escapees emerging from possible rearing facilities? 
⋅ Development of an Excel model in stages which can be easily used to assess the 
movement of escapees from a site, gradually incorporating more detail and suggestions 
from project members and advisors 
⋅ Presentation of an Excel product in final stages of development with findings 
 
BACKGROUND 
Mosquitoes disperse and seek hosts through odour attraction and anemotaxis (2-4), which 
involves carbon dioxide, (5), 1-octen-3-ol (6), lactic acid (7) or human sweat (8). Heat and 
moisture (9), and dietary factors (10) are also influential. Host location involves a number of 
selection forces such as the economy of movement, and the rapidity and likelihood of source 
location (11). Selection pressure dictates that the females able to rapidly host locate and feed 
are advantaged as all require a blood meal to become fecund, especially in environments where 
hosts are a limited resource such as small dwellings and establishments. 
Able to transmit malaria, research on Anopheles gambiae s.l., an important complex of mosquito 
vectors, requires the rearing and mass production of mosquitoes for research and release in 
projects that use technology such as the dominant lethal gene (RIDL) in the Cayman Islands 
(12). The increasing size and complexity of projects brings a complementary rise in the level of 
potential adverse events which can be difficult to identify, analyse and manage (13, 14). Great 
importance lies in the risk identification process that aims to reduce the impacts of such events 
which should be undertaken in a team-based approach (15) where the development of tools 
are paramount to gaining understanding of the problems faced (16). The mobile nature of An. 
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Gambiae s.l. and the spatial variation in transmission (17, 18) requires evaluation of two 
important variables; 1) The area accessible to mosquitoes after an accidental release from a 
rearing site and, 2) The efficacy of both measuring the spread and control methods to predict 
the number or remove the escapees. 
The tool should be structurally repeatable and adapted for articulation across interdisciplinary 
fields (19), capable of capturing multifaceted dimensions and perspectives of a system (20) 
that aid to the control and design of mitigation strategies, guiding risk assessors and models 
through a logical step strategy (21). It should also feed into risk based decision-making by 
relying on a systematic process, which attempts to quantify uncertainty to formulate an in-
depth analysis for policy-making to cover multiple scenarios whilst simultaneously addressing 
the impacts of decisions and potential ramifications of poor ones.  
A major constraint is the complexity required to model a species or group of species whose 
dispersal patterns are still largely unknown, making an appropriate balance of investment and 
data acquisition in terms of monitoring challenging to establish. Research can however attempt 
to quantify the distances mosquitoes traverse through techniques such as mark-release-
recapture (MRR) where the primary drivers of movement, wind and host-searching (5, 22-26), 
are assumed to cause significant differences in estimates (Table 14). Evidence shows that 
mosquitoes can both fly upwind where no odour is airborne (27, 28) or carry out downwind 
plume finding strategies which can be advantageous where wind variability is greater than 30° 
(29). The assessment of upwind and/or downwind mosquito movement within settlements 
where multiple hosts exist is complex owing to the number of cues and local variability of 
wind. It is likely that appetitive flights are disrupted by sufficiently high wind speeds (30), low 
in number where there are very light winds (0.8ms-1), and high in breezes (3ms-1) (31). 
Assuming this, the variation in figures for the An. gambiae s.l. complex alone (less than 1km to 
7+km with assisted movement such as vehicular transport) make the construction of a 
relationship between distance and percentage spread problematic, especially if the site of 
interest has not completed a mosquito movement assessment. The general lack of detailed 
MRR data is due to many factors such as the low recapture rates (32-34), the bulk of 
entomological work being done in the area surrounding villages spanning 1-2km (18) or at 
specific times of the year, such as the onset of the wet season due to the expectation of 
increased population congregation around breeding sites (35) where marking may be 
ineffective. Furthermore, the dispersion of odour within wind is not uniform and 
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unidirectional, occurring in bursts which can persist many meters downwind of a plume’s 
origin, making application of findings from laboratory olfactometry studies challenging (36). 
Despite these complications, decisions must be made. Three key principles have been adopted; 
wind dynamics are the primary driver and coupled to biological flight drive, movement from 
release sites are a function of time up to perceived threshold distances (previously shown in 
Fig 77; Table 14), and the distance moved at each interval is based on the most applicable data 
according to the location of the MRR study. The final product should be able to operate within 
an urbanised area where human hosts are encompassing a scientific institution rearing 
mosquitoes. It should predict various outcomes from accidental release scenarios as a function 
of wind driven movement, which can help policymakers enforce both a precautionary and 
reactionary approach. This ensures that appropriate safeguards and barriers are in place to 
satisfy risk regulations and interest groups by reducing the chance of human contact to 
escapee mosquitoes. 
 
Literature used to create assumptions in the Model: An. Gambiae s.l. specific 
LOCATION DISTANCE AUTHOR 
 
Gambia 
 
1.7km 
Process-based mechanistic models require an understanding of biological, geographical and physical 
determinants of movements across landscapes such as  passive wind dispersal but these parameters are 
insufficiently known for An. gambiae. 
 
 
(17) 
Gambia 5km  
Results consistent with Constantini paper. 
Negative exponential decay functions of declining dispersal probability with increasing distance are 
generally suitable for modelling passive dispersal, but may underestimate long-distance dispersal events in 
actively dispersing organisms (Shaw 1995), such as mosquitoes, that will keep moving until they satisfy 
the objective of their search. 
 
(37) 
Mali 
 
10km+ with assisted human movement (38) 
Kenya ~1km (39) 
 
Mali Range of 3.6 to 7km movement (40-42) 
 
Mali ~1km (43) 
 
Burkina Faso ≤2km 
Mean movement: 350–650 m/day with a survival of 73% to 89% per day. 
MRR studies have reported collecting mosquitoes as far as 6 km from the release point yet most studies 
restrict their recapture efforts to much shorter distances. 
 
(32) 
Kenya 10km+ with assisted human movement (44) 
 
(Table 14 Cont. Next Page) 
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Additional References for Wind/Passive Movement of Mosquitoes 
 
LOCATION SPECIES DISTANCE AUTHOR 
Mediterranean Islands An. Sacharovi 13km (45) 
Italy An. maculipennis  2.5km (46) 
USA An.  quadrimaculatus  Maximum of 2.8km (47) 
Italy An.  maculipennis  3-3.5km (48) 
Italy An. sacharovi Over 14km from their breeding sites (49) 
Palestine An. maculipennis  Up to 14km (50) 
Indonesia An. maculipennis  2.8km (51) 
Palestine An. maculipennis  5-13km in autumn (52) 
Palestine An. elutus  3-4km in spring (53) 
USA An. Freeboni  42km for hibernation (54) 
Nigeria Aedes aegypti  1.2km, wind was instrumental to flight success (55) 
Iran An. stephensi One gold marked individual recovered 4km away (56) 
USA Culex tarsalis  17.8km (57) 
Australia An. annulipes  5-6km per day from larval habitats (58) 
USA A. taeniorhynchus  32km with wind (59) 
Egypt An. Sacharovi  14km (60) 
Pakistan An. Stephensi  165.5 metres (61) 
Sri Lanka An. culicifacies  10% 2km away (62) 
Australia An. annulipes species 
A, species G  
5km maximum where 51% were recaptured less than 0.2km away within 20 
hours 
1.5km maximum 
(63) 
USA A. dorsalis  5.8km over 15 days where 84% were <2km from the release site 
mean dispersal was 1.9km 
(22) 
South Korea An. Sinesis  Main activity within 6km but extent was 20km over 20 days (64) 
Papua New Guinea An. Farauti Laveran  Under 1km (65) 
India An. Culicifacies  Maximum of 2.8km in 2 days (66) 
Table 14) Key papers regarding the movement of mosquitoes measuring the maximum or average distance. It should be noted that the effects of 
marking techniques were not evaluated in all studies so negative or positive effects on survival were not accounted for which may significantly 
affect survival (Chapter 8). 
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a) 
Figure 77) In the experiment conducted by Cho et al (64), climatic variables including rainfall, 
relative humidity, temperature, and minimum temperature had low variation across the first five 
days (SD = 1.6, 1.72, 0.76, 0.38) where the two coloured groups were initially released in the MRR 
study; yellow at day 1 and orange at day 2. Disregarding the possible effects of different dyes on 
survival, there was observed movement away from the release site over time up to a distance of 
6km although a significant percentage of the population were collected within 1km. 1b) In a 
different study by Bryan et al (63), vector populations were observed to move both away and 
towards the release site, which could be wind or host driven, a function of human effort or 
random statistical chance.  
 
b) 
 
To achieve this, a set of tools of increasing complexity and flexibility at a decreasing spatial 
scale have been designed using dispersal curves which can be modified with future field 
calibration. Emphasis is given to the tool’s ability to deliver clear synthesized information in a 
timely manner to decision makers (67) with the process of development towards a draft of a 
final product demonstrated. 
 
METHODOLOGY & PRELIMINARY RESULTS 
Burkina Faso, and then Bobo-Dioulasso, was chosen to be the focal point of MRR as it has been 
under investigation relatively recently (Table 14), making it ideal for a repeat study in the 
same area. Excel 2010 software was used for the escapee model alongside MATLAB R2014a for 
graphing (68, 69). Preliminary results are presented, showing the model’s development 
towards a final product. 
Version 1 
Under a theoretical setting, 100 which represented a number of populations of arbitrary unit 
were placed in an arc measuring 2.5°·2.5°, covering a longitude-latitude grid over Burkina Faso 
(Fig 78a, b). 
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a b 
Figure 78a) Interface for version 1 with instructions for the user. 6-Hourly measurements of NCEP-NCAR Reanalysis data (70; hereby referred to as 
NCEP) for the period 01/01/1979 to 01/07/2013 were used as the wind speed and direction dataset. An example run is presented for one year 2011-
2012. The top left grid is the starting distribution, the bottom left the ending distribution and bottom right a basic statistical analysis showing the 
maximum, mean, minimum and variance within each discrete space over time. b) Julian index for date used in the model which is available for the user 
as a reference. 
 
The percentage of a population entering an area was calculated per day as a function of wind 
speed (Eq 60), 
[,Õ, = g 0.1305Õ, ∙ 0.0025Õ2 , Ù ∙ Ì = 1 
Equation 60 
where  is the percentage moving,  is the wind speed, ^ is the subscript representing the space of entry index, Ù is the subscript of spaces 
surrounding space ^ where  can be 3 for a corner space, 5 for a side and 8 for any other, and subscript  is time. Ì is an index which is 1 when 
the directional requirements are met (Fig 79), demonstrating movement from specific spaces into space ^ owing to a favourable wind direction 
and 0 in all other conditions. 
 
An algorithm was used to calculate the effects of wind direction where if surrounding spaces 
have an angle that fell within discrete compass directions facing inward, the percentage moved 
into that particular space (Fig 79). Preliminary results are presented using different starting 
scenarios (Fig 80a-j) where it was assumed that populations once established, were stable in 
number therefore no survival decay was modelled. The initial population input by the user is 
compared to the end displayed (Fig 78a) where the calculations (Eq 60) cause shifts in the 
mosquito movement between each unit of space.   
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Figure 79) Discretization of wind direction to squares for use in Excel movement algorithm. For example, if wind direction in the easterly 
square is westward, a percentage of the population dictated by wind speed will move into the middle square. 
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Figure 80a,c,e,g,i) Starting scenario adjacent to b,d,f,j) its ending 
distribution. Simulations began on the 1st January 2011 and end on 
the December 31st 2011. 
i j  
This discretisation of wind direction and movement drive is applied in the next version (Fig 
81).  
Major issues addressed in the next version include; 
• Overestimated mobility of populations over large areas which do not reflect natural population 
movement 
• Long timescale resolution inadequate for short term response 
• Impractical results for project managers at regional and local sites, who may require a higher level of 
spatial detail 
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Version 2 
The user chooses a dataset (interface; Fig 81) according to the latitude-longitude grid of 
NCEP’s resolution, which has been extended east and south of Burkina Faso across Western 
Africa as the dominant wind directions within Burkina Faso are northeast and southwest (71).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 81) Interface for version 2.  
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Step 1) Enter the desired arc based on Longitude and Latitude. The data for each 6 hour interval of 
each day has been averaged over 65 years using NCEP/NCAR Reanalysis data. 
 
Step 2) Each numbered area is 2.5°2.5° in dimensions. From the space selected, the dat  is used to 
form a 11x11km space as the theoretical area o  release. Enter the starting population for each 1km 
square. 
 
Step 3) Enter the time of year of interest. It can span across any months in two hypothetical years.  
 
Step 4) Enter desired survival curve. 
 
Step 5) Enter the desired variation and press run in order to output the end population grid on the 
bottom left. Statistics can be selected and observed on the bottom right. 
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This allows the user to investigate the movement of mosquitoes in the surrounding area which 
is likely to be a source of mosquito immigration. After selection of an area and time, survival 
curves are calculated according to user selection; constant, linear and exponential decay, 
where linear and exponential decay both result in none being alive on the last day. Temporal 
and spatial variation is added to wind speed and direction as uniform or linear, owing to the 
coarse resolution of NCEP data, but the user can also manually input the values. The ending 
scenario is presented on the bottom left hand side and statistics such as maximum, minimum, 
mean and variance of each space on the bottom right. 
Another major revision, alongside the survival curves, is the ability to add adult mosquitoes to 
spaces which have been occupied. A threshold is provided where if a population within an 
occupied square falls below this value, an additional number of mosquitoes is added at each 
time interval until a value above the threshold is reached, simplistically mimicking 
reproduction with associated time delays. A high threshold and replacement value designates a 
suitable environment and vice versa (Fig 82).  
 
 
 
 
 
 
 
 
 
Figure 82) Output which shows the effects of population addition and percentage surviving each time step. 
 
The model also outputs curves in the interface (Fig. 81), which show the total population after 
1000 iterations with different mortality values for constant death rates and addition of 
mosquitoes according to a percentage threshold of a selected value, i.e. if a population falls 
below 10% of 100, 10 are added representing a low reproductive replacement. With highly 
suitable conditions, 90 are added each time the population falls below 100, equating to a high 
rate of reproduction and consequent persistence of adults. 
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Preliminary Results are presented (Fig 83a-h). 
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0 0 0 0 0 0 0 0 0 0 0 
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b c 
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100 0 0 0 0 0 0 0 0 0 0 
100 0 0 0 0 0 0 0 0 0 0 
100 0 0 0 0 0 0 0 0 0 0 
100 0 0 0 0 0 0 0 0 0 0 
100 0 0 0 0 0 0 0 0 0 0 
100 0 0 0 0 0 0 0 0 0 0 
100 0 0 0 0 0 0 0 0 0 0 
100 0 0 0 0 0 0 0 0 0 0 
100 0 0 0 0 0 0 0 0 0 0 
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0 0 0 0 0 0 0 0 1 12 115 
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0 0 0 0 0 0 0 0 2 26 210 
0 0 0 0 0 0 0 0 2 27 217 
0 0 0 0 0 0 0 0 2 27 218 
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0 11 33 48 47 46 46 46 46 54 133 
100 65 52 29 29 38 45 47 53 76 188 
0 11 33 44 39 38 40 47 54 81 214 
100 65 52 29 29 38 43 46 52 81 221 
0 11 33 44 39 38 40 47 53 81 222 
100 65 52 29 29 38 43 46 52 81 222 
0 11 33 44 39 38 40 47 54 81 220 
100 65 52 29 29 40 45 49 57 79 209 
0 11 33 48 47 46 48 49 50 62 163 
100 65 100 69 100 69 100 69 100 69 100 
g 
18 22 18 18 18 18 19 19 19 18 18 
18 23 23 19 23 27 24 23 23 23 19 
18 22 28 24 23 24 23 23 28 23 19 
18 22 24 18 28 29 24 19 23 24 24 
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18 18 18 18 19 19 19 23 18 19 19 
h 
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19 77 83 82 94 94 79 77 84 81 68 
100 94 100 94 81 84 83 82 100 83 100 
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100 94 84 82 100 94 100 85 83 81 100 
63 94 94 77 81 83 84 80 83 78 78 
100 77 82 78 100 94 100 88 88 81 100 
21 72 83 94 76 84 84 84 83 72 81 
100 88 100 94 94 94 84 81 100 88 100 
18 79 76 74 88 94 94 76 74 70 68 
100 66 100 85 100 77 100 88 100 85 100 
Figure 83) Each simulation was run for an 11⋅11km space within Area 3. A constant decay of 90% each time step was used for survival based 
on a ≈10% mortality rate measured by Costantini et al (32). a) The starting simulation and accompanying b) end scenario for the period 
January 1st to 14th. Simulations were then increased to a month from January 1st – 31st. c) A sweep type simulation where the predominant 
easterly wind direction observed in b) affected a line release with accompanying d) end scenario where if an occupied space’s population fell 
below the defined threshold of 50, an additional 50 were added which mimicked reproduction. e) A starting outward-in scenario with 
accompanying f) maximum number present in each discrete space at the end of the simulation. g) The resulting end population of a different 
scenario using a constant decay of 30% and population threshold of 50 with an addition of 5 for the period November 1st-22nd. h) The starting 
population distribution encompasses the spaces containing 100 in h) which is the maximum number throughout the simulation in g). The 
wide spread and distribution of mosquitoes would be problematic for population control. 
Major issues addressed in the next version include; 
• Resolution requires a further increase to reflect locality therefore one environment, Bobo-Dioulasso in 
Burkina Faso was selected as a case study site 
• Addition of multiple release points 
• Addition of recapture or elimination regimes 
• Option for nocturnal flight enabled where flight only occurs for the 6 hour intervals; 6pm-12am & 12-6am 
of the dataset 
Version 3 
Focus was increased on the location of escapees therefore population reproduction was not 
prioritised. The resolution was increased to 100m⋅100m over the 14km⋅15km area of Bobo-
Dioulasso, Burkina Faso. 
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The distance that mosquitoes moved at each iteration, [,Õ , was calculated (Eq 61) as, 
 
[,Õ = F(0.094 ∙ [,Õ  − 0.075 ∙  [,Õ + )F 
Equation 61 
where [,Õ  is an integer between 0 and 7, [,Õ  is wind speed, the subscript ^ refers to space and Ù time, and  is the incremental distance possible 
for a mosquito to travel during a 6 hour period defined as 0.3 (300m). Overall, the calculations give a multiple of 3, which is the total iterations 
of each movement step. For example, a wind speed of 3ms-1 provides a [,Õ output of 2, creating 6 one hourly calculations of 100m steps (3·2). 
To discern direction, an algorithm was used which calculated whether any surrounding spaces had directional data flowing into a space.  
If the direction falls within boundaries defined (Fig 79), a percentage from that space moves 
into the space according to wind speed (Eq 62), 
 
a[,Õ =  [,Õ ∙ 0.0889 + 0.1 
Equation 62 
where a[,Õ  is the percentage of mosquitoes moving, [,Õ  is wind speed, the subscript ^ refers to space index and Ù time. If the wind direction is 
less than 0.5’, upwind movement takes place and vice versa, which is designed to mimic mosquito behaviour (5). 
 
Wind speed and direction data used an averaged 6-hourly 0.75°⋅0.75° ECMWF ERA-Interim 
dataset for the period of [1979 - 2013]24 (72), which offers the greatest serial correlation with 
high quality observations in comparison to many other GCM (global climate model) reanalysis 
datasets (73), and local variation added using a normal distribution function of 0.1 standard 
deviation for wind speed and 15 for wind direction. The overall distribution can be designed to 
output the distribution of likelihood; where red is the high likelihood of a high density of 
mosquitoes, yellow medium and green none on an arbitrary continuous scale, which although 
designed to simulate mosquito population movement, attempts to encapsulate the variability 
and spatial spread where rounding to whole numbers eliminates much of the noise and low 
risk which makes projections less realistic. To add a time dimension, the overall likelihood of a 
mosquito occupying a space during the simulation is provided to the user where dark blue 
shows both the aggressive continued occupation and location of mosquitoes at the end of the 
simulation and the lighter the blue, the more infrequently mosquitoes visit at some point 
during the simulation in lower numbers (Fig 84a-d) on an arbitrary scale. 
 
                                                        
24 Averaged across time i.e. all January 1st 12am-6am entries were averaged to represent that single figure 
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  a      b 
 
 
  c    d 
Figure 84a-c) Three examples of simulations where the upper parts represent the end of simulations under conditions set by an input table 
d). The date of run for a) March 04th-11th, b) January 1-7th, c) September 10-17th. Hypothetical locations are set as potential rearing sites or 
escape sites in transit such as temporary storage locations. The spread of mosquito population across space is presented as a red-yellow scale 
at the last time step. The blue images scaled below each represent where mosquitoes have occupied a space throughout the entire run.  
 
Locational recapture patterns for the sites, using applied cold fogging or CO2 traps for either 
removal or monitoring, were added as a selection menu with the options (Fig 85);  
⋅ None 
⋅ Horizontal transect 
⋅ Star 
⋅ Box 1 
⋅ Box 2 
⋅ Sweep
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RESULTS 
Final Version 
A series of results for the date November 22-29th with normal variance for both speed and 
direction, and a maximum movement distance of 300m every 6 hours are presented (Fig 86a-
i). Each result was the maximum extent from a 1000 iteration run. The spread of mosquitoes at 
the last time step alters according to the removal scheme. 
 
   
Fig 86a) Idealised recapture scenario where 
space 1 used box 1 pattern and space 2 used 
box 2 pattern. Removal efficacy was 100%. 
b) Very low recapture rate of 5% where 
space 1 and 2 are star designs, space 3 and 4 
have no removal schemes. Poor removal 
schemes can be as ineffective as not 
attempting recapture at all. 
c) Low recapture rate where space 1 and 2 
are star designs and space 3 and 4 have 
none. A 10% recapture rate eliminates 
substantially more risk than 5% owing to 
the variation in wind speed and direction 
that causes mosquitoes to fly repeatedly 
over recapture sites.  
 
 
 
 
Figure 85) Accidental release site locations demonstrating different trapping schemes. Space 1 (black) has a horizontal transect, 
space 2 (blue) star, space 3 (purple) box 2 and space 4 (burgundy) sweep. Box 1 type is also presented. 
Additional options were added, including a separate escape event at the start of the 
simulation and constant stream of escapees every 6 hours (Fig 84d). 
 
Space 2
 
 
Space 1
Space 4 
 
 
Space 3 
Box 1 type 
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d) Moderate recapture rate where space 1 
and 2 are star designs with removal efficacy 
of 25%, space 3 and 4 have none.  
e) Relatively high recapture rate where 
space 1 and 2 are star designs with trap 
efficacy of 70%, showing a comparably small 
increase of escapee removal in comparison 
to d) 
f) Very high recapture rate where space 1 
and 2 are star designs with removal efficacy 
of 90%, demonstrating very low risk of 
spread from release sites.  
 
 
   
g) No initial large escapee event but a 
continuous trickle of 5 mosquitoes every 6 
hours with a sweep design for all 4 sites 
simulating uniform fogging that is 10% 
effective. 
 
h) Same as a) with 60% removal 
effectiveness.  
i) Space 1 has a horizontal transect, space 2 
a star, space 3 a box 1 and space 4 box 2 
type. All removal sites have 70% efficacy. A 
release of 20 occurs every 6 hours but no 
initial escape event occurs. 
Figure 86) The end escapee distribution after a 7 day run involving various trapping schemes of differing efficacies. 
 
Risk based decision-making which attempts to quantify the uncertainty and impacts of 
decisions can demonstrate controllability in the occurrence of undesirable events such as 
accidental escape of laboratory mosquitoes.  The complexity of modelling Anopheles, a highly 
mobile species, involves a myriad of factors within the biological domain (Chapter 2) but if 
their movement is able to be quantified as a variable, it can provide a more realistic worst case 
scenario where regulators are able to prepare a mitigation plan and minimise spread within a 
human settlement. Trapping schemes which act as both indicators and removal barriers, 
should CO2 trap technology improve in its radius of attraction in the presence of human hosts, 
can ensure that escapee mosquitoes are contained within a local area where blanket control25 
such as fogging can be targeted effectively on a sensible timeline (Fig 87a, b). It also provides 
                                                        
25 Blanket control is defined as a method which dampens a negative effect uniformly for a small area; it does not target a specific species in this 
case but aims to kill all mosquitoes. 
Chapter 7 
207 
 
guidance to field workers of where to set out trapping sites to measure the outcome of a facility 
breach and ensure accessibility for eliminative measures. 
 
 
a) b) 
Figure 87a) An example output where the results of a particular scenario over 100 iterations are presented with associated maximum, 
minimum and means of the simulations under the conditions set by b). From a total of 4000 mosquitoes, the total number of escapees is 
presented as readings, showing that a very effective control scheme could remove up to 95% of escapees. The dispersal of individuals out of 
the boundaries of the trapping areas occurs progressively throughout all the simulations. 
 
Temporally, the time of year plays a pivotal role in the distribution of mosquitoes as wind 
speed has considerable variation (max: 8.36, min: 0.41, std: 1.62) as does direction (max: 
232.8, min: 47.7, std: 58.2) (Fig 88a-c). Prediction of uniform radial spread can therefore be an 
incorrect assumption if movement is olfactory-driven or the result of interrupted flight 
(Chapter 5).         
                                                                      
   
a) b) c) 
 
Figure 88) Radar chart showing two averaged nightly readings for each day using ERA-I dataset 1979-2013 for wind speed, b) wind direction 
and c) monthly averaged wind rose 
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Spatially, investment efficiency is not necessarily derived by having high efficiency recapture 
areas every 100m⋅100m, even where this is possible or practical (Fig 89a). With a large escape 
event of 1000 mosquitoes on June 01st-07th, at very low recapture efficacies26 there is little 
difference beyond 20 recapture sites thus becoming cost-ineffective with potentially high 
expenses in monitoring and control actions. Intuitively, a large number of control areas are 
also unnecessary with high removal efficacy across space at a threshold of 30-40% recapture 
efficiency within controlled areas being necessary for very low escapee recapture evasion. 
Conversely, in trickle releases, trap efficacy plays a more critical role where cumulatively 
increasing numbers of mosquitoes are accidentally being released over time. In the two week 
period 01st -14th June, different numbers were released as a constant trickle and the entire area 
summated to show the total escapee number in existence, which demonstrated that high 
facility escapee rates (140 a day) can be addressed (Fig 89b). The differences between one 
large release event and trickle release (Fig 90a, b) appear to be a matter of population 
concentration owing to the shared driving forces of wind when one population is released 
together, whereas a staggered entry causes more diverse movement patterns with mosquitoes 
under different wind regimes through time.  
 
 
 
                                                                                   a)                                                                                                                                                 b) 
Figure 89a) The effects of a single mass escape event of 1000 mosquitoes as a linear interpolated surface fit using different trapping schemes 
of increasing number and efficacy surrounding a site, b) A trickle release of increasing number at 4 sites with a box trapping scheme of 
differing efficacies. 
 
                                                        
26 An issue observed in MRR studies previously discussed in Chapter 6. 
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The spatial distribution of recapture sites is likely to be a pivotal role in elimination or 
representative sampling (Fig 91a-c) as spread is likely to be a function of variation in wind 
speed, which drives both upwind and downwind movement, causing mosquitoes to move back 
and forth over the same removal areas, and contributing to the greater recapture rates 
observed in box based distributions in comparison to transects. A star distribution at high 
efficacies is as successful as the box shape but as inefficient as the horizontal transect at low 
inefficiencies. All three shapes had eight control locations which was considered to be a 
practical limit for a research group but the primary issue of a functional box shape is if wind 
speed is high (>8ms-1) and wind direction continuous over time, escapees are unlikely to re-
enter the trapping areas whereas the star is able to boost the chances of recapture for 
mosquitoes moving further away from the escapee site. With the limit to eight trapping areas, if 
medium to high removal efficacies can be guaranteed, a box is the most effective approach yet, 
a number are highly likely to escape the general trapping area, whereas the star is able to 
provide longer term recapture chances at very high trap efficacies. 
The recapture scenarios so far were balanced with an equal number of removal locations each 
side of the release site in response to the high variability of wind direction, which can be 
created by local topography and infrastructure, and often assumed owing to the lack of 
comprehensive locally collected wind direction and speed data. If this information is known 
however and more targeted trapping is undertaken, a significant increase in mosquito removal 
number is observed (Fig 92a, b). While this approach may require extensive data collection on 
local wind parameters or reliable forecasting, it is effective but the risk of escapee spread from 
an inaccurate assumption could be potentially disastrous resulting in little to no recapture. 
Whether the focus should lie on the efficacy of each recapture site, the technology itself or the 
a) b) 
Figure 90a) Trickle release of 20 per day from December 25th-31st in comparison to b) one large release of 140 on December 25th where 
recapture is 10% efficient in a box pattern for both. Only one release site, space one, is used here. 
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distribution of traps, or a combination of all is a decision that a risk coordinator must 
undertake with the information he/she has available.  
 
1 1 1 
Intervals of two readings per night (1-8 days) 
a) b) c) 
1 1 1 
d) e) f) 
Figure 91a,b,c) Mosquitos present over 8 days measured in two intervals per night according to matching recapture designs (d,e,f) under 
different efficacies. The scenario took place on June 01st-07th with 10 runs at each efficacy using 8 removal sites arranged in the different patterns.  
 
 
 
a) 
bi) 
bi) 
 
bii) 
Figure 92) Boxplot with resulting populations after an initial release of 1000 and continuous trickle of 10 
mosquitoes per night for the period of June 01st to 14th using a biased and equal distribution of recapture sites. The 
biased scheme bi) has placement based on the dominant wind direction (206°) and relatively low wind speeds (≤ 
4.5ms-1) which causes upwind movement. The equal distribution scheme bii) is classified as a box. Both have a 
removal efficacy of 10% every 6 hours. 
 
Dominant  
Wind Direction 
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DISCUSSION 
Semi-field and field trial experimental releases of genetically modified (GM) mosquitoes are 
problematic owing to their mobility across multiple environments. The small size of the 
mosquito and concern over epidemiological risks make it paramount to identify their 
distribution via a sampling regime designed to provide working information to regulators via 
trapping or removal using blanket control methods such as fogging. Thus, the Excel model was 
built using a series of considerations designed to address concerns posed by different groups 
such as policy makers and risk regulators (Table 15). 
 
 
CONSIDERATION MODEL STRUCTURE 
 
Model has a clear objective, considering the total 
problem environment 
 
Mapping of real time risk areas for exposure to mosquito escapees and targeting for 
capture which may represent a serious concern for a multitude of interest groups 
including local people and administration 
 
Model can show possible mitigation of widespread 
environmental damage from an accidental leak 
 
Limits of spread are demonstrated and potential trapping schemes presented, 
designed to match wind patterns 
Model results can be translated into tangible 
findings, which can inform the policymaker of a 
suitable response to reduce risk 
The diagrammatical view of results can provide both visual representation and 
numerical analysis, where site-specific thresholds can be set to satisfy conditions 
set by risk regulations. Although the latest version has been designed for Bobo-
Dioulasso, provided datasets for wind speed and direction are available, any area 
can be analysed 
 
Analytical methods are robust and parameterised Principles supported by peer reviewed research and variables are parameters 
which can be altered by the user to match site-specific conditions more closely 
 
Model can respond to the temporal and spatial 
domain of the policy maker 
 
Both dimensions are available to the user at relevant scales 
The model is an open, explicit and scientifically 
rigorous pre market screening tool that can 
elucidate the risk posed by a technology 
 
Designed in Excel to be accessible for a majority of computer users with a clear 
objective, to measure spread of a mobile technology before release 
Maintaining a defensible line between the neutrality 
of science and biases of politics or business (74) 
The model is focused on addressing spread and does not address economic, social 
or other environmental contexts for the commerciality or desirability of this 
product 
 
Focus on mitigating demonstrable risk or at best, 
preventing harm that was deemed imminent 
A range of removal schemes with variable efficacies are offered where the overall 
aim is reduction of spatial risk after a catastrophic event, build up through trickle or 
both 
 
Analytic methods geared case by case for a specific 
product 
A series of different scenarios can be investigated with different sites for accidental 
release including rearing sites and transit routes for a given product of specified 
mobility 
 
Genetic engineering is thought to present no novel 
risks that could not be adequately controlled by 
means of existing legislation (75) 
The model can be designed for any genetic product provided the maximum distance 
a GMO (genetically modified organism) is able to travel within 6 hours is known. 
The degree of control required to prevent any persistence of laboratory raised 
mosquitoes in wild conditions can be investigated where rapid project termination 
is required 
 
 
Table 15) List of considerations and responses provided by the model’s abilities 
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A more desirable role for risk analysis is pre-emptive preparation rather than post-disaster 
mitigation but the rapid output of information which can demonstrate resilience of counter 
measures in an undesirable event, is advantageous. Establishment of an acceptable level of 
field infiltration by escapees where a trade-off exists between investment and protective action 
can lead to action stagnation if the problem is not simplified to a level, where all involved in the 
risk assessment process can agree on acceptable thresholds. A visually effective model based 
on a system of assumptions can provide information assurance to aid the decision-making 
process, which can be difficult depending on the different goals and critical perspectives of 
mosquitoes or groups (76). 
Risk management and assessment is additionally highly dependent on the expertise of the risk 
analyst, therefore each component should be modelled and quantified separately before 
performing an overall analysis (77). The model was designed to be built into a decision 
variable as part of a larger network such as a fault tree analysis, which may be more qualitative 
and satisfactory for decision makers who require more than a mathematical or empirical 
knowledge base to determine an acceptable level of risk. The model’s investigation of pareto 
optimal solutions concerning trapping area efficacy and number in specific scenarios 
envisioned by concerned investigators, can be coupled with probability distributions 
characterising the risk of an extreme event at a rearing facility. Feeding into multiple criteria 
decision-making (MCDM), a compromised solution from a myriad of issues such as accidental 
release, is valuable for a project (78).  
The model’s flexibility makes it suitable for re-assessment with onsite learning. The degree of 
variation in wind direction and speed is an important variable which can alter the level of 
stochasticity and test model robustness. Over time, concerns in other project sectors may also 
affect the requirements of this risk model, potentially driving its outputs to demonstrate 
necessary elimination under any escapee scenario. Current decision-making routes are likely 
to have an impact on future options, and those who bear the burden of addressing system 
failure to sufficiently protect against adverse risk or perceptions thereof, are likely to modify 
thresholds according to past performance of laboratory retention against escapees. Therefore 
continual feedback and visual compensation to all project members and stakeholders 
providing knowledge can not only aid in further contributions to the risk management effort, 
but maintain a more realistic perspective on the risks in the spatial spread of escapees. At 
current, the design process has reached step 5 of the 13 logical steps proposed by Haimes & 
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Schneiter (79) under MCDM guidelines.  Over time, the over-arching goal is to fulfil more steps 
by increasing the level of confidence using historical and statistical records, exploring the 
wealth of traditional knowledge available, soliciting more expert evidence, performing a 
common sense assessment, and continued data collection and simulation work (80). 
 
CONCLUSIONS 
Under four organisational levels, namely international, national, regional and local, the 
movement of disease vectors is a regulatory issue. At the local level, identification of critical 
issues and preventative measures in vector control projects can help avoid perturbation across 
the interest groups; including concerned citizens and scientific bodies.  Onsite surveillance and 
simple models are critical for not only control implementation but future planning or 
prevention of adverse events. This spatial escapee recapture model was designed to be 
structurally repeatable and adaptable for articulation across interdisciplinary fields (19), 
capable of capturing multifaceted dimensions and perspectives of a system (20) that assesses 
control and design of mitigation strategies. With focus on the term “controllability”, the efficacy 
of trapping scenarios presented aims to provide information to regulators and field workers, 
highlighting the importance of wind data and choice in spread of control across an urbanised 
area. In the near future, calibration is required through comprehensive MRR studies within the 
specified local area to improve reliability in the assumptions regarding Anopheline movement 
dynamics. 
 
FURTHER WORK 
1) Addition of stochasticity and/or more variables to describe mosquito movement 
dynamics, e.g. hotspots of wild populations that may be attractants due to mating 
swarms  
2) Addition of both major and minor factors outside the control of local project managers 
from other project sectors including restricted or extended flight of GM mosquitoes 
which can be advantageous for different reasons of control and increased spread but a 
regulatory issue 
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3) Consideration of anthropogenic factors such as human error from data collection of lab 
escapee numbers 
4) Reassessment of locale into areas of differing vulnerabilities requiring different levels of 
protection such as schools and hospitals and/or areas of increased human habitation 
density 
5) In consideration of long term control strategies, a survival function could be added 
where released mosquitoes decrease as a function of time in natural conditions 
6) Addition of resistance factors in treatments, including insecticide resistance in fogging. 
If traps are used in place of fogging in a surveillance study, consideration of their 
efficacy should be given based on laboratory and semi-field studies. 
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EFFECTS OF MARKING METHODS AND FLUORESCENT DUSTS ON 
AEDES AEGYPTI SURVIVAL 
“Tracking the movement of insects in their natural habitat is essential for understanding their basic biology, 
demography, and ethology.” (1) 
 
(Published Parasites & Vectors; Dickens & Brant, 2014) 
 
AIMS AND BACKGROUND 
Can a persistent and cost-effective marking technique, which does not affect mosquito survival be 
established for use in MMR (Mark-Release-Recapture) studies to measure the movement of 
mosquitoes onsite? 
⋅ Investigation of different brands; including one popular brand and a new cheaper one, 
and various dust colours of these brands on mosquito survival over time 
⋅ Assessment of application methods currently used in the field on mosquito survival 
⋅ Evaluation of marking efficiency according to brand, colour and application method 
 
BACKGROUND 
Dispersal is an important component in the understanding of an insect’s biology, behaviour, life 
history and population dynamics (1). The dispersal dynamics and flight ranges of mosquito 
vectors is desirable information for disease mitigation and the successful implementation of 
infection protection; for biologists, it is crucial in the understanding of a vector’s ecology (2). 
Mark-release-recapture (MRR) techniques are used to estimate mosquito population densities, 
feeding behaviour, duration of gonotropic cycles and dispersal behaviour (2).  An ideal 
marking technique should be cost-effective, easily applied, visible, non-toxic and should not 
affect the behaviour, development, longevity or reproduction of mosquitoes (1, 3). Marking 
techniques have the potential to affect the mortality and dispersal rates of marked individuals, 
which could bias the results arising from MRR experiments, therefore preliminary experiments 
on marking methodologies are required before performing MRR experiments (2).   
A variety of methods can be used to mark mosquitoes; including dusts (4-9), dyes (10, 11), 
paints (12, 13), trace elements (14) and radioactive isotopes (15, 16) (see reviews in (1-3)). A 
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very common method for externally marking a large number of mosquitoes is to apply 
micronized particles of dust (also known as powder or pigments), particularly fluorescent dust 
(1). Dusts are advantageous because they are cost-effective, available in a range of colours, 
easily applied and detectable.  
A broad selection of  fluorescent dusts have been used to mark insects, including ‘Helecon’ and 
Radiant dusts, but the ‘DayGlo’ series A and AX are now the most commonly used as no 
adhesive is required for mark retention (2). Dusts can be applied using a syringe (7) or bulb 
duster (17), shaking mosquitoes gently in a bag (18), or by dust storm creation within a cage 
(19). Many shaking methods can unfortunately cause high mortality by damaging the mosquito 
or coating them with too much dust. Such methods can increase mortality, decrease mobility 
and affect the sensory organs (1), giving biased results in MRR studies. Dusts may also not 
persist for long-term studies and transference may occur to unmarked individuals (1, 20). 
Paints can be applied individually (12) or to large groups (11, 13). Individual application can 
be time-consuming but mass marking by spraying paints can be both easy and quick. Normally 
paints are diluted with alcohol or acetone before being sprayed in atomisers or spray guns (1). 
Myles and Grace (21) used adhesive spray paint for borate dusts on termites, stating they were 
non-toxic. Fluorescent paints can adhere to body parts, potentially achieve 100% coverage and 
can be observed under UV light (22). Paint marking is usually believed to cause little mortality 
but the application of paint spots to mosquito wings is likely to affect behaviour or even 
survival (2). A trade-off between droplet size and visibility exists; marking a mosquito and 
leaving it unaffected can be challenging. 
Marking adults with powders, stains, or any product, should always be carefully evaluated by 
comparing the mortalities of marked and unmarked mosquitoes, considering the same species, 
sex and age. In analysing the literature, it appears that many experiments which used marking 
did not statistically evaluate or performed inadequate assessment into the effects of their 
marking technique (2). To improve marking efficiency for future dispersal and population 
studies, methods should be compared rigorously. This study was conducted to determine the 
best method and colour for marking mosquitoes in MRR experiments by comparing the 
mortalities of marked and unmarked individuals, assessing whether immobilising the 
mosquitoes had adverse effects on survival and lastly, calculating how efficient each method 
was in long term marking. 
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METHODOLOGY 
Aedes aegypti (Linnaeus) were used for all laboratory experiments due to its durability in 
comparison to Anopheles for a 2 month study. For the rearing of mosquitoes, second instar 
larvae were placed in plastic trays and fed daily with fish food (TetraMinBaby©). Pupae were 
then transferred to a cup of water in an insect rearing cage. Larvae and adults were maintained 
under insectary conditions (27°C, 70% RH and a photoperiod of 12:12 (L:D) h) and 10% 
sucrose solution was provided. Two or three day old Aedes aegypti mosquitoes were randomly 
aspirated into 90 mm plastic containers (1L tumblers) with gauze tops, until there were 15-18 
females and 15-18 males in each container. After marking application, all experimental 
containers had cotton wool soaked in 10% sucrose solution placed on top of the gauze, which 
was refreshed daily. A plastic lid was placed over the top of the container to keep the humidity 
high. Dead mosquitoes were recorded daily and removed. 
Prior to marking, mosquitoes were immobilised to give better coverage and to prevent 
accidental release. To ensure that immobilisation did not affect survival, an experiment was set 
up to compare immobilised mosquitoes with control mosquitoes. Two containers were placed 
in a freezer (-18°C) for one minute, and then changed over to a container held at room 
temperature (22°C) until the mosquitoes had recovered. Two containers of immobilised 
mosquitoes and two containers of control mosquitoes were then placed back in the insect 
rearing room (27°C) until all mosquitoes died. 
Dusts from two companies were used in this experiment; A-19 Horizon Blue and A-13-N 
Rocket Red  ‘DayGlo’ series A fluorescent pigments (DayGlo Color Corp, Cleveland, OH, USA), 
which will be referred to as ‘D Blue’ and ‘D Red’, gold metallic dust (Brian Clegg, UK), pink, blue 
and red fluorescent dusts (Brian Clegg, UK), which will be referred to as ‘BC Gold’, ‘BC Pink’, ‘BC 
Blue’ and ‘BC Red’. Yellow, blue and red fluorescent paints (Brian Clegg, UK) were also used in 
this experiment. DayGlo dusts are manufactured from organic dyes, added to a melamine 
formaldehyde resin and grounded into a fine powder (2). Brian Clegg dusts are composed of 
calcium/magnesium carbonate, for use as powder paints. 
The following marking methods were used; placing mosquitoes in a bag with dust and gently 
shaking (the ‘bag’ method), using a bulb duster to create a small puff of dust (the ‘bulb duster’ 
method), using a fan to create a small dust storm within a cage (the ‘dust storm’ method) and 
lightly spraying paint in small droplets (the ‘paint’ method). The paint solution was made by 
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mixing 2g dust, 200ml paint of the same colour and 200ml distilled water. This was repeated 
for each paint colour. The paint control was 200ml of distilled water. After immobilisation, the 
mosquitoes were transferred to a tray and the paint solution finely sprayed three times over 
them using an atomiser. The mosquitoes were then transferred to a container to recover, and 
placed in the insect rearing room.  
All DayGlo and Brian Clegg dusts were used for the bulb duster, bag and dust storm methods. 
The bulb duster was loaded with 0.3g dust per container before mosquitoes were transferred 
to a tray and sprayed over four times. The bag method had 0.3g dust placed in the bottom of 
the bag; immobilised mosquitoes were placed inside and gently shaken. In the dust storm 
method, mosquitoes were also placed in a bag with 0.3g dust and a fan was used to create a 
dust storm within the bag. After all dusting methods, immobilised mosquitoes were gently 
placed back in their original container. Each method had a control, where mosquitoes were 
handled similarly to marked mosquitoes, but dusts or paints were not added. Each method, 
control and colour had three repeats; each containing at least 30 mosquitoes. The survival 
experiment continued until all mosquitoes died. 
‘Marking efficiency’ scores were given to each colour and method. Scores were calculated by 
whether dust could be seen from 20 cm away, and if dust was present on their head, thorax, 
abdomen, legs or wings when observed using a dissection microscope. A score of ‘1’ was given 
if present, or ‘0’ if not present, for each category. The sum of these categories gave the overall 
marking efficiency score out of a maximum of six. 
The survival data was analysed using the log-rank test in SPSS Version 20.0 (23) across 15, 30 
and 61 days. Using different time scales allowed comparison with other studies which have 
examined survival over short time periods and consequently may have observed different 
trends. There was a clear difference between male (N = 1260), and female (N = 1235) survival 
(χ2 = 1080.80, df = 1, p<0.0001) across all the experiments, therefore analysis was performed 
separately for each sex. For method assessment; bag, bulb duster, dust storm and paint 
methods were compared to unmarked control mosquitoes. For comparing colours, D Blue, D 
Red, BC Blue, BC Pink, BC Red and BC Gold were compared to unmarked method controls. 
Yellow, blue and red paints were analysed separately to the paint controls for comparison of 
colours.  
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A generalised linear model (GLM) with quasi-poisson errors was used to test marking 
efficiency in relation to marking method and colour. Interactions were tested for but were not 
present. Males and females were combined within the model because their marking efficiencies 
were not significantly different (df = 1, p = 0.897). Mosquitoes that died early (days 1-20) and 
late (days 21-61) within the experiment however, were compared separately for marking 
efficiency. All graphs were plotted using R version 2.15.3 (24).  
 
RESULTS 
The experiment ran for 61 days when all the mosquitoes had died. Median longevity was 12 
and 28 days for males and females. Overall, 716 (58%) of females survived beyond 30 days but 
only 21 (2%) males survived beyond 30 days. There were no significant differences in 
longevity between immobilised mosquitoes and their controls for males (χ2 = 0.82, df = 1, p = 
0.364) or females (χ2 = 2.21, df = 1, p = 0.137).  
The bag method for males had dramatically reduced survivorship for the first 15 days of the 
experiment (Fig 93a), and was the only method which was significantly different to the control 
(Table 16). The bulb duster, dust storm and paint methods showed significantly higher 
longevity in males in comparison to the control but the bag did not (Table 16).  Contrary to 
males, females showed a dramatic decline in survivorship in the first 15 days of the experiment 
for the bulb duster method (Fig 93b), which was the only method significantly different to the 
control (Table 16). Pairwise comparisons of treatments showed that the most dominant 
determinant for survival was marking method in comparison to other treatments (Fig 94).  
Excluding BC Gold, the survival and longevity of mosquitoes was significantly lower for all 
colours compared to the control in males (Fig 93c). Female survival was significantly lower for 
all colours (Fig 93d). The same trend was observed for the 15 and 30 periods in males (Table 
16). For females, the first 15 days did not show a significantly different survivorship to the 
control, but did for the 30 day periods (Table 16). DayGlo dusts showed a higher mortality rate 
than the Brian Clegg but for males and females; both were significantly different to the control 
(Table 16). For paint colours, significant differences were not observed in the first 15 days for 
males and the first 15 and 30 days for females (Table 16). Blue paint significantly decreased 
the longevity of female mosquitoes over 61 days, but red and yellow paint increased it (Table 
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16). The red, blue and yellow paint increased the survivorship of males for 30 days (Table 16). 
Generally, the 61 and 30 day periods showed similar trends for all treatments for both males 
and females.  
 
   Males: 15 days Males: 30 days Females: 15 days Females: 30 days 
N df χ2 p-value χ2 p-value χ2 p-value χ2 p-value 
Method           
Bag 326 4 5.77 0.016 * 0.31 0.577 1.21 0.271 2.04 0.153 
Bulb duster 335  1.66 0.197 10.65 0.001 *** 5.17 0.023 * 6.35 0.012 * 
Dust storm 338  0.02 0.886 3.11 0.078 . 0.42 0.518 0.16 0.690 
Paint 195  1.19 0.275 5.03 0.025 * 1.24 0.265 0.19 0.661 
Colour (dust)           
D Blue 144 6 16.493 0.000 *** 15.70 0.000 *** 3.732 0.053 . 23.12 0.000 *** 
D Red 144  14.689 0.000 *** 8.72 0.003 *** 0.528 0.467 24.47 0.000 *** 
BC Blue 139  4.42 0.039 * 0.05 0.830 0.286 0.593 6.89 0.009 *** 
BC Pink 148  9.824 0.002 ** 14.84 0.000 *** 0.025 0.876 16.03 0.000 *** 
BC Red 142  6.403 0.011 * 0.49 0.484 2.121 0.145 7.093 0.008 *** 
BC Gold 138  3.343 0.068 . 0.03 0.857 0.385 0.535 16.563 0.000 *** 
Colour (paint)           
BC Blue 47 3 0.37 0.543 9.843 0.002 *** 0.649 0.421 0.764 0.382 
BC Red 51  0.393 0.531 2.793 0.095 . 4.503 0.034 0.244 0.622 
BC Yellow 48  1.942 0.163 5.575 0.018 * 2.882 0.900 1.073 0.300 
Company           
DayGlo 288 2 18.609 0.000 *** 14.74 0.000 *** 1.994 0.158 27.23 0.000 *** 
Brian Clegg 281  6.77 0.009 *** 0.292 0.589 1.391 0.238 8.25 0.004 *** 
 
* p-value shows 0.1 significance, ** 0.05 significance, *** 0.01 significance 
Table 16) Log-rank tests for Aedes aegypti marked using dusts, paints and different marking methods 
 
 
 
a) b) 
 
c)          d) 
 
Figure 93) Survivorship plot of a) male and b) female Aedes aegypti marked using different methods (bag, bulb duster, dust storm & paint) 
vs. unmarked controls. Survivorship plot of c) male and d) female mosquitoes marked with DayGlo colour dust (D Blue & D Red) and Brian 
Clegg coloured dust (BC Blue, BC Pink, BC Red, BC Gold) vs. control mosquitoes. 
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a) b)
 
Figure 94) Surface plot showing pairwise patterns of significance between different treatments for the first 15 days of a) male and b) 
female survival. 
For marking efficiency, no statistical difference was observed between early (days 1-20) and 
late (days 21-61) survival, indicating that those individuals who showed signs of being marked 
at the beginning remained so for the rest of the experiment (df = 1, p<0.0001). All methods of 
application and colours were visible (p≤0.002 for all dusting combinations) but variation 
existed (Fig 95). The paint method was the least visible followed by the bulb duster (Fig 95a). D 
Blue, D Red, BC Red and BC Pink showed the greatest marking efficiency (Fig 95b). DayGlo 
dusts had a higher marking efficiency than Brian Clegg. 
 
a) b) 
 
Figure 95) Marking efficiency (0-6) of male and female Aedes aegypti using different b) marking methods and a) colours of dust  
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DISCUSSION 
The effects of dusts on insect survival and behaviour varies with species (25) thus dust amount 
and application technique is likely to have an effect. Although some studies have found no 
significant differences between the survival rates of marked insects to unmarked controls (25-
39), others have documented adverse dusting effects (40-47), with factors such as brand and 
colour often associated with dramatic differences between marked and unmarked controls. 
This study found that males and female A. aegypti were adversely affected by the bag and bulb 
duster methods. The bag method was possibly more damaging to males due to extremity 
damage from their smaller size. Shaking procedures can be detrimental to delicate insects 
because they place too much dust on them and cause immediate high mortality (1, 48). It is not 
clear why the bulb duster method caused greater mortality for females but it possibly applied 
an excess of dust that female mosquitoes were unable to groom off. Too much dust can 
decrease mobility, interfere with sensory organs and increase mortality (49). Excessive 
moisture whilst marking can cause insects to become ‘gummed up’ with dust (49) but relative 
humidity was constant and controlled in this study and there were no observations of any 
water droplet formation or gumming of dust.   
The dust storm method, which is commonly used, had less impact on survival and thus was 
more suitable. This may be due to the dust storms atomising dust better than the other dusting 
methods. As for the marking efficiency for each method, the dust storm and bag gave the 
greatest coverage of mosquitoes. Spraying mosquitoes with fluorescent paint had no marked 
effect on survival, possibly due to the small droplet size designed to balance coverage and 
survival. The paint method showed low marking efficiency in comparison to the dry marking 
methods, which could be increased by extra sprays during marking. Whilst relative humidity 
prolongs mosquito survival, excess wetting mosquitoes can be a source of mortality (2, 26), so 
this method must be used with caution.  
Colour choice appears to be important where reds and pinks had intermediate values for both 
survival and marking efficiency. Although D Blue could be clearly seen with the naked eye, its 
negative effect on survival makes it unsuitable for studies where marked individuals are 
assumed to have equal fitness to the unmarked. Other shades of blue of a different chemical 
make-up and/or different concentrations of agents may not create this effect however. This 
was observed in Reticulitermes where a significant mortality rate was observed over 15 days 
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for Sudan Red 7B but not Neutral Red (50). This may contribute to the success and failure of 
any MRR studies which use different shades of D Blue or other colours, although many other 
factors should be considered such as the scale, location, season, duration of the study and 
marking method. The low impact of BC Blue on survival contributes to this finding but its lower 
marking efficiency may mean that its inability to adhere gave greater survival. A colour change 
occurred in BC Gold tests with blue webbing observed across appendages at 15 days. It 
additionally gave greater longevity for reasons unknown but it possibly had antifungal 
properties. 
Mosquitoes marked with these two DayGlo dust shades had reduced survival but further 
testing with more colours, shades and chemical compositions is required to conclude whether 
one brand gives lower mortality. Other studies have also observed reduced survival rates, 
dependent on the colour of dust used. Coviella et al. (45) witnessed reduced survival in 
cicadellids for one of the six colours of DayGlo dusts tested. One of 14 powder colours tested by 
Toepfer et al. (51) reduced the survival in corn rootworm adults.  
The two main issues in scaling the results from this laboratory study up to a semi-field or field 
trial are 1) establishing a practical immobilisation method and 2) preventing contact-transfer 
among marked and unmarked individuals. Firstly, using a freezer to immobilise mosquitoes in 
the field could be impractical but diethyl ether is a suitable replacement. Provided the knock-
out time is similar and the chemical has no lasting effects, any knock-out substance is 
appropriate (2). As many species and strains vary in environmental resilience and 
immobilising methods have the potential to cause significant mortality, both immobilisation 
and marking technique should be tested in the laboratory and suitable concentrations 
established before field experimentation. It should also be noted that marking in a field study 
has to account for environmental and meteorological factors which requires a high marking 
efficiency. 
Secondly, contact-transfer can bias results, potentially marking 1-3% of the unmarked 
mosquitoes after 24 hours if exposed to DayGlo mosquitoes in a confined space (20). Dust 
particles can be transferred to unmarked insects in traps and sweep nets used for sampling 
(52), where individuals are forced to come into contact with each other, but is not an issue for 
sticky trap experiments. Same-sex transfer may be a concern, but was not observed by 
Crumpacker et al. (26) during the matings of Drosophila pseudoobscura or following the 
crowding of heavily marked and unmarked individuals after they were allowed to clean 
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themselves before mixing. Field studies should therefore give mosquitoes time to clean 
themselves in relatively uncrowded conditions before release. 
The effects of dusting methods observed here on the survival of Ae. aegypti will be similar to 
the effects on Anopheles species as other experiments have shown little difference in the 
survival of marked and unmarked An. punctulatus, An. maculatus, An. sinensis, An. subpictus and 
An. stephensi (6, 31, 39, 52-54). The survival of a mosquito is dependent on many variables, 
including its size and resistance to environmental stress (55-57). The effects of marking is an 
additional stress on the insect’s body, making it imperative to do this experiment on other 
disease vectors where a range of body sizes and survival rates have been reported (2, 58, 59). 
The  application method was found to a significant effect on mosquito survival where the dust 
storm method caused the least mortality. Of the colours, the two shades of blue tested here 
should be avoided. For increased survival and marking efficiency, BC Pink or BC Red appear to 
be the most viable options. Care should be taken before using new colours (e.g. BC Gold) and 
when assuming no significant effects occur on mosquito survival with a chosen method as our 
results suggest they may strongly bias the results of a MRR study. Choosing the best technique 
for use in the field will be essential to the success of field-based studies in mosquito dispersal.  
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CONCLUSIONS 
Few studies have addressed the implications of marking efficiency and survivorship on male 
and female mosquitoes following marking, and even fewer have compared marking methods. 
A. aegypti, as the primary vector of dengue, is of interest to many policymakers and modellers; 
especially as no specific treatment exists and global infection continues. Dispersal studies 
which assess a vector’s movement are thus paramount using MRR techniques. Successful MRR 
studies require a benign technique that adheres to the mosquito for a defined duration. This 
study showed that treatments not only affected males and females differently across 15, 30 and 
61 days, but also particular colours and methods were significantly different to controls. Males 
dusted with D Blue and females with D Red had the most significant reduction in survivorship 
in comparison to the control. Dusting using BC Red or BC Pink showed reasonable performance 
for both males and females in marking and impact on overall survival. Overall, the dust storm 
method provided the best trade-off between survival and marking efficiency. 
 
FURTHER WORK 
1) Testing of different brands and colours to observe their effects on A. aegypti 
2) Testing of multiple species including An. gambiae s.s. 
3) Simulation of a realistic environment where precipitation takes place to observe the 
rate of marker loss 
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AN OVERVIEW & FURTHER WORK 
“If you think you’re too small to make a difference, you haven’t spent a night with a mosquito” – African Proverb 
 
This thesis has begun to make progress towards addressing multiple components of GM 
(genetically modified) vector project management, outlined in the Problem Definition for 
Anopheles gambiae s.s., a major vector of malaria in Sub-Saharan Africa, with the 
understanding that further considerations and considerable development must continue for 
site application. A general overview and suggested further work for the “next step” has been 
listed below. 
 
Chapter 1 
Ground data is vital for future mosquito management. 
Determining spatially-detailed vector establishment likelihood across a larger area requires 
water table and precipitation information, which is often lacking for developing countries 
where GCM (global climate model) resolution is too low to use for an area under 15km·15km. 
The use of both simulated water table information and topographical analyses that locate areas 
of potential soil saturation can provide project managers with a general overview of their local 
project site, likely to be under 5km·5km in a more regional setting, which may be a source for 
mosquito immigration. The gathering of well data in a study on the correlation between water 
table levels and malaria would be an interesting discussion point in whether it can provide a 
regional index of vulnerability where long term increases in the water table reduce the 
buffering time and increase the persistence of mosquito populations throughout the year by 
continually providing habitats for oviposition. 
At a local site, classification techniques using freely available satellite imagery, can distinguish 
different land types and water bodies which can improve targeting of GMO (genetically 
modified organism) releases where its mixing with the wild population, to increase transgenic 
mating events, is desirable. Although satellite data is often expensive, more is becoming 
publically available such as recent NDVI (normalised difference vegetation index) data yet the 
lack of snapshots or spatial resolution is an on-going issue, which can be explored alongside 
the classification methods used here. Should aerial photography be taken at regular temporal 
intervals using affordable drone technology, site managers could ascertain where mosquito 
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development is likely to take place using habitat classification; with a further study to calibrate 
and assess this tool using field data of habitat types concurrently. Furthermore, onsite 
calibration of the local models used here to address pre-adult mosquito development; 
evapotranspiration, soil moisture and ground temperature, can also provide current and future 
predictions of surface conditions, allowing pre-emptive release planning to suppress incoming 
wild mosquito populations. 
 
Chapter 2 
Although important, considering age is the first step of a very complex biological puzzle. 
Laboratory data on the main agents; temperature, rainfall and humidity is relatively scarce 
with few key studies, requiring further investigation. The presented algorithm allows the input 
of current and new life-table data collection into a metapopulation model at a relatively high 
resolution – accounting for cohort age and consequent different climatic regimes experienced 
over time according to the date of entry into a stage of development. This may vary however at 
different locations across Sub-Saharan Africa, where distinct strains occupy niches or areas. 
The extent of this variance may alter the accuracy of population predictions, requiring onsite 
thermal and desiccation experimentation for the specific strain in question, where the collected 
data can be fed into the algorithm created. 
Additionally, the effects of dynamic air and ground temperature and desiccation from low 
water availability are likely to have heterogeneous impacts on a population of different ages 
and resultant vulnerability, requiring consideration for more space specific heterogeneity of 
micro habitat sizes. Factors such as microbiota, water quality and predation could also be 
examined. 
This loss of biological detail could both prolong and shorten the persistence of a wild 
population through time, and add to the inaccurate estimations of population size, making it a 
key consideration for future metapopulation models which need to address the temporal 
component of vector biology. This is further compounded by the fact that many environments 
are multi-species, where density dependence has an additional interspecific dimension. 
Multiple metapopulation models of different species which interact could be an interesting 
investigation. 
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Chapter 3 
Does HEG technology work at every site? 
Once a biological model is built, it is possible to apply and analyse the effects of genetic 
manipulation on a biological population. The four modes discussed, listed in order of efficacy, 
defined as the lowest averaged basic reproduction number under genetic conditions required 
for eradication; Y-drive sex distortion, autosomal gender-specific pupal effector, sex distortion 
and fecundity penalty, are all able to theoretically disrupt a wild population and significantly 
suppress, and under conditions discussed, eradicate. The demands appear to be high in gene 
drive or transmission and/or sex distortion but if maintained, the effects can be very rapid 
using the natural drive of mating to spread. Ways of reducing this demand can be investigated 
by exploring more HEG types such as X-drive and multiple HEGs operating simultaneously. 
Adding stochasticity in gene transmission, mortality or genetic resistance could also estimate 
the chance of intervention failure better. 
The technology at this site can be applied for short term eradication with seasonal populations 
and long term eradication for endemic mosquito populations under constant environmental 
suitability. Whether this is true for all sites across Sub-Saharan Africa is uncertain as multiple 
temporary barriers could wax and wane (e.g. wind causing very unpredictable population 
dynamics, interrupting the interface between transgenic HEG males and wild females. The 
release of transgenic males (and not females), which may be a regulatory requirement, was not 
an inhibitory factor for eradication success here but greater efficacy could be achieved by the 
manipulation of females who are completely sterile by reducing the wild male population 
mating success simultaneously. 
 
Chapter 4 
Mosquito population hotspots? 
Spatial connectivity and movement rates have important roles in the spread of infectious 
diseases – observed with the distinctive clustering of wild populations expectedly near both 
host-habitation and reproductive habitats. The clusters are mobile, moving with wind patterns 
and anemotaxis when wind speeds are relatively low (2.5ms-1), and can be targeted both at the 
host and habitat. 
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Provided the modelled technology is effective at a 1km2 scale and the release location is 
proximate, large scale suppression is achieved but eradication is particularly problematic 
owing to the continual movement of wild mosquitoes, which can repeatedly re-establish once 
re-entering a space, especially when the HEG has previously driven a population to very low 
densities. Prevention of resurgence should be immediately considered. 
Further studies are required on the movement of hosts, who appear to spread malaria faster 
throughout urbanised sites and continue wild population breeding by being exposed to more 
bites. This suggests that mosquito movement should be monitored and the level of host 
population travel considered within a local vector establishment study site, to locate the main 
cluster of wild mosquito individuals and target releases accordingly to protect the host 
populations. The efficacy of setting up one or many malaria clinic testing stations across a 
region of 13⋅13km could be an interesting output where people are cured. The complexity of 
host attractiveness and resistance would also have to be considered.  
 
Chapter 5 
More realistic wind-driven mosquito movement maps. 
A novel form of metapopulation movement is presented, which ranges from the discrete 
traditional population shift to arcs and continuous movement driven by both wind speed and 
direction under more realistic settings. The subsequent population distributions can differ 
greatly according to assumptions on the spatial shape of spread and decay curves over 
distance. This has dramatic implications on the size of the area that needs to be considered for 
vector control targeting. The addition of stochasticity in host and mate homing from 
differences in flight strength is necessary for error margin analysis, where vector control 
campaigns aim to target wild adults.  
The presentation of informed maps on mosquito spread from sites can additionally assure 
multiple stake-holders that the spatial scale of a release has been considered using relevant 
biological information. Questions on the movement behaviour of humans and implications of 
eradication in one area where wild adult immigration reoccurs will need to be addressed.  
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Chapter 6 
The possibility of more detailed mosquito population data collection at different sites. 
Efficient routing is an important factor when devising a monitoring scheme that requires the 
visiting of multiple sites to collect mosquito populations under surveillance or logged 
environmental data. The tool created is able to consider factors such as vegetation and 
topography to provide the least obstructive and therefore quickest and most cost-effective 
routes for groups of monitoring sites, considering vehicle types and number of surveillance 
teams. Obtaining more accurate road data will improve the output significantly which can be 
undertaken through the aerial analysis techniques outlined in Chapter 1. It is also likely that 
more institutions can be monitoring station sites, which requires the addition of more trapping 
sites and more compounding variables (e.g. time of day for visiting). The tool may need to be 
developed outside of ArcGIS software for user accessibility. 
Another future study could investigate more trap designs across space, which already 
dramatically impacts the likelihood of capture when tested under random walk simulations of 
mosquitoes; for both randomised movement and predicted movement from wind data. The 
incorporation of spatial data on multiple host habitation sites and/or geographical barriers 
such as forests could affect local wind dynamics, which may show revealing information of 
mosquito distributions according to simulated trap collection data. The layout of traps which 
appeared to be important in this study would be an important variable. 
 
Chapter 7 
Further application and development for better escapee contingency plans. 
The development of an Excel tool from preliminary stages to a near final product was 
presented, which shows the likelihood of mosquito location from wind driven patterns post-
accidental release according to a colour gradated map across Bobo-Dioulasso. This allows 
control techniques such as fogging to be targeted and provides data for site managers to 
improve confidence in the control of their GM product. It is likely that site managers will 
however require more model detail (e.g. area zoning where hospitals and schools must receive 
a greater level of protection), therefore plans to collect their input to create a more applicable 
tool should be made. 
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The time of year, type of release (single or continued trickle) and trapping/fogging locations 
are all important variables which need to be considered further, as well as a function for the 
likelihood of a GM mosquito staying in a space to mate; especially interesting if mating-
swarming behaviour is observed at a location that may help targeting escapees. 
 
Chapter 8 
More application methods. 
Marking success is critical for MRR studies designed to measure the movement behaviour of 
mosquitoes. An experiment using different marking methods, coloured dyes and brands 
explored their ability to persist whilst not affecting the survival of the mosquito, Aedes aegypti, 
a more resilient species in comparison to Anopheles gambiae s.s., which allowed more long 
term data to be collected. This study provided recommendations based on the balance of 
persistence and effects on survival, noting that further studies need to be completed using 
different colours, which are useful for site managers needing to complete MRR studies to 
evaluate the likely scale of GMO spread. 
 
