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1. Background
An important area of NLP is the study of Word Sense Disambiguation (WSD), which may assign a 
unique word sense to a word. There are different methods to implement WSD: one is the word sense 
based on the collocation of other words (Yarowsky, 1993), where nearby words provide strong 
consistent clues to the sense of a target word, conditional on relative distance, order and syntactic 
relationship; and the other is the word sense based on discourse (Gale et al, 1992), where the sense 
is consistent within any given document. Many experiments in recent years of both supervised 
(Leacock 1993) and unsupervised (Yarowsky, 1993) WSD algorithms have accomplished promising 
performance with a high precision rate. 
Another important area in the field of text mining (Lewis & Spark Jones papers) is document 
classification, which identifies one or more of several topic labels for a text document.  A significant 
body of research has improved the results of document classification, with innovations in identifying 
document features as well as improving algorithms.
In this study, we will use WSD as part of a method to create innovative features to represent the 
documents for classification task. With the help of WSD, a set of specially selected ambiguous 
words can be further distinguished by word sense clustering, in order to achieve better document 
classification. 
2. Hypothesis
The existing methods for document classification (Lewis 1992) are mainly focused on bag of words 
and phrases as features to train a classification system with machine learning algorithms such as 
Support Vector Machines (SVM). More recent work, such as that in (Yilmazel 2006) adds semantic 
features, such as Part-Of-Speech tags, to improve the classification. 
However, using individual words as features could lead to ambiguity in the features; this is the 
polysemy effect (Scott 1990). As an example of this effect, supposed that Document A includes the 
words “Java”, “memory” and “computer”, while Document B has words “Java”, “Coffee” and 
“Starbucks”. If we use words as features to classify the document, it might mislead the system by 
using the word “Java” to classify the two documents into the same group. However, if we can target 
“Java” as an ambiguous word, we could use collocation level or discourse level WSD to 
disambiguate this word into multiple features, one for each of the different senses of the word in the 
collection.
Three hypotheses are listed here:
H1: Considering the success of WSD to distinguish word senses which can solve the polysemy 
dilemma, there will be chance to improve the performance of document classification by using word 
senses as feature.
H2: It is unnecessary to disambiguate every word in the document to use its senses as features, 
because firstly WSD is expensive and not very accurate; secondly too much word sense 
disambiguation may increase the system’s risk of “overfitting”.  So the better way is to select a 
subset of words which are the most informative and distinctive in the collection of ambiguous 
words. The training corpus for document classification already contains class label information, and 
a word which frequently appears in different classes could confuse the classification algorithm and 
should be disambiguated. Words, such as “Java” in Fig 1, shared by different categories of class 
labels (not stop words) are likely to be the most ambiguous words.
     
  identify the most ambiguous words between categories of class labels
H3: Lexical resources such as WordNet, have very subtle distinction between word senses, which 
could be harmful for document classification. (R Mihalcea 2001 & WB Dolan 1994) For example, 
WordNet distinguishes between bass -- (the lowest part of the musical range) and bass or bass part -- 
(the lowest part in polyphonic music). We should cluster the similar word senses together as the 
same feature before input into the classification algorithm. 
3. Methodology
Several innovative methods are proposed in this paper to utilize word senses in the features for 
document classification. 
3.1 Identify confusion set of words
As discussed above, if we disambiguate all the possible words in the corpus, we will take the risk of 
overfitting and negatively affect the classification performance. So, the first step is to identify a 
subset of words in the corpus that need to be disambiguated, namely, the subset of words that most 
likely confuse the classification algorithm. We call this the confusion set. 
 
(Yang et al 1997) mentioned that information gain is one of the most effective methods for the 
classification task. If we have  m different categories (from C1 to  Cm), the information gain of a 
specific term t could be defined as:
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P(Ci) is the probability that category Ci is assigned to a document, without any other information. 
)|( tCP i is the probability that category Ci is assigned to a document, given the word t. )|( tCP i  is 
the probability  that  category  Ci is  assigned to a document,  word  t  doesn’t  present.  )(tP is  the 
probability that word  t present in a random document, which  )(tP is the probability that word  t 
doesn’t present.  
The information gain of term t, IG(t), describes the information we could benefit when classifying 
documents  if  we use term  t  as a feature.  And we could find the smaller  this  score is the less 
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information word t can contribute to the classification algorithm.
We could use information gain as the confusion index to describe the score that  word  t could 
confuse the classification algorithm to classify different document classes. For example, if word t’s 
distributional probability in eight document classes is like the following two scenarios:
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               Scenario 1: Large confusion index               Scenario 2: Small confusion index
For the first scenario, word t’s information gain could be much larger than the second scenario. And 
we could find the word t, in the first scenario, is already a good feature to identify different classes 
(we do not need WSD to disambiguate the word senses to train the classifier). However, in the 
second  figure,  because  the  variance  between  the  distributional  probability  and  the  average 
probability is small (with a small information gain), we can hardly classify the documents based on 
word t (as a feature), and we should use word sense disambiguation to replace word feature with the 
word sense features. In other words, in the second figure, t is most likely to be shared with different 
classes, which matches the hypothesis 2 (H2), and should be our focus in this paper.  
After we calculate all the possible words’ information gain, we could rank them by the score from 
small to big, and the top n words is the confusion set to be used in the next step.
3.2 Word Sense Disambiguation 
From the last step, we get the confusion set of words that need to be disambiguated, and in this step 
we will  find the correct  word sense in the context  as  the new feature  to replace the old one. 
According to previous experience, such as (Miller et al., 1993 & Edmonds et al, 2001), WSD 
based  on  human-tagged  corpus  (supervised  learning)  achieves  the  best  performance.  In  this 
experiment, we will use the SemCor tagged corpus as training data to disambiguate the confusion 
set of words identified from last section. 
The feature types we choose for training follow that of (HT Ng 1996) including: morphological 
features of word W, part of speech (POS) surrounding W; left and right i-th position POS, unordered 
set of words frequently co-occur  P(Si|Wk)  with W in the same sentence, local collocation, [left 
offset, right offset] text window, and Syntactic relation, V+N.
Using the above features, we build the context vector for each word and use machine learning to 
train the model to classify the word senses. 
3.3 Clustering word senses
The  experimental  result  of  (R  Mihalcea  2001  &  WB  Dolan  1994)  show  that  finding  subtle 
differences in the sense definition could be bad. In the classification task, we won’t need to know 
the  difference  between senses  of  bass  as  a  freshwater  fish  (bass#n#5)  and  bass  as  a  sea  fish 
(bass#n#6). So the first step is to cluster the similar word senses together. 
In this paper we will use the statistical word sense clustering. First, based on the SemCor tagged 
text, we disambiguate the word (W) (in the confusion set) sense as (S) by using training corpus, 
which is described in the second step. Based on the distribution of word sense in each document 
category (C), we could calculate the frequency probability of each word appearing as the specific 
word sense:
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where t is the threshold. In this case, we group Sk1 and Sk2 together. In other words, category C is 
not sensitive to the difference between Sk1 and Sk2. In the next step we could make sense Sk1 and Sk2 
the same feature. 
3.4 Document classification 
After the three steps above, we add new features derived from word sense clusters. So, the current 
document vector becomes: Wi; bag of words (for informative and distinctive word set) + SCi; word 
sense clusters (for confusion set). And we will classify the documents by using the new document 
vector with SVM (support vector machine) algorithm (Manevitz 2002).  
In order to test the hypothesis, we will do several experiments:
 Baseline: document classification by using only bag of word feature.
 Experiment 1: Disambiguate all  the possible words (without identifying confusion set) and 
create new word sense features to classify documents
 Experiment 2: Disambiguate only confusion set of words and create word sense features to 
classify documents
 Experiment 3: Disambiguate only confusion set of words, cluster similar word senses together, 
and use word sense cluster as feature to classify documents
In the Fig2, the particular procedures of methodology are illustrated for the traditional method and 
new proposal as well. Following the special procedure, man can easily deals with documents in the 
collection,  and  each of  groups  can result  in  its  final  evaluation.  In  the  practice,  the  judgment 
condition should be followed as below:
 If any of experiment 1, 2 or 3 performance is better than baseline line, hypothesis 1 will 
be correct.
 If either experiment 2 or 3 is better than experiment 1, hypothesis 2 is correct. 
 If experiment 3 is better than experiment 2, hypothesis 3 is correct.
WDS for document classification experiment design
It is very important to consider the influence of several parameters on the final evaluation.
Future work
Instead  of  focusing  on  algorithms,  future  IR  and  text  mining  improvements  can  come  from 
innovative  semantic  features  to  represent  the  documents.   In  the  past  decade,  researchers  have 
experimented with new features like phrase, name entity, syntagmatic relationships and so on. In this 
paper, I examine the performance of word sense as a basic semantic unit in the classification task. 
 In fact, we could benefit from word senses much more than to use them as individual units. 
In the future, we hope to use them either to group similar word sense features together to create 
some more powerful feature, or to update the weight of the existing features.
Reference:
[1] P. Edmonds and S. Cotton. 2001. Senseval-2: Overview. In Proceedings of the Second 
International Workshop on evaluating Word Sense Disambiguation Systems, Toulouse, 
France.
[2] C. Leacock, M. Chodorow, and G. A. Miller. 1998. Using corpus statistics and WordNet 
relations for sense identification. In Computational Linguistics, volume 24, pages 147–165.
[3] David Yarowsky, 1995, Unsupervised word sense disambiguation rivaling supervised 
methods, Proceedings of the 33rd annual meeting on Association for Computational 
Linguistics, p.189-196
[4] Yiming Yang , Jan O. Pedersen, A Comparative Study on Feature Selection in Text 
Categorization, Proceedings of the Fourteenth International Conference on Machine Learning, 
p.412-420, July 08-12, 1997
[5] H. T. Ng. 1997. Exemplar-based word sense disambiguation: Some recent improvements. 
In Proceedings of the Second Conference on Empirical Methods in NLP.
[6] Xiubo Geng, Tie-Yan Liu, Tao Qin and Hang Li, 2007, Feature Selection for Ranking, 
SIGIR
[7] Forman George, 2003, An extensive empirical study of feature selection metrics for text 
classification, Journal of machine learning research
[8] David D. Lewis, 1992, An evaluation of phrasal and clustered representations on a text 
categorization task, Proceedings of the 15th annual international ACM SIGIR conference on 
Research and development in information retrieval, p.37-50
[9] Fabrizio Sebastiani, 2002, Machine learning in automated text categorization, ACM 
Computing Surveys (CSUR), v.34 n.1, p.1-47
[10] Viegas, Evelyne, Stephen Beale and Sergei Nirenberg, 1998, The computational lexical 
semantics of syntagmatic relations, 36th Annual Meeting of the Association for 
Computational Linguistics and 17th International Conference on Computational Linguistics
[11] Diab, Mona and Philip Resnik, 2002, An Unsupervised Method for Word Sense Tagging 
using Parallel Corpora, Proceedings of the 40th Annual Meeting on Association for 
Computational Linguistics
  
[12] Rada Mihalcea, 2004, Co-training and Self-training for Word Sense Disambiguation, 
Proceedings of the Conference on Natural Language Learning
 
[13] David Yarowsky, 1993, One sense per collocation. ARPA Workshop 
 
[14] David Yarowsky, 2000, Hierarchical decision lists for word sense disambiguation, 
Computers and the Humanities
 
[15] William Gale , Kenneth Ward Church and David, 1992, Yarowsky, Estimating upper and 
lower bounds on the performance of word-sense disambiguation programs, annual meeting on 
Association for Computational Linguistics
[16] George A. Miller, 1995, WordNet: a lexical database for English, Communications of the 
ACM 
  
[17] William A. Gale, Kenneth W. Church and David Yarowsky, 1992, One sense per 
discourse, workshop on Speech and Natural Language
[18] Larry M. Manevitz , Malik Yousef, 2002, One-class SVMs for document classification, 
The Journal of Machine Learning Research
