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Welcome to CMMR 2012 
 
     On behalf of the Conference Committee, it is a pleasure for us to welcome you to 
London for the 9th International Symposium on Computer Music Modeling and Retrieval 
(CMMR 2012): Music and Emotions. Jointly organised by the Centre for Digital Music, 
Queen Mary University of London, and the CNRS - Laboratoire de Mécanique et 
d'Acoustique, Marseille, France, CMMR 2012 brings together researchers, educators, 
librarians, composers, performers, software developers, members of industry, and others 
with an interest in computer music modeling, retrieval, analysis, and synthesis to join us 
for what promises to be a great event. 
 
     For this year's symposium, we chose the theme of Music and Emotions. Music can 
undoubtedly trigger various types of emotions within listeners. The power of music to 
affect our mood may explain why music is such a popular and universal art form. 
Research in cognitive science has investigated these effects, including the enhancement of 
intellectual faculties in given conditions by inducing positive affect. Music psychology has 
studied the production and discrimination of various types of expressive intentions and 
emotions in the communication chain between composer, performer and listener. Music 
informatics research has employed machine learning algorithms to discover relationships 
between objective features computed from audio recordings and subjective mood labels 
given by human listeners. But the understanding of the genesis of musical emotions and 
the mapping of musical variables to emotional responses remain complex research 
problems. 
 
     CMMR 2012 received over 150 submissions of papers, music, tutorials, and demos, 
and the committees chose the best of these to form a programme with seven technical 
sessions, two poster sessions, two panel sessions, a demo session, three concerts, two 
tutorials and a workshop. We are honoured to host the following invited speakers covering 
various aspects of our theme: Patrik Juslin (music psychology), Laurent Daudet (music 
signal processing) and Simon Boswell (film music composition). Ample time has been left 
between sessions for discussion and networking, complemented by the evening social 
programme, consisting of a welcome reception at Wilton’s Music Hall, and a conference 
banquet on Thursday 21st June at Under the Bridge, which will feature a concert from the 
French band BBT and a jam session, in which delegates are invited to join in. 
 
     We wish to thank Mitsuko Aramaki, Richard Kronland-Martinet and Sølvi Ystad for 
giving us the opportunity to host this conference and for their work selecting the 
programme. We also thank our sponsors, who have generously supported the conference, 
allowing us to offset some of the costs of holding a conference in pre-Olympic London, 
including very busy scientific, musical and social programmes. Finally, we would like to 
take the opportunity to thank all of the members of the various committees, listed on the 
following pages, for their contribution to the symposium, the reviewers for their 
meticulous hard work, as well as the authors, presenters, composers and musicians taking 
part in the programme, without whom we would not have been able to host CMMR 2012. 
 
     We hope you enjoy the various scientific, musical and social events of the next four 
days, and that your time with us in London is rewarding. 
 
Mathieu Barthet and Simon Dixon 
CMMR 2012 Symposium Chairs 
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Tuesday 19th June 
 
 
 
09:00-10:00 Registration 
 
10:00-12:30 Tutorial/Workshop 1 
Pure Data and Sound Design (Andy Farnell) 
 
10:00-12:30 Tutorial 2 
Musicology and Music Information Retrieval Tools (Daniel Leech-
Wilkinson and Dan Tidhar) 
 
10:00-12:30 CMMR 2012 Music Concert and C4DM Recording and Performance 
Spaces Tour 
 
11:00-12:00 Coffee Break 
 
12:30-13:30 Lunch 
 
13:30-17:00 Cross-Disciplinary Perspectives on Expressive Performance 
Workshop 
Supported by the Arts and Humanities Research Council (AHRC) 
 
15:00-17:00 Tour of British Library Sound Studios 
 
15:00-16:00 Coffee Break 
 
18:30-19:30 Welcome Reception (Balconies of Wilton's Grand Music Hall) 
 
20:00-22:00 New Resonances Festival at Wilton's Music Hall (Concert 1) 
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12:40 - 13:00 Yamaha Talk  
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Multimodal Approaches, Synthesis, Symbolic Music-IR, Spatial 
Audio, Performance, Semantic Web 
 
15:00 - 16:40 Oral Session 2: 3D Audio and Sound Synthesis 
 
16:40 - 17:00 Coffee break 
 
17:00 - 18:00 Panel 1: "Production Music: Mood and Metadata" (Dr. Mathieu 
Barthet, David Marston, Will Clark, Joanna Gregory, Marco Perry) 
 
20:00 - 22:00 New Resonances Festival at Wilton's Music Hall (Concert 2) 
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Cognition: Applications and Implications for MIR 
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Recommendation, Musicology, Intelligent Music Tuition Systems 
 
15:00 - 16:40 Oral session 4: Music Emotion Recognition 
 
16:40 - 17:00 Coffee break 
 
17:00 - 18:30 Panel 2: "The Future of Music Information Research" (Prof. Geraint 
A. Wiggins, Prof. Joydeep Bhattacharya, Prof. Tim Crawford, Dr. 
Alan Marsden, Prof. John Sloboda) 
 
20:00 - 00:00 Gala Dinner at the Under The Bridge venue (Chelsea Football Club) 
followed by BBT Concert and Open Jam Session 
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11:00 - 12:40 Oral Session 5: Music Information Retrieval  
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14:40 - 15:40 Session 6: Film Soundtrack and Music Recommendation 
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16:00 - 17:20 Oral Session 7: Computational Musicology and Music Education 
  
19:00 - 22:00 New Resonances Festival at Wilton's Music Hall (Concert 3) 
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Knowledge Management On The Semantic Web: A Comparison of
Neuro-Fuzzy and Multi-Layer Perceptron Methods For Automatic
Music Tagging
Sefki Kolozali, Mathieu Barthet, and Mark Sandler . . . . . . . . . . . . . . . . . 220
Oral Session 2: 3D Audio and Sound Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
A 2D Variable-Order, Variable-Decoder, Ambisonics based Music
Composition and Production Tool for an Octagonal Speaker Layout
Martin J. Morrell and Joshua D. Reiss . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
Perceptual Characteristic and Compression Research in 3D Audio
Technology
Ruimin Hu, Shi Dong, Heng Wang, Maosheng Zhang, Song Wang,
and Dengshi Li . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
Rolling Sound Synthesis: Work In Progress
Simon Conan, Mitsuko Aramaki, Richard Kronland-Martinet, and
Sølvi Ystad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
EarGram: an Application for Interactive Exploration of Large Databases
of Audio Snippets for Creative Purposes
Gilberto Bernardes, Carlos Guedes, and Bruce Pennycook . . . . . . . . . . . 265
From Shape to Sound: Sonification of Two Dimensional Curves by
Reenaction of Biological Movements
Etienne Thoret, Mitsuko Aramaki, Richard Kronland-Martinet,
Jean-Luc Velay, and Sølvi Ystad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
Oral Session 3: Computer Models of Music Perception and Cognition:
Applications and Implications for MIR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
The Role of Time in Music Emotion Recognition
Marcelo Caetano and Frans Wiering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
The Intervalgram: An Audio Feature for Large-scale Melody Recognition
Thomas C. Walters, David A. Ross, and Richard F. Lyon . . . . . . . . . . . . . 295
Perceptual Dimensions of Short Audio Clips and Corresponding Timbre
Features
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Álvaro Sarasúa, Cyril Laurier and Perfecto Herrera . . . . . . . . . . . . . . . . 518
Modeling Expressed Emotions in Music using Pairwise Comparisons
Jens Madsen, Jens Brehm Nielsen, Bjørn Sand Jensen, and Jan Larsen . 526
Relating Perceptual and Feature Space Invariances in Music Emotion
Recognition
Erik M. Schmidt, Matthew Prockup, Jeffery Scott, Brian Dolhansky,
Brandon G. Morton, and Youngmoo E. Kim . . . . . . . . . . . . . . . . . . . . . . . . 534
Oral Session 5: Music Information Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 544
Automatic Identification of Samples in Hip Hop Music
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Abstract. An interface based on expressions in simple graphics of faces were 
aligned in a clock-like distribution with the aim of allowing participants to 
quickly and easily rate emotions in music continuously.  We developed the 
interface and tested it using six extracts of music, one targeting each of the six 
faces: ‘Excited’ (at 1 o’clock), ‘Happy’ (3), ‘Calm’ (5), ‘Sad’ (7), ‘Scared’ (9) 
and ‘Angry’ (11).   30 participants rated the emotion expressed by these 
excerpts on our ‘emotion-face-clock’. By demonstrating how continuous 
category selections (votes) changed over time, we were able to show that (1) 
more than one emotion-face could be expressed by music at the same time and 
(2) the emotion face that best portrayed the emotion the music conveyed could 
change over time, and that the change could be attributed to changes in musical 
structure.  
Keywords: Emotion in music, continuous response, discrete emotions, time-
series analysis, film music. 
1   Introduction 
Research on continuous ratings of emotion expressed by music (that is, 
rating the music while it is being heard) has led to improvements in 
understanding and modeling music’s emotional capacity.  This research 
has produced time series models where musical features such as 
loudness, tempo, pitch profiles and so on are used as input signals 
which are then mapped onto emotional response data using least 
squares regression and various other strategies [1-4]. 
One of the criticisms of self-reported continuous response however, 
is the rating response format.  During their inception in the 1980s and 
1990s [5, 6] such measures have mostly consisted of participants rating 
one dimension of emotion (such as the happiness, or arousal, or the 
tension, and so on) in the music.  This approach could be viewed as so 
reductive that a meaningful conceptualization of emotion is lost.  For 
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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example, Russell’s [7, 8] work on the structure of emotion 
demonstrated that a large amount of variance in emotion can be 
explained by two fairly independent dimensions, frequently labeled 
valence and arousal.  The solution to measuring emotion continuously 
can therefore be achieved by rating the stimulus twice (that is, in two 
passes), once along a valence scale (with poles of the scale labeled 
positive and negative), and once along an arousal scale (with poles 
labeled active and sleepy) [for another multi-pass approach see 9].  In 
fact, some researchers have combined these scales at right angles to 
form an ‘emotion space’ so as to allow a good compromise between 
reductive simplicity (the rating scale), and the richness of emotional 
meaning (applying what were thought to be the two most important 
dimensions in emotional structure simultaneously and at right angles) 
[e.g. 10, 11, 12 ].   
The two dimensional emotion space has provided an effective 
approach to help untangle some of the relations between musical 
features and emotional response, as well as providing a deepening 
understanding of how emotions ebb and flow during the unfolding of a 
piece of music.  However, the model has been placed under scrutiny on 
several occasions. The most critical matter that is of concern in the 
present research is theory and subsequent labeling of the emotion 
dimensions and ratings.  For example, the work of Schimmack [13, 14] 
has reminded the research community that there are different ways of 
conceptualizing the key dimensions of emotion, and one dimension 
may have other dimensions hidden within it.   Several researchers have 
proposed three key dimensions of emotion [15-17].  Also, dimensions 
used in the ‘traditional’ two dimensional emotion space may be hiding 
one or more dimensions.  Schimmack demonstrated that the arousal 
dimension is more aptly a combination of underlying ‘energetic 
arousal’ and ‘tense arousal’.  Consider, for instance, the emotion of 
‘sadness’.  On a single ‘activity’ rating scale with poles labeled active 
and sleepy, sadness will most likely occupy low activity (one would not 
imagine a sad person jumping up and down).  However, in a study by 
Schubert [12] some participants consistently rated the word ‘sad’ in the 
high arousal region of the emotion space (all rated sad as being a 
negative valence word).  The work of Schimmack and colleagues 
suggests that those participants were rating sadness along a ‘tense 
arousal’ dimension, because sadness does contain conflicting 
information about these two kinds of arousal – high tension arousal but 
low activity arousal. 
4
Discrete Emotion Faces 3          
 
Some solutions to the limitation of two dimensions are to have more 
than two passes when performing a continuous response (e.g. valence, 
tense arousal and activity arousal), or to apply a three dimensional GUI 
with appropriate hardware (such as a three dimensional mouse).  
However, in this paper we take the dilemma of dimensions as a point of 
departure and apply what we believe is the first attempt to use a 
discrete emotion response interface for continuous self-reported 
emotion ratings.   
Discrete emotions are those that we think of in day-to-day usage of 
emotions, such as happy, sad, calm, energetic and so forth.  They can 
each be mapped onto the emotional dimensions discussed above, but 
can also be presented as independent, meaningful conceptualizations of 
emotion [18-22].  An early continuous self-reported rating of emotion 
in music that demonstrated an awareness of this discrete structure was 
applied by Namba et al. [23], where a computer keyboard was labeled 
with fifteen different discrete emotions.  As the music unfolded, 
participants pressed the key representing the emotion that the music 
was judged to be expressing at that time.  The study has to our 
knowledge not been replicated, and we believe it is because the 
complexity of learning to decode a number of single letters and their 
intended emotion-word meaning.  It seems likely that participants 
would have to shift focus between decoding the emotion represented on 
the keyboard, or finding the emotion and then finding its representative 
letter before pressing.  And this needed to be done on the fly, meaning 
that by the time the response was ready to be made, the emotion in the 
music may have changed.  The amount of training (about 30 minutes 
reported in the study) needed to overcome this cognitive load can be 
seen as an inhibiting factor. 
Inspired by Namba et al’s pioneering work, we wanted to develop a 
way of measuring emotional response continuously but one which 
captured the benefits of discrete emotion rating, while applying a 
simple, intuitive user interface. 
2   Using discrete facial expressions as a response format 
By applying the work of some of the key research of emotion in 
music who have used discrete emotion response tools [24-26], and 
based on our own investigation [27], we devised a system of simple, 
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schematic facial expressions intended to represent a range of emotions 
that are known to be evoked by music. Further, we wanted to recover 
the topology of semantic relations, such that similar emotions were 
positioned beside one another, whereas distant emotions were 
physically more distant.  This approach was identified in Hevner’s [28-
31] adjective checklist.  Her system consisted of groups of adjectives, 
arranged in a circle in such a way as to place clusters of words near 
other clusters of similar meaning.  For example, the cluster of words 
containing ‘bright, cheerful, joyous …’ was adjacent to the cluster of 
words containing ‘graceful, humorous, light…’, but distant from the 
cluster containing the words ‘dark, depressing, doleful…’.  Eventually, 
the clusters would form a circle, from which it derived its alternative 
names ‘adjective clock’ [32] and ‘adjective circle’ [31].  Modified 
version of this approach, using a smaller number of words, are still in 
use [33].  Our approach also used a circular form, but using faces 
instead of words.  Consequently, we named the layout an ‘emotion-
face-clock’. Literate and non-literate cultures have become adept at 
speedy interpretation of emotional expression in faces [34, 35], making 
them more suitable for emotion rating tasks than words.  Further, 
several emotional expressions are universal [36, 37] making the 
reliance on a non-verbal, non-language specific format appealing [38-
40].   
Selection of faces to be used for our response interface were based 
on the literature of commonly used emotion expressions to describe 
music [41], the recommendations made on a review of the literature by 
Schubert and McPherson [42] but also such that the circular 
arrangement was plausible.  The faces selected corresponded roughly 
with the emotions from top moving clockwise (see Fig. 1): Excited (at 
1 o’clock), Happy (3), Calm (5), Sad (7), Scared (9) and Angry (11 
o’clock), with the bottom of the circle separated by Calm and Sad.  The 
words used to describe the faces are selected for the convenience of the 
researchers.  Although a circle arrangement was used, a small gap 
between the positive emotion faces and the negative emotion faces was 
imposed, because a spatial gap angry and excited, and between calm 
and sad reflected a semantic distance (Fig. 1).  We did not impose our 
labels of the emotion-face expressions onto the participants.  Pilot 
testing using retrospective ratings of music using the verbal expressions 
are reported in Schubert et al. [27]. 
6
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3   Aim 
The aim of the present research was to develop and test the emotion-
face-clock as a means of continuously rating the emotion expressed by 
extracts of music. 
4   Method 
4.1 Participants  
Thirty participants were recruited from a music psychology course 
that consisted of a range of students including some specializing in 
music.  Self-reported years of music lessons ranged from 0 to 16 years, 
mean 6.6 years (SD = 5.3 years) with 10 participants reporting no 
music lessons (‘0’ years).  Ages ranged from 19 to 26 years (mean 21.5 
years, SD = 1.7 years).   Twenty participants were male.  
4.2   Software realisation 
The emotion-face-clock interface was prepared, and controlled by 
MAX/MSP software, with musical extracts selected automatically and 
at random from a predetermined list of pieces.  Mouse movements were 
converted into one of eight states: centre, one of the six emotions 
represented by schematic faces, and ‘elsewhere’ (Fig. 1).  The eight 
locations were then stored in a buffer that was synchronized with the 
music, with a sampling rate of 44.1kHz.  Given the redundancy of this 
sampling rate for emotional responses to music [which are in the order 
of 1 Hz – see 43], down-sampling to 25Hz was performed prior to 
analysis.  The facial expressions moving around the clock in a 
clockwise direction were Excited, Happy, Calm, Sad, Scared and 
Angry.  Note that the verbal labels for the faces are for the convenience 
of the researcher, and do not have to be the same as those used by 
participants.  More important was that the expressions progressed 
sequentially around the clock such that related emotions were closer 
together than distant emotions, as described above.  However, the 
quality of our labels were tested against participant data using the 
explicit labeling of the same stimuli in an earlier study [27].   
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Fig. 1. Emotion-face-clock graphic user interface.  This is a grayscale version.  Face colours 
were yellow shades for right three faces (Excited [bright yellow], Happy and Calm), red for 
Angry, dark blue for Scared and light blue for Sad, based on [27].  Crotchet icon in Centre was 
green when ready to play, and grayed out, opaque when excerpt was playing.  Text in top two 
lines provided instructions for the participant.  White boxes, arrows and labels were not visible 
to the participants.  These indicate the regions used to determine the eight response categories. 
4.3 Procedure  
Participants were tested one at a time.  The participant sat at the 
computer display and wore headphones.  After introductory tasks and 
instructions, the emotion-face-clock interface was presented, with a 
green icon (quaver) in the centre (Fig. 1).  The participant was 
instructed to click the green button to commence listening, and to track 
the emotion that the music was expressing by selecting the facial 
expression that best matched the response.  They were asked to make 
their selection as quickly as possible. When the participant moved the 
mouse over one of the faces, the icon of the face was highlighted to 
provide feedback.  The participant was asked to perform several other 
tasks. The focus of the present report is on continuous rating over time 
of emotion that six extracts of music were expressing.  
8
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4.4 Stimuli  
Because the aim of this study is to examine our new continuous 
response instrument, we selected six musical excerpts for which we had 
emotion ratings made using tradition post-performance ratings scales 
from a previous study [27].  The pieces were taken from Pixar animated 
movies, based on the principle that the music would be written to 
stereotypically evoke a range of emotions.  The excerpts selected were 
11 to 21 seconds long with the intention of primarily depicting each of 
the emotions of the six faces on the emotion-face-clock.  In our 
reference to the stimuli in this report, they were labeled according to 
their target emotion: Angry, Scared, Sad, Calm, Happy and Excited. 
More information about the selected excerpts is shown in Table 1.  
When referring to a musical stimulus the emotion label is capitalized 
and italicised. 
Table 1.  Stimuli used in the study.  
Stimulus code  
(target emotion) 
Film music excerpt  Start time  
within CD track 
(MM’SS elapsed) 
Duration of 
excerpt (s) 
Angry Up: 52 Chachki Pickup 00"53 17 
Calm Finding Nemo: Wow   00"22 16 
Excited Toy Story: Infinity and 
Beyond 
00"15 16 
Happy Cars: McQueen and Sally 00"04 16 
Sad Toy Story 3: You Got Lucky 01"00 21 
Scared Cars: McQueen's Lost  00"55 11 
5   Results and Discussion 
Responses were categorized into one of eight possible responses (one 
of the six emotions, the centre location, and any other space on the 
emotion-face-clock labeled ‘elsewhere’ – see Fig. 1) based on mouse 
positions recorded during the response to each piece of music.  This 
process was repeated for each sample (25 per second).  Two main 
analyses were conducted.  First, the relationships between the collapsed 
continuous ratings against rating scale results from a previous study 
using the same stimuli, and then an analysis of the time series responses 
for each of the six stimuli. 
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5.1 Summary responses 
In a previous study, 26 participants provided ratings of each of the 
six stimuli used in the present study (for more details`, see [27] for 
details) along 11 point rating scales from ‘0 (not at all)’ to ‘10 (a lot)’.  
The scales were labeled Angry, Scared, Sad, Calm, Happy and Excited.  
No faces were used in the response interface for that study.   
The continuous responses from the current study were collapsed so 
that the number of votes a face received as the piece unfolded was 
tallied, producing a proportional representation of faces that were 
selected as indicating the emotion expressed by each face for a 
particular stimulus.  The plots of these results are shown in Fig. 2.  
Take for example the responses made to the Angry excerpt.  All 
participants first ‘votes’ were for the ‘Centre’ category because they 
had to click the icon at the centre of the emotion-face-clock to 
commence listening.  As participants decided which face represented 
the emotion expressed, they moved the mouse to cover the appropriate 
face.  So, as the piece unfolded, at any given time, some of the 30 
participants might have the cursor on the Angry face, while some on 
the Scared face, and another who may not yet have decided remains in 
the centre or has moved the mouse, but not to a face (‘elsewhere’). 
With a sampling rate of 25 Hz it was possible to see how these votes 
changes over time (the focus of the next analysis).  At each sample, the 
votes were tallied into the eight categories.  Hence each sample had a 
total of 30 votes (one per participant).  At any sample it was possible to 
determine whether participants were or were not in agreement about the 
face that best represented the emotion expressed by the music. 
The face by face tallies for each of these samples were accumulated 
and divided by the total number of samples for the excerpt.  This 
provided a summary measure of the time-series to approximate the 
typical response profile for the stimulus in question.  These profiles are 
reported in Fig. 2 in the right hand column.  Returning to the Angry 
example we see that participants spent most time on the Angry face, 
followed by Scared and then the Centre.  This suggests that the piece 
selected indeed best expressed anger according to the accumulated 
summary of the time series.  The second highest votes belonging to the 
Scared face can be interpreted as a ‘near miss’ because of all the 
emotions on the clock, the scared face is semantically closest to the 
Angry face, despite obvious differences (for a discussion, see [27]).  In 
fact, when comparing the accumulated summary with the post-
10
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performance rating scale profile (from the earlier study), the time series 
produces a profile more in line with the proposed target emotion.  The 
post-performance ratings demonstrate that Angry is only the third 
highest scored scale, after Scared and Excited.  The important point, 
however, is that Scared and Excited are located on either side of the 
emotion-face-clock, making them the most semantically related 
alternatives to angry of the available faces.  For each of the other 
stimuli, the contour of the profiles for post-performance ratings and 
accumulated summary of continuous response are identical.   
These profiles matches are evidence for the validity of the emotion-
face-clock because they mean that the faces are used to provide a 
similar meaning to the emotion words used in the post-performance 
verbal ratings.  We can therefore be reasonably confident that at least 
five of the faces selected can be represented verbally by the five verbal 
labels we have used (the sixth – Anger, being confused occasionally 
with Scared).  The similarity of the profile pairs in Fig. 2 is also 
indicative of the reliability of the emotion-face-clock because it more-
or-less reproduces the emotion profile of the post-performance ratings. 
Two further observations are made about the summary data.  
Participants spend very little time away from a face or the centre of the 
emotion-face-clock (the elsewhere region is selected infrequently for 
all six excerpts).  While there is the obvious explanation that the six 
faces and the screen centre occupy the majority of the space on the 
response interface (see Fig. 1) the infrequent occurrence of the 
Elsewhere category also may indicate that participants are fairly certain 
about the emotion that the music is conveying.  That is, when an 
emotion face is selected by a participant, they are likely to believe that 
to be the best selection, even if it is in disagreement with the majority 
of votes, or with the a priori proposed target emotion.  If this were not 
the case, we might expect participants to hover in ‘no mans land’ of the 
emotion-face-clock—Elsewhere and Centre. 
The ‘no-mans-land’ response may be reflected by the accumulated 
time spent on the centre category.  As mentioned, time spent in the 
centre category is biased because participants always commence their 
responses from that region (in order to click the play button).  The 
centre category votes can therefore be viewed as indicating two kinds 
of systematic responses: (1) initial response time and (2) response 
uncertainty.  Initial response time is the time required for a participant 
to orient to the required task just as the temporally unfolding stimulus 
11
10         Schubert et al.  
 
commences.  The orienting process generally takes several seconds to 
complete, prior to ratings becoming more ‘reliable’ [44-46].  So stimuli 
in Figure 2 with large bars for ‘Centre’ may require more time before 
an unambiguous response is made.   
 
 
Fig. 2. Comparison of post performance ratings [from 27] (left column of charts) with sample 
averaged continuous response face counts for thirty participants (right column of charts) for the 
six stimuli, each with a target emotion shown in the leftmost column.  
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The relatively large amount of time spent in the Centre for this piece 
may, also, be an indicator of uncertainty of response.  Well after a 
typical orientation period has passed, for this excerpt, uncertainty in 
rating remains (as will become clear in the next sub-section).  The 
Scared stimulus has the largest number of votes for the Centre location 
(on average, at any single sample, eight out of thirty participants were 
in the centre of the emotion-face-clock).  Without looking at the time 
series data, we may conclude that the Scared excerpt produced the least 
‘confident’ rating, or that the faces provided were unable to produce 
satisfactory alternatives for the participants. 
Using this logic (long time spent in the Centre and Elsewhere), we 
can conclude that the most confident responses were for those pieces 
where accumulated time spent in the Centre and Elsewhere were the 
lowest.  The Calm stimulus had the highest ‘confidence’ rating (an 
average of about 4 participants at the Centre or Elsewhere combined).  
Interestingly, the Calm example also had the highest number of 
accumulated votes for any single category (the target, Calm emotion) 
— which was selected on average by 18 participants at any given time. 
The analysis of summary data provides a useful, simple 
interpretation of the continuous responses.  However, to appreciate the 
richness of the time-series responses, we now examine the time-series 
data for each stimulus. 
5.2 Continuous responses 
Fig. 3 shows the plots of the stacked responses from the 30 
participants at each sample, for each stimulus.  The beginning of each 
time series, thus, demonstrates that all participants commenced their 
response at the Centre (the first, left-most vertical ‘line’ of each plot is 
all black, indicating the Centre).  By scanning for black regions for 
each of the plots in Fig. 2 some of the issues raised in the accumulated 
summary analysis, above, are addressed.  We can see that the black and 
grey disappears for the Calm plot after 6 seconds have elapsed.  For 
each of the other stimulus a small amount of doubt remains at certain 
times – in some cases a small amount of uncertainty is reported 
throughout (there are no samples in the Scared and Excited stimuli 
where all participants have selected a face).  Further, the largest area of 
black and grey occurs in the Scared plot. 
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The time taken for ‘most’ participants to make a decision about the 
selection of a first face is fairly stable across stimuli.  Inspection of Fig. 
3 reveals that in the range of 0.5 seconds through to 5 seconds most 
participants have selected a phase.  This provides a rough estimate of 
the initial orientation time for emotional response using categorical data 
(for more information`, see [44]). 
Another important observation of the time-series of Fig. 3 is the ebb 
and flow of face frequencies.  In the summary analysis it was possible 
to see when more than one emotion face was selected to identify the 
emotion expressed by the music.  However, here we can see when these 
‘ambiguities’ occur.  The Angry and Sad stimuli provide the clearest 
examples of more than one dominant emotion.  For the Angry excerpt, 
the ‘Scared’ face is frequently reported in addition to Angry.  And the 
number of votes for the Scared face slightly increase toward the end of 
the excerpt. Thus, it appears that the music is expressing two emotions 
at the same time, or that the precise emotion was not available on the 
emotion-face-clock.   
The Sad excerpt appears to be mixed with Calm for the same reasons 
(co-existence of emotions or precision of the measure).  While the 
Calm face received fewer votes than the Sad face, the votes for Calm 
peak at around the 10th second (15 votes received over the time period 
9.6 to 10.8s) of the Sad except.  The excerpt is in a minor mode, 
opening with an oboe solo accompanied by sustained string chords and 
harp arpeggios.  At around the 15th second (peaking at 18 votes over the 
time period 15.0 to 15.64s) the number of votes for Calm face begin to 
decrease and the votes for the Sad face peak.  Hence, some participants 
find the orchestration and arch shaped melody in the oboe more calm 
than sad, until some additional information is conveyed in the musical 
signal (at around the 14th second), they remain on Calm.  At the 10th 
second of this excerpt the oboe solo ends, and strings alone play, with 
cello and violin coming to the fore, with some portamento (sliding 
between pitches).  These changes in instrumentation may have 
provided cues for participants to make the calm to sad shift after a 
delay of a few seconds [43]. 
Thus a plausible interpretation of the mixed responses is that 
participants have different interpretations of the various emotions 
expressed, and the emotion represented by the GUI faces.  However, 
the changes in musical structure are sufficient to explain a change in 
response.  What is important here, and as we have argued elsewhere, is 
that the difference between emotions is (semantically) small [27], and 
14
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that musical features could be modeled to predict the overall shift away 
from calmness and further toward sadness in this example. 
 
 
Fig. 3. Time series plots for each stimulus showing stacked frequency of faces selected over 
time (see Table 1 for duration on x-axis) for the 30 participants (y-axis), with face selected 
represented by the colour code shown. Black and grey representing centre of emotion-face-
clock (where all participants commence continuous rating task) and anywhere else respectively.   
Note that the most dominant colour (the most frequently selected face across participants and 
time) match with the target emotion of the stimulus.  
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6   Conclusions 
In this paper we reported the development and testing of a categorical 
response interface consisting of a small number of salient emotional 
expressions upon which participants can rate emotions as a piece of 
music or other stimulus unfolds. We developed a small set of key 
emotional expression faces found in music research, and arranged them 
into a circle such that they were meaningfully positioned in space, and 
such that they resembled traditional valence-arousal rating scale 
interfaces (positive emotions toward the right, high arousal emotions 
toward the top).  We called the response space an emotion-face-clock 
because the faces progressed around a clock in such a way that the 
expressions changed in a semantically related and plausible manner. 
The interface was then tested using particular pieces that expressed 
the emotions intended to represent each of the six faces.  The system 
was successful in measuring emotional ratings in the manner expected.  
The post-performance ratings used in an earlier study had profile 
contours that matched the profile contours of the accumulated summary 
of continuous response in the new device for all but the Angry stimulus.  
We took this as evidence for the reliability and validity of the emotion-
face-clock as a self-report continuous measure of emotion. 
Continuous response plots allowed investigation of the ebb and flow 
of ratings, demonstrating that for some pieces two emotions were 
dominant (the target Angry and target Sad excerpts in particular), but 
that the composition of the emotions changed over time, and that the 
change could be attributed to changes in musical features. 
Further analysis will reveal whether musical features can be used to 
predict categorical emotions in the same way that valence/arousal 
models do (for a review, see [4]), or whether six emotion faces is 
optimal.  Given the widespread use of categorical emotions in music 
metadata [47, 48], the categorical, discrete approach to measuring 
continuous emotional response is bound to be a fruitful tool for 
researchers interested in automating emotion in music directly into 
categorical representations. 
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Abstract. This paper reports on an experiment into musical expressivity in 
which participants were asked to rate a number of short music pieces along 
three dimensions correlated with emotional states; valence, power and freedom. 
Results showed positive correlations between valence and the musical variables 
of dissonance and noise saturation, as well as between power and the musical 
variables of note sustain, tempo and reverb. More equivocal results were found 
for the dimension of freedom, and the musical variable of pitch height. 
Keywords: Music, emotion, dimensions, valence, power, freedom, dissonance 
1   Introduction 
Continuous rating studies, in which participants are tasked to provide temporally 
continuous judgements of a phenomenon, are now frequently used to investigate 
correlations between musical features and emotional states [9], [11], [14], [18], (see 
also [6], [15] for reviews). Such studies have a distinct advantage over those which 
seek only summary judgements of expressive content since it is clear that the 
temporally varying nature of music is one of the main reasons it excels in the 
expression of emotions, and subtle variations as pieces progress can have dramatic 
effects on our sense of emotional content. It is a further advantage to utilize 
judgements of specific aspects of emotions, rather than simple emotion labels (i.e. 
‘happy’, ‘sad’) both because such emotion labels are too general to guarantee their 
common understanding amongst multiple participants, and because pieces of music 
do not only become more or less sad, but reveal inflections on those emotions in 
much more subtle ways [17], [10]. As such the current study extends the continuous 
ratings approach to some new musical and emotional variables.  
2   Emotional Dimensions 
Typically continuous rating studies employ a model of emotions based on the two 
dimensions of valence and arousal, made popular by James Russell and Lisa Barrett 
[1], [13]. This model is widely recognized by psychologists and other scientists 
working in emotion related studies as a useful way to quantify emotions. Yet while 
we agree that the model is convenient to use, we note that it has several conceptual 
and practical limitations that encourage the use of alternative models, at least as a 
basis of comparison. Fontaine et al. [4] use factor analysis to show that at least 4 
dimensions (which they label valence, arousal, power and certainty) must be used to 
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differentiate widely used emotion features (such as behavioural and feeling reports), 
while Cochrane [2] emphasizes that the dimensions of arousal and valence are not 
independent of one another, and therefore restrict the affective ‘space’ that can be 
effectively mapped. Moreover, valence and arousal are not capable of distinguishing 
even some of the most common negative emotions such as anger, panic and disgust. 
Often a third dimension of ‘power’ or ‘control’ is recognized in emotion theories, 
and so this dimension has been used here as an alternative to arousal. Cochrane [2] 
also advocates the use of the dimension of ‘freedom’, since it is ambiguous whether 
power refers to a state of great strength or energy, or the ability to do what one wants. 
In common emotion episodes such as anger, these two aspects can be distinguished, 
since anger is typically a state of great strength or energy, while also involving a 
sense of constraint. In contrast, an emotion like joy may involve a sense of both great 
power and freedom. As such a dimension of freedom, specified here as the openness 
of the world to one’s goals, is an important aspect of emotional experience and 
behaviour and may be usefully applied to our judgements of musical expressivity. At 
any rate, the use of additional dimensions against which to rate musical samples helps 
to provide a control for ratings along more popularly used dimensions. 
Overall then, three dimensions of valence, power and freedom were employed in 
this study. Care was also taken to ensure that participants are provided with clear 
definitions of these dimensions (reproduced in table 1 below). 
Table 1.  Definitions of the emotion dimensions used in this study, as provided to participants.1  
Dimension Definition provided 
Valence 
 
 
 
Freedom 
 
 
 
 
Power 
By ‘positive’ and ‘negative’ character we mean whether the 
music sounds like a good/bad or pleasant/unpleasant feeling or 
seems to go with a situation that one would approach or avoid. 
 
By ‘free’ we mean whether the music sounds like a feeling of 
being able to do things or being open to the world as opposed to 
'constrained' where one feels blocked or prevented from acting 
or shut off from the world. 
 
By ‘powerful’ and ‘weak’ we mean whether the music sounds 
like a feeling of energy/lack of energy or strength/weakness or 
seems to go with a situation where one is powerful or weak. 
   
3   Method 
A flash-based programme was developed by Olivier Rosset, enabling participants to 
provide continuous ratings of a short piece of music along a single specified 
dimension. Such a single dimension rating system contrasts with that of Nagel [12] 
and others, which tasks participants to rate two dimensions simultaneously, but which 
may not be practical when employing independent and non-standard dimensions, as in 
this study. Use of flash also allows participants to perform the study online. In this 
case participants used the computer mouse to adjust the vertical height of a line which 
                                                          
1 These definitions were also translated into French by Kim Torres Eliard, though in the end 
only 3 francophone participants were enlisted. The translated text is available on request. 
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scrolled automatically across the page from left to right as the music played, and 
which was sampled every 250ms/4Hz. Seeing the line one produces affords the 
participant a clear sense of their overall judgement of the piece. 
Meanwhile, a number of short pieces of music (typically around 30 seconds in 
length) were composed by Tom Cochrane using MIDI. These pieces were designed to 
systematically adjust one musical variable such as tempo or reverb while other 
variables were controlled. As much as possible, musical variables were adjusted in a 
linear fashion, resulting in a simple increase or decrease of the variable overall. Yet it 
should be noted that some variables, such as harmonic dissonance, can only be 
adjusted in a ‘step-wise’ fashion, while other variables such as reverb, though 
appearing to increase or decrease in a linear fashion within the confines of the MIDI 
sequencer, need not necessarily be perceived as such by participants. 
For each musical variable, 3 pairs of pieces were provided; where as much as 
possible, a pair would preserve melodic and harmonic material while the desired 
musical variable was increased or decreased. Then between the 3 pairs of pieces, care 
was taken to vary the style, timbre and tonality of the music. For instance, one of the 
set may be based on a classical style melody, while another would employ a 
minimalist electronica style. Again (with the exception of pieces testing variances in 
harmonic dissonance) one piece may be largely in a minor key while another was in a 
major key, and others in more ambiguous tonalities. Such variation helps to justify the 
claim that the variables explored are capable of producing expressive variations that 
are independent of the specific musical context. 
In all, 54 short music pieces were composed, designed to test 9 different musical 
variables. Each of these pieces were then rated on each of the three emotional 
dimensions of concern in this study. Since rating each sample on each dimension 
would be a prohibitively time-consuming and monotonous task, participants were 
randomly split into 3 groups. Each group would then rate 18 of the pieces on one 
dimension, followed by 18 on the second, then 18 on the third. The order in which 
pieces were presented within groups was randomized, as well as the order of 
dimensions ranked (though each dimension was rated as a block, in order for 
participants to be maximally aware of the nature of the dimension being judged). As 
mentioned above, very specific definitions for each dimension were provided, which 
were displayed throughout at the top of the rating window. Participants also had an 
opportunity to practice the rating task prior to each dimensional group. 
Participants were recruited via online mailing lists such as <music-
ir@listes.ircam.frm>, <auditory@lists.mcgill.ca> and online psychology forums such 
as ClinPsy.org.uk, in addition to psychology and philosophy students at Queen’s 
University Belfast. This ensured a good mixture between musical experts and non-
experts. The study was carried out between April and May 2011. Participants were 
not paid, and the results were anonymized. In total 50 participants were recruited, 
which when split into 3 groups ensured that each sample was rated on each dimension 
by at least 16 people. 
3.1   Measuring Harmonic Dissonance 
While most of the musical variables used in this study could be extracted in a fairly 
straightforward manner from the MIDI sequencer programme. Measuring the degree 
of harmonic dissonance in a piece requires a much more complex procedure of music 
information retrieval. In this case, MIDI note information was formatted using 
MATLAB to show all the notes simultaneously playing at any given moment. Each 
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interval between these notes was then attributed a dissonance score taken from the 
measure of sensory dissonance adapted for MATLAB by William Sethares [16]. This 
dissonance score was then multiplied by an additional dissonance score for each 
individual note playing at a given time. This additional individual-note measure is 
necessary because the sense of harmonic dissonance in an interval is relative to where 
that interval lies in relation to the tonic. For instance, in the key of C major,  the major 
third between C and E natural is significantly less dissonant than the major third 
between Eb and G. This second dissonance score was adapted from the statistical 
frequency in which different tones appear in musical works, taken from Huron [7] 
based on the assumption justified by Huron that our sense of how well a given tone 
fits with the harmonic context determines the frequencies with which that tone tends 
to be employed in musical works. 
 
 
 
Fig. 3. Sensory Dissonance Curve from William Sethares [16]. The curve shows the level of 
perceived ‘roughness’ in tones relative to a fundamental frequency (in this case 250Hz). The 
relation of each tone to the fundamental frequency is expressed as a ratio. So in this case the 
number 2 on the x axis represents the octave above the fundamental, where 3 represents the 
fifth above that. 
 
A further variable that was predicted in this study was that levels of harmonic 
dissonance would be correlated with the sense of emotional valence, but in a non-
linear fashion. In particular, it was predicted that the technically most consonant 
intervals (e.g. simple octave) would be regarded as neutral in valence. The sense of 
valence should then trace an inverted U or Wundt curve, as dissonance approaches 
and then recedes from an optimally pleasant sense of harmony (say around a rich 
major chord). Theoretically, as dissonance moves towards an extreme where it 
becomes indistinguishable from noise, the sense of valence may again move back 
towards a neutral level. However, the kinds of tonal intervals used in this study would 
never approach that degree of complexity. As such, once a linear measure of 
dissonance was discerned for a piece of music, this was then transformed along the 
first five sixths of a sine curve- where the neutral starting point is assigned to sine0 
and the maximal dissonance is assigned to sine1.572 i.e. 5 radians, the lowest point in 
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the sine curve. The difference in these two measures of dissonance are shown in 
figures 2 and 3 below, where it can be clearly seen that the transformed dissonance 
measure closely fits participants’ judgements of valence in one of the pieces. 
 
Fig. 2. Dissonance variable (dotted line) plotted linearly against participant ratings for valence 
(solid line). Both variables are normalized. Figure shows that as dissonance increases, ratings 
generally move towards the extreme negative, giving a fairly good negative correlation between 
the two variables. 
 
Fig. 3. Dissonance variable (dotted line) transformed along values of sine, where the 
neutral starting point is assigned to sine0 and the maximal dissonance is assigned to 
sine1.572 i.e. 5 radians, the lowest point in the sine curve. 
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4   Results 
Table 2 below summarizes the results of the rating study for six musical variables of 
particular interest: harmonic dissonance, noise saturation, pitch height, note sustain, 
reverb and tempo. For each dimension, the six results are split into those in which the 
musical variable is increasing (e.g. greater dissonance) and those in which it is 
decreasing. 
 
Table 2.  Correlations (to two decimal places) between each musical variable, and 
each emotion dimension for 6 separate pieces of music (36 in total). 
 
Music  
Variable 
Dimension 
Correlations 
Variable Up Variable Down 
Harmonic 
Dissonance 
Valence2 0.95 0.77 0.82 -0.18 -0.37 -0.59 
Power 0.56 -0.76 0.21 -0.90 0.77 -0.57 
Freedom -0.71 -0.74 -0.42 -0.47 0.58 0.80 
        
Noise 
Saturation 
Valence -0.76 -0.89 -0.92 -0.47 -0.47 -0.22 
Power 0.97 -0.72 0.98 -0.80 0.64 0.30 
Freedom 0.10 -0.88 -0.13 -0.53 -0.84 0.02 
        
Pitch 
Height 
Valence 0.96 -0.31 0.92 -0.08 -0.55 -0.53 
Power 0.07 -0.70 0.76 -0.90 0.95 0.29 
Freedom -0.64 -0.70 0.96 0.04 -0.91 -0.67 
        
Note Sustain 
Valence -0.90 0.80 0.41 0.97 -0.99 -0.16 
Power 0.79 0.80 0.91 0.93 -0.43 0.91 
Freedom -0.95 0.81 0.58 0.98 -0.82 0.73 
        
Reverb 
Valence -0.91 -0.97 0.85 0.93 0.91 -0.97 
Power -0.46 0.63 0.63 -0.89 -0.68 -0.96 
Freedom -0.37 -0.94 0.42 0.92 0.90 -0.85 
        
Tempo 
Valence -0.73 -0.84 0.92 0.91 0.34 -0.11 
Power -0.49 0.68 0.68 0.99 0.90 0.94 
Freedom -0.96 -0.84 0.98 0.89 0.92 -0.64 
 
 
The correlations between dimensions and variables were then averaged for each set 
of 3 pieces to reveal which variables are most consistently correlated with which 
emotion dimensions.  
                                                          
2 The dissonance measure here has been transformed along the values of sine, as detailed in 
section 3.1 above. 
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Table 3.  Best averaged correlations (greater than +/- 0.8) across 3 pieces between musical 
variables and emotion dimensions. Correlations are shown to 3 decimal places. 
Music Variable Up/Down? Dimension Correlation Significance 
 
Harmonic Dissonance 
 
Noise Saturation 
 
Reverb 
 
Note Sustain 
 
Tempo 
 
Up 
 
Up 
 
Down 
 
Up 
 
Down 
 
Valence 
 
Valence 
 
Power 
 
Power 
 
Power3 
 
0.844 
 
-0.858 
 
-0.842 
 
0.836 
 
0.946 
 
P<0.00001 
 
P<0.00001 
 
P<0.00001 
 
P<0.00001 
 
P<0.00001 
5   Discussion 
The results show good correlations between dissonance, noise saturation and the 
dimension of valence, and between tempo, note sustain, reverb and the dimension of 
power. The connection between valence and dissonance replicates the findings of 
several other studies such as [3], [5] and [8] but also adds that the dissonance measure 
should be adjusted in a non-linear fashion. The expression of valence is further 
extended to the closely related variable of noise saturation. This is a plausible result 
since both musical features provide a sense of sensory roughness. Meanwhile, an 
increase in the sense of power is correlated with the decrease of reverb and the 
increase of note sustain. Reducing reverb results in a ‘sharper’ and ‘closer’ sound that 
may be psychologically associated with greater strength or energy,4 while the increase 
of note sustain is a factor of loudness, that has already been associated with greater 
arousal [3]. Again, the correlation of a decrease in tempo with a decrease in power 
makes sense as a psychological connection between energy levels and one’s speed of 
movement. 
Ratings on the freedom dimension only produced good correlations on single 
pieces, and not as an average of three pieces in a set. In particular, while reverb was 
predicted to effect the sense of freedom, we see in table 2 that when reverb was 
decreasing, participants only agreed that it afforded a sense of greater constraint in 
two of the set of three, and they judged significantly in the opposite direction for the 
third piece. However, we also see that in some pieces of music, a significant rating for 
freedom is provided that is similar across both the increase and the decrease of the 
tested musical variable, indicating that some other musical variable in these pieces is 
consistently affecting the sense of freedom. These pieces are the second ‘noise 
saturation’ piece and to a lesser extent the second ‘pitch height’ piece. These pieces 
are both made from highly similar musical material which is slow and in a minor key-
resulting in a fairly ‘sad’ sounding piece overall. This connection between the sense 
of freedom and sad sounding music would be worth investigating further. It was also 
noted that several pieces characterized by a high level of repetition resulted in low 
                                                          
3 Note: as tempo goes down, power also goes down. 
4 Note that increased reverb can make a sound seem quieter, though as much as possible this 
possibility was controlled for in the composition of the reverb-varying pieces. 
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judgements of freedom, however these results were not very consistent. Again, it 
would be worth more systematically investigating a possible connection between the 
degree of repetition and the sense of freedom. 
We also did not find strong correlations between pitch height and any emotion 
dimension. This musical variable was predicted to correlate with valence, but we see 
significant results only for two of the three pieces in the set. The most likely cause of 
this is that the second pitch height varying piece is in a minor key, and this sense of 
tonality probably overwhelmed any positive effect on valence that a rise in pitch may 
have achieved. The conflict between musical variables in this manner should also be 
more closely examined in future studies. 
It is particularly notable that as a group, participants did not generally agree on the 
emotional significance of a musical variable where that variable was adjusted in both 
directions. For instance, where the increase in dissonance was widely agreed to result 
in a more ‘negative’ sound, the decrease of dissonance shows more confused results 
(in this case, one of the 3 pieces did not show a good correlation). Naturally, the fact 
that an average of the correlations across all judgements on a dimension, regardless of 
the direction of change, could not generally be obtained, must constrain any bald 
assertion that a certain musical feature goes with a certain emotion dimension. It is 
also possible that participants take time to adjust when a piece begins in a very 
dissonant mode, and only judge a mild sense of ‘relief’ when that dissonance is 
gradually removed. More generally however, it may be that adjustments in certain 
musical features are just more noticeable when they occur in one specific dimension. 
It would be worthwhile to test the above ‘best’ correlations in more detail, to explore 
more fluctuating levels in these musical variables within a longer piece of music. 
Finally, it should be noted that while some good results were achieved in this 
study, there were a few limitations inherent to the experimental design. Naturally, a 
greater number of music pieces would enable a more robust measure of the dimension 
of concern. More importantly, listeners only had the chance to rate each piece once. 
While this would ensure a fresh response, it is not necessarily contrary to good 
judgements of expressive content to hear a piece over several times, and indeed to 
have the chance to return to one’s judgement after hearing other examples.  
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Abstract. ‘Emotion in Motion’ is an experiment designed to understand the 
emotional reaction of people to a variety of musical excerpts, via self-report 
questionnaires and the recording of electrodermal activity (EDA) and heart rate 
(HR) signals. The experiment ran for 3 months as part of a public exhibition, 
having nearly 4000 participants and over 12000 listening samples. This paper 
presents the methodology used by the authors to approach this research, as well 
as preliminary results derived from the self-report data and the physiology. 
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1   Introduction 
‘Emotion in Motion’ is an experiment designed to understand the emotional reactions 
of people during music listening, through self-report questionnaires and the recording 
of physiological data using on-body sensors. Visitors to the Science Gallery, Dublin, 
Ireland were asked to listen to different song excerpts while their heart rate (HR) and 
Electrodermal Activity (EDA) were recorded. The songs were chosen randomly from 
a pool of 53 songs, which were selected to elicit positive emotions (high valence), 
negative emotions (low valence), high arousal and low arousal. In addition to this, 
special effort was made in order to include songs from different genres, styles and 
eras. At the end of each excerpt, subjects were asked to respond to a simple 
questionnaire regarding their assessment of the song, as well as how it made them 
feel. 
Initial analysis of the dataset has focused on validation of the different 
measurements, as well as exploring relationships between the physiology and the self-
report data, which is presented in this paper. 
Following on from this initial work we intend to look for correlations between 
variables and sonic characteristics of the musical excerpts as well as factors such as 
the effect of song order on participant responses and the usefulness of the Geneva 
Emotional Music Scale [1] in assessing emotional responses to music listening. 
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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1.1 Music and Emotion 
Specificity of musical emotions vs. ‘basic’ emotions. While the field of emotion 
research is far from new, from Tomkins theory of ‘discrete’ emotions [2] or Ekman’s 
[3] studies on the ‘universality’ of human emotions to the fMRI enabled 
neuroimaging studies of today [4], there is still debate about the appropriateness of 
the existing ‘standard’ emotion models to adequately describe emotions evoked 
through musical or performance related experiences. It has been argued that many of 
the ‘basic’ emotions introduced by Ekman, such as anger or disgust, are rarely (if 
ever) evoked by music and that terms more evocative of the subtle and complex 
emotions engendered by music listening may be more appropriate [5]. It is also 
argued that the triggering of music-related emotions may be a result of complex 
interactions between music, cognition, semantics, memory and physiology as opposed 
to a direct result of audio stimulation [6, 7]. For instance a given piece of music may 
have a particular significance for a given listener e.g. it was their ‘wedding song’ or is 
otherwise associated with an emotionally charged memory. 
While there is still widespread disagreement and confusion about the nature and 
causes of musically evoked emotions, recent studies involving real-time observation 
of brain activity seem to show that areas of the brain linked with emotion (as well as 
pleasure and reward) are activated by music listening [8]. Studies such as these would 
seem to indicate that there are undoubtedly changes in physiological state induced by 
music listening, with many of these correlated to changes in emotional state. 
It is also important to differentiate between personal reflection of what emotions 
are expressed in the music, and those emotions actually felt by the listener [9]. In the 
study presented on this paper we specifically asked participants how the music made 
them feel as opposed to any cognitive judgments about the music. 
During the last few decades of emotion research, several models attempting to 
explain the structure and causes of human emotion have been proposed. The ‘discrete’ 
model is founded on Ekman’s research into ‘basic’ emotions, a set of discrete 
emotional states that he proposes are common to all humans; anger, fear, enjoyment, 
disgust, happiness, sadness, relief, etc. [10]. 
Russell developed this idea with his proposal of an emotional ‘circumplex’, a two 
or three axis space (valence, arousal and, optionally, power), into which emotional 
states may be placed depending on the relative strengths of each of the dimensions, 
i.e. states of positive valence and high arousal would lead to a categorization of ‘joy’. 
This model allows for more subtle categorization of emotional states such as 
‘relaxation’ [11]. 
The GEMS scale [1] has been developed by Marcel Zentner’s team at the 
University of Zurich to address the perceived issue of emotions specifically invoked 
by music, as opposed to the basic emotion categories found in the majority of other 
emotion research. He argues that musical emotions are usually a combination of 
complex emotions rather than easily characterised basic emotions such as happiness 
or sadness. The full GEMS scale consists of 45 terms chosen for their consistency in 
describing emotional states evoked by music, with shorter 25 point and 9 point 
versions of the scale. These emotional states can be condensed into 9 categories 
which in turn group into 3 superfactors: vitality, sublimity and unease. Zentner also 
argues that musically evoked emotions are rare compared to basic/day-to-day 
emotions and that a random selection of musical excerpts is unlikely to trigger many 
30
Emotion in Motion: A Study of Music and Affective Response          3          
 
 
experiences of strong musically evoked emotions. He believes that musical emotions 
are evoked through a combination of factors which may include the state of the 
listener, the performance of the music, structures within the music, and the listening 
experience [5]. 
 
Lab vs. Real World. Many previous studies into musically evoked emotions have 
noted the difficulty in inducing emotions in a lab-type setting [12, 13], far removed 
from any normal music listening environment. This can pose particular problems in 
studies including measurements of physiology as the lab environment itself may skew 
physiological readings [14]. While the public experiment/installation format of our 
experiment may also not be a ‘typical’ listening environment, we believe that it is 
informal, open and of a non-mediated nature, which at the very least provides an 
interesting counterpoint to lab-based studies, and potentially a more natural set of 
responses to the stimuli. 
1.2 Physiology of Emotion 
According to Bradley and Lang, emotion has "almost as many definitions as there 
are investigators", yet "an aspect of emotion upon which most agree, however, is that 
in emotional situations, the body acts. The heart pounds, flutters stops and drops; 
palms sweat; muscles tense and relax; blood foils; faces blush, flush, frown, and 
smile" [15], page 581. A plausible explanation for this lack of agreement among 
researchers is suggested by Cacioppo et al. in [16], page 174. They claim that 
"...language sometimes fails to capture affective experiences - so metaphors become 
more likely vehicles for rendering these conscious states of mind", which is coherent 
with the etymological meaning of the word emotion; it comes from the Latin movere, 
which means to move, as by an external force. 
For more than a century, scientists have been studying the relationship between 
emotion and its physiological manifestation. Analysis and experimentation has given 
birth to systems like the polygraph, yet it has not been until the past two decades, and 
partly due to improvements and reduced costs in physiological sensors, that we have 
seen an increase in emotion recognition research in scientific publications [17]. An 
important factor in this growth has been responsibility of the Affective Computing 
field [18], interested in introducing an emotion channel of communication to human 
computer interaction. 
One of the main problems of emotion recognition experiments using physiology is 
the amount of influencing factors that act on the Autonomic Nervous System (ANS) 
[19]. Physical activity, attention and social interaction are some of the external factors 
that may influence physiological measures. This has led to a multi-modal theory for 
physiological differentiation of emotions, where the detection of an emotional state 
will not depend on a single variable change, but in recognizing patterns among 
several signals. Another issue is the high degree of variation between subjects and 
low repeatability rates, which means that the same stimulus will create different 
reactions in different people, and furthermore, this physiological response will change 
over time. This suggests that any patterns among these signals will only become 
noticeable when dealing with large sample sizes. 
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2   Methodology 
2.1 Experimental Design 
The aim of this study is to determine what (if any) are the relationships between the 
properties of an excerpt of music (dynamics, rhythm, emotional intent, etc.), the self-
reported emotional response, and the ANS response, as measured through features 
extracted from EDA and HR. In order to build a large database of physiological and 
self-report data, an experiment was designed and implemented as a computer 
workstation installation to be presented in public venues. The experiment at the 
Science Gallery – Dublin1 lasted for three months (June-August 2010), having nearly 
4000 participants and over 12000 listening samples. The music selection included in 
its 53 excerpts contains a wide variety of genres, styles and structures, which, as 
previously mentioned, were selected to have a balanced emotional intent between 
high and low valence and arousal. 
To be part of the experiment, a visitor to the Science Gallery was guided by a 
mediator to one of the four computer workstations, and then the individual followed 
the on-screen instructions to progress through the experiment sections (see Fig. 1 (b)). 
These would first give an introduction to the experiment and explain how to wear the 
EDA and HR sensors. Then, the participant would be asked demographic and 
background questions (e.g. age, gender, musical expertise, music preferences, etc.). 
After completing this section, the visitor would be presented with the first song 
excerpt, which was followed by a brief self-report questionnaire. The audio file is 
selected randomly from a pool of songs divided in the four affective categories. This 
was repeated two more times, taking each music piece from a different affective 
category, so each participant had a balanced selection of music. The visitor was then 
asked to choose the most engaging and the most liked song from the excerpts heard. 
Finally, the software presented the participant plots of his or her physiological signals 
against the audio waveform of the selected song excerpts. This was accompanied with 
a brief explanation of what these signals represent. 
 
Software. A custom Max/MSP2 patch was developed which stepped through the 
different stages of the experiment (e.g. instructions, questionnaires, song selection, 
etc.) without the need of supervision, although a mediator from the gallery was 
available in case participants had any questions or problems. The software recorded 
the participants’ questions and physiological data into files on the computer, as well 
as some extra information about the session (e.g. date and time, selected songs, state 
of sensors, etc.). All these files were linked with a unique session ID number which 
was later used to build the database. 
 
Sensors and Data Capture. MediAid POX-OEM M15HP3 was used to measure HR 
using infra-red reflectometry, which detects heart pulse and blood oxygenation. The 
sensor was fitted by clipping on to the participant’s fingertip as shown in Fig. 1 (a). 
                                                          
1 http://www.sciencegallery.com/ 
2 http://cycling74.com/products/max/ 
3 http://www.mediaidinc.com/Products/M15HP_Engl.htm 
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Fig. 1. (a) EDA and HR Sensors. (b) Participants during ‘Emotion in Motion’ experiment. 
 
To record EDA, a sensor developed by BioControl Systems was utilized4. This 
provided a continuous measurement of changes in skin conductivity. Due to the large 
number of participants, we had to develop a ‘modular’ electrode system that allowed 
for easy replacement of failed electrodes.  
In order to acquire the data from the sensors, an Arduino5 microcontroller was used 
to sample the analogue data at 250 Hz and to send via serial over USB 
communication to the Max/MSP patch. The code from SARCduino6 was used for this 
purpose. For safety purposes the entire system was powered via an isolation 
transformer to eliminate any direct connection to ground. Full frequency response 
closed-cup headphones with a high degree of acoustic isolation were used at each 
terminal, with the volume set at a fixed level. 
 
Experiment Versions. During the data collection period, variations were made to the 
experiment in order to correct some technical problems, add or change the songs in 
the pool, and test different hypothesis. All of this is annotated in the database. For 
example, at the beginning participants were asked to listen to four songs in each 
session, later this was reduced to three in order to shorten the duration of the 
experiment. The questionnaire varied in order to test and collect data for different 
questions sets (detailed below), which were selected to compare this study to other 
experiments in the literature (e.g. the GEMS scales), analyse the effect of the 
questions in the physiology by running some cases without any questions, and also 
collect data for our own set of questions. The results presented in this paper are 
derived from a portion of the complete database with consistent experimental design. 
 
Scales and Measures. 
LEMtool The Layered Emotion Measurement Tool (LEMtool) is a visual 
measurement instrument designed for use in evaluating emotional responses to/with 
digital media [20]. The full set consists of eight cartoon caricatures of a figure 
expressing different emotional states (Joy/Sadness, Desire/Disgust, 
                                                          
4 http://infusionsystems.com/catalog/product_info.php/products_id/203 
5 http://www.arduino.cc 
6 http://www.musicsensorsemotion.com/2010/03/08/sarcduino/ 
(a) (b) 
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Fascination/Boredom, Satisfaction/Dissatisfaction) through facial expressions and 
body language. For the purposes of our experiment we used only the 
Fascination/Boredom images positioned at either end of a 5 point Likert item in which 
participants were asked to rate their levels of ‘Engagement’ with each musical 
excerpt. 
 
SAM – Self Assessment Mannekin. The SAM is a non-verbal pictorial assessment 
technique, designed to measure the pleasure, arousal and dominance associated with a 
person’s affective response to a wide range of stimuli [21]. Each point on the scale is 
represented by an image of a character with no gender or race characteristics, with 3 
separate scales measuring the 3 major dimensions of affective state; Pleasure, 
Arousal, and Dominance. On the Pleasure scale the character ranges from smiling to 
frowning, on the Arousal scale the figure ranges from excited and wide eyed to a 
relaxed sleepy figure. The Dominance scale shows a figure changing in size to 
represent feelings of control over the emotions experienced. 
After initial pilot tests we felt that it was too difficult to adequately explain the 
Dominance dimension to participants without a verbal explanation so we decided to 
use only the Pleasure and Arousal scales. 
 
Likert Scales. Developed by the psychologist Rensis Likert [22], these are scales in 
which participants must give a score along a range (usually symmetrical with a mid-
point) for a number of items making up a scale investigating a particular 
phenomenon. Essentially most of the questions we asked during the experiment were 
Likert items, in which participants were asked to rate the intensity of a particular 
emotion or experience from 1 (none) to 5 (very strong) or bipolar version i.e. 1 
(positive) to 5 (negative). 
 
GEMS – Geneva Emotional Music Scale. The 9 point GEMS scale [1] was used to ask 
participants to rate any instance of experiencing the following emotions: Wonder, 
Transcendence, Tenderness, Nostalgia, Peacefulness, Energy, Joyful activation, 
Tension, and Sadness. Again, they were asked to rate the intensity with which they 
were felt using a 5 point Likert scale. 
 
Tension Scale. This scale was drafted by Dr. Roddy Cowie of QUB School of 
Psychology. It is a 5 point Likert scale with pictorial indicators at the Low and High 
ends of the scale depicting a SAM-type mannekin in a ‘Very Relaxed’ or ‘Very 
Tense’ state. 
 
Chills Scale. This was adaptation from the SAM and featured a 5 point Likert scale 
with a pictorial representation of a character experiencing Chills / Shivers / Thrills / 
Goosebumps (CSTG), as appropriate, above the scale. The CSTG questions of the 
first version of the experiments were subsequently replaced with a single chills 
measure/question. For the purposes of the statistical analysis, the original results were 
merged using the mean to give a composite CSTG metric. This process was validated 
for consistency using both factor analysis and scale reliability test (Cronbach’s Alpha 
of 7.83). 
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2.2 Song selection and description. 
The musical excerpts used in the experiment were chosen by the researchers using 
several criteria: most were selected on the basis of having been used in previous 
experiments concerning music and emotion, while some were selected by the 
researchers for their perceived emotional content. All excerpts were vetted by the 
researchers for suitability. As far as possible we tried to select excerpts without lyrics, 
or sections in which the lyrical content was minimal7. 
Each musical example was edited down to approximately 90 seconds of audio. As 
much as possible, edits were made at ‘musically sensible’ points i.e. the end of a 
verse/chorus/bar. The excerpts then had their volume adjusted to ensure a consistent 
perceived level across all excerpts. Much of the previous research into music and 
emotion has used excerpts of music of around 30 seconds which may not be long 
enough to definitely attribute physiological changes to the music (as opposed to a 
prior stimulus). We chose 90 seconds duration to maximize the physiological changes 
that might be attributable to the musical excerpt heard. Each excerpt was also 
processed to add a short (< 0.5 seconds) fade In/Out to prevent clicks or pops, and 2 
seconds of silence added to the start and end of each sound file. We also categorized 
each song according to the most dominant characteristic of its perceived affective 
content: Relaxed = Low Arousal, Tense = High Arousal, Sad=Low Valence, Happy = 
High Valence. Songs were randomly selected from each category pool every time the 
experiment was run with participants only hearing one song from any given category. 
2.3 Feature extraction from physiology and database built 
Database built. Once the signals and answer files were collected from the experiment 
terminals, the next step was to populate a database with the information of each 
session and listening case. This consisted in several steps, detailed below.  
First, the metadata information was checked against the rest of the files with the 
same session ID number for consistency, dropping any files that had a wrong 
filename or that were corrupted. Subsequently, and because the clocks in each 
acquisition device and the number of samples in each recorded file can have small 
variations, the sample rates (SR) of each signal file were re-calculated. Moreover, 
some files had very different number of samples, which were detected and discarded 
by this process. To calculate the SR of each file, a MATLAB script counted the 
number of samples of each file, and obtained the SR using the duration of the song 
excerpt used in that recording. Two conditions were tested: a) that the SR was within 
an acceptable range of the original programmed SR (acquisition device) and b) that 
the SR did not present more than 0.5% variation over time. After this stage, the 
calculated SR was recorded as a separate variable in the database.  
Finally, the data from each song excerpt was separated from its session and copied 
into a new case in the database. This means that each case in the database contains 
variables with background information of the participant, answers to the song 
questionnaire, and features extracted from the physiological signals, as well as 
                                                          
7 The full list of songs used in the experiment may be found at 
 http://www.musicsensorsemotion.com/demos/EmotionInMotion_Songs_Dublin.pdf 
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metadata about the session (experiment number, SR, order in which the song was 
heard, terminal number, date, etc.). 
 
EDAtool and HRtool8.  Two tools developed in MATLAB were used to extract 
features from the physiological data: EDAtool and HRtool. Extraction of features 
included detection and removal of artefacts and abnormalities in the data. The output 
from both tools consisted of the processed features vectors and an indication of the 
accuracy of the input signal, which is defined as the percentage of the signal which 
did not present artefacts. This value can be utilized later to remove signals from the 
database that fall below a specified confidence threshold. 
 
EDAtool. EDAtool is a MATLAB function developed to pre-process the EDA signal. 
Its processing includes the removal of electrical noise and the detection and 
measurement of artefacts. Additionally, it separates the EDA signal into phasic and 
tonic components (please refer to [23] for a detailed description of EDA). Fig. 2 
shows an example of the different stages of the EDAtool. 
 
 
 
Fig. 2. Stages of the EDAtool on a Skin Conductance signal. The top plots show the original 
signal (blue) and the low-passed filtered signal (red), which removes any electrical noise. The 
next plots show the artefact detection method, which identifies abrupt changes in the signal 
using the derivative. Fig. 2 (a) shows a signal above the confidence threshold used in this 
experiment, while signal in Fig. 2 (b) would be discarded. The 3rd row from the top shows the 
filtered signals with the artefacts removed. The bottom plots show the phasic (blue) and tonic 
(red) components of the signal. 
 
HRtool. HRtool is a MATLAB function developed to convert the data from an 
Electrocardiogram (ECG) or Pulse Oximetry (POX) signal into an HR vector. This 
involves three main stages (see Fig. 3), which are the detection of peaks in the signal 
(which is different for a POX or an ECG signal), the measurement of the interval 
between pulses and the calculation of the corresponding HR value. Finally, the 
algorithm evaluates the HR vector replacing any values that are outside the ranges 
entered by the user (e.g. maximum and minimum HR values and maximum change 
ratio between two consequent pulses). 
                                                          
8 http://www.musicsensorsemotion.com/tag/tools/ 
(a) (b) 
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Fig. 3. Stages of the HRtool on an ECG signal. The top plot shows the raw ECG signal. The 
two middle plots show the peak detection stages, with a dynamic threshold. The bottom plot 
shows the final HR vector, with the resulting replacement of values that were outside the 
specified ranges (marked as dots in the plot). In this example, accuracy is at 85.9%, which falls 
below the acceptance tolerance for this experiment, and would be discarded as a valid case. 
3. Preliminary Analysis 
We are not aware of any similar study with a database of this magnitude, which has 
made it difficult to apply existing methodologies from smaller sized studies [17, 19]. 
Consequently, a large portion of the research presented in this paper has been 
dedicated to do exploratory analysis on the results; looking to identify relationships 
between variables and to evaluate the validity of the questionnaire and physiological 
measurements. 
3.1 Preliminary results from questionnaire 
General Demographic Information. After removing all data with artefacts, as 
described previously, an overall sample size of 3343 participants representing 11041 
individual song listens was obtained. The remaining files were checked for 
consistency and accuracy and no other problems found.  
The mean DOB was 1980 (Std. Dev. 13.147) with the oldest participants born in 
1930 (22 participants, 0.2%). 47% of the participants were Male, 53% Female, with 
62.2% identifying as ‘Irish’, and 37.8% coming from the ‘Rest of the World’. 
In the first version of the experiment participants heard four songs (1012 
participants) with the subsequent versions consisting of three songs (2331 
participants). 
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Participants were asked if they considered themselves to have a musical 
background or specialist musical knowledge, with 60.7% indicating ‘No’ and 39.3% 
indicating ‘Yes’. 
Interestingly, despite the majority of participants stating they had no specialist 
musical knowledge, when asked to rate their level of musical expertise from ‘1= No 
Musical Expertise’ to ‘5= Professional Musician’ 41.3% rated their level of musical 
expertise as ‘3’. 
Participants were also asked to indicate the styles of music to which they regularly 
listen (by selecting one or more categories from the list below). From a sample of 
N=3343 cases, preferences broke down as follows: Rock 68.1%, Pop 60.3%, Classical 
35%, Jazz 24.9%, Dance 34.2%, Hip Hop 27%, Traditional Irish 17%, World 27.9%, 
and None 1.2%. 
 
Self-Report Data. An initial analysis was run to determine the song excerpts 
identified as most enjoyed and engaging. At the end of each experiment session, 
participants were asked which of the 3 or 4 (depending on experiment version) 
excerpts they had heard was the most enjoyable and which they had found most 
engaging. These questions appeared in all 5 versions of the experiment, making them 
the only ones to appear in all versions (other than the background or demographic 
questions). 
The excerpts rated as ‘Most Enjoyed’ were James Brown ‘Get Up (I Feel Like)’ 
and Juan Luis Guerra ‘A Pedir Su Mano’ with these excerpts chosen by participants 
in 55% of the cases where they were one of the excerpts heard. At the other end of the 
scale, the excerpts rated lowest (fewest percentage of ‘Most Enjoyed’) were Slayer 
‘Raining Blood’ and Dimitri Shostakovich ‘Symphony 11, 0p. 103 - 2nd Movement’ 
with these excerpts chosen by participants in 13% of the cases where they were one of 
the songs heard. 
Participants were also asked to rate their ‘Liking’ of each excerpt (in experiment 
versions 1-3). Having analysed the mean values for ‘Liking’ on a per-song basis, the 
songs with the highest means were Jeff Buckley ‘Hallelujah’ (4.07/5) and The Verve 
‘Bittersweet Symphony’ (4.03/5). The songs with the lowest mean values for ‘Liking’ 
were Slayer ‘Raining Blood’ (2.66/5) and The Venga Boys ‘The Venga Bus is 
Coming’ (2.93/5). 
The excerpt rated most often as ‘Most Engaging’ was Clint Mansell’s ‘Requiem 
for a Dream Theme’ with this excerpt chosen by participants in 53% of the cases 
where it was one of the excerpts heard. At the other end of the scale, the excerpt rated 
lowest (fewest percentage of ‘Most Engaging’) was Ceolteori Chualainn ‘Marbhna 
Luimigh’ with this excerpt chosen by participants in 11% of the cases where it was 
one of the excerpts heard. 
Interestingly, when the mean values for ‘Engagement’ for each excerpt were 
calculated, Clint Mansell’s ‘Requiem for a Dream Theme’ was only rated in 10th 
place (3.74/5), with Nirvana ‘Smells Like Teen Spirit’ rated highest (3.99/5), closely 
followed by The Verve ‘Bittersweet Symphony’ (3.95/5) and Jeff Buckley 
‘Hallelujah’ (3.94/5). It was observed that while mean values for engagement are all 
within the 3-4 point range, there are much more significant differences between songs 
when participants were asked to rate the excerpt which they found ‘Most Engaging’, 
with participants clearly indicating a preference for one song over another. 
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The excerpts with the lowest mean values for ‘Engagement’ were Primal Scream 
‘Higher Than The Sun’ (3.05/5) and Ceolteori Chualainn ‘Marbhna Luimigh’ 
(3.09/5). The excerpts with the highest mean values for Chills / Shivers / Thrills / 
Goosebumps (CSTG) were Jeff Buckley ‘Hallelujah’ (2.24/5), Mussorgsky ‘A Night 
on Bare Mountain’ (2.23/5) and G.A. Rossini ‘William Tell Overture’ (2.23/5). The 
excerpts with the lowest mean values for CSTG were Providence ‘J.O. Forbes of 
Course’ (1.4/5), Paul Brady ‘Paddys Green Shamrock Shore’ (1.43/5) and Neil Young 
‘Only Love Can Break Your Heart’ (1.5/5). 
An analysis was also run to attempt to determine the overall frequency of 
participants experiencing the sensation of CSTG. The number of instances where 
CSTG were reported as a 4 or 5 after a musical excerpt was tallied, giving 872 reports 
of a 4 or 5 from 9062 listens (experiment versions 1-3), meaning that significant 
CSTGs were experienced in around 10% of cases. 
 
 
 
Fig. 4. Circumplex mapping of selected excerpts after a normalisation process to rescale the 
values 0 -1 with the lowest scoring excerpt in each axis as ‘0’ and the highest as ‘1’. 
 
A selection of the musical excerpts used (some of which were outliers in the above 
analyses) were mapped on to an emotional circumplex (as per Russell 1980), with 
Arousal and Valence (as measured using the SAM) as the Y and X axes respectively. 
An overall tendency of participants to report positive experiences during music 
listening was observed, even for songs which might be categorised as ‘Sad’ e.g. Nina 
Simone. Arousal responses were a little more evenly distributed but still with a slight 
positive skew. It seems that while some songs may be perceived as being of negative 
affect or ‘sad’, these songs do not in the majority of cases induce feelings of sadness. 
It may therefore be more appropriate to rescale songs to fit the circumplex from 
‘saddest’ to ‘happiest’ (lowest Valence to highest Valence) and ‘most relaxing’ to 
‘most exciting’ (lowest Arousal to highest Arousal) rather than using the absolute 
values reported (as seen on Fig. 4). This ‘positive’ skew indicating the rewarding 
39
12         Javier Jaimovich, Niall Coghlan and R. Benjamin Knapp 
 
nature of music listening corroborates previous findings as documented in Juslin and 
Sloboda 2001 [24]. In future versions of this experiment we hope to identify songs 
that extend this mapping and are reported as even ‘sadder’ than Nina Simone. 
3.2 Preliminary results from physiology 
Features Extracted from Physiology. Due to the scope and nature of the 
experiment, the statistical analysis of the physiological signals has been approached 
as a continuous iteration, extracting a few basic features from the physiology, running 
statistical tests and using the results to extract new features. For this reason, the 
results from the physiology presented in this paper are still in a preliminary stage. The 
following features have been extracted from the 3 physiological vectors recorded in 
each case of the database (Phasic EDA, Tonic EDA and HR): Standard deviation of 
phasic EDA (STD_EDAP), mean of Phasic EDA (mean_EDAP), Tonic EDA final 
value divided by duration (End_EDAT), Tonic EDA trapezoidal numerical integration 
divided by duration (Area_EDAT), standard deviation of tonic EDA (STD_EDAT), 
difference between tonic EDA vector and linear regression of tonic start and end 
values (Lin_EDAT), mean of the 1st 10 raw EDA values (Init_EDA), mean HR (HR), 
mean heart rate variability (mean_HRV), HRV end value divided by duration 
(End_HRV), standard deviation of HRV (STD_HRV), square root of the mean squared 
difference of successive pulses (RMSSD), HRV low frequency (0.04-0.15Hz) 
component (LF_HRV), HRV high frequency (0.15-0.4Hz) component (HF_HRV) and 
ratio between HF_HRV and LF_HRV (HtoL_HRV). 
 
Exploratory analysis and evaluation of measurements. 
Dry skin issue. After removing any EDA signals that presented more than 10% of 
artefacts (measured by the EDAtool), preliminary analysis on several features 
extracted from the EDA vectors presented bimodality in the distribution of the 
features, which did not correspond to any of the variables measured or changed 
during the experiment (e.g. gender, age, song, etc.). The mean of the first 10 samples 
of each signal was calculated and added to the database in order to analyse the initial 
impedance of each subject. Fig. 5 shows the distribution of this variable. 
The distribution shows a clear predominance of a group of participants that 
presented very high initial impedance (around the 160 mark). Although the origin of 
this irregularity is not clear, it is equivalent to the measurement of the EDA sensor 
when it has an open circuit (e.g. no skin connection). Due to the decision to use dry-
skin electrodes (avoiding the application of conductive gel prior to the experiment), it 
is possible that this abnormality corresponds to a large group of participants in which 
the sensor did not make a good connection with the skin, probably due to them having 
a drier skin than the rest of the participants. It is also interesting to point out that there 
were a few hundred cases in which the sensor failed to work correctly (e.g. cases with 
conductivity near zero). For these reasons, the number of cases used for the analysis 
was filtered by the Init_EDA variable, looking for values that had normal impedance 
(above open-circuit value and below short-circuit value). This procedure solved the 
bimodality issue; at the cost of significantly reducing the valid cases in the database 
by 37%. 
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Fig. 5. Histogram of the mean of the 1st 10 samples of the EDA signal; equivalent to the initial 
conductivity. The histogram shows a large group of participants with an initial conductivity 
around the 160 mark (high impedance). 
 
Correlation between physiological features and age. As expected, correlation 
between age and features extracted from physiology showed a negative relationship (p 
< 0.01 level, two-tailed) for several HR features (STD_HRV, RMSSD, LF_HRV, 
HF_HRV, HtoL_HRV), being the features that specify frequency components the ones 
with maximum correlation (r < -0.4). 
 
Factor analysis of physiological features. Principal Component Analysis (PCA) was 
performed on a selection of features, excluding features with high degrees of 
correlation (it is important to state that all physiological features are derived from 
only two channels, EDA and HR, which can produce problems of multi-collinearity 
between features. This needs to be addressed prior to running a PCA). Principal 
Component Analysis shows three salient factors after rotation. These indicate a clear 
distinction between frequency-related features from HRV (Component 1: STD_HRV, 
HF_HRV, LF_HRV, Age and RMSSD), features from EDA (Component 2: 
Area_GSRT, End_EDAT and STD_EDAP) and secondary features from HRV 
(Component 3: mean_HRV and End_HRV). 
 
Correlation between factors and questionnaire. The three salient components from 
PCA were correlated against a selection of the self-report questionnaire: Song 
Engagement, Song Positivity, Song Activity, Song Tension, Song CSTG, Song 
Likeness and Song Familiarity. Results show a relationship between components 1 
and 2 with the self-report questionnaire (see Table 1).  
It is important to point out that the correlation coefficients presented below explain 
only a small portion of the variation in the questionnaire results. Furthermore, it is 
interesting that there was no significant correlation between CSTG and the 2
nd
 
component, taking into account that 10% of the participants reported to experience 
CSTG. Nevertheless, it is fascinating to see a relationship between physiological 
features and self-reports such as song likeness, positivity, activity and tension. 
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Table 1. Correlation between components from physiology and questionnaire 
 
 Question Correlation by component (p<.001) 
1 2 3 
Song Engagement -.081 .075 - 
Song Positivity - .097 - 
Song Activity - .110 - 
Song Tension - .044 - 
Song Chills/Shivers/Thrills/Goosebumps - - - 
Song Likeness -.052 .061 - 
Song Familiarity -.060 .083 - 
 
Music Dynamics vs. Physiology. Analysis of temporal changes in correlation with the 
excerpt’s dynamic has been explored. Preliminary results show a relationship between 
the three physiological vectors; phasic EDA, tonic EDA and HRV, with changes in 
the music content, such as dynamics and structure. Fig. 6 shows two examples of 
pieces that present temporal correlation between physiology and music dynamic (a 
clear example is shown Fig. 6 (b) between the phasic EDA and the audio waveform 
after the 60 second mark). 
 
 
Fig. 6. Plots of changes in Phasic EDA, Tonic EDA, HR and audio waveform (top to bottom) 
during the duration of the song excerpt. Physiological plots show multiple individual responses 
overlapped, with the mean overlaid on top in red. Fig. 6 (a) plots are for Elgar’s Enigma 
Variations, and plots in Fig. 6 (b) are for an excerpt of Jeff Buckley’s Hallelujah. 
4   Discussion 
Due to the public gallery nature of this study, work has mainly been focused in 
improving the acquisition of signals, and the algorithms that correctly identify and 
remove noise and artefacts. Any unaccounted variation at this stage can impact the 
validity of the statistical tests that use physiological measurements. It is important to 
(a) (b) 
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point out that with the current sensor design, which requires no assistance and can be 
used by participants briefed with short instructions; we are obtaining approximately 
65% valid signals (with a confidence threshold of 90%). This has to be taken into 
account when calculating group sizes for experiments that require physiological 
sensing of audiences. 
The analysis of the physiological measures shows high levels of dispersion 
between participants for the same feature, which seems to indicate that large sample 
sizes need to be maintained for future experiments. Furthermore, a significant amount 
of the participants presented little to no variation in the features extracted from EDA. 
Nonetheless, the preliminary results presented in this paper are a significant indication 
of the possible relationships that explain the way we react to musical stimuli. 
Correlations between physiology and self-report questionnaire, in groups of this size, 
are a statement that this relationship undoubtedly exists. We are yet to further define 
the precise musical cues and variables that influence changes.  
Next steps in the analysis will be focusing on additional physiological descriptors, 
multimodal analysis of the dataset, looking at temporal changes (versus the current 
whole song approach) and measures of correlation and entrainment with musical 
features. After the implementation in Dublin, ‘Emotion in Motion’ has been installed 
in public spaces in the cities of New York, Genoa and Bergen. Each iteration of the 
experiment has been enhanced and new songs have been added to the pool. We 
believe augmenting the sample size of these kinds of studies is a requirement to start 
elucidating the complex relationship between music and our affective response to it. 
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Abstract. This paper focuses on emotion recognition and perception in 
Romantic orchestral music. The study seeks to explore the relationship between 
perceived emotion and acoustic and physiological features. Seventy-five 
musical excerpts are used as stimuli to gather psychophysiological and 
behavioral responses of excitement and pleasantness from participants. A set of 
acoustic features ranging from low-level to high-level information was derived 
related to dynamics, harmony, timbre and rhythmic properties of the music. A 
set of physiological features based on blood volume pulse, skin conductance, 
facial EMGs and respiration rate measurements were also extracted. The feature 
extraction process is discussed with particular emphasis on the interaction 
between acoustical and physiological parameters. Statistical relations between 
audio, physiological features and emotional ratings from psychological 
experiments were systematically investigated. Finally, a step-wise multiple 
linear regression model is employed using the best features, and its prediction 
efficiency is evaluated and discussed. The results indicate that merging the 
acoustic and psychophysiological modalities substantially improves the 
emotion recognition accuracy. 
Keywords: musical emotion, music perception, feature extraction, music 
information retrieval, psychophysiological response 
1   Introduction 
The nature of emotions induced by music has been a matter of much debate. 
Preliminary empirical investigations have demonstrated that basic emotions, such as 
happiness, anger, fear, and sadness, can be recognized in and induced by musical 
stimuli in adults and in young children [1]. The basic emotion model, which claims 
that music induces four or more basic emotions, is appealing to scientists for its 
empirical efficiency. However, it remains far from compelling for music theorists, 
composers, and music lovers because it is likely to underestimate the richness of 
emotional reactions to music that may be experienced in real life [2]. The question of 
whether emotional responses go beyond four main categories is a central issue for 
theories of human emotion [3]. An alternative approach to discrete emotions is to 
stipulate that musical emotions evolve continuously along two or three major 
psychological dimensions [4]. There are an increasing number of studies investigating 
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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theoretical models in relation to music, the underlying factors and the mechanisms of 
emotional responses to music at behavioral [5, 6] and neurophysiological levels [7]. 
Many studies try to investigate the relationships between physiological features, such 
as electrocardiogram (ECG), electromyogram (EMG), skin conductance response 
(SCR) and respiration rate (RR), and emotional responses to music [9, 10, 11]. On the 
other hand, numerous studies explore the relationships between acoustic features and 
musical emotion [12, 13, 14]. Most of them try to extract a set of low- and high-level 
acoustical features representing various music descriptors (rhythm, harmony, tonality, 
timbre, dynamics) and correlate them with emotional ratings from participants. 
The main aim of this paper is to implement an approach for music emotion 
recognition and retrieval based on both acoustic and physiological features. Our 
model is based on a previous study [15], which investigated the role of physiological 
response and peripheral feedback in determining the intensity and hedonic value of 
the emotion experienced while listening to music. Results from this study provide 
strong evidence that physiological arousal influences the intensity of emotion 
experienced with music and affects subjective feelings. Using this fusion model, we 
systematically combine structural features from the acoustic domain with 
psychophysiological features in order to further understand their relationship and the 
degree to which they affect subjective emotional qualities and feelings in humans. 
2   Methods 
2.1 Participants 
 
Twenty non-musicians (M = 26 years of age) were recruited as participants (10 
females). They reported less than 1 year of training on an instrument over the past 
five years, and less than two years of training in early childhood. In addition, all 
participants reported no hearing problems and that they liked listening to Classical 
and Romantic music. 
 
2.2 Stimuli 
 
    Seventy-five musical excerpts from the late Romantic period were selected for the 
stimulus set. The selection criteria were as follows. The excerpts had to be anywhere 
from 35 to 45 seconds in duration, because we wanted 30 seconds of complete music 
after the fade-ins and fade-outs. The music was selected by the authors from the 
Romantic, late Romantic, or Neo-classical period (from 1815 to 1900). However, 
most excerpts were selected from the Romantic and late Romantic period. These 
genres were selected under the assumption that music from this period would elicit a 
variety of emotional reactions along both dimensions of the emotion model. Each 
excerpt had to clearly represent one of the four quadrants of the two-dimensional 
emotion space formed by the dimensions of arousal and valence. Ten excerpts were 
chosen from a previous study [16], 21 Romantic piano excerpts from [17] and 44 
from our own personal selection. Aside from the high-arousal/negative-valence 
quadrant, which had 18 excerpts, the other three quadrants contained 19 excerpts. 
Moreover, the excerpts varied in orchestration, in order to explore the effect of timbre 
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variation on emotion judgments. Accordingly, there were 3 conditions: orchestral 
(24), chamber (26), and solo piano (25). 
 
2.3 Procedure 
 
    We measured five different physiological signals for each of the participants: facial 
EMGs, skin conductance, respiration rate and blood volume pulse. The electrodes 
were placed on the following locations: the middle finger (BVP), the index and ring 
fingers (SC), above the zygomaticus muscle, located roughly in the center of the 
cheek (EMG), and above the corrugator super cilii muscle, located above the eyebrow 
(EMG). The respiration belt was placed around the torso in the middle of the rib cage 
just below the pectoral muscles.   
Before beginning the experiment, a practice trial was presented to familiarize the 
participants with the experimental task. After listening to each musical excerpt, 
participants were asked to rate their level of experienced excitement and pleasantness 
on Likert scales. 
3   Audio Feature Extraction 
3.1 Low-Level acoustical features 
 
A theoretical selection of musical features was made based on musical 
characteristics such as dynamics, timbre, harmony, register, and rhythm. A total of 
100 features related to these characteristics were extracted from the musical excerpts. 
For all features, a series of statistical descriptors was computed such as the mean, the 
standard deviation and the linear slope of the trend across frames, i.e., the derivative. 
The MIR 1.3.4 Toolbox was used to compute the various low- and high-level 
descriptors [18]. 
 
3.1.1 Loudness features 
 
We computed information related to the dynamics of the musical signals such as 
the RMS amplitude and the percentage of low-energy frames to see if the energy is 
evenly distributed throughout the signals or certain frames are more contrasted than 
others.  
 
3.1.2 Timbre features 
 
Mel Frequency Cepstral Coefficients (MFCCs) used for speech recognition and 
music modeling were employed. We derived the first 13 MFCCs. Another set of 4 
features related to timbre were extracted from the Short-term Fourier Transform: 
spectral centroid, rolloff, flux, flatness entropy and spectral novelty which indicate 
whether the spectrum distribution is smooth or spiky. The size of the frames used to 
compute the timbre descriptors was 0.5 sec with an overlap of 50% between 
successive windows. 
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3.1.3 Tonality features 
 
The signals were also analyzed according to their harmonic context. Descriptors 
such as the Chromagram (energy distribution of the signals wrapped in the 12 
pitches), the key strength (i.e., the probability associated with each possible key 
candidate, through a cross-correlation with the Chromagram and all possible key 
candidates), the tonal Centroid (a vector derived from the Chromagram corresponding 
to the projection of the chords along circles of fifths or minor thirds) and the harmonic 
change detection function (flux of the tonal Centroid) were extracted. 
 
3.1.4 Rhythmic features 
 
A rhythmic analysis of the musical signals was performed. Descriptors such as the 
fluctuation (the rhythmic periodicity along auditory frequency channels) and the 
estimation of notes and number of onset and attack times per second were computed. 
Finally, the tempo of each excerpt in beats per minute (bpm) was estimated. 
 
3.2 High-level acoustical features 
 
In conjunction with the low-level acoustic descriptors, we used a set of high-level 
features computed with a slightly longer analysis window (3s). The high-level 
features are characteristics of music found frequently in music theory and music 
perception research. 
 
3.2.1 Pulse Clarity 
 
This descriptor measures the sensation of pulse in music. Pulse can be described as 
a fluctuation of musical periodicity that is perceptible as “beatings” in a sub-tonal 
frequency band below 20 Hz. The musical periodicity can be melodic, harmonic or 
rhythmic as long as it is perceived by the listener as a fluctuation in time [19]. 
 
3.2.2 Articulation 
 
This feature attempts to estimate the articulation from musical audio signals by 
attributing to it an overall grade that ranges continuously from zero (staccato) to one 
(legato) by analyzing a set of attack times. 
 
3.2.3 Mode 
 
This feature refers to a computational model that rates excerpts on a bimodal 
major-minor scale. It calculates an overall output that varies along a continuum from 
zero (minor mode) to one (major mode) [14]. 
 
3.2.4 Event density 
 
This descriptor measures the overall amount of simultaneous events in a musical 
excerpt. These events can be melodic, harmonic and rhythmic, as long as they can be 
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perceived as independent entities by listeners. 
  
3.2.5 Brightness 
 
This descriptor measures the sensation of how bright a musical excerpt is felt to be. 
Attack, articulation, or the unbalance or lacking of partials in other regions of the 
frequency spectrum can influence its perception.  
 
3.2.6 Key Clarity 
 
This descriptor measures the sensation of tonality, or tonal center in music. This is 
related to the sensation of how tonal an excerpt of music is perceived to be by 
listeners, disregarding its specific tonality, but focusing on how clear its perception is. 
This scale is also continuous, ranging from zero (atonal) to one (tonal).  
4   Feature extraction of physiological signals 
From the five psychophysiological signals we calculated a total of 60 features 
including conventional statistics in time series, frequency domain and sub-band 
spectra as suggested in [20].  
 
4.1 Blood volume pulse 
 
To obtain the HRV (heart rate variability) from the continuous BVP signal, each 
QRS complex was detected and the RR intervals (all intervals between adjacent R 
waves) or the normal-to-normal (NN) intervals (all intervals between adjacent QRS 
complexes resulting from sinus node depolarization) were determined. We used the 
QRS detection algorithm in [21] in order to obtain the HRV time series. In the time-
domain of the HRV, we calculated statistical features including mean value, standard 
deviation of all NN intervals (SDNN), standard deviation of the first difference of the 
HRV, the number of pairs of successive NN intervals differing by greater than 50 ms 
(NN50), and the proportion derived by dividing NN50 by the total number of NN 
intervals. In the frequency-domain of the HRV time series, three frequency bands are 
of interest in general; very-low frequency (VLF) band (0.003-0.04 Hz), low frequency 
(LF) band (0.04-0.15 Hz), and high frequency (HF) band (0.15-0.4 Hz). From these 
sub-band spectra, we computed the dominant frequency and power of each band by 
integrating the power spectral densities (PSD) obtained by using Welch’s algorithm, 
and the ratio of powers between the low-frequency and high-frequency bands 
(LF/HF). 
 
4.2 Respiration 
 
After detrending and low-pass filtering, we calculated the Breath Rate Variability 
(BRV) by detecting the peaks in the signal within each zero-crossing. From the BRV 
time series, we computed the mean value, SD, and SD of the first difference. In the 
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spectrum of the BRV, peak frequency, power of two sub-bands, low-frequency band 
(0-0.03Hz) and high-frequency band (0.03-0.15 Hz), and the ratio of power between 
the two bands (LF/HF) were calculated. 
 
4.3 Skin conductance 
 
The mean value, standard deviation, and mean of the first and second derivatives 
were extracted as features from the normalized SC signal and the low-passed SC 
signal using a 0.2 Hz cutoff frequency. To obtain a detrended SCR (skin conductance 
response) waveform without DC-level components, we removed continuous, 
piecewise linear trends in the two low-passed signals, i.e., very low-passed (VLP) 
with 0.08 Hz and low-passed (LP) signal with 0.2 Hz cutoff frequency. 
 
4.4 Electromyography (EMGs) 
 
For the EMG signals, we calculated similar types of features as in the case of the 
SC signal. From normalized and low-passed signals, the mean value of the entire 
signal, the mean of first and second derivatives, and the standard deviation were 
extracted as features. The number of occurrences of myo-responses and the ratio of 
these responses within VLP and LP signals were also added to the feature set in a 
similar manner used for detecting the SCR occurrence, but with 0.08 Hz (VLP) and 
0.3 Hz (LP) cutoff frequencies. 
5   Results 
    For the 75 excerpts a step-wise multiple linear regression to predict the participant 
ratings based on the acoustical and physiological descriptors between the acoustical 
and physiological descriptors and participant ratings were computed to gain insight 
into the importance of features for the arousal and valence dimensions of the emotion 
space. Table 1 provides the outcome of the MLR analysis of the acoustic features onto  
excitement and pleasantness coordinates of the excerpts and Table 2 the outcome of 
the analysis of the acoustic and physiological features onto the same coordinates. The 
resulting model provides a good account of excitement with an R2 = 0.81 (see Table 
1) using only the acoustic features spectral fluctuation (β = 0.551), entropy (β = 
0.302) and spectral novelty (β = –0.245). For pleasantness, the model provides an R2 
= 0.44 using only the acoustic features Mode (β = 0.5), Key Clarity (β = 0.27) and 
entropy of Chroma (β = 0.381). 
The model using both acoustic and physiological features provides an R2 = 0.85 
(see Table 2) with spectral fluctuation (β = 0.483), entropy (β = 0.293), spectral 
novelty (β = –0.239), the std of the first derivative of the zygomaticus EMG (β = –
0.116), skin conductance ratio (β = 0.156), and the maximum value of the amplitude 
in blood volume pulse (β = –0.107). The model provides for pleasantness an R2 = 0.54 
using the acoustic and physiological features Mode (β = 0.551), Key Clarity (β = 
0.211), entropy of Chroma (β = 0.334), the minimum of the std of the first derivative 
of the zygomaticus EMG (β = 0.25), and the minimum of the blood volume pulse (β = 
-0.231). 
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Table 1.  Outcome of the multiple linear regression analysis of the acoustic features onto the 
coordinates of the emotion space.  
Excitement β Pleasantness      β 
Fluctuation 0.551 Mode    0.5 
Enthropy 0.302 Key Clarity    0.27 
Novelty -0.245 Chroma Entropy    0.381 
Table 2. Outcome of the multiple linear regression analysis using acoustic features and 
physiological features onto the coordinates of the emotion space.  
 
   Excitement          β         Pleasantness         β 
Fluctuation 0.481 Mode        0.551 
Enthropy 0.293 Key Clarity        0.221 
Novelty -0.23 Chroma Enthropy        0.334 
1 diff EMGZ std -0.11 1 diff EMGZ min        0.25 
SC Ratio -0.15 BVP min       -0.231 
6   Conclusions 
In the present paper, the relationships between acoustic and physiological features 
in emotion perception of Romantic music were investigated. A model based on a set 
of acoustic parameters and physiological features was systematically explored. The 
regression analysis shows that low- and high-level acoustic features such as 
Fluctuation, Entropy and Novelty combined with physiological features such as the 
first derivative of EMG Zygomaticus and Skin Conductance are efficient in modeling 
the emotional component of excitement. Further, acoustic features such as Mode, Key 
Clarity and the Chromagram combined with the minimum of the first derivative of 
EMG zygomaticus and blood volume pulse effectively model the emotional 
component of pleasantness. Using the existing approach merging acoustic and 
physiological features boosts the correlation with behavioral estimates of subjective 
feeling in listeners in terms of excitement and pleasantness. Results show an increase 
in the prediction rate of the model of 4% for excitement and 10% for pleasantness 
when psychophysiological measures are added to acoustic features.  
Future work will explore and investigate by means of a similar model which low- and 
high-level acoustical and physiological features influence human judgments on 
semantic descriptions and perceptual qualities such as speed, articulation, harmony, 
timbre and pitch.  
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CCA and a Multi-way Extension for
Investigating Common Components between
Audio, Lyrics and Tags.
Matt McVicar1 and Tijl De Bie2 ?
Intelligent Systems Lab, University of Bristol
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Abstract. In our previous work, we used canonical correlation analysis
(CCA) to extract shared information between audio and lyrical features
for a set of songs. There, we discovered that what audio and lyrics share
can be largely captured by two components that coincide with the di-
mensions of the core affect space: valence and arousal. In the current
paper, we extend this work significantly in three ways. Firstly, we exploit
the availability of the Million Song Dataset with the MusiXmatch lyrics
data to expand the data set size. Secondly, we now also include social
tags from Last.fm in our analysis, using CCA also between the tag space
and the lyrics representations as well as between the tag and the audio
representations of a song. Thirdly, we demonstrate how a multi-way ex-
tension of CCA can be used to study these three datasets simultaneously
in an incorporated experiment. We find that 2-way CCA generally (but
not always) reveals certain mood aspects of the song, although the ex-
act aspect varies depending on the pair of data types used. The 3-way
CCA extension identifies components that are somewhere in between the
2-way results and, interestingly, appears to be less prone to overfitting.
Keywords: Canonical Correlation Analysis, Mood Detection, Million
Song Dataset, MusiXmatch, Last.fm.
1 Introduction
In this paper we ask what is shared between the audio, lyrics and social tags
of popular songs. We employ canonical correlation analysis (CCA) to find max-
imally correlated projections of these three feature domains in an attempt to
discover commonalities and themes. In our previous work [16] we attempted to
maximise the correlation between audio and lyrical features and discovered that
the optimal correlations related strongly to the mood of the piece.
We extend this work significantly in three ways. Firstly, we make use of
the recently-available Million Song Dataset (MSD,[1]) to gather a large number
of audio and lyrical features, verifying our previous work on a larget dataset.
Secondly, we incorporate a third feature space based on social tags from Last.fm1.
? This work was partially supported by the EPSRC grant number EP/E501214/1
1 www.last.fm
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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On these three datasets we are able to conduct pairwise 2-dimensional CCA on
the largest public dataset of this type currently available. Lastly, we demonstrate
how 3-dimensional CCA can be used to investigate these data simultaneously,
leading to a multi-modal analysis of three aspects of music. Whilst it was intuitive
to us in our previous work that lyrics and audio would have mood in common,
it is less clear to us what commonalities are shared between the other pairs of
datasets. We therefore take a more serendipitous approach in this study, aiming
to discover which features are most strongly related.
The rest of this paper is arranged as follows. In the remainder of this Section
we discuss the relevant literature and background to our work. We detail our
data collection methods, feature extraction, and framework in Section 2. Section
3 deals with the theory of CCA in 2 and 3 dimensions. In Section 4 we present
our findings, which are discussed and concluded in Section 5.
1.1 The Core Affect Space
Although it may be the case that our CCA analysis leads to components other
than emotion, we suspect that many will relate to the mood of the piece. We
therefore review the analysis of mood in this Subsection.
Russell [17] proposed a method for placing emotions onto a two-dimensional
valence-arousal space, known in psychology as the core affect space [18]. The
valence of a word describes its attractiveness/aversiveness, whilst the arousal
relates to the strength, energy or activation. An example of a high valence, high
arousal word is ecstatic, whilst depressed would score low on both valence and
arousal. A third dimension describing the dominance of an emotion has also been
suggested [6], but rarely used by researchers. A more detailed visualisation of
the valence/arousal space with example words is shown in Figure 1.
1.2 Relevant Works
The valence/arousal space has been used extensively by researchers in the field
of automatic mood detection from audio. Harmonic and spectral features were
used by [8], whilst in [5] they utilised low-level features such as the spectral
centroid, rolloff, flux, slope, skewness and kurtosis. Time-varying features in the
audio domain were employed by various authors [15, 20], which included MFCCs
and short time Fourier transforms. For classification, many authors have utilised
SVMs, which have been shown to successfully discriminate between features [9].
In the lyrical domain, [7] used bag-of-words (BoW) models as well as n-grams
and term frequency-inverse document frequency (TFIDF) to classify mood based
on lyrics, whilst [10] made use of the experimentally deduced affective norms of
english words (ANEW) to assign valence and arousal scores to individual words
in lyrics. Both of these studies were conducted on sets of 500-2,000 songs.
The first evidence of combining text and audio in mood classification can
be seen in [21]. They employed BoW text features and psychological features
for classification and demonstrated a correlation between the verbal emotion
features and the emotions experienced by the listeners on a small set of 145
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Sad	  
Frustrated	  
Aroused	  
Angry	  
Fig. 1: The 2-dimensional valence/arousal space as proposed by Russell [17].
Words with high valence are more positive, whilst low valence words are pes-
simistic. High/low arousal words are energetic/restful respectively.
songs. A larger study was conducted in [13] where they classified 1,000 songs
into 4 mood categories and found that by combining audio and lyrical features
an increase in recognition accuracy was observed.
In the tag domain, [14] used the social website Last.fm to create a semantic
mood space using latent semantic analysis. Via the use of a self-organising map,
they reduce this high-dimensional space to a 2-D representation and compared
this to Russell’s valence/arousal space, with encouraging results.
In combining tag and audio data, [3] demonstrated that tag features were
more informative than audio, whilst the combination was more informative still.
This was conducted on a set of 1,612 songs and up to 5 mood or theme categories.
Finally, a recent study considered regression of musical mood in continuous di-
mensional space using combinations of audio, lyrics and tags on a set of 2,648
UK pop songs [19].
Whilst insightful in terms of features and classification techniques, all of
the studies previously mentioned were conducted on small datasets by todays
standards (all significantly less than 10,000 songs). In this paper we address
this issue in a truly large-scale, multi-modal analysis. We discuss our feature
extraction and framework for our analysis in the following Section.
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2 Data Collection & Framework
This section details our data collection methods and the motivation for our ap-
proach. We found the overlap of the Million Song, MusiXmatch and Last.fm
datasets to be 223,815 songs in total, which was comprised of 197,436 training
songs and 26,379 test songs. After removing songs which contained empty fea-
tures, no lyrics or no tags, as well as those not in English, we were left with
101,235 (88%) training songs and 13,502 test songs (12%).
2.1 The Million Song Dataset
Devised as a way for researchers to conduct work on musical data without the
need to purchase a large number of audio files, the Million Song Dataset was
released on Feb 8th, 2011. We downloaded this dataset in its entirety and ex-
tracted from it features relating to the audio qualities of the music. The features
we specifically computed are shown in Table 1. We also give our interpretation
of the features extracted, although there are some (e.g. danceability) where we
are unsure of the feature extraction process.
Table 1: List of audio features extracted from the million song dataset, with
interpretations.
Feature Interpretation
Mean Bar Confidence Average bar stability
Std Bar Confidence Variation in bar stability
Mean Beat Confidence Average beat stability
Std Beat Confidence Variation in beat stability
Danceability Danceability of track
Duration Total track time in seconds
Key Track harmonic centre (major keys only)
Key Confidence Confidence in Key
Loudness Loudness of track
Mode Modality (major or minor) of track
Mode Confidence Confidence in Mode
Mean Sections Confidence Average confidence in section boundaries
Std Sections Confidence Variation in section boundary confidences
Mean Seg. Conf. Average confidence in segment boundaries
Mean Timbres 1-12 12 features relating to average sound quality
Std Timbres 1-12 12 features related to variation in sound quality
Tempo Speed in Beats Per Minute
Loudness Max Total maximum of track loudness
Loudness Start Local max of loudness at the start of the track
Tatums Confidence Confidence in tatum prediction
Time Signature Predicted number of beats in a bar
Time Signature Confidence Confidence in time signature
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2.2 MusiXmatch
An addition to the MSD, the MusiXmatch dataset contains lyrical information
for a subset of the million songs. The features are stored in bag-of-words format
(for copyright reasons), and are stemmed versions of the top 5,000 words in the
database. In order to ensure we had meaningful words, we restricted ourselves to
the words which were part of the ANEW dataset [4], which reduced our dataset
to 603 words. We converted the BoW data to a term frequency-inverse document
frequency (TFIDF) score [11] via the following transformation.
Let the term frequency of the ith feature from the jth song be simply the
BoW feature normalised by the count of this lyric’s most frequent word:
TFi,j =
|word i appears in lyric j|
maximum word count of lyric j
where | · | denotes ‘number of’. The inverse document frequency measures the
importance of a word in the database as a whole and is calculated as:
IDFi = log
total number of lyrics
|lyrics containing word i|+ 1
(we include the +1 term to avoid potentially dividing by 0). The TFIDF score
is then the product of these two values:
TFIDFi,j = TFi,j × IDFi
The TFIDF score gives an indication of the importance of a word within a
particular song and the entire database. Note that we used the ANEW database
simply to construct a dictionary of words which contain some emotive content
- no experimental valence/arousal or mood scores were incorporated into our
feature matrix.
2.3 Last.fm Data
The Last.fm data contains information on user-generated tags and artist simi-
larities, although we neglect the latter for the purpose of this study. The dataset
contains information on 943,347 tracks matched to the MSD and tag counts
for each song. We discovered 522,366 unique tags although only considered tags
which appeared in at least 1,000 songs, which resulted in 829 features. The top
tags from the dataset were Rock, Pop, Alternative, Indie and Electronic. We
constructed a TF-IDF score for each tag in each song analogously to the previ-
ous section. Although it would have been possible to filter the tags according to
the ANEW database as per the lyrics, we know that tags contain information
other than mood, such as genre data. We are optimistic that our algorithm may
pick up such information, and so did not filter the Last.fm tags.
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2.4 Framework
In our previous work [16] we introduced an exploratory framework for the use of
CCA in correlating audio and lyrical features. We briefly recap this framework
for 2-way CCA before extending it to use in 3 datasets.
We are interested in what is consistent between the audio, lyrics and tags of
a song. In previous work, researchers have searched for a function f which maps
audio to mood [f(audio) = mood], else from lyrics or tags [g(lyrics) = mood,
h(tags) = mood]. In our 2-way CCA we seek functions which satisfy one of:
f(audio) ≈ g(lyrics)
f(audio) ≈ h(tags)
g(lyrics) ≈ h(tags)
to a good approximation and for a large number of songs. Previously, we assumed
that the first relationship in the above equations captured some aspect of mood,
knowing of no other commonalities between the audio and lyrics of a song. This
was verified by using 2-way CCA to find such functions f and g. In this study,
we take a more serendipitous approach. We will use 2-way CCA on each pair
of datasets and see which kinds of commonalities are found. Perhaps they will
relate to mood, but we hope to discover other relationships and correlations
within the data. The extension of this work to 3 dimensions follows a similar
framework. We now seek functions f, g and h such that:
f(audio) ≈ g(lyrics) ≈ h(tags) (1)
simultaneously. Again, these functions will not hold true for every song, but we
hope they are approximately true for a large number of songs. The next Section
deals with the theory of canonical correlation analysis.
3 Canonical Correlation Analysis and a 3-Way Extension
3.1 2-Way CCA
Given two datasets X ∈ Rn×dx and Y ∈ Rn×dy , canonical correlation analysis
finds what is consistent between them. This is realised by finding projections of
X and Y through the dataset which maximise their correlation. In other words,
we seek weight vectors wx ∈ Rdx , wy ∈ Rdy such that the angle θ between Xwx
and Y wy is minimised:
{w∗x, w∗y} = argmin
wx,wy
θ(Xwx, Y wy)
Conveniently, this can be realised as a generalised eigenvector problem (a full
derivation can be found in, for example, [2]):
(
0 XTY
Y TX 0
)(
wx
wy
)
= λ
(
XTX 0
0 Y TY
)(
wx
wy
)
(2)
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In our experiments, X and Y will represent data matrices formed from the MSD,
MusiXmatch or Last.fm datasets. The eigenvalue λ is the achieved correlation
between the two datasets and (wx, wy) are the importance of each vector in the
corresponding data space. The eigenvectors corresponding to λ can be sorted by
magnitude to give a rank of feature importance in each of the data spaces.
3.2 3-Way CCA
Whilst it will be insightful to see the pairwise 2-way correlations between the
three datasets, it would be more satisfying to investigate what is consistent
between all 3 simultaneously. Various ways of exploring this have been explored
in [12] - a natural extension in our setting can be motived as follows. Consider
three datasets X ∈ Rn×dx , Y ∈ Rm×dy , X ∈ Rp×dz . We motivate the correlation
of these three variables graphically. Consider 3 datasets and (for ease of plotting)
3 songs within this set. A potential set of projections XwX , Y wY , and ZwZ is
shown in Figure 2.
Song 2 
Song 3 
Song 2 
Xwx 
YwY 
ZwZ 
Fig. 2: Motivation for 3-way CCA on 3 example songs, showing the projections
XwX , Y wY , ZwZ .
It is clear that the three projections are strongly correlated if the norm of
their sum is large. However, this is easy to obtain if each of the projections is
arbitrarily large. We therefore enforce the constraint that the individual lengths
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are bounded, and solve the following optimization problem:
max
wx,wy,wz
‖Xwx + Y wy + Zwz + 1‖2
s.t. ‖XwX‖2 + ‖Y wY ‖2 + ‖ZwZ‖2 = 1
Solving the above via the method of Lagrange multipliers, we obtain
1
2
∂
∂w∗
[
‖XwX + Y wY + ZwZ‖2 − λ
(
‖XwX‖2 + ‖Y wY ‖2 + ‖ZwZ‖2
)]
= 0
where the asterix ∗ represents partial differentiation with respect to the appro-
priate variable. This leads to the simultaneous equations
XTXwX +X
TY wY +X
TZwZ − λXTXwX = 0
Y TXwX + Y
TY wY + Y
TZwZ − λY TXwY = 0
ZTXwX + Z
TY wY + Z
TZwZ − λZTZwZ = 0
which, in matrix form, is


0 XTY XTZ
Y TX 0 Y TZ
ZTX ZTY 0




wX
wY
wZ

 = (λ− 1)


XTX 0 0
0 Y TY 0
0 0 ZTZ




wX
wY
wZ

 (3)
Substituting λ→ λ− 1, we see that 3-dimensional CCA is an obvious extension
of the 2-dimensional set-up seen in Equation 2. Note however that the λ is now
a generalisation of the notion of correlation, and is not necessarily bounded
in absolute value by 1. In our setting, the datasets X,Y and Z represent the
MSD, MusiXmatch and Last.fm datasets and our aim will be to maximise the
correlation between them. Our experimental results using pairwise CCA and
3-way CCA are presented in the next Section.
4 Experiments
4.1 Audio - Lyrical CCA
We begin with a reproduction of our previous work [16] which uses CCA on
audio and lyrical datasets. This will serve to verify our method scales to datasets
of realistic sizes. The projections of the Audio and Lyrical datasets, ranked
by test correlation magnitude, are shown in Table 2. In each pairwise CCA
experiments we found the significance of the correlations under a χ2 distribution
to be numerically 0, owing to the extremely large data sizes. It is therefore
more important to look at the magnitude of the correlations rather than their
significance in the following experiments.
These projections agree with our previous finding that mood is one of the
common components between audio and lyrics. In the first component, words
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Table 2: Features with largest weights using Audio and Lyrical features in 2-way
CCA, first 3 CCA components. Training correlations on the first three compo-
nents were 0.5032, 0.4484 and 0.2409 whilst the corresponding test correlations
were 0.5034, 0.4286 and 0.2875.
CCA Lowest Highest
Comp. Lyrical Feature Lyrical Weight Lyrical Paper Lyrical Weight
Death -0.0358 Love 0.0573
Dead -0.0274 Baby 0.0394
1 Burn -0.0239 Blue 0.0197
Hate -0.0219 Girl 0.0190
Pain -0.0204 Man 0.0170
Audio Feature Audio Weight Audio Feature Audio Weight
Loudness Max -0.6824 Mean Timbre 1 0.6559
Loudness -0.0711 Mean Seg. Conf. 0.1638
1 Duration -0.0413 Loudness Start 0.1539
Mean Timbre 10 -0.0311 Mean Timbre 5 0.0698
Std Timbre 6 -0.0222 Mean Timbre 6 0.0649
Lowest Highest
Lyrical Feature Lyrical Weight Lyrical Feature Lyrical Weight
Dream -0.0182 Man 0.0354
Love -0.0177 Hit 0.0325
2 Heart -0.0142 Girl 0.0303
Fall -0.0117 Rock 0.0291
Lonely -0.0113 Baby 0.0268
Audio Feature Audio Weight Audio Feature Audio Weight
Loudness Max -0.5568 Mean Timbre 1 0.7141
Loudness Start -0.2846 Loudness 0.1424
2 Std Seg. Conf. -0.0855 Std Timbre 8 0.1233
Std Timbre 4 -0.0525 Mean Seg. Conf. 0.1227
Std Timbre 1 -0.0402 Mean Timbre 8 0.0446
Lowest Highest
Lyrical Feature Lyrical Weight Lyrical Feature Lyrical Weight
Baby -0.0304 Man 0.0572
Fight -0.0281 Love 0.0409
3 Hate -0.0223 Dream 0.0341
Girl -0.0223 Child 0.0301
Scream -0.0199 Dark 0.0295
Audio Feature Audio Weight Audio Feature Audio Weight
Mean Timbre 1 -0.6501 Loudness Max 0.5613
Loudness Start -0.2281 Duration 0.1874
3 Std Timbre 6 -0.1507 Loudness 0.1377
Std Seg. Conf. -0.0898 Std Timbre 8 0.1050
Tatums Conf. -0.0850 Std Timbre 10 0.0891
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with low weights appear more aggressive, whilst more optimistic words have the
highest weights. This suggests that this CCA component has captured the notion
of valence. Audio features in this domain show that high valence songs are loud,
whilst low valence words have important timbre features.
The second CCA component appears to have identified relaxed lyrics at one
extreme and more active words at the other. We consider this to be a realisa-
tion of the arousal dimension. In the audio domain, loudness and timbre again
seems to play an important role. It is more difficult to interpret the third CCA
component, although the sharp decay of test correlation values show that the
first two CCA components dominate the analysis.
4.2 Audio - Tag CCA
We now investigate 2-way CCA on audio/tag data, using Last.fm tags in place
of the lyrical data from Subsection 4.1. Components 1-3 are shown in Figure 3.
The first component of this CCA analysis seems to have found that the
maximal correlation can be obtained by having tags associated with metal tags
at one extreme and more serene tags at the other. The audio features in this
CCA component seems to be well described by the later timbre features.
In the second component, we also see an obvious trend, with modern urban
genre tags receiving high weights and more traditional music at the other. In the
audio space, these genres seem to be associated with timbre and audio features.
The correlations between these two sets is so strong that we can even inter-
pret the third CCA component, which has identified modern electronic music
and acoustic blues/country as strongly opposing tags in this dimension. Interest-
ingly, components 2 and 3 appear to have identified two distinct types of ‘oldies’
music (folk/blues respectively). In the audio domain these are accompanied by
structural stability (segment/tatum confidence) features.
4.3 Lyrical - Tag CCA
The first three CCA components of this experiment are shown in Figure 4.
In the first component it seems we are distinguishing heavy metal genres from
less aggressive styles. In the lyrical domain we see that the words with low weights
hold strongly negative valence; those with high weights are more optimistic. The
authors find the notion of Melodic Black Metal somewhat oxymoronic.
The second component also has a clear trend - extremes in this dimension
appear to be hip-hop/rap vs. worship music. We postulate that this represents
the dominance dimension mentioned in the Introduction, with the lyrical weights
corroborating this. In the third component we see no particular trend, which
is supported by the low correlation of 0.1807. Comparison with the training
correlation of 0.4826 suggests that this component is suffering from overfitting.
4.4 3-way Experiment
We display our results from 3-way CCA in Table 5.
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Table 3: Features with largest weights using Audio and Tag Features in 2-way
CCA, first 3 CCA components. Training correlations on the on these components
were 0.7361, 0.6432 and 0.5725 whilst the corresponding test correlations were
0.5685, 0.5237 and 0.3428 respectively.
CCA Lowest Highest
comp. Tag Feature Tag Weight Tag Feature Tag Weight
Female Vocalists -0.0352 Metal 0.0672
Acoustic -0.0304 Death Metal 0.0542
1 Singer-Songwriter -0.0289 Brutal Death Metal 0.0425
Classic country -0.0271 Punk rock 0.0378
Folk -0.0265 Metalcore 0.0371
Audio Feature Audio Weight Audio Feature Audio Weight
Mean Timbre 1 -0.5314 Loudness Max 0.7460
Loudness Start -0.1700 Std Timbre 6 0.0988
1 Mean Timbre 6 -0.1558 Mean Timbre 2 0.0500
Mean Seg. Conf. -0.1469 Mean Timbre 3 0.0491
Mean Timbre 5 -0.1021 Std bar Conf. 0.0267
Lowest Highest
Tag Feature Tag Weight Tag Feature Tag Weight
Oldies -0.0153 Hip-Hop 0.0418
Beautiful -0.0132 Dance 0.0355
2 60s -0.0126 Hip hop 0.0353
Singer-Songwriter -0.0116 Rap 0.0351
Folk -0.0110 Rnb 0.0231
Audio Feature Audio Weight Audio Feature Audio Weight
Loudness Start -0.5069 Mean Timbre 1 0.7522
Loudness Max -0.3506 Loudness 0.1248
2 Mean Timbre 6 -0.0631 Std Timbre 8 0.0578
Std Timbre 1 -0.0374 Mean Timbre 4 0.0497
Std Seg. Conf. -0.0360 Mean Timbre 10 0.0415
Lowest Highest
Tag Feature Tag Weight Tag Feature Tag Weight
Electronic -0.0284 Oldies 0.0335
Dance -0.0220 Classic Blues 0.0325
3 Vocal Trance -0.0198 Classic country 0.0290
Epic -0.0186 50s 0.0279
Pop -0.0181 Delta blues 0.0250
Audio Feature Audio Weight Audio Feature Audio Weight
Mean Timbre 1 -0.6988 Loudness Max 0.6416
Mean Timbre 4 -0.1141 Mean Timbre 3 0.1404
3 Tatums Conf. -0.0649 Mean Seg. Conf. 0.0757
Duration -0.0589 Mean Timbre 6 0.0732
Std Segs Conf. -0.0556 Loudness Start 0.0507
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Table 4: Features with largest weights using Lyrical and Tag Features in 2-way
CCA, first three CCA components. Training correlations on these components
were 0.5828, 0.4990 and 0.4826 whilst test correlations were 0.3984, 0.3713 and
0.1807 respectively.
CCA Lowest Highest
comp. Lyrical Feature Lyrical Weight Lyrical Feature Lyrical Weight
Death -0.1851 Love 0.2330
Dead -0.1201 Baby 0.1807
Human -0.1049 Girl 0.0792
1 God -0.0993 Christmas 0.0726
Pain -0.0925 Blue 0.0679
Tag Feature Tag Weight Tag Feature Tag Weight
Brutal Death Metal -0.3029 Xmas 0.0785
Death Metal -0.2470 Female Vocalists 0.0718
1 Metal -0.2449 Oldies 0.0688
Melodic black metal -0.2029 Pop 0.0680
Black metal -0.1338 Rnb 0.0652
Lowest Highest
Lyrical Feature Lyrical Weight Lyrical Feature Lyrical Weight
Hit -0.1448 Christmas 0.4082
Man -0.1267 Snow 0.0907
2 Rock -0.1180 Glory 0.0607
Money -0.1073 Joy 0.0549
Brother -0.0999 Angel 0.0530
Tag Feature Tag Weight Tag Feature Tag Weight
Hip hop -0.2312 Xmas 0.4111
Rap -0.2014 Christmas 0.1679
2 Hip-Hop -0.1927 Christian 0.0662
Gangsta Rap -0.1460 Female Vocalists 0.0501
Underground hip hop -0.1143 Worship 0.0480
Lowest Highest
Lyrical Feature Lyrical Weight Lyrical Feature Lyrical Weight
Love -0.0273 Christmas 0.6031
Heart -0.0262 Snow 0.0992
3 Rain -0.0247 Man 0.0800
Alone -0.0229 Rock 0.0716
Dream -0.0224 Hit 0.0702
Tag Feature Tag Weight Tag Feature Tag Weight
Love -0.0399 Xmas 0.5932
Female vocalists -0.0257 Christmas 0.2381
3 Alternative rock -0.0252 Hip hop 0.1265
Rain -0.0237 Rap 0.0975
Oldies -0.0227 Hip-Hop 0.0906
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In this incorporated experiment, the most prevalent dimension appears to
relate to arousal - highly weighted tags and features are gentle in nature, with
aggressive tags, lyrics and audio features. The second component seems to rep-
resent arousal. We struggle to find an explanation for the third component.
5 Discussion & Conclusions
In this Section, we discuss some of the findings from the previous Section, sum-
marise the conclusions of our study and suggest areas for future work.
5.1 Discussion
It is clear there are similar components in this study across different experiments.
For instance, the first component of the audio/lyrical 2-way CCA experiment
in the lyrical domain (first few rows of Table 2 ) were very similar to the first
component in the lyrical domain in the 3-way experiment (first rows of Table 5,
second cell). It appears that both of these discovered dimensions are capturing
the valence of the lyrics. To verify that these projections were indeed similar,
we computed the correlation between them (ie Y wY from Table 2 with Y wY
from Table 5), and found it to be 0.9979. The conclusion to be drawn is that
the valence of lyrics is very easily captured, by comparing with audio and/or tag
information.
We now turn our attention to the second CCA component. Interested in what
3-Way CCA analysis offered over pairwise CCA experiments, we investigated
the correlations between each pair of lyrical and tag projections from all three
experimental set-ups (2 pairwise and 3-Way). These are shown in Table 6.
Table 6: Comparison of Lyrical and Tag projections in pairwise and 3-way ex-
periments.
(a) Lyrical Projections
CCA YWY
comp. 2 Lyrics/Tags 3-Way CCA
Lyrics/Audio 0.8679 0.9899
Lyrics/Tags - 0.8886
(b) Tag Projections
CCA ZWZ
comp. 2 Tags/Lyrics 3-Way CCA
Tags/Audio 0.7534 0.8853
Tags/Lyrics - 0.9434
The first of these tables can be interpreted as follows. Recall that in the lyrics-
audio CCA experiment we found the second component to describe the arousal
of the lyrics. In the lyrics-tag space we found the second lyrical component
related to the dominance of the lyrics. Recall that the correlations are equivalent
to the angles between the projected datasets. Table 6(a) therefore shows that
the cosines of the angles between these vectors and the third CCA component
are 0.9899 and 0.8886 respectively, but that the cosine of the angle between
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themselves is 0.8679. This shows that the 3-Way CCA component sits somewhere
between arousal and dominance, which can be verified by looking at the top and
bottom-ranked words in Tables 2, 3 and 5.
A similar, and in fact stronger pattern can be observed in tag space by inves-
tigating Table 6(b). Again, the 3-way CCA analysis seems to be an intermediate
between the ‘old vs new’ dimension observed in the audio-tag space (Table 3,
second component) and the dominance discovered in the lyrical-tag space (Table
4, second component).
5.2 Conclusions & Further Work
In this paper, we have conducted a large-scale study of the correlations between
audio, lyrical and tag features based on the Million Song Dataset. By the use of
pairwise 2-dimensional CCA we demonstrated that the optimal correlations be-
tween these datasets appear to have reconstructed the valence/arousal/dominance
dimensions of the core affect space, even though this was in no way imposed by
the algorithm. In some cases, we discovered components which appeared to cap-
ture some genre information, such as the third component of Table 3.
By using 3-dimensional CCA, we studied the 3 datasets simultaneously and
discovered that valence and arousal were the most correlated features. The cor-
relations beyond 2 or 3 components are difficult to interpret, which fits well
studies which describe the core affect space as a 2 or 3 dimensional space.
In our future work we would like to investigate different multiway CCA ex-
tensions such as those seen in [12], perhaps on new datasets as they are released.
We also would like to more thoroughly investigate regularization techniques to
avoid overfitting.
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Abstract. Music emotion regression is considered more appropriate than 
classification for music emotion retrieval, since it resolves some of the 
ambiguities of emotion classes. In this paper, we propose an AdaBoost-based 
approach for music emotion regression, in which emotion is represented in 
PAD model and multi-modal features are employed, including audio, MIDI and 
lyric features. We first demonstrate the effectiveness of our approach, and then 
focus on exploring the contribution of individual modalities to the regression of 
each emotion dimension. A series of experiments show that lyric contributes the 
most to the regression of emotion dimension P, while audio and MIDI 
contribute more to the regression of dimension A and D. Thinking that the three 
modalities provide complementary information from different angles, we 
combine them and show that the best regression performance is obtained when 
all modalities are used. 
Keywords: Music emotion regression, Multi-modal, AdaBoost, PAD. 
1   Introduction and Related Works 
It is natural for us to organize and search music by emotional contents. Music emotion 
retrieval has gained increasing attention in the field of music information retrieval 
during the past few years [1].  
Music emotion classification, in which the emotion space is modeled by a given 
number of classes, is a plausible approach to music emotion retrieval, but the 
emotional states within each class may vary a lot, and this ambiguity may confuse 
users when they retrieve music according to emotion. However in music emotion 
regression, the emotion space is viewed as continuous and each point in the space is 
considered as a distinctive emotional state [2]. In this way, the ambiguity associated 
with emotion classes can be successfully avoided, so music emotion regression is 
considered more appropriate for music emotion retrieval [3]. A regression approach is 
proposed for music emotion recognition in [3], the best performance evaluated in 
terms of the R
2
 statistics reaches 58.3% for arousal and 28.1% for valence. 
                                                          
1 Project supported by the Natural Science Foundation of China (Multi-modal Music Emotion 
Recognition technology research No.61170167) & Beijing Natural Science Foundation 
(Multimodal Chinese song emotion recognition) 
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19-22 June 2012, Queen Mary University of London 
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In our work, PAD(Pleasure-Arousal-Dominance ) emotion-state model is used to 
represent music emotion [ 4 ].Three nearly independent dimensions, P(pleasure), 
A(arousal) and D(dominance), are used to represent emotional states in PAD model. P 
distinguishes the positive-negative quality of emotional states, A refers to the 
intensity of physical activity and mental alertness, and D is defined in terms of control 
versus lack of control. In our work, we normalize all dimensions in the range of -4 to 
4, in this way each emotional state corresponds to a specific point in PAD model. For 
example, “anger” corresponds to (-3.51, 2.59, 0.95), which indicates that it is a highly 
unpleasant, highly aroused, and moderately dominant emotional state. 
Audio features have been commonly used in music emotion recognition and 
audio-based techniques could achieve promising results [5]. As a complementary 
source, lyric contains rich semantic information of songs and more emotionally 
relevant information which is not included in audio [6].Additionally, MIDI is used in 
symbolic music information retrieval [7]. Some previous works applied multi-modal 
features for music emotion recognition and achieved promising performance [8,9,10].  
In this paper, we present an AdaBoost approach for music emotion regression 
where three-modality features, audio, MIDI and lyric, are employed. We firstly 
demonstrate the effectiveness of our regression approach by comparing it with several 
baseline regression algorithms, and secondly use each modality alone to explore the 
contribution of each modality to the regression of different emotion dimension, and 
thirdly combine the three modalities to demonstrate the performance improvement of 
multi-modal feature combination for music emotion regression, lastly use a feature 
selection technique to reduce feature dimensions and computational complexity.  
The paper is organized as follows. Section 2 describes the features and feature 
processing, Section 3 describes the regression approach, Section 4 provides the 
analysis of experiment results, and the last Section makes the conclusion and prospect.  
2   Dataset and Feature Processing 
2.1 Dataset 
We download 2500 Chinese songs from network, including audio, MIDI and lyric 
data for each song, which cover more than 900 singers and more than 1000 albums, 
and include different genres such as pop, rap and rock. Then 11 volunteers whose 
ages are from 22 to 50 use Self Assessment Manikins(SAM) [11] to annotate the 
songs with PAD values ranging from -4 to 4. When a song is annotated by more than 
8 volunteers and the emotion values given by different annotators are consistent (all 
positive or all negative), the song will get a mean value as its emotion label and be 
retained into our dataset. In this way, the final music dataset includes 1687 songs. 
2.2 Features 
Audio Features. We extract audio features from wave files of the dataset by jAudio 
[12], which is a system to extract the basic features from audio signal. We set the 
window size to 512ms (the signal sampling rate to 22KHz) to extract audio features, 
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including one-dimension (e.g. RMS) and multi-dimension vectors (e.g. MFCC’s). 27 
kinds of audio features that have been commonly used in MIR are extracted to 
compose an audio feature vector of 112 dimensions for a song. Table 1 shows part of 
the audio features. 
MIDI Features. We extract MIDI features from MIDI files of the dataset by 
jSymbolic [13], which is a feature extraction system for extracting high-level musical 
features from symbolic music representations, specifically from MIDI files. Unlike 
audio data, MIDI data contains the information reflecting music concepts directly. 
102 kinds of MIDI features are extracted to compose a MIDI feature vector of 1022 
dimensions for a song. Table 2 shows part of the MIDI features. 
Table 1. The partial list of audiofeatures.     Table 2. The partial list of MIDI features. 
 
Audio features  MIDI features 
Feature Dimensions  Feature Dimensions 
MFCC’s 13  Basic Pitch Histogram 128 
LPC 10  Beat Histogram 161 
Spectral Rolloff 1  Melodic Interval Histogram 128 
Spectral Flux 1  Pitch Class Distribution 12 
RMS 1  Acoustic Guitar Fraction 1 
Compactness 1  Amount of Arpeggiation 1 
Zero Crossings 1  Note Density  1 
… …  … … 
Power Spectrum variable  Duration 1 
All 112  All 1022 
 
Lyric Features. We firstly download the lyrics of all the songs from Internet, and 
then do some pre-processing to them with traditional NLP tools, including stop-words 
filtering and word segmentation etc. Finally Unigram, Bigram and Trigram features 
are extracted from the lyrics.  
Unigram. Unigram refers to the sequences of single word appeared in documents.  
Bigram. Bigram refers to a distinctive term containing 2 consecutive words appeared 
in documents. Because negation words often reverse emotion of the words next to 
them, it seems reasonable to incorporate word-pairs to take effect of negation words 
into account in emotion analysis. 
Trigram. Trigram refers to a distinctive term containing 3 consecutive words 
appeared in documents. Because bigrams only reflect parts of useful multi-word 
patterns for emotion expression, we take trigrams into account additionally. 
Finally, in order to reduce the lyric feature space, we select the 3000 most 
frequently appeared N-grams (n=1, 2, 3) as lyric features. In our work, the feature 
vector of a lyric can be expressed as (v1, v2, v3, … v3000). Here         : if N-gram i 
appeared in the lyric, vi=1; otherwise vi=0. 
2.3   Feature Processing 
In our work, seven different feature sets are employed for the regression of emotion 
dimension P, A and D, including the set of audio features(A), the set of MIDI 
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features(M), the set of lyric features(L), the set of audio and MIDI features(A+M), the 
set of audio and lyric features(A+L), the set of MIDI and lyric features(M+L), and the 
set of audio, MIDI and lyric features(A+M+L). A simple concatenation scheme is 
employed to combine the multi-modal features. For example, a concatenated feature 
vector of the three modalities can be expressed as (A1,A2,…Ax , M1,M2,…My , 
L1,L2,…Lz). Where A1~Ax are audio features, and x=112; M1~My are MIDI features, 
and y=1022; L1~Lz are lyric features, and z=3000. The number of dimensions of a 
concatenated feature vector is x+y+z=4134. 
The space formed by the raw concatenated features has a huge number of 
dimensions. To reduce the computational complexity of learning and regression, 
increase the efficiency and generalization capability of the regression model, we do 
feature selection
 
on each of the original feature sets, to find a subset of the original set 
which could maximize the performance of regression model. Correlation-based 
Feature Subset Selection [14] with BestFirst as its search method is employed in our 
work, which evaluates the worth of a feature subset by considering the individual 
predictive ability of each feature along with the degree of redundancy between them, 
subsets of features that are highly correlated with the class while having low inter-
correlation are preferred [15].  
In feature selection process, we have found that some features are effective to all 
the 3 emotion dimensions, such as LPC, beat histogram, basic pitch histogram, 
melodic interval histogram, etc. But some features only effective to some of the 3 
dimensions, such as staccato incidence, spectral rolloff point, etc, which only 
effective to dimension A and D. After feature processing, we get seven final feature 
sets for emotion dimension P, A and D.Table 3 shows the number of selected features 
of each feature set. 
Table 3.  The number of selected features in each feature set. 
 P A D 
A 17 16 16 
M 44 43 54 
L 262 410 474 
A+M 43 51 54 
A+L 349 208 331 
M+L 115 67 203 
A+M+L 116 69 86 
3   Regression Algorithm 
AdaBoost is a commonly used boosting method, which works by iteratively running 
weak learners on different distributions of training data, so as to get an integrated 
regression model more powerful than weak learners.  
We present an AdaBoost regression approach in this paper, which follows most of 
the steps of AdaBoost.R2 [16] and uses MultiLayerPerceptron(MLP) [17]
 
as the weak 
learner. MLP is a typical feed forward neural network connecting several perceptrons 
by a hierarchy, and uses error back propagation to adjust connection weights 
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continuously. We called our approach AdaBoost.RM(R refers to Regression and M-
MultiLayerPerceptron).  
Given a set of m training instances: (x1, y1),...,(xm, ym), where x1…xm are the 
features, and y1…ym∈[-4, +4] are the P, A or D emotion values of the instances. 
Initially, we set the weights of the training instances as Dt(i) = 1/m, then iteratively 
running MLP on the instances to train a regression model for P, A, or D and modify 
the weights of the instances accordingly. We set the number of iterations to 10, 
because the performance of the algorithm no longer improves when the number of 
iterations is greater than 10. The instance weight modification method is as follows:  
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    (2) 
Where    is the regression model learned in iteration t,        is the regression 
result of xi from model   .       is the weight of instance i in iteration t,    is the 
average loss of   ,    is a normalization factor that makes            . 
This reweighting procedure makes the poorly predicted instances get higher 
weights but well predicted ones get lower weights. Finally, an average formula is used 
to calculate the final regression result instead of the “INF” formula of AdaBoost.R2: 
                        
             
             
         
 
 
 
     
             
             
   (3) 
Where                        , AVE is the average function. 
4   Experiments and Results Analysis 
4.1   Evaluation Criteria 
We conduct a series of experiments to evaluate the performance of our regression 
approach. Different regression algorithms and different feature sets are tried to build a 
regression model for each emotion dimension(P, A and D), and the performances are 
measured in terms of correlation coefficient (CF) and R
2 
statistics both developed by 
Karl Pearson. They are defined as follows: 
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     (5) 
Where Yi is the emotion label, R(Xi ) is the regression value of feature vector Xi .  
To ensure the validity of the results, we use 5-fold cross validation to evaluate the 
performance of regression models. The dataset is randomly broken into five subsets of 
the same size, with four being used for training and one for testing, and this process is 
repeated 5 times and finally the mean CF and R
2
 value is taken. 
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4.2   Comparison of AdaBoost.RM with Baseline Algorithms 
Because of the different used datasets, it is not reasonable to compare our approach 
with existing ones. However we compare our approach with three baseline algorithms. 
The first is LinearRegression [18]
 
which
 
uses linear regression for prediction, the 
second is SMOreg [19] which implements support vector machine for regression, and 
the last is original AdaBoost.R2 algorithm. The experiments are based on the three-
modality feature set(A+M+L) introduced in Section 2.3, and the results are showed in 
Table 4.  
Table 4.  Performance of our approach compared with that of baseline ones.  
 P A D 
 CF R2 CF R2 CF R2 
LinearRegression 0.688 0.476 0.823 0.693 0.715 0.529 
SMOreg 0.692 0.48 0.828 0.696 0.72 0.542 
AdaBoost.R2 0.536 0.284 0.778 0.61 0.672 0.435 
AdaBoost.RM 0.702 0.488 0.843 0.708 0.755 0.558 
Table 4 shows that among all the regression algorithms our approach achieve the 
best performance for the regression of all the emotion dimensions(P, A and D), this 
indicates the effectiveness of our approach. It’s to be noted that our approach 
performs better than AdaBoost.R2, which demonstrates the effectiveness of our 
modification to AdaBoost.R2. On the other hand we can see that all the regression 
algorithms have achieved promising performance on our three-modality feature set, 
which indicates that our feature processing technique and the selected features are 
really effective to music emotion regression.  
4.3   Contributions of Different Modality and Effectiveness of Multi-modal 
Feature Combination 
We conduct a series of experiments to explore the contribution of different modality 
to the regression of each emotion dimension, and demonstrate the effectiveness of 
multi-modal feature combination.  
The seven feature sets introduced in Section 2.3 are employed for the regression of 
all the emotion dimensions(P, A and D). The results are showed in Table 5.  
Table 5.  Contributions of individual modality and effectiveness of multi-modal features.  
  P A D 
# Feature Set CF R2 CF R2 CF R2 
1 A  0.473 0.166 0.724 0.516 0.667 0.38 
2 M 0.541 0.305 0.823 0.685 0.73 0.508 
3 L 0.623 0.383 0.461 0.202 0.575 0.328 
4 A+M 0.571 0.285 0.812 0.663 0.719 0.474 
5 A+L 0.681 0.465 0.745 0.554 0.728 0.53 
6 M+L 0.68 0.469 0.828 0.681 0.738 0.542 
7 A+M+L 0.702 0.488 0.843 0.708 0.755 0.558 
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In Table 5, the 1
st
 to 3
rd
 rows show that: 
1. Among the three modalities, lyric has the biggest contribution to the regression 
of emotion dimension P. 
2. To the regression of dimension A and D, audio and MIDI contribute more than 
lyric, and MIDI has the biggest contribution among the three modalities. This 
indicates that MIDI features contain more useful information related to emotion 
dimension A and D compared with audio and lyric features.  
3. Audio and lyric are complementary on the regression of dimension P and A, the 
reasons maybe that audio signal contains a large amount of energy related 
information such that the extracted audio features reflect emotional intensity 
more directly, while lyric contains more semantic information so as to express 
emotion more directly. 
The 4
th
 to 7
th
 rows show that: 
1. The regression performance has been enhanced on all the emotion dimensions 
when any two modalities are combined.  
2. The best regression performance has been achieved on all the emotion 
dimensions when all the three modalities are combined. This indicates that the 
three modalities provide useful and complementary information for music 
emotion regression, and the greatest improvement of performance can be 
achieved when all the three modalities are used. 
Generally Speaking, audio signal contains a large number of energy relevant 
information which reflects emotional intensity more directly; MIDI data contains 
more information which reflects the concept of music more directly; lyric includes 
more semantic information which describes emotional inclinations more directly. 
Audio and MIDI have big contribution to emotion dimension A and D, while lyric has 
big contribution to emotion dimension P. The three modalities provide 
complementary information for music emotion regression, and the greatest 
improvement of regression performance can be achieved when all the three modalities 
are combined. 
5   Conclusion and Future Work 
In this paper, we present three main parts of our research work on music emotion 
regression. First we demonstrate the effectiveness of our regression approach, and 
then we expound the contribution of each modality to the regression of each 
dimension of PAD model, and last we verify the performance improvement of 
emotion regression models brought about by the combination of multi-modal features. 
There are two focuses in the future, one is to find more informative features for 
music emotion recognition, and the other is to build a music emotion retrieval system 
based on our regression model, in which songs can be retrieved by specifying an 
emotional state.  
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Abstract Music evokes and carries emotions. Despite many studies having 
investigated the relation between music and emotion, current research lacks a 
systematic and empirically derived taxonomy of musically induced emotions 
[1].  This work contributes to the question which musical features in particular 
are able to induce emotions while listening. Problems of defining and 
measuring emotions are explained. A method to measure affective states 
induced by music with the help of Free Choice Profiling (FCP) is outlined. Two 
FCP experiments, assessing the usefulness of the method for emotional research 
and the selection of test stimuli are described. The shown results are in line with 
psychological theories of emotions, i.e., the valence/arousal model. 
Keywords: Free Choice Profiling, Measuring Emotions, Self-report. 
1   Introduction 
A diverse range of studies was carried out in the past to investigate how and in which 
way music influences the emotions of the listener, but still two main questions 
remain: What exactly is an emotion and how can it be measured? This paper 
contributes to the question which musical features in particular are able to induce 
emotions while listening; the research was conducted within a project funded by the 
German Research Foundation.  
A broad overview of common measurement methods can be found in [2]. 
Although the term emotion is frequently used in literature, authors disagree on its 
definition, and a simple definition cannot be given. Scherer [3], for example, defines 
an emotion as an affective phenomenon, distinguishable from feelings, moods, or 
attitudes. Emotions, resulting from cognitive processes, are necessary for 
comprehension and appraisal of stimuli on the basis of knowledge. Seeing emotion as 
a phenomenon consisting of five components (cognitive, neurophysiological, 
motivational, motor expression, and subjective feeling), Scherer concludes that a 
universal measure would only become possible by taking into account changes of all 
components. 
Due to the lack of an all-embracing measurement method, each component is 
measured on its own. The subjective experience of emotions can be assessed in 
different ways. One possibility is the measurement of changes in psychophysiological 
parameters like heart rate, heart rate variability and skin conductance during music 
perception. Numerous studies about the measurement of such physiological correlates 
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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of emotions were carried out over the years (a brief review of these methods can be 
found in [2,4,17]), but this paper is focused on a second possibility: The assessment of 
the subjective experience of emotions during music perception based on self-reports 
[8]. In self-report methods, the subjects are stimulated to verbalize and express their 
emotions towards stimuli. Different techniques, called answering formats, exist to 
assess the participants’ emotions, such as affective scales, free descriptions, or the use 
of “emotional space” [4]. Every answering format has different advantages and 
drawbacks when measuring emotions. The next section will explain in more detail 
advantages and disadvantages of common measuring methods. 
2   Challenges in Measuring Subjective Experience of Emotions via 
Self-reports 
In [2, p. 210] Zentner states that “there are four important limitations to self-report 
methodology […]: a) demand characteristics, b) self-presentation biases, c) limited 
awareness of one’s emotions, and d) difficulties in the verbalization of emotion 
perception […]”. 
While the assessment of subjective experience with closed-response self-report 
methods such as adjective scales [5] or emotional spaces [6] is ensuring efficiency 
and, to some degree, a standardization of data collection, “the predetermined choices 
[of descriptors] might influence the participant to respond along the provided 
categories [and] the interpretation of the terms provided by the researcher might vary 
considerably across people […]” [2, p. 193]. One attempt to overcome the problems 
of closed-responses is the usage of a free response measurement: Subjects are allowed 
to explain the nature of the state they experience, i.e., an emotion while listening 
music, in their own words, for example in written form or an interview. A content 
analysis of the narrative establishes the link between music and the induced emotions. 
Unfortunately, the data treatment and interpretation of such a content analysis is not 
an easy task and cannot be automated. A second disadvantage lies in the different 
linguistic abilities of the subjects – some might lack an appropriate vocabulary to 
describe the emotional experience during listening to music. This might lead to a loss 
of information. A possible way to promote the advantages of both measurement 
approaches is the combination of open and closed-response format.  
An approach using an open response format in combination with a closed-response 
format was presented in [8], the so-called Free-Choice Profiling (FCP). By applying 
FCP, subjects first define and identify individual attributes (emotional terms, also 
called descriptors) by themselves. The rating of intensity of the emotional experience 
during music perception is then done with the help of adjective scales, where the 
individual attributes are used as labels. Due to the design of the test method, it is 
taken into consideration that different subjects might use terms in different ways, or 
different terms with the same underlying meaning. The study mentioned in [8] was 
able to obtain clear and interpretable results consistent with music theory and 
emotional psychology. However, the study investigated only a small set of 
major/minor chord items, and as it was the first application of FCP in the field of 
emotions in music, questions of reliability and general feasibility of the method 
remained. 
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3   Experimental Design and Parameters 
The promising results of [8] led to a research project funded by the German Research 
Foundation to verify FCP as a useful test methodology for the assessment of emotions 
and to enable a better classification of musical parts based of their emotional impact 
on music perception.  
This paper presents two preliminary FCP studies of this ongoing project that were 
conducted with different scopes: The first experiment aimed at assessing the selection 
of suitable test stimuli, in terms of their degree of emotional impact. The target of the 
second study was to verify the usage of FCP as a suitable test methodology by using 
different test material. The test method, items, and participants for both experiments 
are explained in this section.  
3.1   Test Method in General  
FCP, a method common in food research, was used to identify individual attributes 
(emotional terms) and to rate the liking and/or intensity of those attributes. The 
procedure, which is outlined in detail in [8, 9], helps to identify significant attributes, 
discrimination, and panelist performance. It takes into consideration that different 
subjects might use terms in different ways, or different terms with the same 
underlying meaning. In recent years, FCP was also successfully applied and refined in 
the field of user experience to assess multimodal quality perception [18]. 
As mentioned in [18] the FCP is structured into four different parts, referred to as 
introduction, attribute elicitation, refinement of attributes, and sensory evaluation. In 
the introduction the nature of descriptive evaluation, in particular the use of the 
participant’s own attributes to describe the perceived emotionality of test items, is 
explained in detail. This first step of the method is the most crucial part, because here 
the cornerstone for the assessment is laid. Subjects have to understand the method 
correctly, but special care must be taken not to influence them in a certain direction. 
Therefore, the participants are shown how to find attributes that define emotions with 
an easy task of a different perceptual domain1. The attribute elicitation aims at finding 
individual emotion attributes that characterize each participant’s emotional perception 
of the different test stimuli. In this study, participants listened to a small 
representative subset of test items (see Section 4.2) and wrote down the perceived 
emotions using their own words, without any limitation concerning the number of 
attributes. No additional technique like repertory grid method [10] or natural grouping 
[10] was used as support for the elicitation of attributes. In the third step a refinement 
of attributes was done. Here, strong attributes were chosen out of all developed 
attributes according to two rules: First, attributes must be unique and each attribute 
must describe only one aspect of emotion. Second, the participants must be able to 
define the attribute in their own words. Hence, the participants had to write down a 
definition of each of the attributes left over for the final evaluation. For the sensory 
evaluation all generated attributes were printed out on paper together with 10 cm long 
                                                            
1 For example, as it was the case in this study, the participants are asked to describe the 
emotional impact of different movies or photos. 
80
4         Liebetrau et al.  
 
scales, labeled with “min” and “max”2. These individual score cards, one for every 
test item, were used for the evaluation of all test items, which were presented 
randomly one by one. The subjects were advised to mark the perceived strength of 
each attribute for each test item.  
3.2   Test Items 
Experiment 1: The test items consisted of eight specifically designed major/major 
and minor/minor chord combinations, derived from the circle of fifths (see Figure 1). 
Each item consisted of two chords played one after the other: C/F, C/G, C/B, C/D♭ 
(major), as well as c/f, c/g, c/b, c/d♭ (minor). These are the two chords located next to 
C (F and G), and the ones furthest away (B and D♭). To assess the selection of 
suitable test stimuli, in terms of their degree of emotional impact, these musical 
phrases were also varied in instrument choice and tempo. Their length varied, 
depending on instrument choice and tempo, from approx. 2.5s to 7.5s. The decision to 
use these basic musical structures was made in order to exclude as many other 
variables as possible, including familiarity with well-known musical pieces.  
 
 
Fig. 1. Circle of fifths. (from: en.wikipedia.org, licensed under CC BY-SA 3.0) 
 
Three different instruments were used: Violin, piano, and synthesizer. Violin was 
chosen because of the possibility to induce sad emotions [12]. Former studies indicate 
that artificial instruments, e.g., a synthesizer, can lead to a decreased recognition of 
sad emotions [12]. Piano was chosen because of its broad usage and popularity in 
other studies, i.e., to allow comparability [13]. Furthermore, three different tempi (30, 
                                                            
2 Where “min” means that the attribute is not perceived at all, while “max” refers to its 
maximum pronounced form. 
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70, and 120 bpm) were used as conditions. The previous FCP study [8] used 30 bpm 
only and indicated that this tempo already induces a slightly sad emotional offset, so 
this tempo was used in this study for comparison. 70 bpm was chosen as it is close to 
resting heart rate and can be seen as a “normal” state of activation for the listener. 120 
bpm is a common tempo for modern dance music as well as for modern marches 
(“march tempo”) and can be regarded as more activating. This results in a total set of 
72 musical phrases. 
Experiment 2: Several participants of experiment 1 mentioned that the test items 
appeared to be too short for eliciting distinctive emotions. The second experiment 
therefore aimed to investigate whether longer test items were perceived differently. 
New items were created according to Table 1. As the first experiment took the 
participants nearly 60 min. on average, it was decided to use fewer items to 
compensate for the longer item length. Only two different tempi (70 and 120 bpm) 
and only one instrument (synthesizer) were used. The item length ranged from 6s to 
10s. The reduced set of 16 test items led to a much shorter rating time of only 15 min. 
on average.  
Table 1.  Chord combinations used in the second experiment. 
Item number Chord combination 
1 C-G-C-F-C-G-C-F-C 
2 a-e-a-d-a-e-a-d-a 
3 C-A-C-D-C-A-C-E-C 
4 a-f#-a-b-a- f#-a-c#-a 
5 C-F#-C-B-C-F#-C-D♭-C 
6 a-d#-a-g#-a-d#-a-b♭-a 
7 C-E♭-C-B♭-C-E♭-C-A♭-C 
8 a-c-a-g-a-c-a-f-a 
3.3   Test Panel 
In the first test 24 subjects, 9 female and 15 male, participated. The average age was 
24.8 years.  
The number of subjects in the second experiment was 10, with an average age of 
24.7 years. Half of the participants were male and the other half female.  
Any participant took part in only one of the experiments. Although some subjects 
reported slight hearing damages, none of the subjects were rejected from test 
participation and analysis. 
4   Experiment 1 
The first experiment aimed at assessing the selection of suitable test stimuli and a 
general re-evaluation of FCP for the assessment of emotional impact while listening 
to musical phrases. 
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4.1   Test Facilities 
The tests were conducted in the Audio Lab at Ilmenau University of Technology, a 
room compliant to ITU-R BS.1116-1 [14], to EBU 3276, and to DIN 15996. Its exact 
dimensions are 8.4m x 7.6m x 2.8m. Two identical Genelec 1030A loudspeakers were 
used in the test, placed on stands at ear height of the seated subjects. Participants were 
seated in the sweet spot position in front of a desk with a flat screen monitor, 
keyboard, and mouse. The arrangement of the speakers and the listening positions are 
in accordance with ITU-R BS.1116-1. 
4.2   Test Procedure in Detail 
Introduction: Each participant received a short introduction about the test in general 
and the test method FCP. They were handed out a privacy policy and had to fill out a 
short questionnaire regarding demographics, musical knowledge, and their current 
mood. For a better understanding of the attribute elicitation and listening task, each 
subject was asked to imagine two different (known) movies and to verbalize the 
differences in the emotions they associated with them. The supervisor took care to 
avoid giving predetermined attributes that might influence them in a certain direction. 
 
Attribute Elicitation: During this stage, each participant assessed a representative 
selection of 16 of the final test items, that is one item for each instrument, tempo, and 
key, and wrote down the verbal descriptors with which they would have to rate these 
items in the fourth part (attribute rating). A graphical user interface (GUI) was used, 
allowing the subjects to listen to each item as often as they wanted. During this part, 
the supervisor left the room for the control room, in order not to disturb the 
participant. The participants were seated in a 90° position to the control room 
window, thus the supervisor remained available, either via eye contact or a 
microphone connection.  
 
Attribute Refinement: After the participant signaled that he/she was done, the 
supervisor and the participant reviewed the attribute list together. The participant 
decided if some words could be summarized to one single term or should be renamed. 
After this, the participant was asked to give a brief explanation for each term, if 
possible. The attribute list was reviewed once again afterwards.  
 
Attribute Rating: Starting with a short rating test of 3 items and all of his or her 
attributes, each participant carried out a training task. In case the participant felt the 
need to apply changes, they were allowed to modify their descriptors one last time.  
After this, the actual test started, where each subject rated all 72 items with the 
complete set of their descriptors. The test allowed the participants to listen to each test 
item as often as they wanted, but it was not allowed to revise ratings of prior items. It 
was planned to have a rating software right from the beginning, but due to a computer 
failure the first 4 subjects did a rating on paper with a list of their attributes on the left 
and for each attribute a 10 cm long rating scale on the right side of the sheet. The 
scales were labeled with min and max. Later subjects carried out the rating with 
software. The design of the graphical user interface was similar to the rating sheets. If 
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participants took longer than 60 minutes, they were asked to take a break of 
approximately 10 minutes before they went on.  
4.3   Results 
The data was analyzed with a Multiple Factor Analysis (MFA) [15], a widely used 
method in sensory profiling. As each participant uses his/her own vocabulary, a multi-
dimensional perceptual space – the verbal descriptors representing the dimensions – is 
created. MFA is very similar to Principal Component Analysis (PCA)3: it compares 
the individuals’ perceptual spaces and combines them into a single global one. An 
MFA provides mainly two outputs: a) The mean location of the test items on the 
global space and b) the location of the verbal descriptors on these dimensions. 
 
Fig. 2. Graph of the first two dimensions of experiment 1 with an explained total variance of 
32%. Shown are the major and minor chord-combination groups and their respective 
confidence ellipses for the mean of each group. 
 
 
                                                            
3  In fact an MFA computes nested PCAs. 
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Figure 2 shows a graph of the first two dimensions with the mean location of the 
test items and confidence ellipses for the means of major and minor categories. The 
non-overlapping ellipses clearly indicate that these categories were rated significantly 
different. In total, the first two dimensions declare only 32% of the total variance of 
the original data. One reason for this could be that there was little agreement among 
participants.  
Still the arrangement of the test items on the first two dimensions is sensibly 
interpretable in several other ways beyond key4: All chord-combinations of each key, 
except the ones featuring B and D♭, were rated significantly distinguishable and were 
ordered from left to right on dimension 1 according to their distance to C on the circle 
of fifths (see Figure 1). 
 
Fig. 3. Word chart of the significant listener descriptors for the first two dimensions of 
experiment 1. The numbers behind the descriptors refer to the listener. 
  
                                                            
4 The respective graphs cannot be shown here due to space reasons, but are available on 
request. 
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The second dimension (y-axis) features the faster tempi and the synthesizer-sound 
on the upper part, while the lower part primarily contains the 30 bpm tempo and 
violin- and piano-sounds. The instrument synth was rated significantly higher than 
violin and piano, and 30bpm and 120bpm can be clearly separated in the second 
dimension. 
To identify the perceived emotions the participants associate with these 
dimensions, Figure 3 shows the respective word chart of the first two dimensions. 
Only those descriptors contributing to both dimensions with an R² ≥ 0.5 are plotted, 
hence not all descriptors of all participants are present. All verbal descriptors were 
originally given in German and translated by the authors, the English translations 
shown here may hence convey slightly different meanings. Word charts tend to be 
crowded, therefore Table 2 gives an overview of these attributes, ordered by 
participant. 
The first dimension (x-axis) features positive descriptors on the left side (excited, 
happiness, confidence, euphoria, harmonic, pleasant, calming, etc.), and negative ones 
on the right side (fear, horror, menacing, aggressive, irritating, unpleasant, depressed, 
etc.). This conforms very well with the concept of "valence" in emotional psychology 
[2, 4]. The second dimension (y-axis) does not contain many descriptors (which 
results in its low explained variance), but they are clearly interpretable: the lower part 
shows descriptors of low activity, such as: calming, pleasant, harmonic, but also grief, 
thoughtful, depressed and unpleasant. The upper part contains descriptors that are 
clearly active, for example, aggressive and excited. This again conforms with another 
well-known concept: arousal [2, 4].  
 
Table 2. Significant descriptors contributing to dimensions 1 and 2 of experiment 1. The 
numbers behind the descriptors refer to the listener. 
Attribute Attribute Attribute 
threatening claustrophobic_7 calming_18 
aggressive Euphoria_10 light_18 
depressed_2 Joy_10 cheerful_20 
cheerful_2 Power_10 Hope_20 
enthusiastic_2 self-confidence_10 thoughtful_20 
friendly_4 pleasant_10 Happy_End_20 
full_of_suspense_4 unpleasant_10 Grief_20 
weighing_down_4 bright_12 optimistic_20 
euphoric_5 worrying_12 threatening_21 
Joy_6 Agression_13 threatening_21 
pleasant_7 irritating_13 Confidence_23 
harmonic_7 bright_15 Fear_23 
confusing_7 euphoric_18 Horror_23 
unpleasant_7 eerie_18 
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5   Experiment 2 
Several participants of experiment 1 mentioned that the test items appeared to be too 
short for eliciting distinctive emotions. To assess the effect of longer test items a 
second experiment was conducted. The two experiments are comparable in their 
procedure, but in this second experiment we made a slight change to the preparation 
task for the attribute elicitation. The attribute election procedure itself stayed the 
same. Minor changes were the use of a different test facility room and test items. 
5.1   Test Facilities 
The tests were conducted in the Audio Lab at Fraunhofer IDMT compliant to ITU-R 
BS.1116-1 [14], to EBU 3276 and to DIN 15996. Its exact dimensions are 6.90 x 4.60 
x 2.70. Two identical K&H O-510 loudspeakers were used in the test, placed at ear 
height of the seated subjects. Participants were seated in the sweet spot position. The 
arrangement of the speakers and the listening positions are in compliance with ITU-R 
BS.1116-1. The changes in test facilities are considered not to bias the results. The 
room characteristic is in line with the room characteristics of the first experiment. 
Although the test equipment is not exactly the same like experiment 1, the same class 
of high quality loudspeaker was used for the tests. 
5.2   Test Procedure in Detail 
The general procedure of this experiment was very similar to the first experiment (see 
section 4): The introductory task of imagining two movies was replaced, because for 
some participants the task was too abstract and they had problems understanding the 
intention of the attribute elicitation task. Instead, participants were now handed out 
five different images5, which were taken from the International Affective Picture 
System (IAPS)6 database. They were asked to explain what emotions these images 
elicited and to verbalize the similarities and dissimilarities. 
5.3   Results 
Experiment 2 was analyzed in the same manner as experiment 1 (cf. Section 4.3). 
Figure 4 shows the graph of the mean location of the test items on the first two 
dimensions. It is apparent that the explained variance is higher (42.6%) than in 
experiment 1 (32%), which can be interpreted as a slightly higher agreement among 
the participants on what they perceive.  
 
                                                            
5  The images portrayed: 1) several woodlice, 2) a woman and a child close together, 3) a wolf, 
4) a rabbit, and 5) a lonely road through grass-covered plains.  
6  http://csea.phhp.ufl.edu/Media.html 
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Fig 4. Graph of the first two dimensions of experiment 2 with an explained total variance of 
42,6%. Shown are the major and minor chord-combination groups and their respective 
confidence ellipses for the mean of each group. 
 
Considering the position of the test items on these dimensions, the picture is 
partially similar to the one of experiment 1: On the first dimension (the x-axis), the 
left hand side contains all major chords except one, while the right hand side contains 
all minor chords except one. Furthermore7, the items are – as it was the case in 
experiment 1 – sorted according to the circle of fifths, with the neighboring chord-
structures on the left hand side and the opposing chord-structures on the right hand 
side of each key group. The location of the items on the second dimension (y-axis) is 
not as obvious as in experiment 1, but it can be noted that the items rated most 
positive on this dimension are the faster ones (120 bpm), while the most negative ones 
are the slower ones (70 bpm), and that these groups are significantly different. The 
word chart (Fig. 5, see p. 13) of the first two dimensions matches the item location 
chart: On dimension 1 (x-axis), positive descriptors can be found on the left hand 
side: happy, cheerful, euphoria, impressive, heroic, festive, etc.; negative descriptors 
                                                            
7  As before, the respective graphs cannot be shown here due to space reasons but are available 
on request. 
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are located on the right side of the axis: menacing, danger, loneliness, exhausted, 
thoughtful, etc. Compared to Figure 3 the second dimension (y-axis) is not that clearly 
marked as in experiment 1, but in general the more "active" descriptors (happy, 
cheerful, menacing) are located on the positive side of this dimension, while the 
negative side contains mostly "inactive" descriptors: heroic, festive8, loneliness, 
exhausted, thoughtful, etc. Again, Table 3 shows all the descriptors significantly 
contributing to the dimensions 1 and 2.  
 
Table 3. Significant descriptors contributing to dimensions 1 and 2 of experiment 2. The 
numbers behind the descriptors refer to the listener. 
Attribute Attribute Attribute 
boring_1 Suspense_4 cheerful_8 
not_harmonic_1 monotone_5 Depression_9 
heroic_2 menacing_6 happy_9 
euphoric_2 ominous_6 exhausted_9 
menacing_2 promising_6 Loneliness_10 
depressing_2 carefree_6 Euphoria_10 
Success_3 delighted_7 festive_10 
Danger_3 thoughtful_7 Party_mood_10 
annoying_4 sad_7 impressive_10 
 
In summary, the location of the items on these dimensions and the respective 
descriptors concur with experiment 1 in that the first dimension can easily be 
interpreted as "valence". In the case of the second dimension, it seems that the 
participants knew what they wanted to rate, but then had problems to actually discern 
the items. This is not surprising as the difference in activation between 120 and 70 
bpm is clearly much lower than the difference between 120 and 30 bpm, as it was the 
case in experiment 1. Nonetheless, the second dimension can easily be interpreted as 
"arousal". 
 
                                                            
8  In the case of "heroic" and "festive" it might be argued that these are active descriptors, but 
the German connotation of the original descriptors is more that of a ceremonial atmosphere. 
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Fig. 5. Word chart of the significant listener descriptors for the first two dimensions of 
experiment 2. The numbers behind the descriptors refer to the listener. 
6   Conclusion and Further Work 
In this paper, we propose and investigate FCP as a test method to overcome 
drawbacks of common self-report methods, to assess the emotional state of a subject 
during music perception. By applying FCP, subjects define individual attributes 
(emotional terms) by themselves. The rating of the intensity of the emotional 
experience during music perception is done with the help of adjective scales, where 
for each subject their individual defined attributes are used as labels. To prove the 
feasibility of FCP for the evaluation of emotions elicited by music and to assess the 
selection of suitable test stimuli, two experiments were carried out. 
The results of experiment 1 showed that the subjects rate the emotional impression 
according to dimensions of valence and arousal, which are commonly proposed by 
emotional psychology. Furthermore, simple major and minor chord combinations 
could directly be linked to the dimension of valence, with the participants being able 
to sort the chord-samples according to the circle of fifths. The second dimension 
features the faster tempi and the synthesizer-sound on one side, while the other side 
primarily shows the 30 bpm violin- and piano-sounds. This leads to the conclusion 
●
−1.0 −0.5 0.0 0.5 1.0
−1
.0
−0
.5
0.
0
0.
5
1.
0
Word Correl ion Plot
Dim 1 (28.29 %)
D
im
 2
 (1
4.
24
 %
)
boring_1
not_harmonic_1
heroic_2
euphoric_2
menacing_2
depressing_2
Success_3
Danger_3
annoying_4
Susp n e_4
monotone_5
menacing_6
omi ous 6
promising_6
carefree_6
delighted_7
thoughtful_7
sad_7
cheerful_8
Depression_9
happy 9
exhausted_9Loneliness_10
Euphoria 10
festive_10
Party_mood_10
impressive_10
90
14         Liebetrau et al.  
 
that the second dimension represents “arousal”. Although the detailed analysis shows 
clearly interpretable results, the results only declare 32% of the total variance of the 
system. This further leads to the conclusion that there is rather large disagreement 
between the participants on what they perceive, and the "least common denominator" 
is fairly small.  
Verbal comments of the participants led to the assumption that the musical phrases 
were too short to elicit emotion. Experiments examining the lower bound of length in 
which emotions can be perceived have been conducted, e.g., [19, 20], finding that 
excerpts as short as 250-500ms are sufficient to elicit emotions. However, these 
studies examined emotions on a very basic level, reducing the spectrum to a binary 
happy/sad decision [20] or neutral/moving [19]. Thus, it remains unclear whether 
participants are able to precisely classify their perceived emotions in a multi-
dimensional space with such short pieces. Furthermore, the studies used excerpts of 
classical and well-known musical pieces. This poses the question whether participants 
rated their actual perceived emotions or rather their remembered emotions based on 
familiarity. 
To prove the hypothesis that longer stimuli are more easily classified, a second 
experiment was conducted where longer test stimuli were used. While the items of 
experiment 1 consisted of two chords with a maximum item length of 7s were used, 
experiment 2 had items with nine chords per item and a maximum length of 10s. 
The explained variance of the first two dimensions in experiment 2 is slightly 
higher than in experiment 1 with 42.6%, which can be interpreted as a slightly higher 
agreement among the participants on what they perceive. In general, the results of the 
first experiment were confirmed. Unfortunately, the extension of the musical phrases 
did not lead to a significant higher explained variance.  
Although the results are easily interpretable and sensible, the low explained 
variances of the results are puzzling. One explanation could be that emotion is a very 
subjective experience, which is not easy to describe or indicate.  
Furthermore, the test method cannot solve the problem of awareness of an emotion 
as mentioned in [2, p. 210 et seq.]. When defining an emotion as consisting of several 
components, it is questionable which part of an emotion is accessible at all and which 
part is accessed in a self-report. This could be another reason for the low explained 
variance of the test results. 
FCP is able to approach two of the four problems raised by Zentner ([2, p. 210 et 
seq.], also see Section 2): Because no fixed responses are given, participants do not 
feel the need to comply with certain emotional concepts and will not feel demand 
characteristics. Secondly, the difficulties in verbalization of musical emotions are 
partly compensated by FCP’s ability to directly compare and group correlating 
descriptors of all participants. Hence, it is not so important that the participant is able 
to express emotions with a complex vocabulary, but rather that he/she is able to 
discern and rate the perceived emotions.   
To further investigate the dependency of the linguistic abilities on the rating and 
see if FCP really solves the addressed problem, we plan to conduct new experiments, 
using the same test items as in experiment 1. The next experiment will use a pictorial 
rating system called SAM (Self-Assessment Manikin, Fig. 5) [16], a common and 
well-researched rating system in emotional research. This rating system assesses the 
three dimensions valence, arousal and dominance in a non-verbal way and is thus 
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suited to be used by children and/or non-native speakers. The participants of this 
experiment will consist of “Amazon Mechanical Turk” (MTurk) workers9. This so-
called “clickworker”-platform allows to offer easy tasks that can be solved with a few 
mouse-clicks, such as annotation tasks, to registered workers. Amazon MTurk is a 
cheap and efficient way to have many test items annotated by a lot of people in order 
to build a ground truth. The results will be compared to those of the experiments 
already conducted. 
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Abstract. This paper will discuss the development of the SUM tool, a user 
library with a graphical user interface within the computer-aided composition 
environment of PWGL, aimed at the integration of image and sound. We will 
discuss its internal structure, consisting of image layers, mappers, and paths. 
We will explain the mapping process, from the retrieval of graphic data to its 
translation into audio parameters. Finally, we will discuss the possible 
applications of SUM in both image sonification and computer-aided 
composition, resulting from this structure. 
Keywords: image sonification, graphical computer-aided composition, open 
graphic score, structure 
1   Introducing the SUM Tool 
The SUM tool allows the integration of image and sound through a graphic user 
interface. It was originally developed as an audio-visual representation tool in urban 
planning [1], an applied discipline involving the spatial composition of temporal systems. 
The traditional use of multiple 2-dimensional graphic maps makes it difficult to represent 
dynamic flows, as well as synthesise multiple layers due to legibility constraints. Thus 
SUM provides a more temporal approach to spatial composition through sonification – the 
representation of data through auditory means [2]. 
 
  
Fig. 1. The sonification of multiple urban maps in the SUM tool 
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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Due to its design application, SUM supports both the importation and creation of 
multiple image layers (raster and vector) as data input. This data is then retrieved 
through the drawing of one or more vector paths over the areas of interest, and their 
graphic attributes mapped to sound attributes results in the generation of audio parts. 
Thus SUM supports a multi-dimensional spatio-temporal approach to image 
sonification, which sets it apart from other image sonification toolkits such as 
SonART [3].  
 
As a user library within PWGL [4], a widely-used Lisp-based visual computer-
aided composition environment, SUM can also be used as a graphical composition 
tool. PWGL’s internal music notation editor strictly allows the description of object-
based graphical scores [5], rather than the pixel-by-pixel exploration of a score as an 
image. Other graphical computer-aided composition environments, such as HighC [6] 
and Iannix [7], inspired by Xenakis’ UPIC system [8], support the drawing of graphic 
objects but are limited to a single horizontal time axis. However SUM, with its ability 
to create and read objects along multiple spatio-temporal paths, allows an image to be 
composed and played as an open graphic score from multiple perspectives.  
 
This paper will discuss the structure of SUM, which supports a multi-dimensional 
approach to both image sonification and graphical computer-aided composition.  
2   The Structure of SUM  
The SUM tool consists of three main components: images; paths; and mappers. The 
following section will explain each of these components and their inter-relationships.  
2.1   Images 
SUM uses images as data-sources. Each image is described by a ‘color-key’, in which 
each color of interest is allocated an arbitrary numerical value, to be referenced in the 
sonification mapping process. SUM supports the superimposition of multiple images, 
which allows the synthesis of overlapping graphic information, visualisable as a ‘3D’ 
matrix of data as shown in figure 2. A group of data-sources is called a ‘dataset’, from 
which any number of image layers may be drawn upon as data-sources in the 
mapping process.  
 
SUM allows the co-existence of raster and vector images. The flexibility of raster 
importation permits any visualization, including that produced by other software, to 
be sonified. The tool’s vector drawing ability allows it to be used as a computer-aided 
design tool, such as Adobe Illustrator or AutoCAD, with graphic changes able to be 
made internally.  
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Fig. 2. Visualisation of a ‘dataset’ of 2D images as a 3D matrix  
2.3   Paths 
A path is responsible for defining the connection between the graphic space and 
musical time. It is a spatio-temporal object consisting of the following qualities: 
location; direction; delay; duration; and speed. The path is drawn as a vector polyline 
by the user over the area of interest, and then assigned a speed and delay. SUM 
supports the co-existence of multiple paths of various speeds and delays. 
2.2   Mappers 
A mapper is responsible for defining the sound output of the mapping process. It 
translates the graphic attributes retrieved from the image into discrete audio events, 
defining the sound attributes of pitch, volume, articulation and timbre. The definition 
of each sound attribute is independent of another. Thus one mapper can refer to 
multiple data-sources. A group of mappers is termed a ‘mapper-group’.  
 
 
Fig. 2.  The SUM mapper: one possible definition of sound attributes by data-source 
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3   The SUM Mapping Process 
The SUM mapping process from image to sound is a two-fold process: graphic data is 
retrieved from a data-source by a path; it is then applied to a mapper for 
transformation into audio attributes.  
 
3.1 Data Retrieval  
 
The SUM mapping process is path-driven. Data is retrieved through the drawing of a 
vector path on an image, and the sampling of the image along this path. The vector 
path is rasterized according to Bresenham’s line algorithm [9] in order to break it 
down into discrete sampling points, while retaining the order of the points to 
determine the direction of the path along which the time progresses. Thus for a line 
extending upwards and to the left, the pixels would be sampled in the order shown in 
figure 3.  
 
 
Fig. 3. Diagram of Bresenham’s line algorithm, showing sampling order 
 
Each raster map image is then sampled pixel-by-pixel to retrieve the data of 
interest per each sample-point along the path. The user-defined start-time and 
playback speed determines the temporal structure of the mapping process. 
 
 
3.2 Parameter-Mapping  
 
After retrieval of the graphic information along a path, these values can be applied to 
a mapper in order to generate the desired sound attributes of an acoustic signal (pitch, 
volume, articulation, and timbre). The parameter-mapping process is defined by 
assigning a legend, from a given data-source, with a sound value. This can be 
implemented either directly through the graphic user interface or by using Lisp for 
more complicated mappings.  
 
Application of a path to a mapper produces a set of sound parameters, which can 
then be used to drive a wide-variety of internal or external instruments. PWGL has its 
own internal synthesizer as well as MIDI and OSC output. This allows connection to 
external sound synthesis engines such as Max/MSP and flexible possibilities for 
sound output.  
 
It should be noted that a path and a mapper are independent of each other in terms 
of data-source/s. Thus different mappings can be generated from the same dataset of 
data-sources. 
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4   The SUM Compositional Process 
This section will relate the SUM process to the compositional process. Here we 
introduce the concept of the SUM score, consisting of multiple SUM parts.  
 
A SUM part is a sequence of audio events, the qualities of which are defined by 
the retrieval of data from an image with a path, and applying this path to a mapper. 
Thus the generation of a SUM part is a path-driven process.  Application of multiple 
paths to one mapper will produce multiple SUM parts of the same timbral quality, but 
of variable temporal structure. Application of the same path to multiple mappers will 
produce multiple SUM parts of the same spatio-temporal quality, but of variable 
timbral qualities. Different combinations of paths and mappers allow the generation 
of numerous SUM parts from the same dataset. Figure 4 shows one possible network 
of paths and mappers producing a SUM score. 
 
 
Fig. 4.  An example of a SUM score - one possible network of paths and mappers 
5. Applications 
The flexibility of the mapping process established between image and sound has 
the potential for application in both image-based sonification and computer-aided 
composition. 
 
5.1 Image Sonification – Playing of ‘Visual Music’ 
 
The SUM tool, with its image-based input and user-defined mapping process, 
supports the sonification of any color-coded image. This means that any bitmap image 
can be sonified according to its own color-key.  
 
One artistic application is in the playing of ‘visual music’ – the generation of 
musical concepts such as rhythm through graphic means. One visual composition 
technique is through the spatial arrangement of colour, as explored by Piet Mondrian 
in his series of paintings entitled ‘Composition’ utilizing the primary colours of red, 
yellow and blue.  Here we demonstrate the sonification of his work Woogie Broadway 
98
6         Sara Adhitya and Mika Kuuskankare 
 
Boogie (1942-43), in which he attempted to express the musical rhythm of the ‘boogie 
woogie’ through colour, and in addition along a gridded structured resembling the 
streets of New York[10]. By separating the painting into each of its colours, and 
mapping each colour to a different sound parameter, such as pitch, volume or timbre, 
we can not only see but listen to this rhythm along each of the paths. 
 
    
 
Fig. 5. Sonifying the colour rhythms of Mondrian’s Broadway Boogie Woogie [10]  
 
Through the sonification of such visual artworks in SUM, we can explore the 
application of visual composition techniques to musical composition. We can also see 
the potential for SUM to play any image as an open graphic score. In the following 
section, we will demonstrate the use of SUM as a tool for computer-aided 
composition, leading to the generation of a graphic score. 
 
 
5.2 Computer-aided Composition – Generation of a Graphic Score 
 
The SUM tool, with its vector drawing capability, also supports the creation of 
graphic scores. The user-defined mapping process means that a composer is free to 
create his own graphic-sound vocabulary. It supports the creation of a multi-layered 
graphic score (ie. multiple spatial dimensions), and its playback from any direction, 
time and speed (ie. multiple temporal dimensions).  
As an example, we will show how the graphic score created by Rainer Wehinger for 
Gyorgy Ligeti’s Artikulation, can be generated in SUM and used to explore its 
playback.  
 
Fig. 6. A section of Wehinger’s graphic score for Artikulation (Ligeti) with accompanying 
colour-coded legend [11] 
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Wehinger represented each of Ligeti’s sound objects graphically, in terms of different 
forms and colors (see figure 9).  As different colors are read as different sound 
objects in SUM, we can structure our SUM score similarly.  
 
 
 
Fig. 7. A possible SUM score structure of Artikulation  
 
The subsequent reading of our SUM score, by any number of user-defined spatio-
temporal paths, frees it from its intended linear reading from left-to-right. As seen in 
figure 8, the same segment of Wehinger’s score can be played from different 
directions and at different speeds.  
 
             
 
Fig. 8. Different ways of reading Artikulation – linearly as a pianoroll or as an open score 
 
This opens up new possibilities for existing graphic scores to be played in 
alternative ways and to generate new musical results. 
6. Conclusions  
As seen above, the structure of the SUM tool supports the integration of image and 
sound in multiple spatial and temporal dimensions. Growing from the objective to 
sonify urban maps for a more temporal representation of urban systems, as seen in 
this paper, we can also use it to compose a multi-dimensional graphical musical score 
and play it back from numerous perspectives. The flexible structure of SUM allows 
the audio-visual representation of multiple spatio-temporal relationships in general, 
from an urban system to a musical score.  
 
Future improvements include the automatisation of the retrieval of the image color 
palette, and thus the generation of the color-key. We also aim to improve our path-
sampling approach in order to more accurately determine the duration of a path.  
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Abstract. For the majority of Chinese people, Gongchepu, which is the Chinese 
traditional musical notation, is difficult to understand. Tragically, there are 
fewer and fewer experts who can read Gongchepu. Our work aims to interpret 
Gongchepu automatically into western musical notation-staff, which is more 
easily accepted by the public. The interpretation consists of two parts: pitch 
interpretation and rhythm interpretation. The pitch interpretation is easily to 
solve because there is a certain correspondence between the pitch notation of 
Gongchepu and staff. However, the rhythm notations of Gongchepu cannot be 
interpreted to the corresponding notations of staff because Gongchepu only 
denotes ban (strong-beat) and yan (off-beat), and the notations of duration are 
not taken down. In this paper, we proposed an automatic interpretation model 
based on Conditional Random Field. Our automatic interpretation method 
successfully achieves 96.81% precision and 90.59% oov precision on a 
database of published manually interpretation of Gongchepu. 
Keywords: Musical notation, Gongchepu, interpretation, nature language 
processing, Conditional Random Field 
1   Introduction 
Chinese poetic songs are noted by gongchepu-Chinese traditional musical notation, 
once popular in ancient China and still used for traditional Chinese musical 
instruments and Chinese operas nowadays. A Gongchepu sample of Chinese poetic 
songs entitled 天净沙 Tian-jin-sha is shown in Figure1.  
As illustrated in Figure 1, the melodic notations of Gongchepu are noted at the 
right side of the lyrics, consisted of pitch notation and rhythm notations, which are the 
two basic characters of a musical notation. Therefore, the interpretation consists two 
sections, one is pitch interpretation and the other is rhythm interpretation. 
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Figure 1. Gongchepu of Tian-jin-sha 
For the pitch interpretation, we firstly introduce the details of pitch notations of 
gongchepu. Pitch of each note in gongchepu is denoted by 10 Chinese characters:合 
hé ,四 sì, 一 yī, 上 shàng, 尺 chě, 工 gōng, 凡 fán, 六 liù, 五 wǔ, 乙 yǐ. 
They are equivalent to the notes of solfège system: sol, la, ti, do, re, mi, fa, sol, la, ti.  
合 hé ,四 sì, 一 yī are pitched an octave lower 六 liù, 五 wǔ, 乙 yǐ. gongchepu is 
named by the character 工 gōng and 尺 chě.  
Once we take 上 shàng as the fixed pitch c1, the range of the 10 characters is g-b1. 
Gongchepu uses the following notations to note other notes in different octaves: 
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a) Octaves higher: a radical “亻” is added for one octave higher. For example, we 
use  “仩” to represent an octave higher “上”. Similarly, the radical “彳” is 
added to represent two octaves higher.  
b) Octaves lower: an attached stroke is added to the ending of stroke of the 
character to note an octave lower. For example, we use “v” to show an 
octave lower “上”.  
Likely, two attached parts are added to represent two octaves lower. 
  Based on the rule above, the pitch notations of gongchepu can be interpreted 
directly to the corresponding notations of staff.  
  For the rhythm interpretation, we explain the rhythmic rules of gongchepu. 
gongchepu denote the beats by the following notations: The mark “、” represents 
the stronger-beat which is called ban, while the notation “。” represents the off-
beat called yan. The marks are put at the upper right corner of the first note of a beat. 
Illustrated from Figure 2 which is written horizontally for convenient reading, we can 
see the notes separated into beats with the ban and yan.  
 
Figure 2. Ban and yan in gonchepu 
Rhythmic structure of gongchepu is formed by the regular combination of ban and 
yan. For example, the cycle of 1 ban and 1 yan forms a 2/4 mater and cycle of 1 ban 
and 3 yan forms a 4/4 mater. However, the duration of each note, which should be 
noted in staff, cannot be specified by the rhythmic mark of ban and yan. In this case, 
the rhythm notations cannot be interpreted to the exclusive corresponding notations. 
For example, if 2 notes are in 1 beat, it can be sung as  , or . If 3 
notes are in 1 beat, we could get 4 results: , , and . But 
whichever should be sung is not restrict by the rhythmic rules of gongchepu and can 
be improvised by the singers. Does this mean that the rhythm in Chinese music is not 
important as Sachs [1] suggested in his studies of the rhythms of world music? Yang 
[2] corrects this misconception with the view that in order to perform the music in a 
proper way, the improvisations should have a certain fixed pattern. In other words, the 
rhythm of Chinese traditional music does have a certain pattern while the notation of 
duration of each note cannot be seen in the gongchepu.  
Despite of all the analysis of the organizational structure of Chinese poetic songs in 
the past years, almost nothing has been published on the internal rhythmic structure. 
This is because there are few experts can read gongchepu nowadays, and they only 
teach a small group of students face to face.  
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In this paper, we proposed a stochastic model to interpret gongchepu into staff 
automatically. Dealing with the rhythm rules of gongchepu, the interpretation is 
similar to part-of-speech tagging in Natural Language Processing. This allows us to 
use Conditional Random Field to solve the interpretation problem. In recent years, a 
few musical notation researchers such as Qian [3] and Zhou [4] published their 
interpretation of the Chinese poetic songs collection, where the gongchepu is 
originally used. We implement our interpretation model on a database their published 
manually interpretation. 
The rest of this paper is structured as follows. We begin with modeling the 
interpretation problem in section 2. Section 3 introduces the features for the statistical 
model. Section 4 provides the experimental settings and results. Finally, we draw the 
conclusion and future discussion in section 5. 
2   Automatic Gongchepu Interpretation Model based on 
Conditional Random Field 
In this section, we firstly formulate the interpretations problem. With the 
formulation, the interpretation problem is transform to a sequence tagging problem 
which is similar in natural language processing. Then we introduce the most widely 
used natural language processing model including Hidden Markov Model and 
Conditional Random Field to solve the interpretation problem. 
2.1   Formulations of Rhythm Interpretation  
We begin to formulate the interpretation problem by reviewing the rhythm rules of 
gongchepu. The rhythm marks including ban and yan are put at the upper right corner 
of the first note of a beat. Thus, notes are separated into beats with the ban and yan. 
We denote the beat sequence by B1,B2,…,Bn Taking the “Tune of Fresh Flowers” as 
an example, beats separations are shown in Figure 3.  
 
Figure 3. Beat separation by marks of ban and yan 
However, the duration of each note, which should be noted in staff, cannot be 
specified by the rhythmic mark of ban and yan. In this case, the rhythm notations 
cannot be interpreted to the exclusive corresponding notations. For example, if 2 
notes are in 1 beat, it can be sung as  , or . We indicate the rhythm 
pattern of each beat by R1, R2, … , Rn.  
Interpret the notes beat by beat, the interpretation task is illustrated in Figure 4. 
In spite of the missing information of the duration of each note, the length of note 
duration in a beat is relatively fixed. Thus, rhythm patterns of each beat are limited. In 
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this paper, we conclude 37 patterns p1, p2,…,p37 which are used in Chinese poetic 
music. Thus, the value of Ri, i=1, 2, …, n is limited in the patterns set P={p1, 
p2,…,p37}.  
 
Figure 4. Interpret the rhythm beat by beat 
By the above denotations, the interpretation transform to a tagging problem: when 
the beats sequence {B1,B2,…,Bn} is observed, we are required to tag the sequence by 
the rhythm patterns from a limited set P. This is very similar to the sequence tagging 
problem in natural language processing.  
Once the features F(Bi)={f1(Bi), f2(Bi),.., fm(Bi)} of each beat are extracted, 
statistical language processing models such as Conditional Random Field can be 
applied to the interpretation. 
2.2   Hidden Markov Model 
HMM is well-understood, versatile and have been successful in handling text-
based problem including POS tagging Kupiec[5], named entity recognition (Bikel[6]) 
and information extraction (Freitag & McCallum[7]). In the rhythm interpretation, the 
HMM is constructed based on the following assumptions: a) The rhythm pattern 
sequence { R1, R2, … , Rn } forms a Markov Chain; b) The beats B1,B2,…,Bn are 
independent; c) for each rhythm pattern Ri, it only depends on its corresponding beat 
Bi. The graphical structure of HMM is shown in Figure 5.  
 
R1 R2 Rn 
B2 Bn 
... 
B1 
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Figure 5. Graphical structure of HMM in rhythm interpretation 
2.3   Conditional Random Field 
Dealing with the multiple interacting features and long-range dependencies of 
observation problems, we would be inclined to use Conditional Random Field which 
is introduced by Lafferty et al [8]. Conditional Random Field have been proven to be 
efficient in handling different language POS tagging such as Chinese (Hong,  Zhang, 
et al.[9]), Bengali(Ekbal, Haque, et al.[10])  and Tamil(Pandian & Geetha[11]), etc. 
Compare to HMM, CRF can handle the following undirected graphical structure 
which is shown in Figure 6.  
 
Figure 6. Graphical structure of CRF in rhythm interpretation 
Conditional Random Fields are undirected graphic models. Giving an undirected 
graph G=(V,E). Let C be the set of cliques (fully connected subsets) in the graph. 
Take the vertex of V as random variable we define the joint distribution of the vertex 
of V as follows: 
   


Cc
cX
Z
VP
1
                                            (1) 
Here, Xc is the vertex set of a clique c∈C and Z is the normalizing partition 
function. Ψ is called a potential function of c. The potential function can be described 
as the following exponential form: 
   





 
i
ciic XfX exp                                      (2) 
In the above model, the undirected graph consists of observations B1,B2,…,Bn and 
states R1, R2, … , Rn.  Cliques from the above graph consist of two consecutive 
vertexes which are separated into two classifications: vertex of two consecutive states 
Ri-1,Ri and vertex of each states Ri and its corresponding observation Bi. Thus, the 
exponential form of potential functions can be denoted as the following two functions:  
   





  
k
iikkii RRfRR ,exp, 11                            (3) 
and 
R1 R2 Rn 
B2 Bn 
... 
B1 
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According to the definition of (1), we get the conditional probability distribution:  
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Denoting: 
     






 
S
ii
T
jii
T
i BRRRZ
BZ ,,
1
212
                       (6) 
(5) can be written as: 
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Here fk is the feature function and gk is the state feature functions. λ1, λ2, … , λT, μ1, 
μ2,..., μT are parameters to be estimated from training data.  
To apply the above models, we should extract the features of each beat, which are 
discussed in the following section.  
3   Feature Selection for Automatic Interpretation 
Wise choice of the features is always vital to the performance of the statistical 
models. Chinese traditional music does not have harmony, polyphony, or texture. 
Thus, we only concern about the melody and select the proper features based on the 
opinions of the Chinese opera performance as follows. 
 Notes Sequence (NS): The higher and lower octave symbols expand the 
10 characters in gongchepu into 38 characters. Encoding these characters, 
we can get the original text features of the notes sequences. 
 Numbers of the Notes(NN): Sequence of the notes numbers forms the 
approximately rhythmic structure. Rhythmic pattern is usually related to 
the notes number of previous beat. In the example of “Tune of Fresh 
Flowers” in figure 5, we consider the third beat “,kkl” which is a three-
note beat and the previous beat has four notes. Therefore, it preferred to 
determine the rhythmic pattern as rather than to avoid a too 
compact rhythmic structure. 
 Pitch Interval Direction and Position(PIDP): The concept of “interval 
direction and position” is introduced by Williams(1997) for melodic 
analysis. Williams use “+” for rising direction of the pitch interval and “-” 
for the falling direction. Moreover, pitch interval is measured by 
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chromatic scale. For example, the pitch interval direction and position of 
the section of “Tune of Fresh Flowers” is illustrated in Figure 7. 
 
Figure 7.Pitch interval direction and position of “Tune of Fresh Flowers” 
4   Experimental Result 
The experiments of gongchepu interpretation were based on the gongchepu of Sui-
jin-Ci-pu collected by Xie[12] which collected poetic songs of Tang, Song and Yuan 
Dynasties of ancient China. Sui-jin-Ci-pu collected over 800 songs, but only a few of 
them have been interpreted. We trained our statistical models based on Qian [5]’s 
manually interpretation. We selected 60 songs from the 96 of Qian’s interpretation to 
set up our database. The database included 969 melody segments and amounted to 
6347 beats. According to the different number of notes within a beat, the beats were 
separated into 6 types. The dataset was randomly divided into two parts with similar 
distribution of different types of beats. 3174 beats were used as training data while the 
left 3173 were reserved for test. 
Table 1: Data size of gongchepu 
Numbers 
of notes with 
in a beat 
Trainin
g data size 
Testing 
data size 
Total 
data size 
1 1187 1017 2204 
2 1110 1322 2432 
3 647 676 1323 
4 210 152 362 
5 19 5 24 
6 1 1 2 
Total 3174 3173 6347 
Table 1 shows the data size of the gongchepu for training and testing. In the table, 
we can see there are only 24 beats with 5 notes and 2 beats with 6 notes. 99.59% of 
beats in the dataset have more than 4 notes. 
  Two method Hidden Markov Model (HMM) and Conditional Random Field (CRF) 
which were introduced in Section 2 are applied using three single features: notes 
sequence (NS), numbers of notes (NN), pitch interval position and direction (PIDP) 
and their combinations: NS+NN, NN+PIDP, NS+PIDP, NS+NN+PIDP. The 
experimental results of interpretation precision and oov precisions are shown in Table 
2.  
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Table 2. Interpretation precision and oov precisions 
 precision oov precision 
Features HMM CRF HMM CRF 
NS 84.34% 87.86% 47.85% 67.62% 
NN 83.43% 85.55% 68.43% 78.84% 
PIDP 84.82% 85.97% 57.92% 77.53% 
NS+NN 85.64% 89.67% 75.67% 80.23% 
NN+PIDP 86.74% 89.56% 77.28% 81.55% 
NS+PIDP 85.49% 89.89% 76.42% 79.88% 
NS+NN+PIDP 87.38% 90.05% 78.27% 82.03% 
The results from table 2 shows that CRF get better performance than HMM and 
achieve 90.05% precision and 82.03% oov precisions using the combination feature 
of NS+NN+PIDP.  
We analyzed the oov beat and found that most interpretation error occurred in 
handling the beats which have 3 notes. For example, is always misinterpreted 
into . 
After rhythmic pattern tagging, we can interpret gongchepu automatically. The 
interpreted staff of the gongchepu of 天净沙 Tian-jin-sha in Figure 1 is shown in 
Figure 8. 
 
Figure 8.Interpretation of Tian-jin-sha 
5   Conclusions and Future Discussions 
This paper proposed an automatic interpretation of gongchepu. We apply Hidden 
Markov Model and Conditional Random Field to solve the interpretation problem. 
Three single features: notes sequence (NS), numbers of notes (NN), pitch interval 
position and direction (PIDP) and their combinations: NS+NN, NN+PIDP, NS+PIDP, 
NS+NN+PIDP are selected for the interpretation model.  
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Experimental results showed that the precision of interpretation by CRF achieved  
90.05% and the oov precision was 82.03%. It will be very helpful for reading and 
singing the Chinese poetic songs noted in gongchepu. Furthermore, our work will 
have positive influence on the protection of the ancient Chinese traditional culture, for 
the number of the experts who are able to read gongchepu is decreasing and the way 
of singing Chinese traditional poetic songs will most likely fade in the following 
generations. 
Obviously, the sample size of the gongchepu database (6347 beats) is much 
smaller than the corpus in NLP. However, music is more abstract than natural 
language, and music is an easier way for listener to understand and accept, while 
natural language may cause many unpredictable misunderstandings. Thus our work, 
training on the musical notation database, which is much smaller than the NLP corpus, 
is still credible. 
Melodic features only bring a superficial knowledge in understanding the rhythm 
of gongchepu. Actually, Chinese language plays an important role in the development 
of Chinese music. Thus in the further research, we will take the linguistic features in 
consideration.  
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Abstract. The main topic of this paper refers to how music communicates and 
to what it communicates, either considering or not the usage of modern 
technologies. Based on the categorisation of music dramaturgy proposed in 
one of his pasts articles [1][2], the author sets the main focus on what happens 
in the mind of listeners (perception) during a performance (and afterwards) of 
music rather than considering only the perspective of the creator (intention). 
Thus, the article not only connects the fields of neuroscience with that of 
semiotics, but also is a reflection from a philosophical perspective of how the 
dramaturgy of music affects the perception by arousing reactions (emotions 
and thoughts) in the audience. 
Keywords: Dramaturgy of Music; Music semiotics; Neuroscience; Prototype 
Theory; Exemplar Theory; Multiple-Trace Memory model; Categorisation. 
1   Introduction 
The subject of music dramaturgy has been treated across time in different ways 
and from different perspectives; in the last two decades Landy and later Weale 
have performed a fundamental research in the field [3][4][5]. The research 
presented in this article, although related to Landy and Weale, focuses on music in 
a general and broader sense. Fundamentally, the research I have carried out so far 
[1][2] includes questions seeking for the clarification of, for example, how the 
relationship creator-listener works in musical situations or, what happens in the 
mind of the listener whilst perceiving a piece of music. The research presented 
herewith is therefore a further development of the classification of music 
dramaturgy presented in my article Music and Technology: What Impact Does 
Technology Have on the Dramaturgy of Music? [1]. Figure 1 summarises the 
complete typification of music dramaturgy proposed therein. For the current article 
though, the main subject focuses specifically on the relationship between music 
and human reactions, giving special attention to how the human brain reacts to 
musical stimuli.  
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Fig. 1. Music dramaturgy: different types and subcategories.  
2   Music as a Means for Communication: Musical Discourse and 
Human Reactions in a Musical Communication Chain 
To begin with, it is important to define exactly what is meant with music and music 
dramaturgy in this context. Even though the concept of music has been defined and 
redefined across time, the following definition by Levitin is not only rather 
comprehensive and clear, but it also addresses my fundamental concerns as a 
composer, especially considering how human perception regards some sounds as 
musical or not:  
The difference between music and a random or disordered set of sounds has to do with 
the way these fundamental attributes combine, and the relations that form between them. 
When these basic elements combine and form relationships with one another in a 
meaningful way, they give rise to higher-order concepts such as meter, key, melody, and 
harmony. [6] 
In [1], I have already defined the dramaturgy of music as:  
As we can see, the word ‘dramaturgy’ has its origin in the German word Dramaturgie 
and its roots can be found in the ancient Greek word dramatourgia. However, the main 
term to consider should be drama: its meaning is always related to the concepts of 
‘action’ or ‘event’. Aristotle, in chapter 3 of his On the art of poetry, describes drama as 
something ‘being done’. The word dramaturgy implies the actual composition or 
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‘arrangement into specific proportion or relation and especially into artistic form’ as 
well as the knowledge of the rules for gathering these concepts onto a (normally) known 
and preconceived structure (originally, the Greek tragedy was meant hereby). 
Ultimately, we can define the dramaturgy of music as the way in which the creator 
and the listener represent in their minds the flow of a musical occurrence (that is the 
development of one sonic-event coming from a previous one and leading to the next), 
which constitutes an entity (ontologically) that as such is unique in itself, as might also 
be its mental representation (psychologically); however, both cases of ‘uniqueness’ 
might not be most of the time quite the same, as we shall see later. The series of sounds 
organised according to the rules of each and every musical ‘being’  (the word ‘being’ is 
here used ontologically, meaning anything that can be said to be immanently, as not 
always might we refer to a composition when confronted to music-listening, mostly if 
we consider music from outside the western culture), are the events involving an 
‘interesting or intense conflict of forces’, as seen above in one of the definitions of 
dramaturgy. And, as in the case of the original meaning of the word in ancient Greece, 
these forces do happen during a performance. The forces in place are the 
emotions/thoughts aroused by the sounds of the performance, which produce a mental 
representation of what is occurring in the piece of music: its emergent dramaturgy.  
From this definition, we can infer, that the subject of human emotions is core to 
the field of music dramaturgy. Following the definition of music given above, the 
‘basic elements [that] combine and form relationships with one another in a 
meaningful way’ are those which need to be communicated in a chain, so the next 
step is to present the communication process in a musical situation and all of the 
elements taking part in it. The following subsections give an explanation of the 
concepts of musical discourse, musical communication chain and human reactions.  
2.1   Dramaturgy in the Musical Discourse: The Communication Process  
Any imaginable type of music is capable of awaking in the listener reactions such as 
thoughts (i.e. mental representations of the sonic events and their subjective 
meaning) and emotions, all of which may or may not be in tune to the original 
intention of the creator of that particular music. Reception of music dramaturgy can 
only be possible if a communicative process is established. This process requires 
three elements for its existence: (a) actors involved in the communication process; 
(b) medium in which the dramaturgy will be carried; (c) human reactions. 
Fig. 2. Communication process in music: minimum elements required. 
Hence, in order for music to be in a position to express something, a 
communicative process must be established. In this way the creator of a certain type 
of music (generally, but not exclusively, the composer), delivers through a process 
(the musical performance, meant here in a broad and generic way), a musical 
discourse containing the main intentions, which will be finally perceived by a 
human-recipient (generally, an audience of listeners). In this communication chain, 
the reception may or may not equal the original intention; moreover, the perception 
of the musical discourse can even result (as explained in [1]), in a rather opposite 
Actors: 
Music-Creator 
Music-Recipient 
Medium: 
Musical Discourse 
Human Reactions: 
Emotions and Thoughts 
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understanding of the original intention conceived by the music-creator. 
Whichever the response of listeners to music may be, this response is generally 
called arousal in psychology, which is defined as ‘to rouse or stimulate to action or 
to psychological readiness for activity’ [7].1 According to this, the act of perception 
should produce in the listener diverse reactions, which can mainly be circumscribed 
to emotions and further thoughts or reflection of what has been listened to. Arousal 
is sometimes also referred to as activation [7].2 A communication chain emerges 
from this concept as represented in Fig. 3: 
 
Fig. 3. Music’s communication chain (first stage). 
If the listener is not in a position to experience any reaction at all, this will imply, 
that either the event being listened to contained no message at all (i.e. there is no 
musical discourse present) or the listener is not in a position to understand the 
musical discourse as such. In the first case, the absence of arousal is due to an 
objective failure in the chain, as the object missing is outside the mind of the 
listener. In the second, on the other hand, the absence of arousal is due to a 
subjective failure in the chain, as the musical discourse exists, but cannot be 
understood by listeners due to diverse causes such as, for example, cultural 
background. This paragraph by Berio clarifies the matter further, mostly at the end: 
Music must be capable of educating people to discover and create relations between 
different elements (as Dante said in the Convivio, ‘music is all relative’), and in doing 
that it speaks of the history of man and of his musical resources in all their acoustic, and 
expressive aspects. I'm interested by music that creates and develops relations between 
very distant points, and pursues a very wide transformational trajectory (....). The 
listener has to be aware that there are different ways of grasping the sense of that 
trajectory (....).3 
If there is no arousal (a complete absence of any reaction), regardless of which of 
the two cases mentioned above is considered, the result will undoubtedly be a 
complete failure at the very core of the basic communication principle. If music 
should contain and express a certain type of dramaturgy [1], the first case should not 
be possible, as the musical discourse must be indeed present at every musical 
                                                
1 Encyclopaedia Britannica Library - 2004: Arouse [7]. 
2 Activation: also called arousal in psychology, the stimulation of the cerebral cortex into a 
state of general wakefulness or attention. Activation proceeds from various portions of the 
brain, but mainly from the reticular formation, the nerve network in the midbrain that 
monitors ingoing and outgoing sensory and motor impulses. Activation, however, is not the 
same as direct cortical stimulation by specific sense receptors, such as being awakened by 
noises. It involves, rather, a complex of impulses that are both internal and external to the 
body. (Encyclopaedia Britannica Library - 2004: Activation) [7]. See also Chapter 9 of [8], 
written by Simonton, which deals with the subject too. 
3 Luciano Berio: Two Interviews with Rossana Dalmonte and Balint Andras Varga [11]. 
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manifestation, regardless of whether understood or not by the listener. The second 
case however, does happen and rather often; this is mostly due to diversity of the 
cultural backgrounds of different listener types. But, paraphrasing Berio, if people 
can be ‘educated’ in this sense, this case may only be circumstantial and not final. 
Having said that, in the case in which the musical discourse is both present and 
understood as such by the listener, this implies the presence of a (musical) 
communication process and therefore, by reacting to these stimuli, listeners can 
connect an external musical discourse to their own interior and personal world (or 
phaneron, to use Peirce’s terminology [9]) The next step will be their own 
understanding of the event. Landy, based on Nattiez adds the following: 
Nattiez has offered a useful definition of meaning for an individual apprehending that 
object, as soon as the individual places the object in relation of his [or her] lived 
experience-that is, in relation to a collection of other objects that belong to his or her 
experience of the world. [4] 
The music-creator is who exposes the music work openly from the inside to the 
outside, as it is only outside the self that any work can be contemplated, regardless 
of whether by other listeners or by the him/herself.4 As music is a temporal act per 
se (it happens during time), it can be inferred that a musical discourse cannot happen 
without the following two dimensions: space (the outside world) and time. The 
contemplation of a piece of music will happen inside each ‘music-recipient’ in a 
physical space during a determined lapse of time. It is through this contemplation 
that the dramaturgy of the musical discourse may become apparent. This implies that 
the recipient has to be acquainted with the type of musical discourse listened to, 
which brings us to the subjects of cultural background, expectation and mental 
contours5. As the brain adapts itself in a very early stage in life (as early as inside the 
womb), it stores information of the surrounding world in the long term memory, 
what helps later in life to recall well known contours (e.g. in music: harmony, 
melody, rhythm, etc.). This leads to expect due to previous knowledge similar 
results in new, never experienced before but yet similar musical contours. [6] The 
general cultural background of each individual will have similar results in how to 
imagine the music heard by relating to already learned contours. If the models or 
contours are known to the listener, the brain can predict and even be predisposed to 
understand the dramaturgy of a given music by comparing it with previous 
experiences. Cognitive science describes this as a mental schema: a framework 
within which the brain places (stores) standard situations, extracting those elements 
common to multiple experiences [6]. In music appreciation, familiarity (what creates 
the network of neurons in the brain forming the according mental schema) brings the 
listener’s attention onto music styles that the brain may or may not recognise. Even 
if the listener will generally not be familiar to every piece of music listened, those 
mental schemas may guide the brain to form new neural connections to recognise 
new elements with which it is, partially or totally, not familiar. This expectation can 
be broken with surprise if new elements appear (elements unknown to the listener’s 
brain), and depending on how they are combined in a piece of music, the schemas 
coming out of this appreciation may be stored in the brain and be recognised in 
future auditions of the same piece or even others, which share similar characteristics. 
Therefore, expectation plays a crucial role in whether recognising or not what is 
                                                
4 The creator can also be the end-recipient, when it comes to the reproduction of own music. 
5 Contour: ‘the general form or structure of something’. Term used also, to determine some 
‘meaningful change in intonation in speech’. [10] 
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being listened to. Hence, it suffices to be in such a position as to perceive the 
musical discourse as a musical event and not as a mere conglomerate of sounds 
without any connection between them. The listener is required only to possess some 
basic information (mainly through expectation, regardless of its degree), which will 
enable him to recognise that he is being confronted with a musical event and not 
with something else. Here, the listener’s cultural background plays an eminent role. 
The concept of what music is has changed through the passing of time; however not 
only time is of vital importance here, but also where (referring to style and culture) 
the music may have originated. Nonetheless, for listeners to understand a musical 
discourse capable of arousing emotions and reflections, all of which will develop a 
dramaturgy in their minds, it is a prerequisite for them to understand that what is 
being perceived is music and nothing else. Thus, the logical consequence is that this 
type of dramaturgy on the listeners’ side is a subjective occurrence inside their 
minds originated in the act of listening. This, in spite of such a representation having 
its origin in an external source, the music itself, which, through the musical 
discourse carries an inner expressive intention given subjectively by its creator. This 
subjective intention though, does not need to be apparent (and in many cases, it may 
well not be) and is in many cases unknown to the listener. Berio’s following 
statement sheds some light on the matter:  
My listener will have the possibility to understand the music in different ways: in a way, 
if he succeeds in deciphering the references; in another way, if he is not familiar with 
them.6 
Following this idea (similar to Weale’s concept of intention/reception [5]) and 
applying my personal reflections both as composer and music-listener, is that I 
proposed in [1] two main categories of music dramaturgy, which were summarised 
in figure 1 above. Thus, these categories two can be defined as:  
- Intrinsic or inner music dramaturgy: the inherent message that the musical 
discourse carries within itself, which can be identified during the time of conception 
of any type of music, in which the creator models his intentions into a musical 
discourse.  
- Extrinsic or emergent music dramaturgy: which is activated in the recipient’s 
mind by the act of listening. This dramaturgy arises only through the contemplation 
of music and may or may not be the same dramaturgy carried by the music being 
listened to (the one intended by the creator). It becomes apparent only after human 
reactions have been aroused in the listener’s mind. Figure 4 shows a complete chart 
of the communication chain, as explained in this section. 
 
Fig. 4. Music’s communication chain (complete chart). 
                                                
6 Ivanka Stoianova. Luciano Berio. Chemins en Musique, Paris 1985 [12]. 
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As already mentioned, music, opposed to some other types of art, depends for its 
existence on an external and objective time: it is a ‘process’. The communication 
chart (Fig. 4) represents the process in which music happens, and it requires time to 
exist. Time however, may imply here a double connotation: there is an actual time, 
in which the performance of music occurs7, and yet another, from the perspective of 
the listener, which must be regarded as a relative value due to the subjectiveness of 
the situation. This concept is linked to the philosophy of Henri-Louis Bergson. 
According to Bergson’s (referring to time), duration is:  
[T]he development of a thought that gradually changes as it takes shape.... Time is 
invention or it is nothing at all. [13][14] 
Moreover: 
For … the philosopher, time is a free-flowing medium that depends for its perception on 
what is filling it. In Time and Free Will (1889), Bergson said that time could not be 
evenly divided as by a clock, whose measurement dissolves time into tiny points in 
space. [14] 
Further, to this, the concept of event cannot be ignored. An event is also a process 
and can refer to many fields, including those of philosophy. The following definition 
states that: 
Broadly understood, events are things that happen—things such as births and deaths, 
thunder and lightening, explosions, weddings, hiccups and hand-waves, dances, smiles, 
walks. Whether such things form a genuine metaphysical category is a question that has 
attracted the sustained interest of philosophers, especially in the second half of the 20th 
century. [15] 
In the field of Philosophy, a definitive and unique definition of event does not yet 
exist, and multiple theories co-exist. According to Kim [16], events are comprised of 
three elements: object {x}, property {P} and time {t}; by combining them using the 
operation {x,P,t} Kim states that events are defined. From the point of view of 
perception, the structure of an event must be discerned by recipients, who will save 
in their memory a certain amount of information about the contemplated event 
(depending on factors such as attention, concentration, previous experiences, etc). 
The structure of the event can be seen as its ‘dramaturgy’. If Kim’s theory is 
transferred to music, then a musical event can be regarded as a continuum across 
time of different combinations of sounds-and-breaks {x} gathered with a particular 
purpose {P}, at a particular time {t} The purpose {P} has a meaning, which may 
substantially change if, for example, an alteration in the order of events occurs. 
Thus, and even though the constitutive elements may still the same, their order in 
time is different, with an impact on the manner that music may be perceived and 
understood, and therefore, different human reactions arouse.  
The following subsections explain in detail the concepts of musical discourse and 
of human reactions, including emotions. 
2.2   Musical Discourse 
                                                
7 I refer hereby to the actual time outside our perception crafts. In the case of other types of 
art, such as plastics, even though a painting may induce some kind of dramaturgy, the 
painting in itself is ontologically timeless: the time of contemplation depends exclusively 
on a subjective act from the side of the recipient (for example, how long the recipient will 
be watching at it). In the case of music, there is an actual, objective time, determined by the 
duration of each performance. 
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Definitions of communication, such as ‘an act or instance of transmitting’ [10], 
include the concept of transmission. To transmit is usually defined as ‘to send or 
convey from one person or place to another’ [10]. In both cases, it is implicit that 
there is ‘something’ being transmitted. Caesar explains [17] that, in A Theory of 
Semiotics, Eco gives a special consideration to the relationship between the words 
‘communication’ and ‘signification’. Here, even though both concepts are different 
in their meaning, they are ‘not mutually excluded’ in the field of semiotics [17]. 
Further, Caesar makes clear, that the distinction on which Eco bases this concept 
relies on the fact that: 
…[S]emiotics is coexistence with signification which occurs only when the 
communicative act envisages a potential human addressee acting as an interpreter of the 
message (and not a receiver merely responding to a stimulus). [17] 
This implies that a semiotic of signification can exist without a semiotic of 
communication, but not inversely. Therefore, Caesar deduces that Eco includes a 
human factor in the chain, given the fact that signification, according to Eco, cannot 
occur if there is no human addressee interpreting the message. It is in this sense that 
my views about music dramaturgy and its communication chain are presented here: 
my main semiotic interests in music composition are its semantic8 and essentially, its 
pragmatic9values, rather than its syntax10. 
In music, the message interpreted by the addressee in the communicative act is 
the musical discourse, the main object of transmission in a musical situation. To 
discuss the musical discourse, it is of advantage to look at the definition of both 
words first.  
Discourse has several definitions, depending on the usage of the word. Related to 
music, these two definitions may be the closest: ‘formal and orderly and usually 
extended expression of thought on a subject’ or ‘a mode of organizing knowledge, 
ideas, or experience that is rooted in language and its concrete contexts’ [10]. 
The expression of thought or the organisation of ideas rooted in language exists 
through signs and symbols, which confer to the discourse its syntax and semantic 
aspects. This means, that by referring to musical discourse, we enter the domain of 
musical semiotics. Nattiez’s writings are arguably the main source to look for the 
concepts of musical discourse and musical semiotics. 
In contradistinction to human language, musical discourse does not strive to convey 
clear, logically articulated messages. For this reason, we may well ask whether one can 
speak of such things as “musical narrativity”. … Musical discourse inscribes itself in 
time. It is comprised of repetitions, recollections, preparations, expectations, and 
                                                
8 Semantics is basically the relationship between signs and what they refer to. 'The word 
"semantics" itself denotes a range of ideas, from the popular to the highly technical. It is often 
used in ordinary language to denote a problem of understanding that comes down to word 
selection or connotation.’ (http://en.wikipedia.org/wiki/Semantics) [18] 
9 Pragmatics is the relationship between signs and their impact on those using them. 'Studies 
how the transmission of meaning depends not only on the linguistic knowledge (for example, 
grammar, lexicon, etc.) of the speaker and listener, but also on the context of the utterance, 
knowledge about the status of those involved, the inferred intent of the speaker, and so on.'  
(http://en.wikipedia.org/wiki/Pragmatics) [18] 
10 Syntactics refers to the relationship between signs in formal structures. 'The study of the 
principles and rules for constructing sentences in natural languages. In addition to referring to 
the discipline, the term syntax is also used to refer directly to the rules and principles that 
govern the sentence structure of any individual language...'.  
(http://en.wikipedia.org/wiki/Syntax) [18] 
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resolutions, and in the realm of melodic syntax. [19] 
Applied specifically to music, the discourse should therefore be the means of 
carrying the musical expression. However, the expression intended by the music-
creator may or may not be understood by the listener as conceived, depending on 
each particular case. However, without a musical discourse it is impossible to 
establish the required communication act, as there would not be any element 
(message) to be communicated. This does not imply though, that a music discourse 
will make a particular composition more accessible or even will determine a unique 
and universal view to that particular piece of music (thus, determining the pragmatic 
level of its semiotic contents). On the contrary, this means that, on the one hand, 
each listener will understand the same composition and/or performance differently 
from others (with a wide degree of variation among them); on the other hand, as this 
understanding is absolutely tied to the cultural environment and personal 
background of each particular subject, it may not connect at all with the intention of 
the composer/creator. Nattiez says: 
If the listener, in listening to music, experiences the suasions of what I would like to call 
the narrative impulse, this is because he or she hears (on the level of strictly musical 
discourse) recollections, expectations, and resolutions, but does not know what is 
expected, what resolved. The listener will be seized by a desire to complete, in words, 
what music does not say, because music is incapable of saying it. Such things are not in 
music’s semiological nature. [19] 
Yet, the clearer the musical discourse of a piece of music (in its syntactic and 
semantic dimension), the better the reception that may be obtained from the original 
intention assigned to that music. In any case, communication (regardless of the level 
and degree of its understanding) has been established when a musical discourse is 
present, provided it can be understood as such. The understanding of it presupposes 
therefore the existence of Eco’s ‘addressee’ [17]. 
Music has been contemplated in the past from rather diverse angles. Kivy [20] 
explains how to interpret Aristotle’s definition of the Greek word µνµησιζ  
(mimesis, meaning imitation), when applied specifically to music. He starts by 
quoting Thomas Twinning’s interpretation of this word in his 1789 translation of 
Aristotle’s Treatise on Poetry. Kivy agrees with Twinning, that the word imitation 
should be understood as what was actually meant in its own time, closer to 
‘expression’ rather than the modern concept of ‘imitation’. As Kivy quotes from the 
Shorter Oxford English Dictionary, the definition for the word imitation is to ‘copy’ 
or to ‘reproduce’ and, moreover, it is a ‘counterfeit’ or an ‘artificial likeness’. 
Associated with this, Kivy also explains Aristotle’s claim in his Politics VII (1340a): 
here, what music does imitate is in fact ‘emotions and states of human character’. 
[20] 
2.3   Human Reactions  
Listeners react to the musical discourse in distinctive ways; these reactions include 
emotions. Unfortunately, the word ‘emotion’, which is generally associated with 
feelings, thoughts and behaviours, is quite ambiguous in meaning, and depending on 
which line of research is followed, a different understanding of the very concept of 
emotion will arise. Some lines of research have made synonyms of the words 
emotion and feeling. Furthermore, there seems to be neither an established 
procedure nor an agreement in the research community so far to define the number 
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and nature of a standard set of different categories of emotions [21]. For the purpose 
of this article however, I shall treat hereby emotions and thoughts as separate 
entities. 
In spite of this ambiguity, listeners’ reactions, specifically emotions, need further 
analysis because, even if emotions may be present in the majority of cases 
throughout the entire listening process (and, most likely, also beyond), they can be 
either the first reaction to the act of listening (previous to any rationalisation) or the 
reaction to some reflection about what has been listened to. This distinction can 
affect the entire communication process, and therefore, the perception of the musical 
discourse. Music is listened to at the very first stage through the senses (mainly 
through the sense of hearing), and this first reception arouses almost immediately in 
the listener some type of reaction, in many cases, an emotional reaction, which can 
be extremely variable depending on each particular situation. 
Some musical materials such as chords and melodies in western tonal music tend 
to produce some common emotional reactions in (at least) western audiences: just as 
an example, minor chords or even tonalities seem generally to be associated with a 
sad or melancholic mood, arousing a similar type of reaction. A piece of music, 
however, is a complex combination of different musical materials, such as chords, 
harmonies, melodies and even layers of sound. From the perspective of music 
semiotics, these elements isolated constitute the syntactic ‘signs’ of the musical 
narrative. When gathered together, the tension created by those elements is what 
may produce the understanding of and reflection on what has been listened to; after 
that, an emotional reaction may follow, which may not be the same as it could have 
been for particular elements of that piece (such as isolated chords, melodies, etc.), 
but an emotional reaction that arises from listening to the entire work. In other cases 
however, that tension may resolve directly in emotions, which then may influence 
the ulterior understanding of a work of music and are therefore prior to any 
reflection or thought. Hence, two situations can be distinguished, which I regard 
hereby as first and second cases of arousal in music perception: 
- reflection/thoughts  emotions (first case) and 
- emotions   reflection/thoughts (second case) 
Both cases relate to the empathetic listening behaviour by Delalande [22][1]. 
Sometimes, however, the arousal of emotions in the listener’s mind may not 
happen after reflection. In this particular situation, the dramaturgy that emerges is 
solely the consequence of reflection. The opposite however (no reflections after the 
emotions), is indeed rare, as our brain has evolved in such a way that it is 
programmed to imagine stories, thus reflecting on what it experiences. Muller [23] 
refers to the research in the 1970s and 1980s by Roger G. Schank, who examined the 
issue of how human beings think and further, how those thinking processes 
influence our behaviour; through this research, Schank attempted to develop 
artificial intelligence programmes for computers. This research concluded with the 
idea, that the human brain is programmed to think in terms of stories. Quoting from 
Muller’s article: 
A human brain may receive thousands of pieces of information daily. Most of it we 
can’t retrieve, even minutes later, while other information can stay with us for years, and 
we can easily recall it. Why? Because the information that we tend to remember is 
presented in the context of a story about the information, person, or event. [23]. 
In the cases in which emotions happen after reflection, they can however vary with 
the audition at different moments or situations (for example in a different mood) of 
the same piece of music (thus, with the same musical discourse). In these cases, 
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emotions can even induce the listener to a different understanding. Therefore, 
emotions can either be the consequence of the reflection on what was heard or the 
trigger to an interpretation. It mainly depends on the personal background and state 
of mind of each listener for one case or the other to happen. Furthermore, in the 
second case, thoughts can trigger further emotions, which may vary in some degree 
the former understanding, and changing it accordingly. The chain can go 
indefinitely. Thus, emotions can be two-fold, as they may predispose listeners to 
understand the music in a particular way by defining or at least influencing how, the 
musical intention can be perceived or they may be the result of that understanding. 
The understanding that emerges in the recipient’s mind can change from time to 
time depending on moods, cultural background, experiences of life, expectation, and 
so on, producing different reactions in the same person at different times, even in 
cases in which, the same piece of music (even in the same interpretation, or same 
recording) is being listened to.  
Research in the area of emotional reactions to music situations shows that in the 
last hundred years it has concentrated mainly (in some cases even exclusively) on 
the parameter melody. This can be observed in several cases, such as the writings by 
Budd [24] or Cohen (in [8], Chapter 11), even though the latter includes film music 
from a perspective that does not treat solely the melodic aspect. However, 
developments in music since the Italian Futurism in 1909, where other musical 
parameters rather than melody constitute the essence of some music, seem to be 
rather ignored or left aside. I refer here to cases such as electronic, acousmatic and 
interactive music: all these types not only work mainly based on concrete sounds 
and noise, but quite often their most likely constitutive musical parameters are 
timbre or sound spatialisation. Moreover, my disagreement with these analysis on 
music and emotions (such as Simonton’s in [8], Chapter 9) relies on the fact, that 
they do not only focus on the essence of the emotional reaction over melodic aspects 
of the music alone (ignoring other music parameters, such as harmonic tensions or 
timbre), but also, that this view implies to put the weight of the reaction on the 
music rather than on the listener. According to this view, syntactic, semantic and 
pragmatic values of music semiotics seem to be merged in the message and the 
messenger, with no regard to the fact, that its significant (pragmatic) value can only 
be analysed considering the addressee of this message, the listener.  
In some writings on music-analysis, some authors link their personal view of a 
work with the biography of its composer. Charles Fisk’s connected the famous left 
hand thrill in bar seven of Schubert’s B flat piano sonata with the composer’s 
supposed homosexuality [8]. This is actually a classic example of dramaturgy of 
music happening within the listener’s mind universe (its own phaneron, to use 
Peirce’s jargon [9]). In this case, the listener is Fisk himself. He does not speak 
about his emotions hereby though, and obviously, his vision of the work can cause 
major differences in the appreciation of Schubert’s sonata in other listeners. He 
conceives his analysis as a ‘story’ ‘a naively poetic description of what happens in 
the music’ [25]. Fisk concludes his article with the sentence ‘What Schubert’s last 
Sonata might hold for me’, adding the two last words to the title of the article.  
To summarise this section: human reactions are always related to the pragmatic 
aspect of musical semiotics, that aspect directly linked with the understanding of the 
link between the musical signs (musical syntactics) and their combinations (musical 
semantics) in a musical discourse. This is closely related to Peirce’s seminal work in 
the field of semiotics: according to Peirce, signs cannot have a definite meaning, 
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because meaning ought to be qualified continuously [7] 11. A musical discourse can 
be therefore understood only pragmatically, that is, after being experienced, and that 
experience conducts to human reactions of different type, of which emotions is one 
of the most common, but not the only one.  
2.4   Mind Games: Categorisation and Memory Retrieval  
Back in 1953, in his work Philosophische Untersuchungen, Wittgenstein discussed 
the matter of categorisation [18]12. As Levitin explains [6], Wittgenstein took the 
category ‘game’ and demonstrated that there is no unequivocal way of describing 
the word, and that this category could be subscribed to many different items, which 
all could be recognised as such, but which may not have a direct connection among 
themselves. This is against the way Aristotle analysed categories. In the Aristotelian 
thought, “categories were assumed to be a matter of logic, and objects were either 
inside or outside a category” [6]. This means, that they have to be clearly defined, 
and no fuzzy boundaries among them should exist. Game was Wittgenstein’s chosen 
category to challenge classical categorisation, but that can indeed happen with any 
other. In other words, what for Aristotle could only be black or white (something 
belongs or not to a given category), it lost after Wittgenstein its absolute meaning, to 
turn into a more comprehensive way of dealing with categorising, with the addition 
of all nuances in-between that the Aristotelian analysis was missing. Wittgenstein 
proposed that not definition but family resemblance is what characterises category 
membership [6].  
Wittgenstein’s approach to categorisation was further developed in the 70s by 
Rosch [26], with the Prototype Theory, which allows categories to have fuzzy 
boundaries: objects could be part of many different categories at once, depending on 
how the object is understood or considered. This theory suggests “the constructivist 
view, that an abstract generalization of the stimuli we encounter becomes stored” 
[6]. In other words, the abstraction of experience in the form of a prototype or 
tendency is what it is stored in the brain. This abstraction is contrary to record-
keeping memory theories, which say that every single action in our lives is stored in 
some part of the brain.  
Smith et al [27] proposed another view with the Exemplar Theory, based in the 
storage of specific instances (the ‘exemplars’ of the name). This theory puts the 
accent on the residual trace in memory, a record-keeping based theory. The main 
feature of this theory is that it brings context to the discussion: “Under it, details and 
context are retained in the conceptual memory system” [6]. This is the reason why 
this theory proposes that new information will be normally evaluated by comparison 
to existing categories and how closely the new information resembles already known 
members of the existing category.  
From 1997 onwards, research by Nadel [28] (among others), proposed a 
consolidation model, best known as Multiple-Trace Memory model (MTT), in 
which, both models seem to converge. MMT explains how the hippocampus is 
involved in both the storage and retrieval of episodic memory (vital therefore for 
understanding any kind of dramaturgy), while the neocortex is in charge of semantic 
                                                
11 Encyclopaedia Britannica Library - 2004: Peirce [7]. 
12 ‘Categorization is the process in which ideas and objects are recognized, differentiated and 
understood’. http://en.wikipedia.org/wiki/Categorization [18].  
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memory (what has also an impact on how to understand the dramaturgy of events). 
MTT actually takes elements from both the Prototype and the Exemplar models. 
Levitin explains, that  
[I]n this kind of models, each experience we have is preserved with high fidelity in our 
long-term memory system. Memory distortions and confabulations occur when, in the 
process of retrieving a memory, we either run into interference from other traces that are 
competing for our attention” …. “or some of the details of the original memory trace 
have degraded due to normally occurring neurobiological processes”. [6]  
MTT models indicate that potentially every single memory can be encoded in our 
memories. And this happens in many parts of the brain, not exclusively in one or 
two, what would explain why people suffering from amnesia, can remember some 
aspects of their lives and complete forget about others.  
In any case, one of the most interesting issues about MTT models is that they do 
preserve context, that is, not only the exact information of retrieval, but also the 
context in which it was acquired. This should be vital to the issue of dramaturgy of 
music and the way a listener categorises what is being listened, to elaborate a story 
of its own. As seen in section 2.2, the brain is specially fitted to create ‘stories’. The 
left part is mainly the one in charge of that function, and probably the region called 
orbito-frontal cortex [6]. Therefore, from the point of view of neuroscience, we 
might say that dramaturgy of music is the story that our brain imagines, a story 
triggered by the act of listening to music. Just like we instantaneously normally 
‘invent’ a story of someone we just met by reading the facial expressions, so do we 
too, when we listen to music. And if the human brain does indeed deal with 
categories at all times –and that is the way we come to understand the world every 
instant, by ordering our thoughts in different ‘files’– this process of categorisation 
cannot be the exception while listening to music.  
The subject of categorisation with regard to music dramaturgy can be linked with 
the Intention/reception project (IR) by Weale. This project “situates its primary 
point of departure in aspects of Landy’s research, in particular the issues of access 
and appreciation in E/A art music. It includes the development, enhancement and 
expansion of two of his concepts: the ‘something to hold on to factor’, and 
‘dramaturgy’ in E/A music” [5]. Even though this definition refers only to 
electroacoustic music, it can be actually used for any other type of music. I am 
mostly interested hereby in the concept of ‘something to hold on to factor’ and its 
link with the dramaturgy of music, as it appears to be directly related to 
categorisation. “Simply put, the ‘something to hold on to factors’ (SHFs) are those 
factors that a listener uses to make sense of and appreciate a particular work” [5]. 
Landy made a list of these with different categories [3][5]. In 2005, Weale 
established a new way of categorising the SHFs [5], enhancing the list proposed by 
Landy in 1994.  
Weale [5] puts the ‘dramaturgic information as a SHF’. I would hereby argue that 
this view seems to imply that the only way to understand the dramaturgy of this 
music is through the ‘dramaturgic information’ given by the author of the piece(s) in 
this research. Whilst in my own categorisation [1], I do not deny that most pieces do 
have a dramaturgic intention, and that it is vital for a piece of music to be understood 
as close to its author’s conception as possible, I also explain [1], that the emergent 
dramaturgy in the listener’s mind does not need be the one intended at all (and in 
many cases, it may not coincide at all). However, I totally agree with Landy and 
Weale in considering the title of the piece a SHF. Their research shows results that 
seem to prove that the title is a big help in orientating listeners in what they are 
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about to listen to. However, this does not mean that the title would reveal the entire 
intention of the piece. And further, it does not mean that this help would always be 
an aid to find a close understanding of the intended content; it is just a tool of 
orientation. My own categorisation of emergent music dramaturgy (Fig. 4), situates 
emotions and thoughts before the emergent dramaturgy in the communication chain, 
implying that the cultural and emotional baggage of the listener will interact with the 
input and produce a dramaturgy of its own. MMT, as explained above, seem to 
support this view. 
This said, SHFs can only work, if the brain –while listening to music- react by 
categorising what is being listened to with previous experiences (regardless of their 
context). This is directly related to the way information is stored in the brain, as 
categorisation cannot happen without a known and recognisable background. 
Memory theories are also linked to categorisation, as we saw above. Levitin explains 
with quite clearly selected music examples the two main ways of analysis: the 
constructivist theory (close to Prototype Theory mentioned before), which considers 
memory as an abstract generalisation of past experiences stored in the brain and not 
an accurate storage of all of them as the record-keeping theory accounts for 
(Exemplar Theory) [6]. One of Levitin’s examples in favour of the constructivist 
view, is that people are able to recognize a piece of music in different versions, even 
transposed to other keys, instrumentation, tempo and variations of its rhythmic (or 
even form) structure. On the other hand, contextual exemplars do exist while 
listening and ordering the listened experiences, and are also important. In this way, it 
is clear that MTT are more flexible models, as they try to incorporate both views, the 
constructivist (abstract) and the record-keeping.  
To explain how the role of categorisation can be linked to understanding music’s 
dramaturgy and human emotions, yet a further, deeper view into the brain’s structure 
is needed. It would appear, that perception and imagination share the same area of 
the brain. Since the mid 90s and using the help of EEG13, Janata, doctor in the fields 
of cognitive neuroscience and neuroethology, studied the relation between 
imagination and how the brain perceives sound. Janata explains [29]:  
‘Memories of previous sensory input and accumulated knowledge of how the sensory 
environment behaves are capable of shaping our perceptions of incoming sensory 
information. Similarly, moment-to-moment sensory input is capable of reshaping stored 
representations, especially when the recent information doesn’t match our expectations’.  
Levitin describes an experiment [6], in which he also took part. Janata placed 
sensors measuring electrical activity from the brain across the surface of the scalp of 
different test subjects.  
“… Petr and I were surprised to see that it was nearly impossible to tell from the data 
whether people were listening to or imagining music. The pattern of brain activity was 
virtually indistinguishable. This suggested that people us the same brain regions for 
remembering as they do for perceiving”. [6] 
SHFs may be therefore closely linked to memory issues and could be related to 
the brain reaction discovered by Janata and Levitin, because the fabrication of 
stories, as defined above, needs imagination, and listening would appear to share the 
same part of the brain as imagination. A further categorisation by the brain –whilst 
listening to music– of a particular SHF by the means of the contextualisation 
proposed by MTT should follow, linking different categories stored in the memory 
(and their contexts), to form a particular new story. This process should describe the 
                                                
13 Electroencephalography 
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way we imagine music while listening to it (or even after) and therefore, the process 
in which music dramaturgy emerges in perception and/or in memory and produces, 
as a consequence, diverse human reactions. It must be clarified though, that in the 
I/R project, this should apply only to ‘reception’, not to ‘intention’.  
4   Conclusion  
The semiotics involved in the musical discourse, mostly its pragmatic values, leave 
an imprint in the human brain and produce what it is called human reactions. These 
are mainly constituted by thoughts and emotions. 
The paper gave a thorough view of the effects those pragmatic values can have on 
the human brain, by including and explaining the concepts of mental schemas [6], 
the impact of expectation on them, the different theories about how the human brain 
categorises (and retains) what it perceives (and considered the MMT model [28] as 
the most adequate so far to explain those phenomena) and the innate ability of the 
human brain to imagine stories reflecting its experiences. Emotions and thoughts are 
therefore included in all of those reactions of the brain to the surrounding world.  
With regard to music listening in the field of music dramaturgy via a musical 
discourse, emotions have been categorised in two ways: either they may predispose 
the music-recipient to understand the music in a particular way (awake thoughts 
about what has been experienced emotionally) or they can be aroused by a previous 
understanding (reflection/thought) of that music. That means, that if the listener is 
not immediately emotionally involved during the reception of a musical discourse, 
then thoughts invariably will emerge, as we saw in how the human brain is always 
prepared to; therefore they are the reaction of the understanding of that particular 
music. In any of those cases they define (or at least influence) how, during the act of 
listening, the perception of the music’s intrinsic dramaturgy.  
Although the two cases exposed in section 2.3 are explained as being completely 
different, this is so only for the reason of categorisation and clarity. Thus, the most 
likely situation is that of a rather mixed situation (therefore closer to Wittgenstein 
rather than to Aristotle), in which the first option may be closer to reality than the 
second or inversely, the second closer to the first, but never completely and 
absolutely isolated. As described by Levitin [6] after his experiment with Janata, it is 
nearly impossible to tell the difference in the data if people were listening to or 
simply imagining music. The reason given, is that apparently imagination and 
listening share the same part of the brain. Despite the fact, that emotions are 
simultaneously aroused by other reasons, the main interest of this article relies on 
the fact that those emotions are linked to that musical imagination. 
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ENP-Regex - a Regular Expression Matcher
Prototype for the Expressive Notation Package
Mika Kuuskankare?
Sibelius Academy, Finland
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Abstract. In this paper we introduce ENP-regex, a prototype of a
regular expression matcher developed for Expressive Notation Package
(ENP). ENP-regex allows us to use the regular expression syntax to
match against several score attributes, such as pitch and rhythm. Instead
of writing the regular expression matcher from scratch we implement a
scheme where a thin conversion layer is inserted between an existing
Lisp-based regular expression library and ENP. The information sent
from ENP to the regex matcher is transformed into a textual format.
Similarly, the matches are converted into corresponding score objects.
The benefit of the present implementation is that potentially the whole
syntax of the regex matcher in question is at our disposal. We have im-
plemented a prototype of the regular expression matcher. In this paper
we present the current state of the system through examples.
Keywords: Regular expressions, music notation, scripting, music anal-
ysis and visualization
1 Introduction
In this paper we present an extension to Expressive Notation Package (ENP,
[8]) called ENP-regex. ENP-regex allows us to use regular expressions to match
against musical data, such as pitch and rhythm. Traditionally, regular expres-
sions are used for matching characters, words, or patterns of characters in strings.
Similarly, with ENP-regex, we are able to match notes, groups of notes and dif-
ferent patterns in an ENP score according to a given property.
Regular expressions and other string search algorithms have been widely
used in the music domain. Dovey [4] reports a regular expression like search
framework that uses piano-roll notations as a starting point. One of the most
notable music analysis applications, Humdrum [6], uses the regular expressions
extensively. The problems with representing musical attributes with text are
widely discussed in [3].
Our main motivation is to study the potential of regular expressions in the
context of ENP. We use symbolic music notation, not text, as a starting point
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the research.
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and use musical conventions, rather than textual, when describing the regular
expression patterns. This should make the system more approachable for musi-
cians. The mapping between the musical attributes and regular expressions is
done on the fly without any further actions required from the user.
A new scripting language is envisioned where any Lisp function could be
applied to the matching objects. Potentially, we could insert expressions, add or
delete notes, transpose them, etc. For example, an intelligent find (or find and
replace) extension could be implemented with the help of regular expressions.
One of the benefits of using regular expressions is that they are widely known
and used. The plan is to eventually integrate ENP-regex more closely into the
ENP tool-chain.
The rest of the paper is organized as follows. First, we discuss some of the im-
plementation issues. Next, we give some examples of real-world problems where
ENP-regex would prove to be useful. The paper ends with some discussion and
a list of plans for further development.
2 ENP-regex
ENP-regex is based on a library called cl-ppcre [1] which is a regular expression
library for Common Lisp. The ENP-regex matcher can be run in different do-
mains, currently pitch, rhythm, interval, and harmony (pitch-class set), to match
against several score properties. The user inputs the regular expression using a
slightly modified syntax (this will be discussed below in more detail). The target
score is encoded so that it can be processed by the cl-ppcre matcher. The results
returned by cl-ppcre (indices) are translated back to score objects, and, finally,
the action indicated by the user is performed. At this stage we mark the matches
in several different ways, such as inserting expressions, or simply by highlighting
the matches.
One of the key concepts behind the ENP-regex implementation is the idea of
a translator. A translator maps the desired score objects into a representation
that, in turn, can be used as an input to a conventional regex parser, which, in
turn, returns indices which are mapped back to score objects. Figure 1 illustrates
this process.
The regular expression syntax used in the case of ENP-regex is compatible
with that of Perl but slightly extended. Although it would be convenient in
our case, normally, we do not write a pattern as [60-66] to match all numbers
between 60 and 66. Therefore, for convenience, a small language extension is
provided which allows us to use a more musically oriented syntax when defining
the regular expression patterns.
For pitch, both absolute pitch and intervals, we use the MIDI note repre-
sentation, i.e., middle-C is represented by the number 60, and for rhythm the
fractional notation, e.g., 1/4 or 1/20 . Note that our MIDI note representation
is extended as it allows us to represent micro-intervals by adding a fractional
part, such as 0.5, for example, to denote a quarter tone. For harmony, we use
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Title Suppressed Due to Excessive Length 3
C1 C2 C3 C2 C4
“acdcb”
[c-d]+
Fig. 1. The translation of score properties into a representation that can be parsed by
a regular expression engine and back to score objects.
the pitch-class set notation following the conventions introduced by Allen Forte
[2], where the major triad, for example, is notated with the symbol “3-11b” and
the minor one with “3-11a”.
To distinguish the ENP-regex notation from that of regular expressions we
use a hash-mark (#) as a prefix. A pre-processor is implemented which translates
our customized regex syntax into the Perl compatible syntax. Thus, it is possible
to indicate, for example, a pitch range by writing it as [#60-#72] .
3 Examples
In this section we illustrate the potential of ENP-regex through examples.
Figure 2 shows our editor developed for testing the ENP-regex interface.
The first row gives the selectors for the property domains, i.e, pitch, rhythm,
intervals, and harmony. Using the next group of controllers we can select the
desired side-effect. “default” indicates that we want to highlight the matches
and “custom” together with the following text input field allow us to specify the
class name and the attributes of an ENP-expression [7], which will be applied to
the matches found in the score. The third row allows us to choose the matching
direction (this will be discussed in Section ??). Finally, in the bottom row the
ENP-regex pattern is given.
3.1 Phrases
We begin with a simple example that aims to illustrate the relationship between
regular expressions and ENP. The internal encoding of pitch (and other informa-
tion) is arranged so that the alphanumeric characters are reserved for attributes
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that are related to events, and the ’non-word characters’ are reserved for rests.
Currently, we do not distinguish between rests of different lengths, but treat
them as non-sounding events. Therefore, the ’alphanumeric characters’ symbol,
\w , in ENP-regex is used to indicate a note, and the \W , in turn, indicates
a rest. We provide this translation for convenience only and it does not attempt
to draw any further conclusions about the relationship of music and text.
In our first example (see Figure 2) we use ENP-regex to insert phrasing slurs
in the score, using the following regular expression: \w+ . This is a straight-
forward way of segmenting music according to the rests. We also use a custom
phrasing slur with some additional attributes (see, “SLUR :KIND :DASHED” in
Figure 2) instead of simply revealing the matches. The phrasing slur is displayed
in the score as a curve using a stippled pattern.
Fig. 2. The ENP-regex tool with the regex expression at the bottom.
Fig. 3. Inserting phrase marking (the two dashed slurs above the score) with the help
of ENP-regex using the pattern \w+. (Yesterday by The Beatles)
3.2 Pitch
In Figure 4, we give an example of ENP-regex in the pitch domain, where we
aim to reveal the extreme pitches in a passage written for the flute. The flute
spans form B3 to C7 and above. Here, the range considered as extreme is chosen
somewhat arbitrarily. The ENP-regex pattern to find and mark the ranges is as
follows: [#59-#60#90-#96].
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Fig. 4. Indicating extremely low and high pitches (the encircled notes) in the piece of
music for the flute using a pattern with low and high ranges: [#59-#60#90-#96].
Fig. 5. Articulation slurs inserted according to the interval between two consecutive
notes. (J.S.Bach)
3.3 Intervals
As an example of ENP-regex in the interval domain we attempt to add appropri-
ate articulation slurs to a small excerpt of music by J.S. Bach (see Figure 5). We
note that in the original there is a slur between two notes forming a descending
minor second interval. We define the interval pattern as #-1 and define the
slur expression as in Figure 3 but without the extra attributes (:kind :dashed).
Figure 5 shows the slurs inserted with the help of ENP-regex.
3.4 Harmony
The example shown in Figure 7 is a small excerpt, prepared by the Finnish
composer Kimmo Kuitunen, called “6-Z47B”-blues. Here, we use ENP-regex
in the harmony domain to locate certain sonorities, namely the “mother” set-
class 6-Z47B and the set-class named 5-35 (a chord consisting of only perfect
fifth intervals is possible to construct using the set-class 5-35). The ENP-regex
is given in Figure 6. This example demonstrates the ENP-regex can also be
executed in non-metrical context.
3.5 Repetitions Using Back-references
Our final example in this section deals with repetitions. Here, we use a regular ex-
pression construct, called a back-reference, which is defined as follows: (.+)\1+ .
The matching is done in the harmony domain. In Figure 8 the matching har-
monies are indicated by enclosing them inside boxes. Note, that harmony here
is a harmony class, thus it does not have anything to do with a particular set-
ting or voicing. This simple pattern finds repeating series harmonies. The first
of the matches is an alternating pattern between two different harmonies, and
the latter two matches represent static repeating harmonies.
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Fig. 6. ENP-regex in the harmony domain aimed at finding and marking specific har-
monies in the target score.
Fig. 7. The harmonies 6-Z47B and 5-35 marked in the score by Kuitunen.
Fig. 8. Harmonic repetitions revealed with the help of ENP-regex using back-
references. (Prokofiev: Peter and the Wolf)
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4 Future Development
There are several improvements in the planning. First, we should develop a user
API for creating custom mappings to any score property, e.g., ENP-expressions.
Second, we should support iterating over higher-level objects than notes.
The user could be presented with a choice between notes, chords, and measures,
for example. This way we would be free of adding any complexity in the regex
pattern, in terms of dealing with the beat boundaries, for example.
Third, we should augment the regular expression specification of ENP-regex.
Several additions are planned, such as specifying the matching direction, e.g.,
right-to-left or bi-directional matching, and incorporating loop-like constructs,
such as the beginning index of the matching, step, etc. The latter would allow
us to use regex matching to insert, for example, interval n-grams into the target
score. n-grams have been have been widely used in text retrieval and are also
proposed for MIR applications, for example, in [5].
Finally, the regex matchers could potentially also be combined. It should be
investigated if there is a feasible way to logically combine the results. A simple
intersection might not be enough, as, for example, a regex [60-67]{4} would
not necessarily be true, when an intersection is taken with the results returned
by the regex 1/4+ executed in the rhythm domain, etc. However, it would
be interesting to provide users with the choice as it would allow us to make
multi-parameter regular expression matching.
Finally, our regex implementation could also potentially be coupled with the
existing pattern matching language of PWGLConstraints[9], thus allowing us
to use both syntaxes interchangeably. Some patterns would be more easily ex-
pressed using the regex syntax, rather than that of our backtracking constraints
system.
5 Conclusions
This paper presents ENP-regex, the prototype implementation of a regular ex-
pressions matcher for the Expressive Notation Package. Currently, ENP-regex is
able to use most of the regular expression syntax and can match against different
types of score information, such as pitch, rhythm, intervals, and harmony.
The most interesting applications of the present work can be found in the
domains of music information retrieval, scripting, and computer assisted com-
position and analysis.
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Abstract. 170 participants were played short excerpts of orchestral music and 
instructed to move a mouse cursor as quickly as possible to one of six faces that 
best corresponded to the emotion they thought the music expressed. Excerpts 
were analysed and the musical cues coded. Relationships between the number 
of cues and participants’ response times were investigated and reported. No 
relationship between the number of cues available to the listener and the speed 
of response was found. Findings suggest that the initial response to ecologically 
plausible musical excerpts is quite complex, and requires further investigation 
to provide emotion-retrieval models of music with psychologically driven data. 
Keywords: Music, emotion, modelling, initial response, cue utilisation, 
response speed 
1   Introduction 
Modelling emotional responses to music has developed considerably in the last ten 
years [1]. We now have models that can predict a typical emotional response to a 
piece of music expected from an individual in a Western culture reasonably 
accurately, simply by processing certain features extracted from the same piece [2]. 
Furthermore, use of continuous response methods has allowed understanding and 
modelling of moment-to-moment changes in musical features and subsequent 
emotional response [3-6]. Of the many dilemmas these approaches have left, 
however, continuous responses have highlighted a curious problem regarding the 
initial response to a piece of music. Recent research suggests that it takes some eight 
seconds after the start of a piece of music before a listeners emotional response 
‘settles’ or becomes reliable [7, 8].  
Since emotional responses appear not to be immediate according to continuous 
response studies, but can nevertheless be performed quite quickly according to post-
performance response data, the question of how quickly one can decide on emotion 
expressed by music becomes an inviting and relevant question.  
Peretz et al. [9] reported that participants were able to differentiate correctly 
between ‘happy’ and ‘sad’ emotions based on mode and tempo as quickly as 0.25 of a 
second. In a similar study, Bigand et al. [10] compared participants’ grouping of one-
second excerpts into groups of similar emotional character with the grouping of 
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
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twenty-five-second excerpts.  Strong correlations between the groupings for each 
excerpt duration confirmed the Peretz et al. [9] findings that only a very small amount 
of time is needed to induce strong emotional responses. Although these studies 
demonstrate the extreme rapidity with which emotional responses can be made, the 
area of reaction time, or ‘response’ time is one that has remained relatively unstudied 
and calls for further insight.  Bachorik et al. [7] looked at the response time (or what 
the authors refer to as ‘integration time’) for participants whom were expressly 
instructed to ‘move [a] joystick as soon as they began feeling an emotional response 
to the music’ whilst their movements were plotted on a two-dimensional grid of 
arousal and valence. The ‘integration time’ was measured as the time taken for 
participants to make a movement of the mouse beyond a pre-determined ‘jitter’ of 15 
pixels. However the study only reports typical integration times (between 8.31s and 
11s) and again fails to scrutinise individual results that are faster than this, or indeed, 
faster than the one-second reported in Bigand et al. [10].  
On further scrutiny of the musical content (or ‘musical and psychoacoustical 
structures’) of their excerpts, Bigand et al. [10] suggested that the responses were 
governed by highly cultural compositional and performance-related features or cues. 
They discovered that many of the one-second excerpts (half of all cases) contained 
only a single chord or interval, and some only a single pitch and concluded after a 
‘cautious analysis’ that performance cues within the music are enough to induce 
emotions in Western listeners at this very quick speed. Similar studies that yield 
comparable response times in making non-emotional evaluations of music would tend 
to support this [11]. By examining both performance-rated and non-performance-
related cues from the position of the fastest possible emotional responses it may be 
possible to build a clear picture of a) which cues are utilised b) the number necessary 
in order to make a decision and c) how cues are utilised (i.e. based on their 
‘usefulness’ in any hierarchical structures). By looking at fastest plausible response 
times it is possible to say with some degree of confidence ‘this much music was 
required before the participant was able to make an emotional response’. By then 
carefully analysing the musical content and coding the cues with it, it may be possible 
to start to see more clearly what type or number of cue listeners most rely on.  
Substantial work has been undertaken to identify the factors within musical 
structures that allow us to perceive emotional expression. For example, fast tempo has 
been associated with the expression of emotions such as ‘exciting’, ‘happy’ and ‘glad’ 
whereas slow tempo has been associated emotions such as ‘serenity’ and ‘sadness’ 
(for a summary of musical features from reviewed studies see: [12]). Juslin asserts 
that the number of cues impinges directly on the music’s effectiveness to 
communicate emotion [13], however little research has attempted to reconcile these 
findings with the initial moments of an emotional response in the listener. This paper 
will, therefore, ask a number of questions: How quickly is it feasibly possible to 
recognise emotions in music? Does the number of musical features or ‘cues’ have any 
effect on the response time? How many cues are needed before a listener can make an 
informed decision? The overarching hypothesis is that there exists a cue accumulation 
effect whereby ambiguous cues (i.e. cues that provide information that conflicts with 
that from the majority of others) delay the evaluation of cues already made available 
by requiring further cues in order to confirm an assessment resulting in longer 
response times. 
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2   Method 
2.1   Participants  
A total of 170 participants took part in the experiment, 101 female and 69 male. All 
were tertiary level students either undergraduate or postgraduate between the ages of 
17 to 50 (median age = 21) with a mean average of 6.99 years musical experience 
(range = 0 – 30 years). 
 
2.2   Materials 
The experiment used a pool of 19 short excerpts (duration = 7 s – 27 s) taken from the 
soundtracks of Disney Pixar animated films. It was deemed that music from this genre 
had high potential in best conveying the target emotions due to their programmatic 
and narrative nature. A pilot study was conducted to ascertain which emotion each 
excerpt was deemed to express the best. In this pilot study, participants were asked to 
select from a list of emotions (excited, happy, calm, sad, scared or angry) the one they 
thought was most applicable to each excerpt used in the current trial. The results were 
consolidated to arrive at a putative emotion for each excerpt (this became the ‘target 
emotion’. See: [14]). All excerpts were purely instrumental. Each target emotion had 
3 excerpts from which the software (written by author SF using Max 5) used in the 
trial could select, with the exception of the excited target emotion, which contained an 
extra excerpt in order to avoid better the possibility of participants guessing the last 
target emotion to be played. The software would randomly select one excerpt at a 
time from each of the target emotions whilst displaying a question at the top of the 
screen asking participants to identify the emotion they think the music best expresses 
(as opposed to the emotion the music makes them feel).  
2.3   Procedure 
Participants were presented with an on-screen display of six ‘target faces’ arranged in 
a circle. Each face was a simple representation of a target emotion (either excited, 
happy, calm, sad, scared or angry) and ordered according to valence and arousal 
(level of valence arranged horizontally and arousal vertically so that target emotions 
of similar valence and arousal are adjacent). To further aid quick reference and elicit 
the fastest possible response, the faces were also coloured (red for angry; yellow for 
excited, happy and calm; blue for sad, and darker blue for scared). Participants were 
explicitly instructed to move the mouse cursor to their decision as quickly as possible. 
Through headphones, they were then played a series of seven excerpts randomly 
drawn by the software from the pool. The participant initiated playback of each 
excerpt by clicking a green quaver symbol in the centre of the circle. The computer 
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then logged each participant’s time for their ‘out of box’ time: the time it took them to 
move the cursor out of a hidden centre box, and their ‘first face’ time: the time it took 
them to move the cursor to the face they first selected. The software also logged all 
faces ‘visited’ and in which order together with all other cursor movements.  It is to 
these tasks and responses that the present study refers. 
3   Results and Discussion  
Data were separated into two groups: data from those participants whose first face 
was that of the target emotion, plus or minus one (one face either side of the target 
face); and data from those whose first face was not (but instead was in another 
location on the screen, including one of the three remaining faces). The second group 
was eliminated from further analysis.  The reason for this was because we are 
interested, in this study, in the fastest plausible response time after the music begins.  
Fig. 1 shows the response times for each individual excerpt by target emotion (the 
emotion we supposed that the participant would select). First quartile response times 
(the first face time of the participant who was 25% of participants behind the fastest 
participant's first face time) were examined because we were interested in the fastest 
plausible time that participants could make emotional responses.  Median time, for 
example, gives an estimate of typical response time, and minimum response time is 
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susceptible to error, for example due to prevarication, random error or guessing.  First 
quartile time was therefore deemed a conservative and reasonable comprise (what we 
term ‘plausibly fastest’). From a null-hypothesis perspective, each response time 
within a target emotion would be identical, which seemed to be the case for ‘angry’ 
excerpts and for ‘sad’ excerpts. Yet some excerpts in other emotions, such as excerpt 
3 for ‘calm’ and excerpt 2 for ‘excited’ and ‘scared’ stand out.  
Therefore, the question arose, considering that both calm excerpts 1 and 3 were 
putatively considered to be good examples of music that expressed that emotion in the 
pilot study, why was there such a difference in response times? The difference 
suggested that something in the music of the first excerpt made it easier to judge 
quickly the intended expression. These two excerpts were therefore selected for closer 
analysis. 
 
We were interested to see whether the number of cues available to the listener was 
in any way related to the speed at which responses were made, i.e. the more cues 
there were available to the participant, the quicker their response. The first level of 
cue analysis involved a very basic level of coding. Using ‘Audacity’, each excerpt 
was analysed in spectrographic form. A time label was entered at each occurrence of 
an ‘event’ (e.g. a note, chord, cymbal clash) between the start of the excerpt and first 
quartile time. At this level of coding, vertical events (i.e. simultaneous notes from 
different instruments or chords) were treated as one event. It was not possible to 
situate cues that unfolded in time in one location, i.e. with regard to a change in 
loudness where the actual cue started or ended, or indeed where the information from 
the cue was gleaned. Therefore, for simplicity, cues of variance were omitted at this 
Fig. 2. Scatter chart depicting relationship between ‘first face’ first quartile response times for 
each excerpt and number of cues available to the listener (total number of cues counted in that 
excerpt before the first quartile time) 
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stage. .txt files of the cue labels and times were then exported to facilitate counting. 
Once the cues for each excerpt had been counted they were plotted on a graph along 
with the first quartile time (Fig. 2). 
The main hypothesis was that there would be a correlation between the number of 
non-ambiguous cues available to the participants and the speed of their response. 
However, Fig. 2 shows that, at least with a basic count of cues, this did not appear to 
be the case. If it were, we might expect a trend to be visible where as the number of 
cues increases, the response time decreases. The first quartile time for Angry1_Up 
was one of the fastest (at 1.45s), yet participants only received three cues before that 
time, whereas the fastest 25% of participants responding to Excited5_Cars required 
thirteen unambiguous cues before feeling able to make a decision (managing only a 
first quartile time of 2.51s).   
This assumes however, that the spacing of cues was consistent and regular, but it 
may be that in some cases, for example, very few cues were available in the first 
second followed by a many number in quick succession. Also, clearly the slower the 
response time, the more cues there will be counted – simply due to the duration. If 
Angry1_Up had, for example all three cues in the first second, and Excited5_Cars had 
ten of its thirteen in the first second yet still yielded the slow first quartile time of 
2.51s, it would be much stronger evidence against the number of cues being 
important. Therefore, we counted the number of cues available in each excerpt within 
the first second only. 
 
Again, there was no link between the number of cues available to the participant in 
the first second and the response times. Furthermore, Fig. 3 shows that six of the 
excerpts all contained three cues in the first second of music but yielded response 
times ranging from 1.40s to 2.79s. 
Fig. 3.  Scatter chart depicting relationship between ‘first face’ first quartile response times for 
each excerpt and number of cues available to participants within the first second 
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4   Conclusions and Further Research 
 The present study examined timing and number of cues and suggests that the 
initial emotional response to a piece of music is quite complex, and requires 
considerable further research. Further research is required to examine whether the 
quality of the cues are relevant in determining response speed.  For example, some 
cues might have a greater weighting than others, giving rise to a hierarchical cue 
structure, as is the case in some theories of music cognition [15]. While other studies 
described above have identified rapid identification of emotions in the order of one 
second, our study was conducted with ecologically typical musical extracts, allowing 
the underlying complexity of emotion response time to the start of a piece of music to 
emerge.  This has important implications for automated modelling of emotion in 
music systems because until we can retrieve the underlying nature of human 
emotional response to music at this transitional, initial orienting period, it will be 
difficult for time varying models to produce psychologically plausible representations 
of emotions at the start of a piece of music. 
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Abstract. A practice-based project that  explores design theories of spatial 
music with choreographic concepts and practices. Aspects of Wave Field 
Synthesis and Ambisonics technologies are discussed. A production of original 
works for dance and music in surround sound constitutes the expected 
outcomes.
Keywords: movement, dance, expression, surround sound, Ambisonics, Wave 
Field Synthesis, choreography, perspective
1   Introduction
This paper is a presentation of the concepts and investigative ideas that constitute the 
foundation of an ongoing practice based PhD research entitled ‘Sonic Choreography 
for Surround Sound Environments’. The project explores the direct comparison of 
artificial sound movement generated by surround sound technologies to dance 
movement theories and practices. Through collaborative work with choreographers, it 
will favour the formulation of sonic choreographic concepts in the context of a music 
composition.
2   Methods
2.1   Aesthetic Research Practice Based
The whole project is an aesthetic research, it focuses on music composition and in 
particular on the applicability of movement qualities to sound. The aim of the 
research is to challenge existing practices by exploring them in full, to individuate 
how musical scopes could be related to sonic choreographic effects in a clear and 
satisfying manner. The collaboration with choreographers and dancers should 
work as immediate visual contrast to sound spatial design, which, if it is consistent 
enough, would counteract the presence of the performers in the space and the 
ideas of the choreographers.
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2.2  Collaborative Work
The Game of Life Wave Field Synthesis (WFS) system consisting of 192 speakers 
[1] will be used in several sessions, to create a piece for dance and music by June 
2013. As part of the project a session of three days has already taken place, and 
more are planned throughout the year.
At Goldsmiths University Digital Studios in London [2]  two works with 
Ambisonics technology are planned: the first work is based on 1st Order 
Ambisonic [3], to be tested at the studios and in binaural, and the second for 
Higher Order Ambisonics (HOA) [3] for an horizontal speakers array (for which 
setup is yet to be found or arranged). Other institutions are considered.
The interest in developing two works for Ambisonics is due to the differences in 
image resolution between 1st Order Ambisonics and HOA which shall be 
discussed in this paper.
2.3 Interviews
This research involves contribution from many people including engineers, 
composers, scientists, scholars and choreographers. Carrying out interviews to 
gain further knowledge from those people with relevant expertise will add depth 
to the research and thus it is a vital part of the project. This method is in its 
arrangement phase.
3   Movement
A general concept of movement can be very difficult to define in many disciplines.
What type of phenomenon is movement and why does it hold such importance in the 
arts? 
3.1 In Dance
There is an extensive literature of studies on movement, most of them written by 
dance practitioners. During the 1920s, Modern Dance flourished in Germany [4], and 
later in America and the rest of Europe. The common thread in this pioneering age is 
that movement speaks to the audience.
With Laban’s words [5]:  “Movements can be executed with differing degrees of inner 
participation and with greater or lesser intensity. They may be accelerated by an 
exaggerated desire to reach a goal or retarded by a cautious doubting attitude. The 
mover may be entirely concentrated on a movement and use the whole body in an act 
of powerful resistance, or casually employ only part of the body with delicate touch. 
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Thus we get different dynamic qualities. One of the basic nuances always shows 
clearly distinguishable mental and emotional attitudes.” [6], and more: “Some of the 
simplest correlations in space and expression can be described and comprehended 
without any knowledge of fundamental spatial laws. For instance, when a movement 
is accompanied by a secondary one in another part of the body in an opposite spatial 
direction, it can easily be understood that the secondary movement might inhibit or 
disturb the main movement.[...]Sometimes in this way dynamic nuances can be 
explained by the spatial influence of secondary movements and tensions.”[6]. Laban’s 
Dynamosphere, Kinesphere and Effort theories describe life as a stream of 
movements, that contains and expresses emotions. 
A former Laban student, Mary Wigman, a talented artist who pioneered the 
Ausdrucktanz, stated: “Almost everything that is said about space can also be applied 
to energy, since energy comes from space“  [7], and “The absolute dance is 
independent of any literary-interpretive content: it does not represent, it is; and its 
effect on the spectator who is invited to experience the dancer’s experience is on a 
mental-motoric level, exciting and moving” [8].
Breaking away from of the “Expressive” dance movements, more recent creators like 
Cunningham where found describing: “Dancing provides an amplification of energy 
that is not provided any other way, and that’s what interests me” [9], “There is an 
ecstasy in dance beyond the idea of the movement being expressive of a particular 
emotion or meaning. There can be an exaltation in the aura that the freedom of a 
disciplined dancer provides, that is far beyond any literal rendition of meaning” [10]. 
Through these examples it appears that movement is transmitting or carrying 
something valuable, and transferring this valuable energy to people in the form of 
emotion, experience and artistic expression.
3.2 Expression
The meaning of expression is a critical topic, the sole term has been subject of many 
philosophical and semiotic studies. The sentence “Music is the relation between 
sound and intellect“  [11] contains a deep anthropological insight as it describes what 
is found as musical as relative to the human intellect. Stravinsky highlighted in his 
Poetics of Music [12], that music has no expression: ”in the pure state music is free 
speculation”, which confirms the relativeness of the concept of expression and its 
derivation from subjective appreciations/dislike factors out of the artist control. 
Research in music psychoanalysis has proven how far we are from having found 
stable solid notions for analysis, such as a neutral level [13] that would act as a 
starting point for a useful observation of musical phenomena. This is still missing and 
far from being defined, and methodologies are hence struggling to be successful.
Stravinsky again mentioned the artisan role of the composer [12], the homo faber, 
sculpting sound material, which turns the attention on skill, mastery, seen as the only 
real tangible thing against the relativeness of expression. The reality of music is the 
Sonic Choreography          3 
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astonishing combinations a composer can create with sounds, not what the sound 
means to anybody. Similarly, no matter what the expressive content of a movement 
could be, the mastery of it constitutes a central assessment that needs to be investigate 
through practice and observation.
4   Sound Movement
When the concept of movement is applied to sound, several distinctions must be 
made. For instance we are referring to the movement of sound within a surround 
sound environment, then for movement of sound it is intended the movement of a 
virtual source, not a movement embedded into the sound (e.g. a sound like in a 
recording of a park, the sudden movement of a bicycle), neither the sound wave 
acoustical motion. Hence it could be helpful to refer to it as artificial sound 
movement.
Source bonding concepts [14] refer to sound as a carrier of meaning, which is 
inseparable and determines our understanding of it. Issues about direction, proximity 
and individuality are well described in [15], and affect the way we create and 
experience a music composition. The way in which sound image is represented into 
the diffusion space is subject of accurate studies, whilst sound movement in current 
literature appears to be relegated in a secondary position, like a less important part of 
the overall sound image. Sometimes virtual sources movement practices are referred 
to as successful, but unsatisfying the complex and full dimension of sound reality 
[16]. Yet this is understood as confined in personal artistic interests, or sound material 
choices, which doesn’t truly contradict the artistic relevance of movement of sound.
This research wants certainly to assess clarity and accuracy of the sonic image, and at 
the same time to observe what attracts our attention in movement, in whichever form 
it becomes manifest (as meaning/expression/feeling/energy/ecstasy... ), and how it 
relates to the music discourse.
When a sound image appears in space, it is choreographically relevant: when a 
movement burst out, it dictates symmetry, correspondence as it is engaging the space. 
The connection with its content, a relation of consonance and amplification or  of 
reduction, contradiction, exaggeration of the sound reality and material, is part of the 
artistic game, is how we want it to be or appear. When this connection comes to life, 
its a tangible sign of the value of the existence/presence of the movement in the scene.
4.1 Decoding
The first issue is about how sound is diffused in the room. Different technologies have 
different approaches for rendering the spatial attributes of sound. In this research I 
take in consideration Wave Field Synthesis and Ambisonics, and in particular: 1st 
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order Ambisonic in 3D, Higher Order Ambisonics (realistically for an horizontal array 
only), WFS synthesis of 192 speakers setup in a 10x10 meter space.
A loudspeakers system should be designed to give a realistic, natural impression of 
space [16], and how it delivers this is crucial for the appreciation of movement as it is 
for the sound image.
All of these techniques are not flawless, and many situations affect the clear 
perception of sound movement, too many to be included in this paper. There is a 
general assumption that, if a sound image is clear, choreography possibilities are then 
absolute and unlimited. That is doubtful because of the presence of several perceptual 
artefacts in movement process itself, and moreover because the system design 
imposes a dominant sound projection perspective [20].
What it is here relevant to note is thus that the general rendition of sonic movement 
through different decoding systems may have different results, which directly affect 
the choreographic potential. 
Ambisonics. Ambisonics technology works in different resolutions, and this affects 
the way we experience sound. In 1st Order Ambisonics, the listening area is very 
limited, emphasising the importance of a sweet spot. In HOA this tends to be reduced 
because many other spherical harmonics are added to increase resolution, so that they 
cover a wider listening area. Yet rendition of sound outside the sweet spot still 
introduces artefacts, that affects the scene intelligibility, and generally it is thought 
that the best perceptual location is to stand in the middle of the speakers perimeter 
[15, 17 and 19]. Because of this, questions arise on how to show dance in the listening 
space, and how sonic choreography could adapt to a dance in this space, given its ties 
with Ambisonics spherical sound projection. It appears to me there is a perspective 
conflict that as to be taken in consideration while composing, to be accommodated 
artistically. Whilst music content could be infinite and borderless, sonic choreography 
is more likely to be limited by and constructed around system characteristics. 
According to the space and technology available a specific approach should be 
favoured. This project is thus trying to build a sonic choreography on the 1st Order 
Ambisonics characteristic emphasising a centric perspective of sound projection 
through artistic exploration; a second experiment would be with HOA technology, 
that will require as well a specific strategy. The point is that a sonic choreography 
seems limited in its design as it responds to a perspective, and this perspective is 
dictated by the system used, like in a dancer the body is the limit and range of the 
expression.
Wavefield Synthesis. “Wave field synthesis (WFS) is a spatial sound field
reproduction technique that utilizes a high number of loudspeakers to create a virtual 
auditory scene over a large listening area. It overcomes some of the limitations of 
stereophonic reproduction techniques, like e. g. the sweet-spot” [18].
Sonic Choreography          5 
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This clearly puts WFS in a different context in respect to Ambisonics, and 
comparisons are difficult and maybe pointless: this other paper [17] it’s indicative of 
the irreducible differences between the two systems, Ambisonics and WFS, in terms 
of math, limits of sound image rendition (artefacts differences), and quality of 
representation of the sound field.
For a dance performance with WFS, the accompanying sonic choreography is 
surrounding the audience, as listeners have to be inscribed into a perimeter of 
speakers, but no center is needed for the perception, which allows several dispositions 
of dancers, sounds and choreographies, including a frontal display of choreography, 
which resemble the more common way to experience a dance performance. Whilst 
WFS seems not to affect the choreographic design by an imposed perspective of 
sound projection, how the impression of depth is rendered has yet to be explored in 
the project, especially how different locations and perspectives and relation between 
locations of sound sources are actually perceived. 
On these considerations it is in development a work plan for the collaboration with 
choreographers in this particular space, for which the aim is to significantly 
differentiate from the Ambisonics approach.
4.2 Encoding
For creating movements of sound, so called spatialisation tools within an authoring 
framework [20] are needed. Movement design tools, for drawing trajectories of sound 
in space should make available any type of geometrical operation, grouping/singling 
of sources and trajectories, the possibility of a single and multiple virtual source 
representation of the same sound, tools for dealing with speed, including correction or 
realism of doppler effects and the relation with amplitude, gain attenuation and air 
absorption filters, synthesis of early reflections and reverberation:  all these  processes 
should be easily accessible by a composer, when inventing sonic choreographies; all 
those sonic issues should also be addressed, for a consistent representation of sound 
movement. For example, the current availability of plugins for encoding provides a 
standard three coordinates system or azimuth and elevation, which satisfies mainly the 
generic positioning of sounds in space. Although it is possible to use them to design 
trajectory of movement, more sophisticated design tools are needed.
The project Holo Edit [21 and 20]  seriously provided a model, based on a Digital 
Audio Workstation (DAW) structure, for unify under the same interface a set of 
geometrical and spatial transformations and a communication system through OSC 
[22] protocol. Others platforms and plugins are worth mentioning (Open Music, the 
ICST tools for Max/MSP, Jamoma, WigWare, Harpex-b and Ambisonic Studio), but 
still they don’t represent a unified approach that satisfies movement design to its core. 
This research, through direct comparison with dance, is trying to highlight these 
problems as well to find solutions for them.
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The SpatDIF project is proposing a SDIF format for storing spatial information [20] 
and OSC for streaming data, which is embedded within HoloEdit and few others 
softwares. This should overcome the limit imposed by system design to aesthetic 
invention as mentioned also here [20, 2.2] .
Those two projects are based on a team of artists and researchers: that is encouraging 
as for the production of surround sound the development of movement practises and 
technology should not go without the composers input and experience, and I’d add as 
well of choreographers and motion experts.
5   Conclusion
This research is posing technical and theoretical interrogatives for the analysis of a 
creative process involving music composition for surround sound environments. The 
artistic meaning of sound movement is investigated, for which the realistic 
possibilities are assessed for the different systems used. The hope is, through 
interviews and demonstrations and with an aesthetic and compositional approach, to 
contribute in reaching the core of the problems to the improvement of the operational 
framework, knowledge and artistic potential of sonic movement design.
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Abstract. The constant growth of online music dataset and applica-
tions has required advances in MIR Research. Music genres and anno-
tated mood have received much attention in the last decades as descrip-
tors of content-based systems. However, their inherent relationship is
rarely explored in the literature. Here, we investigate whether or not the
presence of tonal and rhythmic motifs in the melody can be used for
establishing a relationship between genres and subjective aspects such
as the mood,dynamism and emotion. Our approach uses symbolic rep-
resentation of music and is applied to eight different genres.
Keywords: music genres, melodic motifs, rhythm, mood.
1 Introduction
Online music data has significantly increased in number and size in the last
decade. Specially, web radios and online stations have received much attention,
due to recent research involving music recommendations systems applied for
large-scale music collections. In this scenery, music genres together with mood
in music are particularly interesting descriptors, since they summarize common
characteristics of music and are included in the set of principal tools for content-
based music retrieval and organization.
There are many previous works dealing with the task of automatic classifi-
cation of music genres [1]. There is also some work related to the classification
of mood in music [2]. Mood and emotion classifications are challenging tasks,
since they involve subjective notions and face the difficulty of establishing an
accepted taxonomy of mood and emotions.
The inherent correlation of music genres and mood have not been very much
explored in the literature. In [3], the authors obtained substantial improvement
in music emotion classification by including the genre information audio songs.
The work of Hu and Downie [4] also explores the relationships of mood-genre,
mood-artist, and mood-recommendation usages. They applied statistical analy-
sis to metadata collections like All Music Guide.com, epinions.com and Last.fm,
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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demonstrating that important evidences in genre-mood and artist-mood rela-
tionships could be used in the development of a more succinct dataset of “mood-
spaces” that minimizes redundant problems in emotional terms.
Within this context, the paper aims at contributing to the existing investiga-
tion of how music genres can be related with mood and thus establish comple-
mentary descriptors that can be used to improve current applications of music
information retrieval systems. Our method is applied to MIDI files and based
on derived temporal configuration patterns in the melodies of songs, also known
as motifs. We analyse the presence of tonal and rhythmic motifs, demonstrating
that they can be linked to the way we describe or feel a specific genre. Our mo-
tivation for analyzing the melodies is associated with the fact that the melody
is one of the first music aspects that make us recognize a song. In addition, it is
the contour of a melody what we usually first memorize from a song [5].
The remainder of the paper is organized as follows. Section 2 describes the
method and the used dataset. Section 3 dwells the principal results and discus-
sion. Finally, Section 4 presents the concluding remarks.
2 Methods
The proposed method is summarized in Figure 1 and detailed in the following.
Blues 
Samples
MIDI Database
Melody Extraction
Country 
Samples
Dance 
Samples
Bossa-Nova
Samples
Pop-rock 
Samples
Punk 
Samples
Rap
Samples
Reggae 
Samples
Note as absolute pitch
(C5 <> C6) Duration
Motifs Identification
Dynamic and Mood Analysis
Fig. 1. The proposed method. After selecting MIDI songs from different genres, the
voice related to the melody is extracted and represented by a vector of absolute pitches
and by a vector of the note values. Absolute pitches are indicated as MIDI numbers.
For example, C5 is 72 and C4 is 60. Note values are represented as relative durations
(e.g. the eighth note takes the value 0.5 and the quarter note takes the value 1).
2.1 Data Description
Our database consists of eight music genres, namely, blues (34 songs), country
(30 songs), dance (29 songs), bossa-nova (Brazilian music, 29 songs), punk (40
153
Music Genres and their expression Using Melodic Motifs 3
songs), pop/rock (39 songs), rap (5 songs), and reggae (12 songs). These genres
are widely known and relatively easy to obtain as MIDI files in the Internet
with a reasonable quality. We chose to use symbolic representation because it
is a compact representation. Specially, the MIDI format offers the possibility of
separating the melody voice, providing a deep analysis of the music elements.
To edit the MIDI files, the Sibelius software was used together with the free
Midi Toolbox for Matlab computing environment [6]. The voice related to the
melody (or singing voice) was extracted in each song and represented as a note
matrix. Each column of the note matrix contains information about quantities
such as the relative duration (in beats), MIDI channel, MIDI pitch, or intensity.
We propose to analyse the temporal patterns in the melody following two
different procedures: considering the absolute pitch (AP), and the relative note
value of the pitches (NV). For the AP representation the pitches are the events,
for example, C4, D4, F#4, C5, D5 and so on. For the NV case, each event
represents one possible note value, such as half note, quarter note, or eighth note.
The relative note value is represented in this matrix through relative numbers
(for example, 1 for quarter note, 0.5 for eighth note, 0.25 for sixteenth note and
so on). In order to deal with possible fluctuations in tempo, we deactivated an
option in Sibelius called “Live Playback”. In this way, the note values in the
MIDI file preserve their relative proportion (e.g., the eighth note is always 0.5).
To illustrate the idea, Figure 2 shows part of the melody of the song “From
me to you” (The Beatles). The respective AP and NV vectors are also presented.
Fig. 2. An example of the representation of the melody of the song “From me to you”
(The Beatles) using the AP (absolute pitch) and NV (note value) vectors.
2.2 Finding the Motifs
Music motifs (also known as “motives”) are fundamental in music compositions.
Basically, there are two forms of constructing music motifs: keeping the tonal
sequence and changing the rhythmic structure; or keeping the rhythmic sequence
and changing the tonal sequence. We consider both cases in this work. Due to
repetitions and returns in popular music, it is also possible to find motifs that
retain tonal and rhythmic sequences at the same time.
Our approach to find the tonal and rhythmic motifs in the melodies is rel-
atively straightforward. In order to exemplify the idea, consider the AP vector
from the melody in Figure 2. In the first step, we iteratively compare the AP
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vector with shifted versions of itself. The comparison is done note by note, as
illustrated in Table 1. The size of the motif is determined by the number of notes
in the original vector that coincide with those in the shifted vector. For each shift
degree, we count how many times motifs of different sizes occur. Table 1 shows
that shifting this sequence by a lag of two results in three motifs of size one;
while shifting by a lag of eight results in one motifs of size four, representing the
main tonal and rhythmic motif of the adopted example.
AP vector 60 62 64 62 60 62 62 57 60 62 64 62 60 72 72 71
shift size 1 - 60 62 64 62 60 62 62 57 60 62 64 62 60 72 72
match - F F F F F T F F F F F F F T F
AP vector 60 62 64 62 60 62 62 57 60 62 64 62 60 72 72 71
shift size 2 - - 60 62 64 62 60 62 62 57 60 62 64 62 60 72
matches - - F T F T F F F F F T F F F F
...
AP vector 60 62 64 62 60 62 62 57 60 62 64 62 60 72 72 71
shift size 8 - - - - - - - - 60 62 64 62 60 62 62 57
matches - - - - - - - - T T T T T F F F
Table 1. Examples of tonal motifs for the melodic sequence in Figure 2.
This process establishes a matrix that we denote as APM with rows and
columns representing the shift iterations and the quantity of motifs of different
size, respectively. For example, the entry APM(1,3) indicates how many motifs of
size three occurred when the AP vector was shifted by a lag of size one. Finally,
by calculating the average value of each column in this matrix, we obtain the
average frequency that motifs of different sizes occurred in the melody of the
corresponding song. Small motifs will not be used in our analysis since they do
not necessarily represent a relevant repetitive patterns and are expected to have
a highly random character. We arbitrarily consider motifs of size five or higher.
NV duration vector 0.5 0.5 0.5 0.5 1 0.5 1 0.5 3 0.5 0.5 0.5 0.5 1 0.5 1 0.5 3
shift size 1 - 0.5 0.5 0.5 0.5 1 0.5 1 0.5 3 0.5 0.5 0.5 0.5 1 0.5 1 0.5
match - T T T F F F F F F T T T F F F F F
NV duration vector 0.5 0.5 0.5 0.5 1 0.5 1 0.5 3 0.5 0.5 0.5 0.5 1 0.5 1 0.5 3
shift size 2 - - 0.5 0.5 0.5 0.5 1 0.5 1 0.5 3 0.5 0.5 0.5 0.5 1 0.5 1
matches - - T T F T T T F T F T T F T T T F
...
NV duration vector 0.5 0.5 0.5 0.5 1 0.5 1 0.5 3 0.5 0.5 0.5 0.5 1 0.5 1 0.5 3
shift size 9 - - - - - - - - - 0.5 0.5 0.5 0.5 1 0.5 1 0.5 3
matches - - - - - - - - - T T T T T T T T T
Table 2. Examples of rhythmic motifs for the melodic sequence in Figure 2.
The rhythmic motifs are obtained following the same idea. Table 2 demon-
strates comparisons for the Beatles’ melody shown in Figure 2. Comparison of
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Table 2 with Table 1 reveal that the information from rhythmic motifs differs
from that brought by the analysis of tonal motifs. Shifting the sequence by a lag
of nine, it is possible to find the main rhythmic motif of the sequence.
3 Results and Discussion
The presence of motifs was analised for each one of the eight genres. We first
investigate whether or not the songs from different genres can be discriminated
by the frequency of repeated tonal or rhythmic motifs in their melodies. We then
explore the association of motifs with positive or negative emotions based on the
link between music factors (rhythm, melody, and musical form) and emotions
proposed in [11] (see summary in Table 3).
Rhythm Regular/smooth happiness, dignity, majesty, peacefulness
Irregular/complex amusement, uneasiness, anger
Flowing/fluent happy/gay, graceful, dreamy.
Melody Wide melodic range joy, uneasiness
Narrow melodic range sad, sentimental, delicate
Stepwise motion dullness
Musical form High complexity tension, sadness
Low complexity joy, peace, relaxation
Table 3. Expression of emotions according to different music factors: rhythm, melody
and musical form [11].
As described earlier, we calculate the quantity of tonal and rhythmic motifs
from different sizes for each genre. The tonal motifs bring information about
the tonal contour of the melody. Predictable or modular melodies have constant
contours, with many repeated parts. On the other hand, more dynamic contours
are usually encountered in melodies with motifs that do not have a high degree of
repetition. Figure 3 illustrates the countour of two different melodies, represent-
ing the genres blues and rap. While the rap melody is significantly regular, the
blues melody is more dynamic and has many variations in the repeated parts.
The rhythmic contour of the melodies brings different information. Figure
4 presents the same examples as in Figure 3. The rhythmic structure in blues
is significantly dynamic. Rap has a more regular rhythmic pattern, but it is
interesting to note that the dynamics of its rhythmic contour differs from its
tonal counterpart. Thus, we propose to link both aspects in order to correlate
genre and mood. The mood annotations for the genres analysed in this work
were mainly obtained from the All Music Guide site [7].
Figure 5 (a) and Figure 5 (b) show, respectively, the analysis for the tonal and
rhythmic motifs. In both cases, we plotted the motif sizes against the average
quantity of times it appears for each genre.
156
6 Debora C. Correa et al.
(a) (b)
Fig. 3. The AP vector of two melodies. (a) A blues melody by the music Sweet Sixteen
by BB King and (b) A rap melody by the music B-Boys and Flygirls by Bomfunk MCs.
(a) (b)
Fig. 4. The NV vector for the melodies in Figure 3.
Fig. 5. The configuration of (a) tonal and (b) rhythmic motifs in the melodies of the
music genres.
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Rap has the higher quantity of tonal motifs, and the second higher quantity
of rhythmic motifs. According to [8], rap is known by its chanted rhyming lyrics
and regular flow. Rap artists generally receive mood annotations like cheerful,
fun, exciting, harsh and angry. When compared to Table 3, the annotations agree
with regular rhythm and flowing. Rapping consists of mainly three componentes:
content, flow, and delivery [8]. “Flow” is related to the rhythm and rhyme aspects
and how they interact, while “delivery” contains elements like pitch, timbre
and volume and it is more related to the melody or the form the rap is sung.
This may explain why rap has the second highest quantity of rhythmic motifs,
differing from tonal motifs, since the tonal motifs mainly represents the spoken
characteristic of the genre. The delivery may contain more irregular components,
which may contribute to the negative annotations. Rap was influenced by reggae
[8]. They share common characteristics like the syncopated and regular rhythms.
The melody of reggae is characterised by a simple feel and sense of phrasing [7].
This agrees with the results, since reggae is the second higher in presence of
tonal motifs and the third higher in the presence of rhythmic motifs. Common
annotations for reggae albums are relaxing, restrained and soothing.
Dance is the most rhythmically repetitive genre in the results. While the tonal
sequence may present some variations, dance music has a defined rhythmic beat.
This is in agreement with the mood annotations found in [7] such as energetic,
happiness and lively. The constancy and modularity in dance music determines
its intrinsic attribute: a steady rhythm that stimulates body movements.
Blues and country genres usually do not aggregate many repeated motifs in
their melodies, either in tonal or rhythmic aspects. Both genres receive anno-
tations like complex, sophisticated, sentimental and stylish. Country and blues
share similar themes and songs, since blues was a stylistic origin of country. The
melodies of both genres are characterized by the selection of specific notes (for
instance, the flattened third, fifth and seventh) and narrow melodic sequences
[10]. This contributes for annotations like sentimental or melancholily. Country
songs are formed in simple chords and a plain melody, but these basic forms al-
low a substantial range of variations and different styles, from resolved patterns
to improvisations [7]. This is reflected in the results, since country and blues
have a small quantity of repeated motives when compared to the other genres.
Rock music has a defined rhythmic structure but it is usually more dynamic
than, for example, dance. Common annotations for rock albums are: energetic,
ambitious and exciting. Although referred here as a genre, punk is also known
as a rock style, with basic chords progressions and simple melody (played in
a louder and faster manner [7]). This is reflected in the results, mainly in the
rhythmic analysis of the melody, since punk seems to have a considerable number
of rhythmic motifs.
Bossa-nova is a kind of Brazilian music originated from jazz and samba. It
is harmonically complex, but its melodies have a constant rhythm [10]. This
explains why it is similar to rock when analyzing the rhythmic motifs. However,
the lyrics in bossa-nova are usually richer than in rock in terms of tonal variations
[10], an aspect well captured by our results regarding the tonal motifs.
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4 Concluding Remarks
We proposed a link between music genre and mood using the presence of melodic
motifs in the songs. The melody or vocal track is extracted from MIDI files and
represented by a vector of note pithes and note values. We derived a method to
identify tonal and rhythmic motifs in each melody and relate the frequency of
their occurrence to mood notions. For validation purposes, we collected mood
annotations from artists in our dataset using the All Music Guide site [7].
Genres like rap, dance, reggae and rock, known for their constant rhythmic
patterns were found to have a higher quantity of motifs in their melody. Blues
and country confirmed their fame to be “more sophisticated” genres, since it is
not common to find many motifs that are fully repeated. We expect that such
kind of information can help to improve music-content classification systems.
This work represents the first steps of a deeper study which will include a
more complete examination of genres and other evaluation methods. In principle,
it would be relatively straightforward to include other characteristics of songs in
our analysis, such as rhythm of the percussion tracks and instrumentation.
Acknowledgments. Debora C Correa thanks Fapesp financial support under
process 2009/50142-0. Luciano da F. Costa thanks CNPq and Fapesp financial
support under processes 301303/06-1 and 573583/2008-0, respectively.
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Abstract. Music appears to deeply a!ect emotional, cerebral and phys-
iological states, and its e!ect on stress and anxiety has been established
using a variety of self-report, physiological, and observational means.
Yet, the relationship between specific musical parameters and emotional
responses is still not clear. One issue is that precise, replicable and in-
dependent control of musical parameters is often di"cult to obtain from
human performers. However, it is now possible to generate expressive mu-
sical material such as pitch, velocity, articulation, tempo, scale, mode,
harmony and timbre using synthetic music systems. In this study, we
use a synthetic music system called the SMuSe, to generate a set of well-
controlled musical stimuli, and analyze the influence of musical structure,
performance variations and timbre on emotional responses.The subjec-
tive emotional responses we obtained from a group of 13 participants
on the scale of valence, arousal and dominance were similar to previous
studies that used human-produced musical excerpts. This validates the
use of a synthetic music system to evoke and study emotional responses
in a controlled manner.
Keywords: music-evoked emotion, synthetic music system
1 Introduction
It is widely acknowledged that music can evoke emotions and synchronized reac-
tions of experiential, expressive and physiological components of emotion have
been observed while listening to music [1]. A key question is how musical pa-
rameters can be mapped to emotional states of valence, arousal and dominance.
In most of the cases, studies on music and emotion are based on the same
paradigm: one measures emotional responses while the participant is presented
with an excerpt of recorded music. These recordings are often extracted from
well-known pieces of the repertoire and interpreted by human performers who
follow specific expressive instructions. One drawback of this methodology is that
expressive interpretation can vary quite a lot from one performer to another,
which compromises the generality of the results. Moreover, it is di!cult, even
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
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for a professional musician, to accurately modulate one single expressive dimen-
sion independently of the others. Many dimensions of the stimuli might not be
controlled for. Besides, pre-made recordings do not provide any control over the
musical content and structure.
In this paper, we propose to tackle these limitations by using a synthetic
composition system called the SMuSe [2,3] to generate stimuli for the experi-
ment. The SMuSe allows to generate synthetic musical pieces and to modulate
expressive musical material such as pitch, velocity, articulation, tempo, scale,
mode, harmony and timbre. It provides accurate, replicable and independent
control over perceptually relevant time-varying dimensions of music.
Emotional responses to music most probably involve di"erent types of mech-
anisms such as cognitive appraisal, brain stem reflexes, contagion, conditioning,
episodic memory, or expectancy [4]. In this study, we focused on the direct rela-
tionship between basic perceptual acoustic properties and emotional responses
of a reflexive type. As a first approach to assess the participants’ emotional re-
sponses, we looked at their subjective responses following the well-established
three dimensional theory of emotions (valence, arousal and dominance) illus-
trated by the Self Assessment Manikin (SAM) scale [5,6].
2 Methods
2.1 Stimuli
This experiment investigates the e"ects of a set of well-defined musical param-
eters within the three main musical determinants of emotions, namely struc-
ture, performance and timbre. In order to obtain a well-parameterized set of
stimuli, all the sound samples were synthetically generated. The composition
engine SMuSe1 allowed the modulation of macro-level musical parameters (con-
tributing to structure, expressivity) via a graphical user interface [2,3], while the
physically-informed synthesizer PhySynth2 allowed to control micro-level sound
parameters [7] (contributing to timbre). Each parameter was considered at three
di"erent levels (Low, Medium, High). All the sound samples3 were 5 s. long
and normalized in amplitude with the Peak Pro4 audio editing and processing
software. .
Musical Structure: To look at the influence of musical structure on emotion,
we focused on two simple but fundamental structural parameters namely register
(Bass, Tenor and Soprano) and mode (Random, C Minor, C Major ). A total of
9 sound samples (3 Register * 3 Mode levels) were generated by SMuSe (Figure
1).
1 http://goo.gl/Vz1ti
2 http://goo.gl/zRLuC
3 http://goo.gl/5iRM0
4 http://www.bias-inc.com/
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Bass
Random Minor Major
Tenor Soprano
Fig. 1. Musical structure samples: Register and Mode are modulated over 9 se-
quences (3*3 combinations)
Expressivity Parameters: Our study of the influence of musical performance
parameters on emotion relies on three expressive parameters, namely tempo, dy-
namics, and articulation that are commonly modulated by live musicians during
performance. A total of 27 sound samples (3 Tempo * 3 Dynamics * 3 Articula-
tion) were generated by SMuSe (Figure 2).
Lento
(50 BPM)
Piano
 (36)
Mezzo Forte
 (80)
Forte
 (100)
Moderato
(100 BPM)
Presto
(200 BPM)
Staccato
 (0.3)
Regular
 (1)
Legato
 (1.8)
Fig. 2. Musical performance samples: 3 performance parameters were modulated
over 27 musical sequences (3*3*3 combinations of Tempo (BPM), Dynamics (MIDI
velocity value) and Articulation (duration multiplication factor) levels).
Timbre: For timbre, we focused on parameters that relate to the three main
dimension of timbre namely brightness (controlled by tristimulus value), attack-
time and spectral flux (controlled by damping). A total of 27 sound samples (3
Attack Time * 3 Brightness * 3 Damping) were generated by PhySynth (Figure
3). For a more detailed description of the timbre parameters, refer to [7].
162
Short 
(1 ms)
Dull
 (T1)
Regular
 (T2)
Bright
 (T3)
Medium 
(50 ms)
Long 
(150 ms)
Low
 (-1.5)
Medium
 (0)
High
 (1.5)
Fig. 3. Timbre samples: 3 timbre parameters are modulated over 27 samples (3*3*3
combinations of Attack (ms), Brightness (tristimulus band), Damping (relative damp-
ing !)). The other parameters of PhySynth were fixed: decay=300ms, sustain=900ms,
release=500ms and global damping !g = 0.23.
2.2 Procedure
We investigated the influence of di"erent sound features on the emotional state of
the patients using a fully automated and computer-based stimulus presentation
and response registration system. In our experiment, each subject was seated in
front of a PC computer with a 15.4” LCD screen and interacted with custom-
made stimulus delivery and data acquisition software called PsyMuse5 (Figure
4) made with the Max-MSP 6 programming language [8]. Sound stimuli were
presented through headphones (K-66 from AKG).
At the beginning of the experiment, the subject was exposed to a sinusoidal
sound generator to calibrate the sound level to a comfortable level and was ex-
plained how to use PsyMuse’s interface (Figure 4). Subsequently, a number of
sound samples with specific sonic characteristics were presented together with
the di"erent scales (Figure 4) in three experimental blocks (structure, perfor-
mance, timbre) containing all the sound conditions presented randomly.
For each block, after each sound, the participants rated the sound in terms
of its emotional content (valence, arousal, dominance) by clicking on the SAM
manikin representing her emotion [6]. The participants were given the possibil-
ity to repeat the playback of the samples. The SAM 5 points graphical scale
gave a score (from 0 to 4) where 0 corresponds to the most dominated, aroused
and positive and 4 to the most dominant, calm and negative (Figure 4). The
data was automatically stored into a SQLite7 database composed of a table for
5 http://goo.gl/fx0OL
6 http://cycling74.com/
7 http://www.sqlite.org/
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Fig. 4. The presentation software PsyMuse uses the SAM scales (axes of Domi-
nance, Arousal and Valence) [6] to measure the participant’s emotional responses to a
database of sounds.
demographics and a table containing the emotional ratings. SPSS8 (from IBM)
statistical software suite was used to assess the significance of the influence of
sound parameters on the a"ective responses of the subjects .
2.3 Participants
A total of N=13 university students (5 women, Mage = 25.8, range=22-31) with
normal hearing took part in the pilot experiment. The experiment was conducted
in accordance with the ethical standards laid down in the 1964 Declaration of
Helsinki9. Six of the subjects had musical background ranging from two to seven
years of instrumental practice.
3 Results
The experiment followed a blocked within-subject design where for each of the
three block (structure, performance, timbre) every participant experienced all
the conditions in random order.
3.1 Musical Structure
To study the emotional e"ect of the structural aspects of music, we looked at two
independent factors (register and mode) with three levels each (soprano, bass,
tenor and major, minor, random respectively) and three dependent variables
(Arousal, Valence, Dominance). The Kolmogorov-Smirnov test showed that the
8 http://www.spss.com/
9 http://www.wma.net/en/30publications/10policies/b3/index.html
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data is normally distributed. Hence, we carried a Two-Way Repeated Measure
Multivariate Analysis of Variance (MANOVA).
The analysis showed a multivariate e"ect for the mode ! register interaction
V (12, 144) = 1.92, p < 0.05. Mauchly tests indicated that assumption of spheric-
ity is met for the main e"ects of register and mode as well as for the interaction
e"ect. Hence we did not correct the F-ratios for follow-up univariate analysis.
Follow-up univariate analysis revealed an e"ect of register on arousal
F (2, 24) = 2.70, p < 0.05 and mode on valence F (2, 24) = 3.08, p < 0.05 as
well as a mode ! register interaction e"ect on arousal F (4, 48) = 2.24, p < 0.05,
dominance F (4, 48) = 2.64, p < 0.05 and valence F (4, 48) = 2.73, p < 0.05 (Cf.
Table 1).
ANOVAs
Register Mode Register *
Mode
Arousal F(2,24)=2.70,
*p<.05
NS F(4,48)=2.238,
*p<0.05
Valence NS F(2, 24)=3.079,
*p<0.05
F(4,48)=2.636,
*p<0.05
Dominance NS NS F(4,48)=2.731,
*p<0.05
Table 1. E!ect of mode and register on the emotional scales of arousal, valence
and dominance: statistically significant e!ects.
A post-hoc pairwise comparison with Bonferroni correction showed a signifi-
cant mean di"erence of -0.3 between High and Low register and of -0.18 between
High and Medium on the arousal scale (Figure 5 B). High register appeared
more arousing than medium and low register.
A pairwise comparison with Bonferroni correction showed a significant mean
di"erence of -0.436 between random and major (Figure 5 A). Random mode was
perceived as more negative than major mode.
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1.4
1.6
1.8
2.0
2.2
2.4
random minor major
mode
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e
A
1.6
1.8
2.0
2.2
bass tenor soprano
register
ar
ou
sa
l
B
Fig. 5. Influence of structural parameters (register and mode) on arousal
and valence. A) A musical sequence played using random notes and using a minor
scale is perceived as significantly more negative than a sequence played using a major
scale. B) A musical sequence played in the soprano range (respectively bass range)
is significantly more (respectively less) arousing than the same sequence played in the
tenor range. Estimated Marginal Means are obtained by taking the average of the
means for a given condition.
The interaction e"ect between mode and register suggests that the random
mode has a tendency to make a melody with medium register less arousing
(Figure 6, A). Moreover, the minor mode tended to make high register more
positive and low register more negative (Figure 6, B). The combination of high
register and random mode created a sensation of dominance (Figure 6, C).
3.2 Expressive Performance Parameters
To study the emotional e"ect of some expressive aspects of music during perfor-
mance, we decided to look at three independent factors (Articulation, Tempo,
Dynamics) with three levels each (high, low, medium) and three dependent vari-
ables (Arousal, Valence, Dominance). The Kolmogorov-Smirnov test showed that
the data was normally distributed. We did a Three-Way Repeated Measure Mul-
tivariate Analysis of Variance.
The analysis showed a multivariate e"ect for Articulation V (4.16, 3) < 0.05,
Tempo V (11.6, 3) < 0.01 and dynamics V (34.9, 3) < 0.01. No interaction
e"ects were found.
Mauchly tests indicated that the assumption of sphericity was met for the
main e"ects of articulation, tempo and dynamics on arousal and valence but not
dominance. Hence we corrected the F-ratios for univariate analysis for dominance
with Greenhouse-Geisser.
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Fig. 6. Structure: interaction between mode and register for arousal, valence
and dominance. A) When using a random scale, a sequence in the tenor range (level
3) becomes less arousing B) When using a minor scale , a sequence played within the
soprano range becomes the most positive. C) When using a random scale, bass and
soprano sequences are the most dominant whereas tenor becomes the less dominant.
ANOVAs
Articulation Tempo Dynamics
Arousal F(2,24)=6.77,
**p<0.01
F(2,24)=27.1,
***p<0.001
F(2,24)=45.78,
***p<0.001
Valence F(2,24)=7.32,
**p<0.01
F(2, 24)=4.4,
*p<0.05
F(2,24)=19,
***p<0.001
Dominance NS F(1.29,17.66)=8.08,
**p<0.01
F(2,24)=9.7,
**p<0.01
Table 2. E!ect of articulation, tempo and dynamics on self-reported emotional
responses on the scale of valence, arousal and dominance: statistically significant e!ects.
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Arousal Follow-up univariate analysis revealed an e"ect of articulation F (6.76, 2) <
0.01, tempo F (27.1, 2) < 0.01, and dynamics F (45.77, 2) < 0.05 on arousal
(Table 2).
A post-hoc pairwise comparison with Bonferroni correction showed a sig-
nificant mean di"erence of 0.32 between the articulation staccato and legato
(Figure 7 A). The musical sequence played staccato was perceived as more arous-
ing.
A pairwise comparison with Bonferroni correction showed a significant mean
di"erence of -1.316 between high tempo and low tempo and -0.89 between high
and medium tempo (Figure 7 B). This shows that a musical sequence with higher
tempi was perceived as more arousing.
A pairwise comparison with Bonferroni correction showed a significant mean
di"erence of -0.8 between forte and piano dynamics, -0.385 between forte and
regular and 0.41 between piano and regular (Figure 7 C). This shows that a
musical sequence played at higher dynamics was perceived as more arousing.
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Fig. 7. E!ect of performance parameters (Articulation, Tempo and Dynam-
ics) on Arousal. A) A sequence played with articulation staccato is more arousing
than legato B) A sequence played with the tempo indication presto is more arousing
than both moderato and lento. C) A sequence played forte (respectively piano) was
more arousing (respectively less arousing) than the same sequence played mezzo forte.
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Valence Follow-up univariate analysis revealed an e"ect of articulation F (7.31, 2) <
0.01, tempo F (4.3, 2) < 0.01, and dynamics F (18.9, 2) < 0.01 on valence (Ta-
ble 2)
A post-hoc pairwise comparison with Bonferroni correction showed a sig-
nificant mean di"erence of -0.32 between the articulation staccato and legato
(Figure 7 A). The musical sequences played with shorter articulations were per-
ceived as more positive.
A pairwise comparison with Bonferroni correction showed a significant mean
di"erence of 0.48 between high tempo and medium tempo (Figure 8 B). This
shows that sequences with higher tempi tended be perceived as more negatively
valenced.
A pairwise comparison with Bonferroni correction showed a significant mean
di"erence of 0.77 between high and low dynamics and -0.513 between low and
medium. (Figure 8 C). This shows that musical sequences played with higher
dynamics were perceived more negatively.
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Fig. 8. E!ect of performance parameters (Articulation, Tempo and Dynam-
ics) on Valence. A) A musical sequence played staccato induce a more negative
reaction than when played legato B) A musical sequence played presto is also inducing
a more negative response than played moderato. C) A musical sequence played forte
(respectively piano) is rated as more negative (respectively positive) than a sequence
played mezzo forte.
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Dominance Follow-up univariate analysis revealed an e"ect Tempo F (8, 2) <
0.01, and dynamics F (9.7, 2) < 0.01 on valence (Table 2).
A pairwise comparison with Bonferroni correction showed a significant mean
di"erence of -0.821 between high tempo and low tempo and -0.53 between high
tempo and medium tempo (Figure 9 A). This shows that sequences with higher
tempi tended to make the listener feel dominated.
A pairwise comparison with Bonferroni correction showed a significant mean
di"erence of -0.55 between high and low dynamics and 0.308 between low and
medium (Figure 9 B). This shows that when listening to musical sequences played
with higher dynamics, the participants felt more dominated.
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Fig. 9. E!ect of performance parameters (Tempo and Dynamics) on Dom-
inance. A) A musical sequence played with a tempo presto (repectively lento) is
considered more dominant (respectively less dominant) than played moderato B) A
musical sequence played forte (respectively piano) is considered more dominant (re-
spectively less dominant) than played mezzo-forte
3.3 Timbre
To study the emotional e"ect of the timbral aspects of music, we decided to look
at three independent factors known to contribute to the perception of Timbre
[9,10,11] (Attack time, Damping and Brightness) with three levels each (high,
low, medium) and three dependent variables (Arousal, Valence, Dominance).
The Kolmogorov-Smirnov test showed that the data is normally distributed. We
did a Three-Way Repeated Measure Multivariate Analysis of Variance.
The analysis showed a multivariate e"ect for brightness V (6, 34) = 3.76, p <
0.01, damping V (6, 34) = 3.22, p < 0.05 and attack time V (6, 34) = 4.19, p <
0.01 and an interaction e"ect of brightness ! damping V (12, 108) = 2.8 < 0.01
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Mauchly tests indicated that assumption of sphericity was met for the main
e"ects of articulation, tempo and dynamics on arousal and valence but not dom-
inance. Hence we corrected the F-ratios for univariate analysis for dominance
with Greenhouse-Geisser.
ANOVAs
Brightness Damping Attack Brightness*
Damping
Arousal F(2,18)=29.09,
***p<0.001
F(2,18)=16.03,
***p<0.001
F(2,18)=3.54,
*p<0.05
F(4,36)=7.47,
***p<0.001
Valence F(2,18)=5.99,
**p<0.01
NS F(2,18)=7.26,
**p<0.01
F(4,36)=5.82,
**p<0.01
Dominance F(1.49,13.45)
=6.55, *p<0.05
F(1.05,10.915)
=4.7, *p<0.05
NS NS
Table 3. E!ect of brightness, damping and attack on self-reported emotion on
the scales of valence, arousal and dominance: statistically significant e!ects.
Arousal Follow-up univariate analysis revealed the main e"ects of Bright-
ness F (2, 18) = 29.09 < 0.001, Damping F (2, 18) = 16.03 < 0.001, At-
tack F (2, 18) = 3.54 < 0.05, and interaction e"ect Brightness * Damping
F (4, 36) = 7.47, p < 0.001 on Arousal (Figure 3).
A post-hoc pairwise comparison with Bonferroni correction showed a signif-
icant mean di"erence between high, low and medium brightness. There was a
significant di"erence of -1.18 between high and low brightness, -0.450 between
high and medium and -0.73 between medium and low. The brighter the sounds
the more arousing.
Similarly significant mean di"erence of .780 between high and low damping
and -0.37 between low and medium damping were found. The more damped, the
less arousing.
For the attack time parameter, a significant mean di"erence of -0.11 was
found between short and medium attack. Shorter attack time were found more
arousing.
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Fig. 10. E!ect of timbre parameters (Brightness, Damping and Attack time)
on Arousal. A) Brighter sounds induced more arousing responses. B) Sounds with
more damping were less arousing. C) Sounds with short attack time were more arousing
than medium attack time. D) Interaction e!ects show that less damping and more
brightness lead to more arousal.
Valence Follow-up univariate analysis revealed main e"ects of Brightness
F (2, 18) = 5.99 < 0.01 and Attack F (2, 18) = 7.26 < 0.01, and interaction
e"ect Brightness * Damping F (4, 36) = 5.82, p < 0.01 on Valence (Figure 3).
Follow up pairwise comparisons with Bonferroni correction showed signifi-
cant mean di"erences of 0.78 between high and low brightness and 0.19 be-
tween short and long attacks and long and medium attacks. Longer attacks and
brighter sounds were perceived as more negative (Figure 11).
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Fig. 11. E!ect of timbre parameters (Brightness, Damping and Attack time)
on Valence. A) Longer attack time are perceived as more negative B) Bright sounds
tend to be perceived more negatively than dull sounds C) Interaction e!ects between
damping and brightness show that a sound with high damping attenuates the negative
valence due to high brightness.
Dominance Follow-up univariate analysis revealed main e"ects of Brightness
F (1.49, 13.45) = 6.55, p < 0.05 and Damping F (1.05, 10.915) = 4.7, p < 0.05
on Dominance (Figure 3).
A significant mean di"erence of -0.743 was found between high and low
brightness. The brighter the more dominant.
A significant mean di"erence of 0.33 was found between medium and low
damping factor. The more damped the less dominant.
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Fig. 12. E!ect of timbre parameters (Brightness and Damping) on Dom-
inance. A) Bright sounds are perceived as more dominant than dull sounds B) A
sound with medium damping is perceived as less dominant than low damping.
4 Conclusions
This study validates the use of the SMuSe as an “a"ective music engine”. The
di"erent levels of musical parameters that were experimentally tested evoked sig-
nificantly di"erent emotional responses. The tendency of minor mode to increase
negative valence and of high register to increase arousal (Figure 5) corroborates
the results of [12,13], and is complemented by interaction e"ects (Figure 6). The
tendency of short articulation to be more arousing and more negative (Figure
7 and 8) confirms results reported in [14,15,16]. Similarly, higher tempi have a
tendency to increase arousal and decrease valence (Figure 7 and 8) are also re-
ported in [14,15,12,13,17,16]. The present study also indicates that higher tempi
are perceived as more dominant (Figure 9). Musical sequences that were played
louder were found more arousing and more negative (Figure 7 and 8) which is
also reported in[14,15,12,13,17,16], but also more dominant (Figure 9). The fact
that higher brightness tends to evoke more arousing and negative responses (Fig-
ure 10 and 11) has been reported (but in terms of number of harmonics in the
spectrum) in [13]. Additionally, brighter sounds are perceived as more dominant
(Figure 12). Damped sounds are less arousing and dominant (Figure 10 and 12).
Sharp attacks are more arousing and more positive (Figure 10 and 11). Similar
results were also reported by [14]. Additionally, this study revealed interesting
interaction e"ects between damping and brightness (Figure 10 and 11).
Most of the studies that investigate the determinants of musical emotion use
recordings of musical excerpts as stimuli. In this experiment, we looked at the
e"ect of a well-controlled set of synthetic stimuli (generated by the SMuSe) on
the listener’s emotional responses. We developed an automated test procedure
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that assessed the correlation between a few parameters of musical structure, ex-
pressivity and timbre with the self-reported emotional state of the participants.
Our results generally corroborated the results of previous meta-analyses [15],
which suggests our synthetic system is able to evoke emotional reactions as well
as “real” musical recordings. One advantage of such a system for experimental
studies though, is that it allows for precise and independent control over the mu-
sical parameter space, which can be di!cult to obtain, even from professional
musicians. Moreover with this synthetic approach, we can precisely quantify the
level of the specific musical parameters that led to emotional responses on the
scale of arousal, valence and dominance. These results pave the way for an in-
teractive approach to the study of musical emotion, with potential application
to interactive sound-based therapies. In the future, a similar synthetic approach
could be developed to further investigate the time-varying characteristics of emo-
tional reactions using continuous two-dimensional scales and physiology [18,19].
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Abstract. This work presents a preliminary study of timing synchro-
nization phenomena in string quartet performance. Accurate timing in-
formation extracted from real recordings is used to compare timing de-
viations in solo and ensemble performance when executing a simple mu-
sical passage. Multi-modal data is acquired from real performance and
processed towards obtaining note-level segmentation of recorded perfor-
mances. From such segmentation, a series of timing deviation analyses
are carried out at two different temporal levels, focusing on the explo-
ration of significant differences between solo and ensemble performances.
This paper briefly introduces, via an initial exploratory study, the exper-
imental framework on which further, more complete analyses are to be
carried out with the aim of observing and describing certain synchro-
nization phenomena taking place in ensemble music making.
Keywords: music performance, ensemble performance, synchronization,
timing, tempo, string quartet
1 Introduction
Music performance as the act of interpreting, structuring and physically realizing
a composition is a highly complex human activity with many facets: physical,
acoustic, physiological, psychological, social, artistic, etc. [4]. Trained musicians
are able to read and interpret a composition in the form of a music score, which
may end up conveying very different emotions depending on how it is performed,
i.e., how the content is transformed into musical sound. In fact, it is commonly
acknowledged that there is an important part of expression or meaning already
borne by the actual piece to be performed, and another part introduced by
the performer when freely navigating the space of performance resources (e.g.,
timing deviations, dynamics modulations, etc.) resulting from a combination of
praxis habits and certain constraints imposed by the structure and content of
the score [2]. In the search for exploring and understanding the process of music
? The authors would like to thank collaborators from CIRMMT, McGill University
for their support in hosting the recordings: Carolina Brum, Erika Donald, Vincent
Freour, Marcello Giordano, and Marcelo M. Wanderley.
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performance as an accessible instance of human cognition, some researchers of
a variety of disciplines have tried to approach the challenge by looking at mu-
sic performance as a goal-directed task, considering such task as driven by the
sequence of symbolic events appearing in a music score [11].
Ensemble music performance can be regarded as one of the most closely syn-
chronized activities that human beings engage in (actions coordinated to within
small fractions of a second are considered routine even in amateur performance).
Unlike speech, musical performance is one of the few expressive activities allow-
ing simultaneous participation. As such, the potential of music as a basis for
studying basic principles of non-verbal communication and entrainment of emo-
tion is unparalleled [7]. Studies in computational modeling of music performance
have confirmed the widespread consideration of tempo and dynamics as the two
most prominent resources available for musicians to convey emotion or expres-
sion during performance [14] (e.g., by acting with creative freedom to carve
personalized and aesthetically pleasing executions), thus represeting two ma-
jor dimensions over which to extract relevant information from a performance
recording of a certain piece. In agreement with the importance of explicitly con-
sidering metric, melodic and harmonic structures of scores when approaching
the study of music performance from a computational perspective [1], previous
researchers have based their work on pairing musicological charactersitics of mu-
sical scores with performance aspects, especially timing and/or dynamics [3, 13,
15, 12]. From these two dimensions, available for ensemble musicians to coordi-
nate and successfully achieve their shared goal, a first clear choice for extracting
synchronization-related information from joint performance is to analyze how
timing modulations get synchronized in different situations (e.g., solo versus en-
semble) and different musical contexts (e.g., by accounting for score structure).
The computational study of timing synchronization among ensemble per-
formers has been approached in the past. A vast literature has been inspired by
the concept of ”participatory discrepancy” introduced in [6] by Keil. Following
the Keil’s directions, an objective measure of performer’s time discrepancies for
several bass players was out carried in [10]. However only a one-way synchro-
nization could be observed since the musicians where recorded playing solo on
top of a recorded tape. More interaction paradigms were considered in the work
by Goebl and Palmer [5], where the focus was put onto exploring the influence
of auditory feedback and musical role (e.g., leadership) on timing (note onsets)
and motion (finger and head) synchronization phenomena among duets of pi-
anists. A second relevant example of two-ways auditory/visual feedback is the
work by Moore and Chen [9], which pursued micro-timing analyses from arm
motion data acquired from two members of a string quartet while performing a
relatively difficult, yet thoroughly rehearsed task. Findings of both works showed
timing and/or motion synchronization as an essential cue for the exploration of
basic social behaviors in coordinated action.
In this paper, we present a preliminary study of timing synchronization phe-
nomena among the four members of string quartet during performance. Tim-
ing information is extracted by processing multi-modal data acquired from real
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recording (providing a note-level score-performance alignment) of the execution
of a simple musical passage that was unknown to the musicians. From annotated
note onsets and offsets, a number of timing deviation analyses are carried out
at two different temporal levels, focusing on the exploration of significant dif-
ferences between solo and ensemble performances. Rather than with the aim of
presenting a thorough study on the topic, this paper discusses an initial explo-
ration experiment while introducing the framework and methods through which
more complete and extended analyses are to be systematically carried out on a
large corpus of quartet performance recordings being constructed at the moment.
The rest of the paper is structured as follows. Sec. 2 briefly introduces the
general approach we envisioned and employed and explains what type of data
we acquire from each experiment and summarizes the techniques used for pre-
processing it. We then present some preliminary results on tempo in Sec. 3 and,
finally, discuss them in Sec. 4.
2 Experimental framework
As verified by the above literature, the subject of collaborative musical perfor-
mance is a very complex one. In order to obtain reliable results using compu-
tational means, the existence of valid hypotheses is of very high value; for that
reason, we are working on an experimental framework which will provide a set
of recordings where the studied relationships among the musicians are well de-
fined and unambiguous. The final corpus of music pieces used, which will be
detailed next, has been selected and modified using the help of a professional
string quartet performer, and will in time be recorded by a number of different
quartets.
The corpus is based on an exercise handbook for string quartets3, intended
for improving the “ensemble skills” of the quartet members. The material is
divided into six categories, with each category containing a number of short
exercises dealing with a different aspect of ensemble performance: Intonation,
Dynamics, Unity of Execution, Rhythm, Phrasing, and Tone production/Timbre.
An exercise consists of a simple, low difficulty score, together with annotations
on what is the specific goal that must be achieved by the quartet.
We record the musicians’ performance in three experimental conditions; solo
(first sight), rehearsal, and ensemble. In the first condition (solo), each musi-
cian must perform their part alone without having access to the full ensemble
score nor the instructions that accompany the exercise. In this way we wish to
eliminate any type of external influence on the performance, be it restrictions
imposed by other voices of the ensemble or instructions by the composer that are
not in relation to the individual score of the performer. In the second condition
(rehearsal) , following the solo recordings of each quartet member, the group
of musicians is provided with the full ensemble score plus the composer instruc-
tions; they are then left to rehearse the exercise alone until they are able to fulfill
3 Mogens Heimann - Exercises for the String Quartet.
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the requirements of the exercise. In the third condition (ensemble), following the
rehearsal, the quartet is finally recorded performing the exercise as a group.
In terms of data acquisition, both audio and motion capture data are recorded
for each member of the ensemble; these data streams are synchronized in real
time. Audio-wise, the individual signal from each musician is captured through
the use of piezoelectric pickups attached to the bridge of the instrument. Instru-
mental - i.e. sound-producing - gestures such as bow velocity and force are also
acquired through the use of a motion capture system, as detailed in [8].
For every recording a semi-automatic, note-level alignment between the per-
formance and the music score is performed using a dynamic programming ap-
proach, a variation of the well-known Viterbi algorithm. This approach focuses
into three main regions of each note: the note body and two transition segments
(onset and offset). Different costs are computed for each segment, using features
extracted by the audio (RMS audio energy, Fundamental frequency) as well as
the bowing features described above. Finally, the optimal note segmentation is
obtained so that a total cost (computed as the sum of the costs corresponding
to the complete sequence of note segments) is minimized. This method, which
can be seen in more detail in [8], has so far provided robust results that only in
few occasions require manual correction. Through this alignment, it is then easy
and accurate to extract detailed timing information for each performer. More
complicated information such as the dynamics, timbre or articulation of the
performance is extracted by combining the audio signal with the instrumental
gesture features.
3 Preliminary study and initial results
The objective of the study presented here is to exploit content of some prelimi-
nary experiments and formulate new hypothesis to be tested in the next set of
experiments. In this article we deal with some results arising from the experi-
ment conducted with the exercise shown in Fig. 1. The exercise consists of an
ascending and descending D major scale in thirds. The quartet is divided in two
sections (violins in the first, viola and cello in the second) one alternating with
the other. Musicians were instructed to play the score as if it was played by one
instrument. We did not impose on them further constraints such as to follow a
metronome.
For each case we recorded 4 consecutive repetition of the score (Fig. 1).
A score alignment has been executed on each of those 8 performances. The
analyzed set of data thus consists of 512 aligned onsets (64 per performance).
We also derived a joint-performance alignment consisting of 128 onsets where
for each third chord we compute an onset given by the mean of the individual
attacks of the two notes that form that chord. The goal of this exercise is self-
evident in the score. The notes within each group have to blend together while
allowing the blocks of semiquaver notes formed by each group to slot together in
a temporal order. In addition to that, the requirement of achieving a good “unity
of execution” means that the parts played by each group have to be connected
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Fig. 1. Score of the exercise employed for the experiment.
to the part of the subsequent section without disruptions in terms of tempo and
dynamics. It is also worth to notice that the slurs contained in the scores, by
requiring the musicians perform with a certain bow direction might also pose
some constraints to the synchronization process.
We divided results of the analysis into Micro- and Macro- tempo results. We
consider Macro-tempo as the tempo experienced by a listener in a relatively
long region of time, it can also change in time but rather slowly. Micro-Tempo
comprises of slight anticipations of note events followed by a deferral of the
subsequent events in a way that the result does not contribute to macro-tempo
changes.
3.1 Macro-tempo
By assuming, for a moment, the tempo to be constant when no onset occurs
we derive a bpm step function defined to be the corresponding beat per minute
value of each duration. This curve is noisy due to the differences in duration
of the notes. In order to remove high frequency content and derive an overall
tempo behavior we convolve it with a gaussian curve of variance σ > 0. From
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Fig. 2. Individual tempo curve of the four instruments for the solo (left) and the
ensemble case (center). Vertical grid lines mark the boundaries of the repetitions (full
line) and the beat start time (dashed line).The tempo curve of the joint ensemble
performance is shown on the last plot (right).
the tempo curves derived for the solo/ensemble case we find that not only the
mean tempo of the four musicians becomes the same, but also the variance of
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the tempo curve gets significantly smaller in the ensemble case. We can interpret
this result both as an indicator that the freedom of the musicians gets restricted
and as a result of the collaborative way in which the tempo is jointly shaped.
Fig. 2 shows tempo derived with σ = 1.67 for the solo/ensemble case. As it is
clear from the plots, the individual tempo curves contract to the same tempo
when the musicians play together.
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Fig. 3. Box-and-whisker diagrams showing some results in micro-tempo.
In the solo excerpts we found a relationship between the alternation of pauses
and semiquavers of each single voice and the corresponding duration of the beat.
The tempo was kept differently by the musicians in the case of a pause then in
the case of semiquavers. Also in this case we found differences from the ensemble
recordings case where the discrepancy between pause and semiquaver duration
gets smaller because of the interdependence among musicians. The results of this
analysis are shown in Fig. 3(a) by box-and-whisker diagrams. A t-test shows a
significant difference between pauses and semiquavers duration in the cases of
solo violin 1 and solo viola. In the ensemble case only the viola is found to
play pauses consistently shorter than semiquavers although the difference was
small4. Regarding the variances, a χ2-test at a significance level of 5% could find
disjoint confidence intervals only for the first violin in the solo and the cello in
the ensemble. In the remaining cases the amount of variation in duration across
the pauses did not differ from the one of the notes.
Fig. 3.1 shows the same tempo analysis for the joint ensemble performance.
The most evident feature of this tempo curve is its relationship with the repeti-
4 The difference between the mean duration of the four notes groups and that of
the pauses was just 47 ms. This does not necessarily mean that the viola was not
synchronized with the rest but it might mean that he was slightly anticipating the
the others’ first note onset and/or deferring the last note offset in the group of notes.
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tion structure of the exercise. In fact, while remaining relatively constant (just
slightly increasing through the performance) the performance tempo was indeed
oscillating by speeding up in the center of the repetition and slowing down to-
wards its boundaries. In table 3.1 the correlation with the pitch curve5 is shown
for all the cases. In the joint ensemble performance the correlation is 0.56. This
confirms the overall tendency of the performance to speed up at higher pitches6.
Despite the fact that we only have recoded few repetitions, this value of corre-
lation is highly improbable to arise by chance. To quantify the significance we
have used an empirical (Monte-Carlo) method. We generated sample random
performances by perturbing in different ways the score with a gaussian noise
to each note onset time. For each random performance we have performed the
same macro-tempo analysis as the one performed on the real performance. Five
groups of 2000 random performances were generated of respectively standard
deviations 0.1, 2.5, 5, 10 and 25 ms. We then yield a value of pitch correlation
for the tempo curve produced by each perturbed score and estimate variance and
mean of the correlation. Assuming it to be a gaussian distribution we obtain an
empirical p-value7 for each noise amplitude. The resulting p-values are shown
in Fig. 5 and, as you can see, the p-value is bounded by 2.5%. Remarkably, an
increase of error variance σ2 yields a decrease of p-values and not the other way
around. Thus, it is even less likely to get a big correlation by adding a bigger
noise than by adding a small one. In conclusion a confidence level of 98% can be
considered to hold in all cases.
We have to notice that the excursion of the tempo curve is smaller than the
just-noticeable-difference (JND). This means that the musicians are not aware
of this fluctuations of tempo. Moreover, we can not still distinguish if this mech-
anism is directly related to repetition structure, pitch or to some more complex
unconscious mechanism governing the performance.
Solo Ensemble Joint Ensemble
Corr Cov Corr Cov Corr Cov
Violin 1 -0.54 -33.65 0.59 2.87
0.56 2.78
Violin 2 0.5 8.5 0.75 3.34
Viola 0.05 0.92 0.59 3.01
Cello 0.72 6.1 0.35 1.01
Fig. 4. Correlation of pitch with joint
ensemble tempo curve.
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the empirical significance test.
5 The pitch curve has values in number of semitones and has been constructed by
taking the higher pitched note of each chord
6 This is predicted by the well-known phrase-arch rule of Friberg et al. It is thus
probably unrelated to pitch, and occurs only because the high pitches are in the
middle of the phrase. However the performance we are analyzing here, far from
being expressive, is just an exercise scale.
7 The empirical probability of having a correlation as high as the one measured for
the real performance (0.56).
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3.2 Micro-tempo
Whereas macro-tempo can be related to global properties of the performance
such as phrases or repetition patterns, micro-tempo is usually related to inci-
dental local characteristics of the score.
At a shorter micro tempo scale, we found a consistent relation between the
duration of each semiquaver and the position it occupies within groups of 4
semiquavers. An ANOVA test could confirm at a significance level lower than
1% the effect of metrical position on the joint-performance.
Differences have been found also when comparing the solo performance with
the ensemble performance. Since the general tendency is to play the first note of
the group longer than the second we have focused, for the sake of simplicity, on
the ratio between the duration of the first semiquaver duration and the second
(SQDR). This simplification also enables us to compare the solo case with the
ensemble case since the ratio is not directly dependent on tempo. Remarkably, we
could prove at a significance level lower than 2% the effect of the two scenarios
to the SQDR for first Violin, Viola and Cello. We can thus report an overall
tendency to exaggerate the agogic accent of consecutive strong-weak semiquaver
couples in the ensemble case respect to the solo. Whereas the second violin keeps
maintaining a positive SQDR of 1.19 in both the cases, the first violinist and the
cello increase theirs from 1.07 to 1.27 and from 1.0 to 1.24 respectively. Despite
this general tendency, a different behavior was measured for the viola which was
decreasing its SQDR from 1.29 to 1.02.
A further analysis of the precedence of the onset times seems to explain the
different micro-tempo results of the musicians in the ensemble case. Analyzing
the attack time of the musicians having synchronized notes we found out that
the attacks of the cello were preceding the ones of the viola by a mean of 8 ms,
and the first violin was preceding the second by 13 ms. Musicians employing
an higher SQDR are thus also anticipating their partner on the average. This
suggest that the use of contrast in successive notes could be used as a mean of
communication between the musicians to better control the synchronization.
4 Discussion and future work
We have presented an experimental framework through which we assign the
musicians of a string quartet the task of playing specifically chosen exercises
after a brief rehearsal period. In this context we have shown a set of preliminary
results on timing synchronization phenomena observing the differences between
musicians playing alone or in ensemble.
In the macro-tempo and at the beat level we have observed broad reduction
of the mean bpm and its total variation in each single instrument. This confirms
the hypothesis that the constraints that musicians are required to follow end in
favoring a more controlled execution. In the joint ensemble performance we have
then detected a consistent correlation of the bpm with the phrase structure of
the repetition. Despite the fact that the excursion was here within the JND for
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tempo changes we have shown that this behavior is unlikely to happen by chance.
However, more experiments should be carried out to check if this behavior arises
because of the repetition structure, because of the pitch contour or for more
complex reasons.
The analysis micro-tempo, on the other hand, was pointing out generally a
bigger variance between short contiguous notes in the ensemble than in the solo.
By also looking at the precedence of onset attack time between musicians we
have formulated the hypothesis that a bigger contrast between contiguous short
note duration might be used by leaders to maximize the communication with
the other musicians or improve the synchronization. This hypothesis should be
taken into account systematically to design further experiments.
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Abstract. Music exists primarily as a medium for the expression of
emotions, but quantifying such emotional content empirically proves a
very difficult task. Myriad features comprise emotion, and as such mu-
sic theory provides no rigorous foundation for analysis (e.g. key, mode,
tempo, harmony, timbre, and loudness all play some roll), and the weight
of individual musical features may vary due to the expressiveness of dif-
ferent performers. In previous work, we have shown that the ambiguities
of emotions make the determination of a single, unequivocal response
label for the mood of a piece of music unrealistic, and we have instead
chosen to model human response labels to music in the arousal-valence
(A-V) representation of affect as a stochastic distribution. Using multi-
track sources, we seek to better understand these distributions by ana-
lyzing our content at the performer level for different instruments, thus
allowing the use of instrument-level features and the ability to isolate af-
fect as a result of different performers. Following from the time-varying
nature of music, we analyze 30-second clips on one-second intervals, in-
vestigating several regression techniques for the automatic parameteriza-
tion of emotion-space distributions from acoustic data. We compare the
results of the individual instruments to the predictions from the entire
instrument mixture as well as ensemble methods used to combine the
individual regressors from the separate instruments.
Keywords: emotion, mood, machine learning, regression, music, multi-
track
1 Introduction
There has been a growing interest in the music information retrieval (Music-IR)
research community gravitating towards methods to model and predict musical
emotion using both content based and semantic methods [1]. It is natural for
humans to organize music in terms of emotional associations, and the recent ex-
plosion of vast and easily accessible music libraries has created high demand for
automated tools for cataloging, classifying and exploring large volumes of mu-
sic content. Crowdsourcing methods provide very promising results, but do not
perform well outside of music that is highly-popular, and therefore leave much
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to be desired given the long-tailed distribution of music popularity. The recent
surge of investigations applying content-based methods to model and predict
emotional affect have generally focused on combining several feature domains
(e.g. loudness, timbre, harmony, rhythm), in some cases as many as possible,
and performing dimensionality reduction techniques such as principal compo-
nent analysis (PCA). While using these methods may in many cases provide
enhanced classification performance, they provide little help in understanding
the contribution of these features to musical emotion.
In this paper, we employ multi-track sources for music emotion recognition,
allowing us to extract instrument-level acoustic features while avoiding corrup-
tion that would usually occur as a result of noise induced by the other instru-
ments. The perceptual nature of musical emotion necessarily requires supervised
machine learning, and we therefore collect time-varying ground truth data for
all of our multi-track files. As in previous work, we collect data via a Mechani-
cal Turk human intelligence task (HIT) where participants are paid to provide
time-varying annotations in arousal-valence (A-V) model of affect, where valence
indicates positive vs negative emotion, and arousal indicates emotional intensity
[2]. In this initial investigation we obtain these annotations on our full multi-
track audio files, thus framing the task as predicting the mixed emotion from the
individual instrument sources. Furthermore, we model our collected A-V data
for each moment in a song as a stochastic distribution, and find that the labels
can be well represented as a two-dimensional A-V Gaussian distribution.
In isolating specific instruments we gain the ability to extract specific acous-
tic features targeted at each instrument, allowing us to find the most informa-
tive domain for each. In addition, we also isolate specific performers, potentially
allowing us to take into account performer-level affect as a result of musical ex-
pression. We build upon our previous work modeling time-varying emotion-space
distributions, and seek to develop new models to best combine this multi-track
data [3–5]. We investigate multiple methods for automatically parameterizing an
A-V Gaussian distribution, effectively creating functional mappings from acous-
tic features directly to emotion space distribution parameters.
2 Background
Prior work in modeling musical emotion has explored content based and semantic
methods as well as combinations of both models [1]. Much of the work in content
based methods focuses on training supervised machine learning models to predict
classes of emotion, such as happy, joyful, sad or depressed. Several works also
attempt to classify songs into discretized regions of the arousal-valence mood
space [6–8].
In addition to classification, several authors have successfully applied regres-
sion methods to project from high dimensional acoustic feature vectors directly
into the two dimensional A-V space [9, 8]. To our knowledge, no one has at-
tempted to leverage the separate audio streams available in multi-track record-
ings to enhance emotion prediction using content based methods.
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3 Dataset
We selected 50 songs spanning 50 unique artists from the RockBand R© game and
created five monaural stem files for each song. This is the same dataset (plus 2
additional songs) that we used in a previous paper for performing analyses on
multi-track data[10, 11]. A stem may contain one or more instruments from a
single instrument class. For example, the vocal track may have one lead voice
or a lead and harmony or even several harmonies as well as doubles of those
harmonies. Each stem only contains one instrument class (i.e. bass, drums, vo-
cals) excepting the backup track which can contain audio from more than one
instrument class. For each song there are a total of six audio files - backup,
bass, drums, guitar, vocals and the full mix, which is a linear combination of the
individual instruments.
To label the data, we employed an annotation process based on the
MoodSwings game outlined in [2]. We used Amazon’s Mechanical Turk and
rejected the data of users who did not pass the verification criteria of consistent
labeling on the same song and similarity to expert annotations. For the 50 songs
in our corpus there is an average of 18.48 ± 3.05 labels for each second with a
maximum of 25 and a minimum of 12. A 40 second clip was selected for each
song and the data of the first 10 seconds was discarded due to the time it takes a
user to decide on the emotional content of the song [12]. As a result, we are using
30 second clips for our time varying prediction of musical emotion distributions.
4 Experiments
The experiments we perform are similar in scope to those presented in a previous
paper which utilized a different dataset [4]. This allows us to verify that we
attain comparable results using instrument mixtures and provides a baseline to
compare the results from the audio content of individual instruments.
4.1 Overview
Acoustic features are extracted from each of the five individual instrument files
as well as the final mix and are described in more detail in Section 4.2. We use
linear regression to calculate the projection from the feature domain of each
track to the parameters of the Gaussian distribution that models the labels at
a given time.
[f
(t)
1 · · · f (t)m ] Wt = [µ(t)v µ(t)a Σ
(t)
11 Σ
(t)
12 Σ
(t)
22 ] (1)
Here [f
(t)
1 · · · f
(t)
t ] are the acoustic features, Wt is the projection matrix, µa and
µv are the means of the arousal and valence dimensions, respectively, and Σ is
the 2×2 covariance matrix. For an unknown song, Wt is used to predict the dis-
tribution parameters in the A-V space from the features for track t. The regressor
for each track can be used on its own to predict A-V means and covariances.
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Fig. 1: Acoustic features are computed on each individual instrument file and a
regression matrix is computed to project from features to a distribution in the
A-V space. A different distribution is computed for each instrument (B/D/P/V)
and the mean of the distribution parameters (gray circle) is used as the final
A-V distribution.
We also investigate combinations of the individual regressors to reduce the error
produced by a single instrument model. In these cases, the final prediction is a
weighted combination of the predictions from each individual regressor
θ =
K∑
k=1
πKθK (2)
where θ = [µv µa Σ11 Σ12 Σ22] and πk is the mixture coefficient for each re-
gressor. In this paper, we try the simplest case which averages the predicted
distribution parameters to produce the final distribution parameter vector. Fig-
ure 1 depicts the test process for an unknown song.
Having a small dataset of only 50 songs, we perform leave-one-out cross
validation (LOOCV), training on 49 songs and testing on the remaining song.
This process is repeated until every song has been used as a test song.
4.2 Acoustic Features
We investigate the performance of a variety of acoustic features that are typ-
ically used throughout the music information retrieval (Music-IR) community
including MFCCs, chroma, spectrum statistics and spectral contrast features.
The audio files are down-sampled to 22050 Hz and the features are aggregated
over one second windows to align with the second by second labels attained from
the annotation task. Table 1 lists the features used in our experiments [13–16].
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Feature Description
MFCC Mel-Frequency Cepstral Coefficients (20 dimensions)
Chroma Autocorrelation The autocorrelation of the
12 dimensional chroma vector
Spectral Contrast Energy in spectral peaks and valleys
Statistical Spectrum Descriptors Statistics of the spectrum (spectral shape)
Table 1: Acoustic features used in the experiments.
5 Results
We perform experiments using the audio of individual instruments, the full in-
strument mixture and combinations of the individual instruments. We also com-
pare the results of using different features for each track.
Table 2 shows the results for the regressors trained on individual instruments.
The mean average error is the average euclidean distance of the predicted mean
of the distribution from the true mean of the distribution across all cross vali-
dation folds. Since we are modeling distributions and not just singular A-V co-
ordinates, we also compute the one-way Kullback-Liebler (KL) Divergence from
the projected distribution to the true distribution of the collected A-V labels.
The table shows the average KL divergence for each regressor averaged across
all cross validation folds. We observe that the best regressor for bass, drums and
vocals is attained using spectral contrast features and the best regressor for the
backup and drum tracks is computed using spectral shape features. It is notable
that chroma features perform particularly poor in terms of KL divergence but
are only slightly worse than the other features at predicting the means of the
distribution.
We also consider combinations of regressors which are detailed in Table 3.
The ‘Best Single’ row shows the best performing single regressor in terms of A-V
mean prediction using each feature. The second row in the table includes the
results of averaging the predicted distribution parameters for all five individual
instrument models for the given feature. Lastly, ‘Final Mix’ lists the average
distance between the predicted and true A-V mean when projecting from features
computed on the final mixed track. We note that averaging the models improves
performance for all of the best single models excepting the spectral contrast
feature. Comparing the averaged models to the prediction from the final mix,
the averaged single instrument regressors perform better for MFCCs and spectral
shape features but do not perform as well as the final mixes when using chroma
or spectral contrast features.
In Figure 2 we see examples of both the predicted and actual distributions for
a 30 second clip from the song Hysteria by Muse. Both the true and estimated
distributions get darker over time as do the data points of the individual users.
The predictions for the individual instruments (a-e) are shown along with the
average of the predictions for all the instruments (f).
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Feature Instrument Average Mean Average KL
Distance Divergence
Backup 0.152± 0.083 1.89± 2.34
Bass 0.141± 0.070 1.26± 1.29
MFCC Drums 0.140± 0.075 1.17± 1.52
Guitar 0.133± 0.066 1.22± 1.40
Vocals 0.134± 0.071 1.41± 1.81
Backup 0.145± 0.125 1.86± 5.93
Bass 0.140± 0.076 1.21± 1.38
Spectral Drums 0.139± 0.071 1.20± 1.88
Contrast Guitar 0.125± 0.063 1.06± 1.42
Vocals 0.129± 0.065 1.00± 1.32
Backup 0.132± 0.068 1.25± 1.91
Bass 0.142± 0.071 1.31± 1.63
Spectral Drums 0.131± 0.072 1.03± 1.38
Shape Guitar 0.134± 0.063 1.12± 1.42
Vocals 0.133± 0.067 1.12± 1.47
Backup 0.153± 0.084 10.85± 15.6
Bass 0.159± 0.084 5.35± 6.13
Chroma Drums 0.162± 0.089 2.87± 3.01
Guitar 0.147± 0.074 2.66± 4.33
Vocals 0.154± 0.078 5.99± 10.4
Table 2: Mean average error between actual and predicted means in the A-V
coordinate space as well as Kullback-Leibler (KL) divergence between actual
and predicted distributions. The value of the best performing feature for each
instrument is in bold.
6 Discussion
In this initial work we demonstrate the potential of utilizing multi-track repre-
sentations of songs for modeling and predicting time varying musical emotion
distributions. We achieved performance on par with what we have shown pre-
viously with a different corpus using similar techniques and a simple averaging
of a set of regressors trained on individual instruments. Using more advanced
techniques to determine the optimal combinations and weights of instruments
and features could provide significant performance gains compared to averaging
the output of all the models. There are a variety of ensemble methods for regres-
Features
Chroma Contrast MFCC Shape
Best Single 0.147± 0.074 0.125± 0.063 0.133± 0.066 0.131± 0.072
Avg Models 0.142± 0.075 0.126± 0.066 0.124± 0.061 0.129± 0.064
Final Mix 0.141± 0.073 0.124± 0.066 0.129± 0.069 0.132± 0.066
Table 3: Results from different combinations of single instrument regressors
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(a) Bass (b) Backup (c) Guitar
(d) Drums (e) Vocal (f) Averaged Prediction
Fig. 2: Actual (red) and predicted (green) distributions for Hysteria by Muse.
The color of the distribution gets darker over time as does the color of the
individual data points.
sion that would be applicable to learning better feature and model combinations
for regression in the A-V space. We hope to infer, from the results of such ex-
periments, whether certain instruments contribute more to invoking emotional
responses from humans.
The results shown in these experiments are encouraging, especially in the
performance gains in the case of the MFCC features. An interesting result is
that each individual instrument spectral contrast prediction performs better
than that of MFCCs, but the MFCC multi-track combination is the top per-
former equal with spectral contrast on the full mix. This result highlights that
the highest performing feature on a single track might not be the same one that
offers the most new information to the aggregate track prediction. As a result,
in future work we plan to investigate feature selection for this application, per-
forming a number of experiments with different acoustic feature combinations
to determine the best acoustic feature for each instrument in the multi-track
prediction system.
192
8 J. Scott et al.
References
1. Y. E. Kim, E. M. Schmidt, R. Migneco, B. G. Morton, P. Richardson, J. Scott, J. A.
Speck, and D. Turnbull, “Music emotion recognition: A state of the art review,”
in ISMIR, Utrecht, Netherlands, 2010.
2. J. Speck, E. Schmidt, and B. Morton, “A comparitive study of collaborative vs.
traditional musical mood annotation,” in ISMIR, Miami, FL, 2011.
3. E. M. Schmidt, D. Turnbull, and Y. E. Kim, “Feature selection for content-based,
time-varying musical emotion regression,” in ACM MIR, Philadelphia, PA, 2010.
4. E. M. Schmidt and Y. E. Kim, “Prediction of time-varying musical mood distri-
butions from audio,” in ISMIR, Utrecht, Netherlands, 2010.
5. ——, “Prediction of time-varying musical mood distributions using Kalman filter-
ing,” in IEEE ICMLA, Washinton, D.C., 2010.
6. L. Lu, D. Liu, and H. J. Zhang, “Automatic mood detection and tracking of music
audio signals,” IEEE Transactions on Audio, Speech, and Language Processing,
vol. 14, no. 1, pp. 5–18, 2006.
7. K. Bischoff, C. S. Firan, R. Paiu, W. Nejdl, C. Laurier, and M. Sordo, “Music
mood and theme classification-a hybrid approach,” in Proceedings of the 10th In-
ternational Society for Music Information Conference, Kobe, Japan, 2009.
8. B. Han, S. Rho, R. B. Dannenberg, and E. Hwang, “Smers: Music emotion recog-
nition using support vector regression,” in ISMIR, Kobe, Japan, 2009.
9. H. Chen and Y. Yang, “Prediction of the distribution of perceived music emotions
using discrete samples,” IEEE TASLP, no. 99, 2011.
10. J. Scott, M. Prockup, E. M. Schmidt, and Y. E. Kim, “Automatic multi-track
mixing using linear dynamical systems,” in SMPC, Padova, Italy, 2011.
11. J. Scott and Y. E. Kim, “Analysis of acoustice features for automated multi-track
mixing,” in ISMIR, Miami, Florida, 2011.
12. B. G. Morton, J. A. Speck, E. M. Schmidt, and Y. E. Kim, “Improving music
emotion labeling using human computation,” in HCOMP ’10: Proc. of the ACM
SIGKDD Workshop on Human Computation, Washinton, D.C., 2010.
13. D. Jiang, L. Lu, H. Zhang, J. Tao, and L. Cai, “Music type classification by spectral
contrast feature,” in Proc. Intl. Conf. on Multimedia and Expo, vol. 1, 2002, pp.
113–116.
14. G. Tzanetakis and P. Cook, “Musical genre classification of audio signals,” Speech
and Audio Processing, IEEE Transactions on, vol. 10, no. 5, pp. 293–302, 2002.
15. S. Davis and P. Mermelstein, “Comparison of parametric representations for mono-
syllabic word recognition in continuously spoken sentences,” IEEE TASSP, vol. 28,
no. 4, 1980.
16. T. Fujishima, “Realtime chord recognition of musical sound: a system using com-
mon lisp music.” in Proc. of the Intl. Computer Music Conf., 1999.
193
Codebook Design Using Simulated Annealing Algorithm 
for Vector Quantization of Line Spectrum Pairs  
Fatiha Merazka  
Telecommunications Department  
University of science & technology Houari Boumediene 
P.O.Box 32 El Alia 16111 Bab Ezzouar, Algiers 
Algeria 
fmerazka@usthb.dz 
Abstract. An important issue in vector quantization (VQ) is the design of the 
codebook. The standard method for codebook design has been the generalized 
Lloyd algorithm (GLA) and Lind, Buzo and Gray (LBG) algorithm. Theses al-
gorithms can get stuck in suboptimal codebooks due to the presence of several 
locally minimum distortion values. Simulated annealing (SA) is an optimization 
procedure that uses randomness to escape local minima in its search for a glob-
ally minimum state. In this paper, we propose a method of applying simulated 
annealing to VQ codebook design problem. The results presented for speech 
samples represented by line spectrum Pairs (LSP) indicate that the resulting de-
sign with simulated annealing are better compared to GLA and LBG algo-
rithms.  
 
Keywords: LSP, Simulated Annealing, GLA, LBG, MSE, SNR 
1 Introduction 
VQ has become a powerful tool and its application has been frequently reported in the 
speech and image coding literature [1-3]. The basic definition of a vector quantizer Q  
of dimension n  and size K  is a mapping of a vector from n -dimensional Euclidean 
space,
nR  to a finite set, C , containing K  reproduction code-vectors [1]: 
 
 ,: CRQ n   (1) 
 
where  IiyC i  :  and 
n
i Ry   [1]. Associated with each reproduction code-
vector is a partition of 
nR , called a region or cell,  IiSS i  : [4]. The most popu-
lar form of VQ is the nearest neighbor VQ, where for each input source vector, x , a 
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search is done through the entire codebook to find the nearest code-vector,  iy , which 
has the minimum distance [5]: 
 
  xQyi   (2) 
 
 if     jiforyxdyxd ji  ,,   (3) 
 
where  yxd ,  is a distance measure between the vectors, x  and y . The mean 
squared error (mse) is used as the distance measure. Depending on the coding applica-
tion, other more meaningful distance measures may be used such as the the 
Mahalanobis distance [6], Itakura–Saito distance [7], or other perceptually-weighted 
distance measures [8]. 
If the dimension of the vectors is n  and a codebook of K  code-vectors is used, 
each vector will be represented as a binary code of length  K2log  bits. Hence the 
bitrate of the vector quantizer is given by  K
n
2log
1
 bits/sample [5]. 
Codebook design is the key problem of VQ and the generated codebook has more 
effect on the compression performance. The most widely used technique to create 
codebooks is a generalized Lloyd algorithm (GLA)[9], which is an iterative descent 
technique where an initial codebook is continually refined so that each iteration re-
duces the distortion involved in coding a given training set. The GLA algorithm pro-
vides no guarantee of optimality; a locally optimal solution may be obtained. The 
Linde–Buzo–Gray (LBG) algorithm [10] is an extension of the iterative Lloyd method 
[9], for use in VQ design. Because the LBG algorithm is not a variational technique,  
it can be used for cases where: the probability distribution of the data is not known a 
priori; we are only given a large set of training vectors; and the source is assumed to 
be ergodic [10]. The LBG algorithm involves refining an initial set of reproduction 
code-vectors using the Lloyd conditions [11], based on the given training vectors. The 
iterative procedure is stopped after the change in distortion becomes negligible. 
Research efforts in codebook design have been concentrated in two directions: to 
generate a better codebook that approaches the global optimal solution, and to reduce 
the computational complexity.  
All of the above algorithms have a local minimum problem. That is, the codebook 
guarantees local minimum distortion, but not global minimum distortion. To solve 
this problem, simulated annealing algorithms applied to image coding [12-14] have 
been proposed. Also, the method of using different initial points to find different 
codebooks, and then selecting the least distortion codebook as the final codebook, has 
been investigated. These last two methods can improve the codebook, but they in-
crease the complexity significantly, and they cannot guarantee global optimality. 
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 Competitive learning has also been applied to codebook design [15-20]. Codebook 
design algorithms based on evolutionary computation are new methods. In the design 
of the VQ codebook, the genetic algorithm (GA) is a random optimization algorithm 
based on the process of biological evolution by natural selection and genetic variation. 
GA has strong global search ability, but a weak local optimum capacity and slow 
convergence rate. It has advantages of easy use, universality and wide range of appli-
cation [21-24].  
Research on codebook design for VQ using simulated annealing has spanned over 
twenty years. Most work was focused on codebooks design for image coding. Less 
attention was paid to codebook design for speech signals.  
This paper explores the application of SA algorithm to design codebooks for split 
VQ (SVQ) of line spectrum pairs (LSP) parameters of speech signals and compare 
them with GLA and LBG, since these two algorithms remain used most often for 
developing codebooks [25,26]. 
 Our motivation for the use of LSP coefficient, to represent speech, is due to the 
fact that in many speech coders, the parameters of the all-zero predictor filter or the 
corresponding all-pole synthesis filter are coded and sent as part of the information 
stream [27]-[30].. Recently, there has been a growing interest in the use of (LSP’s) to 
code the filter parameters for linear predictive coding (LPC) of speech  
LSP’s are an alternative to the direct form predictor coefficients or the lattice form 
reflection coefficients for representing the filter response. The direct form coefficient 
representation of the LPC filters is not conducive to efficient quantization. Instead, 
nonlinear functions of the reflection coefficients (e.g., log-area ratio or inverse sine of 
the reflection coefficient) are often used as transmission parameters [31]. These pa-
rameters are preferable because they have a relatively low spectral sensitivity. 
LSP’s are an alternate parameterization of the filter with a one-to-one correspond-
ence with the direct form predictor coefficients. The concept of an LSP was intro-
duced by Itakura [32]. LSP’s encode speech spectral information more efficiently 
than other transmission parameters [28,33]. 
 We have opted for the quantization of the LSPs by SVQ. Our choice is justify by 
the fact that VQ provides greater quantization efficiency than the scalar quantization 
due to the high correlation between neighboring spectral lines and the intuitive spec-
tral interpolation [1]. Moreover, and  in order to make VQ practical for large dimen-
sion and high bitrates, a structure can be imposed on the codebook to decrease the 
search complexity and/or storage requirements. One way of achieving this is to use 
decompose the codebook into a Cartesian product of smaller codebooks [1,34].   
We will apply a 3-3-4 SVQ at 24 bits/frame to test our codebooks design. SVQ 
was first introduced by Paliwal and Atal [28,35] for quantization of line spectrum 
frequencies (LSF) in narrowband CELP speech coders and is used in the adaptive 
multirate narrowband (AMR-NB) codec [36]. SVQ is also used for quantizing Mel 
frequency-warped cepstral coefficients (MFCCs) in the ETSI distributed speech 
recognition (DSR) standard [37]. 
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In all cases, the codebook is designed to minimize the mean squared error mse, de-
fined by: 
 
  
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0
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


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ii yx
nk
mse  (4) 
 
where ix  is the ith input sample and iy is the ith output codeword, n  is the dimen-
sion of the vectors and k   is the size of training sequence. 
 
The signal to noise (SNR) ratio to be maximized is given by: 
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The rest of this paper is organized as follows. In section 2, definitions and proper-
ties of LSP parameters are presented. In section 3, the SVQ method used for the quan-
tization of LSP coefficients is detailed. The SA algorithm is presented in section 4. 
Simulation results and discussions are given in section 5. Section 5 is dedicated to the 
conclusion.  
2 LSP Properties 
The linear predictive coding (LPC) method [38] is one of the most popular approach-
es for describing the time varying short-term spectrum of the speech signal. In many 
speech coding systems, LPC coefficients are transformed to the Line Spectrum Pairs 
(LSP) parameters [32] which are very effective representation for quantization of the 
LPC information. These parameters are preferable because they have a relatively low 
spectral sensitivity. This can be attributed to the intimate relationship between the 
LSP's and the formant frequencies. Accordingly, LSP's can be quantized taking into 
account spectral features known to be important in perceiving speech signals. In addi-
tion, LSP's lend themselves to frame-to-frame interpolation with smooth spectral 
changes because of their frequency domain interpretation. The LSP are related to the 
poles of the LPC filter (or the zeros of the inverse filter) in the Z-plane. For a p th-
order LPC analysis, the Z-transform of the LPC inverse filter is denoted by: 
 
   pz
p
azaz
p
A

 ...1
1
1  (6) 
 
197
The parameters  ia  pi ,...,2,1 , are commonly referred to as the LPC coefficients 
[38],  
From (1) two new polynomials are defined: 
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The roots of these polynomials are usually called the Line Spectrum Pairs (LSP). 
These polynomials have the following properties: 
 All zeros of LSP polynomials are on the unit circle. 
 Zeros of P(z) and Q(z) are interlaced with each other on the unit circle. 
The minimum phase property of  zAp  can be easily preserved if the first two 
properties are intact after quantization. 
Some important properties are described in detail in [32]. 
 
The 10th-order linear prediction corresponds to the frequency range of narrowband 
speech coders [39, 40].  
3 Split vector quantization of LSP parameters 
In this section we will present the SVQ definitions used for LSP coefficients quantiza-
tion.  
An m  part, n -dimensional SVQ [2] operating at b  bits/vector, divides the vector 
space, 
nR , into m  lower dimensional subspaces,  mini iR 1 , where  
m
i
inn
1
. 
Independent codebooks,  miiC 1 , operating at  
m
ii
b
1  bits/vector, where 
 
m
i
ibb
1
, are then designed for each subspace. In order to quantize a vector of 
dimension n , the vector is split into subvectors of smaller dimension. Each of these 
subvectors is then encoded using their respective codebooks. The memory and com-
putational requirements of the SVQ codebook are smaller than that of an unstructured 
VQ codebook. In terms of the number of floating point values for representing the 
SVQ codebooks as opposed to that of unstructured VQ: 
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while the effective number of code-vectors of the resulting product codebook is the 
same as that of unstructured VQ at the same bitrate: 
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Therefore, the computational complexity and memory requirements for SVQ can 
be reduced considerably by splitting vectors into more parts.  
 
In our study, the LSP parameters vector of dimension 10 is split into three sub-
vectors, with the first sub-vector containing the three lowest LSP's, the second sub-
vector containing the three middle LSP's and the final sub-vector containing the four 
highest LSP's [28].  
4 Simulated Annealing 
This section introduces the principle of SA algorithm suitable for solving the prob-
lem of VQ codebook design..  
Simulated annealing is the computer modeling of the annealing process. By appro-
priately defining an effective temperature for the multivariable system, simulated 
annealing can solve a wide collection of optimization problems. Kirkpatrick et al. [12] 
were the first to use simulated annealing to solve such optimization problems. Starting 
from an initial state and with an initial temperature 0T , the simulated annealing pro-
ceeds as follows:  Alter the state by a random perturbation, and compute the resulting 
change in the cost function, E . If 0E , then the perturbed state is accepted as the 
new state. If 0E , then the perturbation is accepted with probability 
   TEEp /exp  . The state of the system is repeatedly perturbed until either a 
fixed number of attempts are made or a minimum number of attempts are accepted. 
The temperature T  is then reduced to the next lower temperature, and perturbations 
are again carried out. The number of perturbations attempted at each temperature and 
the sequence of temperatures is called the annealing schedule. Kirkpatrick et al. [41] 
recommended that the annealing schedule be developed by trial and error for a given 
problem, and chose 0)9.0( TT
n
n  , for the VLSI partitioning problem. Hajek [41] 
recommended the schedule  1log  nCTn since this helps guarantee the global 
minimum. The primary advantage of simulated annealing is its ability to avoid local 
minima in its search for the state with globally minimum energy. Changes that both 
decrease and increase the cost function are accepted, making escape from local mini-
ma possible. In the next section codebooks design based SA will be tested. 
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5 Simulation results and discussions 
 
A key issue in VQ is the design of the codebook. Usually, VQ codebooks designed 
using GLA [9] and LBG [10] algorithms, as stated in the introduction, can get trapped 
in local minima. Here we will investigate the use of SA method to optimize code-
books for SVQ (3-3-4) with LSP parameters and compare its performance with GLA 
and LBG in terms of mse, SNR, number of iterations and time execution. 
The LSP coefficients where generated from the ITU-T G.729 standard, which op-
erates at 8 kbits/s[41]. The speech used is extracted from the TIMIT database [42]. 
The total number of vectors used for the training sequence is 229829. 
Here, vectors of dimension 10 representing speech LSP parameters are splitted into 
three subvectors of dimensions 3, 3 and 4 respectively. The bit allocation for each 
subvector is 8 bits with a total number of 24 bits/vector.  
The annealing schedule used is the common 0)9.0( TT
n
n  , with 0T selected to 
achieve 99% acceptance. Twenty five acceptances or rejections were required before 
decreasing the temperature. 
Table 1 summarizes the results obtained with the GLA algorithm. It shows the 
initialmse  and finalmse when the mse  (eq. 4) is used as a cost function. Four cases are 
considered for each sub-vector of dimension n . Results obtained, when SNR  (eq. 5) 
is considered as cost function to be maximized, are also reported in Table 1. The 
initialSNR  and finalSNR are given considering four cases as mse  is used cost function.  
The total number of iteration and time execution is also given for each case. 
The initial codebooks, for the three sub-vectors considered here, are generated ran-
domly from the training sequence. Codebook index corresponds to the initial code-
book and can be any integer value. 
 
Tests for the LBG algorithm, reported in Table 2, are given by the statistical prop-
erties corresponding to each subvector represented by means and variances and are. 
Table 2 shows also the optimal mse and SNR and the corresponding number of itera-
tions and time execution for each subvector of dimension n  and size K=256. 
 
The results obtained for SA algorithm are summarized in Table 3. The initial tem-
perature iT  and its corresponding  in itia lmse   are given for each subvector of dimen-
sion n  when the mse is used as a cost function. The same thing for the final fT  and 
its corresponding finalmse  when the SNR is used as a cost function. It is also given in 
the same table the corresponding number of iterations and time execution for each 
vector of dimension n . 
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Table 1. Results obtained with GLA for codebooks of dimension n  and size K=256 of speech 
LSPs  
Code- 
book 
 
initialmse  finalmse  initialSNR  finalSNR  Codebook 
Index. 
 
iterations Time 
 
3n  
 K=256 
 
0.001706 0.000157 12.734338 23.097418 0 14 1.152 s 
0.000130 0.000073 23.921389 26.416121 50 12 0.981 s 
0.000214 0.000062 21.748373 27.116219 100 9 0.741 s 
0.011953 0.000829 4.280092 15.866799 400 23 1.883 s 
        
 
3n  
K=256 
0.002855 0.000418 16.250179 24.590706 0 24 1.983 s 
0.000590 0.000299 23.095110 26.054218 50 9 0.742 s 
0.000810 0.000232 21.722563 27.145992 100 9 0.741 s 
0.010768 0.001036 10.484547 20.650553 400 13 1.072 s 
 
 
4n  
K=256 
0.002654 0.000377 17.164139 25.634670 0 27 2.213 s 
0.000799 0.000355 22.378906 25.897436 50 15 1.241 s 
0.000953 0.000448 21.614010 24.888277 200 7 0.58   s 
0.005073 0.000689 14.350595 23.024261 300 15 1.231 s 
 
 
Table 2. Results obtained with LBG for codebooks of dimension n  and size K=256 of speech 
LSPs  
Codebook Mean Variance finalmse  finalSNR  iterations 
 
Time 
3n  
 K=256 
 
0.509195 0.032024 0.000047 28.294531       92 2.233 s 
3n  
K=256 
 
1.288222 0.120389 0.000194 27.930449       90 1.922 s 
4n  
K=256 
2.304135 0.138155 0.000222 27.936451       86 1.672 s 
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Table 3. Results obtained with SA for codebooks of dimension n  and size K=256 of speech 
LSPs  
Code- 
book 
iT  fT  initialmse  finalmse  initialSNR  finalSNR  
 
iterations  
 
Time 
3n  
K=256 
 
1 361089.9   0.011953 0.000034 4.280031 29.720501 19819 14min38s 
 
3n  
K=256 
 
 
10 
 
361074.9   
 
0.010768 
 
0.000136 
  
10.484393 
 
29.469749 
  
20299 
 
15min26s 
 
4n  
K=256 
 
500 
 
361088.9   
 
0.005534 
 
0.000186 
  
13.972967 
 
28.714369 
  
21238 
 
14min55s 
 
 
Comparing Tables 2 and 3, we can see that SA algorithm gives better results than 
LBG in terms of finalmse  for the three codebooks considered. We can also notice that 
the SA algorithm is more CPU time consuming compared to the LBG algorithm.  
Comparing Tables 1, 2 and 3, the results obtained with GLA in terms of finalmse , 
finalSNR  are worse than the other two methods, they are highly dependent on the 
initial codebook chosen. 
Comparing Tables 2 and 3, we notice that he LBG algorithm is faster but less effi-
cient than SA. This was expected because a descent method (LBG in our case) is 
theoretically less time consuming than Sa but less efficient. A descent method is often 
trapped in a local minimum especially when the objective function to minimize in our 
case, the mse, has several minima; this is due to the search criterion of a descent 
method. It evolves in its search for the solution (quantization codebook in our case) 
through the optimal set of solutions by not accepting a lower cost solution than the 
current solution from one step to another; it stops the search if a minimum is met but 
not necessarily the global minimum. 
The performance of a descent method is directly related to the quality of the initial 
solution from which begins the search procedure for the optimal solution, that's what 
we found for GLA. GLA is a descent method, which is identical to LBG (same opti-
mality conditions), but the major problem in the GLA algorithm is the choice of the 
initial codebook. We chose to create the initial codebook of GLA randomly and we 
noticed that some GLA codebooks approached the initial results obtained by LBG and 
SA, but more often in practice it is not easy to find an initial codebook that ensure the 
convergence of GLA to an optimal codebook, it may be more difficult than the origi-
nal problem and therefore a waste of time and more without reaching suitable results. 
 
SA performs better than LBG and GLA; this is due to the global search of SA. It 
accepts solutions that improve the cost of the objective function (in our case mse or 
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SNR) and also in a controlled manner (probabilistic) solution which degrade it. The 
performance of SA is directly related to the cooling scheme selected and the number 
of iterations per temperature. For a given time, the simulated annealing will approach 
as possible the optimal solution. In some problems the time required for simulated 
annealing performance could be seen as a disadvantage, but for the quantization prob-
lem this is not a waste of time because the quantization codebook is designed eternal-
ly. 
 
6 Conclusion 
Simulated annealing is a powerful optimization procedure that achieves near globally-
minimum-cost solutions to many optimization problems. In this paper, we attempted 
to apply SA to improve the quality of codebooks SVQ for the quantization of spectral 
parameters represented by LSPs. SA provided the best SNR and mse results, avoiding 
the initial codebook dependence found when using the GLA. 
Simulated annealing, while itself, too time consuming, does serve to obtain a near 
globally-optimum solution for codebook design.  Future research will focus on more 
sophisticated algorithms based genetic algorithms and Tabu search. 
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Abstract. In this paper we present an implementation of a software
synthesiser based on pulsar synthesis to be used in conventional digi-
tal audio workstations supporting common plugin standards. After re-
viewing basic pulsar synthesis, we describe limitations of this synthesis
technique and novel parameters we developed to overcome these for the
design of a MIDI controlled implementation. The developed keyboard
instrument can be easily played by composers and music producers fa-
miliar with software synthesisers using traditional synthesis techniques
based on virtual oscillators. We also discuss aesthetic considerations in
the design, the spectra of complex grain waveforms, and the e!ect of
parameter changes on pulsar train spectra.
Keywords: sound synthesis, pulsar synthesis, granular synthesis
1 Introduction
Sound synthesis and manipulation based on granular synthesis (GS) has been
investigated in great detail since its first computer-based implementation by
Curtis Roads in 1978 [1]. Newer implementations range from sound generators
for grain clouds to digital audio e!ects based on sound granulation [2]. An exten-
sive overview of granular synthesis techniques is given in [3]. However, although
granulation and granular synthesis is a widespread technique in contemporary
electronic music composition, synthesisers based on pulsar synthesis (PS) are
less common. This is especially the case for implementations that can be easily
integrated into digital audio workstations as plug-ins to be used in the same
fashion as virtual analog synthesisers
PS is a type of granular synthesis whose name originates from spinning neu-
tron stars that emit periodic signals in the range of 0.24 to 642 Hz [4]. Basic
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
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pulsar synthesis generates a periodic pulsar train controlled by various param-
eters which we describe in more detail in section 3. The aim of our research is
to extend PS, and to overcome the limitations inherent in the technique when
implemented as a keyboard instrument where the pitch is controlled by MIDI
note numbers. The goal is not only the creation of a composition tool for exper-
imental sound design, but also to make PS accessible to, and intuitively usable
for music producers of popular electronic music, stressing some of its apparent
resemblances to virtual analog synthesis.
After briefly describing granular synthesis and its musical application and
reviewing basic pulsar synthesis, we describe the extended PS and the aesthetic
considerations taken into account during the development of a plug-in synthesiser
in conjunction with hamburg-audio4. Lastly we discuss the sonic capabilities by
means of complex grain waveform spectra, the e!ect of parameter changes on
pulsar train spectra, and sequencing in the microsound domain. Audio examples
accompanying this paper can be found online5.
2 Granular Synthesis
GS is based on the theory of acoustical quanta by British physicist Dennis Gabor,
who suggested that every sound can be decomposed to a family of functions
derived from time and frequency shifts of a single Gaussian particle. Gabor
developed a mathematical representation for acoustical quanta by relating a
time-domain signal with a frequency-domain spectrum [5][6]. The duration of a
grain of sound is usually in the range of 1 to 100ms, ranging near the threshold
of human perception. Furthermore, a grain is characterised by its waveform w
shaped by an envelope v.
The combination of large numbers of grains over time makes it possible to
create sound patterns and grain clouds resulting in atmospheric sounds [3]. The
basic form of a grain generator is shown in figure 1.
The first person to use Gabors theory as a composition tool was Xenakis [7].
Musical pieces to mention are for example Metastasis (1954), Concret PH (1958)
and Analogique A-B (1959), the latter being described in [8]. Curtis Roads did
further research in the field of GS and created various related compositions and
computer programs. He developed software implementations such as Cloud Gen-
erator and Pulsar Generator [3][4]. Other important composers in this context
are Paul Lansky and Barry Truax. Until the end of the 20th century, GS could
mostly be found in the works of composers linked to scientific research insti-
tutions and in compositions outside of the world of popular music. However,
new genres and subcultures emerged since the beginning of this century with
composers having di!erent degrees of knowledge about the institutional frame-
work of computer music. Inspired by the works of the established composers,
music styles such as glitch or IDM (Intelligent Dance Music) are heavily influ-
4 http://hamburg-audio.com
5 http://isophonics.net/content/pulsar-synthesis
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Grain amplitude 
Grain duration
Grain frequency
Grain spatial position
Grain waveform
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Fig. 1. Basic grain generator consisting of a Gaussian grain envelope generator and a
sinusoidal grain waveform. The grains can be spatially placed in N channels.
enced by GS and Granulation. This development has also been discussed in the
musicological literature [9][10][7].
In recent years granular synthesis and granulation-based e!ects have found
their way into popular music and music production tools with a variety of digital
audio e!ects inspired by the aforementioned newly emerging genres and sub-
genres of electronic music. However, PS has as of today gained less attention
since its first appearance.
3 Pulsar Synthesis
PS has first been presented as a computer-based granular synthesis technique by
Curtis Roads and Alberto de Campo in 1999 [4]. The pulses and pitched tones
produced with PS are similar to those of earlier analog musical instruments, e.g.
the Ondioline or the Hohner Elektronium which are based on filtered pulse trains
[11][4]. Nevertheless, PS is implemented in the digital domain, therefore taking
advantage of the processing power and flexibility of modern computer systems.
In its simplest form a pulsar train (as shown in figure 2) is controlled by two
main parameters, the fundamental frequency (pulsar frequency):
fp =
1
p
(1)
p = d + s (2)
where the period p of the pulsar consists of the pulsaret width (duty cycle)
d, and the intergrain time s.
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The duty cycle frequency (formant frequency) is described by:
fd =
1
d
(3)
which determines the width of the pulsaret within the pulsar.
s s
Fig. 2. A pulsar consists of a pulsaret of width d and a following silent part (intergrain
time s). The period p of the fundamental determining the pitch is an independent
parameter from the pulsaret width.
The periodic pulsar train G can be expressed as the convolution of the pul-
saret with an impulse train:
Gw,v,d,p(t) = wdvd !
!
k="!
!(t" kp) (4)
where wd and vd are scaled versions of the pulsaret waveform and envelope
with length d, and ! is the Dirac delta function.
As opposed to pulse width modulation (PWM) in analog synthesisers, where
the duty cycle of a rectangular waveform is set by a ratio to the fundamental
period, in PS the duty cycle is an independent parameter from the fundamental
frequency. Moreover, the pulsaret is characterised by the pulsaret waveform w
and the pulsaret envelope v. The pulsaret waveforms and envelopes can be of
arbitrary shape. However, Roads [4] proposed some standard waveshapes with
the initial introduction of PS and investigated the e!ect of the grain envelope on
the grain’s spectrum. The standard waveforms include sine and multicycle sine,
as well as bandlimited pulses and cosmic pulsar waveforms stressing the synthesis
technique’s relationship to waveforms emitted by neutron stars. Typical envelope
shapes are for example Gaussian, sine, linear or exponential decay or attack.
The envelope causes a resonant main band and several sidebands, smearing the
original waveform spectrum [12]. Figure 2 shows pulsars of constant pitch with
varying duty cycle frequency; the pulsaret waveform is a band-limited pulse.
As fp and fd are independently variable parameters, we may encounter the
case of d > p. In this case we can apply overlapped pulsaret-width modulation
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(OPulWM), where several grains (pulsarets) overlap. This overlap is defined as
the time interval during which two or more grains are played simultaneously, and
can be calculated by the di!erence between the grain rate and grain duration
[13]. A di!erent approach to deal with this problem is to cut o! the pulsar and
spawn a new one without overlapping. However, in practice both approaches
have disadvantages. While OPulWM generally leads to cancellation at higher
numbers of overlapped grains (and increased CPU load), cutting of a grain may
lead to sudden changes in the amplitude, introducing unwanted high frequencies
into the spectrum (this e!ect may be dampened by a cross-fade parameter at
the cuto! point). In section 4.6 we describe a hybrid synthesis approach used in
our implementation which presents an optional compromise between true PS an
playability throughout all octaves.
1k
3k
6k
10k
16k
time
f [Hz]
Fig. 3. Spectral e!ect of increasing the duty cycle frequency at a constant fundamental
frequency (pulsaret width modulation).
4 Pulsar Synthesis for a MIDI Controlled Synthesiser
For the design of a PS synthesiser that can be played as a keyboard instrument
we introduced a number of novel parameters, some to improve the playability,
others purely for aesthetic considerations. In this section we present some of
these parameters, the motivation behind their introduction, and the sonic impli-
cations. We implemented the synthesis in the Nuklear synthesiser as an Audio
Unit6/VST 7 plug-in with four parallel pulsar train generators. Its graphical user
interface (GUI) is shown in figure 4.
In addtion to the sound generators the synthesiser features various modu-
lation sources which can be mapped to arbitrary parameters. These include 8
6 https://developer.apple.com/library/mac/#documentation/MusicAudio/
Conceptual/AudioUnitProgrammingGuide/Introduction/Introduction.html
7 http://ygrabit.steinberg.de/˜ygrabit/public html/index.html
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Fig. 4. Graphical user interface of Nuklear, a plug-in synthesiser based on Pulsar Syn-
thesis
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ADSHR envelopes, 8 low frequency oscillators (LFO) and control sequences that
can be programmed in a 16-step sequencer. Moreover, the sum on the output
can be shaped by two filters and an e!ect section consisting of a delay e!ect and
a distortion e!ect. In this paper, however, we focus specifically on the pulsar
train generators and the parameters we introduced to extend PS to our needs.
4.1 Pulsaret Waveforms
In addition to the standard PS waveforms (see section 3) we implemented several
other waveforms known from classic virtual oscillators, such as sawtooth, rect-
angular and triangular. Furthermore, we added experimental waveforms, among
them a selection of shapes based on wavelet functions. It should be noted that
in our case we perform a sonification of wavelet functions rather than mathe-
matical operations related to their original purpose, the wavelet transform for
multi-resolution signal analysis. We chose the wavelet shapes from an aesthetic
point of view and achieved some interesting results with regards to composition
and sound design. In our experiments we investigated acoustic characteristics
of compactly supported orthonormal wavelets as introduced by Daubechies [14],
and biorthogonal wavelets, a family of wavelets with the property of linear phase
[15]. The wavelet shapes that are included in our implementation were selected
to cover a wide range of sounds. Figure 5 shows some of the waveforms and their
respective spectra.
f [Hz]
5k
3k
2k
1k
100
0
1
-1 time
a) b) c) d)
Fig. 5. Pulsaret waveforms with corresponding spectra above. a) based on Daubechies
wavelet 2; b) based on Daubechies wavelet 5; c) based on biorthogonal decomposition
wavelet 3.5; d) cosmic gravitational wave. The spectrograms are 2048-point fast Fourier
transform plots with a Blackmann-Harris window. The duty cycle frequency is 10.87Hz.
To shape the waveforms we implemented the envelope shapes shown in figure
6 in addition to a rectangular envelope with a constant value of 1.
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0
1
-1 time
a) b) c) d)
Fig. 6. Pulsaret envelopes in Nuklear : a) Hann type I; b) Hann type II; c) linear attack;
d) linear decay.
4.2 Stereo Width
A stereo widening e!ect can be set independently for each of the four parallel
pulsar trains. The e!ect is achieved by alternating the pulsars between the stereo
channels (see figure 7). This is implemented as a parameter allowing intermedi-
ate settings. Low settings of this parameter only decrease the amplitude in an
alternating fashion between the channels, instead of muting every other pulsar
completely.
At low fundamental frequencies in the infrasonic range the alternating pulsars
are clearly distinguishable, while at higher notes the stereo widening e!ect is
perceived. Moreover, even at low settings harmonics of half the fundamental
frequency are introduced to the spectrum. This is due to the fact that e!ectively
an amplitude modulation at half the fundamental frequency is performed with
a 180# phase shift between the stereo channels. At width settings above the
middle position the alternating pulses are inverted and mixed with the opposite
channel.
!"#$
"
"#$
!"#$
"
"#$
le
ft
rig
ht
width = 0 width = 0.5
time
width = 1
a) b) c)
Fig. 7. Stereo width parameter: At 0 every pulsar plays on both channels (a). At the
centre position the pulsars alternate between the channels (b). At 1 the alternating
pulses are mirrored negatively onto the other channel (c). This parameter also allows
intermediate settings.
4.3 Pitch-Dependent Pulsar Phase
Another novel parameter we introduce is the pitch-dependent pulsar phase. We
define this parameter as a time shift of every other pulsar within the fundamental
period in the range of 0# to 360#. Figure 8 shows the e!ect this time-shift has
on the pulsar train, both in the time and frequency domain. A phase shift of
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360# translates to every second pulsar coinciding with the next pulsar, e!ectively
transposing the pulsar train down by one octave.
0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018
!"
!#$%
0
#$%
1
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Fig. 8. E!ect of the pitch-dependent pulsar phase shift on the pulsar train. The spectra
above are produced by playing continuous loops of the pulsar sequences below. a) phase
= 0!; b) phase = 90!; c) phase = 180!.
This phase shift technique introduces harmonics at half the original funda-
mental frequency, with varying magnitudes for the partials depending on the
phase-shift amount. Modulating the parameter with an LFO or envelope curve
results in an e!ect reminiscent of a classic phaser. However, the common phaser
e!ect consists of a time-modulated additive delay line in the range of up to 2ms,
independently from the note’s pitch [16]. In the infrasonic domain the pulsar
phase parameter produces rhythmic changes in the pulsar train.
4.4 Grain Overlap
As mentioned in section 3, when implementing a granular synthesiser one needs
to take into account the case of overlapping grains. In the case of PS this is
relevant when the fundamental frequency fp exceeds the duty cycle frequency
fd. Overlapping grains in PS can produce a smooth sound due to the negative
intergrain time, while they at the same time largely preserve the overall formant
structure of the pulsar train. However, high numbers of overlapping grains may
lead to cancellation and high CPU load.
In Nuklear it is possible to define an overlap limit. When this limit is reached,
the pulsarets are scaled in such a way, that a set maximum number of pulsarets
fits in to the fundamental cycle. While this technique changes the sound char-
acteristics of true PS, it allows the user to play the synthesiser over all octaves
without having to worry about undesired missing notes in the higher registers.
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Figure 9 shows a pulsar train with pulsarets scaled to fit into the fundamental pe-
riod p with an overlap limit of 0 (a), and overlapping pulsarets with unchanged
duty cycle frequency fd (a).
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Fig. 9. Pulsar train with a pulsaret waveform of a bandlimited pulse with 6 harmonics.
a) overlap limit = 0, the pulsaret is scaled to fit into the fundamental period (d = p);
b) the pulsarets overlap and keep the original duty cycle frequency fd.
Figure 10 shows how allowing grains to overlap preserves the formant struc-
ture (a). Automatic scaling of the duty cycle period to fit into the fundamental
period to avoid grain overlap results in di!erent spectra. In the latter case the
pulsar train generator behaves similarly to a virtual oscillator using the pulsaret
waveform (in this example d is scaled to 0.95p).
Fig. 10. A pulsar train generated with a prototype implementation. fp rises linearly
from 100 Hz to 600 Hz. The duty cycle frequency fd is at 200 Hz, the pulsarets are two
sine wave cycles shaped by a Gaussian envelope. At the point marked x, fp is 0.95fd.
a) the grains start to overlap, b) the pulsarets are scaled to d = 0.95p to avoid overlap.
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4.5 Sequencing in the Microsound Domain
Pulsar masking is the controlled deletion of pulsars from the pulsar train re-
placing it with silence. Roads [4] proposes three forms for this technique: burst,
channel, and stochastic masking.
Burst masking mutes pulsars at regular intervals at a given burst ratio b:r,
where b defines the burst length and r is the rest length in pulsaret periods.
For instance, a burst ratio of 3:1 produces a sequence of 3 pulsarets and one
period of silence, which can be denoted by a binary sequence 111011101110, etc.
(Figure 11b). The e!ect is a form of amplitude modulation, where the funda-
mental frequency is broken up by a subharmonic factor b+r. If the fundamental
frequency is in the infrasonic range, rhythmic patterns are perceived. Channel
masking is defined as the muting of pulsarets on two channels in an opposite
manner. Therefore, the stereo width parameter at its middle setting as described
in section 4.2 can be seen as channel masking with a burst ratio of 1:1. Stochastic
masking mutes pulsars randomly according to a given ratio, i.e. the ratio of the
number of outcomes of 1 (play) to the number of outcomes of 0 (mute), when
all outcomes are regarded as equally likely.
Building on the idea of burst masking we implemented a binary pulsar mask-
ing sequencer we call microsequencer. In its current form it allows a masking
sequence of up to 8 pulsar cycles in which pulsars can be set to either on or o!.
Figure 11c) shows the pulsar pattern 10111001, and the resulting spectrum of a
note played with this masking setting.
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Fig. 11. Spectral e!ect of the microsequencer. The spectra above are produced by
playing continuous loops of the pulsar sequences below. a) regular pulsar train without
masking; b) masking every 4th pulsar introduces harmonics at 1
4
of the fundamental
frequency (sequence 1110); c) a more complex pulsar sequence (10111001).
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4.6 Pulsar/Virtual-Analog Hybrid Synthesis
In addition to true PS our synthesiser o!ers a synthesis that can be described
as a hybrid between PS and synthesis using classic virtual oscillators. This de-
velopment is partly motivated by the problems with regards to notes with high
fundamental frequencies and the resulting multiple grain overlap (see section
4.4). Moreover, due to the nature of PS many sounds lack low frequencies in
the spectrum and the perceived warmth associated with them. We address this
problem by lowering fd relative to fp, limiting the e!ect that low notes are not
only perceived as a series of high-pitched clicks. By introducing a parameter h,
we can gradually move between PS (h = 1) and virtual oscillator based synthesis
(h = 0). Here, the duty cycle frequency fd takes the form:
fd(h, e, p) = hfe + (1" h)fp , 0 # h # 1 (5)
where h is the hybrid synthesis parameter setting and fe is the duty cycle
frequency setting on the GUI.
Note that if h = 0 then fd = fp, i.e. in this setting the pulsar train generator
can be used in the same way as a virtual analog oscillator. Moreover, an oscilla-
tor may be defined as a special case of a pulsar train generator, where fp = fd.
Thus, all the complex waveforms and parameters developed for PS as described
in sections 4.1 to 4.5 are still available in this synthesis mode. Furthermore, by
utilising multiple pulsar train generators and the microsequencer we can design
unusual oscillators, for instance, by rotating through a sequence of waveforms.
Figure 12 shows such a signal produced by employing all four pulsar train gen-
erators with h = 0, each of which use a di!erent waveform and pulsar sequences
(1000, 0100, 0010, 0001).
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Fig. 12. Signal produced by employing four pulsar train generators each playing a
di!erent pulsar sequence with di!erent waveforms. The microsequencer is set to a
length of 4 and the sequences 1000, 0100, 0010, 0001. The duty cycle d is of the same
length as the fundamental period p
5 Conclusions
We presented an implementation of a software synthesiser based on extended pul-
sar synthesis (PS). A number of novel parameters were introduced in order to
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enhance the synthesis technique specifically for use in a keyboard instrument. We
demonstrated that PS is well suited for the development of tools for music com-
position and production, not only within the academic musical framework, but
also as an alternative to established virtual synthesisers used in music produc-
tion studios. To overcome some of the subjective limitations of PS we proposed
a hybrid synthesis technique which makes it possible to gradually move between
PS and classic virtual oscillator based synthesis. Moreover, due to the nature of
PS the synthesiser can be used to demonstrate the relationship of rhythm and
pitch by comparing pulsar trains with fundamental frequencies in the infrasonic
range with pulsar trains in the harmonic range. The former produces rhythmic
patterns, the latter produces pitched notes.
The professional plug-in implementation Nuklear is based on this research
and capable of producing a range of sounds di!erent in character from established
synthesisers. It received positive reviews in the professional literature, and has
been awarded with the Innovation Award from Computer Music magazine [17].
References
1. C. Roads, “Granular synthesis of sound,” Computer Music Journal, vol. 2, no. 2,
pp. 61–62, 1978.
2. U. Zölzer (Ed.), DAFX - Digital Audio E!ects, J. Wiley & Sons, second edition
edition, 2011.
3. C. Roads, Microsound, MIT Press, Cambridge, MA, USA, 2001.
4. C. Roads, “Sound composition with pulsars,” Journal of the Audio Engineering
Society, vol. 49, no. 3, pp. 134–147, 2001.
5. D. Gabor, “Acoustical quanta and the theory of hearing,” Nature, vol. 159, no.
4044, pp. 591–594, 1947.
6. M. J. Bastiaans and A. J. van Leest, “Gabor’s signal expansion and the gabor
transform based on a non-orthogonal sampling geometry,” 6th International Sym-
posium on Signal Processing and its Applications, Kuala Lumpur, Malaysia, vol.
1, pp. 162–163, 2001.
7. P. Thomson, “Atoms and errors: Towards a history and aesthetics of microsound,”
Organised Sound, vol. 9, no. 2, pp. 207–218, 2004.
8. I. Xenakis, Formalized Music (Revised Edition), Pendragon Press, Stuyvesant,
NY, USA, 1992.
9. K. Cascone, “The aesthetics of failure: ”post digital” tendencies in contemporary
computer music,” Computer Music Journal, vol. 24, no. 4, pp. 12–18, 2002.
10. P. Sherburne, “12k: Between two points,” Organised Sound, vol. 9, no. 2, pp.
225–228, 2002.
11. L. Fourier, “Jean-Jacques Perrey and the ondioline,” Computer Music Journal,
vol. 18, no. 4, pp. 18–25, 1994.
12. D. Keller and C. Rolfe, “The corner e!ect,” Proceedings of the XIIth Colloquium
of Musical Informatics, Gorizia, Italy, 1998.
13. D. L. Jones and T. W. Parks, “Generation and combination of grains for music
synthesis,” Computer Music Journal, vol. 12, no. 2, pp. 27–33, 1988.
14. I. Daubechies, “Orthonormal bases of compactly supported wavelets,” Communi-
cations on Pure and Applied Mathematics, vol. 41, no. 7, pp. 909–996, 1988.
218
14 T. Wilmering, T. Rehaag and A. Dupke
15. A. Cohen, I. Daubechies, and J.-C. Feauveau, “Biorthogonal bases of compactly
supported wavelets,” Communications on Pure and Applied Mathematics, vol. 45,
no. 5, pp. 485–560, 1992.
16. H. Speckmann, “Time-related sound processors,” [Online]. Available: http://
www9.dw-world.de/rtc/infotheque/sound processors/soundprocessors.html, 2004.
17. Computer Music, Number 172. Future Publishing Ltd., 2011.
219
Knowledge Management On The Semantic Web:
A Comparison of Neuro-Fuzzy and Multi-Layer
Perceptron Methods For Automatic Music
Tagging
Sefki Kolozali, Mathieu Barthet, and Mark Sandler
Centre for Digital Music
Queen Mary University of London
{sefki.kolozali,mathieu.barthet,mark.sandler}@eecs.qmul.ac.uk
Abstract. This paper presents the preliminary analyses towards the
development of a formal method for generating autonomous, dynamic
ontology systems in the context of web-based audio signals applications.
In the music domain, social tags have become important components
of database management, recommender systems, and song similarity en-
gines. In this study, we map the audio similarity features from the Iso-
phone database [25] to social tags collected from the Last.fm online mu-
sic streaming service, by using neuro-fuzzy (NF) and multi-layer percep-
tron (MLP) neural networks. The algorithms were tested on a large-scale
dataset (Isophone) including more than 40 000 songs from 10 di!erent
musical genres. The classification experiments were conducted for a large
number of tags (32) related to genre, instrumentation, mood, geographic
location, and time-period. The neuro-fuzzy approach increased the over-
all F-measure by 25 percentage points in comparison with the traditional
MLP approach. This highlights the interest of neuro-fuzzy systems which
have been rarely used in music information retrieval so far, whereas they
have been interestingly applied to classification tasks in other domains
such as image retrieval and a!ective computing.
1 Introduction
In the last decade, there has been extensive research on the development and use
of the semantic web to make the web data interpretable, usable and accessible
across a wide variety of domains. The key idea of this e!ort is to provide web
content with conceptual background which is referred to as ontologies. For this
purpose, the data models, such as ontology web language (OWL) and resource
description format (RDF) have received considerable attention from researchers
and the industrial sectors. Many research groups built ontologies manually to
represent di!erent types of data (e.g. music data, social data) within the forma-
tion of the semantic web [1]. Some examples of ontologies in the music domain
are the music ontology1 (MO) and the music performance ontology, grounded in
the MO [22].
1 http://musicontology.com/
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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The main disadvantage of the current ontology engineering process is that
it cannot operate independently from human supervision. There is a growing
interest for automated learning systems which can handle knowledge acquisition
and also build ontologies from fast growing and large datasets [3], since cur-
rent ontologies have an inflexible structure, and are incapable of handling these
problems.
Social tags represent a potential high-volume source of descriptive metadata
for music. Tags are useful text-based labels that encode semantic information
about the music content (e.g. genres, instrumentations, geographic origins, emo-
tions). In the music domain, popular web systems such as Last.fm2 provide pos-
sibility for users to tag with free text labels an item of interest. Such metadata
can either be used to train audio content-based classification systems for seman-
tic annotation and retrieval, or likewise, automatic ontology generation. There
has been recently a significant amount of research on content-based music sim-
ilarity and tagging systems. Both fields use content-based descriptors extracted
from audio signals. The Isophone dataset [25] provides an excellent opportunity
to undertake reproducible research on large-scale music collection with readily-
available mel-frequency cepstral coe"cient (MFCC) features that can be jointly
used with other datasets.
In this paper, we propose an audio tagging system based on neuro-fuzzy
(NF) neural networks in comparison with the more traditional multi-layer per-
ceptron (MLP) algorithm. The system was tested using the Isophone database
in conjunction with Last.fm social tags. The use of neuro-fuzzy systems is driven
here for further linking it with fuzzy spatial reasoning as an ontology generation
solution. Hence we are motivated here by the comparison of the performance
of NF networks relatively to another classifier, rather than by the obtention
of state-of-the-art classification accuracies. Neuro-fuzzy systems have only been
scarcely used in MIR (e.g. [29]) whereas they have shown to be powerful in other
domains, such as image retrieval [23] and a!ective computing [10].
The remainder of this paper is organized as follows; in the next section,
previous works related to automatic ontology generation are described. Section 3
explains the automatic tagging system and algorithms used in this work. Section
4 presents the experiments and results. Finally, in the last section, the paper
concludes on the importance of the current research problem, and presents the
next steps in our research.
2 Related Work
Although there are many ways of collecting experimental data for music infor-
mation retrieval (MIR) research, the main challenges are the sparsity of the
data, and the bias introduced by erroneous annotations. Besides, the cognitive
processes underlying the representation and categorization of music are not yet
fully understood, and it is often di"cult to know what makes a tag accurate and
what kinds of inaccuracies are tolerable [12, 9].
2 www.last.fm
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Last.fm is a popular online streaming service and social network which pro-
vides metadata assigned to songs or artists by users through an application
programming interface (API). Social network users usually prefer to use the
most frequent tags rather than by entering new tags in the system. Therefore,
the obtained metadata may su!er from a popularity bias.
The most used classification systems for audio tagging are standard binary
classifiers such as support vector machines (SVMs) and AdaBoost [26]. As super-
vised techniques, these classifiers rely on a training and a testing stage. Thereby,
the classifier is engaged in predicting the musical tags of a testing dataset. Gaus-
sian mixture model (GMM) is another well known technique that has been widely
used in music tag prediction. The approach has shown to provide good semantic
annotations for an acoustically diverse set of songs and retrieved relevant songs
given a text-based query in [27]. In many studies, a time series of mel-frequency
cepstral coe"cient (MFCC) vectors are used as a music feature representation.
MFCCs are a general purpose measure of the smoothed spectrum of an audio
signal which primarily represent the timbral aspects of the sound. Although
MFCCs are based on a simple auditory model and are common in the music and
speech recognition world [5, 2]. The multi-layer perceptron (MLP) is one of the
most commonly used neural networks. It can be used for classification problems,
model construction, series forecasting and discrete control. For the forecasting
problems, a backpropagation (BP) algorithm is normally used to train the MLP
Neural Network [20, 19]. Since the MPL is very common in many research fields,
and that neuro-fuzzy neural networks are based on the same learning framework,
we have used this algorithm in our experiments, for comparison.
Parallel to this, there are ontologies in use today focusing on cases such as
the classification of musical instruments [15]. For such sets of data, the primary
organizational structure often involves spatial relationships; for example, object
A connects to object B, object B is part of object A, object C is externally
connected object B, object C is part of object A. One formalization of spatial
relationships for the purpose of qualitative reasoning in ontological models is
provided by Coalter and Leopold, in [4]. Fuzzy spatial reasoning is based on
spatial relationships that provides a framework for modeling spatial relations in
the fuzzy-set theory [24, 17, 6].
3 Audio Tagging System
The general architecture of the proposed audio tagging system is shown in Figure
1 and presented in the sections below.
3.1 Data Acquisition
For the data acquisition, two large databases were used: i) the Isophone database3,
[25] and ii) the Last.fm database. The Isophone database is based on the Sound-
Bite plugin [16], which is available as iTunes and Songbird4 plugins. The Sound-
3 http://www.isophonics.net/
4 http://getsongbird.com/
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Bite plugin extracts features (MFCCs) from the entire user audio collection and
stores them for further similarity calculations. The extracted features are also
uploaded to a central server and expand dynamically the Isophone database.
The Isophone database uses MusicBrainz5 identifiers as a source for unique
identifiers. MusicBrainz is a comprehensive public community music metadata
service. It can be used to identify songs or CDs, and provides valuable data
about tracks, albums, artists and other related information. In order to associate
the Isophone database to the MusicBrainz dataset, the GNAT6 application is
used, which implements a variant of the automated inter linking algorithm. In
the metadata (tags) filtering process, MusicBrainz IDs of the tracks included in
the Isophone database are matched against those of the Last.fm database by
using Last.fm’s AP. The collected tags were sorted out by their frequency of
appearance within the Isophone database.
Fig. 1. Audio Tagging System
3.2 Classifiers
The classification is performed by using multi-layer perceptron and neuro-fuzzy
systems which are supervised methods. Our goal is to associate an audio signal
with various labels from a priori defined tag sets.
Multi-Layer Perceptron Neural Networks have been used in many di!er-
ent areas to solve pattern recognition problems. The multi-layer perceptron
5 http://musicbrainz.org/
6 http://www.sourceforge.net/projects/motools/
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(MLP)[21] is one of the most common Neural Networks in use. It consists of
two main computational stages: a feed-forward network and a backpropagation
network. In the forward pass, input vectors are applied to the input nodes of
the network, and at each node (neuron), the weighted sum of the input is com-
puted. In the final stage of the forward pass, the set of outputs is produced as
the actual output of the network. During the backward pass, the actual output
of the network is subtracted from a desired output to produce an error signal,
and the network weights are adjusted to move to the desired response according
to the errors that are propagated backwards through the network. Fig. 2 shows
the architecture of the Multi-Layer Perceptron used for deriving music tagging
outputs from MFCCs.
Fig. 2. Multi-Layer Perceptron for Music Tagging. ! and µ represent the variance and
mean of the MFCCs time series, respectively
Neuro-Fuzzy Neuro-fuzzy (NF) systems [11] are a combination of neural net-
works and fuzzy logic [14] that merge the learning ability of neural networks
and the reasoning ability of fuzzy logic. Automatic linguistic rule extraction is
a typical application of neuro-fuzzy when there is little or no prior knowledge
about the process. Figure 3 shows the architecture of a Neuro-Fuzzy network
with two inputs and one output.
Considering the fuzzy sets of MFCC coe"cients, the following linguistic rule
set illustrates a simple fuzzy reasoning process. The MFCC coe"cients are de-
fined as the input variables, denoted x1,1, x1,2, ...xi,j , where i and j refer to the
rules and fuzzy sets, respectively. The rules can be expresses as follows:
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Rule 1 :
antecedent! "# $
If x1,1 is M1,1 and x1,j is M1,j
consequent! "# $
then y1 is yd
.
.
Rule i : If x1,1 is Mi,1 and xi,j is Mi,j then yi is yd
where M represents the fuzzy sets for the MFCC coe"cients and yd is the
desired output provided based on music tags. In the fuzzification process, we
used triangular symmetric membership functions. By acting on the parameters
of the triangular membership functions, denoted aij and bij , it is possible to
generate di!erent types of functions (e.g. low, medium, high). Corresponding
parameters of the membership function is defined below in Eq.1. Once the rules
are determined, the inputs are fuzzified to obtain a membership degree, µi,j , for
each membership function of fuzzy sets, as follows:
µi,j =
%
&
'
1! 2 | xj ! ai,j |
bj
, ai,j !
bi,j
2
< xj < ai,j +
bi,j
2
0 , otherwise
(1)
Next, each satisfied fuzzy set’s membership degree is used as an input to the
fuzzy reasoning process which performs T-norm product operation. The con-
sequent of a fuzzy rule assigns the entire rule to the output fuzzy set which
is represented by a membership function that is chosen to indicate the related
music tag. In the next layer the firing strengths of each rule are normalised.
The normalised consequent fuzzy sets encompass many outputs, so it must be
resolved into a single output value by a defuzzification method. In the defuzzifi-
cation stage, the fuzzy sets which represent the outputs of each rule are combined
into a single fuzzy set and distill a single output value from the set. The centre
of gravity method which is one of the most popular defuzzification method has
been used in the proposed approach to resolve the aggregated fuzzy set.
There are three types of parameters to be adapted in the learning stage which
determine the parameter vector z:
z = (a11, ..., aij , b11, ..., bij , w1, ..., wi) (2)
where aij , bij are the MFCC membership functions and wi is the weight param-
eter that is used to tune the membership functions. The learning stage of the
neuro-fuzzy approach uses neural nets learning system by optimising a criterion
function (V ) given by:
!zV =
(
!V
!z1
, ...,
!V
!zi
)
(3)
where !!zV is the gradient of V with respect to z. In order to tune the
fuzzy set parameters, the weights and membership function’s parameters need
to be adjusted so as to minimize the error. Eq. (4) shows how to apply the
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method of stochastic approximation on the criterion loss function to identify the
parameters of the system. It is an iterative procedure given by:
z(t + 1) = z(t)! "!zV [z(t)] (4)
where z is the vector parameters to adapt and " is the predefined learning
rate constant which specifies the computation speed of the learning task.
Fig. 3. Neuro-fuzzy system architecture (based on [7])
4 Experiments
Both of the neuro-fuzzy (NF) system and the multi-layer perceptron (MLP)
neural network are based on the same network topologies and they were designed
with multi-network system.
4.1 Dataset
The experimental dataset is a merge of Last.fm social tags for the Isophone
database. In the experiments, 41 962 songs have been used out of 152 410 songs
of the Isophone database. For each track we collected tags related to the five
following categories: genre, mood, instrumentation, locale, and time-period. By
summing up the subclasses associated with these tag categories, 32 tag subclasses
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were considered in total (e.g. pop, chillout, guitar, american, 90s). For each given
tag, 50% of the associated tracks were used for training, and 50% were used for
testing. The repartition of tracks according to the various types of tags is given
in Table 1. For each track, an audio feature vector of 40 values representing the
mean and variances of 20 MFCCs is computed, as in [25].
Genre Data % Instrumentation Data % Mood Data % Locale % Time-Period Data %
Pop 38.52 Electronic 11.51 Dance 7.75 American 20.69 00s 14.67
Alter. Rock 26.45 Acoustic 11.48 Relax 6.14 French 1.92 90s 20.91
Classic Rock 25.70 Guitar 9.20 Fun 4.81 Swedish 1.10 80s 15.22
Electronica 12.18 Piano 10.66 Melancholic 17.40 70s 14.55
Punk 13.92 Vocal 10.14 Party 13.46 60s 10.20
Hard Rock 13.70 Romantic 14.32
Jazz 13.74 Atmospheric 7.77
Blues 12.70
Ambient 9.41
Trip Hop 5.35
Soul 10.30
Metal 11.00
Total 88.13 36.87 51.13 23.65 57.89
Table 1. Repartition of tracks in the experimental data set according to genre, instru-
mentation, mood, locale, and time-period
4.2 Analysis parameters
The number of iterations in the neuro-fuzzy and MLP algorithms were identified
according to the lowest point on the mean square error curves obtained in the
training stage. The best learning rate (" = 0.6) was determined empirically.
For each tag, the structure of the MLP consisted of 40 input nodes, 20 hidden
nodes, and 1 output node. In calculating the hidden and output units of the
MLP the tanh function was used as the activation function. In the neuro-fuzzy
system each network was created with the 40 inputs and 1 output rule set.
Three membership functions have been used for each fuzzy set (low, medium,
and high). Both algorithms comprised 32 di!erent networks in total.
4.3 Results
In order to evaluate the performance of these algorithms, standard evaluation
metrics (precision [P], recall [R], F-measure [F]) have been used [18].
The results are shown in Table 2. On overall, the neuro-fuzzy system achieved
an F-measure of 46% in the identification of a large number of music tags (32).
The multi-layer perceptron’s overall F-measure was 21% that is lower by 25%
points in comparison with that of the NF method. The better results obtained
for the labels “vocal”, “melancholic”, “metal”, “classic rock”, and “60s”. The
labels “party”, “atmospheric”, “romantic”, “fun” obtained the lowest perfor-
mance in this experiment. This is probably due to the fact that other factors
than timbre (as modeled by the MFCCs) are involved to characterise these gen-
res and emotion-eliciting situations (e.g. rhythm for party music is deemed to
be very important). The results indicated that neuro-fuzzy systems performed
much better than the multi-layer perceptron on large-scale experiments.
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P R F
NF MLP NF MLP NF MLP
Genre
Pop 0.66 0.57 0.52 0.46 0.58 0.51
Alter. Rock 0.65 0.55 0.51 0.32 0.57 0.41
Classic Rock 0.70 0.58 0.54 0.32 0.61 0.41
Electronica 0.64 0.57 0.41 0.22 0.50 0.31
Punk 0.62 0.62 0.35 0.29 0.45 0.39
Hard Rock 0.68 0.54 0.48 0.20 0.56 0.29
Jazz 0.67 0.73 0.41 0.34 0.51 0.46
Blues 0.62 0.45 0.34 0.08 0.44 0.14
Ambient 0.62 0.49 0.29 0.19 0.40 0.27
Trip Hop 0.67 0.40 0.36 0.04 0.47 0.06
Soul 0.64 0.45 0.36 0.13 0.46 0.21
Metal 0.73 0.61 0.57 0.31 0.64 0.41
Average 0.65 0.54 0.42 0.24 0.51 0.32
Instrumentation
Electronic 0.64 0.36 0.44 0.07 0.52 0.11
Acoustic 0.53 0.46 0.23 0.10 0.32 0.17
Guitar 0.54 0.32 0.24 0.06 0.33 0.11
Piano 0.56 0.55 0.20 0.02 0.29 0.04
Vocal 1.00 0.43 1.00 0.04 1.00 0.07
Average 0.65 0.42 0.42 0.05 0.49 0.10
Mood
Dance 0.53 0.31 0.20 0.04 0.30 0.07
Relax 0.51 0.39 0.14 0.03 0.22 0.05
Fun 0.31 0.36 0.07 0.01 0.12 0.02
Melancholic 1.00 0.64 1.00 0.32 1.00 0.42
Party 0.21 0.53 0.02 0.18 0.04 0.27
Romantic 0.34 0.44 0.05 0.03 0.08 0.06
Atmospheric 0.37 0.45 0.07 0.11 0.11 0.17
Average 0.46 0.44 0.22 0.10 0.26 0.15
Locale
American 0.58 0.42 0.36 0.06 0.44 0.10
French 0.67 0.15 0.40 0.04 0.50 0.06
Swedish 0.64 0.26 0.47 0.09 0.54 0.13
Average 0.63 0.27 0.41 0.06 0.49 0.09
Time-Period
00s 0.56 0.45 0.30 0.11 0.39 0.18
90s 0.63 0.44 0.45 0.11 0.52 0.17
80s 0.65 0.52 0.43 0.14 0.52 0.23
70s 0.63 0.50 0.45 0.10 0.53 0.17
60s 0.72 0.56 0.56 0.12 0.63 0.20
Average 0.63 0.49 0.43 0.11 0.51 0.19
Overall 0.61 0.47 0.38 0.14 0.45 0.20
Table 2. Performance of the neuro-fuzzy (NF) system and multi-layer perceptron
(MPL) network in the classification of five music tag classes: genre, instrumentation,
mood, locale, and time-period
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5 Discussion
Reasonably good performance were obtained for the neuro-fuzzy system in the
case of genre, time period, and location, considering the large number of classes
(32) in these experiments. However the results were poor for the mood and in-
strumentation labels showing the need to refine the features and/or classification
framework. Research on music emotion recognition has shown that the regres-
sion approach applied to arousal/valence values outperformed the classification
approach applied to categorical labels [13]. Research on polyphonic musical in-
strument recognition is still in its early days [8], and it is not surprising to obtain
low recognition accuracy for the instrumentation since the MFCCs only capture
the timbre of the music at a “macro” level (globally). It should also be noted
that label inaccuracies in the social data may have a!ected the results for both
classifiers. However as previously mentioned the main goal of the study was to
compare the relative performance of the NF and MLP methods with regards to
the promising application of NF systems in automatic ontology generation.
Our study provides a framework for future studies to assess systems using
the Isophone dataset. Although no means are o!ered for automatically extract-
ing and proposing axioms to ontology engineering in this study, future work will
investigate the identifications of the relationships between di!erent conceptual
entities as in [4]. As an example of the future use of ontologies on music anno-
tation systems, it is also worth to mention a recent study proposed by Wang et
al.[28] in which an ontology-based semantic reasoning is used to bridge content-
based information with web-based resources. The authors pointed out that the
proposed ontology-based system outperformed content-based methods and sig-
nificantly enhanced the mood prediction accuracy.
6 Conclusion
Our research is motivated by the fact that, current ontology designs have in-
flexible structure and have not been used with any automated learning system
which leads to a danger to fossilise the current knowledge representation by
static ontologies. Preliminary analyses were conducted with a neuro-fuzzy (NF)
system and a multi-layer perceptron (MLP) neural network in a music-tag an-
notation task. The results showed that NF outperformed MLP by 25% points
in F-measure, which indicated that fuzzy systems are promising classifiers for
audio content-based ontology construction. In our future work, our study will
continue towards the automatic ontology generation by using fuzzy spatial rea-
soning systems.
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A 2D Variable-Order, Variable-Decoder,
Ambisonics based Music Composition and
Production Tool for an Octagonal Speaker
Layout
Martin J. Morrell1 and Joshua D. Reiss1 !
Centre for Digital Music, Queen Mary University of London, London, UK
martin.morrell@eecs.qmul.ac.uk
Abstract. This paper introduces a music production/composition tool
for the spatialisation of sound sources played over an octagonal loud-
speaker layout. The tool is based on Ambisonics theory, but does not
produce any intermediary B-Format signals. The novel aspects of the
tool is that it allows for variable-order and variable-decoder attributes on
a per sound source basis. This allows creative control over the sounds’ lo-
calisation sharpness. Distance including inside the speaker layout source
placement and reverberation attributes can be assigned to each sound
source to create a final spatial mix. The theory of variable-order, variable-
decoder Ambisonics is discussed and the implementation aspects pre-
sented. The authors aim to bridge the gap between theory and usage of
Ambisonics.
Keywords: Ambsionics, variable-order, variable-decoder, octagon, spa-
tial audio, 2D, 3D.
1 Introduction
Ambisonics is a spatialisation technique for recording, panning and reproducing
two and three-dimensional sound sources. Work on Ambisonics is often very
much theoretical research and at other times is artists using Ambisonics ready
tools to produce work. However the latter usually relies on using software such
as Max/MSP to create custom software to then create artistic work or the use of
plugins for digital audio workstations that are not well equipped for handling the
amount of channels that Ambisonics can produce or the eventual speaker feeds
needed. In this paper the authors present the theory behind the creation of a
new tool that allows users to send audio from current digital audio workstation
projects to be spatialised around an eight speaker octagonal layout. The tool
o!ers some new novel features discussed in-depth in the paper to create variabe-
order and variable-decoder based Ambisonics-esque signals. The spatialisation
tool is controlled via standard midi protocol and the parameters stored in the
same digital audio workstation project.
! This research was supported by the Engineering and Physical Sciences Research
Council [grant number EP/P503426/1].
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
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2 Ambsionics Background
Michael Gerzon led the original Ambsionics development team in the 1970s and
wrote papers on the subject throughout his life [8–10]. Further work has been
done to expand Ambisonics into Higher Order Ambisonics [2–4, 12] and to de-
velop decoders, speaker layouts and evaluation of systems [1, 6, 7, 11, 13, 14, 18].
The basis of Ambisonics is to represent a three-dimensional auditory scene as
a field representation that can later be reconstructed for any user loudspeaker
layout. An Ambisonics representation is based on a fixed order that is linked
to the localisation attributes of sound sources. Ambisonics theory is based on
spherical harmonics calculated from legendre polynomials.
Y "(N2D)mn (!," ) =
!
2P̂mn(sin ") =
!
cosn!n " 0
sin n! n < 0
. (1)
P̂mn(sin ") =
"
(2 # "0,n)
(m # n)!
(m + n)!
Pmn(sin ") . (2)
The above equations use the N2D normalisation scheme. Several schemes
exist for Ambisonics and a!ect the maximum gain of each spherical harmonic.
When these are applied to a monaural sound source a sound field representation
is created and is known as B-Format. The 2D representation is based only on the
angular value ! as " = 0. The spherical harmonic expansion of the sound field is
truncated to a finite representation known as the Ambisonic order M and each
prior order m is included, 0 $ m $ M . For each included order m the degrees
calculated are n = ±m. Where the total amount of harmonics in the sound field
representation is 2M + 1.
Once encoded, Ambisonics material can be played back over various dif-
ferent loudspeaker layouts using a suitable decoder. The minimum number of
loudspeakers to correctly reproduce 2D Ambisonics is 2M +2 [17]. For a regular
layout, i.e. one that has the loudspeakers equally spaced, the angular separation
is simply 360o/L where L is the number of loudspeakers for 2D reproduction.
For a regular layout the decoder matrix can be calculated by using the Moore-
Penrose pseudo-inverse matrix of the spherical harmonics (equal to the source
material and appropriate for the amount of loudspeakers) at each loudspeaker
position.
pinv
#
$$$$$%
Y(0,0)(spk1) Y(1,!1)(spk1) Y(1,1)(spk1) . . . Y(M,m)(spk1)
Y(0,0)(spk2) Y(1,!1)(spk2) Y(1,1)(spk2) . . . Y(M,m)(spk2)
Y(0,0)(spk3) Y(1,!1)(spk3) Y(1,1)(spk3) . . . Y(M,m)(spk3)
...
...
...
. . .
...
Y(0,0)(spkN) Y(1,!1)(spkN) Y(1,1)(spkN) . . . Y(M,m)(spkN)
&
'''''(
. (3)
The given pseudo-inverse decoder results in the standard, rV, decoder matrix.
Gerzon specified criteria for low and high frequencies reproduction known as rV
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and rE vectors [8, 9, 11]. To create a decoder that maximises the rE vector the
decoder is then multiplied with gains g"m based on each component’s order and
the system order.
g"m = Pm(largest root of PM+1) . (4)
Furthermore the decoding can be changed to what is known as in-phase
decoding so that there are no negative gains used to create the sound’s direc-
tionality.
g"m =
M !
(M + m)!(M # m)! . (5)
Ambisonics can be seen as creating a polar pattern of M th order in the
direction of the sound source where the polar pattern is sampled by discrete
loudspeaker positions. By increasing the amount of loudspeakers the resolution of
the polar pattern is increased. In turn, by increasing the order, the directionality
is increased and by using di!erent decoders as described above, the rear-lobe is
altered.
3 Variable-Order and Variable-Decoder Concept
In this section the authors present the novel idea of variable-order and variable-
decoder Ambisonics. This concept allows for varying the reproduced polar pat-
tern, and therefore the sharpness of localisation, by setting the order used to
a non-integer value. Further to this, the idea of a variable-decoder is discussed
that can alter the amount of rear lobe of the sampled polar pattern. The two
variables are linked but not interchangeable. The order alters the width of the
main lobe, whilst altering the amount of and gain of, the rear lobes. The decoder
alters the gain of rear lobes whilst consequently altering the width and gain of
the main lobe.
3.1 Variable-Order
The result of encoding a monaural sound source to Ambiosnics B-Format and
then decoding it for a loudspeaker layout is equivalent to applying a gain to the
monaural sound and sending it to each loudspeaker. Therefore in the authors’
approach the audio signal is not converted to B-Format. Instead the gains are
calculated numerically and applied based on the octagon layout.
The variable-order is created by calculating the decoders, of same type, for
each order. Since we are dealing with an octagonal layout the orders used are
0 through 3. The spherical harmonic values are calculated for all orders for the
sound source location ! and speaker gains obtained. By using linear algebra the
variable-order can be created by a mixture of 0th and 1st, 1st and 2nd, and 2nd
and 3rd speaker gains. Figure 1 a) shows the sampled polar pattern for the whole
orders. Figure 1 b) shows the half orders using the variable-order approach. As
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Fig. 1: The reproduced polar pattern of a sound source at ! = 0o for Ambisonic
orders 0 through 3 are shown in a). The half orders of 0.5, 1.5 and 2.5 are shown
in b).
can be expected the polar pattern of half orders is directly between the whole
orders. The variable-order approach can be used to create the polar pattern of
any decimal value order representation. For an Ambisonics representation the
gain of all loudspeakers must equal 1. This has been calculated to be true, but
from simple algebra if the two speaker feeds both equal one and the weighting
applied equal one, then so must the resultant equal one. This fact is important so
that a sound source does not experience an overall gain boost when the variable-
order is used as a creative feature.
3.2 Variable-Decoder
Three types of Ambisonics decoders have been presented in section 2 and each is
used for a specific purpose. However these decoders o!er an aspect of creativity
over being able to manipulate the rear lobe of the polar pattern, thus altering
the shape of the sound sources’ polar pattern.
As for the variable-order concept, the variable-decoder can be calculated
in the same manner. By using a weighted ratio that equals 1 of two types of
decoder, a variable pattern can be created. The weighting is done between rV
and rE decoders and the rE and in-phase decoders. This is because the rE polar
pattern lies between the basic and in-phase patterns.
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Fig. 2: The three standard decoder types for order 1.5 are shown on the left and
the intermediate decoders on the right.
Figure 2 shows the three decoders for order 1.5 on the left and the decoders
half way between the rV snd rE decoders and the rE and in-phase decoders. The
variable-decoder lies at the given ratio between the standard decoders.
3.3 Observations
The proposed methodology creates a set of variable-order, varidable-decoder
loudspeakers signals for an octagon arrangement of loudspeakers. The end result
is sampling at regular intervals of a third oder polar pattern [5]. The resultant
gain gL for loudspeaker at position !L can be calculated by equation 6. The sum
of the gain of each order must equal one.
gL = a0 + a1 cos(! + !L) + a2 cos(2(! + !L)) + a3 cos(3(! + !L)) . (6)
Therefore the variable-order is equivalent to increasing the next order gain
whilst the ratio of the prior orders’ gains remains the same. The variable-decoder,
is like altering the ratio between the a0 and a1 gain coe"cients thus changing
the base polar pattern, as well as altering the ratio between higher orders.
4 Composition/Production Tool Implementation
The tool to use the variable-order, variable-decoder methodology has been im-
plemented in the Max/MSP 5 software environment for Mac OSX. The tool is
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designed to receive audio signals from digital audio workstations, e.g. via Jack or
Soundflower, for a total of 16 monaural and 4 stereophonic signals. The controls
for each channel are sent via midi commands which can be stored in a digital
audio workstation project. The authors built User Control Panels for this func-
tion for the Cubase/Nuendo environment, but VSTs, AUs or other midi capable
software can be used to control the settings for each sound source. The premise
for this is that no extra saved data is needed that cannot be stored in a common
audio project.
Figure 3 shows the user interface for the tool. The only user definable pa-
rameters on the interface are On/O!, midi driver, audio driver and where to
save a recorded file. The interface has eight LED style meters for monitoring the
signal level going to each loudspeaker so that distortion can be avoided. Since
users may not always have an eight speaker layout available, a binaural (over
headphones) mix is simultaneously available.
Fig. 3: The user interface for the variable-order, variable-decoder spatialisation
tool.
4.1 Tool Features
The novel features in this tool have already been presented in this paper, how-
ever, there are some other features that are note worthy. This includes the han-
dling of distance and reverberation.
Distance Distance is a user definable parameter and is accomplished by gain
manipulation only. No delay has been included since for music purposes pitch
shifting of sound sources will a!ect the overall tonal e!ect of the work, alter
the speed and therefore ensemble timing of the music and finally can include
zipper noise. The 1/r inverse law is used to implement the gain change at sources
greater than 1.0 where the maximum value is 10. Since the roll o! of 1/r simulates
anechoic conditions, the feature is given as for creative not real-world application.
For sources that are placed inside the speaker layout the distance calculation
changes to 1+ cos(90or) so that infinite gain is not reached. The maximum gain
at the central position is 2.0, or approximately +6dB.
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Inside Panning Sound sources that have a distance less than 1.0 are placed
inside the loudspeaker array. This is done by altering the polar patterns. If the
order of reproduction is 1 then this is the same as cancelling out the 1st order
spherical harmonics and doubling the zeroth order spherical harmonics [15]. For
the case of third order 2D Ambisonics, the maximum allowed in this tool, the
inside panning function is expanded. The result is that even orders are doubled
and odd orders are cancelled out. This again is all done as numerical and not
audio calculations. Figure 4 shows the polar pattern change going from 1.0 to
0.0. The result is strong lobes from opposite poles giving the psychoacoustic
illusion of being in the centre of the array.
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Fig. 4: The change in polar pattern exerted by a third order sound source as it
is moved from a distance of 1.0 to 0.0 to be placed in the middle of the speaker
array.
Reverberation Reverberation is produced in the tool by transforming the
sound source into B-Format and processing it through either the Wigware VST
reverberation plugin [18] based on the freeverb algorithm or using a convolution
plugin using B-Format impulse responses, such as those freely available [16].
5 Conclusion
The authors have presented a novel approach to implementing the theory of
Ambisonics that does not use the intermediary B-Format representations for a
fixed octagonal loudspeaker layout. These conditions however mean that com-
posers/artists do not need to worry about designing speaker layouts. Further-
more by fixing the speaker layout of the tool, calculations are done numerically,
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and a variable-order and decoder is created for each sound source. The result is
being able to mix orders to create a composer defined rather than technologically
defined sound field that the listener hears. Work is being undertaken to use this
tool for an original composition.
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Abstract. The 3D audio coding forms a competitive research area due to the standardization of 
both international standards (i.e. MPEG) and localized standards (i.e. Audio and Video Coding 
Standard workgroup of China, AVS). Perception of 3D audio is a key issue for standardization 
and remains a challenging problem. Besides current solutions adopted from traditional audio 
engineering, we are working for an original 3D audio solution for compression. This paper 
represents our initial results about 3D audio perception include directional measurement of Just 
Noticeable Difference (JND) and Perceptual Entropy (PE). We also represent the possible 
applications of these results in our future researches. 
Keywords: 3D audio, perceptual audio processing, audio compression 
1 Introduction 
With the current trend of 3D movies and the popularization of 3DTV, 3D audio and 
video technology has become a research topic in multimedia technology. To provide 
the audience with a more immersive and integrated audio-visual experience, audio 
must work collaboratively with 3D video to provide three dimensional sound effects. 
However, existing 3DTV and 3D movie systems usually adopt conventional stereo 
audio and surround sound technology, which only provides very limited sound 
localization ability and envelopment in horizontal plane. Although there is not a 
generally acknowledged definition for 3D audio, it is widely accepted that 3D audio 
must have the following characteristics; localization of sound image in arbitrary 
direction in 3D space, realizing the distance perception of sound and giving a 
improved feeling of audio scene. Nowadays two types of technology are able to 
satisfy the requirement of 3D audio, one is based on physical principles and aims at 
reconstructing the original sound field, the other is based on principle of human 
perception and aims at giving the listener a virtual sound image. Wave Field 
Synthesis (WFS), Ambisonics and 22.2 multichannel systems are three typical 3D 
audio systems following those principles. 
This paper is arranged as follows. In section 2 an introduction to the three 3D 
audio systems is presented and the existing problems are discussed, where we 
conclude the complexity of the 3D systems and efficiency of the signal compression 
will be two problems for the popularization of 3D audio. In section 3 we present our 
related work in 3D audio technology, including hearing mechanism and signal 
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compression research. More specifically, we investigate the JND of the direction 
perception cues for human in horizon plane. This is useful in simplification the 3D 
audio recording and playback systems, and removing the redundant perceptual 
information in 3D audio signals. In section 4 the development trends of 3D audio and 
our future work are discussed. 
2 Brief view of typical 3D audio systems  
2.1 Wave Field Synthesis (WFS) 
a. The Principle of Wave Field Synthesis  
The concept of WFS was introduced by Berkhout in 1988[1], its physical theory 
can date back to Huygens principle which suggests that a wave which propagates 
from a given wave front can be considered as emitted either by the original sound 
source or by a secondary source distribution along the wave front [2]. To reconstruct 
the primary sound field, the distribution of secondary source can replace primary 
source. The concept was later developed by Kirchhoff and Rayleigh, and the 
Kirchhoff-Helmholtz integral they proposed can be interpreted as follows: if 
appropriately secondary sources are driven by the values of the sound pressure and 
the directional pressure gradient caused by the virtual source on the boundary of a 
closed area, then the wave field within the region is equivalent to the original wave 
field [3] . By adding a degree of freedom to the secondary source distribution, 
Kirchhoff-Helmholtz generalized Huygens principle.  
b. Realization of WFS 
According to the above theory, WFS reproduces the primary sound field in time 
and space by making using of small and individually driven loudspeakers array, and 
can recover the spatial image precisely in the half space of receiving end from 
loudspeaker arrays[4]. 
But there is some limit for WFS in application. WFS needs a continuous, closed 
surface and a large number of idealized loudspeakers, but in practice there is only a 
discontinuous loudspeaker array. According to spatial nyquist sampling Theorem, if 
the interval between loudspeakers is less than half the wave length of a sound wave, 
aliasing will not occur[5]. 
So according to spatial nyquist sampling Theorem, WFS can be realized by 
limited and discrete loudspeakers within a certain frequency range. For example, 
limited line loudspeaker with even intervals can reconstruct sound field in 2D 
horizontal plane[6]. In the recording stage, the listening area is surrounded by a 
microphone array. The microphone array consists of pressure and velocity 
microphones, which record the primary sound field of external sound sources. In the 
reconstruction stage, the microphones will be replaced by the loudspeakers. Each 
loudspeaker is driven by signal recorded by the corresponding microphone. The 
geometric shape of the microphone array and loudspeaker are the same[7]. 
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2.2 Ambisonics  
a. The principle of Ambisonics  
Ambisonics emerged in the 1970’s and the main contributor is Gerzon [8] The 
principles of Ambisonics are as follows. A certain wave (sound field) can be expand 
on a sphere in sphere coordinate system by spherical harmonic functions. At the 
opposite end, superposition of spherical harmonic functions can rebuild a wave 
(sound field). There are n=2m+1 spherical harmonic functions at every order m of 
Ambisonics, a 3D system of M order consists of all spherical harmonic functions at 
every order m (0≤m≤M), total channel number N satisfies N=(M+1)2. 
b. Two simple format of Ambisonics 
The first format of Ambisonics proposed by Gerzon is B format, which displays 
an omnidirectional sound field by four channels: W, X, Y, Z [9]. Traditional 
monophony and stereophony can be seen as the subsystems of Ambisonics[10]. 
Sound location in horizontal plane is realized using three channels W, X, Y, and the 
fourth channel Z is used for reconstructing height information. Channel W is a 
pressure signal, and X, Y, Z are directional signal. B-format is used in studio and 
professional application. 
The second format of Ambisonics is UHJ system which can convert directional 
sound into two or more channels and solve the incompatibility problem of four 
channels Ambisonics with monophony, stereophony [11][12]. The coding scheme 
provided by UHJ can be used in broadcasting, digital audio recording[13]. 
c. Playback technology of Ambisonics 
According to the principle of Ambisonics, the decomposition of a sound field 
requires the expansion of infinite order spherical harmonic functions. But in practical 
application, limited order truncation of spherical harmonic functions expansion is 
necessary. B-format is one order expansion. Ambisonics was expanded to high order 
in the 1990’s, the sweet point was enlarged to an area. High order Ambisonics 
promotes sound location with the price of more channels and loudspeakers. We can 
get better reconstruction quality using higher order Ambisonics. The encoding process 
of Ambisonics is to preserve the result of spherical harmonic functions multiplying 
the signal picked up by microphones. The decoding process is to calculate a group of 
loudspeaker signals according to the rebuilt sound field that must be equal to the 
primary sound field at listening point. This can be done by solving the inverse matrix 
which consists of spherical harmonic functions that are associated with locations of 
loudspeakers. 
2.3 22.2 multichannel sound systems 
a. Fundamentals of multichannel sound systems 
The research of spatial hearing and sound source localization indicates that there 
are slight time and level differences between two ears when spatial sound signals 
arrive at the ears. For the estimation of direction and distance of sound source, the 
difference between the two ears signals is most relevant. Actually these differences, 
called binaural cues, are Interaural Time Difference (ITD) and Interaural Level 
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Difference (ILD). ILD and ITD indicate the level difference and time difference 
between left and right ears respectively [14]. 
b. Stereo, 5.1 surround sound and 22.2 multichannel system  
The binaural localization theory is utilized in stereo system, i.e. time and level 
differences between signals from two loudspeakers are utilized in sound reproduction 
in order to reconstruct the spatial perception of the audience.  
Traditional stereo cannot provide the sense of encirclement and immersion 
because the perception of the sound environment mainly relies on the lateral reflected 
sound. Surround sound, which constitutes an extension of stereophony, provides full 
spatial immersion by using reverberation and reflection. The most typical 
multichannel surround systems are the Dolby surround system, DTS Digital 
Surround.  
Since loudspeakers in Dolby 5.1 are arranged in the same horizontal plane, the 
reproduction sound image cannot be extended to three dimensions. In 2009, Dolby 
laboratory presented ProLogic IIz, which extended Dolby 7.1 with height channels 
(7.1+2). By reproducing early and late reflections and reverberation, ProLogic IIz 
provide a much wider range of spatial sound effects such as spatial depth and spatial 
impression [15]. The ProLogic IIz configuration is showed in Figure 1. Audyssey 
Dynamic Surround Expansion (DSX) is a scalable technology that expands auditory 
perception by adding height channels, which is in a similar way to Dolby 9.1.  
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Fig. 1. Dolby IIz configuration 
NHK laboratory developed the 22.2 multichannel prototype system in 2003. The 
system consists of three layers of loudspeakers and overcome the lack of height 
perception with 3D immersion and sound image localization. K. Hiyama and Keiichi 
Kubota evaluated the minimum number of loudspeakers and its arrangement for 
reproducing the spatial impression of diffuse sound field respectively[16]. The results 
showed that if the interval between adjacent loudspeakers is 45
°
 in both horizontal and 
vertical plane, there is sufficient horizontal sound envelopment and a good sense of 
spatial impression. Therefore, the 22.2 multichannel system consists of loudspeakers 
with a middle layer of ten channels, an upper layer of nine channels, and a lower layer 
of three regular channels and two Low Frequency Effects (LFE) channels. Figure 2 
shows detailed arrangement of loudspeakers[17]. The vertical loudspeaker interval of 
the 22.2 multichannel is around 45
°
, which can induce the vertical spatial uniformity
[18]. The 22.2 multichannel system reproduces sound images in all three dimensional 
directions around a listener and stable sound localization over the entire screen area.  
Subjective evaluations shows that subjects have better impressions using 
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Ultrahigh-Definition TV (UHDTV) contents with 22.2 multichannel sound system 
than with Dolby5.1 system[19].  
Speakers in upper layer(9)
Speakers in middle layer(10)
Speakers in lower layer(3)
Low-frequency effects bass 
speakers(2)  
Fig. 2. 22.2 multichannel system layout 
2.4 Problems of existing 3D audio systems 
Not need to know the loudspeaker layout at the encoding stage is the main 
advantage of Ambisonics, at decoding stage the loudspeaker signal can be counted 
according to the loudspeaker layout. The encoding format is an effective 
reconstruction of 3D sound field, allowing for direct dealing with the three 
dimensional space characteristics of the sound field such as rotation and mirroring. 
But along with the increase of order, more precise direction information is carried by 
spherical harmonic functions, which provides a more accurate location. But data 
quantity increases rapidly, which requires higher CPU processing power. In addition, 
the hypothesis that the location of the listener is known may lead to a limit listening 
area.  
The character of WFS is that Kirchhoff-Helmholtz integral can ensure the rebuilt 
sound field synthesized by secondary sources is the same as the primary source, 
preserving time and space characteristics of primary source. So listeners can receive 
and locate the sound source as if it were a real listening space, and walk in the 
listening area at will while sound image remains unchanged. But WFS needs more 
loudspeakers and has a higher requirement for site and equipment which is expensive.  
The research on compression of Ambisonics and WFS is limited, although 
recently some progress[20][21][22] has been made. But the compression efficiency 
cannot meet the requirement of real-time broadcasting and transmitting. 
The 22.2 multichannel system, which is based on conventional surround systems 
plus high and low channels to produce three dimensional sound images, can be easily 
downmixed for 5.1 system reproduction. It is likely to become a popular 3D system 
since terminals can be set up with little cost using simplified configuration (10.1 and 
8.1 channels), especially when the 5.1 system has already been installed. In 2011, ITU 
(Report BS.2159-2) pointed out that the 22.2 multichannel system has some problems 
to be solved: The method to localize more efficiently by using the upper and lower 
layers and how to reproduce three dimensional sound image movements. In addition, 
although it is not difficult to downmix 22.2 channel signals to 5.1 channel signals, the 
3D spatial audio effects are discarded. Hence, producing three dimensional effects in 
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home entertainment environments with limited loudspeakers is a problem. 
Furthermore, without compression, the data rate of 22.2 system can reach 28Mbps 
and the size of an one-hour audio file is about 100Gb. As a result, it is not possible for 
the current storage device and transmission channel to adapt to this enormous data. 
The application and development of 22.2 multichannel systems are constrained by the 
technology of compression. 
3. Hearing mechanism and compression research in 3D audio 
3.1 The research of hearing mechanism 
From mono, stereo, surround sound, and then to the 3D audio, the main line of 
development in audio systems is to extend the range of the sound image. Audiences 
are able to locate the sound which is any position around them in order to bring them 
a better sense of encirclement and immersion. The positioning of spatial orientation 
for sound sources is an important content of 3D audio, while the study of perceptual 
characteristics is an important research field of 3D audio. For example, the 
arrangement position of the 24 speaker in 22.2-channel system is based on the test and 
analysis of the angle resolution of sound in horizontal and vertical plane by human ear. 
In addition, the perceptual research of spatial orientation parameters for sound source 
is also important for the efficient encoding of the multi-channel audio signal. 
Therefore, the perceptual characteristics of sound source localization parameters in 
the 3D sound field are an important way to solve the problems of 3D audio systems. 
The perceptual sensitivity of the sound source in the horizontal plane is 
significantly better than that of the vertical plane or distance by the human auditory 
system. In the horizontal plane, the positioning of the sound source is dependent on 
the two binaural cues: ITD and ILD.  The human ear can perceive a change in sound 
image orientation only when the difference of binaural cues reaches a certain 
threshold value. This threshold value is known as Just Noticeable Difference 
(JND).The influencing factors of JND for binaural cues are various, including 
frequency and orientation of the sound source. A wide range of measurements and 
analysis of these factors has been performed. 
Hershkowitz in 1969 [23] and Mossop in 1998 [24] have been researching the 
influence of sound source position on the perceptual threshold JND of ITD and ILD. 
The results show that the greater the difference of left and right channels in intensity 
and time, the larger the JND value of the human perception. This shows that the 
human ear is less sensitive when the sound source is closer to the left and right sides. 
Millers in 1960 measured JNDs of ILD on the midline with pure tones and there 
were 5 Normal-Hearing (NH) subjects took part in the experiment[25]. The result is 
as follows: JNDs were around 1dB for 1000Hz, around 0.5dB for frequencies higher 
than 1000Hz and somewhat smaller than 1dB for frequencies lower than1000Hz. The 
test data showed worse sensitivity of ILD at 1000Hz than at either higher or lower 
frequencies. Larisa in 2011 has been researching the influence of the frequency of the 
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signal on the JND of ITD. The results showed that the perceptual threshold of ITD 
has a strong dependence on the frequency[26]. 
The measurement data of JND for binaural cues were fragmented and the 
conclusions were generally described qualitatively for perceptual threshold of 
binaural cues. It is difficult to perform mathematical analysis and model accurately 
and cannot fully reveal the principal of the perceptual threshold of binaural cues. So 
the JND measurement of binaural cues in all-round, full-band and the mathematical 
analysis are important issues to reveal the perceptual characteristics of binaural cues. 
In order to solve the above problem, we have undertaken the research of perceptual 
characteristics for binaural cues: 
In order to study the impact of the frequency and direction on binaural cues JND, 
our team measured full band JND of binaural cues and analyzed its statistics and 
distribution characteristics.  
a. Subjects. 12 NH subjects participated in this study, 7 males and 5 females, all 
subjects were aged between 19 and 25 years. 
b. Stimuli. The method in this article used a two-alternative-forced-choice 
paradigm to measure the JND. Both reference and test signals were 250 ms in 
duration including 10 ms raised-cosine onset and offset ramps. They were randomly 
combined into stimulus and separated by 500 ms duration. The stimuli were create by 
personal computer and presented to the subjects over headphones (Sennheiser HDA 
215) at a level of 70 dB SPL. In order to exclude other factors influence on this 
experiment, the environment of the entire testing process should be consistent and the 
intensity of test sound must remain around 70 dB SPL. Meanwhile the ITD should be 
zero in the whole experiment in order to remove the effect on the result caused by 
other binaural cues and the sum of energy of left and right channels should remain 
unchanged. 
The reference values of ILD in these experiments were 0, 1, 3, 5, 8 and 12 dB, 
which respond to 6 azimuths(about 0~60°) in the horizontal plane from midline to the 
direction of the left ear. 
The whole frequency domain was divided into 20 sub-bands, each frequency 
sub-band satisfied the same perceptual characteristics of human ear.  
The stimuli are pure tones whose frequencies are the center frequencies of 
sub-bands, these frequencies are 75, 150, 225, 300, 450, 600, 750, 900, 1200, 1500, 
1800, 2100, 2400, 2700, 3300, 4200, 5400, 6900, 10500, 15500Hz. 
c. Method. Discrimination thresholds were estimated with an adaptive procedure. 
During any given trial, subjects would listen to two stimuli by activating a button on a 
computer screen by mouse-click, with a free number of repeats but the order of two 
stimulus were changed. The subjects should indicate which one was lateralized to the 
left relatively by means of an appropriate radio button response in 1.5 s. 
An adaptive, 1-up-3-down method was also used in this article. The difference of 
ILD in dB was increased in every one wrong or decreased in every three consecutive 
correct judgments. The difference between reference and test signals in first trials was 
the initial variable which was much larger than the target JND, it was changed by an 
given step according to previous test results.   
The step was changed adaptively, it was adjusted by 50% for the first two 
reversals, 30% for the next two reversals, then linear changed in a small step size for 
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the next three reversals, until the final step size reach the expected accuracy for the 
last three reversals. In a transformed-up-down experiment, the stimulus variable and 
its direction of change depends on the subjects responses. The direction alternates 
back and forth between ―down‖ and ―up‖. Every transform between ―down‖ and ―up‖ 
was defined as a reversal.  
Because of heavy workload of these experiments, adaptive test software was 
designed to simplify the experiments and the process of data collection and analysis. 
The software automatically generated test sequences and played one after another. 
According to the listener’s choice, the software changed ILD values of test stimulus 
properly, and saved the results to excel sheet until listener hardly distinguished the 
orientation differences between two sequences. And the value of ILD at this time was 
the JND value.  
d. Results. After  a  subjective  listening  test  for  half  a  year,  we  
got 120 groups(six azimuths and twenty frequencies) of data, each group containing 
12 JNDs corresponding to 12 subjects. For every group, we select the data that has the 
confidence degree of 75% to be JND in that condition. Some JND curves in different 
reference of ILD were plotted in figure 3: 
•The curves vary with the reference ILD, the larger the reference ILD, the higher 
the corresponding curve. The JND is the most sensitive in the central plane for human 
perception, and the least sensitive at lateral. 
•Human ear is most sensitive to the middle frequency bands except 1000 Hz and 
less sensitive to the high frequency bands and low frequency bands. 
 
Fig. 3. JND curve of ILD 
A binaural perceptual model is established and used in quantisation of ILD. It 
solves the problem of the perceptual redundancy removal of spatial parameters. 
Experimental results show that this method can reduce the bitrate by about 15% 
compared with parametric stereo, while maintaining the subjective sound quality. 
3.2 Perceptual information measurement for multichannel audio 
signal 
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Multimedia contents abound with subjective irrelevancy—objective information 
we cannot sense. For audio signals, this means lossless to the extent that the distortion 
after decompression is imperceptible to normal human ears (usually called transparent 
coding). The bitrate can be much lower than for true lossless coding. Perceptual audio 
coding [27] by removing the irrelevancy greatly reduces communication bandwidth 
or storage space. Psychoacoustics provides a quantitative theory on this irrelevancy: 
the limits of auditory perception, such as the audible frequency range (20–20000 Hz), 
the Absolute Threshold of Hearing (ATH), and masking effect[28]. In state-of-the-art 
perceptual audio coders, such as MPEG-2/4 Advanced Audio Coding (AAC), 64 kbps 
is enough for transparent coding[29]. The Shannon entropy cannot measure the 
perceptible information or give the bitrate bound in this case. 
For perceptual audio coding technology, determining the lower limit bitrate for 
transparent audio coding is an important question. Perceptual Entropy (PE) gives an 
answer to this question[30], which shows that a large amount of audio with CD 
quality can be compressed with 2.1 bit per sample. PE indicates the least number of 
bits for quantising mono audio channel without perceptual distortion. This is widely 
used in the design of quantisers and fast bit allocation algorithm.  
Nevertheless, PE has significant limitations when measuring perceptual 
information. This limitation primarily comes from the underlying monaural hearing 
model. Humans have two ears to receive sound waves in a 3D space: not only is the 
time and frequency information perceived— needing just individual ears—but also 
spatial information or localization information—needing both ears for spatial 
sampling. Due to the unawareness of binaural hearing, PE of multichannel audio 
signals is simplified to the supposition of PE of individual channels. This is 
significantly larger than real quantity of information received because multichannel 
audio signals usually correlate. 
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Fig. 4. Binaural Cue Physiological PerceptionModel (BCPPM). 
Following the concept of PE, we establish a Binaural Cue Physiological 
Processing Model (BCPPM, figure 4). Based on MCPPM, we using EBR filter to 
simulate the human cochlea filter effect, and the JND of binaural cues to estimate the 
absolute threshold of spatial cues.  
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a. SPE Definition. From the information theory viewpoint, we see BCPPM as a 
double-in-multiple-out system (Figure 4). The double-in is the left ear entrance sound 
and the right ear entrance sound. The multiple-out consists of 75 effective ITDs, ILDs, 
and ICs (25 CBs, each with a tuple of ITD, ILD, and IC). Like in computing PE, we 
view each path that leads to an output as a lossy subchannel. Then there are 75 such 
subchannels. Unlike PE, what a subchannel conveys is not a subband spectrum but 
one of ITD, ILD, and IC of the subband corresponding to the sub-channel. In each 
sub-channel, there are intrinsic channel noises (resolution of spatial hearing), and 
among sub-channels, there are interchannel interferences (interaction of binaural 
cues). Then there is an effective noise for each sub-channel. Under this setting, each 
sub-channel will have a channel capacity. We denote SPE(c), SPE(t), and SPE(l) for 
the capacity of IC, ITD, and ILD sub-channels respectively. Then SPE is defined as 
the overall capacity of these sub-channels, or the sum of capacities of all the 
sub-channels: 
( ) ( ) ( )
all subbands
SPE SPE c SPE t SPE l               (1) 
To derive SPE(c), SPE(t), and SPE(l), we need probability models for IC, ITD, 
and ILD. Although the binaural cues are continuous, the effective noise quantizes 
them into discrete values. Let [L·P], [T·P], and [C·P] denote the discrete ILD, 
ITD, and IC source probability spaces: 
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where li, ti, and ci are the ith discrete values of ILD, ITD, and IC, respectively, 
and P(li), P(ti), and P(ci) the corresponding probabilities. Then we have 
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b. CB Filterbank. We use the same method as that in PE to implement the CB 
filterbank. Audio signals are first transformed to the frequency domain by DFT of 
2048 points with 50% overlap between adjacent transform blocks. Then a DFT 
spectrum is partitioned into 25 CBs. 
c. Binaural Cues Computation. ILD, ITD, IC are computed in the DFT domain 
as described in [31]. 
d. Effective Spatial Perception Data . The resolutions or quantization steps of the 
binaural cues can be determined by JND experiments. Denote by Δτ, Δλ, and Δη the 
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resolutions of ITD, ILD, and IC, respectively. Generally, they are signal dependent 
and frequency dependent. For simplicity, we use constant values: Δτ = 0.02 ms, Δλ = 
1dB, and Δη = 0.1.  
We ignore the effect of IC on ILD and only consider the effect of IC on ITD for 
SPE computation. Lower IC leads to lower resolution of ITD. This is equivalent to 
higher JND of ITD. Then the effective JND on subband b, denoted as Δτ' (b), can be 
formulated as the following: 
( )
'( )
IC( )
b
b
b



                      (4) 
Then we have the following effective perception data qILD(b), qITD(b), and qIC(b) 
of ILD, ITD, and IC, respectively by quantization, where     represents the round 
down function: 
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Suppose that qILD(b), qITD(b), and qIC(b) are uniformly distributed by (3), the SPE 
are expressed as 
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Fig. 5. Perceptual spatial information of stereo sequences sampled at 44.1 kHz. 
d. Results. Figure 5 shows the SPE of four different stereo signals from MPEG 
test sequences. The experiment suggests that SPE of speech signal is very low. This is 
because the human voice is often recorded with fixed position without change. So 
coding this kind of stereo audio signals requires a low bit rate. The average SPE for 
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speech signals is 2.75kbps, for simple mixed audio is 3.66kbps, for complex mixed 
audio is 3.49kbps and for a single instrument is 6.90kbps. In other words, to achieve 
transparent stereo effect, audio signals required more than 7kbps, which is close to the 
bitrate 7.7kbps of PS. So the proposed SPE can reflect the amount of perceptual 
spatial information that is ignored by PE. Experiments on stereo signals of different 
types have confirmed that SPE is compatible with the spatial parameter bitrate of PS. 
Using PE to evaluate the perceptual information, only interchannel redundancy 
and irrelevancy are exploited; the overall PE is simply the sum of PE of the left and 
right channels. Using SPE based on BCPPM, interchannel redundancy and 
irrelevancy are also exploited; the overall perceptual information is about one normal 
audio channel plus some spatial parameters, which has significantly lower bitrate. For 
the above reason, PE gives much higher bitrate bound than SPE. PE is compatible 
with the traditional perceptual coding schemes, such as MP3 and AAC, in which 
channels are basically processed individually (except the mid/side stereo and the 
intensity stereo). So PE gives meaningful bitrate bound for them. But in Spatial Audio 
Coding (SAC), multichannel audio signals are processed as one or two core channels 
plus spatial parameters. SPE is necessary in this case and generally gives much lower 
bitrate bound (~1/2). This agrees to the sharp bitrate reduction of SAC. 
4. Tendency of 3D audio technology and our future work 
4.1 Hearing mechanism research on 3D audio 
The spatial orientation cues of sound include three aspects: azimuth angle, 
elevation angle and distance. There are many acoustic factors to perceive the distance 
of a sound source, such as the source of the sound (sound pressure level and 
spectrum), the transmission environment (reflected sound, high-frequency losses and 
environmental noise) as well as listening factors. So the current research focuses on 
the expression and extraction of distance cues. Hence, the perceptual characteristic of 
the 3D spatial orientation is an important research direction for 3D audio technology. 
Our future work will focus on the perceptual characteristics of 3D spatial 
orientation. The main work will include: design experiments to obtain perceptual 
threshold of 3D spatial position, mathematical analysis to establish representation 
model of perceptual sensitivity in 3D spatial orientation, get the perceptual distortion 
of sound image in the different offset of spatial orientation, obtain the equivalent 
distortion curve of azimuth angle and elevation angle in 3D spatial orientation, and to 
establish a position distortion model of 3D spatial position. Through the above 
research, we expect to establish the basic theory of perceptual mechanism for 3D 
audio systems and provide theoretical support for 3D audio collection, processing, 
reconstruction, playback and evaluation.  
4.2 High efficiency compression for 3D audio signal 
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Existing 3D audio compression technology has exploited the perceptual 
redundancy within each individual channel. From the same sound field and same 
sound source, 3D audio signals of different channels intrinsically exhibit strong 
correlation. Parametric coding is able to extract the cues of sound image direction, 
width and scene information to reduce the interchannel redundancy, and achieve high 
compression efficiency using fewer channels with side information. Parametric 
coding for 3D audio is able to fulfill the compression requirement of transmission and 
storage while keep 3D effect meantime, so it is a strong direction in 3D audio 
compression research. 
Since the compression is highly efficient, the reconstructed 3D effect strongly 
depends on the cues that described corresponding spatial information. The existing 
3D audio parameter coding quantises those cues uniformly and reconstruction error in 
every direction is the same. However, according to human perceptual characteristic in 
3D space, the JND to sound direction exists and varies widely in all directions. If 
reconstruction error for direction cues exceed corresponding threshold, perceptible 3D 
effect distortion is produced. So how to utilize human perceptual characteristics in 3D 
space for 3D audio parametric coding will be included in our future work. Our goal is 
to develop the 3D spatial perception information measurement and establish a 
computational model of 3D audio orientation perception for effective representation 
of 3D audio parameterization 
4.3 The evaluation of 3D audio quality 
Along with the developments of the 3D audio technology, research institutions 
such as NHK [32] and Deutsche Telekom Laboratories[33], are carrying out the 
subjective evaluation of the 3D audio system. Because the subjective evaluation is 
based on the human who is the main body directly involved in the evaluation, the 
result is more explicit and reasonable in spite of spending a lot of time and manpower 
during the period of the assessments. So, more and more scholars[34][35][36] are 
trying to establish the objective evaluation model for the 3D audio system, hoping to 
look for an objective evaluation model based on the human perception of the audio 
quality to assess the effects of a 3D sound field. The performance of the proposed 
model is comparable with the subjective evaluation method. 
However, the current methods used to establish an objective evaluation model do 
not introduce the spectral cues related to the elevation perception of sound events, the 
envelopment or immersion in diffuse sounds, or the proximity and distance of sound 
events as the acoustic characteristic parameters. Research of the objective evaluation 
methods of the 3D audio is occuring on to investigate the spectral cues of the 
elevation, envelopment and distance perception of the 3D sound field. 
In the study of the objective evaluation method of the 3D audio quality, we draw 
up an objective evaluation model, based on the acoustic characteristic parameters of a 
3D audio signal, to predict the perceptual acoustic attributes of the 3D sound field. 
Including the Basic Audio Quality (BAQ), the Timbral Fidelity (TF), the 3D Frontal 
Spatial Fidelity (3DFSF) and the 3D Surround Spatial Fidelity (3DSSF). The study 
includes establishing the acoustic characteristic parameter set related to the 3D 
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perceptual sound field, obtaining a predictable mapping of the perceptual acoustic 
attributes and the acoustic characteristic parameters of a 3D audio quality, and 
building up an objective evaluation model of the 3D perceptual sound field by fitting 
the performances of the subjective evaluation and objective evaluation. Because the 
main aim of this study is to express the spectral cues related to the elevation 
perception of a 3D sound field, we should try to analyze the duplex spectral effects of 
the pinna to further improve the technology of the 3D audio objective evaluation. 
5. Conclusion 
The complexity and large capacity limit the promotion and application of 3D 
audio. To solve these problems, the National Natural Science Foundation of China, 
Tsinghua University, Wuhan University and other colleges organized the Second 
International Symposium of 3D video and audio. In the 3D audio workshop, basic 
theory and research on the recording, compression and reconstruction for 3D audio 
was emphasized. We also hope to promote the research work to become part of the 
next generation standard for the audio and video coding (AVS2) of China. This paper 
gives a brief introduction on current 3D audio systems. At the same time, our research 
work on the hearing mechanism and compression coding are presented. Finally our 
future work is introduced, which includes the research of perception characteristic, 
compression coding and the quality evaluation. 
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Rolling Sound Synthesis : Work In Progress
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Laboratoire de Mécanique et d’Acoustique, MARSEILLE, FRANCE
{conan , aramaki , kronland , ystad}@lma.cnrs-mrs.fr
Abstract. This paper presents a physically informed rolling sound syn-
thesis model for the MétaSon synthesis platform. The aim of this sound
synthesis platform will be shortly described. As shown in the state of
the art, both in terms of sound effects and proposed controls, existing
models can be improved. Some details on asymmetric rolling objects will
be given and the sound synthesis model will be exposed. Perspectives for
further studies and work in progress will be discussed.
Keywords: Rolling Sounds, Sound Synthesis and Control, Sound In-
variants, Physically Informed Synthesis, Rolling ball, Environmental Sounds
Synthesis
1 Introduction
This study is part of a larger project (MétaSon) whose aim is to build a real-
time sound synthesis platform that offers a perceptual control of sounds. To this
purpose we need to :
– Build real-time synthesis models that reproduce sound features of real ob-
jects (plates, shell, water...) and interactions between them (rolling, rub-
bing...).
– Associate perceptual control strategies to these sound synthesis models con-
trol. By perceptual control, we mean that the synthesis model should be
controllable by words which describe the sound as the user perceives it (e.g.
”I want to produce a sound which rolls and with a liquid texture” or ”I want
a wind that sounds metallic”) or by gestures.
– Identify sound invariants in order to achieve such perceptual controls. These
invariants are either structural invariants, i.e. sound morphologies respon-
sible for the recognition of an object and its properties, or transformational
invariants, i.e. sound morphologies responsible for the recognition of the
action on the object (see for example [1] for a study on breaking and bounc-
ing invariants, and [2–4] for a more general approach). We are convinced
that these invariants are strong enough to evoke both actions and objects
and that it is possible to build and control sounds from perceptual catego-
rizations in order to construct sound metaphors, like ”bouncing water” or
”rolling wind” for example.
? The authors would like to thank the French National Research Agency (ANR) which
supports the MetaSon Project - CONTINT 2010 : ANR-10-CORD-010.
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
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In this paper, we propose to examine rolling sound synthesis and possible control
strategies associated to such sounds. Different approaches to the synthesis of
rolling sounds can be found in the literature.
One approach is the physical modeling of the phenomenon and the computa-
tion of equations with finite difference scheme. Stoelinga et al. derived a physical
model that produce rolling sounds [5] from previous studies on impact sounds on
damped plates [6, 7]. This model can reproduce effects like Doppler which is also
found in the measures. However, sound examples aren’t fully convincing, i.e. the
sounds don’t evoke rolling balls without ambiguity. This can be explained by the
fact that no amplitude modulation is present in the case of continuous contact
as the rolling object is considered as a perfect sphere (i.e. the mass center is
the geometrical center). They also simulated very special cases of rolling like
periodic bouncing and their simulations are comparable to their measures. It is
important to note that these models cannot be computed in real time.
Another approach is the physically informed modelling. Here, the aim is to
reproduce the ”sound effect” produced by a rolling object. The sensation of a
rolling object can then be modified by acting on specific acoustic features. These
models are generally source-filter synthesis models, i.e. a source excitation which
passes through a filter-bank (resonant object), informed by phenomenological
considerations. The user can hereby control the synthesis parameters to act on
size and speed of the rolling balls for example, but the control of these parameters
can sometimes be difficult because the synthesis model has been constructed
empirically. Van den Doel et al. [8] proposed a model where modal resonators
were fed with a noise whose spectral envelope was defined by
√
1/(ω − ρ)2 + d2
where ρ and d are respectively the frequency and the damping of the resonance,
in order to enhance the resonance near the rolling object’s mode.
In order to extract parameters from real recorded sounds for a sound synthesis
model (i.e. parameters of a source-filter model), Lagrange et al. [9] and Lee
et al. [10] proposed an analysis/synthesis scheme. The aim was to extract the
excitation pattern and the object’s resonances (the resonance of the rolling object
and the surface on which it rolls were not separated). Depending on the recording
that is analyzed, this can yield good resynthesis, but no general model of rolling
objects with associated controls can be derived from such methods.
Both in terms of sound effects and proposed controls, the previously pre-
sented models can be improved. In fact, if we examine sound features that seem
important for the perception of rolling sounds, we can conclude that more cues
are necessary to perceive a wide variety of object sizes and rolling speeds. Houben
et al. studied the auditory ability to distinguish the largest or the fastest ball
between two recorded sounds. They also attempted to identify acoustic cues that
characterize the size and speed of rolling balls, like auditory roughness or spec-
tral structure that could be used to identify size and speed of rolling balls. They
showed that at constant velocity (respectively at constant size) listeners can
distinguish the largest (respectively the fastest) rolling ball with good results.
Performance is impaired when the two factors (i.e. velocity and size) are crossed
[11]. The influence of spectral and temporal properties was studied in [12] by
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crossing the temporal content of a stimulus with the spectral content of another
stimulus and using the obtained sound (the obtained stimulus has its spectrum
very close to one stimulus and its temporal envelope very close to the other stim-
ulus) in a perceptual experiment. It is shown that only the spectral structure is
used to determine the fastest or largest ball and that results are better for the
size judgement than for the speed judgement. However only recordings without
clear amplitude modulation (due to an unbalanced ball or a deviation from per-
fect sphericity) were used in the experiment. This can explain why no temporal
cues were found. The influence of this amplitude modulation is addressed in [13].
Artificial amplitude modulations were added to the recordings used in the pre-
vious experiments. Perceptual experiments showed that amplitude modulations
clearly influence the perceived size and speed.
We would like to improve the synthesis of rolling by including the modulation
effects. This problem was already addressed by some authors. In [14], Hermes
proposed a synthesis model. It consisted of a series of impacts following a Poisson
law amplitude modulated to account for the asymmetry of the ball. This pat-
tern was further convolved with a sum of gamma-tones to represent the impulse
response of the object on which the ball rolled. He justified this form of impulse
response in comparison to the classical representation that uses a sum of expo-
nentially decaying sinusoids by the fact that the collisions between the ball and
the plate are ”softer”. The control of this model is quite complicated. In [15],
Rath described a physically informed rolling sound synthesis model. Impacts on
the surface were modeled by modal resonators. These resonators were fed with
a low-pass filtered noise (which represents the surface profile) which was further
filtered by the ”rolling filter” to simulate the irregularities encountered by the
ball. The force was modulated by a sinusoid to account for asymmetry of the
rolling ball and the whole model could be run in real-time. Nevertheless, the
modulation force was only derived for a constant velocity.
In the rest of this paper, we will describe the rolling sound synthesis model
we developed. First, a simplified model of amplitude modulation due to an un-
balanced rolling ball will be exposed and then the global synthesis model will be
presented. In the last section, the work in progress and the perspectives will be
presented.
2 Asymmetric rolling object
The aim of this section is to get an idea of the modulation profile generated by
an imperfect rolling ball (i.e. a ball for which the mass center differs from the
geometrical center). Our model is very simple and does not reflect the real motion
of the ball because we impose a given velocity profile of the ball’s geometrical
center to get the modulation profile (in fact, the mass center’s eccentricity impose
a velocity to the geometrical center). We use this approximation because the
kinematics of an unbalanced ball is not a trivial problem and we cannot easily
derive solutions from studies on unbalanced rolling objects (see the studies on
loaded hoops in [16] for example).
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Fig. 1. Left : Representation of a ball of radius R rolling with a transversal velocity
Vc. Its mass center H is off centered by a distance a from its geometrical center C.
Right : Representation of the velocities.
So let us consider a ball with C its geometrical center and R its radius that
rolls with a transversal velocity Vc (angular velocity ω) in the reference frame
R0. The mass center of this ball is situated at the point H, at a distance a from
C (see figure 1). Assuming a pure rolling motion, the movement of the point H
toward y is :
hy(x) = R+ a sin (2π
x
2πR
) = R+ a sin (
x
R
) (1)
The amplitude modulation is due to the height variation of the mass center
(which is related to potential energy) with respect to time :
hy(t) = R+ a sin (
x(VH(t))
R
) (2)
with VH(t) the velocity of the point H within the frame of reference R0. The
component of VH/R0 on the x axis (see figure 1 for notations) is (assuming the
ball is rolling without sliding : ‖Vc/R0‖ = Rω and ‖VH/c‖ = aω) :
VH/R0 · x = ‖Vc/R0‖(1 + α cos (θ)) (3)
with α = a/R. For more clarity, we will write VH/R0 · x and ‖Vc/R0‖ respec-
tively VH et Vc. And θ follows :
θ(t) =
∫
ω(t)dt =
∫
Vc(t)
R
dt (4)
We can see the modulations for two different asymmetries in figure 2.
3 Sound synthesis model
A general framework of the model is shown in figure 3 with its associated controls.
The sound synthesis model is based on a source-filter architecture : a noise (the
source) is sculpted by successive filters, then is modulated in amplitude and
finally feeds a bank of resonant filters that describe the surface on which the
object rolls. The control parameters are based both on perceptual attributes
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Fig. 2. Velocity profile and associated modulation for two different asymmetries.
Fig. 3. General Framework of the synthesis model to produce rolling sounds.
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and on physical considerations. The links between these controls and the low-
level synthesis parameters are described below.
In order to simulate series of collisions between the ball and the surface (i.e.
the relative surface which is ”seen” by the ball as it is rolling), we use a noise. This
signal consists in a sequence of impacts of different amplitudes which are more
or less spaced in time. The temporal pattern is modelled as a random process :
at each sample, a Bernoulli process is performed with a probability ρ. We choose
ρ ∈ [0.01, 0.03] (a value of ρ that is too high leads to a sound that is too noisy, and
a value below 0.01 leads to a sound that is too discontinuous). The amplitude of
each impulse is random, and follows an uniform law between 0 and 1. We already
used this noise to simulate the sound produced by two continuous interactions,
rubbing and scratching [17]. This study focuses on the perceptual differences
between rubbing and scratching actions evoked by recorded and synthesized
sounds, and shows that a density of ρ < 0.01 is associated to scratching and
ρ > 0.1 is associated to rubbing and that the perception is ambiguous between
these two values. This kind of noise is similar to the one used in [14].
This noise is then low-pass filtered. The cut-off frequency is related to the
transversal Vc velocity of the ball, i.e. the faster the ball the higher the cut-off
frequency (see [8] for further information). To account for the size of the ball,
we use a band-pass filter with center frequency fc ∝ (1/R) with R the radius of
the ball. The assumption that motivates this filtering stage is that the plate is
more excited near the modes of the rolling object.
The amplitude modulation is then applied to the filtered noise. We get the
resulted noise s by computing sn+1 = en+1.hn+1y with e the excitation noise
previously described and hy the height variation of the mass center computed
as :
hn+1y = R(1 + α sin (
xn+1
R
)) with



xn+1 = xn + V n+1H dt
V n+1H = V
n+1
c (1 + α cos (θ
n+1))
θn+1 = θn +
V n+1c
R dt
(5)
To account for the position-dependent excitation, we use a comb filter (see
for example the explanation of Smith on the position dependent excitation on
a guitar string [18]). This filtering stage is important as it gives the listener a
sensation of displacement.
Finally, the obtained excitation is used to feed a resonant filter bank used
to simulate the surface on which the ball rolls. These filters model the impulse
response of the surface, which is related to the structural invariant responsible
for the recognition of the surface.
4 Perspectives
This model yields convincing results but the mapping strategy needs to be im-
proved. In fact, the height variation of the center of mass needs to be linked to a
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force applied to the surface on which the object rolls. We could derive a force as
Rath in [15] by applying Newton’s law to the height variation of the mass cen-
ter F (t) = M.ḧy(t), with M the rolling object mass and ḧy(t) the acceleration
perpendicular to the plain of the mass center. However, the mapping between
the obtained force and the synthesis model is not direct and we are currently
investigating a mapping between the force and the rolling sounds signal model.
The force should be integrated at a lower level in the model, i.e. directly in the
random process of micro-impacts generation. We are also working on defining
a physical model of rolling objects. Our aim is to try to recover parameters of
the model from real recordings thanks to inverse problem methods. Such an
approach will validate our force model or show us if further refinements (e.g.,
reduction of simplifying assumptions) are necessary.
Besides the construction of a synthesis model that simulates realistic rolling
sounds, calibrated sounds from this model can also be used to identify perceptual
cues responsible for the recognition of this specific action. Furthermore, this
approach aimed at highlighting the acoustical cues, also called invariants, which
characterized the rolling action. Perceptual tests should further validate these
assumptions before they are tested as descriptors on real sounds.
Another aspect that would add realism to the rolling sound synthesis is the
simulation of the ball’s position on the surface. Taking into account the multiple
reflections from the edges of the surface on which the object rolls by adding
several comb filters for which the delays are computed by a source-image method
may increase realism. In [19], Stoelinga et al. analysed the wave dispersion (i.e.
the frequency dependent wave velocity) in a plate and concluded that frequency
dependent comb filters add more realism when simulating a ball approaching the
edge of a plate. Finally, real time implementation should conclude this work.
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Abstract. This paper outlines the creative and technical considerations behind 
earGram, an application built as a Pure Data patch for real-time concatenative 
sound synthesis. The system encompasses four generative strategies that 
automatically re-arrange and explore a database of descriptor-analyzed sound 
snippets (corpus) by rules other than its original temporal order into musically 
coherent outputs. Of notice are the system’s machine-learning capabilities that 
reveal musical patterns and temporal organizations, as well as several 
visualization tools that assist the user in making decisions during performance.  
Keywords: Concatenative sound synthesis, recombination, and generative 
music. 
1   Introduction 
Composing music using audio samples can become a very laborious task. Current 
solutions that usually involve the use of a music sequencer demand a considerable 
amount of time to segment and assemble a collection of samples together. During the 
last decade, a technique called concatenative sound synthesis (CSS) [1] eases the 
process of synthesizing new sounds based on preexisting audio samples that was 
extremely difficult and time-consuming when drawn by hand. Concisely, CSS uses a 
large database of segmented and descriptor-analyzed sound snippets to assemble a 
target phrase according to a proximity measure in the descriptors space. It was 
originally intended for text-to-speech synthesis [2], but, later, it was introduced to 
several other fields that use sound synthesis techniques. CSS is beginning to find its 
way in musical composition and performance since 2000 [3, 4]. However, the vast 
majority of literature about this technique still focuses on solving technical problems 
that enhance the efficiency of these systems, paying very little attention to its musical 
applications.  
The application reported here, i.e. earGram, is a Pure Data (PD) patch that 
implements a CSS engine and several exploratory tools for musical creative practices. 
earGram automatically re-arranges sound snippets and permit rapid prototyping of 
interactive music systems. Particular attention was given to the definition of target 
phrases to be synthesized, by designing GUIs that allows the user to specify targets 
quickly and intuitively. Four methods to recombine automatically the units are 
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
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proposed. They approach two different generative music strategies. The first uses the 
corpus to synthesize targets defined by an imposed metric and harmonic templates 
selected beforehand by the user. The second creates a novel music output while 
retaining the time-varying acoustic morphologies of the audio source(s). Of particular 
interest is the system’s ability to cluster units into representative groups (sub-corpus). 
The user can control the system in real-time and adjust several structural elements of 
the output such as the meter, the key, the number of voices, and tempo.  
Compared to other CSS software implementations, earGram has three more 
algorithms related to visualization of the corpus. The common visualization tools that 
CSS software implementations offer, such as 2d-plots and similarity matrices, depict 
the distribution and relation amongst units. Eargram offers two more methods that 
have never been used on the music field and focus on the visualization of high-
dimensional data, such as the feature vectors that represent the units, and a third one 
that aims at depicting the long-term structure of the audio sources(s). They are 
respectively parallel coordinates [5], star coordinates [6], and arc diagram [7]. 
Our approach to CSS is inspired on T. Jehan’s Skeleton [8] and D. Schwarz’s 
cataRT [9]. The architecture and the conceptual approach of the two systems was our 
fundamental basis. The analysis-synthesis models presented by Jehan [8] and 
implemented in Skeleton, especially the perceptual and structural modeling of the 
music surface, was of seminal importance for the development of the machine 
listening and learning in earGram. Schwarz’s cataRT was equally important due to the 
similarities of the programing environment used, and its real-time capabilities. 
earGram extends previous research on generative strategies that recombine descriptor-
analyzed units into coherent musical outputs suitable for both studio and live 
experimentations. In addition, the system offers visual representations of the corpus 
that were never used in CSS software. 
2   System Design 
In this section we provide an overview of the design scheme of earGram that is also 
shown in figure 1. 
The user must first feed the system with audio data, either from a live audio input 
or from pre-recorded material. The first and left-most block in figure 1 (analysis) is 
responsible for 3 tasks: (1) segmenting the audio material, (2) reducing the content of 
each unit to a feature vector, and (3) model the harmonic, timbre and metrical 
structures of the audio source(s) over time. At this stage, a list of pointers to audio 
segments and their respective feature vector are stored in a database. Subsequently, 
the system groups the units using one of the available clustering algorithm, and 
displays the result on a 2d-plot on the main interface of the system (see figure 2). 
After importing the audio and analyzing it, the user must choose a generative 
method for the performance. The available generative methods are responsible for 
defining a target phrase and retrieving the units that best match this target. At runtime, 
a signal-processing block enhances the concatenation and emphasizes the artistic 
expression (right-most bock on figure 1). Among the available audio processing 
techniques are adaptive filtering, reverberation, chorus, and spectral shift (see sections 
7 and 8 for a detailed description). 
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Fig. 1. Design scheme of earGram.  
3   Initialization 
Initially the user must either create a new project or open a previously saved one, and 
specify the audio source(s) that will feed the system. There are three options 
available: (1) single audio track; (2) multiple audio files in a folder; or (3) a live input 
signal.  
The functionality and interface of the proposed system was designed so that 
musicians that aren’t familiarized with MIR research or technology can easily 
generate some consistent musical results. By default, the system assumes an 
automatic configuration that needs little to no fine-tuning. However, most settings can 
be configured via the preferences panel reachable through the main interface. In the 
following sections, we will describe the system in detail pointing out the differences 
between the auto-assigned and user-defined settings. 
4   Analysis 
The analysis block is responsible for three tasks: (1) segmenting the audio into units 
according to a predefined method, (2) defining a feature vector that characterizes 
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each unit, and (3) and modeling the units’ structure over time regarding harmony, 
timbre and meter. 
In order to segment the audio samples using the default settings, the system will 
inspect the audio input for peaks with harmonic relationships on the spectral flux 
auto-correlation function to define a regular pulse and segment the audio accordingly. 
If no such peaks are found, the system will segment the source(s) on every detected 
onset. The user can also assign the segmentation mode manually overwriting the 
default configuration. Besides the beat, and onset segmentation methods, there are 
more methods available: the uniform method that segments the audio uniformly based 
on the length of the window size specified in the system preferences; and the pitch 
method that segments the audio based on the presence of different fundamental 
frequencies (to be used on monophonic sound sources only). The beat-tracker 
algorithm used is largely based on S. Dixon [10], and the onset segmentation 
algorithm is based on P. Brossier [11]. 
The second purpose of the analysis block is to create for each unit a feature vector 
that represents it. We rely on the timbreID library developed by W. Brent [12] for PD 
to describe the low-level spectral qualities of each unit. We chose this library for its 
robustness, efficiency, and ability to work in both real time and non-real time. It 
implements a vast collection of low-level spectral audio descriptors available, such as 
bark, bfcc, cepstrum, centroid, kurtosis, flatness, flux, irregularity, mfcc, rolloff, 
skewness, spread, and zero-crossing rate. Two additional low-level features, loudness 
and fundamental frequency, are extracted by sigmund~ a PD built-in object created by 
M. Puckette. Additionally, we built some PD abstractions that define some mid-level 
features of the input signal, such as tempo, meter, harmonic progressions, and key. 
Based on this set of descriptors, we represent the units in two ways: (1) static, i.e. 
constant over the length of the units or (2) dynamic, i.e. varying over the length of the 
unit. 
In the third part of the analysis, the system also creates statistical models that 
represent the harmonic and timbre temporal evolution of the audio source(s). For both 
music characteristics (harmony and timbre) a transition probability table is created 
that represents the probability of going from unit i to unit i+1. The set of all states and 
transition probabilities completely characterizes a Markov chain, which later allows 
the generation of new sequences based on stochastic processes. In order to create a 
transition probability table for harmony and timbre we needed to classify each unit 
into a finite number of predefined classes. The unit’s harmonic content is 
characterized by the pitch class profile (0-11) of the fundamental bass. The timbre is 
characterized by a single integer that represents the 3 highest bark spectrum bins, out 
of a total of 24 bins. Initially, the 3 highest bins are ordered from the lowest to the 
highest and converted into binary representation. Then the second and the third bins 
numbers are shifted left by 5 and 10 cases respectively. The three numbers are re-
converted to decimal and summed.      
Finally, if the input signal was segmented on a beat basis, we build a template that 
represents the distribution of the units’ noisiness for the length of a measure. Zero-
crossing rate is a good indicator of the signal noisiness. Very high values denote a 
very noisy signal while speech or music signals tend to have a very low value. Given 
the estimated meter with n beats per measure, we built a template with n bins that 
represents the noisiness of each beat within a measure. We fill the template by finding 
the mean value of the zero-crossing rate of all units labeled with a particular pulse, 
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and repeat the operation for all pulses within the measure. At last, the template is 
normalized to the range 0-1. 
4   Database 
A database is created to store the data produced during analysis. It is implemented in 
PD as a collection of arrays. Each individual array stores the data correspondent to a 
particular feature for all units in the corpus.  
The database and the variables used for the analysis of the sources(s) can be saved 
as a text file and loaded later, in order to not repeat the time consuming tasks of the 
database construction, especially if we are dealing with hundreds or thousands of 
units. 
5   Clustering 
Clustering aims at grouping similar segments together to form collections of units 
whose centroid or representative characterizes the group, revealing musical patterns 
and a certain organization of sounds in time that can be applied in various manners 
during performance. The current implementation comprises three non-hierarchical 
clustering algorithms: k-means, quality-threshold clustering (QT-clustering), and 
DBSCAN. We chose this set of algorithms because we considered that they form a 
good collection to explore the database. If the user wants to have a concise number of 
clusters defined a priori and consider all units in the corpus, in order to create sub-
corpus for different layers or sections, the choice should fall on k-means. On the other 
hand, if the user wants to define the quality of the clusters based on threshold of 
similarity or neighborhood proximity between units, he/she should choose either QT-
clustering or DBSCAN, respectively. The distance metric used to calculate the 
similarity amongst units in all clustering methods is the Euclidian distance. Even if 
the clustering algorithms implemented in earGram can deal with arbitrary long 
vectors, to convey a clearer and more understandable visualization in two dimensions, 
the algorithms process only two-dimensional vectors selected from the available bag 
of descriptors. 
K-means is one of most popular clustering algorithms available. It partitions 
the corpus into clusters by allocating each unit to the cluster with the nearest centroid. 
The total number of clusters k needs to be defined a priori. However, the k-means 
implementation in earGram suggests to the user the optimum number of clusters using 
a technique known as ‘elbow method’. Our implementation of the technique follows 
two steps. First, we calculate the distortion, i.e. sum of the squared distances between 
each unit and its allocated centroid for each different value of k, ranging from 2 to 9 
clusters. Second, we assign the parameter k to the number of clusters that doesn't give 
much better modeling of the data according to a threshold.  
QT-clustering was developed by L. Heyer, S. Kruglyak, and S. Yooseph [13] to 
cluster gene expression patterns. Quality is defined by the cluster diameter and the 
minimum number of units contained in each cluster. The two parameters are assigned 
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initially by the user. However, the user does not need to define the number of clusters.  
All possible clusters are considered: a candidate cluster is generated with respect to 
every unit and tested in order of size against the quality criteria. In addition, it points 
out the outliers that should be treated differently (notably excluded) at runtime.  
DBSCAN defines the clusters based on the neighborhood proximity and the 
density of the units in a cluster. Our implementation follows the algorithm described 
in [14] by M. Ester, H. Kriegel, J. Sander, and X. Xu. The user must define initially 
two parameters. They are respectively the neighborhood proximity threshold and the 
minimum density within the radius of each unit. Similarly to the QT-clustering 
algorithm, DBSCAN avoids defining a priori the number of clusters. However, the 
algorithm finds arbitrarily shaped clusters very diverse from the ones found by the 
QT-clustering. It can even find clusters surrounded by (but not connected to) a 
different cluster. 
6   Visualization 
Given the huge amount of information that the software produces during analysis, we 
appended a visualization block to communicate clearly and effectively the 
information concerning the audio source(s). It is aimed to assist the decision-making 
during the performance. Most of the visualization tools are interactive and besides 
displaying the information to the user, they assist him in defining regions of the 
source material that they want to work with based on structural similarities. The 
implemented tools and algorithms for data visualization focus on different musical 
hierarchical levels that demonstrate structural properties of different types.  We can 
roughly divide them in four categories organized from the lowest level, which 
consists of continuously variable expressive properties to the top levels, which 
encompass discrete canonical properties: (1) the waveform display is one of most 
common visualizations tools for audio data, and it provides the user with a general 
overview of the source(s)’ content, and its segmentation; (2) the similarity matrix and 
the arc diagram [7] aims at presenting the long-term structure of the corpus; (3) the 
2d-plots and star coordinates [6] reveal a concise representation of the units based on 
various combinations of descriptors; and (4) parallel coordinates [5] examines the 
high-dimension descriptors space. 
The waveform plot helps the user to identify and browse through the segmented 
units.  
The self-similarity matrix and arc diagram displays give the user a better 
understanding of the long-term structure of the audio data by finding similar patterns 
along the source(s). They depict pairwise similarity between the units of the corpus. 
The user can group and select different sections on each representation that are treated 
as different layers during the performance. Non-uniform units require special 
attention when being compared, because most audio features aren’t insensitive to the 
length of the unit. Thus, a high variability in the unit’s length can lead to misleading 
results on both self-similarity matrix and arc diagram. 
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Fig. 2. Different visualizations of a single-track source corpus – 4 by Aphex Twix. 
From left to right: earGram interface depicting the corpus clustered by a DBSCAN 
algorithm on a 2d-plot (using spectral rolloff and zero-crossing rate as variables). 
Middle and right images are self-similarity matrices plotting the same corpus. The 
middle image depicts the similarity using all available descriptors, and the right most 
uses the color scheme gathered from the cluster representation on the interface.  
 
The 2d-plot is one of most common visualizations adopted by CSS software. It is 
especially suitable for navigating and exploring the corpus intuitively. Similar units 
are plotted together, and its representation along the axis reveals characteristics 
related to the axis’ variable. Additionally, another layer of information concerning the 
units’ color is also available. The color of each unit is defined by a list with three 
elements that correspond to the red, the green, and the blue values of an additive 
(RGB) color model. The values that compound the list that defines the units’ color are 
chosen from the available audio descriptors. Star coordinates is a dimensionality 
reduction algorithm presented by E. Kandogan [6]. It maps high-dimensional data 
linearly to 2d or 3d using their vector sum. Here we used this algorithm to represent 
multiple features on a 2d representation. We chose this algorithm for its 
understandability (each dimension still preserves the same meaning), contrary to 
approaches such as multidimensional scaling or principal component analysis. One 
disadvantage of star coordinates is the need to explore the representation by weighing 
the variables and assigning the axis to different angles to find interesting patterns. 
Parallel coordinates [5] is barely used in the music domain but is a known procedure 
to visualize high-dimensional data and analyze multivariate data. By default, all 
descriptors are taken in account to create the projection, although the user can select 
the features he/she wants to include. 
Figure 2 depicts three representations of the same corpus that comprises a singe 
audio track – 4 by Aphex Twin. The structure of the song is clarified by the matrix in 
the rightmost image, which represents the units by the colors resulting from the 
DBSCAN clusters (leftmost image). We can clearly notice that the song comprises 
two sections that alternate throughout the track. 
7   Performance 
The main drive behind the analysis is primarily synthesis. On the following sections, 
we present four methods that re-arrange in a structured and musical meaningful way 
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the collection of units that form the corpus based on the analysis described in the 
previous sections. The recombination processes cover the generation of three specific 
music results: (1) sonic textures / soundscapes (space-Map and soundscapeMode) 
either by browsing the navigable 2d visualizations or by defining targets according to 
audio qualities, (2) extending indeterminately the length of a particular audio sample 
avoiding repetitions (infiniteMode), and (3) defining targets that reflect a particular 
meter (shuffMeter). 
The methods described bellow are both responsible for defining the target phrases 
and selecting the units that best matches the target queries. 
7.1   SpaceMap  
This method is meant to function as a tool that allows intuitive and interactive 
exploration of the units on the 2d-visual representation. It can be seen as an extended 
granular synthesis engine where grains are organized in a meaningful visual 
representation. It aims at creating sonic textures with controllable nuances. It is a very 
powerful method when playing along with a live input source particularly when 
improvising, because besides the automatic and meaningful segmentation that the 
software produces, after a segment is defined it is consequently plotted in the 
interface, creating an almost instantaneous representation of the input signal during 
performance. 
It has three playing modes: (1) mouseOver – continuously maps the mouse position 
on screen to the granulator’s parameters; (2) pointerClick – the same effect as mode 1, 
but only when the mouse button is pressed a unit is played; and (3) colorPicker – 
selects units based on their RGB color values that are retrieved from a navigable grid 
of colors. 
Several parameters can be changed during performance and affect each unit 
separately, such as gain, density of events, pitch deviations, and panning. All 
parameters can have a certain degree of random variability. The software also allows 
the creation of several bus-channels that may incorporate audio effects. At runtime, 
the representation of the units in the interface can be changed without affecting the 
synthesis, except when a live input source is fed to the system. 
7.2   InfiniteMode  
The second synthesis method implemented in earGram aims at generating a musical 
result of indeterminate length that doesn’t repeat, while it retains the time-varying 
acoustic morphologies of the audio source(s). It is primarily suitable for single-track 
audio input, or for groups of sound files that share commonalities at the metrical, 
harmonic and timbre level. 
Each new unit is triggered and defined at the end of the previous one and defined at 
that stage based on the harmonic, metrical, timbre and noisiness models created 
beforehand during analysis. The interface allows us to select and use up to three sets 
of characteristics that will be responsible for defining the target. On the interface, two 
sets of characteristics are predefined: one for soundscapes (timbre) and a second for 
polyphonic music (meter, harmony and timbre). 
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At runtime, the algorithm selects a new unit to synthesize by finding all units that 
both satisfy the assigned group of characteristics and that best matches the spectrum 
of the previous unit, i.e. when a new unit is triggered, the algorithm examines all 
selected characteristics, and for each of them defines a group of units that match the 
query. Then, it finds the units that are common to all groups of characteristics, and 
finally, from the remaining units is selected the one that minimizes the distance on the 
bark spectrum representation to the previous selected unit. If the algorithm doesn’t 
find any unit that satisfies all the assigned characteristics the algorithm will ignore 
sequentially characteristics until finding candidates by the contrary order of the 
interface. If we have three selected characteristics, and any unit is found for a specific 
query, the algorithm eliminates the third characteristic and examines again the 
number of remaining units, if nothing is retrieved it eliminates then the second and so 
on. 
Harmony and timbre aims at preserving the temporal evolution of chord 
progressions and audio spectra from the original source(s). At every new query a 
group of units is outputted for each element, according to the transition probability 
table elaborated during analysis.  
To preserve the metrical accents’ distribution over the length of a bar during 
synthesis, the algorithm retrieves for each metrical accent the units that were 
previously labeled accordingly during analysis. In other words, initially, while at the 
original temporal units order, every unit is labeled with their respective position over 
the length of a bar, in a sequence that goes from 1 to number of units per bar. E.g., 
assuming we got a time signature with four units every bar, we would split the source 
in groups of four units, and label each sequentially. At runtime, for each new metrical 
accent, the algorithm retrieves all units that were labeled with that metrical accent.  
The noisiness characteristic attempts to replicate the zero-crossing rate 
configuration over the length of a measure that was encoded in a template elaborated 
during analysis. At each query, successive values are retrieved from the template and 
the algorithm looks at the database to find units that present a similar zero-crossing 
rate value. Given the template value x the algorithm retrieves all units that fall on the 
interval [x-0.1, x+0.1]. 
7.3   ShuffMeter  
Clarence Barlow’s metric indispensability principle [15] has been successfully 
applied as a metrical supervision procedure when generating drum patterns in a 
particular style [16] as well as a model for constraining a stochastic rhythmic 
generation algorithm given a particular time signature [17]. The two algorithms work 
with symbolic music representations. shuffMeter extends previous research by 
applying Barlow’s principle to drive the definition of targets that reflect a particular 
meter. 
Given the scope of this paper and space restrictions, we cannot detail all the 
implementation of Barlow’s metric indispensability. However, we follow the 
implementation described in [16].  
After assigning a meter and a specific metrical level, the algorithm defines a 
hierarchical organization of the strong and weak beats of the meter to be better 
perceived by a listener. We mapped the weights into two audio descriptors: loudness 
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and spectral flux, by assuming that loudness and spectral changes are most likely to 
occur on the strongest meter accents. To simplify the computation we merged both 
descriptors into a single descriptor defined as their mean value. For each query the 
algorithm gathers the metrical weight w for that specific accent, and retrieves all units 
from the corpus with a value of w±0.1 for that descriptor.  
We can apply this principle either on the whole corpus or on separate clusters, 
allowing as many layers as the number of existing clusters. The user can navigate in 
real time in a two dimensional map in the form of a square. Two pairs of variables 
mapped to each of the vertices of the square will adapt the configuration of the 
weights.  The horizontal direction, from rough to smooth, will regulate the variability 
between all accents. The vertical direction, from loud to soft, will increase or diminish 
the weights proportionally. 
Each concatenated unit is triggered by a timer assigned to the duration 
correspondent to the current beats per minute (bpm). This method was adopted here 
instead of a more natural strategy implemented in the previous section (7.2. 
infiniteMode), given the need to synchronize several units with slightly different 
lengths. If the units’ length doesn’t match the specified duration, they are 
consequently scaled in time by recurring to a time-stretch algorithm, which changes 
the speed of the audio signal without affecting the pitch. 
7.4   SoundscapeMode  
The soundscapeMode is a recombination method that was specially designed to 
recreate and work with environmental sound sources. It is a valuable and easy tool to 
design sound for film or installations, since it can structurally arrange on a map the 
units according to their perceptual qualities. The map has the form of a square divided 
into four main regions arranged in pairs of interconnected variables. The user can 
navigate in real time on the map as if he would navigate through a sound cartography.  
The first variables’ pair controls the density of events (dense and sparse) and the 
second the roughness of the events (smooth and sharp). 
The horizontal variable is density, i.e. the number of units played simultaneously, 
and ranges from 1 to 5. Smooth-sharp dichotomy, the second variables’ pair 
represented vertically, aims at regulating and organizing the corpus in terms of 
diversity and stability and it is driven by the spectral flux descriptor. Spectral flux is a 
frequency domain feature, and describes the fluctuations in the spectrum of the signal. 
It was chosen because it is powerful in denoting attacks and sudden changes in the 
spectrum and thus for showing how stable the audio is along the unit. It is prudent to 
note that the application is highly dependent on the source file(s). If we feed the 
system with varying texture samples, the difference between smooth and sharp will be 
almost imperceptible. 
As in infiniteMode, we added a block at the end of the target’s definition that 
intends to maintain the best possible continuation between concatenated units, in 
terms of loudness and spectral changes. It is done by gathering all units’ candidates 
for a specific query and finding the one that minimizes the distance on the bark 
spectrum representation to the previous selected unit. 
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8   Synthesis 
Synthesis is done by concatenating units with a slight overlap. Each unit is played 
with amplitude envelope in the shape of a bell curve.  
Most recombination methods make sure that the best possible continuity between 
concatenated units is guaranteed – i.e. if more than one unit matches the target at a 
certain point of the phrase, the system will select the unit that best matches the 
spectrum of the previous one. However, discontinuities and gaps still occur. To 
improve the quality of the synthesis an additional feature is added at the end of the 
chain in order to filter certain transition discontinuities on the audio flow. This is done 
with the help of an external object from the soundhack plugins bundle [18] named 
+spectralcompand~, which is a spectral version of the standard expander/compressor, 
commonly known as compander. It divides the spectrum in 513 bands and processes 
each of them individually. The algorithm computes iteratively the spectrum every 50 
ms and applies it as a mask during synthesis. 
9   Applications 
The four recombination algorithms detailed in section 7 are suitable for a variety of 
music situations, spanning from sound installations to concert music. The design of 
the system doesn’t reflect any particular music style. Our main purpose was to design 
a music system that learn from the music it draws its database from, and define 
coherent target phrases to be synthesized. Thus, the music output is highly dependent 
on the sound source(s), which are entirely selected by the user. In addition, some user 
supervision is needed to select certain recombination methods over others given the 
nature of the sound source(s). For example, if we fill the database with polyphonic 
music signals segmented on a beat basis it will be highly implausible that this 
collection of units will produce a consistent result when using soundscapeMode, 
which is mainly intended to recombining environmental sounds. 
The system is easily adjustable to the context of interactive performance. All 
recombination methods have some degree of variability that can be easily controlled 
on the GUI. The interface for all recombination methods is intuitive and built as 
navigable maps that are almost self explainable. Instead of adjusting manually the 
several variables, the user can map characteristics extracted from an ongoing 
performance, whether they are motion, or sonic characteristics, or even any other 
measurable features extractable from a particular setting to any controllable variable 
of the interface. 
The main purpose of the machine listening and learning techniques implemented in 
earGram is to drive the synthesis part of the software. However, the system may be 
useful for other applications domains outside this realm. The analytical and 
visualization tools that the software provides may constitute a valuable resource for 
the purpose of analyzing music under several fields such as computational 
musicology and cognitive musicology. 
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9   Conclusions and Discussion 
This paper presents earGram, a novel CSS application built in Pure Data that 
comprises four generative music strategies that re-assign the original temporal order 
of the corpus for interactive music contexts, focusing on the user interface, MIR 
techniques of data analysis, mining and retrieval, and probabilistic modeling of timbre 
and harmony. 
The visual representations offered in earGram gives the user a better understanding 
of the entire collection of units and the similarity amongst them. Most visualizations 
also allow interactive and guided exploration of the corpus, suitable for creating 
soundscapes and elucidating some decision-making concerning performance. The use 
of Barlow’s indispensability algorithm proved to be an efficient method to ensure 
metrical coherence during the recombination process by providing a template that 
guides the definition of targets according to a predefined meter. A Markov chain 
algorithm was successfully applied to generate an infinite number of variations on the 
original signal with a minimum amount of interaction, while retaining the time 
varying morphologies of the source(s) modeled by a transition probability table 
between units. 
The software together with many sound examples for all the recombination 
methods detailed in the paper and their respective project template used to create the 
examples are available at: https://sites.google.com/site/eargram/.  
10   Future Work 
The audio source(s) used during analysis are determinant for the possible outputs the 
system can consistently offer. CSS is only as good as the database from which it 
draws its sound units. Thus, besides requiring a rich database of sounds, more 
research should be addressed towards a better understanding of the source(s), which 
would contribute for more refined way of using the descriptors and help restricting the 
application field.  
Concerning analysis further additions that center on the rhythmic content of the 
audio source(s) are under development. We believe that a better understanding of the 
source’s rhythmic structure will enhance solidity during performance, particularly by 
avoiding gaps in the synthesis continuum, and by favoring typical articulations and 
textures of the corpus. Still regarding rhythmic instabilities, when layering different 
clusters of units, as it is done most notably in shuffMeter, but also in 
soundscapeMode, some rhythmic incongruence arouse due to the lack of alignment 
between overlapping units. Besides the valuable contribution that the before-
mentioned rhythmic descriptions can add, some experiments will envisage to time-
stretch units to align their rhythmic content.  
Flexible methods for sequencing and mixing different recombination methods, 
various clusters, and diverse corpuses (notably combining corpus from different 
sources, e.g. live and pre-recorded sound) are under development.  
Finally, concerning the applications domain, we consider that evolutionary 
methods could help at orienting the system, notably by defining larger targets that 
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consider more than the transition between consecutive units and by allowing control 
over the evolving process. 
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From Shape to Sound: sonification of two
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Abstract. In this study, we propose a method to synthesize sonic meta-
phors of two dimensional curves based on the mental representation of
friction sound produced by the interaction between the pencil and the
paper when somebody is drawing or writing. The relevance of this ap-
proach is firstly presented. Secondly, synthesized friction sounds that
enable the investigation of the relevance of kinematics in the perception
of a gesture underlying a sound are described. In the third part, a bio-
logical law linking the curvature of a shape to the velocity of the gesture
which has drawn the shape is calibrated from the auditory point of view.
This law enables generation of synthesized friction sounds coherent with
human gestures.
Keywords: Sonification - Gesture - Drawings - 2/3-power law - Scrap-
ing / Friction sounds - Sound Perception
1 Introduction
The possibility to convey information with sounds has been largely investigated
the last thirty years and is now commonly called sonification. This field of re-
search aims at transmitting information by sounds either instead of or in addi-
tion to a visual display. A common example is the Geiger-Müller counter which
produces clicks depending on the quantity of ionizing radiation. The temporal
aspect of sounds is particularly interesting to convey dynamic information which
could not have been displayed on a screen or with less accuracy.
Pioneering ideas within the domain of sonification were developed by Gaver
who adapted Gibson’s ecological theory of visual perception to auditory percep-
tion [5] to create sounds from perceptual invariants providing relevant informa-
tions about an action. Since then, many studies dealing with applications within
? This work is supported by the French National Research Agency (ANR) under the
MetaSon - Sonic Metaphors Project – CONTINT 2010 : ANR-10-CORD-010.
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
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a large number of fields, such as sport training, industrial processes, medicine
have been proposed to convey useful information with sound.
This study is included in a larger research project which explores the possi-
bilities to create sound metaphors in the context of different applications3. One
of these applications is the rehabilitation of dysgraphic children4 with the use of
sounds to guide them to recover the right handwriting gesture. To achieve this
goal, we first need to understand how a gesture could be perceptually linked to
a sound, and which sound attributes can be used to inform of the dynamical
characteristics of the gestures.
In this article, we aimed at proposing a synthesis tool to sonify drawings
and more generally two-dimensional shapes. We hereby considered a sonification
strategy based on the evocation of the underlying human gestures that might
have produced the shapes. In other terms, we aimed at sonifying a drawing by
virtually re-enacting a natural gesture of a human that drawn the shape. We
considered sounds naturally generated by the interaction between a pencil and a
rough surface during the drawing process, i.e. friction sounds. To support our ap-
proach, we investigated the relationship between a sound and the evoked gesture
and whether a sound can inform of the drawn shape. We therefore conducted
experiments to highlight the relevance of the velocity profile as a perceptual at-
tribute of sound that convey information on the underlying gesture and on the
drawn shape.
The article is organized as follows. The relationship between a drawn shape
and the generated friction sound is firstly studied. We designed a listening test
based on a shape/sound association task aiming at examining the subjects ability
to recover the correct drawn shape from the sound only. Then, we investigated
the influence of the velocity profile on the perceived gesture and shape. For that,
a simple synthesis model of friction sounds was used to control this parameter
independently from the other ones that are present in a natural gesture (such
as velocity, pressure, pencil orientation. . . ). In a third part, the possibility to
re-generate a human velocity profile of a gesture from the geometrical character-
istics of a shape is investigated by a listening test that consisted in calibrating
a biological law linking the curvature of a shape to the kinematics of a gesture.
Based on this results, a sonification process of shapes is proposed.
2 Shape Discrimination from Friction Sounds
To our knowledge, the relationship between the sound and the drawn shape was
not formally investigated in the literature from a perceptual point of view. We
therefore designed an experimental protocol aiming at better understand this
relationship.
When somebody is drawing, the sounds produced by the friction between the
pencil lead and the paper are linked to the gesture behind the drawing. In this
3 http://metason.cnrs-mrs.fr/
4 Dysgraphy is a motor problem which consequences are difficulties with graphic ges-
tures and to write.
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study we examine whether these sounds convey information about the shape
which is being drawn.
Stimuli were obtained from recordings of friction sounds produced during a
drawing process. A person was asked to draw six predefined shapes (Circle, El-
lipse, Loops, Lemniscate, Line, Arches) on a graphic tablet. The velocity profiles
of the writer’s gestures were also recorded during this process.
To evaluate the possibility to reveal a shape from the friction sounds, a
listening test was then set up where subjects were asked to associate one of the
recorded sounds to one of the drawn shapes [7]. From the six shapes recorded
on the writer, two corpuses of four shapes (two shapes were common between
corpuses) were defined; one with very distinct shapes and one with more similar
shape, see Figure 1. For each corpus, the subjects were asked to univocally
associate one friction sound (among the four available) to one shape.
Corpus1
Corpus 2
Circle Ellipse Arches Line
LemniscateEllipseCircle Loops
Fig. 1. The two corpuses of four shapes of the association tests
The results of the test show that, except for the Loops, each sound was
associated with the correct shape with a success rate above random level5.
In the case of the first corpus, every sounds were properly associated to the
shape. The rates of success were: Circle: 98.75% – Ellipse: 81.25% – Arches: 80%
– Line: 87.5%.
In the case of the second corpus, confusions appear between the Ellipse and
the Loops, and only the Loops were not recognized above chance. The rates of
success were: Circle: 97.22% – Ellipse: 41.67% – Lemniscate: 68.06% – Loops:
29.17%.
Although some confusions occurred between shapes of the second corpus, we
obtained relatively high success rates. These data showed that sounds produced
during the drawing contain accurate information about the drawn shape. To
determine the acoustical characteristics that convey this information, we further
investigated the relevance of the velocity profile that is one of the important
parameter of the motions dynamics.
5 The random level is defined at 25% sound to shape association rate.
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3 Perceptual Relevance of the Velocity Profile
To focus on the influence of the velocity profile, we used a synthesis model
which gives the possibility to synthesize friction sounds from the velocity profiles
previously recorded on the writer (section 2) by fixing the other parameters (such
as pressure, pencil orientation) as constant. We also assumed that the nature
of the rubbed surface was identical. A same shape/sound association test as
the previous one was conducted with synthetic friction sounds to investigate
the perceptual information provided by the velocity profile only. In the following
sections, the synthesis model of friction sound is firstly presented and then results
of the listening test are discussed.
3.1 A physically based model of friction sounds
Friction sounds have been largely studied and have been the subject of a wide
number of applications in different domains of physics. Here we present a simple
and common model of friction sounds based on a phenomenological approach
of the physical source. This model was firstly presented by Gaver in [4] and
improved by Van den Doel in [8].
When a pencil is rubbing a rough surface, the produced sound could be
modeled as successive impacts of the pencil lead on the asperities of the surface.
With a source-resonator model, it is possible to create friction sounds by reading
a noise wavetable with a velocity linked to the velocity of the gesture and filtered
by a resonant filter bank adjusted to model the characteristics of the object
which is rubbed, see Figure 2. The noise wavetable represents the profile of the
surface which is rubbed. Resonant filter banks simulate the resonances of the
rubbed object and are characterized by a set of frequency and bandwidth values.
Previous studies proposed some mapping strategies allowing for a control of
these synthesis parameters based on perceptual attributes (such as the perceived
material or size) [1, 2].
3.2 Test and Results
The previous synthesis model allowed us to generate synthetic sounds from a
given velocity profile and to accurately investigate whether this parameter is a
relevant characteristic of sound perception. We used the velocity profiles previ-
ously collected on the graphic tablet and we designed a mapping between these
profiles and the cutoff frequency of the lowpass filter. The same listening test as
the one presented in section 2 was carried out. Results showed that the shapes
of the first corpus (distinct shapes) were properly associated with the sounds
with high success rates. The shapes of the second corpus (similar shapes) were
associated with lower success rates than for the first corpus, but always above
chance level.
In addition, results showed a lack of significant differences between the two
experiments (analysis conducted with the type of sounds as factor: recorded
vs synthetic sounds). These results revealed that sounds computed from the
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   Noise 
generator
Cutoff Frequency
Mapping
Frequencies, gains,
dampings 
Material Size Geometry
 Resonant filter bank
Low-pass filter
Velocity Profile
Fig. 2. Physically based friction model
velocity profiles provided as much useful information for shape recognition as
the recorded ones. This means that the velocity profile contains the information
needed on a shape.
4 Sonification Strategy of Human Drawing
The previous sections highlighted that a mental representation of a shape can be
elicited from the sound produced when this shape is drawn and that the velocity
profile is a relevant feature of the gesture to convey information on this drawn
shape.
In this section we propose a sonification strategy of a drawn trace by recov-
ering the human gesture that produced the trace. We want to create a sound
from a given shape using the previous friction sound synthesis model, and the
velocity profile as a control parameter. For that purpose, the velocity profile is
estimated with respect to the geometrical characteristics of the shape.
4.1 A biological law of motion for the drawing gestures: the
2/3-power law
To regenerate a velocity profile from a given shape, we referred to a biological
law which linked the radius of curvature Rc of a shape to the tangential velocity
vt of the gesture which drew it. In [6], Viviani highlighted this relation called
the 2/3-power law which expressed the covariations of these two variables with
the following formula:
vt(s) = KRc(s)
1−β (1)
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with β = 2/3, K is assumed to be constant.
The relevance of this law with respect to the motor competences such as
drawing and more generally in many natural movements has been largely studied
[6, 10].
This law has also been highlighted in perceptual processes. In the case of
visual perception, a study revealed that the perception of the velocity of a point
moving along a curved shape should be modulated by such a power law so
that the velocity of the point is perceived as constant when the exponent is
equal to 2/3 [9]. It means that the notion of perceived constant velocity is not
a associated to a physical constant velocity, but to a velocity which respect a
specific biological constraint, the 2/3-power law.
4.2 Calibration of the 2/3-power law in the auditory modality
In [7], the relevance of this law was investigated from the auditory perception
point of view by a calibration test of the exponent β of the equation 1. For that,
we used the previous synthesis model of friction sound. The velocity profile was
computed by using the 2/3-power law with a fixed mean velocity K, and with
a curvature profile which corresponds to a pseudo-random shape (cf. Figure 3)
to avoid preferences on specific known shapes. Each subject did 6 trials and
a pseudo-random shape was generated at each one. Subjects listened to the
corresponding friction sound and were asked to modify the sound (by acting on
the β value) until they could imagine that a human has produced this sound by
drawing. The initial value of β was randomized at each trial and the shape was
not shown to subjects so that they could focus on the sound only.
Fig. 3. Example of pseudo-random shape.
We found that the mean value of the exponent was β = 0.64 (SD = 0.08),
which means that the most realistic velocity profile which characterizing a human
gesture from an auditory point of view follows the 2/3-power law.
This results allowed us to validate the use of the 2/3-power law to generate
a velocity profile from a given shape. The obtained velocity profile can further
be used to synthesize a sound underlying a mental representation of the gesture.
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5 Sonification Tool
The three previous sections gave perceptual results and technical expertise to
create a sonification tool of two dimensional curves based on the auditory per-
ception of friction sounds produced by human gestures.
This tool aims at giving a mean to create a sound perceptually coherent with
a given shape6. The input of this tool could be a scanned shape as well as a shape
recorded with a graphic tablet. The Figure 4 sums up the sonification process.
1. The user has to choose a start point on the shape and the direction of the
movement
2. From the input shape, the curvature is computed from the coordinates
(x(s), y(s)) of each point of the shape
3. A velocity profile is created from the curvature with the 2/3-power law
4. The mean velocity of the gesture can be controlled with the coefficient K
of the 2/3-power law. The velocity profile controls a friction sound synthesis
model and generates a sound coherent with the given shape. The sound
could also be played coherently with a displayed movie where the shape is
synchronously drawn with the friction sound
Synthesis 
Model 
of Friction
Velocity Profile
Geometrical 
Characteristics
x y
Curvature
Drawing
Input
Scanned Shape
or
Graphic Tablet Start point
Direction
Mean Velocity
of the Gesture
Fig. 4. Complete sonification process
6 Conclusions and perspectives
In this article we proposed a sonification strategy of shapes that could be applied
to any set of two dimensional data which could be expressed as a couple of con-
tinuous functions. This sonification process, based on the mental representation
of a biological gesture underlying a friction sound, transforms the curvature of a
shape into a velocity profile which is further used to synthesize realistic friction
sounds evoking a gesture coherent with the drawn shape.
This preliminary study also brought up many perspectives. First concerning
the possibility to apply the obtained velocity profile to new sound textures other
6 An example of sonification is available on the following website : http://www.lma.
cnrs-mrs.fr/~kronland/ShapeSoundCmmr
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than friction noise. For instance, if we modulate the pitch of a sound by the ve-
locity profile of a gesture, will this transformation also be relevant for sonifying a
shape? More generally, can we use this transformation to create sonic metaphors
of a human gesture or drawn shape with abstract sound textures such as wind
for example?
Another perspective triggered by this study is the possibility to use the soni-
fication process proposed here for a visual display of a moving spot-light to
investigate the multimodal integration of auditory and visual information in the
perception of movement dynamics. Viviani highlighted that the 2/3-power law
defined a perceived constant velocity in the visual domain. In the auditory do-
main, we clearly pay attention to variations in the sound. It would therefore be
interesting to study whether the visual illusion of constant velocity is present
when a sound is presented together with the visual display that follows the 2/3-
power law.
It should be noted that this work could also be applied to the development
interfaces to assist visually impaired. It indeed gives a new way to evoke shapes
with sounds.
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Abstract. Music is widely perceived as expressive of emotion. Music
plays such a fundamental role in society economically, culturally and in
people’s personal lives that the emotional impact of music on people
is extremely relevant. Research on automatic recognition of emotion in
music usually approaches the problem from a classification perspective,
comparing “emotional labels” calculated from different representations of
music with those of human annotators. Most music emotion recognition
systems are just adapted genre classifiers, so the performance of music
emotion recognition using this limited approach has held steady for the
last few years because of several shortcomings. In this article, we discuss
the importance of time, usually neglected in automatic recognition of
emotion in music, and present ideas to exploit temporal information
from the music and the listener’s emotional ratings. We argue that only
by incorporating time can we advance the present stagnant approach to
music emotion recognition.
Keywords: Music, Time, Emotions, Mood, Automatic Mood Classifi-
cation, Music Emotion Recognition
1 Introduction
The emotional impact of music on people and the association of music with
particular emotions or ‘moods’ have been used in certain contexts to convey
meaning, such as in movies, musicals, advertising, games, music recommenda-
tion systems, and even music therapy, music education, and music composition,
among others. Empirical research on emotional expression started about one
hundred years ago, mainly from a music psychology perspective [1], and has suc-
cessively increased in scope up to today’s computational models. Research on
music and emotions usually investigates listeners’ response to music by associ-
ating certain emotions to particular pieces, genres, styles, performances, etc. An
emerging field is the automatic recognition of emotions (or ‘mood’) in music, also
called music emotion recognition (MER) [7]. A typical approach to MER catego-
rizes emotions into a number of classes and applies machine learning techniques
? This work is funded by the Marie Curie IAPP “AVID MODE” grant within the
European Commissions FP7.
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
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to train a classifier and compare the results against human annotations [7, 22,
10]. The ‘automatic mood classification’ task in MIREX epitomizes the machine
learning approach to MER, presenting systems whose performance range from
22 to 65 percent [3]. Researchers are currently investigating [4, 7] how to improve
the performance of MER systems. Interestingly, the role of time in the automatic
recognition of emotions in music is seldom discussed in MER research.
Musical experience is inherently tied to time. Studies [8, 11, 5, 18] suggest
that the temporal evolution of the musical features is intrinsically linked to
listeners’ emotional response to music, that is, emotions expressed or aroused
by music. Among the cognitive processes involved in listening to music, memory
and expectations play a major role. In this article, we argue that time lies at the
core of the complex link between music and emotions, and should be brought to
the foreground of MER systems.
The next section presents a brief review of the classic machine learning ap-
proach to MER. Then, we discuss an important drawback of this approach,
the lack of temporal information. We present the traditional representation of
musical features and the model of emotions to motivate the incorporation of
temporal information in the next section. Next we discuss the reationship be-
tween the temporal evolution of musical features and emotional changes. Finally,
we present the conclusions and discuss future perspectives.
2 The Traditional Classification Approach
Traditionally, research into computational systems that automatically estimate
the listener’s emotional response to music approaches the problem from a classi-
fication standpoint, assigning “emotional labels” to pieces (or tracks) and then
comparing the result against human annotations [7, 22, 10, 3]. In this case, the
classifier is a system that performs a mapping from a feature space to a set
of classes. When applied in MER, the features can be extracted from different
representations of music, such as the audio, lyrics, the score, among others [7],
and the classes are clusters of emotional labels such as “depressive” or “happy”.
There are several automatic classification algorithms that can be used, commonly
said to belong to the machine learning paradigm of computational intelligence.
2.1 Where Does the Traditional Approach Fail?
Independently of the specific algorithm used, the investigator that chooses this
approach must decide how to represent the two spaces, the musical features
and the emotions. On the one hand, we should choose musical features that
capture information about the expression of emotions. Some features such as
tempo and loudness have been shown to bear a close relationship with the per-
ception of emotions in music [19]. On the other hand, the model of emotion
should reflect listeners’ emotional response because emotions are very subjec-
tive and may change according to musical genre, cultural background, musical
training and exposure, mood, physiological state, personal disposition and taste
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[1]. We argue that the current approach misrepresents both music and listeners’
emotional experience by neglecting the role of time.
2.2 Musical Features
Most machine learning methods described in the literature use the audio to
extract the musical features [7, 22, 10, 3]. Musical features such as tempo, loud-
ness, and timbre, among many others, are estimated from the audio by means of
signal processing algorithms [12]. Typically, these features are calculated from
successive frames taken from excerpts of the audio that last a few seconds [7, 22,
10, 3, 4] and then averaged, losing the temporal correlation [10]. Consequently,
the whole piece (or track) is represented by a static (non time-varying) vector,
intrinsically assuming that musical experience is static and that the listener’s
emotional response can be estimated from the audio alone. The term ‘semantic
gap’ has been coined to refer to perceived musical information that does not
seem to be contained in the acoustic patterns present in the audio, even though
listeners agree about its existence [21].
However, to fully understand emotional expression in music, it is important
to study the performer’s and composer’s intention on the one hand, and the lis-
tener’s perception on the other [6]. Music happens essentially in the brain, so we
need to take the cognitive mechanisms involved in processing musical information
into account if we want to be able to model people’s emotional response to music.
Low-level audio features give rise to high-level musical features in the brain, and
these, in turn, influence emotion recognition (and experience). This is where we
argue that time has a major role, still neglected in most approaches found in the
literature. Musical experience and the cognitive processes that regulate musical
emotions are entangled with each other around the temporal dimension, so the
model of emotion should account for that.
2.3 Representation of Emotions
MER research tends to use categorical descriptions of emotions where the in-
vestigator selects a set of “emotional labels” (usually mutually exclusive). The
left-hand side of figure 1 illustrates these emotional labels (Hevner’s adjective
circle [2]) clustered in eight classes. The choice of the emotional labels is impor-
tant and might even affect the results. For example, the terms associated with
music usually depend on genre (pop music is much more likely than classical
music to be described as “cool”). As Yang [22] points out, the categorical rep-
resentation of emotions faces a granularity issue because the number of classes
might be too small to span the rich range of emotions perceived by humans. In-
creasing the number of classes does not necessarily solve the problem because the
language used to categorize emotions is ambiguous and subjective [1]. Therefore,
some authors [7, 22] have proposed to adopt a parametric model from psychol-
ogy research [14] known as the circumplex model of affect (CMA). The CMA
consists of two independent dimensions whose axes represent continuous values
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Frustrated
Depressing
Yielding
Sentimental
Tender
Dreamy
Longing
Yearning
Pleading
Plainting
Gloomy
Heavy
Dark
Leasurely
Serene
Satisfying
Lyrical
Tranquil
Quiet
Soothing
Whimsical
Fanciful
Playful
Humorous
Quaint
Sprightly
Delicate
Light
Graceful
Robust
Martial
Emphatic
Vigorous
Ponderous
Majestic
Exalting
Joyous
Happy
Gay
Merry
Cheerful
Bright
Soaring
Dramatic
Triumphant
Exhilarated
Passionate
Sensational
Agitated
Exciting
Impetuous
Restless
+ Happy
+ Aroused
+ Excited
+ Astonished
+ Pleased
+ Sleepy
+ Delighted
+ Glad
+ At ease
+ Satisfied
+ Serene
+ Content
+ Relaxed
+ Calm
Bored +
Gloomy +
Miserable +
Sad +
Tired +
Droopy +
+ Depressed
Distressed +
Annoyed +
Affraid +
Frustrated +
Alarmed +
Angry +
Tense +
Fig. 1. Examples of models of emotion. The left-hand side shows Hevner’s adjective
circle [2], a categorical description. On the right, we see the circumplex model of affect
[14], a parametric model.
of valence (positive or negative semantic meaning) and arousal (activity or ex-
citation). The right-hand side of figure 1 shows the CMA and the position of
some adjectives used to describe emotions associated with music in the plane.
An interesting aspect of parametric representations such as the CMA lies in the
continuous nature of the model and the possibility to pinpoint where specific
emotions are located. Systems based on this approach train a model to compute
the valence and arousal values and represent each music piece as a point in the
two-dimensional emotion space [22].
One common criticism of the CMA is that the representation does not seem
to be metric. That is, emotions that are very different in terms of semantic mean-
ing (and psychological and cognitive mechanisms involved) can be close in the
plane. In this article, we argue that the lack of temporal information is a much
bigger problem because music happens over time and the way listeners associate
emotions with music is intrinsically linked to the temporal evolution of the mu-
sical features. Also, emotions are dynamic and have distinctive temporal profiles
(boredom is very different from astonishment in this respect, for example).
3 The Role of Time in the Complex Relationship
Between Music and Emotions
Krumhansl [9] suggests that music is an important part of the link between emo-
tions and cognition. More specifically, Krumhansl investigated how the dynamic
aspect of musical emotion relates to the cognition of musical structure. Accord-
ing to Krumhansl, musical emotions change over time in intensity and quality,
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and these emotional changes covary with changes in psycho-physiological mea-
sures [9]. Musical meaning and emotion depend on how the actual events in the
music play against this background of expectations. David Huron [5] wrote that
humans use a general principle in the cognitive system that regulates our expec-
tations to make predictions. According to Huron, music (among other stimuli)
influences this principle, modulating our emotions. Time is a very important as-
pect of musical cognitive processes. Music is intrinsically temporal and we need
to take into account the role of human memory when experiencing music. In
other words, musical experience is learned. As the music unfolds, the learned
model is used to generate expectations, which are implicated in the experience
of listening to music. Meyer [11] proposed that expectations play the central
psychological role in musical emotions.
3.1 Temporal Evolution of Musical Features
The first important step to incorporate time into MER is to monitor the temporal
evolution of musical features [18]. After the investigator chooses which features to
use in a particular application, the feature vector should be calculated for every
frame of the audio signal and kept as a time series (i.e., a time-varying vector
of features). The temporal correlation of the features must be exploited and fed
into the model of emotions to estimate listeners’ response to the repetitions and
the degree of “surprise” that certain elements might have [19].
Here we could make a distinction between perceptual features of musical
sounds (such as pitch, timbre, and loudness) and musical parameters (such as
tempo, key, and rhythm), related to the structure of the piece (and usually
found in the score). Both of them contribute to listeners’ perception of emotions.
However, their temporal variations occur at different rates. Timbral variations,
for example, and key modulations or tempo changes happen at different levels.
Figure 2 illustrates these variations at the microstructural (musical sounds) and
macrostructural (musical parameters) level.
3.2 Emotional Trajectories
A very simple way of recording information about the temporal variation of emo-
tional perception of music would be to ask listeners to write down the emotional
label and a time stamp as the music unfolds. The result is illustrated on the left-
hand side of figure 3. However, this approach suffers from the granularity and
ambiguity issues inherent of using a categorical description of emotions. Ideally,
we would like to have an estimate of how much a certain emotion is present at
a particular time.
Krumhansl [8] proposes to collect listener’s responses continuously while the
music is played, recognizing that retrospective judgments are not sensitive to
unfolding processes. However, in this study [8], listeners assessed only one emo-
tional dimension at a time. Each listener was instructed to adjust the position
of a computer indicator to reflect how the amount of a specific emotion (for
291
6 Marcelo Caetano and Frans Wiering
Fig. 2. Examples of the temporal variations of musical features. The left-hand side
shows temporal variations of the four spectral shape features (centroid, spread, skew-
ness, and kurtosis, perceptually correlated to timbre) during the course of a musical
instrument sound (microstructural level). On the right, we see variations of musical
parameters (macrostructural level) represented by the score for simplicity.
example, sadness) they perceived changed over time while listening to excerpts
of pieces chosen to represent the emotions [8].
Here, we propose a similar procedure using a broader palette of emotions
available to allow listeners to associate different emotions to the same piece.
Recording listener’s emotional ratings over time [13] would lead to an emotional
trajectory like the one shown on the right of figure 3, which illustrates an emo-
tional trajectory (time is represented by the arrow) in a conceptual emotional
space, where the dimensions can be defined to suit the experimental setup. The
investigator can choose to focus on specific emotions such as happiness and ag-
gressiveness, for example. In this case, one dimension would range from happy
to sad, while the other from aggressive to calm. However, we believe that Rus-
sell’s CMA [14] would better fit the exploration of a broader range of emotions
because the dimensions are not explicitly labeled as emotions.
Fig. 3. Temporal variation of emotions. The left-hand side shows emotional labels
recorded over time. On the right, we see a continuous conceptual emotional space with
an emotional trajectory (time is represented by the arrow).
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3.3 Investigating the Relationship Between the Temporal Evolution
of Musical Features and the Emotional Trajectories
Finally, we should investigate the relationship between the temporal variation
of musical features and the emotional trajectories. MER systems should include
information about the rate of temporal change of musical features. For example,
we should investigate how changes in loudness correlate with the expression of
emotions. Schubert [18] studied the relationship between musical features and
perceived emotion using continuous response methodology and time-series anal-
ysis. Musical features (loudness, tempo, melodic contour, texture, and spectral
centroid) were differenced and used as predictors in linear regression models
of valence and arousal. This study found that changes in loudness and tempo
were associated positively with changes in arousal, and melodic contour varied
positively with valence. When Schubert [19] discussed modeling emotion as a
continuous, statistical function of musical parameters, he argued that the statis-
tical modeling of memory is a significant step forward in understanding aesthetic
responses to music. Only very recently MER systems started incorporating dy-
namic changes in efforts mainly by Schmidt and Kim [15–17, 20]. Therefore,
this article aims at motivating the incorporation of time in MER to help break
through the so-called “glass ceiling” (or “semantic gap”) [21], improving the
performance of computational models of musical emotion with advances in our
understanding of the currently mysterious relationship between music and emo-
tions.
4 Conclusions
Research on automatic recognition of emotion in music, still in its infancy, has
focused on comparing “emotional labels” automatically calculated from different
representations of music with those of human annotators. Usually the model
represents the musical features as static vectors extracted from short excerpts
and associates one emotion to each piece, neglecting the temporal nature of
music. Studies in music psychology suggest that time is essential in emotional
expression. In this article, we argue that MER systems must take musical context
(what happened before) and listener expectations into account. We advocate
the incorporation of time in both the representation of musical features and the
model of emotions. We prompted MER researchers to represent the music as a
time-varying vector of features and to investigate how the emotions evolve in
time as the music develops, representing the listener’s emotional response as an
emotional trajectory. Finally, we discussed the relationship between the temporal
evolution of the musical features and the emotional trajectories.
Future perspectives include the development of computational models that
exploit the repetition of musical patterns and novel elements to predict listen-
ers’ expectations and compare them against the recorded emotional trajectories.
Only by including temporal information in automatic recognition of emotions
can we advance MER systems to cope with the complexity of human emotions
in one of its canonical means of expression, music.
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Abstract. We present a system for representing the melodic content of
short pieces of audio using a novel chroma-based representation known
as the ‘intervalgram’, which is a summary of the local pattern of musical
intervals in a segment of music. The intervalgram is based on a chroma
representation derived from the temporal profile of the stabilized audi-
tory image [10] and is made locally pitch invariant by means of a ‘soft’
pitch transposition to a local reference. Intervalgrams are generated for a
piece of music using multiple overlapping windows. These sets of interval-
grams are used as the basis of a system for detection of identical melodies
across a database of music. Using a dynamic-programming approach for
comparisons between a reference and the song database, performance is
evaluated on the ‘covers80’ dataset [4]. A first test of an intervalgram-
based system on this dataset yields a precision at top-1 of 53.8%, with
an ROC curve that shows very high precision up to moderate recall, sug-
gesting that the intervalgram is adept at identifying the easier-to-match
cover songs in the dataset with high robustness. The intervalgram is de-
signed to support locality-sensitive hashing, such that an index lookup
from each single intervalgram feature has a moderate probability of re-
trieving a match, with few false matches. With this indexing approach,
a large reference database can be quickly pruned before more detailed
matching, as in previous content-identification systems.
Keywords: Melody Recognition, Auditory Image Model, Machine Hear-
ing
1 Introduction
We are interested in solving the problem of cover song detection at very large
scale. In particular, given a piece of audio, we wish to identify another piece
of audio representing the same melody, from a potentially very large reference
set. Though our approach aims at the large-scale problem, the representation
developed is compared in this paper on a small-scale problem for which other
results are available.
There can be many differences between performances with identical melodies.
The performer may sing or play the melody at a different speed, in a different key
or on a different instrument. However, these changes in performance do not, in
general, prevent a human from identifying the same melody, or pattern of notes.
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19-22 June 2012, Queen Mary University of London 
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Thus, given a performance of a piece of music, we wish to find a representation
that is to the largest extent possible invariant to such changes in instrumentation,
key, and tempo.
Serra [12] gives a thorough overview of the existing work in the field of melody
identification, and breaks down the problem of creating a system for identifying
versions of a musical composition into a number of discrete steps. To go from
audio signals for pieces of music to a similarity measure, the proposed process
is:
– Feature extraction
– Key invariance (invariance to transposition)
– Tempo invariance (invariance to a faster or slower performance)
– Structure invariance (invariance to changes in long-term structure of a piece
of music)
– Similarity computation
In this study, we concentrate on the first three of these steps: the extraction
of an audio feature for a signal, the problem of invariance to pitch shift of the
melody (both locally and globally) and the problem of invariance to changes in
tempo between performances of a piece of music. For the first stage, we present
a system for generating a pitch representation from an audio signal, using the
stabilized auditory image (SAI) [10] as an alternative to standard spectrogram-
based approaches. Key invariance is achieved locally (per feature), rather than
globally (per song). Individual intervalgrams are key normalized relative to a
reference chroma vector, but no guarantees are made that the reference chroma
vector will be identical across consecutive features. This local pitch invariance
allows for a feature that can track poor-quality performances in which, for ex-
ample, a singer changes key gradually over the course of a song. It also allows
the feature to be calculated in a streaming fashion, without having to wait to
process all the audio for a song before making a decision on transposition. Other
approaches to this problem have included shift-invariant transforms [9], the use
of all possible transpositions [5] or finding the best transposition as a function
of time in a symbolic system [13]. Finally, tempo invariance is achieved by the
use of variable-length time bins to summarize both local and longer-term struc-
ture. This approach is in contrast to other systems [5, 9] which use explicit beat
tracking to achieve tempo invariance.
While the features are designed for use in a large-scale retrieval system when
coupled with a hashing technique [1], in this study we test the baseline per-
formance of the features by using a Euclidean distance measure. A dynamic-
programming alignment is performed to find the smallest-cost path through the
map of distances between a probe song and a reference song; partial costs, av-
eraged over good paths of reasonable duration, are used to compute a similarity
score for a each probe-reference pair.
We evaluate performance of the intervalgam (using both SAI-based chroma
and spectrogram-based chroma) using the ‘covers80’ dataset [4]. This is a set
of 160 songs, in 80 pairs that share an underlying composition. There is no ex-
plicit notion of a ‘cover’ versus an ‘original’ in this set, just an ‘A’ version and
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a ‘B’ version of a given composition, randomly selected. While it is a small cor-
pus, several researchers have made use of this dataset for development of audio
features, and report results on it. Ellis [5] reports performance in terms of ab-
solute classification accuracy for the LabRosa 2006 and 2007 music information
retrieval evaluation exchange (MIREX) competition, and these results are ex-
tended by, amongst others, Ravuri and Ellis [11], who present detection error
tradeoff curves for a number of systems.
Since we are ultimately interested in the use of the intervalgram in a large-
scale system, it is worth briefly considering the requirements of such a system.
In order to perform completely automated detection of cover songs from a large
reference collection, it is necessary to tune a system to have extremely low false
hit rate on each reference. For such a system, we are interested less in high abso-
lute recall and more in finding the best possible recall given a very low threshold
for false positives. Such systems have previously been reported for nearly-exact-
match content identification [1]. The intervalgram has been developed for and
tested with a similar large-scale back end based on indexing, but there is no large
accessible data set on which performance can be reported. It is hard to estimate
recall on such undocumented data sets, but the system identifies a large number
of covers even when tuned for less than 1% false matches.
2 Algorithm
2.1 The Stabilized Auditory Image
The stabilized auditory image (SAI) is a correlogram-like representation of the
output of an auditory filterbank. In this implementation, a 64-channel pole-zero
filter cascade [8] is used. The output of the filterbank is half-wave rectified and
a process of ‘strobe detection’ is carried out. In this process, large peaks in the
waveform in each channel are identified. The original waveform is then cross-
correlated with a sparsified version of itself which is zero everywhere apart from
at the identified strobe points. This process of ‘strobed temporal integration’
[10, 14] is very similar to performing autocorrelation in each channel, but is
considerably cheaper to compute due to the sparsity of points in the strobe signal.
The upper panels of Figure 1 show a waveform (upper panel) and stabilized
auditory image (middle panel) for a sung note. The pitch of the voice is visible
as a series of vertical ridges at lags corresponding to multiples of the repetition
period of the waveform, and the formant structure is visible in the pattern of
horizontal resonances following each large pulse.
2.2 Chroma From the Auditory Image
To generate a chroma representation from the SAI, the ‘temporal profile’ is first
computed by summing over the frequency dimension; this gives a single vector
of values which correspond to the strength of temporally-repeating patterns in
the waveform at different lags. The temporal profile gives a representation of
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Fig. 1. Waveform (top panel), stabilized auditory image(SAI) (middle panel) and SAI
temporal profile (bottom panel) for a human voice singing a note.
the time intervals associated with strong temporal repetition rates, or possible
pitches, in the incoming waveform. This SAI temporal profile closely models
human pitch perception [6]; for example, in the case of stimuli with a missing
fundamental, there may be no energy in the spectrogram at the frequency of the
pitch perceived by a human, but the temporal profile will show a peak at the
time interval associated with the missing fundamental.
The lower panel of Figure 1 shows the temporal profile of the stabilized
auditory image for a sung vowel. The pitch is visible as a set of strong peaks
at lags corresponding to integer multiples of the pulse rate of the waveform.
Figure 2 shows a series of temporal profiles stacked in time, a ‘pitch-o-gram’, for
a piece of music with a strong singing voice in the foreground. The dark areas
correspond to lags associated with strong repetition rates in the signal, and the
evolving melody is visible as a sequence of horizontal stripes corresponding to
notes; for example in the first second of the clip there are four strong notes,
followed by a break of around 1 second during which there are some weaker note
onsets.
The temporal profile is then processed to map lag values to pitch chromas in
a set of discrete bins, to yield a representation as chroma vectors, also known as
‘pitch class profiles’ (PCPs) [12]. In our standard implementation, we use 32 pitch
bins per octave. Having more bins than the standard 12 semitones in the Western
scale allows the final feature to accurately track the pitch in recordings where
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Fig. 2. A ‘pitch-o-gram’ created by stacking a number of SAI temporal profiles in time.
The lag dimension of the auditory image is now on the vertical axis. Dark ridges are
associated with strong repetition rates in the signal.
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the performer is either mistuned or changes key gradually over the course of
the performance; it also enables more accurate tracking of pitch sweeps, vibrato,
and other non-quantized changes in pitch. Additionally, using an integer power
of two for the dimensions of the final representation lends itself to easy use of
a wavelet decomposition for hashing, which is discussed below. The chroma bin
assignment is done using a weighting matrix, by which the temporal profile is
multiplied to map individual samples from the lag dimension of the temporal
profile into chroma bins. The weighting matrix is designed to map the linear
time-interval axis to a wrapped logarithmic note pitch axis, and to provide a
smooth transition between chroma bins. An example weighting matrix is shown
in Figure 3. The chroma vectors for the same piece of music as in Figure 2 are
shown in Figure 4.
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Fig. 3. Weighting matrix to map from the time-lag axis of the SAI to chroma bins.
2.3 Chroma From the Spectrogram
In addition to the SAI-based chroma representation described above, a more
standard spectrogram-based chroma representation was tested as the basis for
the intervalgram. In this case, chroma vectors were generated using the chromagram E
function distributed with the covers80 [4] dataset, with a modified step size to
generate chroma vectors at the rate of 50 per second, and 32 pitch bins per
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Fig. 4. Chroma vectors generated from the pitch-o-gram vectors shown in Figure 2.
octave for compatibility with the SAI-based features above. This function uses
a Gaussian weighting function to map FFT bins to chroma, and weights the
entire spectrum with a Gaussian weighting function to emphasize octaves in the
middle of the range of musical pitches.
2.4 Intervalgram Generation
A stream of chroma vectors is generated at a rate of 50 per second. From this
chromagram, a stream of ‘intervalgrams’ is constructed at the rate of around
4 per second. The intervalgram is a matrix with dimensions of chroma and
time offset; however, depending on the exact design the time-offset axis may be
nonlinear.
For each time-offset bin in the intervalgram, a sequence of individual chroma
vectors are averaged together to summarize the chroma in some time window,
before or after a central reference time. It takes several contiguous notes to ef-
fectively discern the structure of a melody, and for any given melody the stream
of notes may be played a range of speeds. In order to take into account both
short- and longer-term structure in the melody, a variable-length time-averaging
process is used to provide a fine-grained view of the local melody structure, and
simultaneously give a coarser view of longer timescales, to accommodate a mod-
erate amount of tempo variation; that is, small absolute time offsets use narrow
time bin widths, while larger absolute offsets use larger bin widths. Figure 5
shows how chroma vectors are averaged together to make the intervalgram. In
the examples below, the widths of the bins increase from the center of the inter-
valgram, and are proportional to the sum of a forward and reverse exponential
wb = f
(
wpf + w
−p
f
)
, where p is an integer between 0 and 15 (for the positive
bins) and between 0 and -15 (for the negative bins), f is the central bin width,
and wf is the width factor which determines the speed with which the bin width
increases as a function of distance from the center of the intervalgram.
In the best-performing implementation, the temporal axis of the intervalgram
is 32 bins wide and spans a total time window of around 30 seconds. The central
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two slices along the time axis of the intervalgram are the average of 18 chroma
vectors each (360ms each), moving away from the centre of the intervalgram, the
outer temporal bins summarize longer time-scales before and after the central
time. The number of chroma vectors averaged in each bin increases up to 99
(1.98s) in the outermost bins leading to a total temporal span of 26 seconds for
each intervalgram.
Fig. 5. The intervalgram is generated from the chromagram using variable-width time
bins and cross-correlation with a reference chroma vector to normalize chroma within
the individual intervalgram.
A ‘reference’ chroma vector is also generated from the stream of incoming
chroma vectors at the same rate as the intervalgrams. The reference chroma
vector is computed by averaging together nine adjacent chroma vectors using a
triangular window. The temporal center of the reference chroma vector corre-
sponds to the temporal center of the intervalgram. In order to achieve local pitch
invariance, this reference vector is then circularly cross-correlated with each of
the surrounding intervalgram bins. This cross-correlation process implements a
‘soft’ normalization of the surrounding chroma vectors to a prominent pitch or
pitches in the reference chroma vector. Given a single pitch peak in the refer-
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ence chroma vector, the process corresponds exactly to a simple transposition
of all chroma vectors to be relative to the single pitch peak. In the case where
there are multiple strong peaks in the reference chroma vector, the process cor-
responds to a simultaneous shifting to multiple reference pitches, followed by a
weighted average based on the individual pitch strengths. This process leads to
a blurry and more ambiguous interval representation but, crucially, never leads
to a hard decision being made about the ‘correct’ pitch of the melody at any
point. Making only ‘soft’ decisions at each stage means that there is less need
for either heuristics or tuning of parameters in building the system. With stan-
dard parameters the intervalgram is a 32 by 32 pixel feature vector generated
at the rate of one every 240ms and spanning a 26 second window. Since there
are many overlapping intervalgrams generated, there are many different pitch
reference slices used, some making crisp intervalgrams, and some making fuzzy
intervalgrams.
2.5 Similarity Scoring
Dynamic programming is a standard approach for aligning two audio representa-
tions, and has been used for version identification by many authors (for example
[16]; Serra [12] provides a representative list of example implementations). To
compare sets of features from two recordings, each feature vector from the probe
recording is compared to each feature vector from the reference recording, using
some distance measure, for example Euclidean distance, correlation, or Hamming
distance over a locality-sensitive hash of the feature. This comparison yields a
distance matrix with samples from the probe on one axis and samples from the
reference on the other. We then find a minimum-cost path through this matrix
using a dynamic programming algorithm that is configured to allow jumping
over poorly-matching pairs. Starting at the corner corresponding to the begin-
ning of the two recordings the path can continue by jumping forward a certain
number of pixels in both the horizontal and vertical dimensions. The total cost
for any particular jump is a function of the similarity of the two samples to be
jumped to, the cost of the jump direction and the cost of the jump distance. If
two versions are exactly time-aligned, we would expect that the minimum-cost
path through the distance matrix would be a straight line along the leading di-
agonal. Since we expect the probe and reference to be roughly aligned, the cost
of a diagonal jump is set to be smaller than the cost of an off-diagonal jump.
The minimum and maximum allowed jump lengths in samples can be selected
to allow the algorithm to find similar intervalgrams that are more sparsely dis-
tributed, interleaved with poorly matching ones, and to constrain the maximum
and minimum deviation from the leading diagonal. Values that work well are a
minimum jump of 3 and maximum of 4, with a cost factor equal to the longer
of the jump dimensions (so a move of 3 steps in the reference and 4 in the probe
costs as much as 4,4 even though it uses up less reference time, while jumps of
3,3 and 4,4 along the diagonal can be freely intermixed without affecting the
score as long as enough good matching pairs are found to jump between). These
lengths, along with the cost penalty for an off-diagonal jump and the difference
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in cost for long jumps over short jumps, are parameters of the algorithm. Figure
6 shows a distance matrix for a probe and reference pair.
Fig. 6. Example distance matrix for a pair of songs which share an underlying melody.
The lighter pixels show the regions where the intervalgrams match closely.
In the following section we test the performance of the raw intervalgrams,
combined with the dynamic programming approach described above, in finding
similarity between cover songs.
3 Experiments
We tested performance of the similarity-scoring system based on the interval-
gram, as described above, using the standard paradigm for the covers80 dataset,
which is to compute a distance matrix for all query songs against all reference
songs, and report the percentage of query songs for which the correct reference
song has the highest similarity score.
Intervalgrams were computed from the SAI using the parameters outlined in
Table 1, and scoring of probe-reference pairs was performed using the dynamic
programming approach described above. Figure 7 shows the matrix of scores
for the comparison of each probe with all reference tracks. Darker pixels denote
304
The Intervalgram: An Audio Feature for Large-scale Melody Recognition 11
lower score, and lighter pixels denote higher scores. The white crosses show
the highest-scoring reference for a given probe. 43 of the 80 probe tracks in
the covers80 dataset were correctly matched to their associated reference track
leading to a score of 53.8% on the dataset. For comparison, Ellis [5] reports a
score of 42.5% for his MIREX2006 entry, and 67.5% for his MIREX2007 entry
(the latter had the advantage of using covers80 as a development set, so is less
directly comparable).
Parameter Value
Chromagram step size (ms) 20
Chroma bins per octave 32
Total intervalgram width (s) 26.04
Intervalgram step size (ms) 240
Reference chroma vector width (chroma vectors) 4
Fig. 7. Scores matrix for comparing all probes and references in the ‘covers80’ dataset.
Lighter pixels denote higher scores, indicating a more likely match. White crosses
denote the best-matching reference for each probe.
In addition to the SAI-based chroma features, standard spectrogram-based
chroma features were computed from all tracks in the ‘covers80’ dataset. These
features used 32 chroma bins, and were computed at 50 frames per second, to
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provide a drop-in replacement for the SAI-based features. Intervalgrams were
computed from these features using the parameters in Table 1.
In order to generate detection error tradeoff curves for the dataset, the scores
matrix from Figure 7 was dynamically thresholded to determine the number of
true and false positives for a given threshold level. The results were compared
against the reference system supplied with the covers80 dataset, which is essen-
tially the same as the system entered by LabRosa for the 2006 MIREX competi-
tion, as documented by Ellis [5]. Figure 8 shows ROC curves the Elllis MIREX’06
entry and for the intervalgram-based system, both with SAI chroma features
and spectrogram chroma features. Re-plotting the ROC curve as a DET curve
to compare results with Ravuri and Ellis [11], performance of the intervalgram-
based features is seen to consistently lie between that of the LabRosa MIREX
2006 entry and their 2007 entry.
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Fig. 8. ROC curves for the intervalgram-based system described in this paper and the
LabROSA MIREX 2006 entry [5].
Of particular interest is the performance of the features at high precision.
The SAI-based intervalgram can achieve 47.5% recall at 99% precision, whereas
the Ellis MIREX ‘06 system achieves 35% recall at 99% precision. These early
results suggest that the intervalgram shows good robustness to interference. The
intervalgram also stands up well to testing on larger, internal, datasets in com-
bination with hashing techniques, as discussed below.
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4 Discussion
We have introduced a new chroma-based feature for summarizing musical melodies,
which does not require either beat tracking or exhaustive search for transposition
invariance, and have demonstrated a good baseline performance on a standard
dataset. However, we developed the intervalgram representation to be a suitable
candidate for large-scale, highly robust cover-song detection. In the following
sections we discuss some approaches to the application of the intervalgram in
such a system.
4.1 SAI and Spectrogram-based Chroma
There was no great difference in performance between intervalgrams gener-
ated using the temporal profile of the SAI and intervalgrams generated using
a spectrogram-based chroma feature. However, there are some small differences
in different regions of the ROC curve. Recall at high precision is very similar
for both forms of chroma features; as precision is allowed to fall, the SAI-based
features lead to slightly higher recall for a given precision, but the trend is re-
versed in the lower-precision end of the curve. This may suggest that there would
be a benefit in combining both SAI-based and spectrogram-based chroma into a
feature which makes use of both. There is some evidence to suggest that the tem-
poral profile of the SAI may be robust to stimuli in which the pitch is ambiguous
[6], but this result may be less relevant in the context of music.
4.2 Scaling Up
In order to perform melody recognition on a large database of content, it is
necessary to find a cheaper and more efficient way of matching a probe song
against many references. The brute-force approach of computing a full distance
map for the probe against every possible reference scales as the product of the
number of probes and the number of references; thus a system which makes
it cheap to find a set of matching segments in all references for a given probe
would be of great value. Bertin-Mahieux and Ellis [2] presented a system us-
ing hashed chroma landmarks as keys for a linear-time database lookup. Their
system showed promise, and demonstrated a possible approach to large-scale
cover-song detection but the reported performance numbers would not make
for a practically-viable system. While landmark or ‘interest point’ detection has
been extremely successful in the context of exact audio matching in noise [15]
its effectiveness in such applications is largely due to the absolute invariance in
the location of strong peaks in the spectrogram. For cover version identification
the variability in performances, both in timing and in pitch, means that de-
scriptors summarizing small constellations of interest points will necessarily be
less discriminative than descriptors summarizing more complete features over a
long time span. With this in mind, we now explore some options for generating
compact hashes of full intervalgrams for indexing and retrieval purposes.
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Hashing of the Intervalgram Using the process outlined above, 32×32 pixel
intervalgrams are generated from a signal at the rate of one per 240ms. To
effectively find alternative performances of a melody in a large-scale database, it
must be possible to do efficient lookup to find sequences of potentially potential
matching intervalgrams. The use of locality-sensitive-hashing (LSH) techniques
over long-timescale features for music information retrieval has previously been
investigated and found to be useul for large datasets [3]. Various techniques
based on locality-sensitive hashing (LSH) may be employed to generate a set of
compact hashes which summarize the intervalgram, and which can be used as
keys to look up likely matches in a key-value lookup system.
An effective technique for summarizing small images with a combination of
wavelet analysis and Min-Hash was presented by Baluja and Covell [1] in the
context of hashing spectrograms for exact audio matching. A similar system of
wavelet decomposition was previously applied to image analysis [7]. The system
described in [1] has been adapted to produce a compact locality-sensitive hash
of the intervalgram. The 32×32 intervalgram is decomposed into a set of wavelet
coefficients using a Haar kernel, and the top t wavelet coefficients with the highest
magnitude values retained. If the value t is chosen to be much smaller than
the total number of pixels in the image, the most prominent structure of the
intervalgram will be maintained, with a loss of some detail.
Compared to exact-match audio identification, this system is much more
challenging, since the individual hash codes are noisier and less discriminative.
The indexing stage necessarily has many false hits when it is tuned to get any
reasonable recall, so there are still many (at least thousands out of a reference
set of millions) of potential matches to score in detail before deciding whether
there is a match.
5 Conclusions
The intervalgram is a pitch-shift-independent feature for melody-recognition
tasks. Like other features for melody recognition, it is based on chroma fea-
tures, but in our work the chroma representation is derived from the temporal
profile of a stabilized auditory image, rather than from a spectrogram. To achieve
pitch-shift invariance, individual intervalgrams are shifted relative to a reference
chroma vector, but no global shift invariance is used. Finally, to achieve some
degree of tempo-invariance, variable-width time-offset bins are used to capture
both local and longer-term features.
In this study, the performance of the intervalgram was tested by using dynamic-
programming techniques to find the cheapest path through similarity matrices
comparing a cover song to all references in the ‘covers80’ dataset. Intervalgrams,
followed by dynamic-programming alignment and scoring, gave a precision at
top-1 of 53.8%. This performance value, and the associated ROC curve, lies be-
tween the performance of the Ellis 2006 and Ellis 2007 MIREX entries (the latter
of which was developed using the covers80 dataset).
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The intervalgram has shown itself to be a promising feature for melody recog-
nition. It has good performance characteristics for high-precision matching with
a low false-positive rate. Furthermore the algorithm is fairly simple and fully
‘feed-forward’, with no need for beat tracking or computation of global statistics.
This means that it can be run in a streaming fashion, requiring only buffering
of enough data to produce the first intervalgram before a stream of interval-
grams can be generated. This feature could make it suitable for applications like
query-by-example in which absolute latency is an important factor.
We believe that the intervalgram representation would also lend itself well to
large scale application when coupled with locality-sensitive hashing techniques
such as wavelet-decomposition followed by minhash. The high precision would
allow for querying of a large database with a low false-positive rate, and indeed
preliminary experiments show some promise in this area. We look forward to
tuning the performance of the intervalgram representation on larger research
datasets.
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Abstract. This study applied a multi-dimensional scaling approach to
isolating a number of perceptual dimensions from a dataset of human
similarity judgements for 800ms excerpts of recorded popular music.
These dimensions were mapped onto the 12 timbral coefficients from
the Echo Nest’s Analyzer. Two dimensions were identified by distinct
coefficients, however a third dimension could not be mapped and may
represent a musical feature other than timbre. Implications are discussed
within the context of existing research into human musical cognition.
Suggestions for further research are given, which may help to establish
whether surface features are processed using a common feature set (as in
many music information retrieval systems), or whether individuals use
features idiosyncratically to quickly process surface features of music.
Keywords: Timbre perception, short audio clips, similarity perception,
sorting paradigm, MDS
1 Introduction
Many application systems in music information retrieval rely on some kind of
timbre representation of music [1, 2]. Timbre, or the surface quality of sound,
seems to be a core aspect of computational systems which compare, classify,
organise, search, and retrieve music. This dominance of timbre and sound repre-
sentations in modern user-targeted audio application systems might be partially
explained by the importance of the perceptual qualities of sound in popular
music; writing about pop music in 1987, sociomusicologist Simon Frith already
noted that “The interest today (...) is in constantly dealing with new textures” [3].
Whilst musical textures can contain a lot of musical structure, they also depend
on surface features separate from any musical syntax or structure, such as the
harmonicity of sound, the timbral and acoustical qualities of instruments and
spaces, and recording or post-production methods. The precision with which
many features of sound can be defined and implemented through modern sig-
nal processing has surely also contributed to their popularity in the information
retrieval community. Acoustic and timbral features have been defined as part
of the MPEG4 and MPEG7 standards and are easily implemented where not
already available from one of many software libraries.
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Timbral features are popular in research and commercial music retrieval
applications, yet there is surprisingly little rigorous research into perceptual
principles explaining how certain timbral features can deliver results which are
largely compatible with human music processing. Psychological and perceptual
discourse around auditory processing often seems to be out of touch with parts
of the audio engineering community. For example, an oft-cited validation of mel-
frequency cepstral coefficients (MFCCs) as corresponding to human perceptual
processing of sound is a brief engineering paper, rather than a psychological
or psycho-acoustical study [4]. Conversely, some studies of human timbre per-
ception (e.g. [5]) may have been unfairly overlooked by the psychological music
research community due to their use of ’artificial’ stimuli. Also, psychological
studies of musical timbre have traditionally focused on the acoustics of musical
instruments, or timbral qualities imparted by individual performers (e.g. vibrato,
alteration of instrumental attack and decay). These are often studied in isola-
tion and usually with reference to styles of Western art music (e.g. [6]; see [7]
for an overview). Thus there is something of a discrepancy between the scope of
psychological inquiries and the broader, data-driven goals of music information
retrieval (MIR) as applied to finished recordings of popular music. This may
exacerbate the relative ignorance between both fields.
The current study aims to bridge this gap to some extent by presenting data
from a psychological experiment on human perception of timbral similarity, us-
ing short excerpts of Western commercial pop music as stimuli. In addition, this
study also tries to identify the perceptual dimensions that Western listeners use
when making similarity judgements based on timbre cues and to relate these to a
set of timbral features that are well known to both music information researchers
and software engineers: the 12 timbre feature coefficients provided through the
Echo Nest Analyzer API1. As these involve considerable auditory modeling and
dimensional reduction motivated to approximate human perception [8], we as-
sume that the human and machine feature extractors under comparison are at
least notionally parallel processes.
In this study, participants listen to very short excerpts of recorded commer-
cial popular music and sort them into homogeneous groups. The paradigm is
inspired by recent studies on genre [9] and song identification [10], which demon-
strated that listeners are able to perform highly demanding tasks on the basis
of musical information that is present in sub-second audio clips. Gjerdingen and
Perrott found that 44% of participants’ genre classifications of 250ms excerpts of
commercially available music agreed with classifications they made of the same
extracts when they were played for 3 seconds [9]. Krumhansl found that listen-
ers could even identify the artists and titles of 25% of a series of 400ms clips
of popular music spanning four decades [10]. At this timescale there are few,
if any discernible melodic, rhythmic, harmonic or metric relationships to base
judgements on. When musical-structural information is minimal, timbral infor-
mation can be high; task performance also increased monotonically with longer
exposures in both of the aforementioned studies.
1 http://developer.echonest.com/
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Many kinds of timbral information can be extracted from musical excerpts.
The presence of typical instrumental sounds can undoubtedly help to identify
a particular genre [9] and perception of key spectral and dynamic features is
robust even for incomplete instrumental tones [11]. However, if timbre is defined
more broadly as the spectro-temporal quality of sound, many surface features
of polyphonic music could potentially be seen as coefficients in a timbre space.
Indeed, the expression of musical emotion can be ascertained from 250ms of
exposure, and familiarity with a piece from 500ms [12]. Spectral coefficients also
join metric cues as predictors of surface judgements of musical complexity [13].
Different recording and production techniques can give rise to a plethora of
perceptual timbral dimensions [14,15].
In this study, in order to establish how non-expert listeners make use of mu-
sical surface features in a similarity sorting task we first apply multi-dimensional
scaling (MDS) to extract a small number of perceptual dimensions and then re-
late these to coefficients in a timbre space. The timbral coefficients returned by
the Echo Nest’s Analyze service were chosen as the initial pool, as they have been
usefully applied in a number of real-world applications. This research paradigm
was established by classic studies on timbral perceptual dimensions for instru-
mental tones [16,17], and is sensitive to subtle processing differences not picked
up by traditional discrimination paradigms [18].
2 Method
131 participants (59 male, with a mean age of 30.8, SD=11.8) sorted 16 randomly
ordered excerpt test-items into four equally sized bins. Sorts were unconstrained
(other than the need for solutions to have exactly four items per bin) and partic-
ipants could audition items at will. The set contained four each of jazz, rock, pop
and hip-hop items, taken from songs identified on the http://www.allmusic.
com website as being genre-typical but not universally known (i.e. through not
having achieved the highest pop chart ratings). Genres were chosen on the
basis of Rentfrow and Gosling’s high-level categories of musical genre: reflec-
tive/complex (jazz), energetic/rhythmic (hip-hop), upbeat/conventional (pop),
and intense/aggressive (rock) [19]. Genre-category ratings for these are stable
over time and appear to correlate somewhat with stable personality traits [20].
Participants could thus solve the task implicitly (by perceived similarity) even
if they possessed no genre-specific knowledge. By focusing on these categories,
we also avoided the inherent instability and fluidity of industry genre bound-
aries. Gjerdingen and Perrott also found that the presence of vocals in extracts
reduced genre rating performance [9]. Although vocal features are important
for recognising musical styles (and this is reflected in the technologies used in
MIR) we chose stimuli without vocals to avoid making the already short excerpts
too difficult to classify. Excerpts were representative of the typical instrumenta-
tion of the song. Several sets were tested, however results from only one of the
800ms item-sets are analysed here, following piloting which suggested this set to
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have desirable psychometric properties2. Vectors of timbral features for the same
items were extracted through the Echo Nest’s Analyzer and used as predictors
of item-placement on these dimensions.
3 Analyses and Results
Each possible pair of clips received a score based on the number of participants
assigning both clips in the pair to the same group. The resulting distance matrix
was taken as an input to the non-metric multi-dimensional scaling procedure
as implemented in the R-function isoMDS (from package MASS). Computing a 2-
as well as a 3-dimensional solution we obtained stress values of 12.05 and 6.52
respectively, indicating a much better fit of the 3-dimensional solution to the
data, with the 3-dimensional solution also satisfying the elbow criterion in a
stress plot (not reproduced here). As a rule of thumb, Kruskal considers MDS
solutions with a stress of 5 or lower a good fit while solutions with a stress value
of 10 are still fair [21]. Thus, it seems that 3 dimensions are sufficient to describe
the participants’ perceptual judgements. The 3-dimensional solution is shown in
Figure 1. Clustering of clips by genre in the MDS space is clearly visible.
As a subsequent step we tried to identify the 3 perceptual dimensions identi-
fied by MDS with any of the Echo Nest’s 12 timbre coefficients. The Echo Nest
Analyzer divides audio into segments with stable tonal content, i.e. roughly per
note or chord. For each audio clip we obtained 2 to 5 segments with 12 timbre
coefficients each. In order to obtain a homogeneous set of timbral features to
compare to the 3 MDS dimensions we used a simple first-order linear model of
the time series values of each coefficient for each clip. From each linear model we
used the intercept (mean value) and the variance across the number of segments
as an indicator of variability of the coefficient in the given clip. In addition, we
used the number of segments per coefficient and clip as another indicator of tonal
variability.
The pair-wise distributions and correlations between each MDS-dimension
and the means and variances of the 12 coefficients indicated that the relation-
ships between the perceptual dimensions and the timbral coefficients are mainly
non-linear and distributions are far from normal. We therefore chose a random
forest as an analysis technique, as it is able to model non-linear relationships
and can additionally deal with a relatively high number of predictors (means
and variances for each of the 12 coefficients plus the number of segments re-
sulted in 25 predictor variables) compared to the low number of observations
(16 audio clips; for a discussion of random forests as a classification and regres-
sion technique see chapter 15 in [22]). More specifically, we chose the conditional
random forest model as implemented in the R package party [23], which is as-
sumed to deliver more reliable estimates of variable importance when predictors
are highly correlated and represent different measurement levels [24].
2 A floor effect for 400ms stimuli was significantly less pronounced for 800ms stimuli
in a pilot dataset with 117 participants (800ms per-item successful pairs out of a
maximum of 3: M=1.22, SD=0.44; 400ms: M=1.05, SD=0.37; t(31)=4.87, p<.001).
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Fig. 1. The 3-dimensional solution of pairwise item distances. Points are differentiated
by genre.
Fig. 2. Predictor importance for perceptual similarity dimensions 1 (left) and 3 (right).
The tall bar for dimension 1 is the intercept of timbre coefficient 5. Note that the plots
do not share a common y-axis.
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Fitting a random forest model yielded a list of variable-importance values
based on the usefulness of individual predictors for accurately predicting the so-
called ’out-of-the-bag’ (i.e. cross-validation) sample. The intercept (i.e. the mean)
of the Echo Nest’s timbral coefficient 5 was found to be of high importance as
a predictor of perceptual dimension 1. A similarly clear picture was found for
the intercept of coefficient 9, being highly important as a predictor of perceptual
dimension 2. However, the picture was less clear for perceptual dimension 3,
where all importance values for all variables remained within the margin of error
around 0, indicating that perceptual dimension 3 cannot be closely associated
with any (studied) timbral coefficient. Importance values of variables based on
timbre coefficients are given in Figure 2 for dimensions 1 and 3 for comparison.
4 Discussion
Three perceptual dimensions explained listeners’ similarity judgements of short
musical clips. Two of these dimensions were predicted by distinct surface fea-
tures. Mean values but not variances of coefficients were selected as important
predictors, which is interesting because the excerpts were long enough to contain
some note- and beat-like temporal variations. Unfortunately, only a few timbral
features returned by the Echo Nest are publicly documented, so it is difficult
to say what these correspond to. A scale-less spectrogram in the existing doc-
umentation3 suggests that coefficient 5, which predicted the coordinates of the
16 clips in perceptual dimension 1, might be a kind of mid-range filter. This
would not be surprising, as spectral and dynamic effects are used to add low-
end power and high-end presence to recordings. This could reduce the amount
of useful information contained in those frequency bands, whilst the mid-range
could become the most informative for clip discrimination and classification. In-
deed, the most distant cluster on this dimension was jazz, which tends towards
conservative mastering and emphasises distinctive instrumental timbres.
The distribution of clips along perceptual dimension 2, as well as incom-
plete information from the Echo Nest documentation for coefficient 9, suggested
that this dimension may represent a similar filtering function to coefficient 5,
albeit shifted higher or polarised more to high and low frequency bands. De-
spite this evidence for possible commonality between the human and machine
feature extractors under study, dimension 3 is not predicted by any of the 12
Echo Nest timbral coefficients. At 800ms, the stimuli we used contain rudimen-
tary information about tempo, chord changes, and rhythm. It is possible that
dimension 3 represents the influence of such abstracted structures. The results
obtained from studies with shorter stimuli might not show these perceptual di-
mensions, or may indicate reliance on more than these timbral features if they
were masked by the availability of musical structure information in the current
stimuli. Additionally, the discrete sorting groups could invite top-down strategies
based on retrieving explicit genre information from memory, and open subjective
3 see http://developer.echonest.com/docs/v4/_static/AnalyzeDocumentation.
pdf
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experience responses will be taken in future studies to establish whether such
information is cued by the clips. Nevertheless, the task is known to yield useful
similarity data in a shorter and more easily administered experiment than would
be possible with the more conventional pairwise similarity rating paradigm [25].
Scheirer and colleagues proposed that listeners may differ in the weight they
give to a common set of perceived sound features when judging surface musical
sound, or that different listeners may choose different features altogether [13].
Although they lacked enough data to explore these hypotheses, they were able to
conclude that individual (participant) models explained complexity rating data
better than a common model. Therefore, whilst we found some evidence of com-
mon feature-based perceptual dimensions, it is possible that further study with
this paradigm will uncover individual strategy differences for this task. The IND-
SCAL variant of MDS may be helpful in exploring this hypothesis. The reverse
is also possible, given that we used far shorter stimuli (800ms versus Scheirer et
al.’s 5000) and may have measured a more constrained phenomenon. Individual
differences are nonetheless plausible, as task-based measures of timbral percep-
tion can be improved by training [26, 27]. Indeed, because timbral perception
does not require formalised musical knowledge, individuals could be expected to
vary in the information they can access for this task purely on the basis of what
they have previously listened to, and to what extent. We will look at three other
datasets—including shorter, 400ms clips—and explore other features, for exam-
ple those provided by Peeters and colleagues’ recently published toolbox [28], as
well as standard MFCC coefficients and spectral centroid-based measures.
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Abstract. This paper describes an efficient method for the identifica-
tion of the melody voice from the frame-wise updated magnitude and
frequency values of tone objects. Most state of the art algorithms em-
ploy a probabilistic framework to find the best succession of melody
tones. Often such methods fail, if there are several musical voices with
a comparable strength in the audio mixture. In this paper, we present a
computational method for auditory stream segregation that processes a
variable number of simultaneous voices. Although no statistical model is
implemented, probabilistic relationships that can be observed in melody
tone sequences are exploited. The method is a further development of
an algorithm which was successfully evaluated as part of a melody ex-
traction system. While the current version does not improve the overall
accuracy for some melody extraction data sets, it shows a superior per-
formance for audio examples which have been assembled to show the
effects of auditory streaming in human perception.
Keywords: computational auditory scene analysis, auditory stream seg-
regation, melody extraction
1 Introduction
Melody is defined as a linear succession of musical tones which is perceived as a
single entity. The melody is often the predominant voice in the sound mixture,
this means it stands out from the background accompaniment. There are several
features that increase the salience of the melody tone, for example loudness, fre-
quency variation, timbre, and note onset rate. State of the art melody extraction
algorithms mainly exploit two characteristics to identify the melody voice: 1) the
predominance of the melody voice in terms of loudness and 2) the smoothness
of the melody pitch contour.
At present two main algorithm types for the identification of the melody voice
can be distinguished: on the one hand, probabilistic frameworks are used to find
the optimal succession of tones. They combine pitch salience values and smooth-
ness constraints in a cost function that is evaluated by optimal path finding
methods like the hidden Markov Model (HMM) or dynamic programming (DP)
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methods. On the other hand, there are rule based approaches that trace multi-
ple F0 contours over time using criteria like magnitude and pitch proximity in
order to link salient pitch candidates of adjacent analysis frames. Subsequently,
a melody line is formed from these tone-like pitch trajectories, using rules that
take the necessary precautions to assure a smooth melody contour. Of course
such a division is rather artificial. It is easy to imagine a system that uses tone
trajectories as input for a probabilistic framework, and vice versa a statistical
approach can be used to model tones. In fact, Ryynänen and Klapuri have imple-
mented a method for the automatic detection of singing melodies in polyphonic
music, where they derive a HMM for note events from fundamental frequencies,
their saliences and an accent signal [1].
Most state of the art approaches use probabilistic frameworks that accom-
plish the tone trajectory forming and the identification of the melody voice
simultaneously [2–4]. The application of a statistical model provides an out of
the box solution that evaluates different features of the melody voice, as long as
they can be expressed mathematically in a cost function or a maximum likeli-
hood function.
Rao and Rao advocate dynamic programming over variants of partial and
tone tracking, but also acknowledge the drawback of current statistical ap-
proaches [3]: While for rule-based methods alternative melody lines can be re-
covered quite easily, there is no effective way to retrieve alternative paths using
the prevailing DP approach (i.e. the Viterbi algorithm), because the mathemat-
ical optimization of the method depends on the elimination of concurrent paths.
Hence, it is not easy to state whether the most likely choice stands out from all
other choices.
If there is a second voice with a comparable strength in the audio mixture,
the identification of the predominant voice becomes a challenging problem. Of
course, this assertion is also true for rule-based methods. Unfortunately, it is not
unusual to find a strong second voice in real-world music, as a booming bass line
is almost mandatory in many music genres. Masataka Goto describes a system
for the automatic detection of the melody and bass line for real-world music
in [5]. Using realistic assumptions about contemporary music, the problem of
the concurrent melody and bass line is addressed by intentionally limiting the
frequency range for both voices using band pass filters. Rao and Rao present
an approach towards the solution of this problem in [3], giving an example for
DP with dual fundamental frequency tracking. The system continuously tracks
an ordered pair of two pitches, but it cannot ensure that the two contours will
remain faithful to their respective sound sources.
Another problem to be addressed is the identification of non-voiced portions,
i.e. frames where no melody tones occur. The simultaneous identification of the
optimal path together with the identification of melody frames is not easy to ac-
complish within one statistical model, so often the voicing detection is performed
by a separate processing step. Nonetheless, optimal path finding algorithms may
be confused by rests in the tone sequence, especially because the usual transition
probabilities do not apply in between melodic phrases.
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An important characteristic of the human auditory system is the influence
of note onset rate on the stream segregation. Tone sequences that are a quick
succession of large intervals actually fail to form a recognizable melody, since the
auditory system cannot integrate the individual tones into one auditory stream
[6, chapter 2]. The integration or segregation of such a tone sequence depends
markedly on the duration of the tones, so a voice processing algorithm should
take into account such temporal aspects, too.
In this paper, we present an algorithm for the identification of the predom-
inant voice in music that addresses some of the problems mentioned above. An
auditory streaming model is implemented, which takes the frame-wise frequency
and magnitude information of tones as input. With this information, so-called
voice objects are established, which in turn capture salient tones close to their
preferred frequency range. Although no statistical model is implemented, proba-
bilistic relationships that can be observed in melody tone sequences are exploited.
The presented method is a further development of an algorithm presented in [7].
The main technical difference over the baseline method is the renunciation of
the mediated tone search using streaming agents. In the updated version, the
voice object itself actively seeks the next voice tone. This is a big advantage,
because – supplemental to increased algorithm performance – additional (voice
dependent) search criteria can be integrated, like for example timbral features.
2 Statistical Properties of Melodies
By voices musicians mean a single line of sound, more or less continuous, that
maintains a separate identity in a sound field or musical texture. The melody has
certain characteristics that establish it as the predominant voice in the musical
piece. Of course, a musical voice is not a succession of random notes – tones
belonging to the same voice usually have a similar timbre, intervals between
notes have a certain probability, there are rules regarding harmony and scale,
and onset times of notes can be related to a rhythmical pattern.
Unfortunately the retrieval of high level musical features from polyphonic
music is a challenging task in itself. Even for the most prominent voice (i.e. the
melody), it is difficult to identify note onsets or to assign a note name to a tone
with a varying frequency.
However, a melodic succession of tones has statistical properties that can
be more easily exploited. Huron states that pitch proximity is the best general-
ization about melodies [8, chapter 5]. This statement is well supported by the
interval statistics1, as melodies consist mostly of tone sequences that are typi-
cally close to one another in pitch (see figure 1). Indeed, the unison is the most
frequent interval by a great margin, followed by the whole tone interval.
1 The Fraunhofer Institute in Ilmenau has gathered a collection of 6000 MIDI songs
containing multiple genres, ranging from classical to contemporary charts music.
Nearly one million notes were analyzed to compile a statistic of interval occurrences
and the average note durations in melody tone sequences.
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Fig. 2. Histogram of the Average Note Duration in Melodies
Other essential cues that help to distinguish musical voices are the central
pitch tendency and regression to the mean [8, chapter 5]: the most frequently
occurring pitches lie near the center of the melody’s range. A necessary con-
sequence of this tendency is the fact that after a melodic leap (an interval of
more than three semitones) away from the center of the tone distribution, the
following interval will change direction with a high probability. Regression to the
mean is the most general explanation for this post-leap reversal.
The duration of melody tones lies normally in the range of 150 to 900 ms
(see figure 2). Notes at faster rates occur, but they usually do not contribute
to the perception of melody [9, chapter 5]. If a familiar tune is played at a rate
faster than approximately 50 ms per note, the piece will not be recognizable,
although the global melodic contour can be perceived. Yet, a very slow playback
(i.e. durations of more than one second) is possible.
The dynamic range, which denotes the ratio between the largest and smallest
occurring magnitudes in a tone sequence, is another important cue. Usually,
tones that belong to the same voice have more or less the same sound level. It
should be noted, however, that especially the human singing voice has a rather
high dynamic range with ratios of more than 20 dB between the loudest tones
and the softest ones.
The process that is required by the human auditory system as it analyzes
mixtures of simultaneous and sequential sound entities has been coined auditory
322
Towards Computational Auditory Scene Analysis 5
scene analysis [6]. All of the aforementioned statistical properties of melodies in
fact enable the sequential grouping of sounds by the human auditory system.
These ”primitive” grouping principles are not only valid for music, but also for
speech, environmental sounds, and even for noise.
Still, the ability of humans to distinguish concurrently sounding voices is
limited. Huron investigates the ability of musically trained listeners to continu-
ously report the perceived number of voices in a polyphonic musical performance
in [10]. While Huron questions the musical significance of his experiment, be-
cause it does not evoke a natural listening situation, one important take away
is that there is a marked worsening of the human performance, when a three-
voice texture is augmented to four voices. If errors occur, the number of voices is
underestimated in 92 percent of the cases. Another finding of the experiment is
the fact that inner voices are more difficult to detect. The reaction time for the
identification of an inner voice is twice as long, and often they are not detected
at all.
3 Method
The formation of voices is controlled by the frame-wise updated magnitude and
frequency of tone objects, which have a fundamental frequency in the range
between 55 and 1319 Hz. The time advance between two successive analysis
frames denotes 5.8 ms. Tone objects can be seen as pitch trajectories derived
from salient pitches in so-called pitch spectrograms which may be computed
with diverse pitch determination algorithms (PDA) like for example [11, 12].
Most PDA do not only compute pitch frequencies, but also offer an estimate for
the corresponding pitch strengths, which is used as tone magnitude.
3.1 Overview
frame-wise
magn. & freq.
 of tones
each voice 
selects best
tone
● tone magnitude
● voice to 
 tone distance
● freq. dynamics
approval of 
voice tone 
candidate
identification of
melody voice
● magnitude
 thresholds
● delayed 
 capture
● voice
 magnitude
● (frequency)
(start new voice)
update of 
 voice magnitude 
& central pitch
 melody tones
Fig. 3. Algorithm Overview
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Figure 3 shows the processing steps performed in each analysis frame (i.e.
every 5.8 ms). The input to the algorithm are the magnitude and frequency
of the tone objects. The starting point of a new voice object is a salient tone
which has not been added to an existing voice. In each analysis frame, every
voice independently selects one tone, preferring strong tones that are close to its
central pitch. If the selected tone passes all magnitude thresholds, it is added
to the voice (after a certain delay period). The magnitude and central pitch of
the voice are updated, whenever it has an added voice tone: the voice assembles
a magnitude corresponding to the magnitude of the captured tone, and at the
same time the voice’s central pitch gradually moves towards the pitch of the
added tone. Finally, the melody voice is chosen from the set of voices. The main
criterion for the selection is the magnitude of the voice. Only tone objects of the
melody voice qualify as melody tones.
3.2 Start Conditions
The first question to ask is at which point a new voice should be started2. The
conditions for starting a new voice object are as follows:
– A voice is started from a tone which was not included in an existing voice.
– The tone reached at least once the maximum magnitude among all other
tones.
– The magnitude of the tone has passed at least once the global magnitude
threshold.
– There is no voice which could capture the tone, or the duration of the tone
is greater than 200 ms, or the tone was finished.
3.3 Selection of Voice Tone Candidates
In each analysis frame, the voice object searches for a strong tone in the fre-
quency range of ±1300 cent around its current central pitch. The best choice, at
the one hand, ensures the smoothness of the voice tone sequence, at the other
hand, embraces tones with a strong magnitude. In contrast to most existing ap-
proaches using optimal path finding methods, the smoothness of the melody line
is evaluated in terms of central pitch, and not with respect to the last added
tone. This strategy might not give the best results in every situation, but it re-
inforces the importance of the central pitch, and allows an easier recovery after
an erroneous addition of a tone.
The Rating of Voice Tone Candidates: Each voice independently chooses
only one tone – the object with the maximum rating Arating:
Arating = C ·D ·Atone · g1(∆c) (1)
2 The conditions given here are crafted for the purpose of melody extraction, which
aims at the identification of the predominant melody line. If voices besides the pre-
dominant one shall be extracted, it is advisable to define more inclusive conditions.
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The rating is calculated from the following four criteria:
– Magnitude: The tone magnitude Atone is a good indicator for the perceptual
importance of a tone.
– Frequency distance weight: The voice should preferably select a tone that is
close to its central pitch. That is why the magnitude of the tone is weighted
by a function that takes into account the frequency distance ∆c between the
tone’s pitch ctone and the central pitch of the voice c̄voice:
g1(∆c) = r + (1− r) · g(∆c) with ∆c = ctone − c̄voice. (2)
The parameter r = 0.4 if ∆c is negative, otherwise r = 0.2, and g is the
function
g(∆c) = e−0.5
(∆c)2
6402 . (3)
Figure 4 shows that the resulting weighting function g1 is asymmetric – the
weighting is biased towards tones from the lower frequency range. There are
two reasons for this asymmetry. First, overtone errors cannot be avoided
entirely, so in doubt the lower pitch is probably the true fundamental fre-
quency. Second, tones in the lower frequency range of an instrument or the
human voice are often softer, so the weighting compensates this difference.
– Comparison with average magnitude: The magnitude of the selected tone
candidate should be in the order of the previously added magnitudes. For
the comparison we use the maximum tone magnitude Âtone and the long
term exponential moving average (EMA) of the maximum tone magnitudes
of previously added tones3. If Âtone is more than 10 dB below or above the
long term average, the rating is halved. Accordingly a magnitude factor C
is set to 1 or 0.5 in the final rating.
– Frequency deviation: Sounds with changing attributes attract attention. Hu-
man listeners particularly focus on tones with vibrato or pitch glides. If a
3 A detailed description of the exponential moving average can be found in the ap-
pendix.
325
8 Karin Dressler
tone shows persistently more than 20 cent frequency difference in between
analysis frames the rating is doubled. Accordingly, a deviation factor D is
set to 1 or 2 in the final rating.
Different Voices Competing for the Same Tone Any tone object preferably
belongs to only one voice. In practice, there are often ambiguous situations,
where an exclusive assignment to one voice is not the optimal solution.
The priority is on voices with a larger voice magnitude: a previously added
tone may still be added by another voice, if the new owner has a larger magnitude
than the current owner of the tone. Having said that, any voice which has a
smaller magnitude than the current owner of the tone is prohibited to add the
tone. The priority on strong voices is also reflected in the selection of the tones
which was described in the previous section. The aim is that weaker voices shall
avoid tones that are already added to strong voices (i.e. a voice with a large
magnitude Āvoice). Hence, two more rating factors are introduced to direct the
attention of weak voices to other suitable tone candidates:
– Comparison of voice magnitude: Whenever the tone is already included in a
stronger voice, the original rating Arating is multiplied with the factor 0.7.
– Comparison of voice bidding: If two voices aim at the same tone, the rating
Arating is decreased by the factor 0.7 for the voice with the lower bidding,
but only if it is also the weaker voice. The voice bidding is the product of
voice magnitude and the distance weight given in equation 2: Abidding =
Āvoice · g1(∆c).
As the voice magnitudes and the voice biddings of the current frame are not
known prior to the tone selection process, the values of the last analysis frame are
used for the comparison. As the values usually change rather slowly, they are still
significant. Furthermore, this provision ensures that the output is independent
of the explicit order in which voices bid for tones.
3.4 Approval of Voice Tones
Even though one voice tone candidate is selected in each analysis frame, it is
not clear whether the particular tone belongs to the voice or not, as melodies
also contain rests. Two different techniques are employed to perform the voicing
detection, namely the use of adaptive magnitude thresholds and the delayed
capture of tones.
Short Term Magnitude Threshold The short term magnitude threshold
is estimated for each voice individually. It secures that shortly after a tone is
finished no weak tone is added to the voice prematurely. Hence, it is especially
useful to bridge small gaps between tones of a voice. The short term threshold is
adaptive and decays with a half-life time of 150 ms. Whenever the current voice
326
Towards Computational Auditory Scene Analysis 9
tone has a magnitude which is larger than the current threshold reference value
T150ms, it is updated to the new maximum:
T150ms ←
{
Atone, if Atone > T150ms;
α150ms · T150ms, otherwise.
(4)
The parameter α150ms controls the decay of the magnitude threshold. The cal-
culation of its value is described in equation 13. The tone passes the threshold
if it is no more than 6 dB below T150ms.
Long Term Magnitude Threshold The long term magnitude threshold T5s
is basically the same as the short term threshold, with the distinction that it
decays with a half-life period of 5 seconds. In order to pass the threshold, the
tone’s magnitude should not be more than 20 dB below T5s.
Long Term EMA Magnitude Threshold A high dynamic range of 20 dB
within a tone sequence is not exceptional – a prominent example is the hu-
man singing voice. However, if a relatively high dynamic range is allowed, many
tones from the accompaniment will pass the magnitude threshold, too. This is
especially true for instrumental music, which often contains several simultane-
ous voices with a comparable strength. Besides the long term threshold, which
is based on the maximum magnitude, another threshold is introduced which is
computed as the exponential moving average of the previously added voice tone
magnitudes. This threshold is updated whenever the voice has an approved voice
tone, provided that the tone’s duration is between 50 and 500 ms.
TEMA 5s ← α5s · TEMA 5s + (1− α5s) · Âtone (5)
The EMA is estimated with the current peak magnitude Âtone, which denotes
the biggest magnitude the tone has reached so far. At the start of the voice
the magnitude threshold is set to one third of the maximum magnitude of the
first added voice tone. As the threshold reflects the dynamic range of previous
voice tone magnitudes, the actual threshold value can be defined more strictly.
In order to pass the threshold, the tone’s magnitude should not be more than
10 dB below TEMA 5s.
Delayed Capture of Tone The approval of a new voice tone is often delayed to
allow some time for the start of a more suitable tone. The delay time depends on
the distance between the candidate voice tone and the preferred frequency range
of the voice (see section 3.5). All tones within the preferred frequency interval
are added immediately, provided that they pass the magnitude thresholds. All
other tones face a delay that depends on their magnitude and the frequency
distance between tone and the preferred frequency range.
In order to estimate the delay, a short term pitch c̄st is defined for each
voice object. (The computation of c̄st is described in section 3.5.) The tone may
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Fig. 5. Alternating tones: dashed line - central pitch of the voice c̄voice, thin line - short
term pitch of the voice c̄st.
only be added after c̄st has approximately reached the frequency of the voice
tone candidate (i.e. less than 100 cent distance). Figure 5 illustrates the delayed
capture of alternating tones.
3.5 Update of Voice Parameters
Contrary to the baseline method presented previously in [7], the intermediate
step of streaming agents is omitted in this implementation. Consequently, voice
objects do not derive their magnitude and central pitch from the assigned stream-
ing agent. In the presented approach, the voice parameters are calculated directly
based on the added tones.
Magnitude Update The voice magnitude Āvoice is updated whenever the voice
has an approved voice tone. The magnitude depends on the tone’s rating mag-
nitude Arating as given in equation 1. The use of the rating magnitude ensures
that a voice profits more from tones which are close to its current central pitch.
In order to update the magnitude values, we use the exponential moving average
(EMA).
Āvoice ← α500ms · Āvoice + (1− α500ms) ·Arating. (6)
The parameter α500ms is a smoothing factor which corresponds to a half-life
period of 500 ms. The EMA calculation is initialized with a fraction of the peak
magnitude of the first tone: Āvoice = 0.2 · Âtone.
Central Pitch The central pitch of the voice c̄voice is an important parameter,
as it defines the preferred frequency range for the selection of tones. It is es-
tablished over time according to the pitches of approved voice tones. While the
adaptation could be implemented as EMA of previous frequencies, it is beneficial
if the adaptation speed also depends on the tone’s magnitude. This means the
central pitch moves faster towards strong tones. That is the reason why at first
a weight Āw is defined, which allows to evaluate the current rating of a tone in
relation to the EMA of previous ratings:
Āw ←
(
Āw −Arating
)
α500ms +Arating (7)
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The EMA is initialized with Āw = 0.2 · Âtone at the beginning of the voice. With
the help of the weight Āw we can finally update the central pitch:
c̄voice ←
Āwc̄voice + (1− α500ms) ·Arating · ctone
Āw + (1− α500ms) ·Arating
. (8)
The parameter α500ms is a smoothing factor, which corresponds to a half-life
period of 500 ms4. The parameter Arating refers to the rating magnitude of the
voice tone as given in equation 1, while ctone is the pitch of the voice tone. The
initial value for the iterative calculation is the frequency of the first added voice
tone: c̄voice = ctone. As Āw is close to zero at the start of the voice, the central
pitch changes more rapidly after the start of the voice (see also figure 5). This is,
however, a deliberate decision, as the ”true” central pitch has to be established
over a longer time period.
Sometimes the frequency of a tone sequence does not prevail close to a cen-
tral pitch, but moves upwards or downwards in one direction. As the central
pitch adapts quite slowly, the update might not be fast enough to capture the
succession of tones, and soon the tones fall outside the maximum search range
of the voice. To avoid this, there is an immediate update of the central pitch,
if |c̄voice − ctone| > 900. In this case the central pitch is set to the maximum
distance of 900 cent.
Frequency Range Intervals which are greater than an octave are rarely found
in melody tone sequences. Consequently the search range for voice tones is lim-
ited to the range of ±1300 cent around the central pitch of a voice.
Moreover, a preferred frequency range Rpref is defined, which is given by the
frequency range between the last added voice tone frequency and the central
pitch of the voice.
Short Term Pitch The short term pitch c̄st seeks to emulate the time that is
needed to focus attention to a tone that is outside the preferred frequency range
of the voice. It is updated whenever the voice tries to capture a new voice tone,
so it is updated even without an approved voice tone.
The short term pitch c̄st can immediately be set to any frequency within the
preferred frequency range Rpref. So if the distance to a voice tone candidate can
be decreased by changing the short term pitch to a frequency within Rpref, c̄st
is set to that value. Apart from that, the short term pitch is updated very much
like the central pitch of the voice – namely by using a weighted EMA. At first,
a weight Aw st is defined, which allows to compare the tone’s current rating
Arating with the magnitude of previously added voice tones. For this purpose
we determine Aw st as the average of the long term EMA magnitude threshold
4 Since the weight Āw depends on many factors, the parameter α does not exactly set
any half-life period for the central pitch update. Yet the corresponding time span
gives a reference point for the approximate adaptation speed.
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TEMA 5s and the short term magnitude threshold T150ms:
Aw st = 0.5 · (TEMA 5s + T150ms). (9)
Finally, the short term pitch is updated using a weighted EMA:
c̄st ←
Aw stc̄st + (1− α30ms) ·Arating · ctone
Aw st + (1− α30ms) ·Arating
. (10)
The parameter α30ms is again the smoothing factor. Figure 5 shows how c̄st is
used to capture tones: only if the thin line reaches the voice tone candidate (i.e.
less than 100 cent distance), the tone may be added to the voice.
3.6 The Identification of the Melody Voice
The most promising feature to distinguish melody tones from all other sounds
is the magnitude. The magnitude of the tones is of course reflected by the voice
magnitude. Hence, the voice with the highest magnitude is in general selected
as the melody voice. It may happen that two or more voices have about the
same magnitude and thus no clear decision can be taken. In this case, the voices
are weighted according to their frequency: voices in very low frequency regions
receive a lower weight. The magnitude thresholds are defined for each voice in-
dividually. As they depend solely on the past tones of the voice, they cannot
take effect on all soft tones. Therefore, it is recommended that a global magni-
tude threshold is estimated from the identified melody tones. Subsequently, the
melody tones should be compared to the global threshold.
4 Results
4.1 Audio Melody Extraction
The presented method for the identification of musical voices has been imple-
mented as part of a melody extraction algorithm which was evaluated using the
melody extraction training data sets of ISMIR 2004 and MIREX 2005. Algorithm
parameters regarding the width and the shape of the weighting functions as well
as the timing constants of the adaptive thresholds have been adjusted using the
same data sets. The previous algorithm version, which has been described in [7],
is used as a benchmark5. The comparison with the previous algorithm version
(kd2009) shows that the overall accuracy is not improved by the new method
(kd2011)(see table 1). However, the results of the previous algorithm should not
be seen as a baseline, as it still can be considered as a state of the art algorithm.
Table 2 shows that its overall melody extraction accuracy is close to the best
algorithm of the most recent MIREX audio melody extraction task, which was
submitted by Salamon and Gómez [14].
5 The melody extraction algorithm using the previous voice detection method was
evaluated at the Music Information Retrieval Evaluation eXchange (MIREX) [13].
330
Towards Computational Auditory Scene Analysis 13
Table 1. Comparison of Melody Extraction Results for the Training Datasets
Dataset Algorithm
ADC 2004 89.2
87.5
MIREX train '05 73.9
74.3
Overall 
Accuracy (%)
kd 2009
kd 2011
kd 2009
kd 2011
Table 2. Melody Extraction Results of MIREX 2009 (4 best submissions and the best
submission of MIREX 2011)
Algorithm
90.9 41.0 80.6 73.4 24
dr1 92.4 51.7 74.4 66.9 23040
dr2 87.7 41.2 72.1 66.2 524
91.3 51.1 72.2 65.2 26
- - - 75 -
Voicing
Recall (%)
Voicing 
False 
Alarm (%)
Raw 
Pitch
(%)
Overall 
Accuracy 
(%)
Runtime 
(min)
kd
rr
sg (2011)
One problem of the evaluation is that a melody extraction system is only
interested in the predominant voice. The previous algorithm, as well as optimal
path finding algorithms, already gives satisfactory results as long as the melody
voice is indeed predominant. If the audio signal contains concurrent voices of
comparable strength, it is important that all strong voices are retrieved, so that
the final decision can be based on a more complete picture of the audio input.
A qualitative comparison of the algorithm outputs allows a more meaningful
evaluation than numbers alone.
4.2 Qualitative Analysis
A qualitative analysis of the results confirms that the new method has indeed
some advantages over the baseline method:
– The minimum distance between two voices is decreased. (see figures 6 - 8)
– The detection of weak voices is improved. (see figures 6 - 8)
– The behavior of the algorithm is closer to human perception, when artificial
audio examples for auditory stream segregation are used as input. (see for
example figures 5 and 9)
– The implementation of the new method is more straight forward, because
the intermediate processing of so-called streaming agents, was omitted (see
reference [7]).
– The proposed method allows a simpler inclusion of timbral features, as the
voice tone candidates are directly selected by the voice and not by streaming
agents.
– The computation time for the voice processing scales with the complexity of
the audio input.
331
14 Karin Dressler
0.0 1.0 2.0 3.0 4.0
time (s)
0
1000
2000
3000
fr
e
q
u
e
n
cy
 (
ce
n
t)
Fig. 6. Midi3.wav from the ADC 2004 data set is an example for instrumental music
with several concurrent voices. The figure shows the identified tone objects, which
constitute the input to the voice processing algorithm. The melody voice is in the high
frequency range. The melody voice is the predominant voice, but the bass voice has a
comparable strength.
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Fig. 7. Baseline method: When the bass voice starts, a second voice object is created.
Two voices are recognized – the melody voice (blue) and the bass voice (magenta).
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Fig. 8. Proposed method: Three voices are recognized – the melody voice (blue), the
bass voice (magenta), and an inner voice (red).
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Fig. 9. Example of alternating tones: The duration of the tones is decreased over time.
Soon the alternating tones cannot be captured by the first voice and a second voice is
started.
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5 Summary and Conclusion
In this paper, we presented an efficient approach to auditory stream segrega-
tion for melody extraction algorithms. The proposed method allows a reliable
identification of a variable number of simultaneous voices in different kinds of
polyphonic music. The qualitative comparison with a previous implementation
shows that the proposed method improves the detection of musical voices. Fur-
thermore, the new approach offers more possibilities to add voice dependent
features for the tone selection in future implementations. Taking into account
not only the magnitude and the occurring frequency intervals, but also the du-
ration of tones, the presented algorithm is another step towards auditory stream
segregation as performed by the human auditory system.
6 Appendix
6.1 Exponential Moving Average
A simple moving average is the mean of the previous N data points. An ex-
ponential moving average (EMA) applies weighting factors to all previous data
points which decrease exponentially, giving more importance to recent observa-
tions while still not discarding older observations entirely. The smoothing factor
α determines the impact of past events on the actual EMA. It is a number
between 0 and 1. A lower smoothing factor discards older results faster.
The computation of the EMA can be expressed by the following formula
ȳl = (1− α)
l−1∑
i=0
αiyl−i, (11)
where l designates the current time period (i.e. current analysis frame), yl is the
current observation, and ȳl the resulting EMA value.
However, the application of equation 11 is inconvenient, because all previous
data samples have to be weighted and summed in order to compute the EMA.
The same result can be achieved using the following recursive formula for time
periods l > 0:
ȳl = α · ȳl−1 + (1− α) · yl. (12)
Equation 12 shows that the EMA can be calculated very efficiently from only
two numbers: the current observation data yl and the preceding EMA value ȳl−1.
Thus, a big advantage of this method is that no previous data has to be stored
in memory (besides the last EMA value).
In order to make the first recursive computation possible, the EMA value
has to be initialized. This may happen in a number of different ways. Most
commonly ȳ0 is initialized with the value of the first observation. The problem
of this technique is that the first observation gains a huge impact on later EMA
results. As another option, the first EMA value can be set to 0. In this case the
observations have comparable weights, but the calculated EMA values do not
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represent an average of the observations. Rather, the EMA value starts close
to zero and then approaches the average slowly – just like a sampled capacitor
charging curve.
For the actual implementation it is important to figure out optimal values
for the smoothing factor α. A more intuitive measure than the smoothing factor
is the so-called half-life period. It denotes the time span needed to decrease the
initial impact of an observation by a factor of two. Taking into account the
desired half-life th and the time period between two EMA calculations ∆t, the
corresponding smoothing factor is calculated as follows:
α = 0.5
∆t
th . (13)
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Abstract. We describe our implementation of two neural networks: a static 
feedforward network, and an Elman network, for predicting mean 
valence/arousal ratings of participants for musical excerpts based on audio 
features. Thirteen audio features were extracted from 12 classical music 
excerpts (3 from each emotion quadrant). Valence/arousal ratings were 
collected from 45 participants for the static network, and 9 participants for the 
Elman network. For the Elman network, each excerpt was temporally 
segmented into four, sequential chunks of equal duration. Networks were 
trained on eight of the 12 excerpts and tested on the remaining four. The static 
network predicted values that closely matched mean participant ratings of 
valence and arousal. The Elman network did a good job of predicting the 
arousal trend but not the valence trend. Our study indicates that neural networks 
can be trained to identify statistical consistencies across audio features to 
predict valence/arousal values.  
Keywords: valence, arousal, music, emotion, machine learning, neural 
networks. 
1   Introduction 
A common reason for engaging in music listening is that music is an effective means 
of conveying and evoking emotions. Although these emotions may be subjective, 
based in part on the listener’s cultural and musical background, there are 
commonalities in perceived emotion across different listeners based on the 
characteristics of the music. Several studies have attempted to predict emotion 
conveyed during music listening. Some studies have explored the relationship 
between physiological activity experienced by a listener and perceived emotion [1-2]. 
Others have explored the relationship between perceived emotion and the 
musical/acoustic features themselves [3-4]. While acknowledging that individual 
differences exist in the emotion conveyed by any one piece of music, we believe that 
it is legitimate to consider the modal appraisal and that this appraisal may be 
predicted on the basis of features extracted from the music. 
Various methods have been used to represent emotion perceived by listeners. One 
common method, described by Russell’s circumplex [5], involves representing 
emotion using a two-dimensional space with valence on the x-axis and arousal on the 
y-axis. Schubert [3] used the circumplex model to identify the relationship between 
musical features and perceived emotion. Changes in loudness and tempo were 
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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positively correlated with changes in arousal, and melodic contour was positively 
correlated with valence. A few studies [4, 6] have used machine-learning techniques 
to predict discrete emotion categories based on audio features in musical excerpts. 
Laurier et al. [4] extracted timbral, tonal, and rhythmic audio features from film 
soundtrack excerpts that were evaluated by participants, for five different emotions. 
Based on this data, Laurier et al. used Support Vector Machines to classify excerpts 
into the five discrete emotions.  
As opposed to classifying a musical excerpt into a discrete emotion category, our 
aim was to apply machine-learning techniques towards predicting valence and arousal 
values on the two-dimensional emotion space based on Russell’s circumplex. A 
nonlinear regression function that predicts valence/arousal values offers a significant 
contribution to existing methods relating audio-based features to perceived emotion 
because, there are situations when participants may be unclear on the type of emotion 
conveyed by the music due to the overlapping and/or ambiguous nature of some 
emotions. In such cases, dimensional ratings provide a more effective means of 
representing the emotion conveyed by the music. We used machine learning, 
specifically feedforward neural networks, for predicting ratings on valence and 
arousal dimensions.  
Although neural networks have been applied extensively in domains such as object 
recognition, speech and text recognition, they have been relatively underutilized in 
music cognition and music informatics. We designed two separate networks to predict 
listeners’ mean valence and arousal ratings associated with musical excerpts. The first 
network was a standard, static feedforward neural network designed to predict 
valence and arousal ratings for the entire excerpt. The second network was an Elman 
network designed to predict valence and arousal ratings for 30-second increments of 
the excerpt while using the previous 30 seconds as context, to understand how context 
might influence ratings over time. 
2   Feature Extraction and Data Collection 
We used 12 classical music excerpts from 12 different composers as stimuli (see 
Table 1). Each excerpt lasted 120 seconds. These excerpts were selected such that 
three excerpts represented each of the four emotion quadrants in Russell’s 
circumplex: high arousal, positive valence (Happy), high arousal, negative valence 
(Agitated), low arousal negative valence (Sad), and low arousal, positive valence 
(Peaceful). Excerpts were chosen based on previous work investigating emotional 
responses to music [7-8]. Using MIRtoolbox [9], we extracted 13 low- and mid-level 
features pertaining to dynamics, rhythm, timbre, pitch and tonality: rms, lowenergy, 
eventdensity, tempo, pulseclarity, zerocross, centroid, spread, rolloff, brightness, 
irregularity, inharmonicity, and mode. Values of all the features were normalized 
between 0 and 1. For the standard feedforward neural network, we used data from 45 
participants (37 females, 2 males, 6 unknown; Mage=24.8, SDage=8.2) with limited 
musical training. Participants heard each excerpt and rated two dimensions of 
emotion: unpleasant vs. pleasant (i.e., valence) and calm vs. excited (i.e., arousal) on a 
scale from 1 (least pleasant/least excited) to 9 (most pleasant/most excited). For the 
Elman network, we collected data from 9 participants (5 females, 4 males; Mage=30.4, 
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SDage=6.8) with music training. Each of the 12 excerpts lasting 120 seconds was 
broken into four sequential segments of equal duration totaling 48 separate segments. 
For each excerpt, participants heard the four 30-second segments in sequence. After 
each segment, they provided their valence/arousal ratings following the same 
procedure as was used for the previous 45 participants. For the second, third, and 
fourth sequential segments of each melody, participants were told to assume that these 
segments were a continuation of the previous segment when providing their ratings. 
The same 13 features were extracted from each of the 48 segments using MIRtoolbox.  
Table 1.  12 music excerpts with composers, emotion quadrants, and mean participant ratings.  
 
3   Methods 
In this section we describe the linear and nonlinear regression methods that were used 
to (a) examine the relationship between audio features and valence/arousal ratings, 
and (b) predict valence/arousal ratings based on audio features1.  
3.1   Correlation of Audio Features with Emotion Ratings  
As a first step towards understanding the pattern by which audio features might 
account for emotion ratings, we conducted correlational analyses between features 
and mean valence/arousal ratings of the 45 participants for the 12 excerpts. We 
performed a bivariate correlation analysis with the valence/arousal ratings as the first 
variable, and each of the 13 features as the second variable. We found a significant, 
strong positive correlation between arousal and five audio features: pulseclarity (r(10) 
= .79, p < .01), zerocross (r(10) = .66, p < .05), centroid (r(10) = .80, p < .01), rolloff 
(r(10) = .80, p < .01), and brightness (r(10) = .73, p < .01). For valence, apart from a 
significant, positive correlation with lowenergy (r(10) = .59, p < .05) and a 
marginally significant correlation with mode (r(10) = .55, p = .06), there was no 
correlation with the remaining audio features. 
                                                            
1 Ground truth data is available at http://www.ryerson.ca/~nvempala/cmmr2012data.html 
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3.2   Multiple Regression for Predicting Emotion Ratings 
Given that there was some significant correlation between a subset of the 13 audio 
features and valence/arousal ratings, we performed multiple linear regression to check 
for a linear relationship between features and ratings. We performed stepwise 
regression with features as independent variables (probability of F to enter = .05) and 
valence/arousal ratings as dependent variables. The model for arousal, Equation 1, 
was significant (F(2,9) = 18.3, p < .01) with centroid as the only predictor, 
accounting for 64.7% of the variance. The model for valence, Equation 2, was 
significant (F(2,9) = 5.4, p < .05) with lowenergy as the only predictor, accounting 
for 35.1% of the variance. Here, yArousal and yValence are the arousal and valence values 
on a scale from 1 to 9, respectively. In both equations, the addition of other variables 
did not lead to an increase in the explained variance. These results clearly suggest that 
a linear combination of the features does not account well for the valence and arousal 
ratings of participants. Hence we explored the possibility of predicting valence and 
arousal ratings through nonlinear combinations of audio features using neural 
networks. 
 
yArousal = 4.94 xcentroid + 2.14 . (1) 
 
 Here, yArousal is the magnitude of arousal on a scale from 1 to 9.  
 
yValence = 2.12 xlowenergy + 4.19 . (2) 
3.3   Neural Networks for Predicting Emotion Ratings  
3.3.1   Static Neural Network 
 
Our first network implementation was a supervised, feedforward network with 
backpropagation. Our goal was to train the network to predict mean participant 
valence and arousal values for musical excerpts. We used one set of hidden units for 
our network. Network architecture consisted of 13 input units, 13 hidden units, and 
two output units as shown in Figure 1(a). As seen in Table 1, the mean 
valence/arousal ratings for each of the 12 music excerpts aligned with its expected 
emotion quadrant. Since valence and arousal ratings were from 1 to 9 and were 
plotted on the x and y axes respectively, happy excerpts needed to have values of x > 
5.0, y > 5.0; agitated excerpts needed to have values of x < 5.0, y > 5.0; sad excerpts 
needed to have values of x < 5.0, y < 5.0; and peaceful excerpts needed to have values 
of x > 5.0, y < 5.0. From the 12 music excerpts, we randomly chose two out of three 
excerpts from each quadrant for our training set, which consisted of M1, M2 
(agitated), M4, M5 (happy), M7, M8 (peaceful), and M10, M11 (sad). The test set 
consisted of the remaining four excerpts M3 (agitated), M6 (happy), M9 (peaceful), 
and M12 (sad). 
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(a)         (b)   
Fig. 1. (a) Static neural network with 13 input units, 13 hidden units, and two output units. Whi 
indicates connection weights from input units to hidden units. Woh indicates connection weights 
from hidden units to output units. Only a subset of the 13 input and hidden units are shown. (b) 
Elman network architecture showing input units, hidden units, output units, and context units. 
Hidden units from previous processing step are copied into context units for current step. 
The network’s task was to provide the valence and arousal values based on the 13 
audio features. The output values fell within a range of 0 to 1. Since desired outputs 
were average valence/arousal ratings provided by participants on a scale from 1 to 9, 
the network outputs were rescaled back. The training set consisted of eight input and 
output arrays. Each input array had 13 values, one for each audio feature, and its 
corresponding output array had the two desired arousal and valence values. For 
example, if the input array being fed into the network was the feature set for excerpt 
M1 (Bartok), then the input array was [rms, lowenergy, … , mode]= [0.5748, 0.7579, 
… , 0.0052]T. Mean participant valence and arousal ratings for M1 were 5.9 and 4.8 
respectively, resulting in normalized ratings of 0.61 and 0.48, respectively. Hence the 
desired output array would be [arousal, valence]=[0.61, 0.48]T. To avoid overfitting 
the network, we kept the number of hidden units equal to the number of input units. 
The network was built, trained, and tested using the MATLAB programming 
language. The following procedure was used for training and testing the network: 
 
1. Connection weights Whi (input units to hidden units) and Woh (hidden units to 
output units) were initialized to random numbers close to zero.  
2. Input arrays were fed to the network from the training set in a randomized order. 
Inputs were passed through a sigmoidal function, multiplied with the connection 
weights Whi, and summed at each hidden unit. Hidden unit values were obtained 
by passing the summed value at each hidden unit through a sigmoidal function. 
These values were multiplied with the connection weights Woh, summed at each 
output unit, and passed through a sigmoidal function to arrive at the final output 
value for each output unit. Network outputs were compared to desired outputs 
and the error was computed. The backpropagation algorithm was applied and 
changes in connection weights were stored. At the end of the entire epoch, 
connection weights were updated with the sum of all stored weight changes. 
3. The network was trained for approximately 10000 epochs by repeating step 2 to 
reduce the mean squared error to less than 0.01, and tested. During training, the 
learning rate parameter was initially set to 0.3 and reduced over time. 
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We obtained results as shown in Figure 2. The results show the network did a good 
job of predicting valence/arousal values for M3 (Stravinsky), M9 (Schumann), and 
M12 (Mozart). Although, predicted values for M6 (Strauss) fell in the expected 
quadrant (happy), they were not as close to the mean participant ratings. For the 
purpose of quantifying the network’s performance, we computed the Cartesian 
distance between the mean participant rating and network-predicted value over all 
four test melodies. The network’s performance error was 1.14 on average (on a scale 
from 1 to 9) or 14.3%, indicating that the network accuracy was 85.7%. These results 
clearly suggest that a nonlinear relationship exists between music audio features and 
their associated valence/arousal ratings. 
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Fig. 2. Mean participant valence/arousal ratings (on a scale of 1 to 9) and corresponding neural 
network outputs for the four test melody excerpts. NN indicates neural network output. 
3.3.2   Elman Neural Network for Predicting Emotion Ratings  
Although the static network’s performance was satisfactory, the network’s 
implementation was based on participant valence/arousal ratings for the entire  
120-second duration of each excerpt. It is reasonable to assume that a listener’s 
appraisal of valence and arousal at any point in an excerpt is dynamic and sensitive to 
the previous few seconds of context. Hence, our next goal was to understand how 
context might influence a listener’s ratings over time. Unlike a typical feedforward 
network, an Elman network uses context from the previous time-step as additional 
input for the current time-step. The architecture of the Elman network was almost 
identical to the static network with 13 input units for features, 13 hidden units, and 
two outputs units. The network had one additional component, which was a set of 13 
context units, as shown in Figure 1(b). Context units were connected to the hidden 
units similar to input units, and had connection weights associated with them. For 
each step of input processing in the network, values of hidden units from the previous 
step were copied to the context units. This is explained below. 
Each of the 12 music excerpts was broken into four equal chunks of 30-second 
duration, and data was collected for the 48 segments from 9 participants, as explained 
in Section 2. The network was trained on the same 8 music excerpts and tested on the 
remaining four excerpts, as chosen for the previous network to allow consistent 
comparison of network performance. The range of input and output values was 
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identical to the static network. Since the network was being trained on the mean 
participant data for eight different melodic excerpts, and each excerpt had four 30-
second segments, the training set consisted of 32 input and output arrays (four for 
each excerpt). The four input arrays for each excerpt were sequentially fed into the 
network. Context units were first initialized to 0. After the input array corresponding 
to the first segment was processed by the network, values of hidden units were copied 
into context units for processing the second segment. This process of one-to-one copy 
from hidden units to context units was continued for the third and fourth segments. 
This procedure was repeated for all eight excerpts. The network was built, trained, 
and tested using the MATLAB programming language. The procedure used for 
training and testing the network was identical to what was used for the static network. 
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Fig. 4. Mean participant valence (right) and arousal (left) ratings (on a scale of 1 to 9) and 
corresponding neural network outputs for the four sequential 30-second segments of two 
excerpts. NN indicates neural network output. 
We computed the mean error between participant ratings and network-predicted 
outputs across all segments of all four test melodies based on Cartesian distance. The 
network predicted at an average accuracy of 54.3% for all four segments. However, it 
performed better at predicting valence/arousal values for the final 30-second segment, 
at an average accuracy of 60%. Figure 4 shows a comparison of mean participant 
valence/arousal ratings and network values for excerpts M3 and M12. For arousal, the 
results clearly show that the network was good at predicting how participant ratings 
were influenced by context from previous segments – i.e., the trend over time was 
reasonably captured. However, for valence, although the relative changes over time 
are captured by the network to some extent, the absolute values are poorly predicted. 
4   Conclusions and Future Directions 
Our aim was to use neural networks to predict valence and arousal ratings of musical 
excerpts based on audio features within music. Results from the static network 
indicate that a network can be trained to identify statistical consistencies across audio 
features abstracted from music and satisfactorily predict valence/arousal values that 
closely match mean participant ratings. Our second goal was to highlight the role of 
musical context during listeners’ appraisal of emotional content within music, and 
enable a neural network to utilize previous context during prediction. Results from the 
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Elman network showed that our network was more successful in capturing the trend 
of participant appraisals for arousal rather than valence. Three important 
improvements could be made to our current study involving emotion prediction.  
First, having already trained a static network, we would like to identify features 
that are contributing most towards prediction of valence and arousal. This may be 
done by removing each feature and testing the network’s performance in a step-by-
step fashion. Second, a neural network’s predictions depend largely on the size and 
type of training set provided. We intend to train our networks on larger datasets for 
improved generalizability. We also intend to develop separate static networks that 
will be trained on different types of musical genres and ratings drawn from different 
types of music listeners (e.g., trained vs untrained). This would enable us to (a) 
predict emotion ratings for an excerpt based on its genre and type of listener; and (b) 
identify salient music audio features for each genre and type of listener. Finally, we 
would like to improve the performance of our Elman network by training the network 
on data from a larger set of participants. 
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Abstract. Previous research has shown that ensembles of variable length
Markov models (VLMMs), known as Multiple Viewpoint Models (MVMs),
can be used to predict the continuation of Western tonal melodies, and
outperform simpler, fixed-order Markov models. Here we show that this
technique can be effectively applied to predicting melodic continuation
in North Indian classical music, providing further evidence that MVMs
are an effective means for modeling temporal structure in a wide variety
of musical systems.
Keywords: Multiple viewpoint modeling, Indian Classical Music, Vari-
able Length Markov Modeling
1 Introduction and Motivation
Melody is an important component in almost all of the world’s musical tra-
ditions. In North Indian classical music (NICM), it is paramount, and is the
basis of a highly sophisticated system of melodic improvisation. Previous work
[25] has demonstrated that melodies can be effectively modeled using Multi-
ple Viewpoint Models (MVMs), which are ensembles of variable-length Markov
models (VLMMs). Moreover, these models have been shown to accurately reflect
listeners expectations about melodic continuation [27]. Chordia [8, 6] generalized
this work to tabla sequence prediction; MVMs were shown to be highly effective
at modeling the temporal structure of tabla compositions, a percussive tradi-
tion based on linear sequences of timbres, suggesting the generality of MVMs
for modeling discrete temporal sequences in music. The current work examines
whether such models applicable to melodic compositions of NICM. Specifically,
we attempt to predict the next note in a symbolically notated melody, given the
past context.
2 Background and Related Work
Many aspects of music, such as melodies and chord sequences, can be represented
as temporally-ordered sequences of discrete symbols. It is intuitive that how a
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sequence proceeds will depend most on recent events. For example, melodies are
more likely to proceed by small intervals, rather than large jumps [29], which
means that the current note constrains the next note. This idea of local depen-
dency can be formalized using Markov models, which are discussed further in
Section 5.
A defining characteristic of music is repetition [20]. Subsequences from early
in a piece, such as a brief melodic motive, are often repeated later in a piece,
sometimes many times. Such repetition also often occurs across pieces; for ex-
ample, many songs contain common chord sequences. These patterns, which can
be short or quite long, present a challenge for a fixed-order Markov models. Al-
though high-order Markov models can be constructed to capture such long-range
dependencies, for a length N pattern with K distinct states, there are KN possi-
ble patterns. This means that when learning on a finite set of training sequences,
most long patterns will be unseen, leading to extremely sparse transition matri-
ces. A common solution to this problem is to only store sequences that have been
seen, replacing a table of counts with a tree structure, called a Prediction Suffix
Tree (PST) [28], which is the basis of variable-length Markov models (VLMMs).
We describe VLMMs in further detail in Sec. 5. VLMMs form the basis for many
music prediction and generation systems [19, 16, 1–3, 22, 18, 17, 15, 24].
In music, there are often multiple ways of representing the musical surface.
For example, a melody can be thought of in terms of chromatic pitches, or
more abstractly in terms of contour, a sequence of ups and downs. In some
cases, patterns may be present when looking at one representation, but not in
another. By combining information from multiple viewpoints, it may be possible
to capture more of the temporal structure of the sequence. This is the essential
idea of MVMs. Each representation, or viewpoint, is modeled using a VLMM
and the predictions of each individual model are then combined to compute
an overall predictive distribution (Sec. 5). MVMs were introduced by Conklin
and Witten [13, 10, 14, 12, 11, 31], and developed by others such as Pearce and
Wiggins [26, 25].
3 Indian Classical Music
North Indian Classical Music (NICM) is a centuries-old tradition that is based
on melodic and rhythmic improvisation, typically featuring a main melodic in-
strument or voice and a percussionist. It is organized around raag, a melodic
abstraction that lies somewhere between a scale, and a fixed melody. A raag is
most easily explained as a collection of melodic motives, and a technique for de-
veloping them. The motives are sequences of notes that are often inflected with
various micro-pitch alterations and articulated with an expressive sense of tim-
ing. Longer phrases are built by joining these melodic atoms together. Because
of this generative process, the musical surface, contains many repeated melodic
patterns, making it a natural candidate for modeling with VLMMs.
NICM uses approximately one to two hundred raags, of which perhaps fifty
are quite common. Although the concept of a note is somewhat different from
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that in Western classical, often including subtle pitch motions that are essential
rather than ornamental, it is accurate to say that the notes in any given raag
conform to one of the twelve chromatic pitches of a standard just-intoned scale.
It is rare to hear sustained tone that intentionally deviates from one of the twelve
chromatic pitches. A given raag will use between five and twelve tones.
A typical performance will feature an unmetered elaboration of the raag
called the alap followed by several compositions set to a rhythmic cycle, during
which the tabla provides the rhythmic framework. During the rhythmic section
there is an alternation between singing the composition and its elaboration, and
free improvisations within the context of the raag.
Although NICM is largely an oral tradition, in the 20th century there was a
push to systematize and notate traditional compositions. The notation that was
adopted represented melodies as sequences of discrete notes, having a certain
pitch and duration. Additionally certain important ornaments, such as grace
notes (kan swara) and turns (khatka) were indicated as well. Figure 1 gives an
example of this notation. Just as with Western music, the notation was not
meant to be complete, but to be interpreted within a performance context. In
Fig. 1. An example composition of Raag Suha in Bhatkhande notation (Vol. II, Page
11 of [21])
this study, we decided to focus on notated compositions because of the difficulty
of manual or automatic transcription from audio, which remains for future work.
4 The Indian Classical Music Database
The database used for the study is a part of the NICM symbolic database
(bandishDB) being built using Hindustani Sangeet Paddhati by Pandit Vishnu
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Narayan Bhatkhande [4] and Abhinav Geetanjai by Pandit Ramashray Jha [21]
which are authoritative works of NICM. The database consists of bandishes, vo-
cal compositions with accompanying lyrics. Each bandish consists of up to four
sections, the sthayee, antara, sanchari and abhog. The latter two are relatively
rare and are present only in a few compositions. It is worth emphasizing that
NICM is largely improvised with the bandish providing an initial theme that is
heavily elaborated according to the raag, within which it is set, and the artist’s
creativity and virtuosity.
The compositions were first manually encoded into an intermediate text-
based representation. Each composition in the symbolic database was then en-
coded using Humdrum-based syntax called **kern, which was used to encode
pitch and duration information. Additionally the following meta-data was stored
for each composition: raag (melodic framework), taal (rhythmic cycle), tempo
category (slow, medium, fast). Details of encoding and representation can be
found in [5]. An example of the intermediate representation is shown in below.
id: jha2011
vol: 2
page: 11
sthayee: Tu hain mammadshah
raag: suha
taal: ektaal
tempo: madhyalaya
// n -/ P -/ g M/ R R/ S -/ R >Sn,/
// S -/ - R/ M R/ P -/ - nn/ PM P/
// S’ -/ - >Pn/ P P/ nP MP/ nP >Mg/ - M/
Although the artist is free to choose the actual pitch of the tonic in a rendition,
all the compositions here are notated with C4 as the middle tonic. The notes are
represented using MIDI note numbers assuming a single key for all the pieces.
The notes range from C3 to B5 but are folded into one octave from C4-B4. The
true octave number is stored as an additional parameter. For this study, grace
notes and other ornaments such as meends(glissandos) were ignored. These or-
naments are essential for a complete experience of Indian classical music and
the MIDI representation is an approximation, and it does not capture the nu-
ances of singing in its entirety. However, for the present study, a MIDI based
representation is sufficient for the analysis of symbolic music scores.
Currently the database consists of 128 compositions in raags Bageshri, Bihag,
Khamaj, Yaman, Yaman Kalyan, totaling 12,816 notes. When completed, it is
expected to be the largest machine readable symbolic NICM database. The data
can be freely downloaded at http://paragchordia.com/data.html. Table 1
summarizes the dataset used for the experiments in this paper. For this study,
compositions from raags Yaman and Yaman Kalyan, two nearly identical raags,
are pooled together.
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Table 1. Dataset
Raag Bandishes Notes
Yaman 44 4422
Bageshri 36 3720
Khamaj 30 2965
Bihag 18 1709
Total 128 12816
5 Predictive Modeling
The basic prediction problem can be stated as follows: given a sequence of dis-
cretely valued observations, {x1, . . . , xt−1}, compute the next-symbol distribu-
tion P (xt|x1, . . . , xt−1). In the present case of melody prediction, given the set
of symbols (note labels) S, each xi ∈ S. Given what has occurred so far till time
step t− 1, we wish to predict the next event at time t.
Markov models can be effectively used to model these sequences of symbols,
which are often referred to as strings. An nth order Markov model assumes that
the next state (associated with a symbol from the alphabet S) depends only on
the past n states, i.e. P (xt|xt−1, . . . , x1) = P (xt|xt−1 . . . xt−n). This conditional
probability can be calculated by counting how often the symbol xt follows the
context et−1t−n = (xt−n, . . . , xt−1). Strings of length n are often referred to as
n-grams.
Increasing order n, we can model longer strings. However, the number of
possible strings (|S|n) increases exponentially. So, even in large databases, most
of these n-grams will never be seen, leading to the zero-frequency problem [30,
9]. Variable-length Markov models (VLMMs) address this problem by using an
ensemble of fixed-order models, up to order n, to smooth probability estimates.
Rather than naively storing counts for all n-grams in a table, to avoid space
complexity that increases exponentially with model order, and to make it easy
to search for a sequence, n-grams and counts are stored in a partial k-ary tree
called a prediction suffix tree (PST) [28]. In the PST, branches represent the
succession of certain symbols after others, and a node at a certain level of the
PST holds a symbol from the sequence, along with information about the symbol
such as the number of times it was seen in the sequence following the symbols
above it, and the corresponding probability of occurrence. With this efficient
representation of the VLMMs, and with a suitable smoothing method for unseen
sequences, we can effectively model melodic sequences.
There are two basic approaches to smoothing: backoff and interpolated. In
backoff smoothing, the probability of an unseen sequence is computed by re-
cursively backing off to scaled versions of lower orders. The scale factor applied
during each backoff serves as a penalty factor. A backoff smoothing method
which adjusts the counts of unseen sequences by adding one, termed as Backoff-
A (Method-A in [25]) is explored in this paper. We also explored a simple backoff
approach Backoff-B, where there is no penalty for backing off. This allows the
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model to back off to lower orders without penalty; the model always chooses a
context length for which there is a seen example sequence in the training data.
Interpolation methods compute the probability of a symbol given a context
by a weighted interpolation of predicted probabilities at all the orders. A 1/N
weighting scheme, as described in [8] is used. For computing probabilities at
each order, each node of the PST has some probability mass reserved for unseen
sequences, called the escape probability which is added through an extra escape
character with a finite escape count. When an unseen sequence is seen in the test
sequence at a particular order, the escape probability at that order is returned.
We explored interpolated smoothing using an escape count of one at each node
(termed as Interp-A) and a very low escape count of 10−6 at each node (termed
as method Interp-B). Interp-A provides higher escape probabilities while Interp-
B method assigns negligible probability mass on unseen sequences. Interp-B is
very similar to backing off to lower orders without a penalty, or the Backoff-
B method, because of the low escape counts. The smoothing methods and the
escape counts define the performance of models, especially at higher orders and
with limited training sequence data.
MVMs generalize the idea of combining an ensemble of predictive models. A
multiple viewpoints system maintains an ensemble of predictive models based on
various viewpoints with varying degrees of specificity. The viewpoints could be
basic, derived, or linked viewpoints. Basic viewpoints often refer to the variable
being predicted, and are usually observed. Derived viewpoints are obtained from
basic viewpoints. Linked viewpoints are cross-type viewpoints which are the
Cartesian products of simple and/or derived viewpoints. MVMs finally merge
the predictions of these models according to each model’s uncertainty at a given
time step, using a weighted average as described in [26]. Each viewpoint model is
assigned a weight depending on its cross-entropy at each time step. The weight
for each model m at time-step t is given by wm(t) = H(pmax)/H(pm(t)), where
H(pm(t)) is the entropy of the probability distribution and Hmax(pm) is the
maximum entropy for a prediction in the distribution. The distributions are
then combined by a convex combination, p(t) =
∑
m wmpm(t)∑
m wm
. Higher entropy
values result in lower weights. In this way, models that are uncertain (i.e., have
higher entropy) make a smaller contribution to the final predictive distribution.
There are two fundamental types of VLMMs which we refer to as long term
models (LTMs) and short term models (STMs). LTMs are built on a corpus
of songs, while STMs by reading in the symbols, one at a time, from a single
composition. The goal of LTMs is to capture patterns that are common across
all compositions, while STMs model song-specific patterns. Because songs often
contain internal repetition, STMs are often highly predictive. On the other hand,
if there is little or no repetition in a song, or the song contains few symbols, LTMs
will be more predictive since these have seen much more data. It is also possible
to combine the predictions of of the LTM and STM, in a manner analogous to
merging viewpoint predictions.
A common domain-independent approach for evaluating the quality of model
predictions is cross-entropy [23]. If the true distribution is unknown, the cross en-
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tropy of a test sequence of length T can be approximated byHc = − 1T
∑T
i=1 log2(pi),
which is the mean of the probabilities of true symbols evaluated from predictive
distribution at each time step, measured in bits. A closely related concept, of-
ten used in natural language modeling is perplexity per symbol [23], defined to
be P = 2Hc , where Hc is the cross-entropy as described above. Perplexity has
a simple interpretation, it is the number of choices that the model is confused
between and would be equivalent to the model choosing uniformly between P
choices.
6 Experiments
An LTM was built for each raag. This was done because the patterns utilized
in a bandish are highly dependent on the raag. In future work, it would be
straightforward to automatically classify the raag of each bandish, eliminating
the need for manually dividing the compositions into raags [7].
The viewpoints used in the experiments are listed in Table 2. The viewpoints
are obtained from the **kern scores. The note numbers are folded back to lie
within the range of a single octave as the absolute notes range over three octaves.
The note durations are quantized to the set of Dur={0.125, 0.25, 0.5, 1, 4/3, 2,
8/3, 3, 4, 6, 8}, (where Dur = 1 represents the quarter note) in order to limit
the total number of duration classes. The melodic interval refers to the interval
in semitone between two consecutive notes. This viewpoint, together with the
Note viewpoint prevents any loss of information due to the octave folding of
notes. The Note⊗Duration viewpoint is a cross-type viewpoint which models
the inter-play between pitch and duration.
Table 2. Viewpoints used in the experiments
Viewpoint Description Range
Note (N) The MIDI number of the Note 60, 61,. . ., 71
Contour (C) A derived viewpoint indicating if
the current note is increasing(+1)
up, decreasing down(-1) the scale
or unchanged(0) from the previous
note
-1,0,+1
Interval Change (I) A derived viewpoint indicating the
number of semitones change from
the previous note
-11, -10,. . ., 0,. . ., 10, 11
Note⊗Duration(N×D) A cross-type viewpoint which is 2-
tuple of Note and Quantized Dura-
tion
{(x, y) |x ∈ Note, y ∈ Dur}
For each Raag, a leave-one-out cross validation is performed using the com-
positions from that Raag. In each experiment, one composition is chosen as the
test composition. The STM is built on the test composition for each viewpoint.
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The LTM is trained on the rest of the compositions for each viewpoint. The pre-
dictive distribution at each time-step for each viewpoint of LTMs and STMs is
computed. The predictions from each viewpoint are merged to obtain combina-
tions such as NI(Note and Interval Change), NC(Note and Contour), NCI(Note,
Contour and Interval Change), and NCI+N×D(Note, Contour, Interval Change,
and the cross-type N×D). The LTM and STM are also combined into a single
predictive distribution as discussed in Sec. 5 and for each case, the perplexity
is computed from cross entropy of model predictions. The experiment is also
repeated for various different maximum orders of VLMM which correspond to
the maximum lengths of symbols modeled at each order.
7 Results and Discussion
Fig. 2. (a) A single Yaman composition with 109 notes showing distinct repetitive
note patterns. (b) The probability p and (c) the log probability, − log2(p), of the true
symbol as predicted by an STM for different VLMM orders 0 (priors), 1 and 7.
Figure 2 shows a single composition in Raag Yaman that contains some re-
peated motives. We build an STM on the composition and show the probability
the model assigned to the true symbol at each timestep for different order STMs.
Initially, the probability values are low, but as the composition progresses, the
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Fig. 3. A comparison of smoothing methods for LTM with the combined viewpoints
NCI+N×D
STM is quick to learn the patterns and predicts the true symbol with a high prob-
ability. The negative log probability is also shown (in panel (c)), as it is more
related to the information in musical events. The peaks in the curve indicate
events which are unpredictable. Initially, we see that the negative log probabil-
ity is higher, and as the piece progresses, the value decreases indicating higher
predictability. But there are peaks in the later parts of the piece, which corre-
spond to unexpected changes in note progression. We can also see that there
are long term patterns in the piece, which leads to better performance when
using higher order models. This demonstrates the effectiveness of STMs in mod-
eling local repetitions. However, these kind of patterns were uncommon in the
database – in general, the notated bandishes contained little internal repetition.
In the following discussion, we report results that were found to be statisti-
cally significant using a Tukey-Kramer multiple comparison test with confidence
bounds at 99%. Figure 3 shows a comparison of smoothing methods for the
LTM using the combined viewpoint NCI+N×D. The predictive performance is
reported as the mean perplexity of the cross validation experiments, averaged
across all the Raag models. The priors correspond to probability of true symbols
computed through a zeroth order prior distribution of notes through a symbol
count. When Interp-A method is used for smoothing, high escape counts lead
to flatter predictive distributions with high entropy and hence the perplexity of
LTM increases at higher model orders. For reporting further results, we choose
the Backoff-A smoothing method which provides a good balance between the
probabilities of seen sequences and those of unseen sequences.
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Fig. 4. A comparison of viewpoints with the smoothing method Backoff-A. Panel (a)
shows the LTM performance and (b) shows the STM performance
Table 3. The mean perplexity at maximum order of 3 for different raags and different
viewpoints with LTM and STM. The perplexity of LTM and STM combined using the
combination NCI+N×D is also shown. The smoothing method used is Backoff-A.
Raag
LTM STM Combined
Prior N NC NI N×D NCI+N×D N NC NI N×D NCI+N×D NCI+N×D
Yaman 6.89 4.58 4.39 4.54 4.14 3.99 8.70 6.80 7.23 6.50 6.05 4.21
Bageshri 6.76 4.15 4.04 4.05 3.72 3.54 7.43 6.11 6.57 5.74 5.54 4.00
Khamaj 7.33 4.48 4.15 4.27 4.17 3.79 7.42 6.16 6.45 5.63 5.55 3.73
Bihag 6.12 3.83 3.67 3.72 3.36 3.18 7.72 6.31 6.98 5.92 5.79 3.47
Figure 4 shows the mean perplexity obtained in the cross validation experi-
ment with different viewpoint combinations, averaged across the Raags for both
LTM and the STM. Using just the Note viewpoint, the LTM has a lowest perplex-
ity (4.06) when the maximum VLMM order is 2, while we see that combining
viewpoints as in NCI+N×D provides the lowest perplexity (3.70) at order 3.
Combining viewpoints for both LTM and STM is useful, as the perplexity for
the combined decisions are lower than individual viewpoints. This is especially
true in LTMs, where the use the multiple viewpoints brings down the perplex-
ity significantly at higher orders. In the case of STMs, the minimum perplexity
is consistently achieved at a maximum order of 2. Using the combination of
viewpoints NCI+N×D, the perplexity at order-2 drops to 5.54 from the Note
viewpoint perplexity of 6.45. The optimal order for LTMs is seen to be 3 while
the optimal order for STMs is 1. The low optimal order for STMs show that
the training compositions had unpredictable note progressions, even within the
same raag and hence higher orders are not particularly useful in STMs.
Table 3 consolidates the LTM and STM performance with each Raag for
different viewpoint combinations. It also tabulates the combined performance of
LTM and STM. We see that the model performance is similar across different
Raags, which indicates that the technique is generalizable to different Raags.
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The combined performance of LTM and STM is intermediate between LTMs
and STMs.
The bandishes used in the experiments only provide a basic framework for
the actual rendition and lack the repetitions which we normally see in the actual
renditions. Further, the bandishes are short with about 100 notes per compo-
sition. These qualities are reflected in the relatively poor performance of the
STMs. Figure 4 shows that the best case perplexity of STM was 1.84 higher
than that of the LTM. This is quite different than what was reported in [8],
where STMs significantly outperformed LTMs. However the tabla compositions
contained, on average 1000 symbols, an order of magnitude more data than the
average bandish.
The cross entropy of the STM predictions is computed over the entire com-
position. However, when the STM performance was evaluated only in the second
half of the compositions, after the STM has evolved, there was a considerable
decrease in perplexity. The smoothing method used contributes to the increas-
ing trend at higher orders. Multiple viewpoints help to reduce the perplexity of
melodic prediction and the combination NCI+N×D gives the lowest perplexity.
8 Conclusions and Future Work
MVMs have been shown to effective at predicting melodies in NICM, outper-
forming fixed and low-order Markov models. This work provides further evidence
that MVMs are general tools that can be used to model temporal sequences in
a variety of musical genres.
We plan to extend the experiment to include more raags once the database
is complete. We also plan to extend the work to synthesized audio and develop
intermediate-term models based on unsupervised clustering of bandishes.
References
1. G. Assayag and S. Dubnov. Universal prediction applied to stylistic music gener-
ation. In Mathematics and Music, pages 147–160. Springer-Verlag, 2002.
2. G. Assayag and S. Dubnov. Using factor oracles for machine improvisation. Soft
Computing - A Fusion of Foundations, Methodologies and Applications, 8(9):604–
610, 2004.
3. G. Assayag, S. Dubnov, and O. Delerue. Guessing the composer’s mind: applying
universal prediction to musical style. In Proceedings of the 1999 International
Computer Music Conference, pages 496–499. San Francisco: ICMA, 1999.
4. V. N. Bhatkhande. Hindustani Sangeet Paddhati: Kramik Pustak Maalika Vol.
I–VI. Sangeet Karyalaya, 1990.
5. P. Chordia. A system for the analysis and representation of bandishes and gats
using humdrum syntax. In Frontiers of Research in Speech and Music Conference,
2007.
6. P. Chordia, A. Albin, and A. Sastry. Evaluating multiple viewpoints models of
tabla sequences. In ACM Multimedia Workshop on Music and Machine Learning,
2010.
354
12 Ajay Srinivasamurthy, Parag Chordia
7. P. Chordia and A. Rae. Automatic raag classification using pitch–class and pitch–
class dyad distributions. In Proceedings of 8th International Conference on Music
Information Retrieval, Vienna, Austria, 2007.
8. P. Chordia, A. Sastry, and S. Senturk. Predictive tabla modelling using vari-
able length markov and hidden markov models. Journal of New Music Research,
40(2):105–118, 2011.
9. J. Cleary and W. Teahan. Experiments on the zero frequency problem. In Pro-
ceedings of Data Compression Conference, DCC ’95, 1995.
10. D. Conklin. Prediction and entropy of music. Master’s thesis, University of Calgary
(Canada), 1990.
11. D. Conklin. Music generation from statistical models. In Proceedings of the AISB
2003 Symposium on Artificial Intelligence and Creativity in the Arts and Sciences,
pages 30–35, 2003.
12. D. Conklin and C. Anagnostopoulou. Representation and discovery of multiple
viewpoint patterns. In Proceedings of the 2001 International Computer Music
Conference, pages 479–485. International Computer Music Association, 2001.
13. D. Conklin and J. G. Cleary. Modelling and generating music using multiple
viewpoints. In Proceedings of the First Workshop on AI and Music, pages 125–
137, Menlo Park, CA, 1988. AAAI Press.
14. D. Conklin and I. H. Witten. Multiple viewpoint systems for music prediction.
Journal of New Music Research, 24:51–73, 1995.
15. A. Cont, S. Dubnov, and G. Assayag. Guidage: A fast audio query guided as-
semblage. In Proceedings of International Computer Music Conference (ICMC).
Copenhagen, September 2007.
16. S. Dubnov. Analysis of musical structure in audio and midi using information rate.
In Proceedings of International Computer Music Conference (ICMC), 2006.
17. S. Dubnov, G. Assayag, and A. Cont. Audio oracle: A new algorithm for fast
learning of audio structures. In Proceedings of International Computer Music Con-
ference (ICMC), Copenhagen, September 2007.
18. S. Dubnov, G. Assayag, and R. El-Yaniv. Universal classification applied to musical
sequences. In Proceedings of the 1998 International Computer Music Conference,
pages 332–340. San Francisco: ICMA, 1998.
19. S. Dubnov, G. Assayag, O. Lartillot, and G. Bejerano. Using machine-learning
methods for musical style modeling. IEEE Computers, 36(10):73–80, 2003.
20. D. Huron. Sweet Anticipation: Music and the Psychology of Expectation. MIT
Press, 2006.
21. R. Jha. Abhinav Geetanjali Vol. I–V. Sangeet Sadan Prakashan, 2001.
22. O. Lartillot, S. Dubnov, G. Assayag, and G. Bejerano. Automatic modelling of mu-
sical style. In Proceedings of the 2001 International Computer Music Conference,
pages 447–454. San Francisco: ICMA, 2001.
23. C. Manning and H. Schutze. Foundations of Statistical Natural Language Process-
ing, pages 60–78. MIT Press, 2002.
24. F. Pachet. The continuator: Musical interaction with style. In Proceedings of Inter-
national Computer Music Conference, Gotheborg (Sweden), ICMA, pages 211–218,
2002.
25. M. Pearce. The Construction and Evaluation of Statistical Models of Melodic Struc-
ture in Music Perception and Cognition. PhD thesis, City University, London,
2005.
26. M. Pearce, D. Conklin, and G. Wiggins. Methods for Combining Statistical Models
of Music, volume 3310, pages 295–312. Springer Berlin, 2005.
355
Multiple Viewpoint Modeling of North Indian Classical Vocal Compositions 13
27. M. Pearce, M. H. Ruiz, S. Kapasi, G. A. Wiggins, and J. Bhattacharya. Un-
supervised statistical learning underpins computational, behavioural and neural
manifestations of musical expectation. NeuroImage, 50(1):302–313, 2010.
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Abstract. Predictive processing is a fundamental process in music cog-
nition. While there are a number of predictive models of melodic struc-
ture, fewer approaches exist for harmony/chord prediction. This paper
compares the predictive performance of n-gram, HMM, autoregressive
HMMs as well as feature-based (or multiple-viewpoint) n-gram and Dy-
namic Bayesian Network Models of harmony, which used a basic set
of duration and mode features. The evaluation was performed using a
hand-selected corpus of Jazz standards. Multiple-viewpoint n-gram mod-
els yield strong results and outperform plain HMM models. However,
feature-based DBNs outperform n-gram models and HMMs when incor-
porating the mode feature, but perform worse when duration is added
to the models. Results suggest that the DBNs provide a promising route
to modelling tonal harmony.
Keywords: Music; Harmony; Graphical Models; n-gram models; Dy-
namic Bayesian Networks; Cognitive Modelling; model comparison
1 Introduction
“A mind is fundamentally an anticipator, an expectation-generator.” (Dennett,
1996: 57) . Prediction and expectancy formation are fundamental features of our
cognitive abilities. The ability to form accurate predictions is important from an
evolutionary perspective, ranging from interaction, visual and non-visual per-
ception, synchronisation, complex motor action, or complex communication, be
it language or music. Likewise musical expectancy is indispensible for a vari-
ety of human musical interactions involving perception, attention and emotion,
performance, co-ordination and synchronisation, improvisation, dance. Musical
styles ground on established ways to play with patterns of expectancy (such as
anticipation, suspense, retardation, revision, garden-path sequences, and decep-
tive sequences) in order to trigger emotions [20],[11] through the autonomous
nervous system based reward and other mechanisms linked with predictive sys-
tems [12],[43]. Thus modelling human predictive capacities are fundamental for
computational cognitive or interactive models of music.
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Harmony is one of the core, and at the same time very complex features of
Western tonal music. It is a contingent feature of (only) Western music that
emerged as an independent structural feature out of modal polyphony around
1650 and constitutes a fundamental feature across nearly all tonal styles, e.g.
Classical, Pop, Rock, Latin, or Jazz music. Harmony is governed by the inter-
action and sequential organisation of chords as discrete musical building blocks
that constitute tonality and reflect the formal structure of a piece (such as fre-
quent schemata like the 12-bar blues form or rhythm changes in Jazz). In analogy
to linguistic syntax, harmony has been argued to exhibit the organisation of a
tree structure [15], [14], [45], [42], [5] and was found to be processed in the same
(Broca’s) area [16]. Since it governs the mid-level organisation of a piece of mu-
sic, harmony is one of the cornerstones of Western tonal music, notation and its
cognition. Hence a rich model of harmony is fundamental for modelling music
cognition as well as related music information retrieval tasks such as piece iden-
tity/similarity, segmentation, coversong identification, harmonic analysis, search-
ing, indexing, genre classification or generation.
There are plenty of computational models of harmony in the context of com-
putational musical analysis [46],[47] and music information retrieval. This study
addresses specifically the problem of harmonic prediction. While much research
was done in cognitive studies of melodic and harmonic prediction [48], [43] as well
as in modelling melodic prediction (e.g. [30], [29], [26], [27], [13]), comparably
little computational work on predictive cognitive modeling of harmony has been
done. One successful step to improve predictive n-gram models of melody was
the multiple-viewpoint technique [3], [31], which takes different musical features
(like duration, onset, scale degree, etc.) into account in order to enhance melodic
prediction. This form of feature-based prediction was, however, mostly used for
n-gram models and only preliminarily for models of harmony [50]. An approach
using similar feature-based HMM or Dynamic Bayesian network models was em-
ployed for the problem of automatic chord transcription [19], [28]. DBNs were
also successfully employed for note transcription using chords as predictors [33].
Plain n-gram models were used for modelling harmonic structure in a Bach
chorale corpus [37], [40], [49], [39], or composer style representation [23]. While
different methods for melodic or harmonic n-gram models and representations
were compared by [30] and [44], the performance of different types of predictive
harmonic models has not been compared. The contribution of this paper is to
evaluate plain and feature-based n-gram and graphical models for the prediction
of harmony based on a large Jazz corpus.
2 Methods
2.1 Problem setting
Formally, harmonic structure describes a piece of music as a timeseries of dis-
crete, non-overlapping musical building blocks (chords) drawn from a compa-
rably small finite alphabet that feature timing information (metrical structure,
onset and duration). The problem of harmony prediction can be expressed as a
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common sequence prediction task for strings of discrete, symbolic events. Given a
sequence of events ei, we let e
b
a denote the subsequence ranging from the indices
a to b, employing the notation by [30]. The task is easily specified as modeling
the predictive probability distribution p(et|et−11 ) of each of the single subsequent
events et in the chord sequence e
T
t given the sequence of past events e
t−1
1 . For the
current modelling endeavour, we are only focussing on the problem of modelling
which chord is expected rather than when it is expected. As outlined above, the
complexity and rich structure of tonal harmony renders it a challenging mod-
eling task which is particularly relevant from a cognitive as well as algorithmic
generation perspective.
2.2 Representation
One common problem when modelling harmonic structure is the fact that var-
ious forms of harmonic representation are used. In Jazz notation as well as in
the formal representation of [9], chords are characterised by root, type, degree
attributes and bass note. Such a set of features forms a common denomina-
tor shared by different representations (except functional theories, e.g. [36]).
According to this representation a chords is represented as specialised sets of
pitch classes (roots) with features. A chord symbol such as E[ aug7 9G indicates
a (implied fundamental) root, here E[, a chord type, here aug representing an
augmented chord, chord attributes, here 7 9, and a bass note, here G represent-
ing the pitch class played in the bass. The richness of this representation and
number of chord types is in contrast to frequently employed reduced represen-
tations using only 24 major and minor triads (or additional diminished chords),
as for instance in the 2008 MIREX task, a fact noted by [19], [44] and others.
In the present study a chord was only represented by the Cartesian product of
root and type (e.g. C]m, D[ dim, G aug) since the other attributes were not
sufficiently consistent or correct in the corpus (see below). In addition, we used
information about chord duration and mode of the piece.
In total, the data set used here consisted of information drawn from the
Cartesian product of chord root, type, duration, and mode (major or minor)
of the piece. Due to the considerable computational complexity of the DBN
models we refrained from using more additional features in order to motivate this
study as a proof-of-concept implementation and a baseline comparison. For the
representation of the chord root pitch class, correct enharmonic pitch spelling
was used (e.g., C] 6= D[, F[ 6= E\) since this more precise information was
available in the corpus and since chord (or pitch) function differs depending on
enharmonic pitch spelling and context (for instance, a E[ chord in Dminor may
function as tritone substitute of the dominant or Neapolitan chord, if it is a sixth
chord, while a D] chord is relatively rare and does not fulfill such functions in
Dminor). For this purpose we were employing the base-40 representation [10].
The root alphabet consisted of {C[[, C[, C,C], C]],D[[, ...}. The chord type
alphabet occuring in the corpus was {maj,min, dim, hdim, aug, alt, sus}. Two
additional padding symbols in the alphabet denoted the beginning and end of a
piece. Further, chord duration (dur) was represented in beats, and mode (of the
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Fig. 1. Representation of harmony exemplified by the standard ”You must believe in
Spring” (above in Real Book style). The top part of the table represents the (relevant)
harmony information coded in the corpus. Features used for the model comparison are
marked by an asterisk.
Em7b5 Bb7 A7 Dm Dm#5 Dm6 D7 Gm7 C·7 C7 E0\F F^7
4
4&b ‰ œ œ œ
œ
œ
œ#
œ œ œ œ œ ˙
‰ œ œ
œ
œ
œ
œ
œ œ œ œ œ ˙
Chord Em7b5 Bb7 A7 Dm Dm]5 Dm6 D7 Gm7 C7sus C7 Edim/F FMaj7
bar 1 1 1 2 2 2 2 3 3 3 4 4
beat 0 2 3 0 1 2 3 0 2 3 0 2
root* E Bb A D D D D G C C e F
type* hdim maj maj min min min maj min sus maj dim maj
bass E Bb A D D D D G C C F F
att (7b5) 7 7 - ]5 6 7 7 7 7 - M7
chord* E hdim Bb maj A maj D min Dmin D min D maj G min C sus C maj E hdim F maj
dur* 2 1 1 1 1 1 1 2 1 1 2 2
piece) as binary variable (major / minor). Altogether an alphabet of 135 chord
symbols occurs in the corpus.
2.3 Models
According to the considerations outlined above, we compared three types of
models, (i) multiple viewpoint n-gram models that have been very successfully
used (mostly for modelling melody), (ii) HMMs which were also commonly used
for musical applications. Further we propose (iii) a novel type of graphical model
extending the HMMs by a feature-based approach in analogy to the n-gram
methodology.
Multiple Viewpoint n-Gram Models Multiple viewpoint n-gram models
(feature-based models) were first suggested for the application to music, and
in particular to melodic structure, by [3]. The methodology was extended and
extensively evaluated by [29]. It constitutes the heart of the information dynam-
ics of music model (IDyOM, www.idyom.org). The idea behind the multiple-
viewpoint technique (MVP) is to combine n-gram models for different structural
features, in this case features such as duration, metrical structure or mode (of
the piece). Combined viewpoint models (such as chord⊗mode) project the pre-
diction space down to the viewpoint to be predicted by means of marginalising
over the other viewpoints (see [29],[3] for details). Such n-gram models have
to avoid zero counts and to gain confident predictions between the extremes of
overfitting (based on too large contexts) and using overly unspecific informa-
tion (from too short contexts). A large-scale comparison of different smoothing
and interpolation techniques [30] found that Witten-Bell smoothing [51], [17]
performed best for the case of melodic prediction. Our implementation of har-
monic feature-based n-gram models employed Witten-Bell smoothing and mode,
duration, chord, root and type viewpoints.
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We use κi,n as a shorthand for the predictive context of the n-gram model,
i.e. subsequence ei−1(i−n)+1. The probability distribution p̂(ei|κi,n) of the predictive
event is modelled by the weighted sum of predictions of all available context-
lengths (2). The probability α(κi,n) is approximated by the count c(κi,n) of
n-grams of the given context κi,n and adding a zero-escape approximation to
the denominator, which amounts to the number of the encountered symbol types
t(κi,n). The number of encountered symbol types t(κi,n) is further used to adjust
the weight of the escape count γ(eji ) to be approximately proportional to the
number of symbol types. ζ denotes the alphabet of surface symbols.
κi,n := e
i−1
(i−n)+1 (1)
p̂(ei|κi,n) = α(ei|κi,n) + γ(κi,n) p̂(ei|κi,n−1) (2)
γ(κi,n) =
t(κi,n)∑
c∈ζ c(κi,n) + t(κi,n)
(3)
α(κi,n) =
c(κi,n)∑
e∈ζ c(e|κi,n) + t(κi,n)
(4)
Hidden Markov Models Hidden Markov Models (HMM, [32]) are well-known
and do not require a detailed introduction. They are successfully applied across
domains, including melodic models, harmonisation, harmonic labelling, tran-
scription or audio alignment problems [35], [34], [1], yet not extensively in con-
texts that involve harmonic prediction. An HMM models a discrete symbol se-
quence as a series of symbol emissions the distributions of which are controlled
by an underlying Markov process representing a number of hidden states by a
single discrete random variable. Inference is performed based on maximum like-
lihood estimate using the Baum-Welch algorithm. The likelihood of a sequence
and prediction is computed based on the forward algorithm [32], [22]. We used
the implementation provided by Kevin Murphy’s Bayes Net Toolbox (BNT,[21]).
Feature-Based Dynamic Bayesian Networks While HMMs and related
graphical models have been employed for the case of music and modelling the
relationship of notes and chords [24], [25], [27], [28], we employ a graphical gener-
alisation of the multiple-viewpoint idea that combines and to generalise the idea
of viewpoints/ feature-based prediction as applied successfully in n-gram models
with the flexibility of greater sequential contexts as available to HMM models.
This way the model makes use of the hidden state space as well as principled in-
ference over features compared to the heuristic blending used in n-gram models.
We build on state-space models and Murphy’s research on Dynamic Bayesian
Networks [22]. For applications of chord transcription, [19] used a harmonic DBN
conditioning on key and metrical structure as higher-order model in his tran-
scription system. [28] integrated a representation of metre into the transition
matrix of an extended HMM model. In our suggested architecture we make use
of mode and duration features such that the current hidden state depends not
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only on the previous state but also on mode and/or previous duration (see Fig-
ure 2). We further implemented auto-regressive versions of these models which
combine the feature-based prediction with conditioning on the previous chord,
and hence incorporate the predictive power of bigram models (cf., [22]). The
models were implemented using the unrolled junction tree inference algorithm
within the BNT framework.
Fig. 2. Architecture of the four types of Dynamic Bayesian Networks, unrolled for 4
time steps. The figure displays the plain Hidden Markov Model (top left), and the struc-
ture of its feature-based DBN generalisations using either mode (top right), duration
(bottom left) or both (bottom right). The dotted arrows represent additional auto-
regressive versions of these models.
2.4 Evaluation
The corpus consisted of 1, 631 hand-selected Jazz pieces from the Band-in-
a-Box (BiaB) corpus [6]. Since the original BiaB corpus contained numerous
community-entered pieces which in part contain hundreds of orthographic and
syntactic mistakes, the selection was made by a human Jazz expert. The pre-
pared corpus was divided into a training set of 1, 471 pieces, which featured
107, 505 chords, and a testing set of 160 pieces. The database contained the
BiaB metainformation tags, full chord information, chord onset, chord duration
as well as song structure. The dataset was preprared from the original BiaB
data format based on Mauch’s MGU-format reader [18]. The dataset is available
online at www.mus.cam.ac.uk/CMS/people/mr397/.
For the evaluation, models were trained on the training set and subsequently
evaluated on the testing set by predicting each chord of each individual piece.
Cross-entropy Hm and perplexity PPm measures (5, 6) were averaged across the
corpus.
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Hm(pm, e
T
1 ) = −
1
T
T∑
t=1
log2 pm(et|et−11 ) (5)
PPm(pm, e
T
1 ) = 2
Hm(pm,e
T
1 ) (6)
3 Results and Discussion
3.1 Feature-Based n-Gram Models
Figure 3 displays the results. The performance of the simple feature-less n-gram
models (operating only on the core chord) illustrates that trigram models per-
form best, while higher-order models tend to overfit the data. This confirms the
findings by [30] for melody in the domain of harmony. In order to have a base-line
estimate for the model performance under the impact of knowledge of particu-
lar, idiosyncratic sequences (modelling ”veridic” tonal knowledge or the partial
impact of multiple listening [2], [8]) performance was also computed having the
training set in the testing set (also done by [44]). The increase in performance for
the veridic evaluations shows that the impact of idiosyncratic sequences is high
in 4-grams while 5-gram models are close to be optimal. Perplexity results are
similar to/augment results based on cross-entropy. Under all conditions, 3-gram
models perform best, while higher-order models tend to overfit. The inclusion of
features/viewpoints yields significant improvements over blank n-gram models.3
The improvement when adding mode is relatively small. However, the dura-
tion viewpoint (adding dur and mode⊗ dur) improves performance remarkably.
The mode feature improves performance only slightly. The results thus indicate
that n-grams contain mode information to a large extent. This is plausible given
that single chords or chord progressions distinguish both modes (e.g. Dm7[5 is
unambiguous 2̂ of C minor while Dm identifies 2̂ in C major, Fm G is an
unambiguous minor progression). This is consistent with the distinct differences
between the top major or minor harmonic n-gram frequencies identified in Bach’s
chorales [37]. Thus the additional feature does not yield much further enhance-
ment (this explanation is further underpinned by the fact that the improvement
of including mode is larger for bigram than for trigram oder higher-order mod-
els). In analogy, the combined feature mode⊗ duration yields best performance
and improves the performance for the duration feature only slightly. The reason
why duration improved chord prediction significantly may be that duration is
an indicator of chord stability: for instance, shorter chords may occur ornamen-
tally with respect to other chords [42] and, in consequence, behave differently in
context than more stable, longer chords.
3 Preliminary tests found (unsurprisingly) that the prediction accuracy is considerably
better for the Cartesian product representation of core chords than the viewpoint-
based combination of its components (e.g. root ⊗ type). This confirms the music
theoretical notion that the core components root and type are strongly dependent,
an effect that cannot be captured by treating them as independent viewpoints.
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Fig. 3. N-gram performance results for different plain and feature-based models.
chord veridic chord mode⊗ chord dur ⊗ chord mode⊗ dur ⊗ chord
1-grams 3.09 3.08 3.09 3.09 3.10
2-grams 2.42 2.36 2.38 2.37 2.33
3-grams 2.32 1.97 2.30 2.24 2.22
4-grams 2.38 1.54 2.36 2.25 2.23
5-grams 2.48 1.11 2.46 2.27 2.26
3.2 Hidden Markov Models
Figure 4 displays the performance of the HMM model dependent on the num-
ber of hidden states. The HMM performance reaches its best performance at
around 2.47 (negative cross-entropy) using 65 hidden states. The mean perfor-
mance reaching from 25 to 150 hidden states is, however, 2.49. This indicates
that a large range of models performes at a similar level and that it infers a
comparable amount of information about the chord sequences, independently of
whether the inferred information represented in the prior, hidden states, and
emission vectors reflects music theoretically established distinctions or not. A
large number of hidden states does not improve the performance of the model
and extract further harmonic information. With respect to the overfitting prob-
lem, HMMs of increasing complexity do not exhibit a comparably strong effect
of overfitting as found with n-gram models of increasing context-length: as figure
4 illustrates, the performance decreases comparably slowly for larger numbers of
hidden states. Hence HMMs are to some extent more robust with respect to the
problem of overfitting. The extent to which the model structure reflects human
theoretical knowledge remains to be addressed in further research.
The overall predictive power of HMM models is worse compared with n-gram
models. Even the best performing HMMs rank lower than 2-bigram models.
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Fig. 4. Performance of plain HMMs.
This finding matches with common results that n-gram models generally tend
to outperform other types of models when it comes to prediction accuracy (cf.
[17]). The poor performance of HMMs motivates the exploration of enhanced
feature-based graphical models in order to improve the predictive power.
3.3 Feature-Based Dynamic Bayesian Networks
The intention behind the feature-based DBNs was to combine the strength of
HMM-based sequence modeling with incorporating additional feature informa-
tion. However, such extensions increase the model complexity considerably and
hence, only a small fraction of the design space of these types of models could
be explored within reasonable time constraints. Since such graphical viewpoint
models have not been evaluated for harmony prediction, the current results con-
stitute a proof of concept and provide estimates of their performance. Table 1
displays the results for the different types of candidate architectures. Every time
chord symbols were encoded as Cartesian products of their components because
preliminary results showed that models in which these features were separated
performed worse.
As expected, auto-regressive HMMs (without viewpoints) perform better
than bigram models even with small numbers of states. This confirms that the
autoregressive conditioning on the previous chord symbol is (at least) equivalent
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Table 1. Results for Hidden Markov Models and Dynamic Bayesian Networks incor-
porating different feature combinations, numbers of hidden states (hid) and optimal
HMM performance for reference. Performance is represented in terms of negative cross-
entropy and perplexity.
HMM DBNs
chord mode⊗ chord dur ⊗ chord dur ⊗mode⊗ chord
hid -CE PP hid -CE PP hid -CE PP hid -CE PP
30 2.51 6.12 30 2.42 5.79 30 2.36 5.57 30 2.35 5.65
90 2.48 5.90 90 2.28 5.34 90 2.29 5.55 130 2.41 7.48
130 2.48 5.96 130 2.26 5.45
best
65 2.47 5.91
Auto-regressive models
chord mode⊗ chord dur ⊗ chord
hid -CE PP hid -CE PP hid -CE PP
10 2.36 5.53 10 2.28 5.51 15 2.26 5.50
15 2.36 5.53
25 2.36 5.53
50 2.36 5.53
to a bigram model. The better performance indicates that they encode relevant
information in the hidden states, yet to a limited extent: the performance does
not increase as the number of hidden states increases and they do not reach the
performance of 3-gram models. Accordingly, this extension is found not to be
advantageous for the HMM.
In contrast, when mode is added as a feature, the DBN outperforms both
the mode n-gram models as well as the plain HMM and improves performance
with increasing number of states. This indicates that the adding of the mode
feature strongly increases the performance and that the Dynamic Bayesian Net-
work extracts further distinctive features of major and minor modes than both
other model types. Again this may imply that the model draws information from
the longer available context. In contrast to the plain models, the auto-regressive
extension of this DBN in turn does not yield additional improvement. Yet con-
ditioning on mode renders the feature-based DBN the best performing model
for this feature.
For the present sample computations, the additional duration feature condi-
tioning on the hidden states raises the model complexity drastically but does not
yield an improvement of performance compared with the mode feature or the
plain HMM (the improvement achieved by auto-regressive conditioning, however,
provides a hint that this complex type of model performs as good as the (best)
yet simpler mode-featured DBN). Nonetheless none of the DBN models can make
comparably efficient use of the additional information embodied in chord dura-
tions as multiple-viewpoint n-gram models (reaching a performance of 2.24 and
2.22, see Figure 3). We assume that the comparably weak performance of the
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model was due to the fact, that a proportion of the duration values was sparse
and that the implementation based on the BNT toolbox lacked specific methods
to deal with this problem (to be addressed in future model development). Not
surprisingly, the DBN model which combined both mode and duration informa-
tion performed at the level of the respective multiple-viewpoint bigram models,
its performance was, however, much lower than the trigram model performance.
This is likely to be due to the same sparsity problem of the distribution of
duration values.
Altogether the results show that the inclusion of additional feature infor-
mation enhances the prediction (and modelling) of harmony. When only chord
information was used, n-gram models strongly outperformed HMM models. Au-
toregressive HMMs, however, achieved a performance improvement over bigram
models. When using all available information (chord, mode and duration), n-
gram models performed best, which may be explained by the application of en-
hanced smoothing methods dealing with data sparsity in duration values. Using
only mode information, DBN and autoregressive DBN models performed best.
This suggests that the combination of combining feature information (without
sparsity) and the longer available context yields predictive performance better
than n-gram models. This finding suggests that the further development of more
advanced feature-based DBN models may provide a promising flexible type of a
graphical predictive, cognitive model.
4 Conclusion
The paper presented a comparison of a set of feature-based n-gram, HMM and
graphical feature-based Dynamic Bayesian Network models with repsect to pre-
dictive modelling of complex harmonic structure in music. These models are im-
portant for computational, cognitive and descriptive approaches to music as well
as practical applications in terms of generation or real-time interaction. A model
comparison showed harmonic prediction improved taking mode or duration in-
formation into account. The improvement using mode, however, was comparably
small reflecting that differences between both modes are to an extent already
reflected in short chord fragments [37]; thus incorporating a dynamic mode fea-
ture may be expected to yield only small further improvment. This underpins
that harmonic structure is governed not only on mere chord information but also
temporal, key or potentially other features. Multiple-viewpoint n-gram models
[3],[29] produced best results when duration information is utilised. When only
using mode information, however, they are outperformed by feature-based DBNs.
These proof-of-concept evaluations illustrate that feature-based DBNs combining
the feature approach with the HMM architecture constitutes a promising avenue
for further predictive and cognitive modelling of harmony. However, in order to
arrive at rich cognitive models further refinements of feature-based model types
are required in order to incorporate inference and prediction of metrical struc-
ture, dynamic features (like key or mode changes) as well as higher-order features
like scale-degree or tonal function (similarly to higher-order melodic viewpoints,
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[3], [29]). Moreover, from a theoretical perspective the organisation of harmonic
sequences was argued to be hierarchical and exceed simple local Markovian de-
pendencies [45], [38], [40], [42], which in turn may suggest that computational
models of similar complexities would yield further improvement.
Ultimately the cognitive aspect of the prediction task requires human base-
line measures since the criterion of optimality for the computational models is
not most accurate prediction but similar behaviour as human minds – otherwise,
intentional musical effects of unpredictable structures like harmonic garden-path
or surprise sequences could not be modeled. Future comparison with human ex-
perimental results from priming or event-related potential studies may yield fur-
ther insights into to cognitive adequacy of such probabilistic models and human
predictive information processing [43].
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9. Harte, C., Sandler, M., Abdallah, S.A., Gmez, E.: Symbolic representation of mu-
sical chords: A proposed syntax for text annotations. In: Proceedings of the 6th
International Conference on Music Information Retrieval (ISMIR), pp. 66–71 (2005)
10. Hewlett, W.B.: A base-40 number-line representation of musical pitch notation.
Musikometrika 4,1–14 (1992)
11. Huron, D.: Sweet Anticipation: Music and the Psychology of Expectation. MIT
Press, Cambridge, Massachusetts (2006)
12. Koelsch, S.: Towards a neural basis of music-evoked emotions. Trends in Cognitive
Sciences 14(3), 131–137 (2010)
13. Lavrenko, V., Pickens, J.: Polyphonic music modeling with random fields. In: Pro-
ceedings of ACM Multimedia, Berkeley, CA (2003)
14. Lerdahl, F.: Tonal Pitch Space, Oxford University Press, New York (2001)
15. Lerdahl, F. and Jackendoff, R.: A Generative Theory of Tonal Music. MIT Press,
Cambridge, MA (1983)
16. Maess, B., Koelsch, S., Gunter, T.C., Friederici, A.D.: Musical syntax is processed
in broca’s area: An meg study. Nature Neuroscience 4(5):540–545 (2001)
368
Comparing Feature-based Models of Harmony 13
17. Manning, C.D., Schütze, H.: Foundations of Statistical Natural Language Process-
ing. MIT Press, Cambridge, MA:, 1999.
18. Mauch, M., Dixon, S., Harte, S., Casey, M., Fields, B.: Discovering chord idioms
through Beatles and Real Book songs. In: 8th International Conference on Music
Information Retrieval (ISMIR) (2007)
19. Mauch, M., Dixon, S.: Simultaneous estimation of chords and musical context from
audio. IEEE Transactions on Audio, Speech, and Language Processing 18(6),1280–
1289 (2010)
20. Meyer, L.B.: Emotion and Meaning in Music. University of Chicago Press, London
(1956)
21. Murphy, K.: The bayes net toolbox for matlab. Computing Science and Statistics
33 (2001).
22. Murphy, K.: Dynamic Bayesian Networks: Representation, Inference and Learning.
PhD thesis, UC Berkeley (2002)
23. Ogihara, M., Li, T.: N-Gram chord profiles for composer style identification. 9th In-
ternational Conference on Music Information Retrieval (ISMIR), pp. 671–676 (2008)
24. Paiement, J.F., Eck, D., Bengio, S.: A probabilistic model for chord progressions.
In 6th International Conference on Music Information Retrieval (ISMIR) (2005)
25. Paiement, J.F.: Probabilistic Models for Music. PhD thesis, Ecole Polytechnique
Fdrale de Lausanne (2008).
26. Paiement, J.F., Bengio, S., Eck, D.: Probabilistic models for melodic prediction.
Artificial Intelligence 173(14), 1266–1274 (2009)
27. Paiement, J.F., Grandvalet, Y., Bengio, S.: Predictive models for music. Connec-
tion Science 21(2-3), 253–272 (2009)
28. Papadopoulos, H., Peeters, G.: Joint estimation of chords and downbeats from
an audio signal. IEEE Transactions on Audio, Speech, and Language Processing
19(1),138–152 (2011)
29. Pearce, M.T.: The construction and evaluation of statistical models of melodic
structure in music perception and composition. PhD thesis, City University, Lon-
don(2005)
30. Pearce, M.T., Wiggins, G.A.: Improved methods for statistical modelling of mono-
phonic music. Journal of New Music Research 33(4), 367–385 (2004)
31. Pearce, M.T., Wiggins, G.A.: Expectation in melody: The influence of context and
learning. Music Perception 23(5), 377–405 (2006)
32. Rabiner, L.R.: A tutorial on hidden markov models and selected applications in
speech recognition. Proceedings of the IEEE 77:257–286 (1989)
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Abstract. Computational reasoning about musical structure (in partic-
ular, pattern, shape, and motion), with a perceptual and mathematical
basis in simplicity.
Keywords: Musical structure, artificial intelligence, computer models,
simplicity
1 An Information Processing Task
Paralleling a theory of vision (as stated e.g. by Marr [1]), it is possible to treat
musical listening as an information processing task. In computational vision
research, input is known as “I” for image, and the goal is to find functions that
elucidate various properties of this image. The dual to this can be found in the
(drawing-automaton) work of Harold Cohen [2], who asks “what is the minimum
condition under which a set of marks functions as an image?” Both questions
are also fundamental questions for music research, with the “images” in question
being musical instead of visual.
Marr’s three levels of description for an information processing task are the
computational, the algorithmic, and the hardware. At the computational level,
we can ask what is the function (or program) to be computed; at the algorithmic
level we ask what are the types or the language in which such a function may
be expressed; at the hardware level, we ask how functions in the language can
be run on a physical computer (or brain).
This paper is focused at the algorithmic level, on the development of a few
types for reasoning about musical structure.3 The goal is to facilitate a higher
level of structural description, so that further studies at the computational level
(these may be statistical, musicological, generative, etc.) may be carried out on
multi-dimensional complexes of pattern and shape, rather than on sequences of
notes.
It is useful for a system of types to be composable. A composable system
is one in which higher-level types can always be built from lower-level types
3 These types have been implemented as part of a large-scale musical AI project, and
can be explored through an interactive visualization system. Promising experiments
have been made towards using types to direct “orchestrations” in order to sonify
aspects of an analysis.
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without having to define new types or composition functions at each new level.
For example, given a type list and a function to put (any) things together into
a list, we automatically get lists of lists of lists of lists and so on.
The types proposed for describing musical structure fall into the three cate-
gories of pattern, shape, and motion.4 These types are composable, allowing us
to speak of a pattern of patterns, a shaped and patterned motion, a pattern that
has a shape, and so on.5 With just a few definitions, therefore, it is possible to
build from local structure up to the large scale.
In order for types to be composable, it is necessary that they be rational
(i.e. logical or algebraic). Therefore, commonplace music-theoretic notions such
as the labeling of harmonies, keys, or typical forms are avoided. Any system
of labeling that is non-exhaustive is an empirical system, based on knowledge
(and theorization) of existing music. The rational methodology we propose is
exhaustive in the sense that we can’t “look for”ABA patterns without also seeing
AAA, ABB, ABC, ABCD, and so on. In the computational study of music, it
makes sense for a rational level to come first. Later studies may impose or deduce
an empirical level on top of the basic rational level, perhaps by constraining
general types to fit a particular theory or answer a particular question, or by
using statistical techniques on musical corpora.
Since questions of style and musical “language” are empirical, the utility of a
system of rational types should not depend on the kind of music to which they’re
applied. At a rational level of structural analysis, we do not need to know the
context or genre of the music in advance of the analysis.
What is required is a theorization of basic musical material and its possi-
bilities. For example, we assume nothing of a melody but that it’s a succession
of pitches, each with a duration, and that pitch may be represented as a total
ordering (i.e. for two pitches X and Y , there are exactly three options: X is
higher than Y , Y is higher than X, or they are equal). Given an input “image”
of this sort, what kinds of structures are inevitably found within?
1.1 Simplicity
On a strictly mathematical basis, there are many possible answers to the fore-
going question. To narrow the field, we can ask “what kinds of structures might
be interesting to explore?”
Since music is made by and for the human mind, an interesting analysis
might recognize the kinds of structures that would be most obvious to a hu-
man: simple structures. Simplicity is interesting because in music, as elsewhere,
the simplest things are the most salient (obvious), and certainly all music dis-
tinguishes within its discourses differing degrees of salience. Composing music
implies managing saliences, since it is these that bubble to the surface of a piece
of music, participating in its character. A structural musical analysis examining
4 A fourth category, texture, has not yet been developed.
5 As an example of a pattern with motion, consider ABABBABBBABBBBABBBBB,
where the B segments display a (patterned) growth.
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the management of saliences has a chance of revealing something about how
music may be composed and how it may be heard.
Simplicity provides a perceptual basis for music analysis; it also serves as an
effective base case for reasoning, allowing a systematic analysis of basic musical
material. While we cannot speak of maximally complex music, the simplest ways
to make a piece of music can be enumerated.
Likewise, the simplest ways to make a pattern, a shape, or a motion can be
enumerated. The simplest pattern is just repetition of a single term: AAAAAA....
The simplest shapes (in a total ordering such as pitch, or loudness, or set cardi-
nality) are those that are described by just one orientiation: UP or DOWN or
SAME. Motion, as well, is simplest when it proceeds in just one direction.
1.2 Avoiding the Encoding Problem
The questions that follow are somewhat trickier: what is the next simplest pat-
tern? what are the next simplest shapes? And what are the next simplest patterns
and shapes after those?
It is tempting to devise a system to compose a few simple types such that
(for example) any pattern can be encoded under the system.6 After some initial
exploration, we decided to avoid the “encoding problem,” for the reasons that
follow.
Under any coding system, there may be several ways of encoding a given
pattern. We then must ask which encoding to prefer. A common solution is to
prefer the shortest encoding, since it compresses the pattern as much as possible,
thus making use of as much of the pattern’s inherent structure as possible.
However, the search for a shortest encoding is computationally hard (i.e. no
efficient, deterministic algorithm is known).7
Even if we do manage to find (or approximate) a shortest encoding, we are
left with a measure of pattern complexity (or entropy), and a single way of
maximally compressing the pattern. Our problem, however, was not to compress
the pattern, but to describe it in such a way that simplicities are indicated. This
may turn out to take up more bits than the original pattern, since there may be
many interesting things to point out which cannot all be summarized in a single
encoding.
We may instead ask for a few different encodings, or all possible encodings.
But this is still computationally hard, and still of limited utility for our problem.
Imagine we have a pattern that looks like alphabet soup, but every time the term
X appears, it is in a group of Xs such that each group is one term shorter than
the last. Depending on our coding system and the algorithm we use for finding
encodings, this regularity may or may not be expressed somewhere in our results.
But even if it is, it will be located in some encoding of the entire pattern, and
6 Something like this was attempted by [3], and much work was done along these lines
by structural information theorists [4, 5].
7 A non-deterministic, genetic approach to this problem is explored by [6].
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we will still have the task ahead of us of searching through our encodings for
simple patterns.
An alternative approach is to avoid the encoding of non-simple patterns, and
instead to focus on finding simple structures within them. In the alphabet-soup
example above, the system might not be able to provide a concise description of
the entire pattern, but it should be able to point out that in the X dimension,
at least, something simple is happening.
The total “dimensionality” of a piece of music is very large, and may be
impossible to enumerate. A structural description therefore can’t claim to be
exhaustive. Instead, general methods are developed to unyoke structures into
separate dimensions and to synchronize dimensions into higher-order dimensions.
The separation and resynchronization may be directed by a higher-level program,
randomized, guided by the simplicities discovered, or dictated by a combination
of these methods. The composable type system allows any number of dimensions
of pattern, shape, and motion to be explored without requiring the definition of
new types to represent them, or of new functions for discovering and analyzing
them.
In the remainder of this paper, we discuss a few primitive types and means
of combination for musical shape, pattern, and motion. Because space is limited
and work is ongoing, the description provided here is not of a complete system.
2 Shape
Shape can be built on the basis of orientation. Oriented shapes occur everywhere
in every oriented (or quantifiable) aspect of music, including pitch, loudness,
speed, density, and so on.
A simple shape called a chain is described by just one orientation, UP,
DOWN, or SAME. Given a melody, it is easy to decompose its pitch content
into a sequence of chains, with each chain overlapping the next by one pitch.
The chain is a simple type describing a local structure. It is recursively com-
posable to describe large-scale structure. Recursive chains are called Z-chains.8
2.1 Recursive Orientation: Z-chains
First-order Z-chains (or Z-chains described by one orientation), are just chains.
The first step in the composition of chains into second-order Z-chains is the
unyoking of the three orientations into three dimensions. Thus, when chains are
“chained together” to form higher-order chains, the principle of chaining like to
like is observed.
Chains (and Z-chains) can be compared with respect to several different
oriented features, including top pitch (more generally, top value), bottom pitch,
chain length, and interval span. Z-chains are found in one feature at a time.
Having specified a feature and a sequence of nth order Z-chains in one (recur-
sive) orientation, the same simple one-pass algorithm that finds chains is used
8 The Z stands for the zig-zagging shapes that result.
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to find Z-chains of the (n+ 1)th order. For example, given a sequence of chains
going UP and comparing their top pitches, the chaining algorithm decomposes
the sequence into Z-chains (in feature top pitch) with orientations UP-UP, UP-
DOWN, and UP-SAME. The recursive Z-chain algorithm unyokes these new
dimensions, and runs the chaining algorithm again on each.
Each pass of the chaining algorithm is shorter than the last, since at every
subsequent level there fewer chains. The algorithm terminates when it finds only
one chain of a given recursive orientation, since there remains nothing to chain
it to. The algorithm for finding all Z-chains in a sequence (for a given feature)
is efficient, taking time O(n2) where n is the number of items in the sequence.
Fig. 1. Z-chains in “Happy Birthday.” On the left, top pitches UP-UP-UP and bottom
pitches UP-SAME; on the right, tops DOWN-DOWN-UP and bottoms DOWN-UP.
Fig. 2. A large scale fourth-order Z-chain in the first part of Presto from J. S. Bach,
solo violin Sonata I. The outer box encapsulates the repetition.
Figures 1 and 2 illustrate the Z-chain concept over small and large scales,
respectively.
Higher-order Z-chains may skip items in the sequence – in particular they
skip Z-chains in orientations other than their own. This property allows us to
infer that the orientation in question does not exist in a skipped stretch of music.
For a long piece of music, very high-order Z-chains may provide an overview of
some aspects of form, but they may also be fragmentary. Z-chains of second
and third orders, on the other hand, tend to provide compact synopses of short
stretches of music.
Z-chains are based on the concept of chaining like to like. A common motiva-
tion in computational music analysis is to search for repetition. This is often done
by comparing over note n-grams, possibly with a tolerance for error to admit
variation. The Z-chain scheme of chaining like to like, on the other hand, is an
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efficient search for parallelism, allowing similar structures (for a strictly-defined
definition of “similar”, not an error tolerance) to be linked. The link is itself
oriented, so that instead of saying of a structure “here it is, and here it is again”
(as in the search for repetition), a higher-level structure is constructed in which
the component lower-level structures stand in a specified oriented relation to one
another.
2.2 Synchronizing Z-chains
A synchronization function is a means of combining structures in different (or-
thogonal) dimensions. Mini-schemas are made from inclusions (overlaps) of Z-
chains in different orientable features (i.e. top pitch, bottom pitch, chain length,
etc.). Mini-schemas are specified by Z-chains in at least two different features,
and instantiated (as Z-chains are) as lists of chains.
Mini-schemas are constrained to consist of an entire Z-chain of some order
in (at least) one feature, and to consist of consecutive first-order chains. Given
a feature-set minimally including “top pitch” and “bottom pitch,” the union of
all mini-schemas always covers the entire sequence, since every two consecutive
pitch chains have oriented top pitches and bottom pitches.
A mini-schema specification may be instantiated more than once in a given
piece. The multiple instances of a schema need not be note-for-note identical,
they are only “the same” with respect to their multi-feature Z description (and
their compactness with regards to chains). They need not be the same in all
features, but only in the subset of features which is used in their description.
They need not contain the same number of first-order chains.
If there is more than one instance of a given mini-schema, it is possible to
compare instances to discover how the schema is deployed throughout the course
of the piece.
Mini-schemas are illustrated in Figure 3.
3 Pattern
A fact of music is that difference is valued: composers are obliged to produce
music that does not repeat any known music. It is also true that within a single
piece, differentiation is important, since it is difference that articulates form (at
all scales) and through which discourses occur.
In contrast with oriented shape, in which any two terms are comparable
within a total ordering, a comparison of pattern terms tells us only whether
they are equal or unequal. In a pattern like ABA, nothing is known about the
relationship between A and B, except that they are different, while A and A are
the same.
An obvious mode of pattern analysis is the detection of recurrent subse-
quences, for which well-known methods apply. A second mode involves the recog-
nition of “concentric” patterns, in which the ABA pattern is generalized by con-
sidering B as an island in a sea of A. Similarly, the following pattern has an
island of C : (ABBA(CC)ABABAA).
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Fig. 3. Schemas in J. S. Bach: Gigue, Solo violin Partita II. Top half is view of chains
UP, bottom half is chains DOWN. The schemas outlined in lilac in the top half are
defined by constant pitch top, rising pitch bottom. The orange schemas in the lower
view are “hotter”, comprised of the additional feature of constant chain length, shown
with green arcs.
The concentric-pattern algorithm has, as a natural consequence, the effect
of segmenting stand-alone sections such as (ABCABCABCABC)(DEFDEF), in
which no terms in any top level group occur in any other top level group.
It is possible to generate patterns from schemas by comparing instances of
a schema specification under an equality predicate (e.g. exact equality, equality
under transposition, etc.). Among these are sure to be some easily identified as
“canonical,” fully interpretable as structures of repetition within concentricities.
The segmentation of a Bach work composed of two repeating sections proves to
be a trivial consequence of this analysis.
4 Motion
Motion naturally leads us to inquire into rhythm, but here we restrict ourselves
to the motion of schemas. Schemas allow for the construction of “motion shapes”
in the following way. Schemas are partial descriptions: nothing precludes a de-
scription involving three features partially covering a description with just two
features of the three. We may presume that the schema with more synchronized
features is more regular than one with fewer: in McLuhan’s (jazz-influenced) ter-
minology, the more regular schema is the “hotter” pattern, where a “hot pattern”
is said to “drive” perception and a “cool” pattern is said to invite perceptual
completion. The partial covering of a “cool” pattern – involving few features –
by a “hotter” pattern – a superset of the cool pattern – can be thought of as a
heat transition. Figure 4 shows an example.
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Fig. 4. Gigue, near the opening. Differential heat in the same schema, comprising heat
transitions. Red is hottest, i.e most regular, followed by orange and lilac. The boxes
show the Z-chains synchronized by the schemas.
5 Reasoning About Music
One benefit of the foregoing system lies in its ability to bring out formal structure
in arbitrarily simple or complex music, constructing divisions based on pattern-
recurrence of schemas. A further goal is a much more extensive elaboration
showing the interrelation of the parts of music.
The aim, in the material presented, was the generation of a “primary” (and
deterministic) level of musical objects. More objects are constructed by discov-
ering further relations, generating more shapes and patterns, at which point the
system is fully re-entrant. For example, each instance of a schema yields a pat-
tern of length in its base chains: the pattern can be treated as a Z-chain, whose
synchronicity with any other features can be schematized. From this point on,
analysis may proceed non-deterministically, since object generation is potentially
unlimited, and the possibilities of synchronization are vast.
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Abstract. A recent system combining sparse representation classifica-
tion (SRC) and a perceptually-based acoustic feature (ATM) [31, 30, 29],
is reported to outperform by a significant margin the state of the art in
music genre recognition, e.g., [3]. With genre so difficult to define, this re-
markable result motivates investigation into, among other things, why it
works and what it means for how humans organize music. In this paper,
we review the application of SRC and ATM to recognizing genre, and
attempt to reproduce the results of [31] where they report 91% accuracy
for a 10-class dataset. We find that only when we pose the sparse rep-
resentation problem with inequality constraints, and, more significantly,
reduce the number of classes by half, do we begin see accuracies near
those reported. In addition, we find evidence that this approach to clas-
sification does not benefit significantly from the features being based on
a perceptual analysis.
1 Introduction
Simply because we lack clearly definitive examples, and any utilitarian defini-
tions, the automatic recognition of music genre is different from other tasks in
music information retrieval. The human categorization of music seems natural,
yet appears fluid and often arbitrary by the way it appears motivated by more
than measurable characteristics of audible changes in pressure [9, 26, 17]. Extra-
musical information, such as artist fashion, rivalries and the fan-base, associated
dance styles, lyrical subjects, societal and political factors, religious beliefs, and
origins in time and location, can position a particular piece of music into one
category or another, not often without debate [38]. With the changing fashions
of communities and the needs of companies, new genres are born [17]. And gen-
res become irrelevant and lost, though we might still hear the recorded music
and classify it as something entirely different.
It seems daunting then to make a computer recognize genre with any success.
Yet, in developments between 2002 and 2006 [23], we have seen the accuracy of
such algorithms progress from about 60% — using parametric models created
from bags of features [43] — to above 80% — aggregating features over long time
scales and boosting weak classifiers [3]. The majority of approaches developed
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so far use features derived only from the waveform, and/or its symbolic form.
Some work has also explored mining user tags [27] and written reviews [1], or
analyzing song lyrics [22]. Since humans have been measured to have accuracies
around 70% after listening to 3 seconds of music — which surprisingly drops
only down to about 60% for only half a second of listening [13] — the results of
the past decade show that the human categorization of music appears grounded
to a large extent in acoustic features, at least at some coarse granularity.
Recently, we have seen a large leap in genre classification accuracy. In [31, 30,
29], the authors claim that with a perceptually-motivated acoustic feature, and
a framework of sparse representation classification (SRC) [46], we move from
82.5% accuracy [3] to up to 93.7%. SRC, which has produced very promising re-
sults in computer vision [46, 47] and speech recognition [11, 35], can be thought
of as a generalization of k-nearest neighbors (kNN) for multiclass classification
with many important advantages. It is a global method, in the sense that it clas-
sifies based on the entire training set; and it does not rely only on local similarity
information as does kNN. SRC can prevent overcounting of neighborhood infor-
mation by virtue of its emphasis on sparsity in the representation. Additionally,
SRC assigns a weight to each training set sample, thus quantifying the degree
of its importance. All of these points make SRC a strong classification method.
The massive improvement in genre recognition that accompanies this ap-
proach motivates many questions, not only about what is working and why it
is working so well, but also about how we perceive rich acoustic scenes, and
the way we think and talk about music. For instance, are these purely acoustic
features so discriminative because they are modeled on the auditory system of
humans? Since the features in [31] are computed from segments of very long
duration (30 s), how robust is the method to shorter observations, e.g., can it
reach 60% for 500 ms? Do its misclassifications make sense, and to some extent
forgivable? Do the features cluster in a sensible way, and do subgenres appear
as smaller clusters within larger clusters? Can we compute high-level descriptors
from these features, such as rhythm, harmony, or tempo?
In this work, we review the approach proposed in [31], and describe our
attempt to reproduce the results, making explicit the many decisions we have
had to make to produce the features, and to build the classifier. The accura-
cies we observe, however, are 30–40% inferior to those in [31], even with the
improvement we observe when posing the sparse representation problem using
inequality constraints rather than the equality constraints specified in [31, 30,
29]. Only when we reduce by half the number of classes tested in [31] do we
see the reported high accuracies. In addition, we find evidence that the per-
ceptual nature of the features has no significant impact on the classifier ac-
curacy. We make available our MATLAB code, both classification and feature
extraction, with which all results and figures in this article can be reproduced:
http://imi.aau.dk/~bst/software/.
2 Background
We now review SRC from a general perspective, and then we review modulation
analysis for feature extraction, and its application specifically to music genre
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recognition. Throughout, we work in a real Hilbert space with inner product
〈x,y〉 := yTx, and p-norm ‖x‖pp :=
∑
i |[x]i|p, for p ≥ 1, where [x]i is the ith
component of the column vector x.
2.1 Classification via sparse representation in labeled features
Define a set of N labeled features, each belonging to one of C enumerated classes
D := {(xn, cn) : xn ∈ Rm, cn ∈ {1, . . . , C}}n∈{1,...,N} . (1)
And define Ic ⊂ {1, . . . , N} as the indices of the features in D that belong to
class c. Given an unlabeled feature y ∈ Rm, we want to determine its class using
D. In kNN, we assume that the neighborhood of y carries class information,
and so we classify it by a majority vote of its k-nearest neighbors in D. Instead
of iteratively seeking the best reconstruction of y by a single training sample
(i.e., its ith nearest neighbor), we find a reconstruction of y by all training
samples. Then we choose the class whose samples contribute the most to the
reconstruction. We have SRC when we enforce a sparse reconstruction of y.
SRC essentially entails finding nearest to an unlabeled feature its linear ap-
proximation by class-restricted features. To classify an unlabeled feature y, we
first find the linear combination of features in D that constructs y with the
fewest number of non-zero weights, regardless of class membership, posed as
min
a∈RN
‖a‖0 subject to y = Da (2)
where we define the m × N matrix D := [x1|x2| . . . |xN ], and the pseudonorm
‖a‖0 is defined as the number of non-zero weights in a := [a1, a2, . . . , aN ]T . We
might not want to enforce equality constraints, and so we can instead pose this
min
a∈RN
‖a‖0 subject to ‖y −Da‖22 ≤ ε2 (3)
where ε2 > 0 is a maximum allowed error in the approximation. All of this, of
course, assumes that we are using features that are additive. We can extend this
to non-linear combinations of features by adding such combinations to D [35],
which can substantially increase the size of the dictionary.
We now define the set of class-restricted weights {ac}c∈{1,2,...,C}
[ac]n :=
{
an, n ∈ Ic
0, else.
(4)
The non-zero weights in ac are thus only those specific to class c. From these,
we construct the set of C approximations and their labels Y(a) := {ŷc(a) :=
Dac}c∈{1,2,...,C}, and we assign a label to y simply by a nearest neighbor criterion
ĉ := arg min
c∈{1,...,C}
‖y − ŷc(a)‖22. (5)
Thus, SRC picks the class of the nearest approximation of y in Y(a).
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We cannot, in general, efficiently solve the sparse approximation problems
above [8], but there exist several strategies to solve them. We briefly review
the convex optimization approaches, but [42] provides a good overview of many
more; and [48] is a large study of SRC using many approaches. Basis pursuit
(BP) [6] proposes relaxing strict sparsity with the convex `1-norm
min
a∈RN
‖a‖1 subject to y = Da. (6)
And without equality constraints, BP denoising (BPDN) [6] poses this as
min
a∈RN
‖a‖1 subject to ‖y −Da‖22 ≤ ε2. (7)
One could also change the `2 error to `1 to promote sparsity in the error [47, 12].
We have the LASSO [41] when we switch the objective and constraint of BPDN
min
a∈RN
‖y −Da‖22 subject to ‖a‖1 ≤ ρ (8)
where ρ > 0. Furthermore, we can pose the problem in a joint fashion
min
a∈RN
1
2
‖y −Da‖22 + λ‖a‖1 (9)
where λ > 0 tunes our preference for sparse solutions versus small error.
Along with using the `1 norm, we can reduce the dimensionality of the prob-
lem in the feature space [47]. For instance, the BPDN principle (7) becomes
min
a∈RN
‖a‖1 subject to ‖Φy −ΦDa‖22 ≤ ε2 (10)
where Φ is a fat full-rank matrix mapping the features into some subspace. To
design Φ such that the mapping might benefit classification, we can compute
it using information from D, e.g., by principal component analysis (PCA) or
non-negative matrix factorization (NMF), or we can compute it non-adaptively
by random projection. With PCA, we obtain an orthonormal basis describing
the directions of variation in the features, from which we define ΦT as the d ≤ m
significant directions, i.e., those having the d largest principal components.
Given d ≤ m, NMF finds a positive full rank m× d matrix U such that
min
U∈Rm×d+
1
N
N∑
n=1
‖xn −Uvn‖22 subject to vn  0. (11)
The full-rank matrix U contains d templates that approximate each feature in
D by an additive combination. Thus the range space of U provides a good
approximation of the features in D, with respect to the mean `2-norm of their
errors. In this case, we make ΦT := (UTU)−1UT .
Finally, we can reduce feature dimensionality by random projection [7, 4,
21], where we form the entries of Φ by sampling from a random variable, e.g.,
Normal, and without regard to D. We normalize the columns to have unit `2-
norm, and ensure Φ has full rank. While this approach is computationally simple,
its non-adaptivity can hurt classifier performance [21].
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2.2 Modulation Analysis
Modulation representations of acoustic signals describe the variation of spectral
power in scale, rate, time and frequency. This approach has been motivated by
the human auditory and visual systems [44, 15, 36, 40, 24]. In the literature, we
find two types of modulation representations of acoustic signals, which seemingly
have been developed independently. One might see these approaches as a form
of feature integration, which aggregate a collection of small scale features.
In [44, 24], the authors model the output of the human primary auditory
system as a multiscale spectro-temporal modulation analysis, which [44] terms
a “reduced cortical representation” (RCR). To generate an RCR, one first pro-
duces an “auditory spectrogram” (AS) approximating the time-frequency dis-
tribution of power at the output of the early stage of the auditory system [49].
This involves filtering the signal with bandpass filters modeling the frequency re-
sponses of the hair cells along the basilar membrane, then calculating activations
of the nerve cells in each band, and finally extracting a spectral power estimate
from the activation patterns [49, 44, 24]. In the next step, which models the cen-
tral auditory system, one performs a “ripple analysis” of the AS, giving the
local magnitudes and phases of modulations in scale and modulation rate over
time and frequency [44, 24]. This procedure uses 2-D time-frequency modulation-
selective filters, equivalent to a multiresolution affine wavelet analysis sensitive
to fast and slow upward and downward changes in frequency [44]. To obtain
spectro-temporal modulation content [24], one integrates this four-dimensional
representation over time and/or frequency.
A similar representation is proposed in [15], where the authors extract mod-
ulation information by applying a Fourier transform to the output of a set of
bandpass filters modeling the basilar membrane. The magnitude output of this
gives a time-varying modulation spectrogram. One could instead apply a wavelet
transform to each row of a magnitude spectrogram, and then integrate the power
at each scale of each band along the time axis. This produces a modulation rate-
scale representation [40].
Motivated by its perceptual foundation [49, 44], and success in automatic
sound discrimination [45, 24], the work of [28] appears to be the first to use
modulation analysis features for music genre recognition, which they further re-
fine in [31, 30, 32]. In [28], the authors use the toolbox by the Neural Systems
Laboratory (NSL) [33, 34] to derive an RCR and perform a ripple analysis. They
then average this across time to produce tensors of power distributed in modula-
tion rate, scale, and acoustic frequency. While the features in that work are built
from the RCR [44, 24], the features used in [31, 30] are a joint scale-frequency
analysis [40] of an AS created from the model in [49]. This feature, which they
call an “auditory temporal modulation” (ATM), describes power variation over
modulation scale in each primary auditory cortex channel.
3 Recreating the Features and Classifier of [31]
In this section, we first describe how we generate ATM features, which are de-
scribed in part in [31, 32]; and then we describe the approach to classify an ATM
using SRC presented in part in [31].
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3.1 Building Auditory Temporal Modulations
The authors take 30 seconds of music, downsample it to 16 kHz, then make it
zero mean and unit variance. They then compute an AS following the model of
the primary auditory system of [49], except they use a constant-Q transform of
96 bandpass filters covering a 4-octave range (24 filters per octave), whereas [49]
uses an affine wavelet transform of 64 scales covering 5 octaves from about 173 Hz
to 5.9 kHz. Finally, they pass each channel of the AS through a Gabor filterbank
sensitive to particular modulation rates, and form the ATM by integrating the
energy output at each filter.
To create ATMs, we have tried to follow as closely as possible the description
in [31, 32]. We first generate a constant-Q filter bank with 97 bands spaced over a
little more than four octaves, with Nf = 24 filters per octave. We center the first
filter at 200 Hz because that is specified in [49]. The last filter is thus centered
on 3200 Hz. Since in [49] the model of the final stage of the primary audio cortex
computes first-order derivates across adjacent frequency bands, we end up with
a 96 band AS as specified in [31, 32].
We create our constant-Q filter bank as a set of finite impulse response filters
designed by the windowing method [25]. Since it is not mentioned in [49, 31, 32],
we make all filters independent, and to have the same gain. To generate the
impulse responses of our filterbank, we modulate a prototype lowpass window
to logarithmically spaced frequencies. Because of its good low passband charac-
teristic, we use a Hamming window, which for the kth filter (k ≥ 1) produces
the impulse response sampled at Fs Hz
hk(n) := γk
[
0.54− 0.46 cos
(
2πn
lk
)]
ej2πωkn/Fs , 0 ≤ n < lk (12)
with a modulation frequency ωk := fmin2
(k−1)/Nf Hz, and length in samples
lk :=
⌈
q
2k/Nf − 2(k−1)/Nf
Fs
fmin
⌉
. (13)
We set the gain γk such that there is no attenuation at the kth center frequency,
i.e., |F {hk(n)} (ωk)| = 2, where F{x(n)}(ω) is the Fourier transform of x(n)
evaluated at frequency ω. The factor q > 0 tunes the width of the main lobe.
We choose q ≈ 1.316 such that adjacent filters overlap at their -3 dB stopband.
This model of the basilar membrane is simplified considering its non-adaptive
and uniform nature, e.g., it does not take into account masking and equal loud-
ness curves. An alternative model of the cochlea is given by Lyon [20], which
involves a filterbank with center frequencies spread uniformly below a certain
frequency, and logarithmically above [37]. Figure 1 shows that the Lyon model
attenuates single sinusoids at frequencies tuned to the center frequencies of its fil-
terbank. Our filterbank uniformly passes these frequencies, albeit over a smaller
four octave range [31, 32] assumed to begin at 200 Hz. Figure 1 also shows that
the filterbank of the NSL model [34] by and large has a uniform attenuation.
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Fig. 1. Attenuations of single sinusoids with the same power, at frequencies identical to
center frequencies in the filterbanks. (x) Our constant-Q filter bank. (o) Lyon passive
ear model [20, 37]. () NSL ear model [34].
We pass though our constant-Q filter bank a sampled, zero-mean and unit-
variance acoustic signal y(n) [31, 32], which produces for the kth filter the output
yk(n) :=
lk−1∑
m=0
hk(m)y(n−m−∆k) (14)
where ∆k > 0 is the group delay of the kth filter at ωk. This delay correction is
necessary because the filters we use to model the basilar membrane have different
lengths. This correction is unnecessary in the implementation of the Lyon [37]
or NSL models [34], since they use second-order sections with identical delays.
As in [31, 32], we next take the sample wise difference in each band
y′k(n) := yk(n)− yk(n− 1). (15)
which models the action potential of the hair cell [49]. This now goes through
a non-linear compression, followed by a low pass filter modeling leakage in the
hair cell membrane. Referring to [49], we see the compression can be modeled
as a sigmoidal function, and that the output of the kth channel is
gk(n) :=
1
1 + e−γy
′
k(n)
− 1
2
(16)
where γ > 0 is depends on sound pressure level [49]. Furthermore, “... saturation
in a given fiber is limited to 30-40 dB” [49], implying γ is somehow set adaptively.
In reality, we cannot equate the values of the digital samples in y′k(n) with
the physical pressure embodied in this compression. However, working naively,
we might absorb into γ such a conversion, and find some value that actually
compresses. Figure 2 shows the cumulative distribution of amplitudes input to
the compressor (15) with a 30 second music signal having unit energy [31, 32].
For γ = 1, we see that this distribution is compressed, whereas setting γ = 10
results in an expansion. Thus, we set γ = 1 independent of the input, and assume
it compresses y′k(n) from any 30 second music signal scaled to have unit energy.
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Fig. 2. Cumulative distributions of amplitude input to compressor (y′k(n)), and output
as a function of γ (labeled).
The compressor output gk(n) is then smoothed by the hair cell membrane
and attendant leakage [49, 32], which passes frequencies only up to 4 – 5 kHz
[49]. Thus, we pass each gk(n) through a 6th-order Butterworth filter having a
cutoff frequency of 4 kHz, producing fk(n). This is then processed by a “lat-
eral inhibitory network,” described in [49], which detects discontinuities in the
response. This entails a spatial derivative across channels with smoothing, a
half-wave rectifier, and then integration; but [31, 32] does not specify smooth-
ing, and states the process can be approximated by a first order derivative across
logarithmic frequency. Thus, we compute for channel s ∈ {1, . . . , 96}
vs(n) := [fs+1(n)− fs(n)]µ[fs+1(n)− fs(n)] (17)
where µ(u) = 1 if u ≥ 0, and zero otherwise.
In the final step, we integrate the output with “a [possibly rectangular win-
dow with a] long time constant (10-20 ms)” [49], or a 2 – 8 ms exponential
window [31, 32]. Thus, we compute the nth sample of the kth row of the AS by
Ak(n) :=
bFsτc∑
m=0
vs(n−m)e−m/Fsτ (18)
where we define τ := 8 ms. This completes the first step of building an ATM.
Figure 3 compares the resulting AS from our model built from interpreting
[49, 31, 32], that of the auditory model designed by Lyon [20, 37], and the corti-
cal representation from the NSL model [33, 34]. The Lyon model uses 86 bands
non-uniformly spread over a little more than 6.5 octaves in 80 – 7630 Hz [20,
37], whereas the NSL model covers 5.33 octaves with 24 filters per octave log-
arithmically spread over 180 – 7246 Hz [33, 34]. Though the frequency range of
those models are larger, we only use a 4-octave range as in [31, 32].
To generate an ATM, [31, 32] describe first performing a multiresolution
wavelet decomposition of each row of an AS, and then integrating the squared
output across the translation axis. Based on experimental evidence [36], the au-
thors use a set of Gabor filters sensitive to eight modulation rates {2, 4, 8, . . . , 256}
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(a) From model assembled from [49, 31, 32]
(c) From Lyon ear model [20, 37]
(e) From NSL model [33, 34]
Fig. 3. Auditory spectrograms (left) and their auditory temporal modulations (right).
Hz. We assume this Gabor filterbank can be assembled as follows. We define the
sampled impulse response truncated to length Nl of our complex Gabor filter
tuned to a modulation rate f02
l ≥ 0 Hz, and of scale Fsα/f02l > 0
ψ(n; f02
l) :=
f02
l
Fsα
[
e−(f02
l/α)2((n−Nl/2)/Fs)2ej2πf02
ln/Fs − µl
]
(19)
for n = 0, . . . , Nl − 1, where we define µl such that ψ(n; f02l) has zero mean.
The normalization constant assures uniform attenuation at each modulation
frequency, as used in joint scale-frequency analysis [40]. We set α = 256/400
and Nl = 4Fsα/f02
l. Since a Gabor filter tuned to a low frequency has a high
DC component, we make each row of the AS zero mean, thus producing A′k(n).
Passing the kth row of this AS through the lth channel (l ∈ {0, 1, . . . , 7}) of the
Gabor filterbank produces the convolution Rk,l(n) := [ψ(m; f02
l) ? A′k(m)](n).
Finally, as in [31, 32], we sum the squared modulus of the output sampled at all
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wavelet translations, producing the (k, l) element of the ATM
[A]kl :=
∑
p∈Z
|Rk,l(pbFsα/f02l+1c)|2 (20)
where p is an integer multiplying the wavelet translations, which we assume is
half the wavelet scale.
To the right of each AS in Fig. 3 we see the resulting ATM. Portions of these
ATMs appear similar, with major differences in scaling and feature dimension-
ality. Within the four octave range specified in [31, 32], the dimensionality of the
vectorized features are: 768 for the ATM in [31, 32], 416 for that created from
the model by Lyon [20, 37], and 800 using the NSL model [33, 34].
3.2 Classifying Genre by Auditory Temporal Modulations
Given a set D of vectorized ATM features, each associated with a single music
genre, we can use the machinery of SRC to label an unknown vectorized ATM
y. Following [31], we first make all features of D have unit `2-norm, as well as
the test feature y. We next solve the BP optimization problem posed in [31]
min
a∈RN
‖a‖1 subject to Φy = ΦDa (21)
where Φ reduces the features by, e.g., PCA. Finally, to classify y, we construct
the set of weights in (4), and assign a single genre label using the criterion (5).
Since we are working with real vectors, we can solve (21) as a linear program
[6], for which numerous solvers have been implemented, e.g., [5, 10, 2, 14]. Because
of its speed, we choose as the first step the root-finding method of the SPGL1
solver [2]. If this fails to find a solution, then we use the primal-dual method
of `1-Magic [5], which takes as its starting point the minimum `2-norm solution
a2 := (ΦD)
†y. This initial solution satisfies the constraints of (21) as long as
ΦD has full rank, but probably is not the optimal solution. If the solution â
does not satisfy ‖Φy −ΦDâ‖22 < 10−16 (numerical precision), we set â := a2.
4 Experimental Results
As in [31], we use the music genre dataset of [43] (GTZAN),3 which has 1000 half-
minute sound examples drawn from music in 10 broad genres: blues, classical,
country, disco, hiphop, jazz, metal, pop, reggae, and rock. We define Φ by PCA,
NMF, or random sampling; and as in [31], we test dimension reduction by factors
of {64, 16, 8, 4}, e.g., we reduce a feature vector of 768 dimensions by a factor of
four to 192 dimensions. We also test downsampling the features, but we define
it as vectorizing the result of lowpass filtering and decimating each column of
the ATM (20). It is not clear how downsampling is done in [31]. In our case, a
factor of f downsampling results in a vectorized feature of dimension 8d96/fe
when using our 96-channel features. Finally, as done in [3, 31], we use stratified
10-fold cross-validation for classifier training and testing.
3 Available at: http://marsyas.info/download/data_sets
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(a) Features assembled from [49, 31, 32]
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(b) Features from Lyon ear model [20, 37]
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(c) Features from NSL model [33, 34]
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(d) Vectorized ATM from constant-Q
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Fig. 4. Mean classification accuracy (10 classes) of SRC based on (21) for four differ-
ent feature design methods, four dimension reduction methods, and several reduction
factors. Overlaid is the standard deviation. (We add a slight x-offset to each bar for
readability.)
Figure 4 shows our classification results for four different features, including
the vectorized modulation-analysis of the magnitude output of the constant-Q
filterbank that precedes (15). Across all features and dimension reduction meth-
ods and factors, we see no mean accuracies above 57.3% — which is produced
by using features that do not model the entire primary auditory cortex. Since
we see all mean accuracies are within one standard deviation of each other, we
cannot claim one feature, reduction method is performing significantly different
from any other. This result has been observed before in the application of SRC to
face recognition [47]. In the experimental results of [31], however, we see features
reduced a factor of 4 by NMF give the best results: mean accuracy of around
91% with a standard deviation of 1.76%. From the plots in [31], we can surmise
there to be a statistically significant (e.g., α := 0.05) difference between the
features reduction methods. This contradicts our results and those of [47], not
to mention the significant difference between the best accuracies on this same
dataset with the same experimental protocol.
We have verified every part of our system is working as expected. We have
performed modulation analysis on synthetic signals with known modulations.
We have tested and confirmed on a handwritten digits dataset [16] that the SRC
classifier performs comparably to other classifiers, and that our feature reduction
is working. In this context too, we find no signficant difference in performance
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(a) BPDN (ε2 := 10−4)
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(b) LASSO (ρ := 1)
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Fig. 5. Mean classification accuracy (10 classes) of SRC based on the BPDN (22)
and LASSO (23), with features having dimensions mapped to [0, 1], and a normalized
projected dictionary, for ATM features from the Lyon model [20, 37], four dimension
reduction methods, and several reduction factors. Overlaid is the standard deviation.
between feature reduction methods. From our experimentation, and conversation
with the authors of [31], we believe that these differences come from several
things, three of which are significant.
First, it is common in machine learning to preprocess features by accounting
for dimensions with different scales. Panagakis et al. state that they make the
values of each row of D be in [0, 1] by finding and subtracting the minimum,
and then dividing by the difference of the maximum and minimum.4 When we
rerun the experiments above with this modified data, we see the mean accuracy
increases, but does not exceed the highest of 64% for the NSL features reduced
in dimensionality a factor of 4 by PCA. Again, we see no significant difference
between classifier performance with these features.
The second problem is posing the sparse representation with equality con-
straints in (21), which forces the sparse representation algorithm to model a
feature exactly when instead we just want to find a good model of our feature.
We thus pose the problem instead using BPDN [6] (7)
min
a∈RN
‖a‖1 subject to ‖Φy −ΦDa‖22 ≤ ε2. (22)
or as the LASSO [41] (8)
min
a∈RN
‖Φy −ΦDa‖22 subject to ‖a‖1 ≤ ρ. (23)
Solving these can produce an informative representation using few features in-
stead of an exact fit by many.
Using features with dimensions mapped to [0, 1], and a column-normalized
dimension-reduced dictionary ΦD, Fig. 5(a) shows the results of using BPDN
(22); and Fig. 5(b) shows the results when we pose the problem as the LASSO
(23). (We show only the results from the Lyon model since the other features
did not give significantly different results.) In both cases, we use SGPL1 [2] with
4 Personal communication.
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(a) Features from Lyon model [20, 37]
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(b) Features from NSL model [33, 34]
64 16 8 4
0
10
20
30
40
50
60
70
80
90
100
Dimension Reduction Factor
C
la
s
s
if
ic
a
ti
o
n
 A
c
c
u
ra
c
y
 (
%
)
 
 
NMF
PCA
Random
Downsample
Fig. 6. Mean classification accuracy (5 classes) of SRC based on the LASSO (23) with
ρ := 1, with features having dimensions mapped to [0, 1] and a normalized projected
dictionary, for ATM features derived from a larger frequency range, four dimension
reduction methods, and several reduction factors. Overlaid is the standard deviation.
at most 100 iterations, and use the result whether it is in the feasible set or not.
This is different from our approach to solving (21), where we run `1-Magic [5]
if SPGL1 fails, and then use the minimum `2-norm solution if this too fails. In
our experiments, we see (23) is solved nearly all the time for ρ := 1, and (22)
is solved only about 5% of the time with ε2 := 10−4; yet we see no significant
differences between the accuracies of both cases. With these changes, we see a
slight increase in mean accuracies to about 68% for the features derived from
the Lyon model [20, 37], but still far from the 91% reported in [31].
The third significant problem comes from the definition of the features. We
find that accuracy improves slightly if we use features from a wider frequency
range than the four octaves mentioned in [31], e.g., all 86 bands of the AS from
the Lyon model, covering 80 – 7630 Hz [20, 37], or all 128 bands of the AS from
the NSL model [33, 34], logarithmically spread over 180 – 7246 Hz. With these
changes, however, our mean accuracies do not exceed 70%.
The only way we have found to obtain something close to the 91% mean
accuracy reported in [31] is to limit the classification problem to the first five
genres of GTZAN: blues, classical, country, disco, and hiphop. Figure 6 shows
our results using features derived from the Lyon and NSL models with a wide-
frequency range, dimensions mapped to [0, 1], and solving the problem posed
with LASSO (23). Though we see the standard deviations are smaller, we still
cannot say one feature reduction method performs signficantly different than
any other, in contradiction to the findings of [31].
5 Conclusion
Were the difficult problem of music genre recognition solved, it would present
a wonderful tool for exploring many interesting questions; and were it solved
using solely acoustic features, it would say something significant about a process
that appears influenced by much more than sound. Though the approach and
results of [31] appear extremely promising in light of state of the art — it is
based on a perceptually-informed acoustic feature and a classification method
built upon sparse representations in exemplars, which has its own biological
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motivations, e.g., [19, 18] — we have not been able to reproduce their results
without reducing the number of classes from 10 to 5. We have shown in as much
detail possible the variety of decisions we have had to make in our work, and
provide all our code for independent verification: http://imi.aau.dk/~bst/
software/. Though our results point to a negative conclusion with regard to [31],
we have confirmed the observation of [47] that the performance of SRC appears
robust to the features used. We have found evidence that features modeled on the
primary auditory cortex do not perform significantly different from a feature that
is not perceptually based. Indeed, it does not make sense to us why perceptually-
based features would be more discriminative for the recognition of genre. Finally,
we have also shown that relaxing the constraints in the sparse representation
component of SRC improves classification accuracy.
As a postscript, we have found in further work [39] that we can increase the
mean accuracy of SRC with ATM in music genre recognition to 82% using the
Lyon model and downsampling the AS by a factor of 40 (from 22, 050 Hz to
551 Hz) before performing the modulation analysis. This performance increase,
however, appears irrelevant with respect to genre recognition. When we look
beyond the summary statistics, we see this method confidently applies quite
illogical classifications, e.g., “Why?” by Bronski Beat is supposedly Classical.
We find that its results are highly sensitive to equalization of the audio, and it
can be made to label the same piece of music differently if we shape the spectrum
in minor ways. Furthermore, we find that the music this method claims is highly
representative of a specific genre is not similarly labeled by a listener able to
recognize the same genre. Thus, SRC with ATM appears to be choosing labels
based on confounding factors of genre. Our future work aims at determining
these factors.
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Abstract. Along with the rapid expansion of digital music formats,
managing and searching for songs has become significant. Though music
information retrieval (MIR) techniques have been made successfully in
last ten years, the development of music recommender systems is still at
a very early stage. Therefore, this paper surveys a general framework and
state-of-art approaches in recommending music. Two popular algorithms:
collaborative filtering (CF) and content-based model (CBM), have been
found to perform well. Due to the relatively poor experience in finding
songs in long tail and the powerful emotional meanings in music, two
user-centric approaches: context-based model and emotion-based model,
have been paid increasing attention. In this paper, three key compo-
nents in music recommender - user modelling, item profiling, and match
algorithms are discussed. Six recommendation models and four potential
issues towards user experience, are explained. However, subjective music
recommendation system has not been fully investigated. To this end, we
propose a motivation-based model using the empirical studies of human
behaviour, sports education, music psychology.
Keywords: Music recommendation; music information retrieval; collab-
orative filtering; content-based model; emotion-based model; motivation-
based model; music psychology
1 Introduction
With the explosion of network in the past decades, internet has become the major
source of retrieving multimedia information such as video, books, and music etc.
People has considered that music is an important aspect of their lives and they
listen to music, an activity they engaged in frequently. Previous research has also
indicated that participants listened to music more often than any of the other
activities [57] (i.e. watching television, reading books, and watching movies).
Music, as a powerful communication and self-expression approach, therefore,
has appealed a wealth of research.
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However, the problem now is to organise and manage the million of music
titles produced by society [51]. MIR techniques have been developed to solve
problems such as genre classification [42, 75], artist identification [46], and in-
strument recognition [49]. Since 2005, an annual evaluation event called Music
Information Retrieval Evaluation eXchange (MIREX1) is held to facilitate the
development of MIR algorithms.
Additionally, music recommender is to help users filter and discover songs
according to their tastes. A good music recommender system should be able to
automatically detect preferences and generate playlists accordingly. Meanwhile,
the development of recommender systems provides a great opportunity for in-
dustry to aggregate the users who are interested in music. More importantly,
it raises challenges for us to better understand and model users’ preferences in
music [76].
Currently, based on users’ listening behaviour and historical ratings, collab-
orative filtering algorithm has been found to perform well [9]. Combined with
the use of content-based model, the user can get a list of similar songs by low-
level acoustic features such as rhythm, pitch or high-level features like genre,
instrument etc [7].
Some music discovery websites such as Last.fm2, Allmusic3, Pandora4 and
Shazam5 have successfully used these two approaches into reality. At the mean-
time, these websites provide an unique platform to retrieve rich and useful in-
formation for user studies.
Music is subjective and universal. It not only can convey emotion, but also
can it modulate a listener’s mood [23]. The tastes in music are varied from person
to person, therefore, the previous approaches cannot always meet the users’
needs. An emotion-based model and a context-based model have been proposed
[18, 34]. The former one recommends music based on mood which allows the user
to locate their expected perceived emotion on a 2D valence-arousal interface [22].
The latter one collects other contextual information such as comments, music
review, or social tags to generate the playlist. Though hybrid music recommender
systems would outperform the conventional models, the development is still at
very early stage [88]. Due to recent studies in psychology, signal processing,
machine learning and musicology, there is much room for future extension.
This paper, therefore, surveys a general music recommender framework from
user profiling, item modelling, and item-user profile matching to a series of state-
of-art approaches. Section 2 gives a brief introduction of components in music
recommendation systems and in section 3, the state-of-art recommendation tech-
niques are explained. To the end of this paper, we conclude and propose a new
model based on users’ motivation.
1 http://www.music-ir.org/mirex/wiki/MIREX HOME
2 http://www.last.fm/
3 http://www.allmusic.com/
4 http://www.pandora.com
5 http://www.shazam.com/
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2 Components in Music Recommender System
Generally, a music recommender system consists of three key components - users,
items and user-item matching algorithms. User profiling (see section 2.1) ad-
dresses the variation in users’ profile. This step aims at differentiating their music
tastes using basic information. Item profiling (see section 2.2) on the contrary,
describes three different types of metadata - editorial, cultural and acoustic,
which are used in different recommendation approaches. In section 2.3, we ex-
plain the query in music recommender systems, and the matching algorithms
are presented in section 3.
2.1 User Modelling
A successful music recommender needs to meet users’ various requirements. How-
ever, obtaining user information is expensive in terms of financial costs and hu-
man labor [74]. For user-oriented design, lots of efforts on user studies need to
be investigated.
User modelling, as the one of the key elements, it models the difference
in profile. For example, the difference in geographic region or age, their music
preferences might be different. Interestingly, other factors such as gender, life
styles, and interests could also determine their choices of music.
Recent research has revealed that intelligence, personality and the users’
preference in music are linked [57]. According to Rentfrow and Gosling [26, 58]
who had investigated the relationship between music preference and Big-Five
Inventory (BFI: openness, conscientiousness, extraversion, agreeableness, and
neuroticism), their studies showed a highly extraverted person would tend to
choose the music which is energetic, while a greater preference for rhythmic and
energetic music was associated with greater extraversion and agreeableness. User
modelling, therefore, is essential in prediction of their music taste. It has been
divided into two parts: user profile modelling and user experience modelling.
First Step - User Profile Modelling Celma [14] suggested that the user
profile can be categorised into three domains: demographic, geographic, and psy-
chographic (shown in Table 1). Based on the steadiness, psychological data has
been further divided into stable attributes which are essential in making a long
term prediction and fluid attributes which can change on an hour to hour basis
[24].
Data type Example
Demographic Age, marital status, gender etc.
Geographic Location, city, country etc.
Psychographic Stable: interests, lifestyle, personality etc.
Fluid: mood, attitude, opinions etc.
Table 1. User profile classification
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Second Step - User Listening Experience Modelling Depending on the
level of music expertise, their expectations in music are varied accordingly. Jen-
nings [32] analysed the different types of listeners whose age range from 16-45
and categorised the listeners into four groups: savent, enthusiasts, casuals, indif-
ferents (see Table 2).
Type Percentage Features
Savants 7 Everything in life seems to be tied up with music. Their
musical knowledge is very extensive.
Enthusiasts 21 Music is a key part of life but is also balanced by other
interests.
Casuals 32 Music plays a welcome role, but other things are far more
important.
Indifferents 40 They would not lose much sleep if music ceased to exist, they
are a predominant type of listeners of the whole population.
Table 2. Use listening experience categorisation
This information gives us a good example that their expertise needs to be
considered when designing user-oriented recommendation systems. For instance,
based on their expectation, we need to consider the amount of music to be
discovered and filtered in long tail which represents interesting and unknown
music but hidden in the tail of the popularity curve [3]. Other user information
including access pattern, listening behaviour are also useful for user modelling
and dynamic optimisation [50]. Exploring user information can be either done
through the initial survey or observing their behaviour of music in long tail.
2.2 Item Profiling
The second component of recommender systems is music item. It defines a var-
ious of information that used in MIR. In 2005, Pachet [53] classified the mu-
sic metadata into three categories: editorial metadata (EM), cultural metadata
(CM), and acoustic metadata (AM).
– Editorial metadata: Metadata obtained by a single expert or group of
experts. This is obtained literally by the editor, and also it can be seen as
the information provided by them. E.g. the cover name, composer, title, or
genre etc.
– Cultural metadata: Metadata obtained from the analysis of corpora of
textual information, usually from the Internet or other public sources. This
information results from an analysis of emerging patterns, categories or as-
sociations from a source of documents. E.g. Similarity between music items.
– Acoustic metadata: Metadata obtained from an analysis of the audio sig-
nal. This should be without any reference to a textual or prescribed infor-
mation. E.g. Beat, tempo, pitch, instrument, mood etc.
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Editorial metadata are mostly used in metadata information retrieval (see
section 3.1), and cultural metadata have been largely used in context-based
information retrieval (see section 3.5). However, most music recommendation
systems are using acoustic metadata for discovering music which is named as
content-based information retrieval (see section 3.3).
2.3 Query Type
Assuming that the users have already known the information about the music,
the quickest way to search for music is via key editorial information such as
title, the name of the singer and lyrics etc. However, it is not always the case
of knowing them. In the past ten years, an advanced and more flexible music
information retrieval system called “query by humming/singing system (QBSH)”
was developed [25]. It allows the user to find the songs either by humming or
singing.
Nevertheless, it still requires lots of human efforts. In recommender systems,
a more appropriate way is to use listening histories or seed music as the query
to detect their music preferences.
3 State-of-art Approaches in Music Recommendation
An ideal music recommender system should be able to automatically recommend
personalised music to human listeners [36, 52]. Different from books or movies,
the length of a piece of music is much shorter, and the times that listening their
favourite songs are normally more than once.
The existing recommender systems such as Amazon, Ebay have gained a great
success. It can recommend complementary goods, the buyer can compare the
products (new-item/old-item) and negotiate with the sellers [69]. However, music
recommender is not only giving products with reasonable price, but suggesting
them personalised music.
So far, many music discovery websites such as Last.fm, Allmusic, Pandora,
Audiobaba6, Mog7, Musicovery 8, Spotify9, Apple ”Genius” have aggregated mil-
lions of users, and the development is explosive [10, 11]. In this section, we present
the most popular approaches, metadata information retrieval (see section 3.1),
collaborative filtering (see section 3.2), content-based information retrieval (see
section 3.3), emotion-based model (see section 3.4), context-based information
retrieval (see section 3.5) and hybrid models (see section 3.6). At the end of each
approach, their limitations are described.
3.1 Metadata Information Retrieval (Demographic-based Model)
As the most fundamental method, it is the easiest way to search for music.
Metadata information retrieval uses textual metadata (editorial information)
6 http://audiobaba.com/
7 http://www.mog.com/
8 http://www.musicovery.com/
9 http://www.spotify.com/
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supplied by the creators, such as the title of the song, artist name, and lyrics to
find the target songs [20].
Limitation Though it is fast and accurate, the drawbacks are obvious. First of
all, the user has to know about the editorial information for a particular music
item. Secondly, it is also time consuming to maintain the increasing metadata.
Moreover, the recommendation results is relatively poor, since it can only rec-
ommend music based on editorial metadata and none of the users’ information
has been considered.
3.2 Collaborative Filtering
To recommend items via the choice of other similar users, collaborative filtering
technique has been proposed [28]. As one of the most successful approaches in
recommendation systems, it assumes that if user X and Y rate n items similarly
or have similar behaviour, they will rate or act on other items similarly [59].
Instead of calculating the similarity between items, a set of ‘nearest neigh-
bour’ users for each user whose past ratings have the strongest correlation are
found. Therefore, scores for the unseen items are predicted based on a com-
bination of the scores known from the nearest neighbours [65]. Collaborative
filtering is further divided into three subcategories: memory-based, model-based,
and hybrid collaborative filtering [63, 68].
Memory-based Collaborative Filtering Memory-based collaborative filter-
ing is to predict the item based on the entire collections of previous ratings.
Every user is grouped with people with similar interests, so that a new item is
produced by finding the nearest neighbour using a massive number of explicit
user votes [9].
Model-based Collaborative Filtering In contrast to memory-based CF,
model-based CF uses machine learning and data mining algorithms which al-
low the system to train and model the users’ preferences. It represents the user
preference by a set of rating scores and constructs a special prediction model [2].
Based on the known model, the system makes prediction for test and real-world
data.
Hybrid Collaborative Filtering Hybrid CF model is to make prediction
by combining different CF models. It has been proved that hybrid CF model
outperforms any individual method [83].
Limitations Because of the subjectivity in music, the assumption that users
with similar behaviours may have same tastes has not been widely studied.
Though collaborative filtering recommender works well, the key problems such
as cold start, popularity bias are unavoidable [27].
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– Popularity bias Generally, popular music can get more ratings. The music
in long tail, however, can rarely get any. As a result, collaborative filtering
mainly recommend the popular music to the listeners. Though giving pop-
ular items are reliable, it is still risky, since the user rarely get pleasantly
surprised.
– Cold start It is also known as data sparsity problems. At an early stage,
few ratings is provided. Due to the lack of these ratings, prediction results
are poor.
– Human effort A perfect recommender system should not involve too much
human efforts, since the users are not always willing to rate. The ratings
may also grow towards those who do rate, but it may not be representative.
Because of this absence of even distributed ratings, it can either give us false
negative or false positive results.
3.3 Content/Audio/Signal-based Music Information Retrieval
Different from collaborative filtering technique, content-based approach makes
prediction by analysing the song tracks [2, 41]. It is rooted in information re-
trieval and information filtering [13] that recommends a song which is similar
to those the user has listened to in the past rather than what the user have
rated ‘like’ [4, 43]. Lots of research have been paid attention on extracting and
comparing the acoustic features in finding perceptual similar tracks [8, 45]. The
most representative ones so far are timbre, rhythm [7, 10, 11].
Based on the extracted features, the distance between songs are measured
[43]. Three typical similarity measurements are listed below [44].
– K-means clustering with Earth-Mover’s Distance: It computes a gen-
eral distance between Gaussian Mixture Models (GMM) by combining indi-
vidual distance between gaussian components [62].
– Expectation-Maximization with Monte Carlo Sampling: This mea-
surement makes use of vectors sampled directly from the GMMs of the two
songs to be compared; the sampling is performed computationally via ran-
dom number generation [51].
– Average Feature Vectors with Euclidean Distance: It calculates low-
order statistics such as mean and variance over segments [16].
Query by Humming (QBSH) Humming and singing are the natural way to
express the songs [31]. In the early 1990s, based on content-based model, query
by humming system was proposed [25, 80]. Early query by humming systems
were using melodic contour which had been seen as the most discriminative
features in songs.
It follows three steps: construction of the songs database, transcription of
the users’ melodic information query and pattern matching algorithms which
are used to get the closest results from collections [1]. In the past few years,
except melody, a better performance has also been achieved by embedding with
lyrics and enhancing the main voice [19, 77].
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Limitations To some extent, content-based model solves the problems in col-
laborative filtering. For instance, by measuring the similarity of acoustic features
between songs, the system can recommend music using distance measurements.
Therefore, no human rating is needed. However, similarity-based method has
not been fully investigated in terms of listeners’ preference. None of the research
proved that similar behaviour leads to the choice of same music.
Since content-based model largely depends on acoustic features, the number
of selected features needs to be further considered. Moreover, other user infor-
mation and non-acoustic information should be included for future modification
and augmentation.
3.4 Emotion-based Model
Music as a self-expression tool, it always performs with affection. Rich in content
and expressivity [86], the conventional approaches for music information retrieval
are no longer sufficient. Music emotion has appealed lots of research and it has
become the main trend for music discovery and recommendation [34]. A com-
mercial web service called ‘Musicovery ’ uses the fundamental emotion model (2D
valence-arousal) found by psychologists. It allows users to locate their expected
perceived emotion in a 2D space: valence (how positive or negative) and arousal
(how exciting or calming).
Similar to content-based model, the emotion perception is associated with
different patterns of acoustic cues [6, 35, 48, 61]. Different perceptual features
such as energy, rhythm, temporal, spectral, and harmony have been widely used
in emotion recognition [84].
Limitations
– Data collection In order to accurately model the system, a great amount of
dataset are needed. However, finding the reliable ground truth is expensive
and requires a lot of human efforts [67]. Instead of human annotation [73],
social tags [36, 74], annotation games like MajorMiner [47] and TagATune
[37], lyrics or music review are being used for data collection.
– Ambiguity and granularity Emotion itself is hard to define and describe.
The same affective feeling experienced by different people may give different
emotion expression (i.e. cheerful, happy) and there is no perfect relationship
between affective terms with emotions [64, 85]. Some research were based on
basic taxonomy (sad, happy, angry etc.), but it cannot describe the richness
of our human perception. MIREX evaluation has categorised emotion into
5 mood clusters [29] (see Table 3). Russell [60] found a circumflex model
which affective concepts fall in a circle in the following order: pleasure (0°),
excitement (45°), arousal (90°), distress (135°), displeasure (180°), depression
(225°), sleepiness (270°), and relaxation (315°). It can represent the struc-
ture of affective experience and now it has been become the most noted 2D
valence-arousal emotion model. The problem of classifying emotion, there-
fore has been solved, since each point on the plane represents an affective
term.
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Cluster 1 Passionate, rousing, confident, boisterous, rowdy
Cluster 2 Rollicking, cheerful, fun, sweet, amiable/good natured
Cluster 3 Literate, poignant, wistful, bittersweet, autumnal, brooding
Cluster 4 Humorous, silly, campy, quirky, whimsical, witty, wry
Cluster 5 Aggressive, fiery, tense/anxious, intense, volatile, visceral
Table 3. MIREX five mood categories
3.5 Context-based Information Retrieval
Rather than using acoustic features in content-based model and ratings in col-
laborative filtering, context-based information retrieval model uses the public
opinion to discover and recommend music [18]. Along with the development of
social networks such as Facebook10, Youtube11, and Twitter12, these websites
provide us rich human knowledge such as comments, music review, tags and
friendship networks [36].
Context-based information retrieval, therefore, uses web/document mining
techniques to filter out important information to support problems like artist
similarity, genre classification, emotion detection [82], semantic space [39, 40]
etc. Some researchers have suggested that the use of social information has out-
performed content-based model [70, 81].
However, the same problems as collaborative filtering, the popular music can
always get more public opinions than those in long tail [21]. Eventually, rich
music gets richer feedback, it again results in a popularity bias problem.
3.6 Hybrid Model Information Retrieval
Hybrid model aims at combining two or more models to increase the overall per-
formance. Burke [9] pointed out several methods to build a hybrid model such as
weighted, switching, mixed, feature combination, and cascade. There is no doubt
that a proper hybrid model would outperform a single approach, since it can
incorporate the advantages of both methods while inheriting the disadvantages
of neither [65, 87, 88].
3.7 Other Issues
We have discussed above the essential problems in music recommender systems,
the other issues such as dynamic evolvement, playlist generation, user interface
design and evaluation need to be further considered. Though it doesn’t affect the
recommendation performance, it certainly influence the user listening experience.
10 https://www.facebook.com/
11 http://www.youtube.com/
12 https://twitter.com/
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Dynamic Evolvement As the users aggregate in the recommender systems, it
needs to be able to adapt to new data such as user listening histories and listening
behaviour to further personalised their music taste [30]. This procedure is called
evolvement. It addresses the problem that when the new user comes and new
items into the system, it can dynamically and automatically evolve itself [65].
Playlist Generation Another issue is the sequence of the playlist [38]. Most
of the recommender systems are not flexible, because the playlist is ordered by
the similarity distance between seed songs. Though the most similar songs are
given in order, the theme and mood can be dramatically changed in between.
This may result in the dissatisfaction and discontinuation of the songs.
Research indicates that a playlist should have a main theme (mood, event,
activity) evolve with time [17]. Rather than randomly shuffling, human skipping
behaviour can be considered for dynamic playlist generation [15, 54]. For exam-
ple, assuming that the users dislike the song when they skipped it, the system
therefore, removes the songs which are similar to the song which they skipped
[55, 56, 78].
User Interface Design A bad design of user interface cannot affect the accu-
racy of the system, it does influence the ratings and listening experience. A clear
design always gives the user a better understanding of the system. Moreover,
an overall control of the system and less human efforts required for operation
should be considered during designing.
Evaluation There is no common objective evaluation in music recommendation
systems [72]. Most of the evaluation techniques are based on subjective system
testing which let users to rank the systems given the playlist generated by dif-
ferent approaches [5, 79]. However, it is very expensive in terms of financial costs
and human labor. Another important factor is that the evaluation in different
regions (i.e. different background, age, language) might give different results.
Hence, a proper evaluation criteria is essential and highly recommended.
4 Conclusion and Future Work
In this paper, we explain a basic metadata-based model and two popular mu-
sic recommender approaches: collaborative filtering and content-based model.
Though they have achieved great success, their drawbacks such as popularity
bias and human efforts are obvious. Moreover, the use of hybrid model would
outperform a single model since it incorporates the advantages of both methods.
Its complexity is not fully studied yet.
Due to the subjective nature in music and the issues existing in the previous
methods, two human-centred approaches are proposed. By considering affective
and social information, emotion-based model and context-based model largely
improved the quality of recommendation. However, this research is still at an
early stage.
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As we can see from the development of music recommenders over the past
years, the given results tend to be more personalised and subjective. Only consid-
ering the music itself and human ratings are no longer sufficient. A great amount
of work in recent years have been done in music perception, psychology, neuro-
science and sport which study the relationship between music and the impact
of human behaviour. David Huron also mentioned music has sex and drug-like
qualities. Undoubtably, music always has been an important component of our
life, and now we have greater access to it.
Researches in psychology pointed out that music not only improves mood,
increases activation, visual and auditory imagery, but also recalls of associated
films or music videos and relieves stress [33]. Moreover, the empirical exper-
iments in sport mentioned that the main benefits for listening to the music
which include work output extension, performance enhancement, and dissoci-
ation from unpleasant feelings etc [71]. For example, athletes prefer uptempo,
conventional, intense, rebellious, energetic, and rhythmic music rather than re-
flective and complex music [66]. An important fact found by psychologists is that
users’ preference in music is linked to their personality. Also worth mentioning
that fast, upbeat music produces a stimulative effect whereas slow, while soft
music produces a sedative effects [12]. All of these highlight that music recom-
mender is not only a tool for relaxing, but also acts as an effective tool to meet
our needs under different contexts. To our knowledge, there is few research based
on these empirical results.
Designing a personalised music recommender is complicated, and it is chal-
lenging to thoroughly understand the users’ needs and meet their requirements.
As discussed above, the future research direction will be mainly focused on user-
centric music recommender systems. A survey among athletes showed practition-
ers in sport and exercise environments tend to select music in a rather arbitrary
manner without full consideration of its motivational characteristics. Therefore,
future music recommender should be able to lead the users reasonably choose
music. To the end, we are hoping that through this study we can build the bridge
among isolated research in all the other disciplines.
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Abstract. In recent years, spectral clustering methods are getting more
and more attention in many fields of investigation for analysis and classi-
fication tasks. Nevertheless, no applications to symbolic music have been
provided yet.
Here we present a method for motif classification based on spectral clus-
tering of music scores that can be exploited, for instance, in automatic
or computer-assisted music analysis. Scores are represented through a
network-graph of segments and then ranked depending on their cen-
trality within the network itself, which can be measured through the
components of the leading eigenvector associated to the Laplacian of the
graph. Moreover, segments with higher centrality are more likely to be
relevant for music summarization.
An experimental musicological analysis has been performed on J.S.Bach’s
2-part Inventions to prove the effectiveness of the method.
Keywords: spectral clustering, graph, centrality
1 Introduction
The problem of automatically identifying relevant characteristic motifs and ef-
ficiently store and retrieve the digital content has become an important issue
as digital collections are increasing in number and size more or less everywhere.
Music segmentation is usually realized through musicological analysis by human
experts and, at the moment, automatic segmentation is a difficult task without
human intervention. The supposed music themes have often to undergo a hand-
made musicological evaluation, aimed at recognizing their expected relevance
and completeness of results. As a matter of fact, an automatic process could
extract a musical theme which is too long, or too short, or simply irrelevant.
That is why a human feedback is still required in order to obtain high-quality
results.
Some proposed automatic methods are more focused on tonal music as they
exploit the harmonic structures of a piece and voice leading. On the other hand,
other methods are more general and do not take into account neither harmony
nor rhythm.
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Notwithstanding the conspicuousness of the literature, current approaches
seem to rely just on repetitions [1] [2] [3], assigning higher scores to recurring
equivalent melodic and harmonic patterns [4]. Recently reported approaches to
melodic clustering based on motivic topologies [5], graph distance [6] [7] and
paradigmatic analysis [8] have been used to select relevant subsequences among
highly repeated ones by heuristic criteria [9] [10].
Moreover, the “paradigm of repetition”, in order to be applied, needs by no
means a precise definition of “varied repetition”, a concept not easy to define. Of
course, it has to include standard music transformation, but it is very difficult
to adopt a simple two-valued logic (this is a repetition and this is not) in this
context, where a more fuzzy approach seems to better address such a problem.
Here we present a ranking method based on relations instead of repetitions.
We show that a distance distribution on a graph of note subsequences induced by
music similarity measures generates a ranking real eigenvector whose components
reflect the actual relevance of motives. Spectral ranking on this eigenvector allows
to better identify different sections within a piece through the partitioning of the
score into clusters of similar melodies.
2 Related approaches
Lartillot [11] [12] defined a musical pattern discovery system motivated by hu-
man listening strategies. Pitch intervals are used together with duration ratios
to recognize identical or similar note pairs, which in turn are combined to con-
struct similar patterns. Pattern selection is guided by paradigmatic aspects and
overlaps of segments are allowed.
Cambouropoulos [13], on the other hand, proposed methods to divide given
musical pieces into mostly non-overlapping segments. A prominence value is
calculated for each melody based on the number of exact occurrences of non-
overlapping melodies. Prominence values of melodies are used to determine the
boundaries of the segments [14]. He also developed methods to recognize varia-
tions of filling and thinning (through note insertion and deletion) into the orig-
inal melody. Cambouropoulos and Widmer [15] proposed methods to construct
melodic clusters depending on the melodic and rhythmic features of the given
segments. Basically, similarities of these features up to a particular threshold are
used to determine the clusters. High computational costs of this method make
applications to long pieces difficult.
2.1 Tonal harmony-based approaches
Tonal harmony based approaches exploit particular harmonic patterns (such
as tonic-subdominant-dominant-tonic), melodic movements (e.g. sensible-tonic),
and some rhythmical punctuation features (pauses, long-duration notes, ...) for
a definition of a commonly accepted semantic in many ages and cultures.
These approaches typically lead towards score reductions (see Figure 1), made
possible by taking advantage of additional musicological information related to
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the piece and assigning different level of relevance to the notes of a melody.
For example one may choose to assign higher importance to the stressed notes
inside a bar [16]. In other words, the goal of comparing two melodic sequences
is achieved by reducing musical information into some “primitive types” and
comparing the reduced fragments by means of suitable metrics.
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Fig. 1. J.S. Bach, BWV 1080: Score reductions.
A very interesting reductionistic approach to music analysis has been at-
tempted by Fred Lerdahl and Ray Jackendoff. Lerdahl and Jakendoff [17] re-
search was oriented towards a formal description of the musical intuitions of a
listener who is experienced in a musical idiom. Their purpose was the develop-
ment of a formal grammar which could be used to analyze any tonal composition.
The study of these mechanisms allows the construction of a grammar able
to describe the fundamental rules followed by human mind in the recognition of
the underlying structures of a musical piece.
2.2 Topological approaches
Mazzola and Buteau [18] proposed a general theoretical framework for the paradig-
matic analysis of the melodic structures. The main idea is that a paradigmatic
approach can be turned into a topological approach. They consider not only con-
secutive tone sequences, but allow any subset of the ambient melody to carry a
melodic shape (such as rigid shape, diastematic shape, etc.). The mathematical
construction is very complex and, as for the motif selection process, it relies on
the repetition paradigm.
The method proposed by Adiloglu, Noll and Obermayer in [10] does not take
into account the harmonic structure of a piece and is based just on similarities of
melodies and on the concept of similarity neighborhood. Melodies are considered
as pure pitch sequences, excluding rests and rhythmical information.
A monophonic piece is considered to be a single melody M , i.e. they reduce
the piece to its melodic surface. Similarly, a polyphonic piece is considered to
be the list M = (Mi)i=1,...,N of its voices Mi. The next step is to model a
number of different melodic transformations, such as transpositions, inversions
and retrogradations and to provide an effective similarity measure based on
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cross-correlation between melodic fragments that takes into account these trans-
formations. They utilize a mathematical distance measure to recognize melodic
similarity and the equivalence classes that makes use of the concept of neigh-
bourhood to define a set of similar melodies.
Following the repetition paradigm stated by Cambouropoulos in [14] they
define a prominence value to each melody based on the number of occurrences,
and on the length of the melody. The only difference is that they allow also
melody overlapping. In the end, the significance of a melody m of length n within
a given piece M is the normalized cardinality of the similarity neighbourhood set
of the given melody. If two melodies appear equal number of times, the longer
melody is more significant than the shorter one.
In [10] the complete collection of the Two-part Inventions by J. S. Bach is
used to evaluate the method, and this will be also our choice in section 4.
3 The model
Our point of view can be synthesized in the following points:
1. consider a music piece as a network graph of segments,
2. take into account both melodic and rhythmical structures of segments
3. do not consider harmony, as it is too much related to tonality.
A single frame may represent, for instance, a bar or a specific voice within
a bar like in Fig. 2, but also more general segments of the piece. Thus, a music
piece can be looked at like a complete graph Kn. In graph theory, a complete
graph is a simple graph where an edge connects every pair of distinct vertices.
The complete graph on n vertices has n(n−1)/2 edges and is a regular graph of
degree n − 1. In this representation, score segments correspond to graph nodes
and the similarity between couples of segments correspond to edge weights.
3.1 Metric weights
In this Section we are going to introduce the metric concepts we adopted to cal-
culate similarities between different score windows. The variety of segmentations
reflects to a large extent the variety of musical similarity concepts, nevertheless,
as stated in Section 4, the model is rather robust respect to metric changes.
In general, we can just require that the set of segments can be endowed with
a notion of distance
d : S × S → R
between pairs of segments and turns this set into a (possibly metric) space (S, d).
A natural choice for point sets of a metric space is the Hausdorff metric [19] but
any other distance discovered to be useful in music perception, like EMD/PTD
[20], can be assumed as well.
Here we assume d to be:
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Fig. 2. A representation of the (first-order) network of frames.
1. real,
2. non-negative,
3. symmetric and
4. such that d(s, s) = 0, ∀s ∈ S
As a matter of fact, most musically relevant perceptual distances do not
satisfy all metric axioms [20]. Therefore no further property, like the identity of
indiscernibles or the triangle inequality, is assumed.
Given two segments s1 and s2, the metrics we adopted in the experiments
are the following:
d1(s1, s2) =
√∑
|s|
|[s1]12 − [s2]12|2 (1)
d2(s1, s2) =
√∑
|s|
(s
′
1(t)− s
′
2(t))
2 (2)
415
6 Alberto Pinto
where s′ is the derivative operator on the sequence s, |s| is the length of s and
[s]12 is the sequence s where each entry has been chosen in the interval [0, 11].
d1 is a first-order metric that takes into account just octave transpositions
of melodies. In fact, pitch classes out of the range [0, 11] are folded back into
the same interval, so melodies which differ for one or more octaves belong to the
same congruence class modulo 12 semitones. d2 is a second-order metric that
takes into account arbitrary transpositions of a melody. No other assumptions
on possible variations have been made, so that an equivalence class of melodies
is composed just of transpositions and inversions of the same melody like in
Adiloglu (2006).
Both distances can be applied to single voice sequences but also to multi-
ple voice sequences, given that a suitable representation has been provided. For
instance, in a two voice piece, with voices v1 and v2, one can consider the dif-
ference vector v = v1 − v2 as a good representation of a specific segment, and
then apply d1 or d2 to this new object. The advantage of using this differential
representation is that it is invariant respect to transpositions of the two voices
so that, for instance, it makes also d1 invariant respect to transpositions, and
not just to octave shifts.
By exploiting those distance concepts, it is possible to endow the edges of the
complete graph with metric weights in order to compute the weights of nodes in
terms of the main eigenvector, as we are going to show in the following Sections.
3.2 The algorithm
Let d : S ×S → R denote a distance function on S, like those defined in Section
3.1, which assigns each pair of segments si and sj a distance d(si, sj). We can
describe the algorithm through the following steps:
1. Form the distance matrix A = [ai,j ] such that ai,j = d(si, sj);
2. Form the affinity matrix W = [wi,j ] defined by
wi,j = exp(−
−d2(xi, xj)
2σ2
) (3)
The parameter σ can be chosen experimentally, a possible choice is the stan-
dard deviation of the similarity values within the considered network graph
(this has been our choice in the experimental part);
3. Form the Laplacian matrix L = D−1/2WD−1/2, where D is the diagonal
matrix whose (i, i) element is the sum of W’s i-th row
4. Compute the leading eigenvector x = [xi] of L and rank each segment si
according to the component xi of x.
5. Perform a k-means algorithm on the leading eigenvector to cluster the seg-
ments.
4 Experimental results
In order to evaluate the relevance of the results of the proposed method we need
a suitable data collection together with a commonly acceptable ground truth
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for that collection. Following [10], Johann Sebastian Bach’s Two-part Inventions
has been our choice. For this collection, a complete ground truth is provided by
musicological analysis and it can be found for example in [21] and [22].
0 5 10 15 20
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Student Version of MATLAB
Fig. 3. Clustered bars in BWV 772 according to k-means performed on the leading
eigenvector of the laplacian matrix.
When compared to musicological analysis [10] [21] [22] it is evident that
the centrality-based model outperforms the repetition-based model, providing
also more significative information. Segments with higher rank in the relational
model represent always relevant bars of the score, even if they may be different
by using different metrics. This means that relevant bars contain a main motif or
characterizing sequences. It is not the same for the model based on repetitions:
here the relevancy really depends just on the number of repetitions, so it can
happen that a trill turns to be more relevant than the r st of the piece just
because its repetition rate is higher than that of the other bars.
Model Precision (%)
Repetition 43
d1 77
d2 95
Table 1. Precision results for the three models applied to J. S. Bach’s Inventions.
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Fig. 4. Centrality values plotted against bar numbers for the first 6 J.S.Bach’s Two-
Part Inventions.
Bar ranking is in principle not affected by the repetition rate of patterns
and higher importance is equally given to higher and lower repetiti rates. Of
course, superpositions of the two methods may happen too.
On the other hand, cases exist for which no repetition occurs and, conse-
quently, the repetition paradigm is not applicable in principle, unless defining
ad hoc neighborhood concepts for each piece. In these cases, motif centrality can
provide significant results.
In Figures 4 and 5 the components of the main eigenvector for each invention,
representing the degree of centrality of each bar within the network graph, have
been plotted against bar numbers. This provides an immediate representation of
the importance of each bar within the whole piece. Bars with higher values are
more likely to contain a main motif of the piece.
Figure 3 reports the results for bar spectral clustering in the case of BWV
772 according to k-means, with k=5, performed on the leading eigenvector of
the laplacian matrix. It is evident how the main theme which appears in the first
two bars is identified in the first two clusters.
5 Conclusions
We presented an approach for motif discovery in music pieces based on an eigen-
vector method. Scores are segmented into a network of bars and then ranked
depending on their graph centrality. Spectral is performed in order to classify all
the bar segments. Bars with higher centrality grouped into the same cluster can
be exploited for music summarization. Experiments performed on the collection
of J.S.Bach’s 2-parts Inventions show the effectiveness of the method.
Further investigations deal, for instance, with the relationships between par-
ticular mathematical entities (e.g. spectra) and particular musical issues (e.g. genre,
authorship).
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Fig. 5. Centrality values plotted against bar numbers for the last 9 J.S.Bach’s Two-
Part Inventions.
Second, one could investigate how different metrics d relate to different con-
cepts of melodic and harmonic similarity and how this is related to cluster stabil-
ity. In this context, the inverse problem of finding metrics d induced by a priori
eigenvectors (coming from a hand-made musicological analysis) could provide
interesting insights into music similarity perception.
Finally, it is also possible to compare different music pieces from a structural
point of view by comparing their segmentation derived from spectral clustering.
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Songs2See: Towards a New Generation of Music
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Abstract. In this paper, the concept of Music Performance Games is
introduced and contrasted with related terms like music video games,
interactive applications, and serious games. The game Songs2See is in-
troduced as an example of Music Performance Games and its design
stage is evaluated within a conceptual framework for serious game devel-
opment. Future directions for improvement and testing of the game are
outlined.
Keywords: Music game, education, score, rhythm, pitch, feedback, per-
formance
1 Introduction & Related Work
Music video games can be defined as games where the gameplay is mostly ori-
ented to the user’s interaction with music, scores, songs or music performance.
In general, the term music video game encompasses a wide variety of game cat-
egories such as dancing games, interactive composition games, rhythm games,
pitch games, music management games, etc. The earliest music games developed
were rhythm games where the user is required to follow a sequence or pattern
of instructions such as pressing different buttons on a game controller. Popular
examples of rhythm games are Guitar Hero1 and Rock Band2. Later on and due
to the development of solid pitch detection algorithms, pitch games became pop-
ular. In these games, the user’s ability to match the pitch of a piece of music is
tested. There is a clear rhythmic element in pitch games—as users are requested
to produce a certain pitch at a specific time; however, the main focus of the
game is on the correct intonation of a series of notes. A popular example of a
pitch game is the karaoke game Singstar3.
? The Thuringian Ministry of Economy, Employment and Technology supported this
research by granting funds of the European Fund for Regional Development to the
project Songs2See, enabling transnational cooperation between Thuringian compa-
nies and their partners from other European regions.
1 Guitar Hero: http://www.guitarhero.com
2 Rock Band: http://www.rockband.com
3 Singstar: http://www.singstar.com
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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From an educational point of view, music video games play an important
role in creating interest in music performance and musical instruments. However,
transferring the skills developed in the game to the performance of real musical
instruments, is not a straight-forward process [7]. For obvious reasons, game
controllers cannot capture the real characteristics and intricacies of a musical
instrument and are in general extremely simplified versions of them.
In the rapidly changing and technological environment where new generations
grow and learn, educational methods needed to evolve correspondingly to fit
their needs and life styles [3]. For this reason, interactive applications for music
learning have also been developed. Here, the idea is to take advantage of the
various possibilities provided by digital audio, video, and software developments
to design learning applications that can support educational processes. Some
commercial applications for music learning are Music Delta4 and Smart Music5.
Currently, the project Kopra-M6 deals with measurement of competencies in
music. For this matter, a systematic methodology and a proprietary software
solution to assign and control music tasks is developed. The outcomes of this
project are targeted to German secondary school students.
In the past years a few research projects have dealt with the development
of E-learning systems for music education. The IMUTUS7 (Interactive Music
Tuition System), the VEMUS8 (Virtual European Music School), and the i-
Maestro9 (Interactive Multimedia Environment for Technology Enhanced Music
Education and Creative Collaborative Composition and Performance), were all
European based projects partially funded by the European Commission that ad-
dressed music education from an interactive point of view. See [4] for a thorough
description of these projects.
As a meeting point between video games and interactive learning applica-
tions, Serious Games have been developed. Serious games have been defined as
entertaining games with non-entertainment goals. They educate, train, inform,
and aim at the achievement of a predefined objective through a gaming experi-
ence [3]. Games offer an ideal medium for introducing new skills and knowledge
[5] and provoke active learner involvement through exploration, experimentation,
competition and co-operation [3]. They support learning because of increased
visualization and challenged creativity. Serious games have been developed for
different scenarios such as: military, humanitarian, social, business, commercial,
etc. FloodSim10, ShipSim11, NanoMisson12, and Food Force13 are all examples
4 Music Delta: http://www.griegmusic.dreamhosters.com/?page_id=98
5 Smart Music: http://www.smartmusic.com
6 Kopra-M: http://www.idmt.fraunhofer.de/de/projekte/laufende_projekte/
komus.html
7 IMUTUS: http://www.exodus.gr/imutus/index.htm
8 VEMUS: http://www.tehne.ro/projects/vemus_virtual_music_school.html
9 i-maestro: http://www.i-maestro.org/
10 FloodSim: http://www.floodsim.com/
11 ShipSim: http://www.shipsim.com/
12 NanoMission: http://nanomission.org/
13 Food Force: http://www.wfp.org/how-to-help/individuals/food-force
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of serious games. In the music field, games like Rocksmith14, and Wild Chords15
present structured learning goals to be achieved through the game.
In the context of this paper, the term music performance games will be used
to refer to music games dealing with performance aspects of music such as mu-
sical instruments, rhythm and pitch. Three important aspects are considered
within the definition of music performance games: (1) As for all games, enter-
tainment and immersion should be critical elements. (2) The game must directly
involve the production of musical sound. In other words, the actions performed
by the user during the game sequence should directly result in the production of
musical sounds— singing, playing a musical instrument, synthesizing sound, etc.
(3) The game should attempt to achieve a specific goal within the performance
aspects of music. Common examples are: playing a selected tune on the trumpet,
playing major scales fluidly, singing different intervals in tune or learning to play
specific chords on the guitar.
The remainder of this paper is organized as follows: Section 2 describes the
game Songs2See and its main features, Section 3 introduces a conceptual frame-
work for serious game development, Section 4 outlines some final remarks. Fi-
nally, conclusions are presented in Sections 5.
2 Songs2See
2.1 General Overview
Songs2See16 is a music performance game where users can practice a selected
musical piece on their own musical instrument. The basic concept behind the
game is that users play to the computer microphone and the system evaluates
their performance in real-time. The Songs2See Game is complemented by the
Sons2See Editor. This is a software application that allows user to create their
own musical exercise content from mp3 or wav files. Both in the Songs2See Game
and in the Songs2See Editor, state-of-the-art music information Retrieval (MIR)
techniques for pitch detection, sound separation, music transcription, and beat
extraction have been applied [1, 2, 4, 6]. Figure 1 shows the game interface. It is
composed of two main elements: (1) The Game View, (2) The Instrument View.
The Game View: In this part of the interface, the sequence of notes of the
chosen melody is displayed. The idea behind the design of the Game View was to
include as many musical elements as possible without requiring the user to have
previous musical knowledge or music reading skills. The upper-half of Figure 1
shows the Game View. Some details to note:
1. A complete musical staff is displayed. The following elements were consid-
ered:
14 Rocksmith: http://www.rocksmith.com
15 WildChords: http://www.wildchords.com/
16 Songs2See: http://www.idmt.fraunhofer.de/en/Service_Offerings/
technologies/q_t/songs2see.html
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Fig. 1: The game interface. (1) Game View (upper-half) (2) Instrument View
(lower-half)
– Pitch: displayed both by placing the elements in their corresponding
locations in the staff and by displaying note names inside the note heads.
– Rhythm: displayed using normal music notation and length bars in the
scrolling score. The time signature (see Figure 2) and bars are also dis-
played to give time references to the user.
– Key: the flat and sharp signs are displayed as in normal scores and key
reminders are shown in the note names. In Figure 1, the key of the song
is D minor equivalent to one flat (Bb). The name of the first note shown
in the sequence is then Bb.
2. Real-time feedback is given in different ways: (1) The note played by the user
is displayed at all times by the Pitch Marker. (2) When the correct note is
played, the length bars are colored in green. (3) Three different colored signs
are displayed to guide the user—Super, OK and Missed in green, yellow and
red respectively. In Figure 1 a green “Super” sign is displayed. (4) The score
obtained by the user and the highest personal score are displayed.
The Instrument View: The game supports the use of piano, bass, guitar, sax-
ophone, trumpet, flute and voice. In the Instrument View, the game presents an
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Fig. 2: Time signature displayed in the Game View.
automatic fingering animation that guides the user through the melody sequence
of the chosen musical piece. For all the instruments supported, the fingering of
the current note is displayed in green and the fingering of the next note in the
sequence is displayed in blue. This intends to guide the user in the transition
between fingering positions.
(a) Guitar (b) Piano (c) Trumpet
(d) Saxophone (e) Bass (f) Voice
Fig. 3: Instruments supported. The flute is displayed in Figure 1
3 A Conceptual Framework for Serious Game Design
In [8], a conceptual framework for serious game development has been presented.
The main goal of this framework is to provide game designers and educators with
a conceptual model to guide the development of serious games to be effective in
the achievement of the learning goals. This model is composed of nine different
elements shown in Figure 4, which will be briefly explained. Furthermore, the
Songs2See game will be revised in the context of this framework.
1. Capability: Refers to the cognitive, psychomotor and affective skills that the
user is to develop in the game.
In Songs2See, the intended musical capabilities to develop are: fluid perfor-
mance, effective identification, consistent element relation, timely execution,
and thorough understanding.
2. Instructional Content: Refers to the facts, procedures, concepts, and princi-
ples that users should learn.
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Fig. 4: Block diagram of the conceptual framework proposed by Yussof et al.
It is intended that the user understands and learns concepts as melody, notes,
rhythm, fingerings, and instrumental basics with the use of Songs2See.
3. Intended learning outcomes: Can be seen as a combination of capability and
instructional content. They refer to the goals to be achieved from playing
the game.
In Songs2See the intended learning outcomes are: fluid performance of a
melody or musical piece, effective identification of notes and of their cor-
responding pitches, timely execution of a sequence of notes with their cor-
responding durations, rapid identification of fingerings, consistent relation
of notes with their corresponding fingerings, understanding of instrument
mechanics and sound production principles.
4. Game attributes: These are the elements of the game that support learning
and engagement.
In Songs2See several elements have been included with the goal of making the
learning process more entertaining and suitable for all users [4]. Incremental
learning for example, is supported by the included Learning Mode. Users
can practice new pieces step by step until they are confident enough to play
them at normal speed. Instructional scaffolding17 is supported by different
elements: the automatic fingering animation helps users relate pitches to fin-
gering positions in the instrument, the option of including note names in the
score helps students in the process of learning standard music notation. Ad-
ditionally, rhythm learning is supported by the length bars presented in the
scrolling score. Interaction is supported as the user is constantly presented
with melodies that require timely responses and actions to be performed
correctly. Furthermore, Learner control18 is supported by the possibility of
loading music pieces that fit the user’s taste and skills. Feedback is given
to the user in real-time so there is continuous awareness of the outcome of
the performance. At the end of each performance, rewards are given in the
form of scores based on a rating system. With the use of real musical in-
struments and with the inclusion of elements to bring the game close to a
17 Refers to the support given to the user to promote learning of new concepts
18 Possibility given to the user to direct their learning experience to fit their own pace
and progress
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real performance scenario (e.g. real-time performance conditions, accompa-
niment tracks, music notation elements), an attempt is made to make the
process of transferring skills and experiences of the game to the real world,
as smooth as possible. This concept is known as authentic learning.
5. Learning activity: Refers to the activities designed to provide engagement
an immersion in the game.
In Songs2See two different types of learning activities are included: (1) Per-
formance of music pieces selected by the user in the instrument of their
choice. (2) Practice sets with specially designed content to address topics as
scales, chord or intervals.
6. Reflection: Is the process where the user is given the opportunity to think
about the learning goal and reflect about the strategy to be taken in the
next activity.
In Songs2See, this is presented in real-time. When the user plays the wrong
note, the game displays the note played. The intention is that users can
contrast their performances with the correct melody and possibly understand
the cause of error.
7. Games genre: Refers to type or category of the game to be played. As defined
in Section 1, Songs2See can be classified as a music performance game.
8. Game mechanics: Conditions and rules that define the details of the game.
In Songs2See the game mechanics are simple. The user is to perform the
selected piece of music with the chosen instrument in the attempt to timely
and fluidly follow the sequence of notes presented by the game.
9. Game achievement: Refers to the user’s level of achievement in the game.
In Songs2See a final score is given to the user after each performance. Fur-
thermore, a record of high scores is kept in the game to give the user some
insight of previous achievements. An additional option that relates to game
achievement is the tolerance value in the settings of the game. The user can
select how strict the rating system should be when evaluating the perfor-
mance and consequently be challenged to more accurate performances.
4 Final Remarks
The importance of analyzing Songs2See within this conceptual framework lies
on the fact that clear pointers on how to improve the game and its learning
potential can be obtained. In terms of reflection for example, offering the user
the possibility of reviewing performances off-line, can potentially improve the
understanding of the source of error. However, the challenge lies on doing it
without withdrawing the user from the gaming environment. A plausible so-
lution could be the design of mini-games as part of the Learning Activities.
Here, only segments with clear difficulties— most likely selected by the users
themselves— can be addressed. The mistakes made in the initial performance
can be highlighted so the user can be aware of the problematic passages. Another
possibility to increase reflection in the game, could be incorporating a recording
option. Users could playback an animated version of the performance, where
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mistakes are highlighted for reference. This animation could be paused and re-
played as many times as the user finds it necessary. In terms of possible learning
activities, specially designed content could be created to familiarize users with
instrument mechanics. Animated description of the instruments, instructions on
how to hold them, and basic explanations on sound production are all possibili-
ties within the game. A reward strategy could also be devised to support game
achievements. This could increase users’ interest in outperforming themselves.
A possibility could be offering sets of content or exercises, where different levels
can only be reached after achieving a certain score in previous levels.
5 Conclusions
The concept of Music Performance Games has been presented and as an exam-
ple, the game Songs2See has been described. As a guide through the development
stage of Songs2See, the game has been evaluated within the conceptual frame-
work for serious game development presented in Section 3. Several pointers on
how to improve the design of the game and its learning potential were presented.
The main goal of placing Songs2See within this framework was to optimize the
designing stage so the final outcome and potential of the game are also maxi-
mized. However, the learning capabilities, engagement and effectiveness of the
game can only be measured when it is delivered to the final user.
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Abstract. Music-similarity computation is an essential building block
for browsing, retrieval, and indexing of digital music archives. This pa-
per presents a music similarity function based on the Fisher-vector rep-
resentation of the spectral features extracted from a song. The distance
between the Fisher vectors of two songs is used as the similarity of the
two songs. The Fisher vector has a closed-form representation and can be
readily incorporated with simple vector distance measures. Experimen-
tal results show that the Fisher-vector representation of the auditory
features is promising for the music-similarity computation.
Keywords: music similarity, music retrieval, music browsing, Fisher
kernel
1 Introduction
Computing similarity between two songs is essential for browsing, retrieval, and
indexing of digital music archives. Music similarity can be inferred in two dif-
ferent ways; collaborative filtering and content-based approach. In collaborative
filtering, based on the musical tastes of many people, the musical preference of
one person is predicted by those of other people [1]. In content-based approach,
based on the perceptual auditory features, music similarity is directly computed
from the distance between features from two songs. Both approaches have pros
and cons. For example, the collaborative filtering cannot be adopted for new
songs, and the content-based approach requires perceptually-meaningful feature
extraction and computationally-efficient distance measure. This paper deals with
the content-based approach.
The difficulty in computing the music similarity lies in the fact that the crite-
ria used to determine the level of the similarity between two songs are subjective
and hard to be described quantitatively. For the content-based music similarity,
auditory features representing the music timbre, such as mel-frequency cepstral
⋆ The authors would like to thank Seokjeong Lee for insightful discussions and help
in collecting a dataset. This research project was supported by Government Fund
from Korea Copyright Commission.
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coefficients (MFCC) or other spectrum descriptors, has been adopted. In [1][2],
the low-level spectral features extracted from a song are modeled by the k-means
cluster or Gaussian Mixture Model (GMM). The distance between the song-level
representations is estimated by either KL divergence [2][3], or earth-mover dis-
tance (EMD) [1], which is used as a metric for music similarity. Despite their
excellent performance, the above mentioned methods are characterized by sev-
eral short-comings. First of all, the construction of the song-level representations
is based on an iterative process, which may not converge in some cases. Second,
the pairwise distance using the KL or the EMD is computationally expensive
and does not have a closed-form solution in most of the cases. To mitigate these
problems, we employ the Fisher kernel to represent the feature distribution of
a song instead of the iterative modeling process. The Fisher kernel was first
introduced by Jaakkola and Haussler [4] and further studied by Perronnin and
Dance [5] for image classification [6] and retrieval [7]. To combine the benefits
of generative and discriminative approaches, the key idea of the Fisher kernel is
to characterize a signal with a gradient vector derived from a probability den-
sity function which models the generation process of the signal [5][6][7]. In this
paper, the closed-form vector representation of the Fisher kernel (the Fisher vec-
tor) derived in [5] is applied to represent the auditory features of the songs and
compared with each other using simple distance measures, such as the Euclidean
or the Cosine distance. In the experiments, the music similarity function based
on the Fisher-vector representation showed retrieval performance comparable to
the previous one [1].
This paper is organized as follows. Section 2 describes the music-similarity
computation based on the Fisher-vector representation. Section 3 presents the
experimental results of music retrieval tests. Finally, section 4 summarizes the
paper.
2 Music Similarity Based on the Fisher-Vector
Representation
The overview of the content-based music similarity computation is shown in Fig.
1. In the previous methods [1][2], the underlying distribution of the spectral fea-
tures from a music clip is used as a signature for the music clip. Usually k-means
clustering or GMM is used to fit the underlying distribution of the features. The
music similarity of two songs is calculated as the statistical distance between
the feature distributions of the two songs. As noted in Section 1, the previous
methods mentioned above have several shortcomings associated to the iterative
fitting of a mixture model and the computation of the pairwise distance. In con-
trast, the closed-form vector representation of the Fisher kernel in [5] can be
readily extended to represent the auditory features and easily incorporated with
simple distance measures, such as Euclidean or Cosine distance. We introduce
the Fisher kernel in Section 2.1 and apply it to the music similarity in Section
2.2.
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Fig. 1. Overview of the content-based music similarity computation.
2.1 Fisher Kernel
The followings are the introduction to the Fisher kernel as was proposed in [4][5].
Let X be a sample whose generation process can be modeled by a probability
density function p with parameters λ [6]. In this paper, X corresponds to feature
vectors from a music clip. With respect to the parameters λ, the gradient vector
of X is denoted by
GXλ = ∇λ log p(X|λ) . (1)
The gradient vector gives the direction in parameter space into which the learnt
distribution should be modified to better fit the observed data [8]. The dimen-
sionality of this vector depends only on the number of parameters in λ [5]. On
the gradient vector, a kernel is defined in [4][5][6] in the inner product form as
follows:
K(X, Y ) = GXλ F
−1
λ G
Y
λ (2)
where Fλ is the Fisher information matrix of p given by
Fλ = Ex∼p
[
∇λ log p(x|λ)∇λ log p(x|λ)′
]
. (3)
Through the Cholesky decomposition of K(X, Y ), a normalized gradient vector
[5] is obtained as follows:
ϱXλ = F
−1/2
λ ∇λ log p(X|λ) (4)
The normalized gradient is referred to as the Fisher vector of X [5] which is the
gradient of the sample’s likelihood with respect to the parameters of the under-
lying distribution, scaled by the inverse square root of the Fisher information
matrix [8].
2.2 Music-Similarity Computation Based on the Fisher vector
As shown in Fig. 2, we first extract the low-level spectral features from an input
audio. An audio signal is split into overlapping segments (called frames) of length
L with 50% overlap (in our system, L = 1024 at a sampling frequency of 22050
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Fig. 2. Extraction of the Fisher vector from a music clip.
Hz). Each frame is windowed by a Hamming window of length L and transformed
into the frequency domain. From each frame, we extract the low-level spectral
features. We consider the D-order MFCC (in this paper, D = 19) as the low-
level spectral feature as in [1]. Assuming that there are N frames in a music clip,
the set of MFCC vectors from each frame is given by X = {x0, x1, · · · , xN−1}.
We choose the GMM as a underlying distribution p for the feature space since
the GMM has been used to represent the MFCC space in [2][3]. We denote the
distribution p as a sum of mixtures by p(x) =
∑K−1
k=0 wkN(x|mk, Σk) where
the mixture weight wk, mean vector mk, and covariance matrix Σk are the
parameters λ. In order to simplify the representation, as in [5], the covariance
matrix is constrained to be diagonal with variance vector σ2k. We only consider
the Fisher vector with respect to the mean and the standard deviation since that
with respect to the weight carries little information [6]. Based on the assumption
that xn’s are generated independently from p [6], the Fisher vector with respect
to a parameter λ is given by
GXλ =
1
N
N−1∑
n=0
∇λ log p(xn|λ) . (5)
A closed-form expression of the Fisher information matrix of a GMM was derived
in [5]. Using the derived Fisher information matrix, the Fisher vector ϱXµ for the
mean and ϱXσ for the standard deviation are simplified in [5][6][7] as follows:
ϱXµ [kD + d] =
1
N
√
wk
N−1∑
n=0
γnk
(
xn[d] − µn[d]
σn[d]
)
(6)
ϱXσ [kD + d] =
1
N
√
2wk
N−1∑
n=0
γnk
[(
xn[d] − µn[d]
σn[d]
)2
− 1
]
(7)
where d denotes the d-th dimension of the feature vector xn (in our case, d =
0, 1, 2, · · · , D − 1, and k = 0, 1, 2, · · · ,K − 1), and γnk is the soft alignment
(posterior probability) of feature vector xn to the k-th Gaussian component of
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the GMM given by
γnk =
wkN(xn|mk, σk)∑K−1
j=0 N(xn|mj , σj)
. (8)
As shown in the Fig. 2, the Fisher kernel transforms an incoming variable-size
(in our case, D × N) set of independent features into a fixed-size (in our case,
D × K) vector representation, assuming that the features follow a parametric
generative model estimated on a training set [8].
3 Experimental Results
Evaluating a music similarity function is intricate since the ground truth of
the music similarity is difficult to obtain. Thus, in the previous works [1][2], it
was assumed that the songs of the same genre or singer are perceptually more
similar than those of the different genre or singer. With the same assumption,
we evaluate the validity of the Fisher vector for music similarity on the genre
and the singer datasets. The genre dataset is made by George Tzanetakis for
his work [9] and consists of 1000 songs over ten different genres: blues, classical,
country, disco, hiphop, jazz, metal, pop, reggae, and rock. The singer dataset is
made by the authors and consists of 680 songs (20 songs per each singer) over 34
singers. For each query song in the dataset, we calculate the distances with the
other songs in the dataset and examine the closest 5, 10, and 20 songs among
which we count the number of songs in the same category (genre or singer) as
the query song. The Fisher-vector based music similarity is compared to the
Logan’s music similarity function [1], where the MFCC vectors extracted from a
song are modeled by the k-means clusters, and the clusters from two songs are
compared each other using the EMD [1].
Each song in the datasets was converted to mono at a sampling frequency
of 22050 Hz and then divided into frames of 46.4 ms (L = 1024) overlapped
by 23.2 ms. We computed the 19-order MFCC of each frame as a low-level fea-
ture (D = 19). When extracting the Fisher vector, we considered three different
GMMs as the underlying feature distribution with the number of mixture com-
ponents in the GMM as 4, 8, and 16. The GMM was trained on 156 songs of
various genres which are not overlapping with the test datasets. For each song,
we calculated the Fisher vector with respect to the mean and the standard de-
viation as in (6) and (7) respectively. Table 1 is the result of the genre dataset
and shows the average number of closest songs with the same genre as the query
song. Table 2 is the result of the singer dataset and shows the average number
of closest songs by the same singer as the query song. In obtaining the results
in Table 1 and 2, each song in the dataset was used as a query, and the closest
5, 10, and 20 songs to each query were scrutinized. On the genre dataset (10
genres), the expected number of songs with the same genre as the query song
among the closest 5 songs is 0.5(= 5 × 1/10) for random selection (assuming
the identical and independent trials). In case of the singer dataset (34 singers),
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Table 1. Average number of closest songs with the same genre as the seed song. The
MFV and the SFV denote the Fisher vector with respect to the mean and the standard
deviation respectively.
Types of Distance Average number of songs in the same genre
Signatures Measure Closest 5 Closest 10 Closest 20
MFV ϱXµ (K = 4)
Euclidean 2.492 4.325 7.501
Cosine 2.052 3.754 6.740
SFV ϱXσ (K = 4)
Euclidean 1.054 1.979 3.73
Cosine 1.569 2.846 5.16
MFV ϱXµ (K = 8)
Euclidean 2.483 4.329 7.368
Cosine 2.314 4.106 7.436
SFV ϱXσ (K = 8)
Euclidean 1.463 2.728 5.012
Cosine 1.643 2.965 5.391
MFV ϱXµ (K = 16)
Euclidean 2.482 4.352 7.484
Cosine 2.545 4.557 8.014
SFV ϱXσ (K = 16)
Euclidean 1.581 2.929 5.358
Cosine 1.640 2.994 5.487
Logan’s Method [1] EMD 2.743 4.801 8.384
Random Selection 0.5 1.0 2.0
Table 2. Average number of closest songs by the same singer as the seed song. The
MFV and the SFV denote the Fisher vector with respect to the mean and the standard
deviation respectively.
Types of Distance Average number of songs by the same singer
Signatures Measure Closest 5 Closest 10 Closest 20
MFV ϱXµ (K = 4)
Euclidean 1.663 2.749 4.118
Cosine 0.726 1.229 2.116
SFV ϱXσ (K = 4)
Euclidean 0.319 0.602 1.096
Cosine 0.559 0.929 1.497
MFV ϱXµ (K = 8)
Euclidean 1.713 2.756 4.126
Cosine 1.326 2.290 3.631
SFV ϱXσ (K = 8)
Euclidean 0.476 0.804 1.410
Cosine 0.547 0.929 1.531
MFV ϱXµ (K = 16)
Euclidean 1.790 2.912 4.313
Cosine 1.919 3.121 4.800
SFV ϱXσ (K = 16)
Euclidean 0.618 1.091 1.890
Cosine 0.656 1.151 1.999
Logan’s Method [1] EMD 1.743 2.776 4.044
Random Selection 0.147 0.294 0.588
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the expected number of songs by the same singer as the query song among the
closest 5 songs is 0.147(= 5 × 1/34) for random selection. These indicate that
the feature-based music similarity could provide a playlist which is much more
meaningful than the random shuffling. In both Table 1 and 2, the Fisher vector
with respect to the mean outperformed that with respect to the standard devi-
ation. As the number of GMM components got larger (i.e. the dimensionality of
the Fisher vector increased), the retrieval performance improved gradually. How-
ever, the performance gain was not quite notable. The retrieval performance of
the Fisher-vector representation was more or less similar to that of the Logan’s
method [1] for both datasets. We note that the Fisher-vector representation has
several merits over the Logan’s method as stated in the Section 1. Moreover, the
Fisher-vector representation is in vector form where many kinds of the distance
measures can be easily incorporated. Although the Euclidean and the Cosine dis-
tance are considered in this paper, other distance measures can also be employed
for the Fisher vector to boost the retrieval performance further. We leave it as
a future work. We note that the scope of the experimental results in this paper
is limited to the objective relevance with respect to the genre and the singer
criterion. Each person’s basis of the music similarity is multifarious depending
on the personal preference and familiarity to a certain type of music [10]. Since
designing and performing a subjective test on the music similarity is quite in-
tricate in practice [10][11], we focus on the comparison between the proposed
and the Logan’s approach [1] with two objective criterions: the genre and the
singer metadata. Further investigations of the proposed music similarity function
are necessary with a subjective criterion by the empirical ratings of the human
listeners to complement the experimental results reported in this paper.
4 Summary
In this paper, we apply the Fisher-vector representation of the spectral features
to the content-based music similarity computation. The distance between the
Fisher vectors of two songs is used as the similarity of the two songs. Compared
with the previous mixture model representation, the Fisher-vector representation
could provide a simplified alternative framework for music similarity computa-
tion. Experimental results show that the Fisher-vector representation can match
the retrieval performance of the more complex ones.
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Abstract. Black and White n.2 is a piece of aleatoric music by Franco
Donatoni. Conceived as a set of 120 exercises for piano, it uses a non-
conventional way to encode the score. Some elements of the composition
are left to chance, thus they should be extemporarily determined by the
performer. In this work, human choices are performed by an automatic
system. The algorithms designed and described here extract emotion-
related information from a video input and consequently create in real
time an instance of the piece. Finally, the paper presents the case study
of Black and Byte, an application implemented to test such algorithms.
Keywords: aleatoric music, automatic composition, emotions
1 Introduction
The relationships between music and emotions is a very rich and complex matter,
and a theoretical discussion of such a subject goes beyond the goals of the present
paper. In the computer field, this problem has been addressed for instance in
[1], [2] and [3].
This work narrows the field by focusing on the relationships between music
performance and emotions. Even in a traditional context, such as an evening
at the concert hall, a music performance is influenced by the feelings of the
performers and it conveys emotions to the audience. From this point of view, in
many contemporary music pieces and multimedia installations new frontiers have
been explored, making the listener become the protagonist of the performance.
For instance, the emotions and behaviours of the audience during a performance
can be captured in order to influence the performance itself in real time.
Our work is strictly related to the latter aspect. The goal is automatically ren-
dering an aleatory composition for keyboard (see Section 2) through a computer-
based system able to solve its non-determinism. In order to generate an auto-
matic performance, all the values of aleatory variables must be computed. In
general it could be sufficient to generate sequences of pseudo-random numbers,
if necessary under certain conditions. But for our purposes at least two further
constraints must be considered:
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1. The aleatory aspects of the performance should not be fully determined by
chance, but influenced in real time by emotion-related contents. In particular,
our algorithms take both a score and a video as input. Some features of the
video are automatically extracted and evaluated in order to add a coherent
soundtrack based on the score;
2. The resulting performance for keyboard instruments, after a transcription
in conventional notation, should be playable by a medium-skilled human
performer. This aspect is not trivial, since generated chords have to respect
the fingering rules explicitly indicated in the score, and to consider hand
posture and comfort.
All these items will be discussed in detail in the following sections.
2 F. Donatoni’s Black and White n.2
Black and White n.2 [4] is a collection of 120 pieces written by the Italian
composer Franco Donatoni (9 June 1927 - 17 August 2000). They can be played
on any keyboard instrument, including piano, harpsichord, celesta, electronic
keyboard, etc. Versions for 2 and 3 keyboard instruments have been conceived
and performed as well. The subtitle of the composition is Esercizi per le 10 dita,
namely 10-finger exercises, and this aspect will be fundamental to understand
Donatoni’s notation, as explained below. This piece belongs to the genre known
as aleatoric music [5], since some primary parameters of the composition are not
predetermined, but their values depend on random processes or extemporary
decisions made by the performer.
In the preface to the score, the author briefly explains the simple set of
rules to read the score, whose conventions significantly differ from Common
Western Notation (CWN). In fact, the two staves usually assigned to traditional
keyboard notation (i.e. the grand staff) in this case do not carry pitch and
rhythm, but rather finger-related information. Only lines are used, and each line
corresponds to a specific finger. For the right hand, the lower line corresponds
to the thumb and the upper line to the little finger, and vice versa for the left
hand. Consequently, the typical symbols of a traditional score are not present:
no time nor key indication, no bars nor rhytmic values, etc.
As mentioned before, a key constraint is the use of one or more keyboard
instruments. Given this hypothesis, the rules to read the score are few:
– The association between symbol positions over lines and fingers is fixed;
– About the colour of the symbols, each symbol can be either filled or empty.
This graphical convention forces the performer to play either a black or a
white key respectively;
– The symbols that can be placed over this sort of staff have either a circle or
a square shape, and this aspect is related to dynamics. At the beginning of
the performance the player decides if circles should correspond to the ppp
dynamic indication (i.e. softest possible), thus squares would correspond to
fff (i.e. loudest possible), or vice versa;
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Fig. 1. A score excerpt which follows Donatoni’s Black and White n.2 set of rules.
– The concept of chord is associated to the vertical alignment of such symbols,
possibly spanning over the two staves;
– Finally, arrows pointing up or down can be specified for each chord, even
a degenerate 1-note chord. The meaning of either an upward or a down-
ward arrow is using preferably either the higher or the lower octaves of the
keyboard respectively.
The application of this set of rules clearly leaves many music parameters to
the determination of the performer. As a consequence, for a given score a number
of different performances is possible. In particular, the following parameters can
be considered as degrees of freedom:
– Metronome tempo and time indication are not present. Consequently, the
piece is not organized into bars, nor into other regular rhythmical grouping;
– All rhythmic aspects (note durations, note density, articulation, etc.) are not
specified. As regards articulation, Donatoni allows the use of legato, staccato
and tenuto, as well as a free use of sustain pedal;
– Specific pitches are not indicated. Score information about pitches forces
only the use of either white or black keys in a given number, and provides
suggestions about the pitch range to use (i.e. the lower, middle or higher
octaves over the keyboard).
3 Extraction of Emotional Features from Video
As Donatoni explicitly states in the preface to Black and White n.2, this com-
position is only partially defined by a limited set of rules, while many other
aspects are left to the extemporaneous interpretation and execution by the sin-
gle performer. Such a work can therefore be heavily influenced by the mood of
the musicians who are playing it, and on the other side it can also be heavily
modified as regards melody, rhythm and harmony in order to transmit a certain
kind of emotion.
The great affective versatility of Black and White n.2 could be exploited to
automatically generate consistent soundtracks for arbitrary video footage. In this
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paper we will propose simple yet effective methods to extract affective features
from motion videos, both in online and offline scenarios. Then a possible mapping
of the rules of Donatoni’s composition will be provided in order to synchronize
an automatic musical performance with the visual information in terms of timing
and emotions.
3.1 The Affective Model: Related Work
Before extracting the emotional features out of the video footage, we must find
a way to describe, analyze and measure those ephemeral entities we call “emo-
tions”. To face this non-trivial problem, an interdisciplinary research in hetero-
geneous fields is required, including Music Psychology and Music Information
Retrieval. A review of some of the most relevant contributions makes two differ-
ent approaches emerge: categorical analysis versus dimensional analysis.
In the former case, emotions are defined in a discrete way and classified as
belonging to a few basic categories, such as “love”, “hate”, “joy”, “sorrow” and
so on (see [6] for further details). As stated in [7], one of the difficulties in the
automatic recognition of emotions is labeling of the data. Many experiments
have been conducted in this sense, starting either from symbolic contents or
from audio objects. It is worth citing the data labeling proposed by Hevner
in 1936, which consists of a circle of 8 classes where not all adjectives in a
single group are synonims [8]. A more recent work in this context is [9], which
starts from the previous one and proposes 13 classes each labeled by one, two
or three adjectives. It should be clear that adding classes and dimensions means
moving from a discrete to a continuous description. For our purposes, one of the
main drawbacks of categorical analysis lies in its discrete nature, which does not
catch the subtle nuances of human feelings in a satisfactory way. Moreover, this
model describes emotions qualitatively, making it difficult to map them onto the
quantitative parameters used to generate an automatic musical performance,
like note pitches, beats per minute and so on.
In dimensional analysis, on the contrary, emotions are defined inside a multi-
dimensional, continuous space. An interesting work that applies this kind of
analysis to emotions detection in speech is [10], which adopts the activation di-
mension. In the field of affective retrieval of information, the Arousal-Valence
(AV) model proposed in [11] is still considered up-to-date and it is one of the
most used. For example, in [12] it is applied to problems of music classifica-
tion by affective contents. The model defines a two-dimensional space where
emotions are classified in terms of their level of arousal (calm versus excited)
and pleasantness (positive versus negative). The dimensional approach gives the
possibility to express the subtle nuances of human feelings through continuous
variations in the chosen multidimensional space. Since it is based on quantita-
tive features, it also allows an easy mapping onto the musical parameters used to
generate the automatic performance. For these reasons, the present work applies
a dimensional analysis technique, and in particular the AV model.
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3.2 Arousal and Valence in Videos
After choosing an affective model, the next step is identifying the emotional
features in motion video information, namely which parameters are relevant
to the arousal and valence perception of what we see. In a previous work [13],
Zhang proposes an affective categorization of musical videoclips based on five key
features: sequence changes, motion, lighting, color saturation and color energy.
The first two features are related to the arousal dimension, while the remaining
ones are related to the valence dimension.
The work shows how a high number of sequence changes and a high amount
of moving objects, camera zooming and panning effects result in a sense of
excitation, whereas few scene cuts and static planes give a sense of quietness.
On the other side, vivid colours and bright images are common in calm or joyful
videos, while faded and dark images are often used to convey a sense of sadness,
fear or anger.
In the proposed affective analysis of musical videoclips, also audio clues are
taken into account. From this point of view, the key features are zero-crossing
rate, tempo and beat strenght for a classification along the arousal dimension,
and rhythm regularity and pitch as regards the valence dimension. While the
work by Zhang focuses on the extraction of these parameters out of the existent
soundtracks of musical videoclips, our goal is exactly the opposite, namely to
synthesize a soundtrack whose audio clues are consistent with the ones extracted
by the visual information. There are some significant differences in our approach:
while the work of Zhang focuses on the offline affective analysis of a database of
MPEG musical videoclips, we want to generate soundtracks for arbitrary video
footage, stored in different encodings or even acquired in real time by a webcam
or a RTP1 stream.
3.3 Algorithms for Video Analysis
The algorithms used to detect sequence changes takes inspiration from the
abrupt scene change detection described in [14]. It is a method based on inter-
frame motion intensities, which can also be directly employed to detect motion in
videos. The metric used to compute inter-frame motion intensities is the absolute
difference between consecutive frames, which is described by the formula:
D =
W∑
x=0
H∑
y=0
|r1(x, y)− r0(x, y)|+ |g1(x, y)− g0(x, y)|+ |b1(x, y)− b0(x, y)|
whereW andH are respectively the width and height of both frames, r1(x, y),
g1(x, y) and b1(x, y) are the red, green and blue values of the pixel at coordinates
(x, y) inside the current frame, and r0(x, y), g0(x, y) and b0(x, y) are their cor-
responding values inside the previous frame. Scene-change detection is achieved
by keeping trace of the maximum motion intensity occurring inside a local win-
dow of consecutive frames, and comparing the motion intensity of every frame
1 RTP stands for Real Time Protocol, which is described in RFC 3550.
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against this value. If the result for the current frame is n times the computed
maximum, then a sequence change is detected. According to Yeo, values of n be-
tween 2 and 3 have proven to give good results. The local moving frame-window
prevents the detection of false positives such as camera flashes or rapid panning
and zooming of the scene. A window of 25 frames for a 25 fps video, for example,
means that there cannot be two consecutive sequence changes within a second.
Once sequence changes are detected, the number of shots per second can be
determined dividing the number of shots in the video by its duration in seconds.
In the present work this value is computed locally instead for the whole video,
choosing a window of 5 sequence shots, as we want to capture in real time the
local variations of this feature inside each video stream.
Valence features can be easily obtained by converting pixel values from the
RGB into the HSB color space.2 Brightness is computed in a straightforward
way summing the brightness of pixels in each single frame. Similarly, satura-
tion is computed summing the saturation of pixels in each single frame. Color
energy instead is a composite parameter obtained from the combination of the
two former values with the standard deviation of the pixel hue values. The un-
derlying concept is that colorful videos often contain many different tonalities,
thus yielding very high standard deviation values for the hue; on the contrary,
faded videos are more likely to contain a limited amount of different colors, thus
yielding low standard deviation values for this parameter.
All the key features are normalized for convenience between 0 and 1: the value
of shots per second is already in this range if a window of one second (usually
25 or 30 frames, depending on the standards and formats adopted) for scene
change detection is chosen. On the other side, inter-frame motion is divided by
the maximum possible absolute difference between frames, which for a 24 bit
RGB color video is:
D̂ =
D
W ∗H ∗ 255 ∗ 3
Similarly, lighting and saturation are divided by their maximum possible
values inside a single frame, which for a 24 bit HSB color video is:
L̂ =
L
W ∗H ∗ 255
Ŝ =
S
W ∗H ∗ 255
Finally, the standard deviation of the hue is normalized using the formula:
σ̂2h =



4
σ2h
hmax
, if σ2h <
hmax
4
2− 4 σ
2
H
hmax
, otherwise
2 The RGB acronym represents an additive color model in which red, green, and blue
light are added together to reproduce colors. HSB is another color model, based on
the image attributes called hue, saturation, and brightness.
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The final arousal value is obtained by a user-defined weighted average be-
tween shots per second and motion intensity. Similarly, the valence feature is
computed by a user-defined weighted average between lighting, saturation and
hue standard deviation. Both arousal and valence can be then amplified and
clipped to the maximum value of 1. These manual adaptations are included in
order to make the system adaptable to changes in lighting, input devices, nature
of the video footage and so on.
4 Mapping Emotional Features onto a Score
The final goal of our work is the extraction of emotions from video captures
in order to drive a computer-based performance of Black and White n.2. As
discussed in Section 3, the algorithm to extract emotion values from a video
employs a 2-axes classification, based on arousal and valence values respectively.
Now we will explain which music features can be used, and how, in order to
convey emotions and consequently to create an adequate soundtrack for motion
videos. Inspiring works from this point of view are [15] and [16]. Please note that,
in order to establish adequate mappings between music-conveyed emotions and
musical features, psychology and neuropsychology studies must be considered,
too (e.g. [17] and [18]).
Some choices specific for our implementation will be detailed in Section 5.
4.1 Rhythm
Starting from mentioned research, rhythmic aspects have been mapped onto the
arousal dimension.
Note durations are not expressed as in traditional music theory (e.g. crotch-
ets, quavers, etc.), but as absolute time intervals whose value belongs to a con-
tinuous range. No time indication or BPM3 value is provided by the score, and
no one is introduced by our algorithms.
Other aspects related to rhythm are articulation marks and pedals. The
preface to Black and White n.2 explicitly cites the possibility to introduce ar-
ticulations and pedals in a performance, even if the corresponding marks do
not belong to allowed score symbols. As regards in-use articulation signs, they
usually include staccatissimo, staccato, martellato, marcato, tenuto, and so on.
Besides, a legato effect is usually indicated through slurs. Finally, the damper
pedal (if present on the keyboard instrument) represents the maximum level of
sustain, as all notes played will continue to sound until the pedal is released. All
these aspects, which are allowed by Donatoni but not encoded inside the score,
are left to improvisation and to the performer’s feelings. In our opinion, the list
provided before should correspond to a progressive reduction of the arousal level,
ranging from staccatissimo to legato with sustain pedal.
3 BPM stands for Beats Per Minute.
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4.2 Harmony
Harmony, here intended as a sequence of chords, is one of the most important,
but also one of the most difficult music dimensions to map onto the mentioned
axes. Problems arise for a number of different reasons.
First, the function of a chord changes depending on the surrounding con-
text, so that an evaluation should involve not only the chord itself, but also the
harmonic path it has been inserted into. For example, a major triad is usually
considered happier and brighter than a minor one, but in a tonal context a minor
triad built on the second degree of a major scale (e.g. [D,F,A] in C major) does
not necessarily convey a sense of sadness.
Other chords are intentionally ambiguous and their meaning is clarified only
by the surrounding harmonic path. A very significant example is the incipit of
the Allegro non molto from Violin Concerto in F minor RV 297 “L’inverno” by
A. Vivaldi. The first chord (see Figure 2) is incrementally built by superimposing
higher and higher voices: initially it sounds affirmative and stable (the F-minor
tonic alone), then ambiguous (major second), misleading (minor sixth), frightful
(perfect fourth), and finally clear thanks to the resolution of the dissonance on
a diminished seventh chord.
Fig. 2. Incipit of the Allegro non molto from Violin Concerto in F minor RV 297
“L’inverno” by A. Vivaldi.
Even those chords that present a commonly-accepted affective value in West-
ern culture do not have an implicit nor a universal value, above all in a non-
tonal context. An interesting survey about harmony and chord functions in the
twentieth-century music can be found in [19].
Obviously, an exhaustive discussion of the matter goes beyond the goals of
the present paper. Now we will briefly explain how the problem has been solved
in our work from a practical perspective. Let us recall the two key concerns:
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1. It is necessary to find an efficient and effective way to map in real time
emotional features onto AV axes. In our work, the harmonic path is not pre-
determined: the performer has to chose pitches extemporarily, as the author
himself recommends. A reductive but practical solution is considering chords
as isolated entities, thus ignoring the harmonic context;
2. Fingering indications are one of the few contraints provided by the score,
and they cannot be ignored. As a consequence, not all chords that prove to
be adequate as regards their affective characteristics can be employed, but
only those which support a given fingering.
Our approach can be described as a four-steps process.
First, the system is provided with a set of chord models to use, including their
possible inversions. The concept of “model” means encoding halftone distances
from the root note, instead of any possible combination of pitches. An easy-to-
implement algorithm can produce any instance of a model starting from each
available pitch.
Then, each chord model is put in correspondence with two ranges of contin-
uous values, on the arousal and on the valence axis respectively, thus forming a
rectangle. In this way, any valid point of the AV plane is covered by a variable
number of overlapping rectangles, corresponding to all the chord models that
can convey those given arousal and valence senses.
After defining the set of suitable chord models for a given pair of AV values,
a further selection is made on the base of fingerings. In fact, not all the chords
may support a particular hand position.
Finally, it is necessary to verify if the selected chord model has at least one
instance that corresponds to the black/white keys configuration indicated by the
score.
If one of the mentioned steps fails, as there exist no candidates having the re-
quired chracteristics, a backtracking technique is used to select a new candidate.
For example, if a major triad, a dominant seventh and a diminished seventh
cover the current point of the AV plane and the score requires a 4-fingers chord,
let the second chord be initially selected as the candidate. After verifying that
the required black/white layout cannot be instanced starting from the dominant
seventh model, the algorithm selects the diminished seventh.
Please note that a formal check must be conducted on the chord-models set
to verify the complete covering of the AV plane using all possible fingerings and
black/white-key configurations.
As regards our implementation, details about chord models and single-chord
mappings onto the AV plane will be provided in Section 5.
5 Case study: Black and Byte
Black and Byte is the application designed and implemented to test the algo-
rithms described in Sections 3 and 4.
The interface allows to open a score in plain-text format. The file provides
a score view on a single staff system, which is usually defined “scroll view” in
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music editing software. The two “staves” corresponding to right and left hand
are separated by an empty line. Inside such a document, the allowed symbols
are: empty circle 5, filled circle e, empty rectangle 0, filled rectangle `, up
arrow ↑, and down arrow ↓. Whitespaces and tabs are supported as well, but
they have no musical meaning. Other symbols are not managed, so they are
ignored by the parser.
As regards video input, it is possible either to load an available media file or
to acquire motion images from a webcam or a stream in real time. The audio
track (if available) is ignored. Since the duration of the performance is not known
in advance (this is one of the aspects left to the performer’s will), score is read
in a circular way and a loop is performed to sonorize the entire video. At each
iteration, music parameters are recalculated according to Donatoni’s rules.
Some features of the prototype are not hard-coded, so they can be configured
by the user. It is worth citing the chord-model list, which deeply influences the
results of our algorithms. At present, the total amount of supported chord models
is limited to those typical of traditional harmony, namely:
1. 10 bichords (minor second, major second, minor third, major third, dimin-
ished fourth, perfect fourth, augmented fourth, diminished octave, perfect
octave, augmented octave) and their 10 inversions;
2. 7 triads (major, minor, diminished, augmented, suspended second, suspended
fourth, and flat fifth) and their 14 inversions;
3. 7 sevenths (major, minor, dominant, diminished, half-diminished, minor/major,
and augmented/major) and their 21 inversions;
4. 7 ninths (ninth, minor ninth, flat ninth, minor flat ninth, augmented ninth,
nine-six, minor nine-six) and their 28 inversions.
Inverted chords are automatically computed from the model of the “par-
ent” chord, namely the root-position chord. Since chord-model list has not been
hard-coded inside the prototype, this set could be easily extended, for instance
supporting elevenths and thirteenths, post-tonal chords or micro-tonal intervals.
The mapping of chords onto the AV plane is clearly subjective. In our ap-
proach:
– Consonance/dissonance among chord notes correspond to a low/high level of
arousal, respectively. This parameter is computed by evaluating the intervals
inside the chord, namely the relationship between the root element and the
following notes;
– The belonging of the chord to the minor/major tonal area corresponds to a
low/high level of valence.
For instance, a major triad is very consonant and clearly belongs to the major
area, so it has a low value for arousal and a high value for valence: it can convey a
sense of brightness, grace, quietness, solemnity, etc. On the other side, ambiguous
chords - e.g. empty fifths - present a neutral value on both dimensions: they can
represent bore, doubt, indefiniteness, etc.
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The interface presents two key elements: a media player where the motion
video is loaded, and a panel containing the original score. As mentioned be-
fore, the creation of the performance is extemporary, and it is computed in real
time depending on video analysis. While the performance is advancing, the in-
terface shows the corresponding transcription in CWN together with fingering
indications. In this way, on one side the instances of Donatoni’s rules can be
verified, and on the other side the resulting score can be played also by a human
performer.
A component not directly related to the real-time performance, but useful
to show video-analysis results and to understand the consequent sonorization,
is the panel containing the AV plane representation. A small circle defines the
position of the current point along the arousal and valence axes.
6 Conclusions
In this paper we have proposed a process to sonorize motion videos in real time,
starting from 1) an on-the-fly analysis of video contents and 2) a given score
encoded according to Donatoni’s rules.
One of the goals was exquisitely theoretical: testing dimensional-analysis re-
sults and determining efficient and effective algorithms to apply those results
to aleatoric music. Besides, a number of practical applications can exist, e.g.
in multimedia installations, emotion-based sonorization of videos, and real-time
control of aleatory performances through face recognition or other gestures.
Acknowledgments. This work has been partially funded by the Enhanced
Music Interactive Platform for Internet User (EMIPIU) project.
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The Visual SDIF interface in PWGL
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Abstract. In this paper we present a novel PWGL user-library, SDIF,
that allows us to import SDIF encoded sound analysis information into
PWGL. The library provides us with a visual box interface to the CN-
MAT/IRCAM SDIF Tools. The PWGL SDIF library builds on top of
another PWGL library called SHELL enabling us to interact with the
UNIX command-line. The SDIF library is still in early development and
testing but it has already proven to be quite robust and functional. In this
paper we introduce the current functionality of our library and discuss
some concrete use cases and future development possibilities.
Keywords: SDIF, computer assisted composition, visual programming,
visualization
1 Introduction
PWGL [9] is a Lisp-based music programming environment designed for the ap-
plications of computer assisted composition, music theory and analysis, software
synthesis, and music notation. Currently, PWGL lacks tools that would allow
us to straightforwardly use and manipulate sound analysis information in the
visual patch. There are numerous free and commercial applications, such as Au-
dioSculpt and SPEAR, that are able to perform sophisticated sound analysis
and processing. The solution we propose here is to use third party applications
to perform the analysis/processing and read the information into PWGL for
further treatment. To this end we have implemented a new PWGL user-library,
SDIF, that is able to import SDIF description files into our system.
SDIF (Sound Description Interchange Format, [12]) is a standard and exten-
sible interchange format of sound descriptions jointly developed by IRCAM and
CNMAT. SDIF consists of a large collection of spectral description types. Nu-
merous programs currently support SDIF, among others Matlab [13], Max/MSP,
PureData, jMax (through the FTM library), OpenMusic [2], Spear [6], Au-
dioSculpt [4], ASAnnotation [3], and CLAM [1]. It has become de facto standard
sound interchange format in the field of computer music and research.
In addition to the standalone applications several language bindings also
exist, among others for C, Java, and Python. The Lisp-based SDIF interface is
⋆ The work of Mika Kuuskankare has been supported by the Academy of Finland
(SA137619). We would also like to thank CCRMA, Stanford University, for hosting
the research.
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
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provided by OpenMusic. In OpenMusic the SDIF interface [5] is implemented
by calling the functions of a dynamic C-library directly using the Lisp Foreign
language Interface (FLI). The SDIF data types as mirrored in the Lisp side using
FLI data types.
Our interface, in contrast, provides direct access to the IRCAM/CNMAT
SDIF Tools–a collection of command-line programs that help in reading, writ-
ing, and manipulating SDIF data files. Our library is implemented using a stan-
dard PWGL library called SHELL that allows us to interface with the UNIX
command-line. SDIF operations are performed by the SDIF Tools and the re-
sults are read in PWGL through a pipe opened between PWGL and the shell.
There are several advantages in this approach. First, it provides full access to
the information distributed in SDIF format. Everything that can be done with
the SDIF Tools can be done inside PWGL. Second, our box interface mirrors
the functionality of the SDIF Tools. Thus, there’s no need to learn a new box
representation or naming conventions.
Eventually, the SDIF interface will allow us to develop many new PWGL
applications. Our music notation program, ENP [7], in conjunction with the
SDIF library, provides the users with a powerful toolkit, for example, for the
applications of spectral composition. Our software synthesizer, PWGLSynth [10],
would benefit from sophisticated sound analysis data difficult to obtain in any
other way.
The PWGL SDIF user-library and the relating documentation can be down-
loaded from our project’s web site at http://www2.siba.fi/PWGL/downloads.
html
2 Overview of the SDIF Library
The PWGL SDIF library interfaces with the open-source CNMAT/IRCAM
SDIF command-line tools. When the user loads our library for the first time,
a PWGL specific version of the SDIF Tools is automatically compiled1 and in-
stalled locally inside the SDIF library folder. Our version converts the output
into a format understood by the Lisp reader, i.e, the results are in general always
returned as a Lisp list.
The main utilities that we currently use are: querysdif, and sdifextract.
querysdif displays a summary of the data in an SDIF file, and the ASCII header
information. sdifextract, in turn, outputs the data of an SDIF file either as a
whole or according to the options defined by the user.
The SDIF user-library is accompanied by a tutorial that gives several work-
ing examples dealing with compositional and sound synthesis applications. The
documentation also provides the users with links to relevant study material that
can be found either inside PWGL or on the internet.
Most of the functionality presented in the sections 2.1–2.3 the SDIF library
inherits form the SHELL library. The PWGL SHELL library provides a collection
1 The prerequisite for using the library is that the user has installed the free Apple
Developer Tools.
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of specialized box types that allow us to interface visually with the UNIX shell.
Thus, it is possible to call virtually any shell program, to redirect and pipe
commands, and to input the results back into the PWGL patch.
2.1 Managing Options
Command-line utilities usually allow users to define a variable number of differ-
ent options. Managing and remembering all the possible options and the combi-
nations thereof can be quite demanding. Our system provides the users with a
visual browser (see Figure 1) for managing options. From the browser the user is
able to select an appropriate option and study its documentation and even see
concrete examples of its use. The SDIF library boxes behave like expert boxes
in the sense that they provide relevant information for the users and assistance
in their use.
Fig. 1: The SDIF library options dialog showing the options relevant to the sd-
ifextract box.
2.2 Error Handling
One important functionality of the SDIF library is its ability to gracefully handle
errors that happened during the shell execution and to signal the user that
something has gone wrong, e.g., a required file was not found. The UNIX error
code is trapped by the boxes and displayed both visually and textually in the
patch. The boxes can thus display pertinent information about their status and
the success of the operation in question.
Figure 2 shows a box of the SDIF library in an erroneous state. A red warning
sign is drawn over the box. When the user moves the mouse pointer over the box
the relevant error message (corresponding to the UNIX error code) is displayed
in a message area at the bottom of the patch window.
2.3 Argument Passing and Conversion
When interfacing with the SDIF Tools we need to be able to convert Lisp argu-
ments into a form understood by the command-line utilities. The SDIF library
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Fig. 2: An SDIF library box showing that an error occurred while processing the
user’s request.
provides a method with which the users can define translators from data written
in Lisp to the data required by the utility.
Let us examine a brief example. Some of the SDIF tools accept time range as
an option. For example, sdifextract allows us to define a time range for extracting
only the relevant part of the audio analysis. This information is given using one
of the following formats: 1.5-3.5 or 2.5+3.0.
Normally, when passing this option from Lisp the users would have to write
the data as a string, which makes its use inconvenient. In Lisp, the most con-
venient way of representing this information is a list of two numbers, e.g., ’(1.0
2.5). The problem can be solved by adding a pre-processor to the SDIF box. In
this case, we define a pre-processor for the given box type, sdifextract, and
for a given option -t (as for time) as follows:
1 (add-pwgl-shell-box-pre-process
2 "sdifextract"
3 "-t"
4 #’(lambda(x)
5 (format () "~f-~f" (car x) (cadr x))))
The translator function (lines d-e) converts the incoming data. Now, the user
can input the time range just by passing a list of two numbers.
3 SDIF Library Boxes
Here, we present the new PWGL box types (in addition to the two core boxes
sdifextract and querysdif) that are unique to the SDIF library: (1) SDIF-selection
box (2) SDIF-selection-spec box, (3) SDIF-range box, and (4) SDIF-type box.
3.1 SDIF-selection Box
Routinely there is a need to access only a subset of the information presented in
an SDIF file. All SDIF tools accept an SDIF selection, which allows the users to
specify relevant time ranges, frames or matrices that are accessed from the file.
In our case this allows for a fast access to a part of the data contained by an SDIF
file. Furthermore, the files do not need to be processed inside PWGL using Lisp;
the processing is done by the SDIF library itself. This reduces the workload in
PWGL and also allows us to remain compatible with the SDIF Tools collection
as the implementation is kept outside our system. Incidentally, our flexible box
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design scheme should allow us to keep up with the potential changes in the SDIF
selection syntax.
The syntax of the selection is specified in [11] and is as follows:
[filename]::[#stream][:frame]
[/matrix][.column][_row][@time]
For convenience we have defined a special PWGL box (see Figure 3) that
allows us to define the SDIF selection using Lisp objects. The box accepts a
variable number of arguments in an arbitrary order. It sorts its arguments and
outputs a syntactically valid SDIF selection object that can be passed as an
argument to relevant SDIF library boxes.
Fig. 3: An SDIF-selection box with two options: frame and time.
The box with the options shown in Figure 3 translates to the following piece
of SDIF selection code:
[...]/pf-w.pd-hit-fnl.fft.sdif::1HRM@0.0-2.0
3.2 SDIF-selection-spec Box
SDIF-selection-spec (Figure 4a) box converts lisp representations to various
other formats required by the SDIF Tools. This box can be used with the SDIF-
selection box to define ranges, or comma separated lists when needed. In SDIF,
numeric values can be represented either as lists (e.g., selecting only the columns
1 and 2) or ranges (e.g., selecting the rows 1-50). The box also allows us to spec-
ify incomplete ranges as per SDIF specification (e.g., where the lower or upper
value is replaced by the respective minimum or maximum value). The box shown
in Figure 4a translates to an (incomplete) SDIF range specification 4.0- (i.e.,
beginning from 4.0 seconds until the end).
3.3 SDIF-range Box
SDIF-range (Figure 4b) box converts lisp representations to the SDIF time range
format. This box accepts the input in several different formats as per SDIF
specification. The box shown in Figure 4b translates to a range of 0.0+3.0.
3.4 SDIF-type Box
The SDIF Type box provides the users with a browsable dialog containing all the
SDIF types and any relevant information about them. The box can be connected
to other SDIF library boxes that require SDIF types as parameters. Multiple
selection is also allowed.
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(a) (b)
Fig. 4: The SDIF library utility boxes: (a) the SDIF-selection-spec box, and (b)
the SDIF-range box.
4 Some Use Cases
In this section we give two use cases of the SDIF library. In our first example,
we visualize FFT data stored in an SDIF file. The second example deals with
a compositional application where we read into PWGL chord sequence analysis
information, prepared with the help of AudioSculpt, and convert it into a musical
score.
4.1 Data Visualization
Figure 5a shows a patch where we read FFT information stored in an SDIF file
and visualize it using our 2D-Editor [8]. The SDIF file pathname is given in (1)
as an argument to the sdifextract box in (2) which, besides the mandatory
pathname argument, has three options. The -data option instructs the box to
return only the data without times. The -t option gets as an argument a time
range, i.e., we read in only the frames between 0 and 5 milliseconds. The -m
option allows us to select which matrix to extract. In this case, we are interested
in matrices of the type 1GB0 which contain the FFT data. As the 2D-Editors
can display information in several independent layers we use the 2D-constructor
box (5) to create individual breakpoint-functions of each of the FFT-frames. The
result is shown in the 2D-Editor at the bottom of the patch.
4.2 Score Interface
Figure 5b demonstrates how to manipulate SDIF data in PWGL to generate a
sequence of chords. The analysis data is read in (1) using the -bpf option as
we need the frame times as well as the frequency data. In (2) we convert in the
code-box (the code is not shown here) the data to a list of chords and the result
is given to the Score-Editor box (3). Here, the user can apply a filter (4) to get
all notes, only notes that have velocity values below the average velocity of the
chord, or only notes that have velocity values that are above average. Note also,
that ENP allows us to represent micro tones using a dynamic resolution. Here,
an eighth-tone resolution is defined by the user.
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pwgl-location
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Fig. 5: The examples demonstrating the usage of PWGL SDIF user-library: (a)
visualizing FFT information stored in an SDIF file, and (b) manipulating FFT
data to generate symbolic music notation.
5 Future Development
Currently, it is only possible to read into PWGL analysis information prepared
outside our system. Next, we plan to extent the current interface scheme so that
it supports making the analysis itself using the patch language. The extension
would provide us with an access to SuperVP or pm2 (two sound processing tools
developed by the Analysis/Synthesis team of IRCAM) or other similar analysis
tools.2 Furthermore, it should eventually be possible to write SDIF files directly
from PWGL. This would make it possible to process the SDIF information in a
patch and save the processed material again in SDIF format.
6 Conclusions
In this paper we present a new PWGL user-library that allows us to access and
manipulate different kinds of sound analysis information visually by interfacing
with the SDIF file format. The library does not use foreign language bindings,
but instead interfaces with the UNIX command-line tools. We describe the cur-
rent state of the library, present the basic concepts and the functionality of the
visual box interface. We also cover some of the potential applications by demon-
strating how to visualize SDIF data and convert it to high-level musical score
representation.
2 The possibility of using AudioSculpt kernels would naturally be available only for
users that have a licensed copy of the software.
455
8 Mika Kuuskankare
References
1. Amatriain, X., Arumı́, P.: Developing cross-platform audio and music applications
with the clam framework. In: Proceedings of the International Computer Music
Conference. pp. 403–410 (2005)
2. Assayag, G., Rueda, C., Laurson, M., Agon, C., Delerue, O.: Computer Assisted
Composition at IRCAM: From PatchWork to OpenMusic. Computer Music Jour-
nal 23(3), 59–72 (Fall 1999)
3. Bogaards, N., Yeh, C., Burred, J.J.: Introducing asannotation: a tool for sound
analysis and annotation. In: Proceedings of International Computer Music Confer-
ence (2008)
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Abstract. The application of Pulsed Melodic Affective Processing (PMAP) to 
stock market analysis and algorithmic trading is examined. PMAP utilizes 
musically-based pulse sets (“melodies”) for processing – capable of 
representing affective states. Affective processing and affective input/output is 
now considered to be a key tool in artificial intelligence and computing. 
However in the designing of processing elements (e.g. bits, bytes, floats, etc), 
engineers have primarily focused on the processing efficiency and power. 
Having defined these elements, they then go on to investigate ways of making 
them perceivable by the user/engineer. But the extremely active and productive 
area of Human-Computer Interaction - and the increasing complexity and 
pervasiveness of computation in our daily lives – supports the idea of a 
complementary approach in which computational efficiency and power are 
more balanced with understandability to the user/engineer. PMAP provides the 
potential for a person to tap into the affective processing path to hear a sample 
of what is going on in that computation, as well as providing a simpler way to 
interface with affective input/output systems. In this paper PMAP will be 
applied to a simple algorithmic trading system based on an affective model of a 
simulated stock market. 
Keywords: Human-Computer Interaction, Music, Affective, Boolean Logic, 
Neural Networks, Behavioural Finance, Algorithmic Trading, Stock Market   
1   Introduction 
Pulsed melodic affective processing involves the use of music as a processing tool 
for affective computation in artificial systems. It has been shown that affective states 
(emotions) play a vital role in human cognitive processing and expression [1]. The 
field of Behavioral finance has highlighted the importance of emotions in finance and 
markets [2]. This paper proposes the application of PMAP in stock market trading and 
analysis.  
Affective state processing has been incorporated into previous artificial 
intelligence processing and robotics [3]. The issue of developing systems with 
affective intelligence which also provide for greater user-transparency, is a key 
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element discussed in this paper. Music has often been described as a language of 
emotions [4]. There has been work into automated systems which communicate 
emotions through music [5] and which detect emotion embedded in music based on 
musical features [6]. Hence the general features which express emotion in western 
music are known.  
Before introducing these, affective representation will be briefly discussed. The 
dimensional approach to specifying emotion utilizes an n-dimensional space made up 
of emotion “factors”. Any emotion can be plotted as some combination of these 
factors. For example, in many emotional music systems [7] two dimensions are used: 
Valence and Arousal. In that model, emotions are plotted on a graph (see Figure 1) 
with the first dimension being how positive or negative the emotion is (Valence), and 
the second dimension being how intense the physical arousal of the emotion is 
(Arousal). For example “Happy” is high valence high arousal affective state, and 
“Stressed” is low valence high arousal state.  
 
Figure 1: The Valence/Arousal Model of Emotion 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Previous research [8] has suggested that a main indicator of valence is musical key 
mode. A major key mode implies higher valence, minor key mode implies lower 
valence. For example the overture of The Marriage of Figaro opera by Mozart is in a 
major key; whereas Beethoven’s melancholy “Moonlight” Sonata movement is in a 
minor key. It has also been shown that tempo is a prime indicator of arousal, with 
high tempo indicating higher arousal, and low tempo - low arousal. For example: 
compare Mozart’s fast overture above with Debussy’s major key but low tempo 
opening to “Girl with the Flaxen Hair”. The Debussy piano-piece opening has a 
relaxed feel – i.e. a low arousal despite a high valence.  
Affective Computing [9] focuses on robot/computer affective input/output. 
Whereas an additional aim of PMAP is to develop data streams that represent such 
affective states, and use these representations to internally process data and compute 
actions. The other aim of PMAP is more related to Picard’s work – to aid easier 
sonification of affective processing [10] for transparency in HCI, i.e. representing 
non-musical data in musical form to aid its understanding. Related sonification 
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research has included tools for using music to debug programs [11]. There have also 
been a number of papers published on sonification [12][13] of stock market data, but 
not from an affective point of view, nor with a unified data stream for processing and 
sonification.  
 
2  PMAP Representation of Affective State 
Pulsed melodic affective processing is a method of representing affective state 
using music. In PMAP the data stream representing affective state is a series of pulses 
of 10 different levels with a varied pulse rate. This rate is called the “Tempo”. The 
pulse levels can vary across 12 values. The important values are: 
1,3,4,5,6,8,9,10,11,12 (for pitches C,D,Eb,E,F,G,Ab,A,Bb,B – we assume all 
melodies are in C). These values represent a valence (positivity or negativity of 
emotion). Values 4, 9 & 11 represent negative valence (Eb, Ab, Bb are part of C 
minor) e.g. sad; and values 5, 10,& 12 represent positive valence (E, A, B are part of 
C major), e.g. happy. The other pitches are taken to be valence-neutral. For example a 
PMAP stream of say [1,1,4,4,2,4,4,5,8,9] (which translates as 
C,C,Eb,Eb,C#,Eb,Eb,E,G,Ab) would be principally negative valence since most of 
the notes are in the minor key of C. It is understood that these key modes can become 
ambiguous, particularly in terms of relative keys. It is expected that they will tend to 
be more accurate for more extreme valence values (i.e. those furthest from 0).  
The pulse rate of a stream contains information about arousal. So 
[1,1,4,4,2,4,4,5,8,9] transmitted at maximum pulse rate, could represent maximum 
arousal and low valence, e.g. “Anger”. Similarly [10,8,8,1,2,5,3,1] (which translates 
as A,G,G,C,D,E,C,C) transmitted at a quarter of the maximum pulse rate could be a 
positive valence, low arousal stream, e.g. “Relaxed” (because it is in the major key of 
C). If there are two modules or elements both with the same affective state, the 
different note groups which go together to make up that state representation can be 
unique to the object generating them. This allows other objects, and human listeners, 
to identify where the affective data is coming from. 
In performing some of the analysis on PMAP, it is convenient to utilize a 
parametric form, rather than the data stream form. The parametric form represents a 
stream by a Tempo-value variable and a Key-value variable, which can vary 
continuously as Arousal and Valence vary. 
 
3  Affective Market Mapping 
   PMAP has been applied to affective processing in a multi-robot security system, 
and to a text emotion detection system [14]. The first of these was achieved by 
designed a set of “musical” logic circuits. The second involved a neural network 
based on musical neurons or “Murons”, whose weights adjust tempo and key mode, 
and which learned by gradient descent. There are 3 elements which suggest PMAP 
may have potential in the stock markets: a simple market-state mapping (described 
below), the incorporation of trader, client and news article “sentiment” into what is an 
art as well as a science, and a natural sonification for eyes-free HCI in busy 
environments. The Affective Market Mapping (AMM) involves mapping stock 
movements onto a PMAP representation. Such a mapping would allow PMAP 
processing to interact with stock market data and be used for algorithmic trading. One 
mapping that was initially considered was a risk / return mapping – letting risk be 
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mapped onto arousal / tempo, and return be mapped onto valence / key mode. 
However this does not give an intuitively helpful result. For example it implies that a 
high arousal high valence stock (high risk / high return) is “happy”. However this 
entirely depends on the risk profile of the investor / trader. So a more flexible 
approach – and one that is simpler to implement - for the AMM is: 
 
1. Key mode (valence) is proportional to Market Imbalance. 
2. Tempo (arousal) is proportional to Number of Trades per Second. 
 
These can refer to a single stock, a group of stocks, or a whole index. Consider a 
single stock S. The Market Imbalance Z in a time period dT is the total number of 
shares of buying interest in the market during dT minus the total number of shares of 
selling interest during dT. This information is not publically available, but can be 
approximated. For example it can be calculated as in [15] - the total number of buy-
initiated sales minus the total number of sell-initiated trades (normalized by the 
Average Daily Volume for S); with a trade is defined as buy initiated if it happens on 
an uptick in the market price of stock S, and sell-initiated if it happens on a downtick 
(the “tick algorithm”). If there are as many buyers as sellers in stock S then it is 
balanced and its market imbalance Z will be 0. If there are a large number of buyers 
and not enough sellers (e.g. in the case where positive news has been released about 
the stock) the imbalance will become positive.  
To generate a melody from a stock, simply have a default stream of non-key notes 
at a constant or uniformly random rate; and every time there is a trade add a major 
key note for a buy initiated trade and a minor key note for a sell initiated trade. So for 
example, if a stock is being sold off rapidly due to bad news, it will have a negative 
market imbalance and a high trading rate – which will be represented in PMAP as a 
minor key and high tempo – earlier labelled as “angry”. Stocks trading up rapidly on 
good news will be “happy”, stocks trading up slowly in a generally positive market 
will be “relaxed”. The resulting PMAP stream matches what many would consider 
their affective view of the stock.  
 
6  Simulation 
   To examine a simple processing usage of the Affective Market Mapping and PMAP 
a basic algorithmic trading system will be implemented. Algorithmic Trading has 
become extremely prominent in the markets in the last few years [16], but we are not 
aware of any work which focuses on affectivity. To examine this approach, a simple 
stock market order book simulation has been developed. The market contains a single 
stock whose initial price is $100. Orders arrive at the market at a constant rate of one 
every 10 minutes. The stock has an Average Daily Volume of around 40000 shares. 
Each trade can be a buy or sell order with a probability p of being a buy order and 1-p 
of being a sell-order. The order book can contain up to 30 buy orders and 30 sell 
orders. Each order is uniformly randomly sized. The market price p(t) evolves based 
on whether an order is a buy or sell order, the order size, and a price volatility 
parameter.  
 
p(t) = p(t-1) + priceDriftFactor.orderSize.orderPrice / ADV  
- volatility+ 2.r.volatility 
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The level at which a simulated order is priced is the market price p(t) with a certain 
deviation of % size defined by a parameter priceFluctFactor. Once the book has filled 
up with arriving orders, new orders overwrite the oldest ones. Although in the 
simulation it is known precisely whether the order is a buy or sell order, the tick 
algorithm is still used to estimate the order side for the affective market mapping. The 
accuracy of this estimation will depend on the size of the random price fluctuations in 
orders and the market price volatility – i.e. the higher the volatility and fluctuation 
parameters, the less accuracy the tick algorithm with exhibit. For the simulation 
detailed here volatility was set to 0.02, priceDriftFactor to 0.005 and 
priceFluctFactor to 0.001. This led to the tick algorithm being on average about 75% 
accurate. In other words about 75% of orders were correctly classified. If volatility is 
increased to 0.005, the accuracy drops to around 60%.  
To see how this model functions with the affective marking mapping, consider the 
prices of a month’s worth of trading shown on the left hand side of Figure 2, where 
maximum order size is 1000 shares. This month is a “neutral” month – in other words 
the probability of a buy order is equal to the probability of a sell order. The right hand 
side of Figure 2 shows a month where there is a constant probability of 70% of a sell 
order arriving, and of 30% of a buy order arriving. The left side of Figure 3 shows the 
valence calculated for this “selling month”. The higher valences are equivalent to a 
more clearly major key mode and the lower valences to a more clearly minor key 
mode. (Note in the following discussions valence and arousal are used 
interchangeably with key mode and tempo. This is for simplicity - rather than 
constructing a melodic stream.) The first thing to observe is that the valence is usually 
negative, with a mean valence of -0.34. There are 5 sections where it goes above 0, 
but then there are also local maxima in the globally falling stock price in Figure 2. 
 
Figure 2: Stock Price in dollars in a “Neutral” Month; and in a “Selling Month” (x-axis is 
simulation time steps) 
 
 
It is much clearer to see patterns of behaviour if both key-mode and tempo are 
plotted as valence and arousal, as in Figure 4. The right hand of Figure 3 shows a 
market event which begins with a relative relaxed trading in the stock just above 
$100, followed by a rapid rise in the stock price due to an increase in buy order 
probability. This is followed by another period of stable price trading just below $104, 
then for some reason the stock starts to fall with increasing rapidity back to just above 
$100. This is done by setting the buy probabilities to 0.5, 0.75, 0.5, 0.25 respectively; 
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and setting average order amounts to 1000, 2000, 1500, and then during the selling 
period to 1500 and then 4000. Looking now at how this is reflected in the affective 
market model, we can observe the left hand of Figure 4. To clarify this further an 
average version is shown in the right hand side of Figure 4, averaged over 50 runs.  
 
Figure 3: Valence of Stock Price in the “Selling” Month; and Price during “Event” (x-axis 
is simulation time steps) 
 
 
The stock begins at the far left of the diagram with a low arousal and neutral 
valence due to the slow build of the order book (which starts from empty). One can 
then observe at least 5 “emotional regimes” that the market moves through, as the 
arousal/valence line is followed by eye moving from the far left to the far right of the 
diagram: 
 
1. “Relaxed” – after the arousal builds up there is a regime around 0.02 arousal at 
the left of the diagram.  
2. “Joyful”/”Excited” – this is the region of maximum valence / key-value and 
with significantly increase arousal / tempo, during which the stock price is 
rising more rapidly. 
3. “Happy” – The market rise is slowing down as it approaches $104 
4. “Sad” – The market starts to go down slowly. 
5. “Angry”/”Fearful” – At around $102.50 the stock begins to fall rapidly. 
 
Figure 4: Affective Market Model of Stock event; and Mean Affective Market Model 
averaged over 50 Stock events 
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An interesting element to observe concerning these regimes is that they are audible 
since if sound is played with the relevant key-value and tempo the music will – for 
western listeners - have the affective communication (approximately) of: “Relaxed”, 
“Excited”, “Happy”, “Sad”, and “Fearful” [5].   
To examine how the AMM might be used in algorithmic trading, consider a simple 
rule: 
If keymode > trigger then buy stock quantity proportional to tempo 
If keymode <-trigger then sell short the stock with quantity proportional to tempo 
 
Using this rule and the above market model, with a trigger value of 0.1, trading 
simulations were run (once again substituting valence for key-mode, and arousal for 
tempo). When the trigger kicked in a stock quantity of 50xArousal was traded. So an 
arousal of 0 would lead to a trade of 0 shares, an arousal of 2 would lead to a trade of 
100 shares. The results are shown in Table 1, each cell gives the average profit from 
50 experiments. 
 
Table 1: Profits for the Strategy 
 
Trigger Arousal-based 
Trade Size? 
Trigger Strategy 
Profit 
Random Strategy 
Profit 
0.6 Y $4,515 $671 
0.6 N $9,109 -$244 
0.4 Y $21,618 $17 
0.4 N $18,333 $76 
0.1 Y $15,609 $1,843 
0.1 N $18,235 -$103 
 
The Random strategy trades with approximately the same frequency as the Trigger 
Strategy but at randomize times and random order sizes. Column 2 is included so as 
to compare trading a fixed amount, with trading an amount decided by arousal level. 
It can be seen that the trigger strategy outperforms the random strategy, and that a full 
valence / arousal strategy (where trade size is based on arousal) outperforms a 
valence-only strategy. Another interesting element of the arousal-based order size is 
that order sizes will tend to be closer to the immediate market volumes, which may 
tend to reduce transaction costs. Note that algorithmic strategies such as the above 
could be embedded in Music Logic circuits and Musical Neural Networks [14], 
allowing them to interact with other PMAP functionality such as sentiment analysis of 
news text feeds.  
In theory the above stock market methodologies could all have been derived purely 
based on valence and arousal, without mentioning tempo and key mode. However 
PMAP is designed to simplify the sonification of internal processing [14]. So this 
work is designed to show another area where PMAP can be applied, rather than to 
address specifically how the sonification of internal processing has particular benefits 
in stock market computations. But there is also a benefit which stands out here in the 
use of PMAP – it incorporates a sonification of the market. The melodies provide a 
natural sonification of stock movements – a useful factor for traders whose eyes are 
already too busy [13]. One can also consider the harmonic relationship between two 
stocks, or between a stock and the market. There may be PMAP methods developable 
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such that if stocks start to create cross-dissonance where once was consonance (e.g. 
one becomes more major as the other stays minor) then this indicates a potential 
divergence in any correlated behaviour. 
 
8  Conclusions 
This paper has introduced the concept of PMAP and given an initial proof of 
concept of a stock market application. PMAP is a complementary approach in which 
computational efficiency and power are more balanced with understandability to 
humans (HCI); and which can naturally address rhythmic and affective processing. Its 
application in stock markets requires significant further work before these very initial 
experiments. For example, it needs to be tested against real stock market data, and 
trading profits need to include the factoring in of transaction costs. There also need to 
be cross-comparisons with other standard algorithmic trading approaches. Finally 
there should be listening tests analysing the audible information content in the 
processing and the market mapping. 
There are a significant number of issues to be further addressed with PMAP itself, 
a key one being is the rebalance between efficiency and understanding useful and 
practical, and also just how practical is sonification? The valence/arousal coding 
provides simplicity, but is it sufficiently expressive while remaining simple? Similarly 
it needs to be considered if a different representation than tempo/key mode be better 
for processing or transparency. PMAP also has a close relationship to Fuzzy Logic 
and Spiking Neural Networks – so perhaps it can adapted based on lessons learned in 
these disciplines. And finally, most low level processing is done in hardware – so 
issues of how PMAP hardware is built need to be investigated. 
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Abstract. The advance of online music libraries has increased the im-
portance of recommendation systems. The task of automatic playlist
generation naturally arises as an interesting approach to this problem.
Most of existing applications use some similarity criterion between the
songs or are based on manual user interaction. In this work, we pro-
pose a novel algorithm for automatic playlist generation based on paths
in Minimum Spanning Trees (MST’s) of music networks. A motivation
is to incorporate the relationship between music genres and expression
of emotions by capturing the presence of temporal rhythmic patterns.
One of the major advantages of the proposed method is the use of edge
weights in the searching process (maximizing the similarity between sub-
sequent songs), while Breadth-First (BF) and Depth-First (DF) search
algorithms assume the hypothesis that all the songs are equidistant.
Keywords: playlist, rhythm, graphs, search algorithms.
1 Introduction
With the dissemination of online resources with music content, music recommen-
dation systems have received much attention. Indeed, the sometimes manual and
time-consuming selection task of music playlists can be replaced by automatic al-
gorithms. Such algorithms can generate the playlist according to the user’s music
preferences or through some defined similarity criterion between the songs.
We can relate three main important aspects of a playlist: the individual songs
themselves, the order in which they are played, and the size of the playlist. In
the literature, we can find earlier efforts concerning the automatic generation of
musical playlists [1, 10, 7, 9]. Most of these approaches are based on collabora-
tive filtering techniques, audio content analysis, and require a manually labeled
database or the analysis of metadata.
In this scenario, our contribution is to propose a novel and unsupervised
playlist algorithm, avoiding possible noise due to the user’s subjectiveness. Be-
sides, a motivation is the possibility to associate music genres to the presence
of temporal patterns in the rhythm as a way to express notions of emotion.
According to [12], regular and smooth rhythmic patterns indicate expressions
like happiness, joyness or peacefulness. Irregular and complex rhythms indicate
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expressions like amusement, tension or uneasiness, while fluent rhythms indicate
feelings like happiness, gracefulness or dreamy. Thus, in our playlists the songs
are rhythmically related and, therefore, emotionally linked.
The algorithm is performed on a Minimum Spanning Tree (MST) extracted
from music networks. Although we have not performed a conclusive user evalua-
tion of the subjective quality of the the playlists, this investigative work relies on
the properties of the MST, reflecting the overall characteristics of the playlists.
The similarity criterion used to build the music networks is based on the cosine
distance between feature vectors of the songs. Thus, the playlist can be easily
adapted to other types of musical feature and similarity metrics [13].
The remaining parts of the paper are organized as follows: section 2 describes
the database, the methodology to construct the music networks, and the extrac-
tion process of the note duration dynamics; section 2.4 presents the proposed
algorithm for automatic generation of the music playlists and a discussion of its
characteristics. Finally, section 3 contains the main conclusions.
2 Constructing music graphs
2.1 The database
Our database consists of four musical genres with seventy samples each: blues,
mpb (Brazilian popular music), reggae and rock. Our motivation for choosing
these four genres is the availability of MIDI samples in the Internet with consid-
erable quality and the different tendencies they represent.
MIDI format is simpler to analyse than audio files, since all voices are sepa-
rated in tracks. However, as it is a symbolic representation, MIDI allows a clear
analysis of the involving music elements, in opposite to audio files in which all
information is mixed together. To read a MIDI file, we used the Sibelius software
and the free Midi Toolbox for Matlab computing environment [11]. This toolbox
provides a note matrix representation, with information like relative duration
(in beats), MIDI pitch, and others. The note value is represented in this matrix
through relative numbers. To deal with possible fluctuations in tempo, we unset
the “Live Playback” option in Sibelius. In this way, the note values in the MIDI
file respect their relative proportion (e.g, the eighth note is always 0.5).
As we want to generate rhythm-based similarity playlists, we propose a simi-
larity criterion based on the temporal sequence of the note values present in the
percussion track. In this work, the instrumentation is not considered. If two or
more note events occur in the same beat, the median duration of them is taken.
To clarify this concept, Figure 1 shows the first measures of the percussion track
of the music Who can it be now? (Men at Work).
Part of the matrix representation of the notes values of the third measure is
presented in Table 1. Taking the median value for events occurring at the same
beat, the final vector with note values is: [0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5]. The
note vector of the whole percussion is computed for each song in the database.
All this process can be performed automatically.
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Fig. 1. Example of a percussion track.
Beat 8 8 8 8 8.5 9 9 9.5 9.5 10 10 10.5 11 11 11.5
Relative Duration 0.5 0.5 1 1 0.5 0.5 0.5 0.5 0.5 0.5 1 0.5 0.5 1 0.5
Table 1. Matrix representation of first measure of the percusion in Figure 1.
2.2 Markov modeling for note value dynamics
Markov chains establish a conditional probability structure in which the proba-
bility of an event n depends on one or more past events (n− 1, n− 2...)[5]. The
order of the chain is determined by the number of past events taken into consid-
eration. A first order Markov chain models the dependency between the current
event and its predecessor. Similarly, a second order Markov chain takes into ac-
count the two subsequent past events. Therefore, a nth-order Markov chain will
set up a transition matrix of n + 1 dimensions, in which each entry gives the
conditional probability of an event, based on its previous n states. We propose
that the events to be modeled in the Markov chains be the note values extracted
from the percussion track of the songs. For each note vector, we compute the
first and second order probability transition matrices.
In order to reduce data dimensionality, we performed a preliminary analysis
of the relative frequency of note values and pairs of note values concerning all the
songs, in a way that extremely rare transitions were discarded1. We considered 18
different note values in the first order Markov chain (isolated note values) and 167
different pairs of note values for the second order Markov chain. Therefore, the
first order probability transition matrix is 18 (rows) x 18 (columns), indicating
the conditional probability that a note value i is followed by a note value j.
The second order probability transition matrix is 167 (rows) x 18 (columns),
indicating the conditional probability that a pair of note values represented in
row i is followed by a note value in column j. Both matrices are treated as a 1 x
324 and 1 x 3006 (167 * 18) feature vector, respectively. To form the final feature
vector of each song, we concatenate both feature vectors (3330 dimensions).
2.3 Music Networks and Playlist Generation
A complex network is a graph that exhibits non-trivial topological structure
between its elements [6]. A graph can be represented by vertices, edges (links),
1 We count how many times each note duration appears considering all songs and
discard the ones that occurred less than 0.1% of times
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and weights associated to the links. In this case, each edge has the form w(i, j),
expressing the weight w(i, j) in the connection from vertex i to vertex j.
Each song is represented by a vertex. The weight of the link between two
songs is expressed by the distance between their feature vectors. We considered
the cosine distance, although many alternative distance metrics can be used
[13]. However, it may be difficult to analyse intricate structures if the network
is full-connected. Therefore, the motivation is to construct the playlist under
the properties of a MST. Different distance metrics leads to different MSTs and,
consequently, to different playlists. From the point of view of playlist generation,
these variations are profit, allowing many possibilities of sequences of music.
The proposed music network allows a straightfoward automated recommen-
dation scheme through a simple playlist generation algorithm, based on paths
on a MST. Since the networks are built in a completely unsupervised manner,
the user labeling is not required. The idea is to generate a playlist according to
a similarity criterion, assured both by the network construction process, and by
the MST properties (connectivity among all vertices and minimum dispersion).
Suppose one wants to perform a search for similar vertices in a music network.
A possible solution is to apply a simple weighted random walk, a BF search
algorithm (broadcast) or even a degree-based searching on the original graph
[3]. However, in these situations, one may reach undesirable vertices once there
is no way to assure that transitions between vertices are smooth in the sense
that each visited vertex is somehow similar to the previous ones.
We propose that a MST can be used in the definition of a new search strategy,
named the jumping walk algorithm. In few words, a MST is a minimum-weight
acyclic connected subgraph in which there is only one single path from any vertex
A to any other vertex B. Moreover, due to its properties, if vertex A is linked
to vertices B and C by using a distance metric weighted edge, it means that
both B and C are the two most similar ones regarding vertex A (considering the
tree and not the original graph). Thus, visiting nearest neighbors in a MST will
produce a sequence of vertices in which the next element is the most similar to
the previous ones in the tree. We used the Prim’s algorithm to generate a MST
from the full-connected music network [8, 6].
2.4 The Jumping Walk Algorithm
The searching strategy is based on walks on MST’s without repetition of vertices.
A simple approach for playlist generation is to perform a breadth-first search in
the resulting MST. The basic procedure is to form a list of songs by first visiting
all vertices that are a distance one from the starting node, then visiting all
vertices that are a distance two and so on until we reach a maximum depth.
Although simple and functional, this approach has some drawbacks. First, it
completely ignores the edge weights, assuming the hypothesis that all vertices
are equidistant in the feature space, which is not reasonable. And second, the
set of vertices that are located a distance d from a starting node are not linked
in the MST, which means that these samples may not be close enough in the
feature space. This effect is even worse for large values of d, where the equidistant
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samples can be from totally different clusters. However, when walking through
a MST, an unexpected situation may occur if we hit a leaf of the tree (dead-end
path). The proposed strategy deals with such situation by jumping to the nearest
unvisited vertex and restarting a new walk, as described in the following.
The jumping walk algorithm consists of a sequence of walks in the MST
of a music network. The algorithm starts by choosing a random initial vertex
representing a specific music genre, given as input by the user. After that, a
sequence of vertices is defined by the continuous choice of the nearest unvisited
neighbor (minimum weight edge) to be the next song. If the selected song is a
leaf (that is, there is no unvisited neighbor), then we check all the vertices that
are a distance d = 2, 3, 4... until we find an unvisited vertex. In case of more
than one option, we perform a jump to the nearest one according to the edge
weights (this is equivalent to finding the shortest-path between the leaf and an
unvisited vertex using the Djikstra algorithm). Even though in this case there is
a jump, that is, a discontinuity in the sequence, the MST properties guarantees
that the next song is the most similar song in the tree that was not played yet.
Overall, after each jump (from a leaf of the tree), a new walk is started.
A potential problem with this method is the generation of playlists with M
songs, where M ≈ N (N is the number of songs). With the rule of walking to the
nearest neighbor (in terms of minimum weight), some branches of the MST may
be neglected, which may cause large jumps as the number of unvisited vertices
aproximates zero. Two ways to avoid this problem are: 1) having a sufficient
large N (e.g., 100000); 2) stopping the walks whenever the number of visited
vertices reaches an upper bound (e.g., 0.75 ∗N).
Figure 2 illustrates the jump process. Suppose that we start in A, the se-
quence of visited vertices before we reach a leaf will be A, B and C. After that,
a jump to the nearest vertex is performed. Note that the edges AB and BC are
in the minimum path from C to D and also in the minimum path from C to E.
Therefore, the next selected song (D in this case) will be the nearest to both C
(position i in the list) and A (position i− 2 in the list).
Fig. 2. An illustration of the jumping walk process.
Figure 3 shows the MST for the music network using the cosine distance
between the vertices attributes. Many songs of the same genre in branches of
the a same subtree. Applying the jumping walk algorithm and using the song
number 39 as initial vertex, the top twenty five songs of the playlist are:
470
6 Debora C. Correa et al.
39 - (blues) Johnny Winter - Good morning little schoolgirl 50 - (blues) Stevie Ray Vaughan - Cold
shot 62 - (blues) Stevie Ray Vaughan - Tell me 23 - (blues) Delmore Brothers - Blues stay away
from me 203 - (reggae) Third World - Now that we’ve found love 25 - (blues) ElvesPresley - A mess
of blues 44 - (blues) Ray Charles - Born to the Blue 12 - (blues) Barbra Streisand - Am I Blue? 38
- (blues) John Lee Hooker - One bourbon one scotch one beer 16 - (blues) Boy Williamson - Dont
start me talking 18 - (blues) Boy Williamson - Keep it to yourself 152 - (reggae) Bob Marley - I
shot the sheriff 36 - (blues) John Lee Hooker - Boom boom boom 3 - (blues) AlbertKing - Stormy
monday 34 - (blues) Jimmie Cox - Before you accuse me 190 - (reggae) Natiruts - Liberdade pra
dentro da cabeca 5 - (blues) BB King - Dont answer the door 193 - (reggae) Nazarite Skank 263 -
(rock) Rolling Stones - Angie 239 - (rock) Metallica - Fuel 245 - (rock) Metallica - Sad but true 29
- (blues) Freddie King - Hide away 170 - (reggae) Cidade Negra - Eu fui eu fui 40 - (blues) Koko
Taylor - Hey bartender 59 - (blues) Stevie Ray Vaughan - Manic depression
The resulting playlist is based on the temporal patterns of the note values in
the percussion. Hence, the algorithm will not necessarily generate a sequence of
songs belonging to the same genre, but, instead, a sequence in which the songs
are similar according to the note value patterns, which can indicate a relationship
between subject aspects such as mood and emotion.
Fig. 3. MST for the network built with the cosine distance between vertices.
Different MSTs (derived from distincted music networks) lead to different
playlists. In fact, multiple executions of PRIM’s algorithm on the same network
do not guarantee that the obtained MST’s will be the same. For the purpose of
playlists generation, this is a positive characteristic (controlled variability).
In a full-connected network, each song is connected to all other songs. If
instead we link a song to its k nearest songs, we will have a k-regular net-
work (digraph), since only the k nearest songs are linked together, avoiding long
distance inter-genre connections. With the purpose of comparing the proposed
approach for playlist generation with the BF search algorithm, we empirically
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chose k = 10. In all experiments, when we refer to the BF search in the digraph,
we mean that the search was performed in the 10-regular digraph.
For the first 100 songs in different playlists (using song 39 as the initial ver-
tex), we analyzed the temporal aspects concerning the distance of subsequent
songs as well as the inter-genre dynamics (Figure 4). We compared the JW algo-
rithm with two different variations of the BF search algorithm: BF on the MST;
BF on the 10-regular digraph. We can observe different behaviors depending on
the adopting strategy. The mean distance is also presented for each situation. It
shoud be noted that the JW algorithm produces the minimum mean inter songs
distance. This means that, in average, the selected songs are more closely related
than in the other methods. We analyzed the pairs of subsequent music genres
for all the obtained playlists. The number of transitions between genres for each
method were: JW = 57, BF on the MST = 60, BF on the 10-regular digraph =
73, indicating that the playlist produced by the JW algorithm was able to min-
imize the transitions between genres. Eventually, the distance between a pair of
songs on a digraph may be undefined (as occured in Figure 4.)
Fig. 4. Distances between subsequent songs and inter-genre interaction for the first
100 songs in the playlist obtained for the JW algorithm and BF searches.
3 Final remarks and ongoing work
We proposed a novel automatic algorithm for rhythm-based playlist generation
based on the minimum spanning trees of music networks, It does not require user
labeling, and can be easily implemented and adapted to other musical features.
In summary, the main contributions of the proposed method are: 1) the
distance between consecutive songs in the playlist is minimized compared to
BF search; 2) it reduces the number of abrupt transitions between genres; 3)
songs from different genres are placed together if they have common rhythmic
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patterns, which allows a controlled variability; 4) songs placed closely together
also tend to have similar subjective aspects of mood.
Besides, BF searches on digraphs provide a much higher degree of freedom in
the sense that we would face more unreliable inter-genre connections. However,
we cannot guarantee the preference for the playlist obtained by MST paths or by
BF searches on digraphs. It will mainly depend on the user’s evaluation. What
we can say is that, according to the temporal aspects presented in Figure 4, the
MST-based playlists, in average, maximize the similarity between subsequent
songs, given a specific similarity metric and a musical feature.
Future works include the evaluation of the playlists by systematic tests in
the audience. With this initial investigation we hope to define a MIR application
that performs queries in a database using as input a song that is not necessary
stored in it. Furthermore, the use of shortest-path trees (Dijkstra algorithm)
may bring additional insights to the relationship between genres and emotions.
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Abstract. We approach the problem of measuring similarity between
chromagrams and present two new quantized representations for the
task. The first representation is a sequence of optimal transposition in-
dex (OTI) values between the global chroma vector and each frame of
the chromagram, whereas the second representation uses in similar fash-
ion the global chroma of the query and frames of the target chroma-
gram, thus emphasizing the mutual information of the chromagrams in
the representation. The similarity between quantized representations is
measured using normalized compression distance (NCD) as the similar-
ity metric, and we experiment with a variant of k-medians algorithm,
where the commonly used Euclidean distance has been replaced with
NCD, to cluster the chromagrams. The representations and clustering
method are evaluated by experimenting how well different cover versions
of a composition can be clustered, and based on the experiments, we
analyze various parameter settings for the representations. The results
are promising and provide possible directions for future work.
Keywords: chromagram, normalized compression distance, clustering
1 Introduction
The chromagram, extracted from the audio data, is a sequence of 12-dimensional
vectors that describe the relative energy of the 12 pitch classes of the western
tonal scale. The chromagram is robust towards changes in features such as in-
strumentation and articulation, making it a very suitable feature for various
tonality-based similarity measuring tasks. Because of this, chromagram is one of
the most commonly used audio features in music information retrieval (MIR);
different applications in tasks such as audio classification (e.g. [1]), audio finger-
printing (e.g. [2]), and chord sequence estimation (e.g. [3]) are based on infor-
mation contained in the chromagram.
Measuring similarity between chromagram representations is essential in var-
ious retrieval and classification tasks. Different methods for chromagram simi-
larity measurement have been presented, mostly in the task of cover song identi-
fication, where the goal is to determine whether two pieces of music are different
renditions of the same composition. Far from trivial, but highly applicable when
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successful, the task of cover song identification has gained a fair amount of inter-
est from the researchers in the MIR community, yielding a plethora of different
representations and similarity metrics. See [4] for an overview of several state-
of-the-art methods.
In recent years, a similarity metric called normalized compression distance
(NCD) [5] has been succesfully used for parameter-free similarity measuring
in various tasks and domains. We apply NCD here, and in order to use the
compression-based similarity metric for chromagram data, the continuous chro-
magram sequences need to be quantized. Several methods of producing a quan-
tized representation from a chromagram exist. The method we use for discretiza-
tion has been applied in [6], but unlike their work, we are not interested in binary
similarity, but instead use the method to produce a sequence of 12 characters
that represents the changes in the chromagram during the piece of music.
In this paper we apply the previously discussed discretization method and
compression-based similarity metric for the task of clustering chromagram data.
In the clustering phase we experiment with a slightly modified variation of the
k-medians algorithm, using NCD as the distance metric. We evaluate the per-
formance with real world audio data of cover versions, and examine the effect
of smoothing the data with median filtering. The discretization is described in
Section 2, and the clustering method is presented in Section 3. The experiments
and their results are presented in Section 4, and Section 5 concludes the paper
and discusses possible areas of future work.
2 Chroma Contour Representations
In [6], a method for producing a binary similarity matrix between two chroma-
grams was presented. The method uses optimal transposition index (OTI). OTI
calculates the most likely semitone transposition between two chromagrams by
first calculating the global chromagrams (i.e. the chromagram frames summed
and normalized) and then taking the dot products between one global chroma-
gram and all 12 transpositions of the other. The transposition with the highest
dot product value is then used as the most likely semitone transposition between
the pieces. Formally, for global chroma vectors Ga and Gb, the OTI is
OTI(Ga, Gb) = arg max
0≤i≤M
{Ga · circshift(Gb, i − 1)}, (1)
where M is the maximum of possible transpositions; in our work, this is 12.
In [6], the binary similarity matrix between two pieces of music is obtained by
calculating the OTI values between each pair of frames of the two chromagrams,
and setting the binary value to the similarity matrix according to the obtained
dot product value. We apply the idea, but instead of binary values, we consider
all 12 possible transpositions between chroma vectors, and instead of comparing
two sequences and constructing a similarity matrix, we transform a continuous
chromagram into character sequence representation. We start by calculating the
OTI values between the global chroma vector of the piece and each chroma frame
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of the piece. Then, the frames are labeled according to the 12 possible OTI values,
thus producing a sequence of character labels from an alphabet of size 12. For
the lack of a better term, we call this chroma contour, as it describes the relative
changes between subsequent chromagram vectors. Formally, for a chromagram
ga of length n, and its global chroma vector Ga, the resulting chroma contour
sequence (ccs) is
ccs(i) = OTI(ga(i), Ga), (2)
where 1 ≤ i ≤ n. Finally, each of the 12 possible OTI values in ccs are assigned
a related symbol.
The representation has the advantage of being completely key-independent,
as the sequences produced by OTI are similar in all transpositions. An illustra-
tion of a sequence produced by this method is depicted in Figure 1. The similarity
is then measured between two such chroma contour sequences. To calculate the
chromagrams, we use a window length of 0.1858 seconds with a hop factor of
0.875.
However, this representation only provides information on how the chromatic
features change in a single piece of music. This information is clearly useful,
but we also wish to consider the relation between two pieces of music, as this is
likely beneficial information considering the similarity measuring. The previously
presented method can be straightforwardly applied for two pieces, simply by
using the global chroma of one piece (the query) and the chroma vectors of
the other (the target), producing a similar chroma contour sequence. Again, for
the lack of a better term, we call this cross-chroma contour. Formally, for a
target chromagram ga of length n and a global query chroma vector Gb, the
cross-chroma contour sequence (cccs) is
cccs(i) = OTI(ga(i), Gb), (3)
where 1 ≤ i ≤ n. Again, finally each of the 12 possible OTI values in cccs are
assigned a related symbol.
The reasoning for this representation is the idea that if two chromagrams
contain similar features, their contours should be highly similar regardless of
the global features, whereas two unrelated chromagrams should provide a tar-
get cross-chroma contour that does not bear resemblance to the query chroma
contour. An illustration of cross-chroma contours for two pieces of music using
the global chroma data of the piece of Figure 1 is depicted in Figure 2.
The cross-chroma contour representation is not key invariant, as for example
using a semitone transposed global chroma would produce a highly unsimilar
sequence in comparison to a sequence produced with the untransposed version.
When comparing chromagrams, this needs to be addressed, as the chromagrams
extracted from pieces in different keys would be deemed unsimilar regardless of
the similarities they share. To overcome this, we first calculate the OTI between
the two global chromagrams, then transpose the query according to the OTI
value, and then produce the cross-chroma contour sequence. Formally, using
notation from Equation 3, this is
cccs(i) = OTI(g(i), Gnb ), (4)
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Fig. 1. A chroma contour illustration. For the sake of readability, the sequence depicted
here is obtained from a chromagram that was calculated using a quadruple window
length.
where Gn is the global chromagram transposed n semitones and n = OTI(Ga, Gb).
3 Clustering Methodology
The clustering method presented in this paper uses normalized compression dis-
tance (NCD) [5] as the similarity metric. Using NCD seems appealing for several
reasons.
First, NCD is parameter-free, requiring no background information of the
data it is applied to. But this, naturally, makes the selection of the data rep-
resentation crucial for our task: NCD captures the dominant feature similarity
between the objects [5] and the representation should therefore express this fea-
ture. Second, NCD can be shown to approximate a universal similarity metric,
depending on how well the compression algorithm approximates Kolmogorov
complexity, the theoretical measure of computational resources needed to pro-
duce the object. In addition, NCD has been used succefully for various tasks in
music information retrieval (e.g. [7–9]).
To understand what makes NCD a suitable choice as a similarity metric, its
background in information theory needs to be explained. Denote K(x) as the
Kolmogorov complexity of object x as the length of the smallest program that
produces x and K(x|y) as the conditional Kolmogorov complexity, that is, the
length of the smallest program that produces x given y as an input. Now, a
universal similarity metric called normalized information distance (NID) can be
denoted [10]
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Fig. 2. Two cross-chroma contour illustration, calculated using the global chroma of
the piece of music of Figure 1. The upper cross-chroma contour seems to bear more re-
semblance to the chroma contour of Figure 1. The sequences depicted here are obtained
from chromagrams that were calculated using a quadruple window length.
NID(x, y) =
max{K(x|y),K(y|x)}
max{K(x),K(y)} . (5)
NID can be shown to be universal [10], but the incomputability of Kolmogorov
complexity makes NID also incomputable. However, the Kolmogorov complexity
can be approximated using data compression. This leads to an approximation of
NID that is NCD. For two objects x and y, NCD is denoted [5]
NCD(x, y) =
C(xy) − min{C(x), C(y)}
max{C(x), C(y)} (6)
where C(x) is the length of x when compressed using a fixed lossless compres-
sion algorithm C, and xy is the concatenation of x and y. For the experiments
conducted here, we use the bzip2 algorithm for data compression.
3.1 k-medians Clustering
The k-medians clustering method is a variant of the well-known k-means clus-
tering method that uses, as the name implies, median instead of mean when
selecting the new cluster centroids. Commonly, Euclidian distance is used as
the similarity metric in k-medians clustering, but when clustering symbolized
data, the Euclidian distance seems unusable. Here, we apply NCD as the dis-
tance measure between the strings and based on the pairwise distances between
either chroma or cross-chroma contour representations, conduct the standard k-
medians clustering. The strings in the clusters are sorted according to a length-
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increasing, lexicographical order, allowing us to select the median from the list
of the sorted strings.
4 Evaluation
To evaluate the presented methods and representations, we collected a dataset
of cover versions from our personal collections of music. The total dataset con-
sists of 12 ten-song sets of original performances and their cover versions, thus
totaling 120 pieces of music. In our experiments, we try to cluster the chroma-
grams into groups of renditions of the same composition. In practice, this is a
cover song identification task expanded with the clustering phase. In order to
obtain successful clustering, both the chromagram similarity measuring and the
k-medians variant should perform adequately.
To measure the clustering performance we use purity. The purity of a single
cluster is calculated as the ratio between the size of the most frequent class (in
our case, the cover song set) of the cluster and the size of the whole cluster.
The purity for the clustering is then calculated as the average of the single
cluster purities. High purity value expresses that the cover versions have been
successfully clustered together.
We ran the evaluations for three different-sized datasets. In the set30 we
used three ten-song sets, and in set60 we doubled the size to six ten-song sets.
The set120 is the complete dataset. For each dataset, the k-medians clustering
was run with k of 3, 6, and 12, respectively. The results for the evaluations
are presented in Table 1. As the k-medians algorithm selects the initial cluster
centroids randomly, we ran the evaluations five times and averaged the results.
As a vague baseline comparison, results for a clustering with random distance
values is included.
The perfomance of the cross-chroma contour representation is slightly supe-
rior to the chroma contour representation. This supports the idea that mutual
information between two pieces should be taken into account when producing
the representation for a compression-based method. Also, there seems to be ro-
bustness in the method, as the performance does not drop significantly as the
size of the dataset increases.
4.1 Pre- and Post-Discretization Filtering
The chromagram data extracted from the audio is likely noisy. Often, algorithms
that measure chromagram similarity filter the data before applying the similarity
measuring. One of the most straightforward ways to smoothen the data is to use
median filtering. We experimented with several orders of the median filtering, but
here present only the best results, which were obtained with a median filtering
of order five.
Also, the sequences produced by our method do oscillate between different
OTI values, making the sequences noisy. To make the sequences smoother and
thus more compressable, we experimented with median filtering of various orders
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for the sequences, but as with the chromagram filtering, present only the results
for the best choice of the filtering order, which was also five for the sequence
filtering.
Based on the results in Table 1, it seems that both the noise on the chroma
data and in the produced character sequences are beneficial for the compression-
based similarity metric, and combining both smoothings provides the worst re-
sults that are only slightly above, or even below, the random baseline. This could
possibly be an outcome of over-simplifying the sequences and losing all distin-
guishing information. However, on occasional runs the results with filtered data
were better than with the unfiltered versions.
Table 1. Purity values of the clustering experiments, averaged over five runs.
set30 set60 set120
Chroma contour 0.367 0.283 0.217
Cross-chroma contour 0.374 0.317 0.257
Chroma contour and chroma filtering 0.310 0.231 0.162
Cross-chroma contour and chroma filtering 0.344 0.312 0.228
Chroma contour and sequence filtering 0.331 0.258 0.189
Cross-chroma contour and sequence filtering 0.337 0.294 0.212
Chroma contour and both filtering methods 0.133 0.104 0.081
Cross-chroma contour and both filtering methods 0.192 0.162 0.132
Random baseline 0.233 0.117 0.067
5 Conclusions and Future Work
We have presented a method for clustering chromagram data based on the con-
tour of the chromagrams. Our method produces a string representation from the
chroma data based on the optimal transposition index values between the global
chroma vector and the single chroma vectors of the piece. We also presented a
variation where the pairwise mutual information can be utilized by using the
global chroma of the query when producing a representation from the target
chroma vectors.
Also, the effect of smoothing both the chromagram and the sequence data was
experimented, and according to our results, both smoothing methods affect the
results negatively. We clustered the chromagrams using a variant of k-medians
clustering with normalized compression distance as the similarity metric and
used purity to measure the performance of the clustering.
At its best, the method does provide a reasonable level of performance, but
it is also clear that several issues still demand consideration. A more fine-grained
chroma contour could possibly provide higher cluster purity, as currently several
false positives occur and pieces of music end up in wrong clusters. This is likely
due to the possibly over-simplified representation; although the representations
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are composed using a rather small alphabet, making them thus presumably suit-
able for the compression algorithm, the trade-off comes as a loss of distinguishing
power. A more fine-grained chroma contour could be obtained by either using
a chroma representation of 24 or 36 bins, or producing the character sequences
using a more complex method instead of the dot product. We are currently
working on this, and in addition, experimenting with our k-medians variation,
in order to see if there are other features leading to biased results. We are also
aware that this paper has not provided comparison with other represenations,
similarity metrics, or clustering methods. A thorough comparison with other
methodologies is needed in the future.
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Abstract. This paper describes an application for iPhone/iPod 
Touch/iPad devices that allows anyone to play jazz keyboard 
and solo instruments along a predefined harmonic progression, 
using the multi-touch properties of the iOS devices. While the 
user plays keyboard and/or solo instruments, the application 
automatically generates the bass and drums parts, responding 
to the user’s activity. 
Dynamic mapping of the notes and chords available in the 
graphical interface provides an intuitive and natural way to 
play otherwise complex chords and scales, while maintaining a 
physical playability that will be familiar to experienced 
keyboard players, and provides an entertaining, yet challenging 
experience for non-musicians. 
 
Keywords: Automatic Music Generation, Blues, Jazz, iOS, 
Entertainment. 
 
1 Introduction   
1.1 GimmeDaBlues Overview 
It is widely accepted that Jazz – and this includes the Blues – is a musical style 
directly related with improvisation and interaction. But how do Jazz musician 
interact? How do they improvise? It is beyond the extent of this study to answer to 
such questions, but they trace a new demand (this time pivotal to our application): 
Could this be transferred to a human-computer environment in a way that either a 
competent jazz musician or an inexperienced layman could reach the interaction and 
improvisation proficiency?  
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Existing applications apparently respond partially to these demands. Apps like 
ThumbJam [1] have an instrument-like approach, providing an interface for 
expressive playing of sample-based sounds and allowing and flexible mapping of the 
selected sound. This approach, however, is passive, in that the app doesn’t have any 
kind of information, intelligence or participation on the resulting musical content. 
Knowledge from well-known jazz algorithmic improvisation systems like Genjam 
[2], and Bob [3], provide the base for the creation of intelligent and informed music 
systems. 
GimmeDaBlues — from now on GdB — was developed to fulfil all the purposes for 
such question: an application for jazz and blues lovers, whether musicians or non-
musicians, having playability and ease of use in mind. 
For musicians the application can be entertaining and funny. People interact 
with the bass and the drums while playing the piano or the Hammond-like organ. 
Improvising simultaneously with the trumpet will give a sense of leadership and 
control of the entire combo. For non-musicians this can also be challenging and 
instructive: although GdB has a jazz theory background that contributes to a clean 
academic performance, timings and groove are entirely up to the user, so that to sound 
jazzy, the user has to be familiarized with jazz. 
1.2 Multi-touch surfaces musical controllers and iOS 
In computing interaction within hardware and software, multi-touch means a ‘touch 
sensing surface's (trackpad or touchscreen) ability to recognize the presence of two or 
more points of contact with the surface [4]’. This plural-point awareness allows 
multiple fingering functionality – surely important in our application – like the use of 
both hands, both thumb manipulation on the keyboard region, and the solo-like 
fingering on the soloist instrument region defined by the trumpet image. This multi-
touch surface method is nowadays widely used by almost every touch screen phones 
and notebooks, but what makes the iPhone, the iPod Touch, and the iPad devices 
unique is their quick response to “swipes, pinches, and finger presses [4]. In 
rhythmical styles such as jazz and blues this features are absolutely primordial for a 
musical controller. Once these three surfaces are compatible in terms of iOS the 
application extents to all of them three. 
2 Interface 
The GdB interface is divided in two main areas in the center, plus the volume controls 
for the bass and drums on the left and right edges of the screen (Fig. 1). The main 
areas on the center are the instrument areas. The upper half is the solo instrument 
while the lower half is the keyboard (chord) instrument. It is not expected to play the 
right keys especially on such a messy keyboard. Specific keys are not important but 
moving from left to right on the keyboard results on chords or notes from low to high 
according to the zone pressed. The small button on the top left drops a menu with 
options for Record, Setup, Library and About screens. 
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Fig. 1 Main Window 
 
Recording. The Record button starts recording the current session as the user plays. 
Both the user’s instruments and the automatically generated bass and drums will be 
recorded. When recording is on, a stop button emerges on the top right corner 
permitting to stop recording whenever we want. Stopping the recording will show a 
menu with options to save the session in the library or discard it.  
 
Setup. In the Setup menu, the user can choose the Instruments, Style, Root Key and 
Tempo. Each option will show the corresponding selection list. 
The currently available instruments for the solo (upper) instrument are Trumpet, 
Bright Trumpet and Scoop Down Trumpet. For the keyboard (lower) instrument the 
user can choose a Piano or a Blues Organ sound. 
The Style option shows a list of the available song styles. Each song style is a well-
known jazz/blues chord structure, like a Classical (major) Blues, or Minor Blues. 
The Root Key changes the song key, transposing all the events in the current style to 
the selected key. 
The Tempo option sets the speed in beats-per-minute values. 
 
Library. In the library the user can see and play the available recorded sessions. Each 
stored recording is a MIDI type 1 file that can easily be exported to the computer 
using iTunes File Sharing feature. These files can then be opened in any external 
sequencer or notation program. The file sharing also allow to import files into the 
GdB app, so the user can easily manage his own session files in the computer and 
select the ones to send to the mobile device to, for example, go for a given jam 
session. 
 
3 Technical Description 
3.1 Metronome 
The underlying beat source is a metronome running at three times the bpm setting. 
This accounts for the typical triplet subdivision of the beat in traditional jazz and 
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blues styles. The clock is then divided in two different pipelines, corresponding to 
two different timelines, synchronized but slightly “out of phase”. This is due to a very 
common practice in jazz playing, which is the anticipation of the first beat. Very 
often, the musician will anticipate the next first beat while still in the last beat of the 
current measure, usually by playing a triplet before the beat. This anticipation is not 
only rhythmical but also harmonic, if the harmony in the next beat changes. 
 
 
Fig. 2. Control diagram. 
 
The anticipated timeline, the pre-time, is used to trigger the harmonic 
sequence, so if the user plays an anticipated chord up to an eight before the end of the 
measure, the harmony will correspond to the one in the next measure. The second 
timeline - the real or current time, is the perceived beat and is used to drive the bass 
and drums algorithms. Technically, this second timeline is a delayed version of the 
first one. The bpm value can be set in the setup page of the app. 
3.2 Harmonic Structure 
Each song, called style in the app, has a different harmonic structure, drawn from 
well-known traditional jazz/blues standard chord progressions. The internal sequencer 
reads the harmonic contents for each measure in real time, triggered by the pre-time 
clock, sending them to the pitched instruments (bass, solo and keyboard). Each 
instrument then uses the harmonic content information according to their specific 
algorithm. 
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Fig. 3. Interchange chord substitution chart. 
 
The study of the co-relation between common harmonic base progressions in 
several well-known Blues structures and common interchange and chord substitution 
procedures was the base of the harmonic structure selections. The chart presented in 
Fig. 3 was built, developed from jazz theories based on Levine [5], Nettles [6], 
Steedman [7] & [8], Pease [9] & [10], and Felts [11]. This chart will also be used in 
the development of an intelligent algorithm for harmonic variation in a future version 
of the app. 
Each style defines not only a generic chord progression, but also the voicing 
for each instrument. A voicing is the way a given chord is played. In typical jazz and 
blues performance, the player has complete freedom over the combination of notes he 
uses to play a chord, as well as their distribution along the instrument’s range, using 
inversions, tensions, and extensions, as long as he maintains a certain coherence with 
the base chord and/or chord progression. In the GdB app, this notion applies mainly to 
the keyboard instrument. As for the bass and solo instruments, the voicing defined for 
each song sets a scale that can be played with the corresponding harmony. 
3.3 Solo and Keyboard Harmonic Mappings 
Each one of the four instruments in GdB has different algorithms, whether relating to 
the interaction or to the generation method. The pitched instruments use the harmonic 
contents differently. 
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Solo instrument. As said before, the solo instrument’s voicing data is used to define 
a scale. Each time a new chord arrives, this scale is mapped dynamically to the 
horizontal axis of the instrument’s corresponding area of the screen. 
 
 
 
Fig. 4. The solo instrument interface mapping. 
 
Each finger touch in the solo area will produce one single note, corresponding to a 
given note of the scale associated with the current harmony, that will be sustained 
while the finger is pressed. Dragging the finger will skim through the scale notes. The 
vertical position of the finger will determine the attack velocity of the note. 
Also, using the multi-touch capabilities of the iOS devices, this area allows 
for polyphonic events as the user can play with up to three simultaneous fingers. This 
extra feature is especially interesting for playing short brass section-like riffs in the 
middle of a solo, or while comping for external soloists. 
 
Keyboard instrument. The keyboard instrument (the lower half of the screen) is 
built to play block chords. Each finger touch in this area plays a two or three note 
chord, depending on the position on the vertical axis. By using two fingers, the user 
can play two chords, like a keyboard player would do, simulating piano playing in a 
familiar and intuitive way. The combination of the two fingers with two or three notes 
in each chord allows for the creation of two to six note chords.  
 
The horizontal position in this area also determines the pitch, going from low pitches 
on the left to high pitches on the right, just like on a piano or organ keyboard, and 
determines also the chord inversion, so that moving to close positions will have a 
musically interesting melodic feeling to the chord successions. 
 
 
Fig. 5. Keyboard instrument interface mapping 
 
SOLO
(user interaction, up to 3 fingers)
Velocity
Pitch
Keyboard
(user interaction, up to 2 fingers)
Chord Density 
and velocity
Pitch
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3.4 Bass and Drums 
The bass and the drums are generated automatically, according to the harmonic and 
metrical situation on the twelve bar blues. Once again this is grounded on that model 
presented in Figure 3. 
The probabilities change dynamically with the user activity: more events being 
triggered by the user results in more interaction generated by bass and drums. 
 
Bass. Every time a new chord arrives from the harmonic structure, the chord notes are 
spread throughout a range of almost three octaves, corresponding loosely to the useful 
range of a normal bass. These notes form an indexed list of useful notes, which can be 
played by the bass generator. 
The note played in the beat following the chord change will be the chord root note. In 
the beats where there are no chord changes, the bass will play random notes from the 
chord. 
The note events are triggered according to a probability table, setting each beat of the 
measure separately. The probabilities change dynamically again based on user 
activity.  
 
 
 
 
Figure 6. Bass probability table state for each beat at a) minimum user activity; b) maximum 
user activity 
 
 
Drums. The drums part is generated automatically by combining a small number of 
elementary rhythmic patterns, typical for the Blues and Jazz styles. The elementary 
patterns are played back one at a time but their order is stochastically generated. Each 
time a pattern finishes playback a new one is selected. The patterns are represented as 
a binary sequence of triggering or no triggering sound events (see Figure 7). In order 
to be able to control the density of the resulted rhythm, the elementary patterns are 
sorted in advance, according to the number of the events each one contains. The 
probability of a pattern to be selected for playback depends on its position in the 
ordered list of elementary patterns and on the desired density for the resulted rhythm. 
The density can vary continuously during performance; however, in practice, only the 
value at the moment a new pattern is chosen is affecting the resulted rhythm. 
Two separate rhythmic patterns are generated, one for the ride section, 
which includes the hi-hat cymbal, the ride cymbal and the crash cymbal, and one for 
the snare section, which includes the snare drum and the kick drum. The elementary 
patterns have a length either of a whole bar, for the hi-hat section, or equal to the beat 
duration, i.e. a quarter note, for the snare section. Since the snare patterns are 
1 2 3 4 beat
prob.
1 2 3 4 beat
prob.
a) b)
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relatively short, it is not allowed for a pattern to be selected for playback twice in a 
row. The snare patterns must always alternate.   
In the snare section, only one sound is triggered at a time.   The triggered 
sound is decided stochastically according to relative probabilities that are predefined 
for the various metrical positions. The sound triggered in most metrical positions is 
the snare drum sound. Nevertheless, for specific metrical positions, there is a finite 
probability which ranges between 30 to 80% of replacing the snare drum sound with a 
kick drum sound. In the ride section, the ride cymbal and the crash cymbal are 
triggered according to a similar algorithm to that for the snare section, with the ride 
cymbal being more often triggered and the crash cymbal being triggered only in 
specific positions in the 12 bar structure. A hi-hat cymbal sound is triggered 
according to a fixed pattern.  
The amplitudes of the triggered sounds are randomly generated according to 
predefined MIDI velocity ranges. A different velocity range corresponds to each 
sound at each metrical position. 
 
 
 
 
Figure 7. Example of how the snare section rhythmic patterns are generated. On every beat a 
mew elementary pattern is selected for playback according to the density control. Some of the 
snare drum sounds get replaced by kick drum sounds.  
 
4. Conclusion and Future Developments 
Having in mind the use of knowledge from automatic music generation and machine 
musicianship techniques in the development of an interactive application for music 
playing led to the development of an iOS application, using the multitouch 
capabilities to provide a very simple and intuitive, yet powerful, interface. 
This interface has to accomplish three fundamental conditions: It must be efficient, 
user-friendly, and make people want to use it. Dix et al. [12] resumes it in three ‘use’ 
words: Useful, Usable, and Used. Several people tested the application throughout 
two months, musicians and non-musicians, in order to understand which ‘use’ words 
had to be improved. We notice that the application is easily usable, but the 
‘efficiency’ and the ‘want to use it’ aspects could be improved.  
Future developments will include the development of an algorithm to produce 
harmonic variation, according on the afore mentioned theories of chord substitution 
489
rules, the improvement of the walking-bass algorithm and the improvement of the 
piano voicing mapping algorithm. The possibility of synchronizing several devices 
wirelessly in order to allow for group playing will also be addressed in a future 
version. 
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Abstract. The prominent status of music in human culture and every
day life is due in large part to its striking ability to elicit emotions, which
may manifest from slight variation in mood to changes in our physical
condition and actions. In this paper, we first review state of the art stud-
ies on music and emotions from different disciplines including psychology,
musicology and music information retrieval. Based on these studies, we
then propose new insights to enhance automated music emotion recog-
nition models.
Keywords: music emotion recognition, mood, metadata, appraisal model
1 Introduction
Since the first empirical works on the relationships between music and emotions
[20] [37], a large body of research studies has given strong evidence towards
the fact that music can either (i) elicit/induce/evoke emotions in listeners (felt
emotions), or (ii) express/suggest emotions to listeners (perceived emotions), de-
pending on the context [56]. As pointed out by Krumhansl [26], the distinction
between felt and perceived emotions is important both from the theoretical and
methodological point of views since the underlying models of representations
may differ [71]. One may argue about the fact that music can communicate and
trigger emotions in listeners and this has been the subject of numerous debates
[37]. However a straightforward demonstration of the latter doe not require a
controlled laboratory setting and may be conducted in a common situation, at
least in certain cultures, that of watching/listening movies with accompanying
soundtracks. In the documentary on film score composer Bernard Hermann [61],
the motion picture editor Paul Hirsch (e.g. Star Wars, Carrie) discusses the ef-
fect of music in a scene from Alfred Hitchcock’s well-known thriller/horror movie
Psycho, whose soundtrack was composed by Hermann: “The scene consisted of
three very simple shots, there was a close up of her [Janet Lee] driving, there was
a point of view of the road in front of her and there was a point of view of the
police car behind her that was reflected in the rear mirror. The material was so
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simple and yet the scene was absolutely gripping. And I reached over and I turned
off the sound to the television set and I realised that the extreme emotional duress
I was experiencing was due almost entirely to the music.”. With regard to music
retrieval, several studies on music information needs and user behaviors have
stimulated interest in developing models for the automatic classification of mu-
sic pieces according to the emotions or mood they suggest. In [28], the responses
of 427 participants to the question “When you search for music or music infor-
mation, how likely are you to use the following search/browse options?” showed
that emotional/mood states would be used in every third song query, should they
be possible. The importance of musical mood metadata was further confirmed
in the investigations by Lesaffre et al. [30] which give high importance to affec-
tive/emotive descriptors, and indicate that users enjoy discovering new music by
entering mood-based queries, as well as those by Bischoff et al. [5] which showed
that 15% of the song queries on the web music service Last.fm were made us-
ing mood tags. As part of our project Making Musical Mood Metadata (M4) in
partnership with the BBC and I Like Music, the present study aims to (i) review
the current trends in music emotion recognition (MER), and (ii) provide insights
to improve MER models. The remainder of this article is organised as follows. In
Section 2, we present the three main types of (music) emotion representations
(categorical, dimensional and appraisal). In Section 3, we review MER studies
by focusing on those published between 2009 and 2011, and discuss the current
trends in terms of features and feature selection frameworks. Section 4 presents
state-of-the-art’s machine learning techniques for MER. In Section 5, we discuss
some of the findings in MER and conclude by highlighting the main implications
to improve content and context-based MER models.
2 Representation of Emotions
2.1 Categorical Model
Table 1 presents the main categorical and dimensional emotion models used in
the MER studies reviewed in this article. According to the categorial approach,
emotions can be represented as a set of categories that are distinct from each
others. Ekman’s categorical emotion theory [13] introduced basic or universal
emotions that are expected to have prototypical facial expressions and emotion-
specific physiological signatures. The seminal work from Hevner [21] highlighted
(i) the bipolar nature of music emotions (e.g. happy/sad), (ii) a possible way
of representing them spatially across a circle, as well as (iii) the multi-class and
multi-label nature of music emotion classification. Schubert proposed a new tax-
onomy, the updated Hevner model (UHM) [54], which refined the set of adjectives
proposed by Hevner, based on a survey conducted by 133 musically experienced
participants. Based on Hevner’s list, Russell’s circumplex of emotion [44], and
Whissell’s dictionary of affect [65], the UHM consists in 46 words grouped into
nine clusters.
Bischoff et al. [6] and Wang et al. [63] proposed categorical emotion models
by dividing the Thayer-Russell Arousal/Valence space (see Section 2.2) into into
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Table 1. Categorical and dimensional models of music emotions used in MER. Cat.:
Categorical; Dim.: Dimensional; Ref.: References.
Notation Description Approach Ref.
UHM9 Update of Hevner’s adjective Model (UHM) including nine categories Cat. [54]
AMC5C 5 MIREX audio mood classification (AMC) clusters (“Passion-
ate”,“Rollicking”, “Literate”, “Humorous”, “Aggressive”)
Cat. [22] [9] [6]
[58] [62]
5BE 5 basic emotions (“Happy”, “Sad”, “Tender”, “Scary”, “Angry”) Cat. [12] [45]
AV4Q 4 quadrants of the Thayer-Russell AV space (“Exuberance”, “Anx-
ious/Frantic”, “Depression”, “Contentment”)
Cat. [6] [63]
AV11C 11 subdivisions of the Thayer-Russell AV space (“Pleased”, “Happy”,
“Excited”, “Angry”, “Nervous”, “Bored”, “Sad”, “Sleepy”, “Peaceful”,
“Relaxed”, and “Calm”)
Cat. [19]
AMG12C 12 clusters based on AMG tags Cat. [33]
72TCAL500 72 tags from the CAL-500 dataset (genres, instruments, emotions, etc.) Cat. [4]
AV4Q-UHM9 Categorisation of UHM9 in Thayer-Russell’s quadrants (AV4Q) Cat. [40]
AV8C 8 subdivisions of the Thayer-Russell AV space Cat. [24]
4BE 4 basic emotions (“Happy”, “Sad”, “Angry”, “Fearful”) Cat. [59]
4BE-AV 4 basic emotions based on the AV space (“Happy”, “Sad”, “Angry”,
“Relaxing”)
Cat. [63]
9AD Nine affective dimensions from Asmus (“Evil”, “Sensual”, “Potency”,
“Humor”, “Pastoral”, “Longing”, “Depression”, “Sedative”, and “Ac-
tivity”)
Dim. [2]
AV Arousal/Valence (Thayer-Russell model) Dim. [19]
EPA Evaluation, potency, and activity (Osgood model) Dim.
6D-EPA 6 dim. correlated with the EPA model Dim. [35]
AVT Arousal, valence, and tension Dim. [12]
four quadrants (AV4Q). [19] proposed subdivisions of the four AV space quad-
rants into a larger set, composed of 11 categories (AV11C). Their model, assessed
on a prototypical database, led to high MER performance (see Section 3). [22]
and [33] proposed mood taxonomies based on the (semi-)automatic analysis of
mood tags with clustering techniques. [22] applied an agglomerative hierarchi-
cal clustering procedure (Ward’s criterion) on similarity data between mood
labels mined from the AllMusicGuide.com (AMG) website presenting annota-
tions made by professional editors. The procedure generated a set of five clusters
which further served as a mood representation model (denoted AMC5C, here) in
the MIREX audio mood classification task and has been widely used since (e.g.
in [22], [9], [6], and [62]). In this model, the similarity between emotion labels is
computed from the frequency of their co-occurence in the dataset. Consequently
some of the mood tag clusters may comprise tags which suggest different emo-
tions. Training MER models on these clusters may be misleading for inference
systems, as shown in [6] where prominent confusion patterns between clusters
are reported (between Clusters 1 and 2, as well as between Clusters 4 and 3).
[24] proposed a new categorical model by collecting 4460 mood tags and AV
values from 10 music clip annotators and by further grouping them relying on
unsupervised classification techniques. The collected mood tags were processed
to get rid of synonymous and ambiguous terms. Based on the frequency distri-
bution of the 115 remaining mood tags, the 32 most frequently used tags were
retained. The AV values associated with the tags were processed using K-means
clustering which led to a configuration of eight clusters (AV8C). The results
show that some regions can be identified by the same representative mood tags
494
4 Barthet, Fazekas and Sandler
as in previous models, but that some of the mood tags present overlap between
regions. Categorical approaches have been criticized for their restrictions due to
the discretization of the problem into a set of “families” or “landmarks” [39]
[8], which prevent to consider emotions which differ from these landmarks. How-
ever, as highlighted in the introduction, for music retrieval applications based
on language queries, such landmarks (keywords/tags) have shown to be useful.
2.2 Dimensional Model
In contrast to categorical emotion models, dimensional models characterise emo-
tions based on a small number of dimensions intended to correspond to the inter-
nal human representation of emotions. The psychologist Osgood [41] devised a
technique for measuring the connotative meaning of concepts, called the semantic
differential technique (SDT). Experiments were conducted with 200 undergrad-
uate students who were asked to rate 20 concepts using 50 descriptive scales
(7-point Likert scales whose poles were bipolar adjectives) [41]. Factor analy-
ses accounted for almost 70% of the common variance in a three-dimensional
configuration (50% of the total variance remained unexplained). The first factor
was clearly identifiable as evaluative, for instance representing adjective pairs
such as good/bad, beautiful/ugly (dimension also called valence), the second fac-
tor identified fairly well as potency, for instance related to bipolar adjectives
large/small, strong/weak, heavy/light (dimension also called dominance), and
the third factor appeared to be mainly an activity variable, related to adjec-
tives such as fast/slow, active/passive, hot/cold (dimension also called arousal).
Osgood’s EPA model was used for instance in the study [10] investigating how
well music (theme tune) can aid automatic classification of TV programmes from
BBC Information & Archive. A slight variation of the EPA model was used in [11]
with the potency dimension being replaced by one related to tension. Although
Osgood’s model has been shown to be relevant to classify affective concepts,
its adaptability to music emotions is notwithstanding not straightforward. As-
mus [2] replicated Osgood’s SDT in the context of music emotions classification.
Measures were developed from 2057 participants on 99 affect terms in response
to musical excerpts and then factor analysed. Nine affective dimensions (9AD)
were found to best represent the measures, two of which were found to be com-
mon to the EPA model. Probably because it is harder to visually represent nine
dimensions and because it complicates the classification problem, this model has
not been used yet in the MIR domain, to our knowledge.
The works that have had the most influence on the choice of emotion rep-
resentations in MER so far are those from Russell [44] and Thayer [57]. Russell
devised a circumplex model of affect which consists of a two-dimensional, circu-
lar structure involving the dimensions of arousal and valence (denoted AV and
called the core affect dimensions following Russell’s terminology). Within the AV
model, emotions that are across a circle from one another correlate inversely, as-
pect which is also in line with the semantic differential approach and the bipolar
adjectives proposed by Osgood. Schubert [53] developed a measurement interface
called the “two-dimensional emotional space” (2DES) using Russell’s core affect
dimensions and proved the validity of the methodology, experimentally. While
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the AV space stood out amongst other models for its simplicity and robustness,
higher dimensionality have shown to be needed when seeking for completeness.
The potency or dominance dimension related to power and control proposed by
Osgood is necessary to make important distinctions between fear and anger, for
instance, which are both active and negative states. Fontaine et al. [16] advocated
the use of a fourth dimension related to the expectedness or unexpectedness of
events, which to our knowledge has not been applied in the MIR domain so far.
A comparison between the categorical, or discrete, and dimensional models
has been conducted in [11]. Linear mapping techniques revealed a high corre-
spondence along the core affect dimensions (arousal and valence), and the three
obtained dimensions could be reduced to two without significantly reducing the
goodness of fit. The major difference between the discrete and categorical models
concerned the poorer resolution of the discrete model in characterizing emotion-
ally ambiguous examples. [60] compared the applicability of music-specific and
general emotion models, the Geneva Emotional Music Scale (GEMS) [71], the
discrete and dimensional AV emotion models, in the assessment of music-induced
emotions. The AV model outperformed the other two models in the discrimina-
tion of music excerpts, and principal component analysis revealed that 89.9%
of the variance in the mean ratings of all the scales (in all three models) was
accounted for by two principal components that could be labelled as valence and
arousal. The results also revealed that personality-related differences were the
most pronounced in the case of the discrete emotion model, aspect which seems
to contradict that obtained in [11].
2.3 Appraisal Model
The appraisal approach was first advocated by Arnold [1] who defined appraisal
as a cognitive evaluation able to distinguish qualitatively among different emo-
tions. The theory of appraisal therefore accounts for individual differences and
variations to responses across time [43], as well as cultural differences [47]. The
component process appraisal model (CPM) [48] describes an emotion as a pro-
cess involving five functional components: cognitive, peripheral efference, motiva-
tional, motor expression, and subjective feeling. Banse and Scherer [3] proved the
relevance of CPM predictions based on acoustical features of vocal expressions of
emotions. Significant correlations between appraisals and acoustic features were
also reported in [27] showing that inferred appraisals were in line with the theo-
retical predictions. Mortillaro et al. [39] advocate that the appraisal framework
would help to address the following concerns in automatic emotion recognition:
(i) how to establish a link between models of emotion recognition and emotion
production? (ii) how to add contextual information to systems of emotion recog-
nition? (iii) how to increase the sensitivity with which weak, subtle, or complex
emotion states can be detected? All these points are highly significant for MER
with a MIR perspective whereas appraisal models such as the CPM have not
yet been applied in the MIR field, to our knowledge. The appraisal framework is
especially promising for the development of context-sensitive automatic emotion
recognition systems taking into account the environment (e.g. work, or home),
the situation (relaxing, performing a task), or the subject (personnality traits),
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for instance [39]. This comes from the fact that appraisals themselves represent
abstractions of contextual information. By inferring appraisals (e.g. obstruction)
from behaviors (e.g. frowning), information about causes of emotions (e.g. anger)
can be inferred [7].
3 Acoustical and Contextual Analysis of Emotions
Studies in music psychology [56], musicology [18] and music information retrieval
[25] have shown that music emotions were related to different musical variables.
Table 2 lists the content and context-based features used in the studies reviewed
hereby. Various acoustical correlates of articulation, dynamics, harmony, instru-
mentation, key, mode, pitch, melody, register, rhythm, tempo, musical structure,
and timbre have been used in MER models. Timbre features have shown to pro-
vide the best performance in MER systems when used as individual features [52]
[73]. Schmidt et al. investigated the use of multiple audio content-based features
(timbre and chroma domains) both individually and in combination in a feature
fusion system [52] [49]. The best individual features were octave-based spectral
contrast and MFCCs. However, the best overall results were achieved using a
combination of features, as in [73] (combination of rhythm, timbre and pitch
features). Eerola et al. [12] extracted features representing six different musical
variables (dynamics, timbre, harmony, register, rhythm, and articulation) to fur-
ther apply statistical feature selection (FS) methods: multiple linear regression
(MLR) with a stepwise FS principle, principle component analysis (PCA) fol-
lowed by the selection of an optimal number of components, and partial least
square regression (PLSR) with a Bayesian information criterion (BIC) to se-
lect the optimal number of features. PLSR simultaneously allowed to reduce the
data while maximising the covariance between the features and the predicted
data, providing the highest prediction rate (R2=.7) with only two components.
However, feature selection frameworks operating by considering all the emotion
categories or dimensions at the same time may not be optimal; for instance, fea-
tures explaining why a song expresses “anger” or why another sounds “innocent”
may not be the same. Pairwise classification strategies have been successfully ap-
plied to musical instrument recognition [14] showing the interest of adapting the
feature sets to discriminate two specific instruments. It would be worth investi-
gating if music emotion recognition could benefit from pairwise feature selection
strategies as well.
In addition to audio content features, lyrics have also been used in MER,
either individually, or in combination with features belonging to different do-
mains (see multi-modal approaches in Section 4.4). Access to lyrics has been
facilitated by the emergence of lyrics databases on the web (e.g. lyricwiki.org,
musixmatch.com), some of them providing APIs to retrieve the data. Lyrics
can be analysed using standard natural language processing (NLP) techniques.
To characterise the importance of a given word in a song given the corpus it
belongs to, authors used the term frequency - inverse document frequency (TF-
IDF) measure [9] [36]. Methods to analyse emotions in lyrics have been developed
using lexical resources for opinion and sentiment mining such as SentiWordNet
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Table 2. Content (audio and lyrics) and context-based features used in MER (studies
between 2009 and 2011)
Type Notation Description References
Content-based features
Articulation EVENTD Event density [12]
Articulation/Timbre ATTACS Attack slope [12]
Articulation/Timbre ATTACT Attack time [12]
Dynamics AVGENER Average energy [19]
Dynamics INT Intensity [40]
Dynamics INTR Intensity ratio [40]
Dynamics DYN Dynamics features [45]
Dynamics RMS Root mean square energy [12] [35] [45]
Dynamics LOWENER Low energy [35]
Dynamics ENER Energy features [36]
Harmony OSPECENT Octave spectrum entropy [12]
Harmony HARMC Harmonic change [12]
Harmony CHROM Chroma features [52]
Harmony HARMF Harmony features [45]
Harmony RCHORDF Relative chord frequency [55]
Harmony WCHORDD Weighted chord differential [35]
Instrum./Rhythm PERCTO Percussion template occurrence [58]
Instrumentation BASSTD Bass-line template distance [58]
Key/Mode KEY Key [19]
Key/Mode KEYC Key clarity [12]
Key/Mode MAJ Majorness [12]
Key/Mode SPITCH Salient pitch [12]
Key/Mode WTON Weighted tonality [35]
Key/Mode WTOND Weighted tonality differential [35]
Pitch/Melody PITCHMIDI Pitch MIDI features [73]
Pitch/Melody MELOMIDI Melody MIDI features [73]
Pitch/Melody PITCH Pitch features [45]
Pitch/Timbre ZCR Zero-crossing rate [73] [72]
Register CHROMD Chromagram deviation [12]
Register CHROMC Chromagram centroid [12]
Rhythm/Tempo BEATINT Beat interval [19]
Rhythm/Tempo SPECFLUCT Spectrum fluctuation [12]
Rhythm/Tempo TEMP Tempo [12]
Rhythm/Tempo PULSC Pulse clarity [12]
Rhythm/Tempo RHYCONT Rhythm content features [73]
Rhythm/Tempo RHYSTR Rhythm strength [40]
Rhythm/Tempo CORRPEA Correlation peak [40]
Rhythm/Tempo ONSF Onset frequency [40]
Rhythm/Tempo RHYT Rhythm features [45]
Rhythm/Tempo SCHERHYT Scheirer rhythm features [55]
Rhythm/Tempo PERCF Percussive features [36]
Structure MSTRUCT Multidimensional structure features [12]
Structure STRUCT Structure features [45]
Timbre SPECC Spectral centroid [6] [35] [73]
Timbre HARMSTR Harmonic strength [19]
Timbre MFCC Mel frequency cepstral coefficient [6] [4] [58] [73] [62] [45] [52]
[49] [72] [59] [51] [45]
Timbre SPECC Spectral centroid [12] [73] [72] [50] [52] [40] [55]
Timbre SPECS Spectral spread [12]
Timbre SPECENT Spectral entropy [12]
Timbre SPECR Spectral rolloff [12] [73] [72] [50] [52] [40] [55]
Timbre SF Spectral flux [73] [72] [50] [52] [40] [55]
Timbre OBSC Octave-based spectral contrast [50] [52] [49] [51] [40] [29]
Timbre RPEAKVAL Ratio between average peak and valley strength [40]
Timbre ROUG Roughness [12]
Timbre TIM Timbre features [45]
Timbre SPEC Spectral features [36]
Timbre ECNTT Echo Nest timbre feature [51] [36]
Lyrics SENTIWORD Occurence of sentiment word [9]
Lyrics NEG-SENTIW Occurrence of sentiment word with negation [9]
Lyrics MOD-SENTIW Occurrence of sentiment word with modifier [9]
Lyrics WORDW Word weight [9]
Lyrics LYRIC Lyrics feature [73]
Lyrics RSTEMFR Relative stem frequency [55]
Lyrics TF-IDF Term frequency - Inverse document frequency [9] [36]
Lyrics RHYME Rhyme feature [63]
Context-based features
Social tags TAGS Tag relevance score [4]
Web-mined tags DOCRS Document relevance score [4]
Metadata ARTISTW Artist weight [9]
Metadata META Metadata features (e.g. artist’s name, title) [55]
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(measures of positivity, negativity, objectivity) [9], and the affective norm for En-
glish words (measures of arousal, valence, and dominance) [36]. Since meaning
emerges from subtle word combinations and sentence structure, research is still
needed to develop new features characterising emotional meanings in lyrics. [63]
proposed a feature to characterise rhymes whose patterns are relevant to emo-
tion expression, as poems can attest. To attempt to improve the performance
of MER systems only relying on content-based features, and in order to bridge
the semantic gap between the raw data (signals) and high-level semantics (mean-
ings), several studies introduced context-based features. [9], [6], [4], and [62] used
music tags mined from websites known to have good quality information about
songs, albums or artists (e.g. bbc.co.uk, rollingstone.com), social music platform
(e.g. last.fm), or web blogs (e.g. livejournal.com). Social tags are generally fused
with audio features to improve overall performance of the classication task [6]
[4] [62].
4 Machine Learning for Music Emotion Recognition
4.1 Early Categorical Approaches and Multi-Label Classification
Associating music with discrete emotion categories was demonstrated by the first
works that used an audio-based approach. Li et al. [31] used a song database
hand-labelled with adjectives belonging to one of 13 categories and trained Sup-
port Vector Machines (SVM) on timbral, rhythmic and pitch features. The au-
thors report large variation in the accuracy of estimating the different mood
categories, with the overall accuracy (F score) remaining below 50%. Feng et
al. [15] used a Back Propagation Neural Network (BPNN) to recognise to which
extent music pieces belong to four emotion categories (“happiness”, “sadness”,
“anger”, and “fear”). They used features related to tempo (fast-slow) and ar-
ticulation (staccato-legato), and report 66% and 67% precision and recall, re-
spectively. However, the actual accuracy of detecting each emotion fluctuated
considerably. The modest results obtained with early categorical approaches can
be attributed to the difficulty in assigning music pieces to any single category,
and the ambiguity of mood adjectives themselves. For these reasons subsequent
research have moved on to use multi-label, fuzzy or continuous (dimensional)
emotion models.
In multi-label classification, training examples are assigned multiple labels
from a set of disjoint categories. MER was first formulated as a multi-label clas-
sification problem by Wieczorkowska et al. [66] applying a classifier specifically
adopted to this task. In a recent study, Sanden and Zhang [46] examined multi-
label classification in the general music tagging context (emotion labelling is seen
as a subset of this task). Two datasets, the CAL500 and approximately 21,000
clips from Magnatune (each associated with one or more of 188 different tags)
were used in the experiments. The clips were modeled using statistical distri-
butions of spectral, timbral and beat features. The authors tested Multi-Label
k-Nearest Neighbours (MLkNN), Calibrated Label Ranking (CLR), Backpropa-
gation for Multi-Label Learning (BPMLL), Hierarchy of Multi-Label Classifiers
(HOMER), Instance Based Logistic Regression (IBLR) and Binary Relevance
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kNN (BRkNN) models, and two separate evaluations were performed using the
two datasets. In both cases, the CLR classifier using a Support Vector Machine
(CLRSVM ) outperformed all other approaches (peak F1 score of 0.497 and pre-
cision of 0.642 on CAL500). However, CLR with Decision Trees, BPMLL, and
MLkNN also performed competitively.
4.2 Fuzzy Classification and Emotion Regression
A possible approach to account for subjectivity in emotional responses is the
use of fuzzy classification incorporating fuzzy logic into conventional classifica-
tion strategies. The work of Yang et al. [70] was the first to take this route.
As opposed to associating pieces with a single or a discrete set of emotions,
fuzzy classification uses fuzzy vectors whose elements represent the likelihood of
a piece belonging to each respective emotion categories in a particular model. In
[70], two classifiers, Fuzzy k-NN (FkNN) and Fuzzy Nearest Mean (FNM), were
tested using a database of 243 popular songs and 15 acoustic features. The au-
thors performed 10-fold cross validation and reported 68.22% and 70.88% mean
accuracy for the two classifiers respectively. After applying stepwise backward
feature selection, the results improved to 70.88% and 78.33%.
The techniques mentioned so far rely on the idea that emotions may be or-
ganised in a simple taxonomy consisting of a small set of universal emotions (e.g.
happy or sad) and more subtle differences within these categories. Limitations of
this model include i) the fixed set of classes considered, ii) the ambiguity in the
meaning of adjectives associated with emotion categories, and iii) the potential
heterogeneity in the taxonomical organisation. The use of a continuous emotion
space such as Thayer-Russell’s Arousal-Valence (AV) space and corresponding
dimensional models is a solution to these problems. In the first study that ad-
dresses these issues [69], MER was formulated as a regression problem to map
high-dimensional features extracted from audio to the two-dimensional AV space
directly. AV values for induced emotion were collected from 253 subjects for 195
popular recordings. After basic dimensionality reduction of the feature space,
three regressors were trained and tested: Multiple Linear Regression (MLR) as
baseline, Support Vector Regression (SVR) and Adaboost.RT, a regression tree
ensemble. The authors reported coefficient of determination statistics (R2) with
peak performance of 58.3% for arousal, and 28.1% for valence using SVR. Han et
al. [19] used SVR for training distinct regressors to predict arousal and valence
both in terms of Cartesian and polar coordinates of the AV space. A policy
for partitioning the AV space (AV11C) and mapping coordinates to discrete
emotions was used, and an increase in accuracy from 63.03% to 94.55% was
obtained when polar coordinates were used in this process. Notably Gaussian
Mixture Model (GMM) classifiers performed competitively in this study. Schmidt
et al. [52] showed that Multi-Level Least-Squares Regression (MLSR) performs
comparably to SVR at a lower computational cost. An interesting observation
is that combining multiple feature sets does not necessarily improve regressor
performance, probably due to the curse of dimensionality. The solution was seen
in the use of different fusion topologies, i.e. using separate regressors for each
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feature set. Huq et al. [23] performed a systematic evaluation of content-based
emotion recognition to identify a potential glass ceiling in the use of regression.
160 audio features were tested in four categories, timbral, loudness, harmonic,
and rhythmic (with or without feature selection), as well as different regressors
in three categories, Linear Regression, variants of regression trees and SVRs
with Radial Basis Function (RBF) kernel (with or without parameter optimi-
sation). Ground truth data were collected to indicate induced emotion, as in
[69], by averaging arousal and valence scores from 50 subjects for 288 music
pieces. Confirming earlier findings that arousal is easier to predict than valence,
peak R2 of 69.7% (arousal) and 25.8% (valence) were obtained using SVR-RBF.
The authors concluded that small database size presents a major problem, while
the wide distribution of individual responses to a song spreading in the AV
space was seen as another limitation. In order to overcome the subjectivity and
potential nonlinearity of AV coordinates collected from users, and to ease the
cognitive load during data collection, Yang et al. proposed a method to auto-
matically determine the AV coordinates of songs using pair-wise comparison of
relative emotion differences between songs using a ranking algorithm [67]. They
demonstrated that the increased reliability of ground truth pays off when dif-
ferent learning algorithms are compared. In [68], the authors modeled emotions
as probability distributions in the AV space as opposed to discrete coordinates.
They developed a method to predict these distributions using regression fusion,
and reported a weighted R2 score of 54.39%.
4.3 Methods for Music Emotion Variation Detection
It can easily be argued however that emotions are not necessarily constant dur-
ing the course of a piece of music, especially in classical recordings. The problem
of Music Emotion Variation Detection (MEVD) can be approached from two
perspectives: the detection of time-varying emotion as a continuous trajectory
in the AV space, or finding music segments that are correlated with well defined
emotions. The task of dividing the music into several segments which contain
homogeneous emotion expression was first proposed by Lu et al. [34]. In [70], the
authors also proposed MEVD but by classifying features resulting from 10s seg-
ments with 33.3% overlap using a fuzzy approach, and then computing arousal
and valence values from the fuzzy output vectors. Building on earlier studies,
Schmidt et al. [50] demonstrated that emotion distributions may be modeled as
2D Gaussian distributions in the AV space, and then approached the problem
of time-varying emotion tracking. In [50], they employed Kalman filtering in a
linear dynamical system to capture the dynamics of emotions across time. While
this method provided smoothed estimates over time, the authors concluded that
the wide variance in emotion space dynamics could not be accommodated by
the initial model, and subsequently moved on to use Conditional Random Fields
(CRF), a probabilistic graphical model to approach the same problem [51]. In
modeling complex emotion-space distributions as AV heatmaps, CRF outper-
formed the prediction of 2D Gaussians using MLR. However, the CRF model
has higher computational cost.
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4.4 Multi-Modal Approaches and Fusion Policies
The combination of multiple feature domains have become dominant in recent
MER systems and a comprehensive overview of combining acoustic features with
lyrics, social tags and images (e.g. album covers) is presented in [25]. In most
works, the previously discussed machine learning techniques still prevail, how-
ever, different feature fusion policies may be applied ranging from concatenating
normalised feature vectors (early fusion) to boosting, or ensemble methods com-
bining the outputs of classifiers or regressors trained on different feature sets
independently (late fusion). Late fusion is becoming dominant since it solves the
issues related to tractability, and the curse of dimensionality affecting early fu-
sion. Bischoff et al. [6] showed that classification performance can be improved
by exploiting both audio features and collaborative user annotations. In this
study, SVMs with RBF kernel outperformed logistic regression, random for-
est, GMM, K-NN, and decision trees in case of audio features, while the Näıve
Bayes Multinomial classifier produced the best results in case of tag features.
An experimentally-defined linear combination of the results then outperformed
classifiers using individual feature domains. In a more recent study, Lin et al. [32]
demonstrated that genre-based grouping complements the use of tags in a two-
stage multi-label emotion classification system reporting an improvement of 55%
when genre information was used. Finally, Schuller [55] et al. combined audio fea-
tures with metadata and Web-mined lyrics. They used a stemmed bag of words
approach to represent lyrics and editorial metadata, and also extracted mood
concepts from lyrics using natural language processing. Ensembles of REPTrees
(a variant of Decision Trees) are used in a set of regression experiments. When
the domains were considered in isolation, the best performance was achieved
using audio features (chords, rhythm, timbre), but taking into account all the
modalities improved the results.
5 Discussion and Conclusions
The results from the audio mood classification (AMC) task ran at MIREX from
2007 to 2009, and that of studies published between 2009 and 2011 reviewed
in this article, suggest the existence of a “glass ceiling” for MER at F-measure
about 65%. In a recent study [45], high-level features (mode “majorness” and key
“clarity”) have shown to enhance emotion recognition in a more robust way than
low-level features. In line with these results, we claim that in order to improve
MER models, there is a need for new mid or high-level descriptors characteris-
ing musical clues, more adapted to explain our conditioning to musical emotions
than low-level descriptors. Some of the findings in music perception and cogni-
tion [56], psycho-musicology [17] [18], and affective computing [39] have not yet
been exploited or adapted to their full potential for music information retrieval.
Most of the current approaches to emotion recognition articulate on black-box
models which do not take into account the interpretability of the relationships
between features and emotion components; this is a disadvantage when trying
to understand the underlying mechanisms [64]. Other emotion representation
models, the appraisal models [39], attempt to predict the association between
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appraisal and emotion components making possible to interpret the relation-
ships. Despite the promising applications of semantic web ontologies in the field
of MIR, the ontology approach has only be scarcely used in MER. [62] proposed
a music-mood specific ontology grounded in the Music Ontology [42], in order
to develop a multi-modal MER model relying on audio content extraction and
semantic association reasoning. Such approach is promising since the system
from [62] achieved a performance increase of approximately 20% points (60.6%)
in comparison with the system by Feng, Cheng and Yang (FCY1), proposed at
MIREX 2009 [38]. Recent research focuses on the use of regression and attempt
to estimate continuous-valued coordinates in emotion spaces, which may then be
mapped to an emotion label or a broader category. The choice between regression
and classification is however not straightforward, as both categorical and dimen-
sional emotion models have strengths and weaknesses for specific applications.
Retrieving labels or categories given the estimated coordinates is often necessary,
which requires a mapping between the dimensional and categorical models. This
may not be available for a given model, may not be valid from a psychological
perspective, and may also be dependent on extra-musical circumstances. With
regard to the use of multiple modalities, most studies to date confirm that the
strongest factors enabling emotion recognition are indeed related to the audio
content. However a glass ceiling seems to exist which may only be vanquished
if both contextual features and features from different musical modalities are
considered.
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Abstract. In this paper we propose a feature set for emotion classifi-
cation of Western popular music. We show that by surveying a range
of common feature extraction methods, a set of five features can model
emotion with good accuracy. To evaluate the system we implement an in-
dependent feature evaluation paradigm aimed at testing the property of
generalizability; the ability of a machine learning algorithm to maintain
good performance over different data sets.
Keywords: Music emotion classification, popular music, support vector
machine
1 Introduction
Developing computational models of musical emotions is a multidisciplinary task
including the fields of music psychology, musicology and computer science. Early
research in this area focussed primarily on the classical music repertoire (1; 2;
3). From a musicological perspective this bias is easy to understand. Classical
content provides well structured and well defined emotional ideas by means of
motif, movement and form. In comparison, popular music tends to be more
sonically and emotionally homogeneous owing perhaps to the commercial nature
of the genre. Nevertheless, it is important that in ‘real world’ applications of
emotion classification this type of content is taken into account.
The aim of this paper is to identify a subset of musical features that charac-
terizes emotion in Western popular music. It achieves this by examining six of
the most commonly occurring feature extraction toolboxes in the Music Emo-
tion Classification (MEC) literature. To test the robustness of this approach we
adopt a number of feature selection and classification algorithms in the con-
text of an independent feature evaluation paradigm. The objective is to examine
model generalizability, the property of a machine learning model that ensures
good performance over multiple unrelated data sets. Evidence of generalizability
supports the universality of the selected features.
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2 Feature Space
The feature spaces considered in this research are shown in Table 1. These algo-
rithms extract low to mid-level acoustical and psychoacoustical features from the
spectral representation of music clips. In all cases default parameters are used
that include factors such as sample rate, bit depth, frame size and hop factor.
Toolbox Number of features
MIRtoolbox 376
PsySound3 24
Marsyas 0.4 124
Marsyas 0.1 32
Sound Description Toolbox 187
Lu Implementation 71
All features 814
Table 1. Feature extraction toolboxes
Due to its demonstrated success in Music Emotion Recognition (MER) ap-
plications (4; 5) the MIRtoolbox for Matlab is used as an experimental baseline.
The current version (1.3.4) provides a base set of 376 features derived from the
statistics of frame-level features. PsySound3 creates features based on psychoa-
coustic models and is represented by 24 core features including those used in
research by Yang et al (6). Marsyas, which was perhaps the first extraction
framework to be developed for MIR, is implemented in two forms. The first ver-
sion of the toolbox (0.1) contains a subset extractor which enjoyed success in
early genre recognition tasks (7). The newest iteration of Marsyas (0.4) is also
evaluated as it includes an extended feature extractor that is widely used in
MIR. The Sound Description Toolbox has been included as it contains a number
of MPEG-7 standard descriptors as well as perceptual and spectral features. Fi-
nally, the framework implemented in research by Lu et al (3) has been included.
Although not publicly available this framework was recreated by the authors (8)
due to its excellent performance in classical MER.
3 Emotion Space
Emotion concepts are defined on the basis of the circumplex model proposed
by Russell (9). The circumplex model represents the emotion space with two
orthogonal bipolar dimensions of arousal and valence (Figure 1). For the classi-
fication task the quadrants created by these dimensions are used as the target
emotion concepts. These are anxious, exuberant, depressed and content.
509
Emotion Classification of Western Popular Music 3
Negative valence Positive valence
Low arousal
High arousal
DEPRESSED
EXUBERANTANXIOUS
CONTENT
Fig. 1. The circumplex model
4 Musical Corpora
4.1 LastFM100
Two independent corpora are implemented in the classification framework. The
first is derived from the LastFM database and consists of 25 tracks representing
each quadrant of the circumplex model. These tracks were obtained by query-
ing the LastFM database using the publicly available Application Programming
Interface (API)3. This data acquisition technique has been used successfully in
previous studies (10; 11) and is considered reliable due to its large number of
active users.
4.2 Yang40
The second corpus was sourced from published research conduced by Yang et
al (12). It contains 60 popular music tracks evaluated by 40 participants based
on the dimensions arousal and valence. As this analysis requires discrete classes,
each track was generalized into quadrants of the circumplex model determined
by its arousal and valence values. Carrying out this process led to an uneven
distribution across the emotion classes. To address this issue, random instances
were removed from each class. This resulted in 10 instances or tracks per class.
3 www.last.fm/api
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5 Methodology
5.1 General Approach
A two-stage classification methodology was performed to determine the most
representative feature set for Western popular music. First, initial models were
constructed and evaluated in a traditional supervised train/test procedure. Us-
ing 10 x 10 fold stratified cross-validation these models were compared with
respect to classification accuracy. In the second stage, the highest performing
models were chosen for validation with the Yang40 corpus. As this data set is
completely independent, this stage tests generalizability. High and consistent ac-
curacy across data sets indicates high discriminative value of selected features.
Each feature extraction toolbox was tested in isolation and then concatenated
into a combined feature space named Combined.
MODEL
Model 
construction
Cross-validation
accuracy
Independent 
classification accuracy
Model 
evaluation
LastFM Corpus
Yang Corpus
Fig. 2. Model training evaluation
5.2 Feature Selection and Classification
With such a high dimensional feature space it was necessary to apply feature
reduction techniques. These included attribute subset and single attribute meth-
ods including InfoGainAttributeEval (InfoGain), CfsSubsetEval (Cfs), and Reli-
efFAttributeEval (ReliefF) (13). Based on the number of instances in the cross-
validation data set and the need for parsimony, the 10 highest ranking features
were chosen to represent the final feature space. Three classification models
were also chosen for the analysis, K-Nearest Neighbours (K-NN), Naive Bayes
and Support Vector Machines (SVM). A detailed explanation on the opera-
tion of these models is beyond the scope of this paper, however their inclusion
was made based on good performance in previous emotion classification tasks
(14; 15; 16; 17).
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Performance of the feature selection/classification models are reported in
terms of accuracy as defined by the Music Information Retrieval Evaluation
eXchange (MIREX) in the 2007 Audio Music Mood Classification (AMC) task4
(1).
accuracy =
number of correctly classified songs
total number of songs
(1)
Modelling and feature selection were implemented in the WEKA environ-
ment, a freeware machine learning suite developed by the university of Waikato,
New Zealand5.
6 Results
6.1 Cross-validation
Table 2 shows classification accuracies for 10 runs of 10 fold cross-validation. For
each feature extraction toolbox all feature selection/classification permutations
are tested. The figures in bold show the highest performing models for each
extraction toolbox including the concatenated Combined version.
These results show a clear boundary in performance between the Lu Imple-
mentation and Combined feature spaces and the rest of the feature toolboxes.
The highest performing model for the Combined feature space has an accuracy
of 0.64 with InfoGain feature selection and Naive Bayes classifier. The Lu Im-
plementation is marginally higher with an accuracy of 0.65 using a combination
of ReliefF feature selection and SVM classifier. The remaining toolboxes have
accuracies ranging from 0.41 (Marsyas 0.1) to 0.48 (Sound Description Toolbox).
This difference in performance is evident across all feature selection/classification
approaches. As a result, the Lu Implementation modelled with SVM/ReliefF and
Combined feature space modelled with Naive Bayes/InfoGain were chosen for
independent validation with the Yang40 corpus.
6.2 Independent evaluation
The results of the independent evaluation step are shown in Table 3. With the 10
highest ranking features the Lu Implementation shows an accuracy of 0.65 and
the Combined feature space 0.68. When expressed as percentages, this shows
that 65 and 68% of the instances in the Yang40 corpus were correctly classified.
As an additional measure the number of features used for classification were re-
duced to 5 and then 3. The aim was to determine how the steep drop in features
might affect overall classification performance. Using only the top 5 ranked fea-
tures, accuracies of 0.60 and 0.65 were achieved with the Lu Implementation and
Combined feature spaces respectively. Using 3 features, classification accuracy
dropped to 0.58 and 0.62. This small drop of between 6 and 7% shows the strong
predictive power of these features.
4 http://www.music-ir.org/mirex/wiki/2007:Audio_Music_Mood_Classification
5 http://www.cs.waikato.ac.nz/ml/weka/
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InfoGain ReliefF Cfs
KNN
MIR Toolbox 0.36 0.38 0.37
Marsyas 0.4 0.45 0.41 0.43
Marsyas 0.1 0.39 0.40 0.41
PsySound3 0.40 0.36 0.35
Sound Description Toolbox 0.39 0.41 0.44
Lu Implementation 0.60 0.62 0.63
Combined 0.63 0.64 0.57
Naive Bayes
MIR Toolbox 0.41 0.44 0.40
Marsyas 0.4 0.40 0.40 0.43
Marsyas 0.1 0.41 0.41 0.40
PsySound3 0.41 0.42 0.40
Sound Description Toolbox 0.48 0.45 0.43
Lu Implementation 0.64 0.65 0.65
Combined 0.64 0.61 0.61
SVM
MIR Toolbox 0.40 0.42 0.39
Marsyas 0.4 0.38 0.38 0.41
Marsyas 0.1 0.40 0.39 0.37
PsySound3 0.42 0.43 0.39
Sound Description Toolbox 0.44 0.45 0.43
Lu Implementation 0.62 0.65 0.62
Combined 0.62 0.59 0.58
Table 2. Model accuracies for 10 x 10 fold cross-validation
Number of features
Toolbox 10 5 3
Lu Implementation 0.65 0.60 0.58
Combined 0.68 0.65 0.62
Table 3. Classification Accuracy with 10, 5 and 3 features
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7 Discussion
An important insight into the sonic properties of Western popular music is given
in the reduced ranked feature set in Table 4. The two highest ranking features
are statistics of frame-level values of spectral centroid. Indicating the ‘centre of
mass’ of the spectrum, these features are a measure of high frequency content
or brightness. Spectral flux, the third feature has been shown to be a useful
perceptual indicator of music instrument timbre (18). The following two features
relate to measures of intensity or loudness. These are Intensity ratio in sub band
three as defined by Lu in (3), and sharpness, a perceptual measure of loudness
relating to critical bandwidth. The sixth feature is a measure of tonal centre
and is calculated as the mean of frame-wise centroid values of the chromagram.
Spectral entropy is ranked seventh and gives an indication of the presence of
predominant peaks in the signal. This is based on the Shannon entropy used in
information theory (19). The next feature is Spectral Rolloff, an estimation of the
amount of high frequency energy in a signal. The ninth ranked feature is Spectral
Dissonance from the PsySound3 toolbox. Spectral Dissonance is a measure of
the interference or roughness of spectral components. The final feature is the
mean of the zerocross rate across frames. Zerocross is considered as a general
measure of noisiness.
Overall, the ranking in Table 4 shows the importance of timbral character-
istics in the recognition of emotion in popular music. The slight bias towards
these features also suggests that modern production techniques, in particular
over-compression, leads to homogeneity in terms of intensity or perceived loud-
ness.
Rank Feature name Toolbox
1 Spectral Centroid Std Lu Implementation
2 Spectral Centroid Variance Lu Implementation
3 Spectral Flux Mean Marsyas 0.1
4 Intensity Ratio Sub band 3 Mean Lu Implementation
5 Sharpness Mean PsySound3
6 Tonal Chromagram Centroid Mean MIR Toolbox
7 Spectral Entropy Mean MIR Toolbox
8 Spectral Rolloff Std MIR Toolbox
9 Spectral Dissonance Std PsySound3
10 Zerocross Mean MIR Toolbox
Table 4. Ranked features from Combined feature space
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8 Conclusions
By surveying six commonly used feature extraction toolboxes we present a com-
pact feature subset for characterizing emotion in Western popular music. The
efficacy of this feature space is tested using a combination of feature selection
and classification algorithms in a unique feature evaluation paradigm. By exam-
ining model generalizability we have shown the potential universality of these
features in an emotion classification task. The composition of the final feature
set shows a bias towards spectrally derived acoustic features, reinforcing the idea
that modern production techniques remove some important information carried
by intensity or loudness features.
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Abstract. Active learning is a subfield of machine learning based on the
idea that the accuracy of an algorithm can be improved with fewer train-
ing samples if it is allowed to choose the data from which it learns. We
present the results for Support Vector Machine (SVM) active learning
experiments for music mood tagging based on a multi-sample selection
strategy that chooses samples according to their proximity to the bound-
ary, their proximity to points in the training set and the density around
them. The influence of those key active learning parameters is assessed
by means of ANalysis Of Variance (ANOVA). Using these analyses we
demonstrate the efficiency of active learning compared to typical full-
dataset batch learning: our method allows to tag music by mood more
efficiently than a regular approach, requiring fewer instances to obtain
the same performance than using random sample selection methods.
Keywords: active learning, music mood detection, support vector ma-
chines
1 Introduction
Detection of moods and emotions in music is a topic of increasing interest in
which many problems and issues are still to be explored. So far, most works
have dealed with the so-called “basic emotions”such as happiness, sadness, anger,
fear and disgust [1] [2]. This work tries to give one step towards detecting music
emotions that are more specific and hard to articulate. One of the factors that
make non-basic mood detection difficult is that they are usually perceived with
less agreement among listeners than basic ones [1]. In such a context, user-
tailored systems that learn from user perception become a must. Usually, such
systems require getting a big amount of information from the user (e.g. using
relevance feedback or other techniques) and his/her tastes in a process that can
take too long.
In our case, we extend Laurier’s method [3] for music mood classification. In
such system, mood tags are assigned by means of a two-step process of feature
extraction and statistical analysis. Those features are obtained for labeled songs
and then the system is trained to learn which values of the extracted features
define every group. A careful selection of the training examples is always required
in order to maximize the generalization power of the final system.
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Our work deals with the task of optimizing the training process by trying
to speed user customization up, keeping the system as general as possible to
different music genres for a specific user. We use active learning as it has shown
good performance on many multimedia applications [4] [5] [6] but, surprisingly,
it has been rarely used in Music Information Retrieval (MIR) even though its
promising results [7] [8]. We perform a study on the application of active learning
techniques to music mood classification extending Laurier’s method with a multi-
sample selection strategy based on Wang’s [8]. In addition, we study the influence
that all the parameters of this strategy have on the final results.
During this introduction, we review some concepts about active learning and
its application to MIR. In Section 2 we explain our methodology. Results are
shown and explained in Section 3. Finally, we discuss these results in Section 4.
1.1 Active Learning
Active Learning (AL) is aimed at maximizing the accuracy of a machine learning
algorithm by means of allowing it to choose the data from which it learns (this
usually leading to minimizing the size of the training set). In order to do so, the
system may pose queries (unlabeled data instances) to be labeled by an oracle.
AL is useful for problems where unlabeled data is easy to obtain, while labels
are not [9]. We will deal with uncertainty-based AL, in which the learner
queries instances for which it is least certain about how to label. The basic idea
is that if, for example, the classification is binary, the instance that would be
queried would be the one which probability of being positive is closest to 0.5
(total uncertainty). For more information about refinements of this technique
we refer to [9].
Active Learning in MIR
Mandel et al. [7] demonstrated that AL techniques can be used for music retrieval
with quite good results. Specifically, they classified songs according to their style
and mood, being able to perform the same accuracy with half as many samples
as without using AL to intelligently choose the training examples.
Wang et al. [8] propose a strategy for multi-samples selection for Support
Vector Machine (SVM) AL. Their assumption is that, in music retrieval systems,
it is necessary to present multiple samples (i.e. to make multiple queries) at each
iteration. This is because the user could very likely lose patience after some time
if just one sample is presented to him to label at each iteration. As we use the
method they propose, we explain it in depth in Section 2.4.
2 Methodology
2.1 Mood tags and songs datasets
We used datasets from previous research ([3]) for happy, sad, aggressive and
relaxed categories and we also created new datasets for humorous, triumphant,
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mysterious and sentimental mood tags. These tags were chosen according to
two main criteria: first, they improve the emotional representation given by the
already existing ones (i.e. they do not have a close semantic relationship in the
sense that they cover a broad and non-overlapping emotional landscape); second,
they have a certain social relevance (judged by their presence as tags in lastfm1)
that makes them interesting to study.
As we deal with binary classification, for each mood tag we actually need
two collections of songs: one containing songs that belong to that category and
another one with songs that do not belong to it. They contain 150 to 200 30-
seconds MP3 files and we have tried to get a high coverage of genres and artists.
They were created by collecting a high number of songs according to their mood
annotation at lastfm and then validating them by 6 listeners, keeping just those
songs which tag was agreed by at least 4 of them. For further details on this part
of the work, please refer to [10].
2.2 Feature Extraction and Dataset Management
Descriptors of timbre [11], loudness, rhythm [12] and tonal characteristics [13]
were computed and processed using MTG-internal libraries [14]. We compute
statistics of these values (min, max, mean, variance). Then, we normalize de-
scriptors and reduce dimensionality using Principal Component Analysis (PCA).
The number of components that is kept is different depending on the size of the
dataset (≈ datasetsize/20). Finally, we compute the density around each point.
This is one of the parameters that the AL strategy uses to measure the informa-
tiveness of each point [8]. This strategy is explained with more detail in Section
2.4.
2.3 Active Learning Experiments
For our experiments, we set a scenario in which we simulate the interaction with
a user. We do so because our work tries to study a large set of combinations
of parameters. Performing experiments with users would be time-intensive and
attention-demanding, thus increasing the risk of getting wrong input. We follow
(as [7]) these steps:
1. Randomly split the database into equal-sized training and test sets.
2. Select a random sample from the training set as the seed (the song for which
the user is looking for songs with the same mood).
3. If we are in the first round, select ITS − 1 (Initial Train Size) samples plus
the seed as the initial set for feedback. We choose them randomly. Otherwise,
select EPI (Elements to add Per Iteration) samples according to the sample
selection strategy (see details in 2.4).
4. According to the ground truth, automatically label the selected samples
(simulating user relevance feedback). Add the labels to the labeled dataset
and remove them from the training set.
1 http://www.last.fm
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5. Retrain the SVM model with the available dataset. Get precision and recall
over the test dataset.
6. Repeat 1-6 100 times to avoid being biased by the selected seed and initial
random-selected training set.
2.4 Active Learning Strategies under Study
Wang’s Multi-Sample Selection Strategy
In this approach, introduced in [8], multiple samples are selected in a way that
they are i) not just close to the boundary (most uncertain/informative samples),
but also ii) representative of the underlying structure and iii) not redundant
among them. To fulfill these three criteria, three values are calculated on every
iteration for each point and different weights can be given to them: the distance
to the decision boundary, the distance diversity and the density around
the sample.
The first one is given by the own SVM classifier, which calculates the decision
boundary ant tells the distance of each point to it. The diversity is calculated
every time a new unlabeled sample x is selected as a candidate to be added to
the current sample set S. It is defined as the minimum distance between samples
in the current selected sample set S (the higher the diversity, the more scattered
the set of samples are in space) and is calculated as
Diver(S + x) = arg min
xi,xj∈{S+x}
D(xi, xj) (1)
Where D(xi, xj) is the distance between points xi and xj and can be cal-
culated using the function Φ(x) that maps points into the transformed SVM
space:
D(xi, xj) =
√
(Φ(xi) − Φ(xj))2 =
√
Φ(xi)2 + Φ(xj)2 − 2 · Φ(xi) ∗ Φ(xj) (2)
Given that the kernel function K(x, y) performs the dot product of two points
in the transformed space, equation (2) can be rewritten as
D(xi, xj) =
√
K(xi, xi) + K(xj , xj) − 2 · K(xi, xj) (3)
The density around the sample, which is included to avoid choosing outliers
as candidates, selects samples from the densest regions. An average distance
T (x) from a particular sample x to its 10 closest neighbors is computed off-line
as
T (x) =
D(xj1, x) + . . . D(xj10, x)
10
, xj1 ̸= . . . xj10 (4)
Once these values are obtained, the selected point is the one that minimizes
(distance to boundary−diversity+density) and the process is repeated as many
times as samples are to be added at the current iteration.
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Modified Wang’s Multi-sample Selection Strategy
This strategy is proposed as an option to solve a drawback of uncertainty-based
AL strategies which is even clearer when small training sets are used: reducing
uncertainty may not always be the best choice. The idea is that the system should
be quite sure about elements that fall far from the boundary, but if actually a
newly retrieved tagged song of this kind is wrongly classified, the information it
will bring to the system will be high as it will imply a big change on the decision
boundary. Therefore, what we do is to perform exactly the same strategy just
explained for half of the samples to be added, while the other half is actually
selected from those furthest from the boundary.
3 Results
The experiment explained in Section 2.3 was performed for different sets of pa-
rameters for all the datasets. Although here we present some of the most relevant
ones, please refer to [10] to find the results with all the possible considered com-
binations of initial training size, elements per iteration, combinations of weights
for distance to boundary, diversity and density values and strategies (AL or
random).
ANalysis Of VAriance (ANOVA) was used in order to test the influence
of each of the parameters on one of the performance measures (F-measure).
ANOVA looks for significant differences (i.e., unlikely to be found by chance)
between means of different experimental conditions by comparing variances. The
null hypothesis in the test is that the means of assumed normally distributed
populations, all having the same standard deviation, are equal. In our specific
case, each distribution corresponds to a certain configuration of values of one
(several) parameter(s). If the null hypothesis is rejected, the value(s) of that
(those) parameter(s) is considered to influence the results of F-measure.
ANOVA test were performed at different moments of the experiments for
all the iterations. These tests showed that none of the parameters except the
Initial Training Size had influence on the results for the first iteration, which is
exactly what we could expect. Also, results show that the interactions between
the method or combination of weights with Initial Training Size and Elements
Per Iteration create significant differences in the F-measure mean. Another in-
teresting observation is that using AL creates significant changes in the mean
F-measure already by the second iteration.
Results in Table 1a confirm that there is an influence of METHOD (a variable
coding random or each of the AL methods) on the results of the F-measure
already in the second iteration, F (2, 115363 = 361.452), p = 000. As shown in
Table 1b, the same applies for WEIGHTS (each value of WEIGHTS corresponds
to a combination of the 3 weight values): it has a significant influence on the
F-measure for the second iteration, F (3, 115354) = 195.085, p = 0.000. These
results tell us that that changing the parameters and their combinations has an
influence on the results that is not by chance.
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Table 1a: Results of ANOVA test on the influence and interactions among Initial
Training Size(ITS), Elements Per Iteration (EPI) and METHOD on the F-
measure in the first iteration.
Source Degrees of freedom F p
METHOD 2 361.452 0.000
ITS 2 3959.617 0.000
EPI 2 993.995 0.000
METHOD*ITS 4 172.726 0.000
METHOD*EPI 4 60.673 0.000
ITS*EPI 4 185.998 0.000
METHOD*ITS*EPI 8 84.022 0.000
Error 115363
Total 115390
Table 1b: Results of ANOVA test on the influence and interactions among Initial
Training Size (ITS), Elements Per Iteration (EPI) and WEIGHTS on the F-
measure in the second iteration. This table shows the influence of WEIGHTS on
Wang’s multi-sample selection strategy, therefore METHOD does not appear.
Source Degrees of freedom F p
WEIGHTS 3 195.085 0.000
ITS 2 4498.762 0.000
EPI 2 1312.364 0.000
WEIGHTS*ITS 33.215 172.726 0.000
WEIGHTS*EPI 6 3.087 0.000
ITS*EPI 4 233.452 0.000
WEIGHTS*ITS*EPI 12 3.709 0.000
Error 115354
Total 115390
Figures 1a and 1b show average precision and recall values after 100 runs for
both AL strategies and random sample selection for an initial training size of 5
samples, adding 8 elements per iteration and giving the same weight to the three
parameters for the AL strategies. Precision and recall values are higher using
Wang’s multi-sample selection strategy (up to ≈ 4 percent point units higher
precision than random sample selection at second iteration and ≈ 7 percent point
units at third and fourth).
In Figures 1c and 1d each line corresponds to a different combination of
weights for distance to the boundary, diversity and density using Wang’s multi-
sample selection strategy. The results show that the differences are not big,
though the case in which diversity is given a higher weight is the one with
the best performance (very close to the case in which all elements are given the
same weight). The other two cases (higher weight for distance to the boundary or
density) perform worse ≈ 5 percent point units lower precision in third iteration).
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Fig. 1: (a) and (b) show precision and recall values during 7 rounds for different
sample selection strategies.Wang’s multi-sample selection strategy (•) converges
faster faster to best performance than random sample selection (⋄) and modified
Wang’s strategy (▽). (c) and (d) show precision and recall values during 7 rounds
for different weight combinations on Wang’s multi-sample selection strategy. Best
performance is achieved giving the same weight to the three parameters (•) or
giving more weight to diversity (big ⋄). Results are worse for cases in which more
weight is given to distance to the boundary (▽) or density (small ⋄).
4 Discussion and Future Work
Results of our experiments confirm those by Mandel [7] or Wang [8], in the sense
that AL can help achieving a given performance on mood classification using less
training instances than random sample selection. As shown in Fig. 1, the same
precision can be achieved by means of AL with half instances than typical batch
learning experiments. We also explored the influence of different parameters
and determined that distance diversity plays a critical role for achieving good
results. This is the parameter responsible for taking non-redundant samples, so
one of our conclusions is that, in the presented scenario, it is more important to
ensure learning about the whole distribution of points in the space rather than
stressing other aspects. For example, by giving more weight to the distance to
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the boundary, we may be querying for points that are too close to each other in
every iteration, thus not learning about the whole dataset.
It may be interesting to explore different AL techniques. A comprehensive
state-of-the-art review on AL can be found in [9], and we also present a brief
review on these techniques in [10]. For example, Expected Error Reduction or
Expected Variance Reduction AL techniques guarantee an improvement on the
results, although they have a much higher computational cost.
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13. Gómez, E.: Tonal description of music audio signals. Universitat Pompeu Fabra,
Barcelona (2006).
14. Essentia & Gaia: audio analysis and music matching C++ libraries developed by
the MTG (Resp.: Nicolas Wack), http://mtg.upf.edu/technologies/essentia
525
Modeling Expressed Emotions in Music using
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Abstract. We introduce a two-alternative forced-choice experimental
paradigm to quantify expressed emotions in music using the two well-
known arousal and valence (AV) dimensions. In order to produce AV
scores from the pairwise comparisons and to visualize the locations of
excerpts in the AV space, we introduce a flexible Gaussian process (GP)
framework which learns from the pairwise comparisons directly. A novel
dataset is used to evaluate the proposed framework and learning curves
show that the proposed framework needs relative few comparisons in
order to achieve satisfactory performance. This is further supported by
visualizing the learned locations of excerpts in the AV space. Finally,
by examining the predictive performance of the user-specific models we
show the importance of modeling subjects individually due to significant
subjective differences.
Keywords: expressed emotion, pairwise comparison, Gaussian process
1 Introduction
In recent years Music Emotion Recognition has gathered increasing attention
within the Music Information Retrieval (MIR) community and is motivated by
the possibility to recommend music that expresses a certain mood or emotion.
The design approach to automatically predict the expressed emotion in mu-
sic has been to describe music by structural information such as audio features
and/or lyrical features. Different models of emotion, e.g., categorical [1] or di-
mensional [2], have been chosen and depending on these, various approaches
have been taken to gather emotional ground truth data [3]. When using dimen-
sional models such as the well established arousal and valence (AV) model [2]
the majority of approaches has been to use different variations of self-report
direct scaling listening experiments [4].
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Direct-scaling methods are fast ways of obtaining a large amount of data.
However, the inherent subjective nature of both induced and expressed emotion,
often makes anchors difficult to define and the use of them inappropriate due
to risks of unexpected communication biases. These biases occur because users
become uncertain about the meaning of scales, anchors or labels [5]. On the
other hand, lack of anchors and reference points makes direct-scaling experiments
susceptible to drift and inconsistent ratings. These effects are almost impossible
to get rid of, but are rarely modeled directly. Instead, the issue is typically
addressed through outlier removal or simply by averaging across users [6], thus
neglecting individual user interpretation and user behavior in the assessment of
expressed emotion in music.
Pairwise experiments eliminates the need for an absolute reference anchor,
due to the embedded relative nature of pairwise comparisons which persists the
relation to previous comparisons. However, pairwise experiments scale badly
with the number of musical excerpts which they accommodate in [7] by a tour-
nament based approach that limits the number of comparisons and transforms
the pairwise judgments into possible rankings. Subsequently, they use the trans-
formed rankings to model emotions.
In this paper, we present a novel dataset obtained by conducting a controlled
pairwise experiment measuring expressed emotion in music on the dimensions of
valence and arousal. In contrast to previous work, we learn from pairwise com-
parisons, directly, in a principled probabilistic manner using a flexible Gaussian
process model which implies a latent but interpretable valence and arousal func-
tion. Using this latent function we visualize excerpts in a 2D valance and arousal
space which is directly available from the principled modeling framework. Fur-
thermore the framework accounts for inconsistent pairwise judgments by partic-
ipants and their individual differences when quantifying the expressed emotion
in music. We show that the framework needs relatively few comparisons in or-
der to predict comparisons satisfactory, which is shown using computed learning
curves. The learning curves show the misclassification error as a function of the
number of (randomly chosen) pairwise comparisons.
2 Experiment
A listening experiment was conducted to obtain pairwise comparisons of ex-
pressed emotion in music using a two-alternative forced-choice paradigm. 20
different 15 second excerpts were chosen from the USPOP20021 dataset. The
20 excerpts were chosen such that a linear regression model developed in previ-
ous work [8] maps exactly 5 excerpts into each quadrant of the two dimensional
AV space. A subjective evaluation was performed to verify that the emotional
expression throughout each excerpt was considered constant.
A sound booth provided neutral surroundings for the experiment and the
excerpts were played back using headphones to the 8 participants (2 female,
1 http://labrosa.ee.columbia.edu/projects/musicsim/uspop2002.html
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6 male). Written and verbal instructions were given prior to each session to
ensure that subjects understood the purpose of the experiment and were famil-
iar with the two emotional dimensions of valence and arousal. Each participant
compared all 190 possible unique combinations. For the arousal dimension, par-
ticipants were asked the question Which sound clip was the most excited, active,
awake?. For the valence dimension the question was Which sound clip was the
most positive, glad, happy?. The two dimensions were evaluated individually in
random order. The details of the experiment are available in [9].
3 Pairwise-Observation based Regression
We aim to construct a model for the dataset given the audio excerpts in the set
X = {xi|i = 1, ..., n} with n = 20 distinct excerpts, each described by an input
vector xi of audio features extracted from the excerpt. For each test subject the
dataset comprises of all m = 190 combinations of pairwise comparisons between
any two distinct excerpts, u and v, where xu ∈ X and xv ∈ X . Formally, we
denote the output set (for each subject) as Y = {(dk;uk, vk)|k = 1, ...,m}, where
dk ∈ {−1, 1} indicates which of the two excerpts that had the highest valence or
arousal. dk = −1 means that the uk’th excerpt is picked over the vk’th and visa
versa when dk = 1.
We model the pairwise choice, dk, between two distinct excerpts, u and v, as
a function of the difference between two functional values, f(xu) and f(xv). The
function f : X → R thereby defines an internal, but latent absolute reference of
either valence or arousal as a function of the excerpt represented by the audio
features.
Given a function, f(·), we can define the likelihood of observing the choice
dk directly as the conditional distribution.
p (dk|fk) = Φ
(
dk
f (xvk)− f (xuk)√
2
)
, (1)
where Φ(x) is the cumulative Gaussian (with zero mean and unity variance) and
fk = [f (xuk) , f (xvk)]
>
. This classical choice model can be dated back to Thur-
stone and his fundamental definition of The Law of Comparative Judgment [10].
We consider the likelihood in a Bayesian setting such that
p (f |Y,X ) = p (Y|f) p(f |X )/p (Y|X ) where we assume that the likelihood fac-
torizes, i.e., p (Y|f) = ∏mk=1 p (dk|fk).
In this work we consider a specific prior, namely a Gaussian Process (GP),
first considered with the pairwise likelihood in [11]. A GP is typically defined as
”a collection of random variables, any finite number of which have a joint Gaus-
sian distribution” [12]. By f (x) ∼ GP (0, k(x,x′)) we denote that the function
f(x) is modeled by a zero-mean GP with covariance function k(x,x′). The fun-
damental consequence of this formulation is that the GP can be considered a
distribution over functions, defined as p (f |X ) = N (0,K) for any finite set of of
function values f = [f(x1), ..., f(xn)]
>, where [K]i,j = k(xi,xj).
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Bayes relation leads directly to the posterior distribution over f , which is not
analytical tractable. Instead, we use the Laplace Approximation to approximate
the posterior with a multivariate Gaussian distribution1.
To predict the pairwise choice dt on an unseen comparison between excerpts r
and s, where xr,xs ∈ X , we first consider the predictive distribution of f(xr) and
f(xs). Given the GP, we can write the joint distribution between f ∼ p (f |Y,X )
and the test variables ft = [f (xr) , f (xs)]
T
as
[
f
ft
]
= N
([
0
0
]
,
[
K kt
kTt Kt
])
, (2)
where kt is a matrix with elements [kt]i,2 = k(xi,xs) and [kt]i,1 = k(xi,xr) with
xi being a training input.
The conditional p (ft|f) is directly available from Eq. (2) as a Gaussian
too. The predictive distribution is given as p (ft|Y,X ) =
∫
p (ft|f) p (f |Y,X ) df ,
and with the posterior approximated with the Gaussian from the Laplace ap-
proximation then p (ft|Y,X ) will also be Gaussian given by N (ft|µ∗,K∗) with
µ∗ = kTt K
−1f̂ and K∗ = Kt − kTt (I + WK)kt, where f̂ and W are obtained
from the Laplace approximation (see [13]). In this paper we are only interested
in the binary choice dt, which is determined by which of f(xr) or f(xs) that
dominates2.
The zero-mean GP is fully defined by the covariance function, k(x,x′). In the
emotion dataset each input instance is an excerpt described by the vector x con-
taining the audio features for each time frame which is naturally modeled with
a probability density, p(x). We apply the probability product (PP) kernel [14] in
order to support these types of distributional inputs. The PP kernel is defined
directly as an inner product as k (x,x′) =
∫
[p (x) p (x′)]qdx. We fix q = 1/2,
leading to the Hellinger divergence [14]. In order to model the audio feature
distribution for each excerpt, we resort to a (finite) Gaussian Mixture Model
(GMM). Hence, p(x) is given by p (x) =
∑Nz
z=1 p (z) p (x|z), where p (x|z) =
N (x|µz, σz) is a standard Gaussian distribution. The kernel is expressed in
closed form [14] as k (p (x) , p (x′)) =
∑
z
∑
z′ (p (z) p (z
′))qk̃ (p (x|θz) , p (x′|θz′))
where k̃ (p (x|θz) , p (x′|θz′)) is the probability product kernel between two single
components - also available in closed form [14].
4 Modeling Expressed Emotion
In this section we evaluate the ability of the proposed framework to capture
the underlying structure of expressed emotions based on pairwise comparisons,
directly. We apply the GP model using the probability product (PP) kernel de-
scribed in Section 3 with the inputs based on a set of audio features extracted
1 More details can be found in e.g. [13].
2 With the pairwise GP model the predictive distribution of dt can also be computed
analytically (see [13]) and used to express the uncertainty in the prediction relevant
for e.g. sequential designs, reject regions etc.
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Fig. 1. Classification error learning curves and Kendall’s τ for 10-fold CV on com-
parisons. Bold lines are mean curves across subjects and dash lines are curves for
individual subjects. Notice, that for the classification error learning curves, the base-
line performance corresponds to an error of 0.5, obtained by simply randomly guessing
the pairwise outcome.
from the 20 excerpts. By investigating various combinations of features we ob-
tained the best performance using two sets of commonly used audio features. The
first set is the Mel-frequency cepstral coefficients (MFCC), which describe the
short-term power spectrum of the signal. Secondly, we included spectral contrast
features and features describing the spectrum of the Hanning windowed audio.
Based on an initial evaluation, we fix the number of components in the GMM
used in the PP Kernel to Nz = 3 components and train the individual GMMs by
a standard EM algorithm with K-means initialization. Alternatively, measures
such as the Bayesian Information Criterion (BIC) could be used to objectively
set the model complexity for each excerpt.
4.1 Results: Learning Curves
Learning curves for the individual subjects are computed using 10-fold cross
validation (CV) in which a fraction (90%) of the total number of pairwise com-
parisons constitutes the complete training set. Each point on the learning curve
is an average over 10 randomly chosen and equally-sized subsets from the com-
plete training set. The Kendall’s τ rank correlation coefficient is computed in
order to relate our results to that of e.g. [7] and other typical ranking based
applications. The Kendall’s τ is a measure of correlation between rankings and
is defined as τ = (Ns − Nd)/Nt where Ns is the number of correctly ranked
pairs, Nd is the number of incorrectly ranked pairs and Nt is the total number
of pairs. The reported Kendall’s τ is in all cases calculated with respect to the
predicted ranks using all the excerpts.
Figure 1 displays the computed learning curves. With the entire training set
included the mean classification errors across subjects for valence and arousal are
0.13 and 0.14, respectively. On average this corresponds to a misclassified com-
parison in every 7.5 and 7’th comparison for valence and arousal, respectively.
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For valence, the mean classification error across users is below 0.2 with 40% of
the training data included, whereas only 30% of the training data is needed to
obtain similar performance for arousal. This indicates that the model for arousal
can be learned slightly faster than valence. Using 30% of the training data the
Kendall’s τ is 0.94 and 0.97, respectively, indicating a good ranking performance
using only a fraction of the training data.
When considering the learning curves for individual users we notice signifi-
cant individual differences between users—especially for arousal. Using the entire
training set in the arousal experiment, the user for which the model performs
best results in an error of 0.08 whereas the worst results in an error of 0.25. In
the valence experiment the best and worst performances result in classification
errors of 0.08 and 0.2, respectively.
4.2 Results: AV space
The learning curves show the pure predictive power of the model on unseen
comparisons, but may be difficult to interpret in terms of the typical AV space.
To address this we show that the latent regression function f(·) provides an
internal but unit free representation of the AV scores. The only step required is
a normalization which ensures that the latent values are comparable across folds
and subjects. In Figure 2 the predicted AV scores are shown when the entire
training set is included and when only 30% is included. The latter corresponds
to 51 comparisons in total or an average of 2.5 comparisons per excerpt. The
results are summarized by averaging across the predicted values for each user.
15 of the 20 excerpts are positioned in the typical high-valence high-arousal and
low-valence low-arousal quadrants, 2 excerpts are clearly in the low-valance high-
arousal quadrant and 3 excerpts are in the high-valance low-arousal quadrant of
the AV space. The minor difference in predictive performance between 30% and
the entire training dataset does not lead to any significant change in AV scores,
which is in line with the reported Kendall’s τ measure.
4.3 Discussion
The results clearly indicate that it is possible to model expressed emotions in
music by directly modeling pairwise comparisons in the proposed Gaussian pro-
cess framework using subject specific models. An interesting point is the large
difference in predictive performance between subjects given the specific mod-
els. These differences can be attributed to the specific model choice (including
kernel) or simply to subject inconsistency in the pairwise decisions. The less im-
pressive predictive performance for certain subjects is presumably a combination
of the two effects, although given the very flexible nature of the Gaussian process
model, we mainly attribute the effect to subjects being inconsistent due to for
example mental drift. Hence, individual user behavior, consistency and discrim-
inative ability are important aspects of modeling expressed emotion in music
and other cognitive experiments, and thus also a critical part when aggregating
subjects in large datasets.
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0.3 training data
1.0 training data
No. Song name
1 311 - T and p combo
2 A-Ha - Living a boys
adventure
3 Abba - Thats me
4 Acdc - What do you do for
money honey
5 Aaliyah - The one i gave my
heart to
6 Aerosmith - Mother popcorn
7 Alanis Morissette - These r
the thoughts
8 Alice Cooper - Im your gun
9 Alice in Chains - Killer is me
10 Aretha Franklin - A change
11 Moby - Everloving
12 Rammstein - Feuer frei
13 Santana - Maria caracoles
14 Stevie Wonder - Another star
15 Tool - Hooker with a pen..
16 Toto - We made it
17 Tricky - Your name
18 U2 - Babyface
19 Ub40 - Version girl
20 Zz top - Hot blue and
righteous
Fig. 2. AV values computed by averaging the latent function across folds and repeti-
tions and normalizing for each individual model for each participant. Red circles: 30%
of training set is used. Black squares: entire training set is used.
The flexibility and interpolation abilities of Gaussian Processes allow the
number of comparisons to be significantly lower than the otherwise quadratic
scaling of unique comparisons. This aspect and the overall performance should
of course be examined further by considering a large scale dataset and the use
of several model variations. In addition, the learning rates can be improved
by combining the pairwise approach with active learning or sequential design
methods, which in turn select only pairwise comparisons that maximize some
information criterion.
We plan to investigate how to apply multi-task (MT) or transfer learning to
the special case of pairwise comparisons, such that we learn one unifying model
taking subjects differences into account instead of multiple independent subject-
specific models. A very appealing method is to include MT learning in the kernel
of the GP [15], but this might not be directly applicable in the pairwise case.
5 Conclusion
We introduced a two-alternative forced-choice experimental paradigm for quan-
tifying expressed emotions in music in the typical arousal and valance (AV)
dimensions. We proposed a flexible probabilistic Gaussian process framework to
model the latent AV scales directly from the pairwise comparisons. The frame-
work was evaluated on a novel dataset and resulted in promising error rates for
both arousal and valence using as little as 30% of the training set corresponding
to 2.5 comparisons per excerpt. We visualized AV scores in the well-known two
dimensional AV space by exploiting the latent function in the Gaussian process
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model, showing the application of the model in a standard scenario. Finally we
especially draw attention to the importance of maintaining individual models
for subjects due to the apparent inconsistency of certain subjects and general
subject differences.
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Abstract. It is natural for people to organize music in terms of its emo-
tional associations, but while this task is a natural process for humans,
quantifying it empirically proves to be a very difficult task. Consequently,
no particular acoustic feature has emerged as the optimal representation
for musical emotion recognition. Due to the subjective nature of emotion,
determining how informative an acoustic feature domain is requires eval-
uation by human subjects. In this work, we seek to perceptually evaluate
two of the most commonly used features in music information retrieval:
mel-frequency cepstral coefficients and the chromagram. Furthermore, to
identify emotion-informative feature domains, we seek to identify what
musical features are most variant or invariant to changes in musical qual-
ities. This information could also potentially be used to inform methods
that seek to learn acoustic representations that are specifically optimized
for prediction of emotion.
Keywords: emotion, music emotion recognition, features, acoustic fea-
tures, machine learning, invariance
1 Introduction
The problem of automated recognition of emotional (or mood) content within
music has been the subject of increasing attention among the music informa-
tion retrieval (Music-IR) research community [1]. While there has been much
progress in machine learning systems for estimating human emotional response
to music, very little progress has been made in terms of compact or intuitive
feature representations. Current methods generally focus on combining several
feature domains (e.g. loudness, timbre, harmony, rhythm), in some cases as many
as possible, and performing dimensionality reduction techniques such as prin-
cipal component analysis (PCA). Overall, these methods have not sufficiently
improved performance, and have done little to advance the field.
In this work, we begin by perceptually evaluating two of the most commonly
used features in Music-IR: mel-frequency cepstral coefficients (MFCCs) and the
chromagram. MFCCs have been shown in previous work to be one of the most
informative feature domains for music emotion recognition [2–5], but as MFCCs
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
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were originally designed for speech recognition, it is unclear why they perform so
well or how much information about emotion they actually contain. Conversely,
the chromagram appears to be one of the most intuitive representations, as it pro-
vides information about the notes contained in the piece, which could potentially
provide information about the key and mode. Thus far, chroma has shown little
promise in informing this problem. In order to properly assess these features,
we construct a perceptual study using Amazon’s Mechanical Turk1 (MTurk) to
analyze the relative emotion of two song clips, comparing human ratings of both
the original audio and audio reconstructions from these features. By analyzing
these reconstructions, we seek to directly assess how much information about
musical emotion is retained in these features.
Given our collected data, we also wish to identify patterns in relationships
between musical parameters (e.g. key, mode, tempo) and perceived emotion.
By identifying variability in emotion related to these parameters, we identify
existing features that respond with the highest variance to those that inform
emotion, and the least variance in those that do not. In order to properly assess
a large variety of features, we investigate the features used in our perceptual
study reconstructions, features used in our prior work [2–5], and 14 additional
features from the MIR-toolbox2.
In investigating these invariances, we explore approaches that attempt to
develop feature representations which are specifically optimized for the predic-
tion of emotion. In forming such representations, we are presented with a very
challenging problem as music theory offers an insufficient foundation for con-
structing features using a bottom-up approach. As a result, in previous work we
have instead taken a top-down approach, attempting to learn representations
directly from magnitude spectra [5]. These approaches show much promise but
are highly underconstrained as we have little idea of what our features should
be invariant to. In this paper, we seek to provide some initial insight into how
these problems could be better constrained.
2 Background
A musical piece is made up of a combination of different attributes such as key,
mode, tempo, instrumentation, etc. While not one of these attributes fully de-
scribes a piece of music, each one contributes to the listener’s perception of the
piece. We hope to establish which compositional attributes significantly deter-
mine emotion and which parameters are less relevant. These parameters are not
the sole contributors to the emotion of the music, but are within our ability to
measure from the symbolic dataset we use in our experiments, and therefore
are the focus of this study [6]. Specifically, we want to determine whether these
compositional building blocks induce changes in the acoustic feature domain.
1 http://mturk.com
2 http://www.jyu.fi/hum/laitokset/musiikki/en/research/coe/materials/
mirtoolbox
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We motivate our experiments from findings that have been verified by several
independent experiments in psychology [7–9]. When discussing emotion, we refer
to happy versus sad temperament as valence and higher and lower intensity of
that temperament as arousal [10]. Mode and tempo have been shown to consis-
tently elicit a change in perceived emotion in user studies. Mode is the selection
of notes (scale) that form the basic tonal substance of a composition and tempo
is the speed of a composition [11]. Research shows that major modes tend to
elicit happier emotional responses, while the inverse is true for minor modes [9,
12–14]. Tempo also determines a user’s perception of music, with higher tempi
generally inducing stronger positive valence and arousal responses [8, 9, 12, 13,
15].
3 Data Collection
In previous studies (such as [9]), several controlled variations of musical phrases
are provided to each participant. Since we are studying the changes in the acous-
tic feature domain, we require samples that we can easily manipulate in terms
of mode and tempo and that provide a wide enough range to ensure we are
accurately representing all possible variations in the feature space. To this end,
we put together a dataset of 50 Beatles MIDI files, attained online3, spanning 5
albums (Sgt. Peppers, Revolver, Let It Be, Rubber Soul, Magical Mystery Tour).
In order to remove the effect of instrumentation, each song was synthesized as a
piano reduction and a random twenty second clip of each song was used for our
labeling task.
3.1 Song Clip Pair Selection
Labeling the entire 1225 possible pairs from the 50 songs would be prohibitive
so we choose to generate a subset of 160 pairs. Since the Beatles dataset we
use contains 35 songs in the major (Ionian) mode and only 9 in the minor
(Aolean) mode (with 6 additional pieces in alternate modes), we want to ensure
that major-major pairings do not completely dominate our task. Some songs are
represented one extra time in order to generate 160 pairs but no song is repeated
more than once. Out of these 160 pairs, there are 81 major-major pairings, 33
major-minor pairings, and 7 minor-minor pairings.
For each song, we render the piano reduction of the MIDI file for the 20
second clip, and then compute MFCC and chroma features on the audio. After
computing the features, we then synthesize audio from the features. Chroma-
gram features are extracted and reconstructed using Dan Ellis’ chroma features
analysis and synthesis code4 and MFCCs using his rastamat5 library. The MFCC
3 http://earlybeatles.com/
4 http://www.ee.columbia.edu/~dpwe/resources/matlab/chroma-ansyn/
5 http://www.ee.columbia.edu/~dpwe/resources/matlab/rastamat/
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reconstructions sound like a pitched noise source, and the chroma reconstruc-
tions have an ethereal ‘warbly’ quality to them but sound more like the original
audio than the MFCC reconstruction (examples are available online 6).
3.2 Mechanical Turk Annotation Task
In order to annotate our clip pairs, we use the Mechanical Turk online crowd-
sourcing engine to gain input from a wide variety of subjects [16]. In our Human
Intelligence Task (HIT), we ask participants to label four uniformly selected
song pairs from each of the three categories: original MIDI rendering, MFCC
reconstructions, and chromagram reconstructions. For each pair of clips partic-
ipants are asked to label which one exhibits more positive emotion and which
clip is more intense. The three categories of audio sources are presented on three
separate pages. The participants are always comparing chroma reconstructions
to chroma reconstructions, MFCC reconstructions to MFCC reconstructions or
MIDI renderings to MIDI renderings. Subjects never compare a reconstruction
to the original audio. For each round, we randomly select a clip to repeat as a
means of verification. If a user labels the duplicated verification clip differently
during the round with the original audio, their data is removed from the dataset.
4 Experiments and Results
Our first set of experiments investigates the emotional information retained in
some of the most common acoustic features used in Music-IR, MFCCs and chro-
magrams. As described above, users listen to a pair of clips that was recon-
structed from features (MFCC or chroma) and rate which is more positive and
which has more emotional intensity. We seek to quantify how much information
about musical emotion is retained in these acoustic features by how strongly
emotion ratings of the reconstructions correlate with that of the originals. We
first relate the user ratings to musical tempo and mode, and then we explore
which features exhibit high variance with changes in tempo and mode or are
invariant to altering these musical qualities.
4.1 Perceptual Evaluation of Acoustic Features
Running the task for three days, we collected a total of 3661 completed HITs,
and accepted 1426 for an approval rating of 39%, which is similar to previous
work annotating music data with MTurk [16–18]. The final dataset contains
17112 individual song pair annotations, distributed among 457 unique Turkers,
with each Turker completing on average ∼ 2.5 HITs. With a total of 160 pairs,
this equates to ∼ 35.65 ratings per pair. HITs are rejected for completing the
task too quickly (less than 5 minutes), failing to label the repeated verification
pairs the same for the original versions, and failing too many previous HITs.
6 http://music.ece.drexel.edu/research/emotion/invariance
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While repeated clips were presented for both reconstruction pairs and originals,
requiring identical ratings on the reconstructions ultimately proved to be too
stringent, due to the nature of the reconstructed clips. For the original clips
we required the repeated pair to have the same ratings for both the higher
valence and higher arousal clips, and reversed the A/B presentation of the clips
to ensure Turk users were not just selecting song A or song B for every pair to
speed through the task.
For each pair and for each audio type, we compute the percentage of subjects
that rated clip A as more positive (valence) and the percentage that labeled clip
A as more intense (arousal)
pv =
1
N
N∑
n=1
1{An = HigherValence}, pa =
1
N
N∑
n=1
1{An = HigherArousal} (1)
where N is the total number of annotations for a given clip, pv is the percentage
of annotators that labeled clip A as higher valence, and pa is the percentage of
annotators that labeled clip A as higher arousal. For each song pair, we then
compare the percentage of Turkers who rated song A as more positive in the
original audio to those who rated song A more positive in the reconstructions,
yielding the normalized difference error for all songs.
Audio Normalized Difference Error
Source Valence Arousal
MFCC Reconstructions 0.133± 0.094 0.104± 0.080
Chroma Reconstructions 0.120± 0.095 0.121± 0.082
Table 1. Normalized difference error between the valence/arousal ratings for the re-
constructions versus the originals.
In Table 1, we show the error statistics for the deviation between the two
groups. The paired ratings of each type are also verified with a paired Student’s
t-test to verify that they do not fall under the alternative hypothesis that there
is a significant change, but as we are looking for proof that there is no change,
average error remains the best indicator.
4.2 Relationships Between Muiscal Attributes and Emotional
Affect
Next we analyze the data for trends relating major/minor modes and tempo to
valence and arousal. In Section 2, we discussed the general trend of major tonality
being associated with positive emotional affect and higher tempo corresponding
to an increase in arousal or valence.
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We divide our entire dataset S into a subset M ⊂ S that consists of pairs
that contain one major mode song and one minor mode song, as well as a subset
T ⊂ S in which pairs differ in tempo by more than 10 beats per minute (bpm).
For subset M , we calculate what percentage of users labeled the major song as
more positive and what percentage of users label the major song as more intense.
For subset T , we similarly determine whether the faster song is more intense and
whether the faster song is happier according to the users. Looking at Table 2, we
conclude that the results are commensurate with the findings from the various
psychology studies referenced in Section 2, namely that major songs are happier
and faster songs are more intense.
Null Hypothesis Agreement Ratio
Major Key Labeled as More Positive Valence 0.667
Faster Tempo Labeled More Positive Valence 0.570
Major Key Labeled as More Positive Arousal 0.528
Faster Tempo Labeled as More Positive Arousal 0.498
Table 2. Percentage of paired comparisons that yielded the desired perceptual result
for mode and tempo.
One area where we expected larger agreement is the relationship between
tempo and intensity. We only have the beats per minute for each song, and
we label the faster song as the one with a higher bpm. The note lengths and
emphasis in relation to the tempo are disregarded in this analysis and may be a
source of uncertainty in the result. Depending upon the predominant note value
(quarter/eighth/sixteenth), a slower tempo can sound faster than a song with a
higher number of beats per minute. These are two different compositions, not
the same clip at two different tempos.
4.3 Identifying Informative Feature Domains
When using features to understand certain perceptual qualities of music, it is
important to know how those features relate to changes in the perceptual quali-
ties being studied. We want to find appropriate variances and invariances as they
relate to a perceptual quality. For example, if emotion is invariant to key, if the
key changes, the features should also be invariant to that key change. We want
correlation in variance as well. If the emotion of the audio changes, we want the
features that describe it to change in conjunction with it. In order to investigate
these variances and invariances, we use a feature set from prior work [3], as well
as a set of features from the MIR-toolbox. Using the Beatles’ clips, we generate
changes in key, tempo, and mode to investigate possible corresponding differ-
ences in features. For key, the original was compared with transposed versions
a 5th above and below. For tempo, the original was compared with versions at
75% and 133% of the original tempo. For mode, we shifted all the minor songs
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to major and all the major songs to natural minor and compared the full dataset
in major vs. the full dataset in minor.
Because the features contain different dimensions and have different ranges,
looking at differences in their direct results does not allow for proper comparison
between them. In order to draw proper comparisons, the features are normalized
over dimension and range.
Given 2 feature vectors over time F1 ∈ RM×N and F2 ∈ RM×N , we normalize
the content over the vectors’ shared range.
F ′1 =
F1 −min(F1 ∪ F2)
max(F1 ∪ F2)
, F ′2 =
F2 −min(F1 ∪ F2)
max(F1 ∪ F2)
, (2)
The mean for each dimension is calculated, creating mean vectors µ1 ∈ RN×1 and
µ2 ∈ RN×1. The average feature change across all dimensions is then computed.
FeatureChange =
1
N
N∑
n=1
|µ1(n)− µ2(n)|, (3)
If this FeatureChange value is low, it means that the feature is invariant to the
musical change being presented. In Table 3 we observe that features that exhibit
higher variance to the specified change (tempo up/down, key up/down, and
mode shift) should be more effective in computational models that are sensitive
to these parameters. Several intuitive features including onsets, RMS energy,
and beat spectrum emerge as the most variant features to tempo. Conversely,
it is intuitive that features like mode and tonal center do not vary much with
tempo.
Tempo Up Tempo Down Key Up Key Down Mode Shift
Feature Feature Feature Feature Feature Feature Feature Feature Feature Feature
Domain Change Domain Change Domain Change Domain Change Domain Change
Onsets 0.127 Onsets 0.126 Key 0.142 Key 0.145 Mode 0.142
Beat Spec. 0.081 Beat Spec. 0.078 Beat Spec. 0.134 Beat Spec. 0.131 Tonal Cent. 0.114
RMS Energy 0.049 RMS 0.050 Tonal Cent. 0.105 Tonal Cent. 0.102 Beat Spec. 0.103
HCDF 0.024 HCDF 0.022 MFCC 0.084 MFCC 0.178 Key 0.063
xChroma 0.024 xChroma 0.021 Zerocross 0.081 Zerocross 0.064 Chroma 0.047
Roughness 0.023 Roughness 0.019 Chroma 0.055 Chroma 0.051 MFCC 0.030
Zerocross 0.022 SSD 0.017 Contrast 0.054 Contrast 0.049 Brightness 0.019
Brightness 0.021 MFCC 0.016 Regularity 0.050 xChroma 0.048 Onsets 0.015
SSD 0.021 Brightness 0.015 xChroma 0.038 Regularity 0.045 Attacktime 0.014
MFCC 0.017 Zerocross 0.015 Mode 0.038 SSD 0.041 Regularity 0.013
Chroma 0.014 Chroma 0.014 Brightness 0.037 Brightness 0.041 Zerocross 0.012
Key 0.013 Key 0.014 SSD 0.036 Mode 0.040 Contrast 0.011
S. Contrast 0.012 Regularity 0.011 Attacktime 0.030 Attacktime 0.026 xChroma 0.011
Regularity 0.012 Contrast 0.010 RMS 0.021 Roughness 0.023 SSD 0.010
Fluctuation 0.011 Fluctuation 0.009 Roughness 0.021 Onsets 0.020 RMS 0.009
Attacktime 0.010 Mode 0.007 Onsets 0.017 RMS 0.017 Attack Slope 0.008
Mode 0.009 Attacktime 0.007 Attack Slope 0.015 HCDF 0.015 Roughness 0.007
Tonal Cent. 0.007 Tonal Cent. 0.006 HCDF 0.012 Attack Slope 0.009 HCDF 0.006
Attack Slope 0.006 Attack Slope 0.005 Fluctuation 0.008 Fluctuation 0.008 Fluctuation 0.002
Table 3. Normalized feature change with respect to musical mode and tempo alter-
ations.
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5 Discussion and Future Work
In this paper, we have provided a perceptual evaluation of emotional content in
audio reconstructions from acoustic features, and at the time of writing we know
of no other work that has performed such experiments. In addition, we have re-
lated our findings to those of previous work showing correlation between major
keys and increased positive emotion as well as increased tempo and increased
positive emotion and activity. For tempo, mode and key we have provided a
variational analysis for a large number of acoustic features. The findings we pre-
sented should be informative for future computational investigations in modeling
emotions in music using content based methods.
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Abstract. Digital sampling can be defined as the use of a fragment
of another artist’s recording in a new work, and is common practice in
popular music production since the 1980’s. Knowledge on the origins of
samples holds valuable musicological information, which could in turn
be used to organise music collections. Yet the automatic recognition of
samples has not been addressed in the music retrieval community. In this
paper, we introduce the problem, situate it in the field of content-based
music retrieval and present a first strategy. Evaluation confirms that our
modified optimised fingerprinting approach is indeed a viable strategy.
Keywords: Digital Sampling, Sample Detection, Sample Identification,
Sample Recognition, Content-based Music Retrieval
1 Introduction
Digital sampling, as a creative tool in composition and music production, can
be defined as the use of a fragment of another artist’s recording in a new work.
The practice of digital sampling has been ongoing for well over two decades, and
has become widespread amongst mainstream artists and genres, including hip
hop, electronic, dance, pop, and rock [11]. Information on the origin of samples
holds valuable insights in the inspirations and musical resources of an artist.
Furthermore, such information could be used to enrich music collections, e.g. for
music recommendation purposes. However, in the context of music processing
and retrieval, the topic of automatic sample recognition seems to be largely
unaddressed [5, 12].
The Oxford Music Dictionary defines sampling as “the process in which a
sound is taken directly from a recorded medium and transposed onto a new
recording” [8]. As a tool for composition, it first appeared when musique concrète
artists of the 1950’s started assembling tapes of previously released music record-
ings and radio broadcasts in musical collages. The phenomenon reappeared when
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DJ’s in New York started using their vinyl players to repeat and mix parts of
popular recordings to provide a continuous stream of music for the dancing
crowd. The breakthrough of sampling followed the invention of the digital sam-
pler around 1980, when producers started using it to isolate, manipulate, and
combine portions of others’ recordings to obtain entirely new sonic creations [6,
13]. The possibilities that the sampler brought to the studio have played a role
in the appearance of several new genres in electronic music, including hip hop,
house music in the late 90’s (from which a large part of electronic dance music
originates), jungle (a precursor of drum&bass music), dub, and trip hop.
1.1 Motivations for Research on Sampling
A first motivation to undertake the automatic recognition of samples originates
in the belief that the musicological study of popular music would be incomplete
without the study of samples and their origins. Sample recognition provides
a direct insight into the inspirations and musical resources of an artist, and
reveals some details about his or her composition methods and choices made in
the production. Moreover, alongside recent advances in folk song [16] and version
identification [14] research, it can be applied to trace musical ideas and observe
musical re-use in the recorded history of the last two decades.
Samples also hold valuable information on the level of genres and commu-
nities, revealing cultural influences and dependence. Researchers have studied
the way hip hop has often sampled 60’s and 70’s African-American artists [6]
and, more recently, Bryan and Wang [2] analysed musical influence networks in
sample-based music, inferred from a unique dataset provided by the WhoSam-
pled web project. Such annotated collections exist indeed, but they are assembled
through hours of manual introduction by amateur enthousiasts. It is clear that
an automated approach could both widen and deepen the body of information
on sample networks.
As the amount of accessible multimedia and the size of personal collections
continue to grow, sample recognition from raw audio also provides a new way to
bring structure in the organization of large music databases, complementing a
great amount of existing research in this direction [5, 12]. Finally, sample recog-
nition could serve legal purposes. Copyright considerations have always been an
important motivation to understand sampling as a cultural phenomenon; a large
part of the academic research on sampling is focused on copyright and law [11].
1.2 Requirements for a Sample Recognition System
Typically observed parameters controlling playback in samplers include filtering
parameters, playback speed, and level envelope controls (‘ADSR’). Filtering can
be used by producers to maintain only the most interesting part of a sample.
Playback speed may be changed to optimise the tempo (time-stretching), pitch
(transposition), and/or mood of samples. Naturally, each of these operations
complicates their automatic recognition. In addition, samples may be as short
as one second or less, and do not necessarily contain tonal information. Moreover,
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given that it is not unusual for two or more layers to appear at the same time in a
mix, the energy of the added layers can be greater than that of the sample. This
further complicates recognition. Overall, three important requirements for any
sample recognition system should be: (1) The system is able to identify heavily
manipulated query audio in a given music collection. This includes samples that
are filtered, time-stretched, transposed, very short, tonal and non-tonal (i.e.
purely percussive), processed with audio effects, and/or appear underneath a
thick layer of other musical elements. (2) The system is able to perform this
task for large collections. Finally, (3) the system is able to perform the task in
a reasonable amount of time.
1.3 Scientific Background: Content-based Music Retrieval
Research in content-based music retrieval can be characterised according to speci-
ficity [5] and granularity [9]. Specificity refers to the degree of similarity between
query and match. Tasks with a high specificity mean to retrieve almost identical
documents, low specificity tasks look for vague matches that are similar with
respect to some musical properties. Granularity refers to the difference between
fragment-level and document-level retrieval. The problem of automatic sample
recognition has a mid specificity and very low granularity (i.e. very short-time
matches that are similar with respect to some musical properties). Given these
characteristics, it relates to audio fingerprinting.
Audio fingerprinting systems attempt to identify unlabeled audio by match-
ing a compact, content-based representation of it, the fingerprint, against a
database of labeled fingerprints [3]. Just like fingerprinting systems, sample
recognition systems should be designed to be robust to additive noise and several
transformations. However, the deliberate transformations possible in sample-
based music production, especially changes in pitch and tempo, suggest that the
problem of sample recognition is in fact a less specific task.
Audio matching and version identification systems are typical mid specificity
problems. Version identification systems assess if two musical recordings are dif-
ferent renditions of the same musical piece, usually taking changes in key, tempo
and structure into account [14]. Audio matching works on a more granular level
and includes remix recognition, amongst other tasks [4, 9]. Many of these systems
use chroma features [5, 12]. These descriptions of the pitch content of audio are
generally not invariant to the addition of other musical layers, and require the
audio to be tonal. This is often not the case with samples. We therefore believe
sample recognition should be cast as a new problem with unique requirements,
for which the existing tools are not entirely suitable.
2 Experiments
2.1 Evaluation Methodology
We now present a first approach to the automatic identification of samples [15].
Given a query song in raw audio format, the experiments aim to retrieve a ranked
list of candidate files with the sampled songs first.
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To narrow down the experiments, only samples used in hip hop music were
considered, as hip hop is the first and most famous genre to be built on sam-
ples [6] (though regarding sample origins, there were no genre restrictions). An
evaluation music collection was established, consisting of 76 query tracks and 68
candidate tracks [15]. The set includes 104 sample relations (expert confirmed
cases of sampling). Additionally, 320 ‘noise’ files similar to the candidates in
genre and length were added to challenge the system. Aiming at representa-
tiveness, the ground truth was chosen to include both short and long samples,
tonal and percussive samples, and isolated samples (the only layer in the mix)
as well as background samples. So-called ‘interpolations’, i.e. samples that have
been re-recorded in the studio, were not included, nor were non-musical samples
(e.g. film dialogue). This ground truth was composed using valuable information
from specialized internet sites, especially WhoSampled4 and Hip Hop is Read5.
As the experiment’s evaluation metric, the mean average precision (MAP) was
chosen [10]. A random baseline of 0.017 was found over 100 iterations, with a
standard deviation of 0.007.
2.2 Optimisation of a State-of-the-Art Audio Fingerprinting System
In a first experiment, a state-of-the-art fingerprinting system was chosen and
optimised to perform our task. We chose to work with the spectral peak-based
audio fingerprinting system designed by Wang [17]. A fingerprinting system was
chosen because of the chroma argument in Section 1.3. The landmark-based
system was chosen because of its robustness to noise and distortions and the
alleged ‘transparency’ of the spectral peak-based representation (Table 1): Wang
reports that, even with a large database, the system is able to correctly identify
each of several tracks mixed together.
Table 1. Strengths and weaknesses of spectral peak-based fingerprints in the context
of sample identification.
Strengths Weaknesses
– High proven robustness to noise
and distortions.
– Ability to identify music from only
a very short audio segment.
– ‘Transparent’ fingerprints: ability
to identify multiple fragments
played at once.
– Does not explicitly require tonal
content.
– Not designed for transposed or
time-stretched audio.
– Designed to identify tonal content
in a noisy context, fingerprinting
drum samples requires the oppo-
site.
– Can percussive recordings be rep-
resented by just spectral peaks at
all?
4 http://www.whosampled.com/
5 http://www.hiphopisread.com/
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As in most other fingerprinting systems, the landmark-based system consists
of an extraction and a matching component. Briefly summarized, the extraction
component takes the short time Fourier transform (STFT) of audio segments
and selects from the obtained spectrogram a uniform constellation of prominent
spectral peaks. The time-frequency tuples with peak locations are paired in 4-
dimensional ‘landmarks’, which are then indexed as a start time stored under a
certain hash code for efficient lookup by the matching component. The matching
component retrieves for all candidate files the landmarks that are identical to
those extracted from the query. Query and candidate audio segments match if
corresponding landmarks show consistent start times [17].
A Matlab implementation of this algorithm has been made available by Ellis6.
It works by the same principles as [17], and features a range of parameters
to control the implementation-level operation of the system. Important STFT
parameters are the audio sample rate and the FFT size. The number of selected
spectral peaks is governed by the desired density of peaks in the time domain and
the peak spacing in the frequency domain. The number of resulting landmarks
is governed by three parameters: the pairing horizons in the frequency and time
domain, and the maximum number of formed pairs per spectral peak.
A wrapper function was written to slice the query audio into short fixed
length chunks, overlapping with a hop size of one second, before feeding it to the
fingerprinting system. A distance function is also required for evaluation using
the MAP. Two distance functions are used, an absolute distance da =
1
m+1 ,
function of the number of matching landmarks m, and a normalized distance
dn =
l−m
l , weighted by the number of extracted landmarks l.
Because of constraints in time and computational power, optimising the en-
tire system in an extensive grid search would not be feasible. Rather, we have
performed a large number of tests to optimise the most influential parameters.
Table 2 summarizes the optimisation process, more details can be found in [15].
The resulting MAPs were 0.228 and 0.218, depending on the distance functions
used (note that both are well beyond the random baseline mentioned before).
Interestingly, better performance was achieved for lower sample rates. The opti-
mal density of peaks and number of pairs per peak are also significantly larger
than the default values, corresponding to many more extracted landmarks per
second. This requires more computation time for both extraction and matching,
and a requires for a higher number of extracted landmarks to be stored in the
system’s memory.
2.3 Constant Q Fingerprints
The MAP of around 0.22 is low for a retrieval task but promising as a first
result. The system retrieves a correct best match for around 15 of the 76 queries.
These matches include both percussive and tonal samples. However, due to the
lowering of the sample rate, some resolution is lost. Not only does this discard
valuable data, the total amount of information in the landmarks also goes down
6 http://labrosa.ee.columbia.edu/matlab/fingerprint/
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Table 2. Some of the intermediate results in the optimisation of the audio fingerprint-
ing system by Wang as implemented by Ellis [15]. The first row shows default settings
with its resulting performance.
pairs/pk pk density pk spacing sample rate FFT size MAPn MAPa
(s−1) (bins) (Hz) (ms) (dn) (da)
3 10 30 8,000 64 0.114 0.116
10 10 30 8,000 64 0.117 0.110
10 36 30 8,000 64 0.118 0.133
10 36 30 2,000 64 0.176 0.162
10 36 30 2,000 128 0.228 0.218
as the range of possible frequency values decreases. We now did a number of
tests using a constant Q transform (CQT) [1] instead of a Fourier transform.
We would like to consider all frequencies up to the default 8,000 Hz but make
the lower frequencies more important, as they contributed more to the best
performance so far. The constant Q representation, in which frequency bins are
logarithmically spaced, allows us to do so. The CQT also suits the logarithmic
representation of frequency in the human auditory system.
We used another Matlab script by Ellis7 that implements a fast algorithm
to compute the CQT and integrated it in the fingerprinting system. A brief
optimisation of the new parameters returns an optimal MAP of 0.21 at a sample
rate of 8,000 Hz. This is not an improvement in terms of the MAP, but loss of
information in the landmark is now avoided (the amount of possible frequency
values is restored), amending the system’s scalability.
2.4 Repitching Fingerprints
In a last set of tests, a first attempt was made to deal with repitched samples.
Artists often time-stretch and pitch-shift samples by changing their playback
speed. As a result, the samples’ pitch and tempo are changed by the same factor.
Algorithms for independent pitch-shifting and time-stretching without audible
artifacts have only been around for less than a decade, after phase coherence
and transient processing problems were overcome. Even now, repitching is still
popular practice amongst producers, as inspection of the ground truth music
collection confirms. In parallel to our research [15], fingerprinting of pitch-shifted
audio has been studied by Fenet et al. [7] in a comparable way, but the approach
does not consider pitch shifts greater than 5%, and does not yet deal with any
associated time-stretching.
The most straightforward method to deal with repitching is to repitch query
audio several times and perform a search for each of the copies. Alternatively,
the extracted landmarks themselves can also be repitched, through the appro-
priate scaling of time and frequency components (multiplying the time values
7 See http://www.ee.columbia.edu/~dpwe/resources/matlab/sgram/ and http://
labrosa.ee.columbia.edu/matlab/sgram/logfsgram.m
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Table 3. Results of experiments using repitching of both the query audio and its
extracted landmarks to search for repitched samples.
N ∆R r MAPn MAPa
(st) (st)
- - 0 0.211 0.170
0 - 0.5 0.268 0.288
5 1.0 0.5 0.341 0.334
9 0.5 0.5 0.373 0.390
and dividing the frequency values, or vice versa). This way the extraction needs
to be done only once. We have performed three tests in which both methods
are combined: all query audio is resampled several times, to obtain N copies,
all pitched ∆R semitones apart. For each copy of the query audio, landmarks
are then extracted, duplicated and rescaled to include all possible landmarks
repitched between r = 0.5 semitones up and down. This is feasible because of
the finite resolution in time and frequency.
The results for repitching experiments are shown in Table 3. We have ob-
tained a best performance of MAPn equal to 0.390 for the experiment with
N = 9 repitched queries, ∆R = 0.5 semitones apart every query. This results in
a total searched pitch range of 2.5 semitones up and down, or ±15%. Noticeably,
a MAP of 0.390 is low, yet it is in the range of some early version identification
systems, or perhaps even better [14].
3 Discussion
To the best of our knowledge, this is the first research to address the problem of
automatic sample identification. The problem has been defined and situated in
the broader context of sampling as a musical phenomenon and the requirements
that a sample identification system should meet have been listed. A state-of-the-
art fingerprinting system has been adapted, optimised, and modified to address
the task. Many challenges have to be dealt with and not all of them have been
met, but the obtained performance of 0.39 is promising and unmistakably better
than the precision obtained without taking repitching into account [15]. Overall,
our approach is a substantial first step in the considered task.
Our system retrieved a correct best match for 29 of the 76 queries, amongst
which 9 percussive samples and at least 8 repitched samples. A more detailed
characterisation of the unrecognised samples is time-consuming but will make a
very informative next step in future work. Furthermore, we suggest to perform
tests with a more extensively annotated dataset, in order to assess what types
of samples are most challenging to identify, and perhaps a larger number of
ground truth relations. This will allow to relate performance and the established
requirements more closely and lead to better results, paving the road for research
such as reliable fingerprinting of percussive audio, sample recognition based on
cognitive models, or the analysis of typical features of sampled audio.
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Abstract. The paper describes two novel variants of the use of the var-
iogram as summarizing tool for the MFCCs. A full variogram calculated
on the second MFCC and a reduced variogram calculated on a subset of
distance lags on the whole MFCCs matrix (first coefficient excluded), are
proposed as tools to synthesize the timbre information of the MFCCs, for
music similarity. Also, four different weighting functions are tested for the
calculus of the (Euclidean) distance among the songs. The performance
of the methods is evaluated by the application of the pseudo-objective
evaluation of the MIREX AMS task, and compared with the scores of
the methods submitted to the MIREX AMS 2011.
Keywords: Music similarity, MFCCs, variogram, MIREX AMS, musi-
cal genre classification
1 Introduction
The massive improvement of the Internet communication technology over the
last years allowed the fast development of on-line games, multimedia playing and
digital content sharing. The advances in the distribution of music contents led
to the urgent need of a proper storage, labelling and indexation of the material,
with the aim of an efficient access and retrieving of the items. One of the most
demanded task is the automatic recommendation of music contents, aimed to
help the user to choose a track with the highest degree of similarity with some
defined references.
One of the fields where the MIR community is currently investing more re-
sources are the so called content-based music recommendation systems where
music similarity is evaluated on the basis of the calculus of a number of descrip-
tors from time and frequency domain, and the derivation of some kind of feature
patterns that are used as signature of the songs.
One of the most successfully used features to describe the spectral content
of an audio signal are the Mel Frequency Cepstral Coefficients (MFCCs) [14].
These short-term spectral-based features are popularly employed to summarize
the timbre content of the song and they are involved in most of the known
algorithms for music similarity.
The MFCCs are calculated according to a recognized standard procedure:
1) calculus of the short-term spectrogram, 2) mapping of the spectrogram on
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the Mel scale, through the application of a Mel frequencies bank filter, 3) trans-
formation of the filtered spectrum to decibels and finally 4) compression of the
resulting matrix by the application of the Discrete Cosine Transform.
Due to the own scheme of calculation of the MFCCs, the resulting descrip-
tor is a matrix whose size depends both on the number of coefficients (fixed a
priori) and the set of chunks in which the song has been fractioned during the
windowing of the spectrogram. For this reason, the use of the MFCCs is usually
associated with some kind of clustering of the coefficients, in order to represent
the timbre descriptor as a fixed-size compressed matrix, to be employed directly
as a standardized signature for the audio signals.
Logan and Salomon [10], employed the popular K-means method to clus-
ter the MFCCs and used the means and covariance matrices of the centroids
to define the song signature. Pampalk [13] proposed the use of the Gaussian
Mixture Models (GMM) and the Expectation-Maximization (EM) approach,
by modelling the probability distribution functions of the coefficients vectors.
Aucouturier and Pachet [1] employed the Monte Carlo approach as clustering
technique, Mandel and Ellis [11] used only one cluster from GMM, while Tzane-
takis and Cook [17] simply extracted the mean and variance from each vector of
Mel coefficients. In [15], Sammartino et al proposed the use of the variogram for
MFCCs modelling. In this work, two novel variants of the calculus of the vari-
ogram are analyzed and their performance is evaluated with different setups.
The article is organized as follows: after this brief introduction on the mu-
sic similarity framework, the use of the variogram as summarizing tool for the
MFCCs is detailed in Section 2. The results of the evaluation of the methods
proposed are presented in Section 3 and finally, some conclusions are drawn in
Section 4.
2 The variogram
The variogram is a very popular tool in Geostatistics, widely employed to model
the spatial continuity of environmental variables. Isaaks and Srivastava [5] affirm
that “Two data close to each other are more likely to have similar values than two
data that are far apart.” This characteristic is quantitatively defined as spatial
continuity, referring to the spatial correlation of spatial variables.
2.1 The spatial variogram
Let z(x), with x = 1, . . . , n represents a set of n (regularly) sampled observations
of a spatial phenomenon. The term x stands for the vector of spatial bi- or three-
dimensional coordinates of the samples (generally unidimensional in the case of
temporal variables).
One way to measure the spatial continuity of the samples is to observe how
they behave when paired by their reciprocal distance. The h-scatter plot fulfills
this target. It is the scatter plot of samples paired by a specific value of distance
h [5].
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In Figure 1, three examples of h-scatter plots are shown. The samples are
paired by a three distance vectors of h = {1, 2, 5} (more precisely, it is h =
{1, 2, 5} in both x and y axis), and represented as points scattered over the
bisector. Additionally, the h-scatter plot of the points coupled with themselves
(h = 0) is presented (Fig. 1(a)). The bisector represents the geometrical locus
of the pairs of samples separated by zero distance (all the samples paired with
themselves).
0.7 0.75 0.8 0.85 0.9 0.95 1
z(x)
z
(x
+
h
)
h = 0
0.7
0.75
0.8
0.85
0.9
0.95
1
(a) The h-scatter plot calculated with
samples paired with themselves (h = 0).
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(b) The h-scatter plot calculated with
samples paired at a distance h = 1.
0.7 0.75 0.8 0.85 0.9 0.95 1
0.7
0.75
0.8
0.85
0.9
0.95
1
z(x)
z
(x
+
h
)
h = 2
(c) The h-scatter plot calculated with
samples paired at a distance h = 2.
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(d) The h-scatter plot calculated with
samples paired at a distance h = 5.
Fig. 1. h-scatter plots of a set of regularly gridded spatial samples. The first plot is
perfectly aligned with the diagonal. In fact the act of pairing samples at distance h = 0
means comparing each samples with itself. In the other plots the increase of the spread
of the cloud is evident. In each plot, a small graph showing the pairing of the first
sample is shown. The analysed data are a subset of the topographic data, provided by
the US National Geophysical Data Centre (NOAA).
Following the definition of the spatial continuity, we can model how the
spread of the clouds of points varies with the distance h. The greater the distance
of the paired points, the fatter the cloud and the larger the difference between the
samples of each pair. Therefore, it can be assumed that the spread of the cloud
will range between zero, when the distance is null and the samples are paired
with themselves, and a certain maximum extent, reached when the distance of
the samples is large enough to fill the axes. At that point, even increasing the
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distance, the spread of the cloud will not change substantially. The spread will
achieve a steady value, with small oscillation around it. The paired samples will
reach their reciprocal independence.
The way the spread of the cloud varies over the distance, resumes the law
of spatial continuity of the samples analysed [5]. Three analogue approaches are
employed in geostatistics, to model this law:
– The correlation coefficient of the pairs, whose variation with the distance is
defined as the correlogram.
– The covariance and the corresponding covariance function.
– The moment of inertia and the corresponding variogram.
The general definition of the moment of inertia of two paired variables x and
y, follows [5]:
T =
1
2n
·
n∑
i=1
(xi − yi)2 (1)
where the factor 12 refers to the perpendicular distance of the n samples to the
diagonal.
Hence, the empirical variogram, or semivariance, of two paired variables (z(x)
and z(x + h) separated by the distance h is defined as follows:
γ(h) =
1
2n(h)
·
n(h)∑
i=1
(z(xi) − z(xi + h))2 (2)
where the number of pairs n is represented as a function of h, because their
availability changes with the distance h. The term h is usually referred as the
lag.
A typical variogram curve reflects the empirical assumption made for the h-
scatter plot. It is zero at the origin, it increases with the lag distance and starts
to flatten around a certain value of variance. In Figure 2, a typical empirical
variogram is shown, together with the covariance function.
For interpolation purposes, the approximation of the law of spatial continuity
for all the lags is often demanded. Then, the empirical variogram is usually asked
to be fitted by some theoretical analytic models.
To infer the theoretical behavior of the experimental variogram, the samples
of the spatial variable are considered as the realizations of a random function,
a random variable, and a series of assumptions are drawn. In particular, the
assumption on the stationarity of the random function is done. In conditions
of a second order stationarity [18], the empirical variogram can be conveniently
fitted by a family of functions (bounded authorized models), that allow to infer
the information of the spatial continuity over the entire field. Two of the most
popular models used for variogram fitting are the exponential and the spherical
model [5].
A direct relation between the covariance function and the variogram can be
defined. The covariance function starts at the variance of the random function
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Fig. 2. A typical empirical variogram and its corresponding covariance function.
and decreases with the distance, tending to zero, when the samples of the random
variable are sufficiently separated to be independent. Conversely, the variogram
starts at zero, where the samples are at identical location and its variance is
null, and increases with the distance, revealing the raise of the independence of
the variable. It tends to the maximum degree of independence, that is the global
variance of the random function [15].
The fit of the empirical variogram with the analytic models allows to parametrize
the variogram function. Two main features are typically retrieved as descriptors
of the shape of the theoretical variogram model: the sill, that is the variance at
which the curve tends and the range, the lag value at which the sill is reached.
A third very important parameter is the so called nugget effect. As seen, the
theoretical value of the variogram at h = 0 is zero, because of the comparison
of two different random variables at identical locations. However, in a practical
experimental framework, a discontinuity of the empirical variogram at the short
scale can be observed. This phenomenon is referred as the small scale variability
[8]. The nugget effect is taken into account in the fit of the theoretical models
by summing a certain quantity to the main model, such to shift the first lag to
a level of variance higher than zero and cope with the small scale variability.
In Figure 3, a typical fitted theoretical model is shown, together with its
main parameters.
2.2 The temporal variogram
Despite the variogram was born in a spatial statistics framework, it can be
conveniently applied to time series data. Many authors [7, 4, 6] have dealt with
the use of the variogram, coupled to classical signal processing techniques, as a
tool for periodicity analysis of signals and time series analysis.
In the case of temporal signal processing, the distance parameter h is unidi-
mensional and it represents the time lag among the samples. Unlike the spatial
framework, where the samples are (regularly or not) distributed in the domain,
in a temporal framework all the lag values are covered. The pairs availability is
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Fig. 3. An empirical variogram fitted by the analytical model, with the corresponding
parameters.
a linear descending function with its maximum at lag h = 1, where the number
of available pairs is n − 1 (where n represents the number of audio samples), ad
its minimum, at lag h = n − 1, where the number of available pairs is 1.
For this reason, the reliability of the variogram values decreases with the lag.
The variogram values estimated for the first lags are much more reliable than
the last ones. Fortunately, the most revealing part of a variogram is indeed at
the small scale, where it varies more, while a less interesting and rather constant
behaviour is expressed at larger scales, just where the pairs availability decreases
linearly and the estimation of this measure is less reliable.
In Figure 4, a typical temporal variogram is shown.
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Fig. 4. A Typical temporal variogram. The experimental variogram is fitted by an
exponential model.
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Finally, when applied to audio signals, the variogram curve typically shows
a periodical behaviour. In fact, the squared difference among the samples is
affected by the periodicity of the signal itself and it is faithfully reflected by the
variogram.
2.3 Variogram for MFCCs modeling
In this work, the temporal variogram is calculated on the MFCCs, as a tool for
modelling the variation of the cepstral descriptor over the time fragments. A
variant of the variogram proposed in [15] and a series of setups for the calculus
of the distance are tested.
For the calculus of the MFCCs, the input signal is fractioned in a series of
chunks with 1024 samples each, no windows overlap is employed and a hamming
function is applied to each frame. The number of Mel filters (the triangular
filterbank) is 40, while the number of DCT coefficients is 13. With such kind of
configuration, one minute of audio signal corresponds to an MFCCs matrix of
13 x 2583 samples.
When the variogram is applied to the MFCCs, the lags values correspond
to a temporal distance in terms of number of chunks in which the song has
been fractioned. In order to achieve a standard measure to be employed in the
quantitative comparison among the songs, each variogram is normalized by the
global variance of the MFCC analysed. The result is an empirical variogram with
an asymptotic tendency towards a reference variance of one. This is defined as
standardized variogram [15].
The variogram is applied to the ISMIR 2004 Audio Description Contest (pre-
MIREX) database for genre classification [2]: a set of about 700 songs, whose
minimum and maximum duration was considered as 5 seconds and 5 minutes,
respectively.
Full variogram The so called full variogram is the variogram of the second
MFCC, calculated from lag 1 to 200. That is from the temporal pairwise distance
corresponding to 1 chunk (1024 samples, about 23 ms) to the one corresponding
to 200 chunks, that is about 4.6 seconds. The resulting unidimensional vector
of 200 elements stands for the song signature. This approach implies a dimen-
sionality reduction rate of about 93% (from about 2800 samples of the original
MFCCs matrix (with size 215 x 13) to 200 samples of the variogram vector)
in the case of the shortest audio fragment (5 seconds), and about 99.8% (from
about 168000 samples of the original MFCCs matrix (with size 12919 x 13) to
200 samples of the variogram vector) in the case of the largest audio fragment
with a maximum duration of 5 minutes.
In Figure 5, two examples of full variogram calculated on the second MFCC
of two songs from the genre classical and electronic, are shown.
The large discrepancy expected by the comparison of two songs belonging
to two very different genres, is reflected by the variogram analysis. The second
MFCCs of the two songs are rather different: the one of the classical piece shows a
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Fig. 5. Two examples of calculation of the full standardized variogram on the second
MFCC of two songs, respectively from classical and electronic genre. The excerpts
analyzed have a duration of 1 minute.
more structured and smoother variability, with few high frequency components
and a hidden (or missing) periodicity, while the one of the electronic piece is
much more fuzzy, with a large contribution of a high frequency variability and
a marked periodical behaviour.
The corresponding variograms reflects very well the behaviour highlighted.
The variogram of the classical piece reveals a very structured variability, with
a high pairwise continuity at the small scale (the nugget effect is null) and a
smoothly increasing variance with a clear asymptotic trend towards the range.
Conversely, the variogram of the electronic piece is much more unstructured,
with continuous periodic oscillation coupled to a very weak asymptotic trend.
Its nugget effect is rather high.
Reduced variogram The reduced variogram is calculated on 12 MFCCs (from
the second MFCC to the last one), on a reduced bunch of lags. A total amount
of 20 lags are sampled with a logarithmically varying density, from 1 to 200,
with the aim to concentrate the lags at the smallest scale, where most of the
variance is expressed (see Figure 6).
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Fig. 6. The variogram for the classical piece of Figure 5(b), reduced by the lag sampling
(thick line). Note the logarithmic distribution of the sampled lags.
The signature matrix is of size 12 x 20, resulting in a total amount of 240
elements (if stacked). The dimensionality reduction rate is quite the same of the
full variogram. In Figure 7, the reduced versions of the full variogram of Figure
5 are shown.
The conclusions drawn for the reduced matrix of variograms are the same
as for the full variogram. The classical piece shows smoother variograms, re-
vealing a more structured variability and a high small scale pairwise continuity.
Conversely, the electronic track reveals a more fuzzy variability structure and a
marked periodical behaviour. In both cases, the reduction of the number of the
lags keeps guaranteeing a faithful representation of the original full variogram.
2.4 Distance measurement
In order to estimate the degree of similarity of the songs, the signatures have to
be numerically compared. In this work, a weighted Euclidean distance is used.
In general, the distance is calculated as follows:
Di,j =
√√√√
n∑
k=1
((Vi(k) − Vj(k)) · ω(k))2 (3)
where Vi(k) and Vj(k) are the values of the k-th lag of the variograms of two
songs i and j, and ω(k) is the weight of the k-th lag, with a maximum number
of lags n equal to 240, for a bi-dimensional reduced variogram and 200, for a full
unidimensional variogram. Note that the bi-dimensional variogram is stacked
into a unidimensional vector to simplify the calculus.
Actually, the variogram shows a maximum of information (in term of quality
and reliableness) at the small scale. The most predominant meaning of the mea-
sure arises from the first lags, up to the achievement of the range, beyond which
the variogram looses significance. For this reason, three different sets of weights
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Fig. 7. Two examples of calculation of the matrix of standardized variograms of the
whole MFCCs matrix of two songs, respectively from classical and electronic genre.
The excerpts analyzed have a duration of 1 minute.
are proposed: a set of exponentially decreasing weights, a set of logarithmically
decreasing weights and, finally, a set of linearly decreasing weights. A fourth
unweighted variant of the distance is included.
In Figure 8, the three sets of weights are compared. Note that the vectors
of weights represented here correspond to one of the stacked vectors of weights
employed for the reduced variogram (20 lags).
Note that in any of the three cases, the weights are normalized such that
their sum is 1.
3 Evaluation of the performance of the algorithms
The evaluation of the performance of the two variants of variogram, each with the
four weighting functions, is implemented on the basis of the genre classification
music database of the ISMIR 2004 Audio Description Contest [2].
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Fig. 8. The three vectors of weights employed for the calculus of the distance. Note
that the shape of the linear weights is deformed by the scaling of the lag axis that is
logarithmic.
The pseudo-objective evaluation [3], currently employed in the MIREX music
similarity tasks, is performed. The matching rates of artist, album and (artist-
filtered) genre, for the first 5, 10, 20 and 50 songs are calculated.
After sorting the list of songs according to the degree of similarity to the
seed item (one of the songs of the collection, selected recursively), the pseudo-
objective statistics are calculated as percentages of the songs of the list sharing
the same artist, album or (artist-filtered) genre. These percentages are calculated
four times, on a reference total of the first 5, 10, 20 and 50 songs of the list.
In order to compensate for the unequal distribution of items per category
(artist, album or genre), the reference total is defined as the maximum between
the defined reference (5, 10, 20 or 50) and the maximum number of available
songs per category. For instance, if only 8 songs are available for a certain artist,
the reference total for the calculus of the artist-based statistic has to be 5, for
the first 5 songs, but it must be reduced to 8 for each of the higher counts (10,
20 or 50). In fact, the statistics would be negatively affected by considering the
reference total as some values higher than the maximum allowed by the database
itself. If the algorithm is able to return all the 8 correct correspondences for the
artist into the first 8 positions, it has to be considered as best performing for
each of the totals: 5/5 (for the first 5 items) and 8/8 (for the first 10, 20 or 50
items).
This procedure is recursively applied to all the songs of the collection, setting
each time one of them as the seed song. Finally, the global score is calculated
as the averaged mean of the scores obtained for each seed song. In Table 1, the
matching scores for the two variants of variogram are shown.
The performance returned by the reduced variogram is globally better than
the one of the full variogram, for any kind of weighting configuration. On the
one hand, it is true that the full variogram returns a more complete information
of the second (and most representative) MFCC, with respect to the reduced
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Full variogram Reduced variogram
Exponential weights
Artist 7.24 9.12 13.01 23.63 16.99 18.47 23.11 34.26
Album 5.29 8.52 14.23 26.20 13.25 19.14 26.30 37.69
Genre 43.62 42.46 41.85 40.16 46.43 45.29 44.17 43.23
Logarithmic weights
Artist 5.20 5.94 9.37 18.05 15.81 16.70 21.88 32.86
Album 3.86 5.70 10.43 19.40 12.62 17.83 25.72 37.03
Genre 38.72 38.48 38.41 37.65 48.07 46.66 45.51 42.84
Linear weights
Artist 5.14 5.81 8.90 18.45 16.51 17.70 22.40 33.77
Album 3.79 5.47 9.64 19.44 12.93 19.15 26.74 38.68
Genre 39.25 38.44 38.40 37.79 47.84 46.94 44.81 42.73
No weights
Artist 4.50 5.47 8.40 16.43 15.23 16.32 21.59 32.38
Album 3.42 5.65 9.23 17.97 13.03 17.55 25.23 36.07
Genre 38.19 38.08 37.63 37.25 48.48 47.68 46.18 43.70
First 5 First 10 First 20 First 50 First 5 First 10 First 20 First 50
Table 1. Pseudo-objective statistics for the two variants of variogram calculation. Note
that the genre scores are calculated on the artist-filtered subset. The genre results are
in bold because these results are the ones that can be compared with the MIREX
AMS 2011 results presented in table 2. It can be observed that the proposed methods
perform quite well.
variant, that is calculated on a smaller bunch of lags. On the other hand, the
completeness of the information based on the involvement of the complete set of
MFCCs returns a more accurate description of the song analysed. Apparently,
the loss of information due to the reduction of the lags is compensated by the
gain derived by the employment of the complete MFCCs matrix.
Also, an inverse trend of variation of the scores is observed for the three
different categories: artist, album and genre. In particular, the artist and album-
based scores increase with the number of items considered, while for the genre the
tendency is inverse. It basically depends on the availability of items per category.
In fact, the probability of returning one song of the first 5, 10, 20 or 50 with the
same genre of the seed song, is much higher than the one related to the other two
categories. Actually, the genre-based statistic reflects the higher concentration
power of the genre, that finds similar songs more easily, yet from the very first
few items considered. Conversely, as finding the correct songs with the same
artist or album is much harder, the larger the number of items considered, the
higher the score obtained for these categories.
The best results for the full variogram (e.g.: 43.62%, obtained for the genre
coincidence of the first 5 items of the list) have been obtained with the set
of exponentially decreasing weights, where the first lags contribution is much
higher than the others. Surprisingly, the result shown by the reduced variogram
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is different: the best scores are referred to the null weighting of the distance,
although the trend is not as clear as the case of the full variogram.
Table 2 shows the results of the pseudo-objective evaluation of the algorithms
proposed to the Audio Music Similarity contest of the MIREX 2011 (only the
artist-filtered genre scores) [12]. It can be observed that the scores obtained for
the variogram-based approaches are in line with the reference represented by the
MIREX Audio Music Similarity task. Although a direct quantitative comparison
cannot be provided because of the differences in the test database used in the
two frameworks, the variogram seems to return a rather reliable accuracy in the
estimation of music similarity.
Method First 5 First 10 First 20 First 50
STBD1 24.19 23.34 22.14 20.57
STBD2 23.55 22.56 21.61 19.98
STBD3 23.07 22.55 21.78 20.47
DM2 46.02 44.14 42.22 39.28
DM3 46.08 44.20 42.33 39.37
GKC1 23.45 22.55 21.57 20.01
HKHLL1 34.91 33.81 32.72 31.39
ML1 41.77 39.86 38.09 35.53
ML2 40.19 38.45 36.28 33.62
ML3 41.06 38.99 36.80 33.85
PS1 54.11 52.17 50.13 46.74
SSKS3 54.65 53.15 51.52 48.98
SSPK2 54.24 52.75 51.19 48.56
YL1 37.40 35.43 33.01 29.54
Table 2. Average artist-filtered genre scores of the algorithms proposed to the MIREX
2011 contest. The method acronyms correspond to the standard coding employed in
the MIREX contest [12].
4 Conclusions and future works
In this paper, the use of the temporal variogram has been proposed as a tool to
model the temporal variability of the Mel Frequency Cepstral Coefficients and
it has been exploited to estimate music similarity.
After a brief description of the theory of the variogram analysis and its adap-
tation to a temporal framework, two different variants of the calculus of the var-
iogram and four weighting functions for the calculus of the distance between the
song signatures, have been proposed. Both the two variogram-based approaches
have been tested on a reference database of songs, divided into six different
genres. A pseudo-objective analysis has been computed in order to achieve a
quantitative evaluation of the performance of the methods and propose a dis-
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cussion on the results. Also, a comparison with the actual reference in term of
algorithms aimed to perform music similarity, has been provided.
The reduced variogram returns better scores than the full variant, due to the
more complete information given by the whole MFCCs matrix (the first MFCC
excluded). This method seems not be really influenced by the kind of weighting
function used for the calculus of the distance. The results are in line with the
references of the MIREX 2011.
All the variograms analyzed so far are the results of the empirical calculus
of the equation (2). In future development of the variogram-based approach, the
automatic fitting of the theoretical models can be employed to try to resume
the variogram function as a series of parameters. In particular, the nugget effect,
the range and the sill of the theoretical models could be employed as low-level
descriptors for classification purposes.
In order to test this concept, a very simple approximation has been carried
out. A simple least square fit of the exponential model has been implemented
to the variograms of the songs of the collection tested in the article, in order to
achieve a first estimation of the nugget effect. Afterwards, it has been employed
as a low-level descriptor, together with other popular MIR descriptors [16], and
tested in a music genre classifier. The classifier employed was a simply knn-
classifier, with k = 5 neighbors.
The results are rather encouraging. The performance of the nugget effect,
although it has been estimated by a simply automatic fit of the experimental
variograms, are in line with the one of other more popular features. The nugget
effect reflects even a better behavior in some specific cases (as the example of
the genre world).
As known, the automatic fitting of the empirical variograms is an actual mat-
ter of discussion and the issue is far from being resolved [9]. These preliminary
results presented encourage to focus on the automatic fitting of the variogram
models in order to obtain more robust descriptors to be conveniently used for
MIR tasks.
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Abstract. In this paper, we present a feature-based approach to au-
tomatically estimate the string number in recordings of the bass guitar
and the electric guitar. We perform different experiments to evaluate the
classification performance on isolated note recordings. First, we analyze
how factors such as the instrument, the playing style, and the pick-up
settings affect the performance of the classification system. Second, we
investigate, how the classification performance can be improved by re-
jecting implausible classifications as well as aggregating the classification
results over multiple adjacent time frames. The best results we obtained
are f-measure values of F = .93 for the bass guitar (4 classes) and F = .90
for the electric guitar (6 classes).
Keywords: string classification, fretboard position, fingering, bass gui-
tar, electric guitar, inharmonicity coefficient
1 Introduction
On string instruments such as the bass guitar or the guitar, most notes within the
instrument’s pitch range can be played at multiple positions on the instrument
fretboard. Each fretboard position is defined by a unique string number and a
fret number. Written music representations such as common music notation do
not provide any information about the fretboard position where each note is
to be played. Instead, musicians often have to choose an appropriate fretboard
position based on their musical experience and stylistic preferences. The tablature
representation, on the other hand, is specialized on the geometry of fretted string
instruments such as the guitar or the bass guitar. It specifies the fretboard
position for each note and thus resolves the ambiguity between note pitch and
fretboard position. Fig. 1 illustrates a bass-line represented both as score and as
tablature.
Conventional automatic music transcription algorithms extract score-related
parameters such as the pitch, the onset, and the duration of each note. In order
to analyze recordings of string instruments, the fretboard position needs to be
estimated as an additional parameter. The ability to automatically estimate the
fretboard position allows to generate a tablature and is therefore very useful for
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Fig. 1: Score and tablature representation of a bass-line. The four horizontal lines
in the tablature correspond to the four strings with the tuning E1, A2, D2, and
G2 (from bottom to top). The numbers correspond to the fret numbers on the
strings that are to be played.
music assistance and music education software. This holds true especially if this
software is used by beginners who are not familiar with reading musical scores.
As will be discussed in Sect. 3, various methods for estimating the fretboard
position were proposed in the literature so far, ranging from audio-based meth-
ods to methods that exploit the visual modality or that use attached sensors
on the instrument. However, the exclusive focus on audio analysis methods for
this purpose has several advantages: In music performance scenarios involving
a bass guitar or electric guitar, the instrument signal is accessible since these
instruments need to be amplified. In contrast, video recordings of performing
musicians and the instrument neck are often limited in quality due to move-
ment, shading, and varying lighting conditions on stage. Additional sensors that
need to be attached to the instrument are often obtrusive to the musicians and
affect their performance. Therefore, this paper focuses on a sole audio-based
analysis.
This paper is structured as follows: We outline the goals and challenges of
this work in Sect. 2. In Sect. 3, we discuss existing methods for estimating
the fretboard position from string instrument recordings. A new approach solely
based on audio-analysis is detailed in Sect. 4, starting with the spectral modeling
of recorded bass and guitar notes in Sect. 4.1 and the note detection in Sect. 4.2.
Based on the audio features explained in Sect. 4.2, we illustrate how the fretboard
position is automatically estimated in Sect. 4.3. In Sect. 5, we present several
evaluation experiments and discuss the obtained results. Finally, we conclude
our work in Sect. 6.
2 Goals & Challenges
We aim to estimate the string number ns from recorded notes of the bass guitar
and the electric. Based on the note pitch P and the string number, we can apply
knowledge on the instrument tuning to derive the fret number nf and thus a
complete description of the fretboard position. In the evaluation experiments
described in Sect. 5, we investigate how the classification results are affected
by separating the training and test data according to different criteria such as
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the instruments, the pick-up (PU) settings, and the applied playing techniques.
Furthermore, we analyze if a majority voting scheme that combines multiple
string classification results for each note can improve the classification perfor-
mance. The main challenge is to identify suitable audio features that allow to
discriminate between notes that, on the one hand, have the same fundamen-
tal frequency f0 but, on the other hand, are played on different strings. The
automatic classification of the played string is difficult since the change of fin-
gering alters the sonic properties of the recorded music signal only subtly. Classic
non-parametric spectral estimation techniques such as the Short-Time Fourier
Transform (STFT) are affected by the spectral leakage effect: the Fourier Trans-
form of the applied window function limits the achievable frequency resolution to
resolve closely located spectral peaks. In order to achieve a sufficiently high fre-
quency resolution for estimating the harmonic frequencies of a note, rather larger
time frames are necessary. The decreased time resolution is disadvantageous if
notes are played with frequency modulation techniques such as bending or vi-
brato, which cause short-term fluctuations of the harmonic frequencies [1]. This
problem is especially impeding in lower frequency bands. Thus, a system based
on classic spectral estimation techniques is limited to analyze notes with only
a slow-varying pitch, which can be a severe limitation for a real-word system.
Since we focus on the bass guitar and the electric guitar, frequencies between
41.2 Hz and 659.3 Hz need to be investigated as potential f0-candidates1.
3 Related Work
In this section, we discuss previous work on the estimation of the played string
and the fretboard position from bass and guitar recordings. First, we review
methods that solely focus on analyzing the audio signal. Special focus is put
on the phenomenon of inharmonicity. Then, we compare different hybrid meth-
ods that incorporate computer vision techniques, instrument enhancements, and
sensors.
3.1 Audio Analysis
Penttinen et al. estimated the plucking point on a string by analyzing the delay
times of the two waves on the string, which travel in opposite directions after the
string is plucked [21]. This approach solely focuses on a time-domain analysis
and is limited towards monophonic signals. In [3], Barbancho et al. presented an
algorithm to estimate the string number from isolated guitar note recordings.
The instrument samples used for evaluation were recorded using different playing
techniques, different dynamic levels, and guitars with different string material.
After the signal envelope is detected in the time-domain, spectral analysis based
on STFT is applied to extract the spectral peaks. Then, various audio features
1 This corresponds to the most commonly used bass guitar string tunings E2 to G3
and electric guitar string tuning E3 to E5, respectively, and a fret range up to the
12th fret position.
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related to the timbre of the notes are extracted such as the spectral centroid,
the relative harmonic amplitudes of the first four harmonics, and the inhar-
monicity coefficient (compare Sect. 3.1). Furthermore, the temporal evolution of
the partial amplitudes is captured by fitting an exponentially decaying envelope
function. Consequently, only one feature vector can be extracted for each note.
As will be shown in Sect. 4.2, the presented approach in this paper allows to
extract one feature vectors on a frame-level. This allows to accumulate classi-
fication results from multiple (adjacent) frames of the same note recording to
improve the classification performance (compare Sect. 4.3). The authors of [3] re-
ported diverse results from the classification experiments. However, they did not
provide an overall performance measure to compare against. The performance of
the applied classification algorithm strongly varied for different note pitch values
as well as for different compilations of the training set in their experiments.
In [2], Barbancho et al. presented a system for polyphonic transcription of
guitar chords, which also allows to estimate the fingering of the chord on the gui-
tar. The authors investigated 330 different fingering configuration for the most
common three-voiced and four-voiced guitar chords. A Hidden Markov Model
(HMM) is used to model all fingering configurations as individual hidden states.
Based on an existing multi-pitch estimation algorithm, harmonic saliency values
are computed for all possible pitch values within the pitch range of the gui-
tar. Then, these saliency values are used as observations for the HMM. The
transitions between different hidden states are furthermore constrained by two
models—a musicological model, which captures the likelihood of different chord
changes, and an acoustic model, which measures the physical difficulty of chang-
ing the chord fingerings. The authors emphasized that the presented algorithm is
limited towards the analysis of solo guitar recordings. However, it clearly outper-
formed a state-of-the-art chord transcription system. The applied dataset con-
tained instrument samples of electric guitar and acoustic guitar. Maezawa et al.
proposed a system for automatic string detection from isolated bowed violin note
recordings in [16]. Similar to the bass guitar, the violin has 4 different strings,
but in a higher pitch range. The authors analyzed monophonic violin recordings
of various classical pieces with given score information. First, the audio signal is
temporally aligned to the musical score. For the string classification, filterbank
energies are used as audio features and a Gaussian Mixture Model (GMM) as
classifier. The authors proposed two additional steps to increase the robustness
of the classification. First, feature averaging and feature normalization are used.
Then, a context-dependent error correction is applied, which is based on em-
pirically observed rules how musicians choose the string number. The authors
investigated how training and test with the same and different instruments and
string types affect the classification scores (similar to Sect. 5). The highest F-
measure value that was achieved for the string classification with 4 classes is
F = .86.
Inharmonicity For musical instruments such as the piano, the guitar, or the
bass guitar, the equation describing the vibration of an ideal flexible string is
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extended by a restoring force caused by the string stiffness [7]. Due to dispersive
wave propagation within the vibrating string, the effect of inharmonicity occurs,
i.e., the purely harmonic frequency relationship of an ideal string is distorted
and the harmonic frequencies are stretched towards higher values as
fk = kf0
√
1 + βk2; k ≥ 1 (1)
with k being the harmonic index of each overtone and f0 being the fundamen-
tal frequency. The inharmonicity coefficient β depends on different properties
of the vibrating string such as Young’s Modulus E, the radius of gyration K,
the string tension T , the cross-sectional area S, as well as the string length L.
With the string length being approximately constant for all strings of the bass
guitar and the electric guitar, the string diameter usually varies from 0.45 mm
to 1.05 mm for electric bass and from 0.1 mm to 0.41 mm for electric guitar2.
The string tension T is proportional to the square of the fundamental frequency
of the vibrating string. Järveläinen et al. performed different listening tests to
investigate the audibility of inharmonicity towards humans [12]. They found
that the human audibility threshold for inharmonicity increases with increasing
fundamental frequency.
Hodgekinson et al. observed a systematic time-dependence of the inharmonic-
ity coefficient if the string is plucked hard [10]. The authors found that β does
not remain constant but increases over time for an acoustic guitar note. In con-
trast, for a piano note, no such behavior was observed. In this paper, we aim
to estimate β on a frame-level and do not take the temporal evolution of β into
account.
Different methods have been applied in the literature to extract the inhar-
monicity coefficient such as the cepstral analysis, the harmonic product spec-
trum [8], or inharmonic comb-filter [9]. For the purpose of sound synthesis,
especially for physical modeling of string instruments, inharmonicity is often
included into the synthesis models in order to achieve a more natural sound [24].
The inharmonicity coefficient of different instruments was analyzed as a distinc-
tive feature in different Music Information Retrieval tasks such as instrument
recognition and music transcription.
3.2 Hybrid Approaches & Visual Approaches
Different methods for estimating the fretboard position from guitar recordings
were presented in the literature that include analysis methods from computer
vision as a multi-modal extension of audio-based analysis.
A combined audio and video analysis was proposed by Hybryk and Kim
to estimate the fretboard position of chords that were played on an acoustic
guitar [11]. The goal of this paper was to first identify a played chord on the
guitar regarding its “chord style”, i.e., their root note and musical mode such
as minor or major. For this purpose, the Specmurt [22] algorithm was used for
2 These values correspond to commonly used string gauges.
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spectral analysis in order to estimate a set of fundamental frequency candidates
that can be associated to different note pitches. Based on the computed “chord
style” (e.g., E minor), the “chord voicing” was estimated by tracking the spatial
position of the hand on the instrument neck. The chord voicing is similar to the
chord fingering as described in [2].
Another multi-modal approach for transcribing acoustic guitar performances
was presented by Paleari et al. in [19]. In addition to audio analysis, the vi-
sual modality was analyzed to track the hand of the guitar player during his
performance to estimate the fretboard position. The performing musicians were
recorded using both two microphones and a digital video camera. The fretboard
was first detected and then spatially tracked over time.
Other approaches solely used computer vision techniques for spatial tran-
scription. Burns and Wanderley presented an algorithm for real-time finger-
tracking in [4]. They used attached cameras on the guitar in order to get video
recordings of the playing hand on the instrument neck. Kerdvibulvech and Saito
used a stereo-camera setup to record a guitar player in [13]. Their system for
finger-tracking requires the musician to wear colored fingertips. The main dis-
advantage of all these approaches is that both the attached cameras as well as
the colored fingertips are unnatural for the guitar player. Therefore, they likely
limit and impede the musician’s expressive gestures and playing style.
Enhanced music instruments are equipped with additional sensors and con-
trollers in order to directly measure the desired parameters instead of estimating
them from the audio or video signal. On the one hand, these approaches lead to a
high detection accuracy. On the other hand, these instrument extensions are ob-
trusive to the musicians and can affect their performance on the instrument [11].
In contrast to regular electric guitar pickups, hexaphonic pickups separately cap-
ture each vibrating string. In this way, spectral overlap between the string signals
is avoided, which allows a fast and robust pitch detection with very low latency
and very high accuracy, as shown for instance by O’Grady and Rickard in [18].
4 New Approach
Fig. 2 provides an overview over the string classification algorithm proposed in
this paper. All processing steps are explained in detail in the next sections.
4.1 Spectral Modeling
Non-parametric spectral estimation methods such as the Periodogram make no
explicit assumption on the type of signal that is analyzed. In order to obtain a
sufficiently high frequency resolutions for a precise f0-detection, relatively large
time frames of data samples are necessary in order to compensate the spectral
leakage effect, which is introduced by windowing the signal into frames. In con-
trast to the percussive nature of its short attack part (between approx. 20 ms
and 40 ms), the decay part of a plucked string note can be modeled by a sum
of decaying sinusoidal components. Their frequencies have a nearly perfectly
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Fig. 2: Algorithm overview
harmonic relationship. Since the strings of the bass guitar and the electric gui-
tar have a certain amount of stiffness, the known phenomenon of inharmonicity
appears (compare Sect. 3.1).
Parametric spectral estimation techniques can be applied if the analyzed sig-
nal can be assumed to be generated by a known model. In our case, the power
spectral density (PSD) Φ(ω) can be modeled by an auto-regressive (AR) filter
such as
Φ(ω) ≈ ΦAR(ω) = σ2
∣∣∣∣
1
1 +
∑p
l=1 ale
−jlω
∣∣∣∣
2
(2)
with σ2 denoting the process variance, p denoting the model order, and
{al} ∈ Rp+1 being the filter coefficients. Since auto-regressive processes are
closely related to linear prediction (LP), both a forward prediction error and
a backward prediction error can be defined to measure the predictive quality of
the AR filter. We use the least-squares method (also known as modified covari-
ance method) for spectral estimation. It is based on a simultaneous least-squares
minimization of both prediction errors with respect to all filter coefficients {al}.
This method has been shown to outperform related algorithms such as the Yule-
Walker method, the Burg algorithm, and the covariance method (See [17] for
more details). The size of the time frames N is only restricted by the model
order as p ≤ 2N/3.
First, we down-sample the signals to fs = 5.5 kHz for the bass guitar samples
and fs = 10.1 kHz for the electric guitar samples. This way, we can detect the
first 15 harmonics of each note within the instrument pitch ranges, which is
necessary for the subsequent feature extraction as explained in Sect. 4.2. In Fig.
3, the estimated AR power spectral density for a bass guitar sample (E1) as
well as the estimated partials are illustrated. Since we only focus on isolated
instrument samples here, we assume the fundamental frequency f0 to be known
in advance. The separate evaluation of fundamental frequency estimation is not
within the scope of this paper.
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Fig. 3: Estimated AR power spectral density for the bass guitar sample with
pitch E1 (f0 = 44.1Hz). The estimated first 15 partials are indicated with red
crosses.
By using overlapping time frames with a block-size of N = 256 and a hop-
size of H = 64, we apply the spectral estimation algorithm to compute frame-
wise estimates of the filter coefficients {al(n)} in the frames that are selected
for analysis (compare Sect. 4.2). In order to estimate the harmonic frequencies
{fk}, we first compute the pole frequencies of the AR filter by computing the
roots of the numerator in Eqn. (2). Then, we assign one pole frequency to each
harmonic according to the highest proximity to its theoretical frequency value
as computed using Eqn. (1).
4.2 Feature Extraction
Note Detection In Sect. 4.1, we discussed that notes played on the bass gui-
tar and the guitar follow a signal model of decaying sinosoidal components, i.e.,
the partials. In this section, we discuss how we extract audio features that cap-
ture the amplitude and frequency characteristics. We first detect the first frame
shortly after the note attack part of the note is finished and the harmonic decay
part begins. As mentioned in Sect. 4.1, signal frames with a percussive charac-
teristic are indicated by high values of the process variance σ2(t) obtained the
AR spectral estimation. We found that time frames after
t? = arg max
t
σ2(t) (3)
are suitable for feature extraction. If the aggregation of multiple frame-wise
results is used, we extract features in the first 5 frames after t?.
Inharmonicity estimation In each analyzed frame, we estimate the discrete
frequencies fk of the first 15 partials. Then, we estimate the inharmonicity co-
efficient βk as follows. From Eq. (1), we obtain
(fk/f0)
2 = k2 + βk4 (4)
We use polynomial curve fitting to approximate the left-hand side of Eq. (4) by
a polynomial function of order 4 as
(fk/f0)
2 ≈
4∑
i=0
pik
i (5)
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Feature Feature dimension
Inharmonicity coefficient β̂ 1
Relative partial amplitudes {âr,k} 15
Statistics over {âr,k} 8
Normalized partial frequency deviations {∆f̂norm,k} 15
Statistics over {∆f̂norm,k} 8
Partial amplitude slope ŝa 1
All features
∑
= 48
Table 1: Overview of all applied audio features.
and use the coefficient p4 as an estimate of the inharmonicity coefficient β:
β̂ ≈ p4 (6)
Partial-based Features In addition to the inharmonicity coefficient β, we
compute various audio features that capture the amplitude and frequency char-
acteristics of the first 15 partials of a note. First, we compute the relative am-
plitudes
{âr,k} = {ak/a0} (7)
of the first 15 partials related to the amplitude of the fundamental frequency.
Then, we approximate the relative partial amplitude values {âr,k} as a linear
function over k as
âr,k ≈ p1k + p0 (8)
by using linear regression. We use the feature ŝa = p1 as estimate of the spectral
slope towards higher partial frequencies.
Based on the estimated inharmonicity coefficient β̂ and the fundamental
frequency f0, we compute the theoretical partial frequency values {fk,theo} of
the first 15 partials based on Eq. (1) as
fk,theo = kf0
√
1 + β̂k2. (9)
Then, we compute the deviation between the theoretical and estimated partial
frequency values and normalize this difference value as
∆f̂norm,k =
fk,theo − f̂k
f̂k
. (10)
Again, we compute {∆f̂norm,k} for the first 15 partials and use them as features.
In addition, we compute the statistical descriptors maximum value, minimum
value, mean, median, mode (most frequent sample), variance, skewness, and
kurtosis over both {âr,k} and {∆f̂norm,k}. Tab. 1 provides an overview over all
dimensions of the feature vectors.
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4.3 Estimation Of The Fretboard Position
String Classification In order to automatically estimate the fretboard po-
sition from a note recording, we first aim to estimate the string number ns.
Therefore, we compute the 48-dimensional feature vector {xi} as described in
the previous section. We use Linear Discriminant Analysis (LDA) to reduce the
dimensionality of the feature space to Nd = 3 dimensions for bass guitar and to
Nd = 5 dimensions for guitar3. Then we train a Support Vector Machine (SVM)
classifier using a Radial Basis Function (RBF) kernel with the classes defined by
notes played on each string. SVM is a binary discriminative classifier that at-
tempts to find an optimal decision plane between feature vectors of the different
training classes [25]. The two kernel parameters C and γ are optimized based on
a three-fold grid search. We use the LIBSVM library for our experiments [5].
The SVM returns probabilities {pi} to assign unknown samples to each string
class. We estimate the string number n̂s as
n̂s = arg max
i
{pi}. (11)
We derive the the fret number n̂f from the estimated string number n̂s by
using knowledge on the instrument tuning as follows. The common tuning of the
bass is E1, A2, D2, and G2; the tuning of the guitar is E2, A2, D3, G3, B3, and
E3. The string tunings can be directly translated into a vector of corresponding
MIDI pitch values as {PT } = [28, 33, 38, 43] and {PT } = [40, 45, 50, 55, 59, 64],
respectively.
In order to derive the fret number n̂s, we first obtain the MIDI pitch value
P that corresponds to the fundamental frequency f0 as
P = b12 log2(f0/440)− 69c (12)
Given the estimated string number n̂s, the fret number can be computed as
n̂f = P − PT (n̂s). (13)
A fret number of n̂f = 0 indicates that a note was played by plucking an open
string.
Plausibility Filter As mentioned earlier, most note pitches within the fre-
quency range of both the bass guitar and the guitar can be played on either one,
two, or three different fret positions on the instrument neck. The pitch ranges
are E2 to G3 for the bass guitar and E3 to E5 for the electric guitar considering
a fret range up to the 12th fret position. Based on knowledge about the instru-
ment tunings, we can derive a set of MIDI pitch values that can be played on
each string. Therefore, for each estimated MIDI pitch value P̂ , we can derive a
list of strings, where this note can theoretically be played on. If the plausibility
filter is used, we set the probability values in {pi} of all strings, where this note
can not be played on to 0 before estimating the string number as shown in Eq.
(11).
3 The number of dimensions Nd is chosen as Nd = Nstrings − 1 ≡ Nclasses − 1.
576
Automatic String Detection 11
Aggregation of multiple classification results If the result aggregation is
used, we sum up all class probability values {pi} over 5 adjacent frames. Then we
estimate the string number as shown in Eq. (11) over the accumulated probability
values.
5 Evaluation & Results
5.1 Dataset
For the evaluation experiments, we use a dataset of 1034 audio samples. These
samples are isolated note recordings, which were taken from the dataset pre-
viously published in [23].4 The samples were recorded using two different bass
guitars and two different electric guitars, each played with two different plucking
styles (plucked with a plectrum and plucked with the fingers) and recorded with
two different pick-up settings (either neck pick-up or body pick-up).
5.2 Experiments & Results
Experiment 1: Feature Selection for String Classification In this ex-
periment, we aim to identify the most discriminant features for the automatic
string classification task as discussed in Sect. 4.3. Therefore, we apply the feature
selection algorithm Inertia Ratio Maximization using Feature Space Projection
(IRMFSP) [15,20] to all feature vectors and the corresponding class labels sepa-
rately for both instrument. In Tab. 2, the five features that are first selected by
the IRMFSP algorithm are listed for the bass guitar and the electric guitar.
The features ∆f̂norm, β̂, and âr,k as well as the derived statistic measures
were selected consistently for both instruments. These features measure fre-
quency and amplitude characteristics of the partials and show high discrimi-
native power between notes played on different strings independently of the ap-
plied instrument. The boxplots of the two most discriminative features ∆fnorm,9
for bass and ∆fnorm,15 for guitar are illustrated separately for each instrument
string in Fig. 4.
Since the deviation of the estimated harmonic frequencies from their theoret-
ical values apparently carries distinctive information to discern between notes on
different instrument strings, future work should investigate, if Eq. (1) could be
extended by higher order polynomial terms in order to better fit to the estimated
harmonic frequency values.
Experiment 2: String Classification in different conditions In this ex-
periment, we aim to investigate how the performance of the automatic string
classification algorithm is affected by
4 This dataset contains isolated notes from bass guitar and electric guitar processed
with various audio effects. In this work, only the non-processed note recordings were
used.
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Rank Bass Guitar Electric Guitar
1 ∆f̂norm,9 ∆f̂norm,15
2 β̂ mean{âr,k}
3 ∆f̂norm,3 var{∆f̂norm,k}
4 var{∆f̂norm,k} max{âr,k}
5 âr,4 skew{∆f̂norm,k}
Table 2: Most discriminative audio features for the string classification task as
discussed in Sect. 5.2. Features are given in order as selected by the IRMFSP
algorithm.
– the separation of the training and test set according to the applied instru-
ment, playing technique, and pick-up setting,
– the instrument / the number of string classes,
– the use of a plausibility filter (compare Sect. 4.3),
– and the use of a aggregation of multiple classification results for each sample
(compare Sect. 4.3).
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String
(a) Boxplot of feature ∆fnorm,9 for
bass.
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String
(b) Boxplot of feature ∆fnorm,15 for
guitar.
Fig. 4: Boxplots of the two most discriminative features for bass guitar and elec-
tric guitar.
The different conditions are illustrated in Tab. 3 for the bass guitar and in
Tab. 4 for the electric guitar. The colums “Separated instruments”, “Separated
playing techniques”, and “Separated pick-up setting” indicate which criteria were
applied to separate the samples from training and test set in each configuration.
The fifth and sixth column indicate whether the plausibility filter and the frame
result aggregation were applied. In the seventh column, the number of folds
for the configuration 1.6 and 2.6 and the number of permutations for the re-
maining configurations are given. The evaluation measures precision, recall, and
F-measure were always averaged over all permutations and all folds, respectively.
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1.1.a x 2 .85 .85 .85
1.1.b x x 2 .87 .87 .87
1.1.c x x x 2 .78 .78 .78
1.2.a x x 8 .86 .86 .86
1.2.b x x x 8 .87 .87 .87
1.2.c x x x x 8 .88 .88 .88
1.3.a x x 8 .57 .50 .49
1.3.b x x x 8 .71 .69 .69
1.3.c x x x x 8 .88 .88 .88
1.4.a x 8 .60 .54 .54
1.4.b x x 8 .73 .71 .72
1.4.c x x x 8 .93 .93 .93
1.5.a x 8 .62 .55 .54
1.5.b x x 8 .74 .71 .71
1.5.c x x x 8 .92 .92 .92
1.6.a 10? .92 .92 .92
1.6.b x 10? .93 .93 .93
1.6.c x x 10? .93 .93 .93
Table 3: Mean Precision P̄ , mean Recall R̄, and mean F-Measure F̄ for different
evaluation conditions (compare Sect. 5.2) for the bass guitar.
After the training set and the test set are separated, the columns of the
training feature matrix were first normalized to zero mean and unit variance.
The mean vector and the variance vector were kept for later normalization of the
test data. Subsequently, the normalized training feature matrix is used to derive
the transformation matrix via LDA. We chose N = NStrings − 1 as number of
feature dimensions. The SVM model is then trained using the projected training
feature matrix and a two-dimensional grid search is performed to determine the
optimal parameters C and γ as explained in Sect. 4.3. For the configurations 1.6
and 2.6, none of the criteria to separate the training and the test set was applied.
Instead, here we used a 10-fold cross-validation and averaged the precision, recall,
and F-measure over all folds.
The results shown in Tab. 3 and Tab. 4 clearly show that both the plausibility
filter as well as the result aggregation step significantly improve the classifica-
tion results in most of the investigated configurations. Furthermore, we can see
that the separation of training and test samples according to instrument, playing
technique, and pick-up setting has a strong influence on the achievable classi-
fication performance. In general, the results obtained for the bass guitar and
the electric guitar show the same trends. We obtain the highest classification
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2.1.a x 2 .64 .64 .63
2.1.b x x 2 .70 .70 .70
2.1.c x x x 2 .76 .75 .75
2.2.a x x 8 .69 .69 .68
2.2.b x x x 8 .71 .71 .70
2.2.c x x x x 8 .78 .77 .77
2.3.a x x 8 .61 .57 .56
2.3.b x x x 8 .68 .66 .66
2.3.c x x x x 8 .74 .74 .73
2.4.a x 8 .64 .61 .60
2.4.b x x 8 .71 .69 .69
2.4.c x x x 8 .80 .79 .79
2.5.a x 8 .69 .65 .65
2.5.b x x 8 .74 .72 .72
2.5.c x x x 8 .84 .84 .84
2.6.a 10? .72 .69 .70
2.6.b x 10? .81 .81 .81
2.6.c x x 10? .90 .90 .90
Table 4: Mean Precision P̄ , mean Recall R̄, and mean F-Measure F̄ for different
evaluation conditions (compare Sect. 5.2) for the electric guitar.
scores—F̄ = .93 for the bass guitar (4 classes) and F̄ = .90 for the electric gui-
tar (6 classes)—for the configurations 1.6 and 2.6. These results indicate that
the presented method can be successfully applied in different application tasks
that require an automatic estimation of the played instrument string. In contrast
to [16], we did not make use any knowledge about the musical context such as
derived from a musical score.
We performed a baseline experiment separately for both instruments using
Mel Frequency Cepstral Coefficients (MFCC) as features as well as LDA and
SVM for feature space transformation and classification, respectively (compare
Sect. 4.3). The same experimental conditions as in configuration 1.6. and 2.6.
(see Sect. 5.2) were used. The classification results were performed and evaluated
on a frame level. A 10-fold stratified cross-validation was applied and the results
were averaged over all folds. We achieved classification scores of F̄ = .46 for the
bass guitar and F̄ = .37 for electric guitar.
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6 Conclusions
In this paper, we performed several experiments towards the automatic classifi-
cation of the string number from given isolated note recordings. We presented
a selection of audio features that can be extracted on a frame-level. In order
to improve the classification results, we first apply a plausibility filter to avoid
non-meaningful classification results. Then, we use an aggregation of multiple
classification results that are obtained from adjacent frames of the same note.
Highest string classification scores of F̄ = .93 for the bass guitar (4 string classes)
and F̄ = .90 for the electric guitar (6 string classes) were achieved. As shown
in a baseline experiment, classification systems based on commonly-used audio
features such as MFCC were clearly outperformed for the given task.
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separation techniques: Preliminary study
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Abstract. The automatic beat tracking from audio is still an open re-
search task in the Music Information Retrieval (MIR) community. The
goal of this paper is to show and discuss a work-in-progress of how audio
source separation can be used for improving beat tracking estimations in
difficult cases of music audio signal with highly predominant vocals. The
audio source separation using FASST (Flexible Audio Source Separa-
tion Toolbox) had an average improvement of beat tracking of {14,15%,
17,74%} in the F-measure and {14,21%, 25,70%} in the Amlt of Klapuri
and Degara systems respectably in a dataset of 20 songs excerpt.
Keywords: Beat tracking, Source separation, Predominant voice
1 Introduction
The task of Beat tracking is related to the detection of the main pulse beat,
defined as “one of a series of regularly recurring, precisely equivalent stimuli”
[1]. For Western music, a hierarchical metrical structure is found in different
time scales, and the most common ones are: the tatum period, defined as “a
regular time division that mostly coincides with all note onsets”; and the tactus
period (the perceptually most prominent period), defined as the rate at which
most people would regularly tap their feet, hands or finger in time following the
music.
Beat is a relevant audio descriptor of a piece of music, which represents the
speed of the piece under study. For that reason, much research within the Music
Information Retrieval (MIR) community has been devoted to finding ways to
automate its extraction and many algorithms have been proposed. Beat track-
ing algorithms have been used in different application contexts, such as music
retrieval, cover detection, playlist generation, and beat synchronization for au-
dio mixing, structural analysis and score alignment. Many approaches for beat
tracking have been proposed, and some efforts have been devoted to their quan-
titative comparisons to find other ways to emphasize and detect the rhythm
accents in music, but it’s not still clear in which kind of music or interpretations
the beat trackers have problems to detect the beats.
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A recent study in beat tracking difficulty [2] presented a technique for es-
timating the degree of difficulty of musical excerpts in beat tracking based on
the mutual agreement between a committee of beat tracking algorithms. In this
study an audio dataset was built containing 678 excerpts of 40s length from
various musical styles such as classical, chanson, jazz, folk and flamenco. In this
study difficult cases for beat tracking songs with strong and expressive voice were
found. Even with a stable accompaniment, beat trackers encountered problems.
The goal of this paper is to present and discuss a work-in-progress of the im-
provement of beat tracking estimation in difficult cases with highly predominant
vocals, using FASST (Flexible Audio Source Separation Toolbox). Based on the
evidence, a discussion of the results and ideas for future work are presented.
This paper is structured as follows. First, we present current challenges for
beat tracking, followed by the hypothesis of the experiment. Second, Each part
of the evaluated system is briefly explained. Third, we present the results of
each beat tracking experiment. Finally, we provide some discussions, limitations,
future work and conclusions of this study.
2 Experiment Hypothesis
The hypothesis of this experiment originated from previous research on: auto-
matic beat tracking with percussive/ harmonic separation [3] and tempo esti-
mation that uses source separation [4] or percussive/harmonic separation[5] to
improve tempo detection. Based on this research, a source separation technique
is proposed to improve beat tracking in difficult cases with highly predominant
vocals and quiet accompaniment.
3 Experimental Framework
The main goal of the experiment is to evaluate if audio source separation tech-
niques improve the beat tracking systems. The experiment consists of an eval-
uation of two beat tracking algorithms on 20 audio song excerpts (highly pre-
dominant vocals) before and after a process of source separation.
3.1 Audio Beat Trackers
Two different systems were used for this experiment:
1. The Matlab implementation of the well-known Audio Beat tracking sys-
tem by Anssi Klapuri [6], which uses the differentials of loudness in 36 frequency
subbands as audio features which are then combined in four signals. These sig-
nals measure the degree of musical accentuacion over time. The pulse induction
block is a bank comb filter. The algorithm estimates the tatum, the beat and
the measure through probabilistic modeling the relationships and temporal evo-
lutions.
2. The Matlab implementation of Degara’s beat tracker by Norberto De-
gara [7], analyzes the input musical signal based on complex spectral difference
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method and extracts a beat phase and a beat period salience observation signal,
with this info estimates the time between consecutive beat events and exploits
both beat and non-beat information by explicitly modeling non-beat states. In
addition to the beat times, a measure of the expected accuracy of the estimated
beats is provided. The quality of the observations used for beat tracking are
measured and the reliability of the beats is automatically calculated. The ac-
curacy of the beat estimations are predicted by a k-nearest neighbor regression
algorithm.
3.2 Audio Source Separation
The Matlab software tool named Flexible Audio Source Separation Toolbox
(FASST) [10] we used as a source separation tool for the experiment. The frame-
work can incorporate prior information about the audio signal. The basic exam-
ple (EXAMPLE prof rec sep drums bass melody.m) contains information allow-
ing the separation of the following four sources: Bass, Drums, melody (singing
voice or leading melodic instrument) and remaining sounds (other).
The Framework FASST is available in http://bass-db.gforge.inria.fr/fasst/
3.3 Music Material
The audio files used in the experiment are a subset of 20 excerpts from the
databases used in [2]. It consists of difficult song cases of audio beat tracking
with highly predominant vocals and the format is the same for all: mono, linear
PCM, 44100 Hz sampling frequency, 16 bits resolution. Each excerpt has ground
truth annotations of the beats as described in [2]. The artist and the name of
each song are in Table 1 and Table 2.
3.4 Evaluation methods
We contrasted the beat trackers output from the original excerpts ans the output
of the source separation method. The evaluation techniques considered in this
study are:
F-measure [8] : Beats are considered accurate if they fall within a 70ms
tolerance window around annotations. Accuracy in a range from 0% to 100% is
measured as a function of the number of true positives, false positives and false
negatives.
AMLt [9]: A continuity-based method, where beats are accurate when con-
secutive beats fall within tempo-dependent tolerance windows around successive
annotations. Beat sequences are also accurate if the beats occur on the off-beat,
or are tapped at double or half the annotated tempo. The range of values for
AMLt is 0% to 100%.
It’s important to note that F-measure can increase either due to and increase
of tru positives or decrease of false positives or negatives. The Amlt measure
improvement can be due to the estimation of true positives in different metrical
levels, and continuity is not required.
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4 Results
Table 1 and Table 2 present the evaluation results of F-measure and Amlt eval-
uation for Klapuri and Degara beat tracking algorithms respectively from the
original excerpts and the source separation output files.
The average result for the original excerpts of Klapuri algorithm is {39,61%,
39,02%} for F-measure and Amlt respectively. Taking only the best beat tracking
result from the separated signals per each song, the average resultincreases to
{50,43%, 51,97%} for F-measure and Amlt respectively.
For Degara method, the average result for the original excerpts is equal to
{33,6%, 28,6%} for F-measure and Amlt respectively. Considering only the best
beat tracking result from the separated signals per each song, the average result
increases to {45,71%, 47,78%} for F-measure and Amlt respectively.
Results of Klapuri beat tracker using source separation improved 95% on
the dataset at least in one measure. F-measure values in 80% of the dataset in
a range of {0,3%, 39,67%} (50% on the Bass) and Amlt values in 90% of the
dataset in a range of {1,49%, 37,01%} (33,33% on the Bass). Results of Degara
beat tracker using source separation improved 85% on the dataset at least in
one measure. F-measure values in 75% of the dataset in a range of {1,6%, 46%}
(53,33% on the Bass) and Amlt values in 80% of the dataset in a range of {0,3%,
72,95%} (50% on the Bass).
5 Discussion, Limitations and Future work
In the presented experiment we show that, most of the time, beat tracking esti-
mations can be improved by means of source separation techniques in highly pre-
dominant vocal songs, although the expressiveness of the voice such as vibrato,
rubato, etc, can difficult beat tracking. In future work we will also consider a low
latency voice elimination technique (de-soloing) [11] as an alternative option.
5.1 Source Separation
The FASST source separation tools allow source separation without collecting
prior information about the input audio signal. One problem is the computa-
tional time because it takes more than 20 minutes to process each audio signal.
One limitation for source separation is the few implemented and tested systems
to use for academic research and implementing low latency algorithms is still a
research challenge. For future experiments different source separation systems
had to be evaluated to determine the best alternative for our problem.
From the evaluation results Bass output had better results but is not clear
which of the four outputs from the source separation is better to use in all the
cases, as it depends on the instruments present in the song. A rhythm strength
level measure per signal could be used for this purpose, so that we would apply
the beat tracking algorithm in the output signal with higher rhythm strength.
One open issue is how to combine the beat tracking estimations from the different
sources of the same song to improve beat tracking results.
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Artist - Song title Measure Original Melody Bass Drums Other
Joss Stone F-measure 26,51 31,71 34,04 29,27 32,10
Dirty Man Amlt 3,08 2,04 13,85 2,04 4,17
Edith Piaf F-measure 47,80 42,70 50,91 53,41 44,32
La Foule Amlt 22,41 35,48 44,83 56,67 56,67
Joss Stone F-measure 22,86 19,13 14,58 23,16 23,16
The Chokin’ Kind Amlt 9,88 20,99 9,09 12,96 11,11
Diana Krall F-measure 18,18 9,26 32,65 16,82 8,00
Just The Way You Are Amlt 8,00 8,00 17,33 22,67 4,00
Tomwaits F-measure 17,48 40,38 29,03 34,86 57,14
The Piano Has Been Drinking Amlt 38,46 41,51 12,68 33,93 75,47
Tomwaits F-measure 31,07 30,91 32,65 20,00 38,46
Foreign Affair.wav Amlt 18,99 25,32 20,69 8,33 18,99
Joss Stone F-measure 8,33 8,33 15,22 22,50 8,33
Understand Amlt 67,35 63,27 0,00 24,56 75,51
Tomwaits F-measure 44,44 24,24 54,35 14,58 20,45
The One That Got Away Amlt 65,00 26,09 90,32 21,21 42,37
Edith Piaf F-measure 28,32 40,35 18,18 20,34 21,43
L’Accordeoniste Amlt 13,56 23,33 13,43 17,19 8,62
Edith Piaf F-measure 50,00 26,80 79,12 28,83 21,05
Correqu’ Et Reguyer Amlt 56,63 21,82 67,35 31,33 26,42
Edith Piaf F-measure 27,87 19,67 42,59 32,73 31,67
Prisonnier De La Tour Amlt 11,34 4,11 35,59 16,39 12,37
Edith Piaf F-measure 14,81 22,43 24,30 29,36 33,64
Il Pleut Amlt 7,69 14,06 4,71 9,41 18,75
Diana Krall F-measure 36,17 15,53 31,11 34,34 31,11
Abandoned Masquerade Amlt 40,00 17,57 45,90 30,00 36,07
ABBA F-measure 80,65 77,42 47,62 93,55 75,41
The Winner Takes It All Amlt 83,87 87,10 43,75 96,77 80,65
Tony Bennett F-measure 21,74 18,60 42,55 31,11 24,39
i used to be colourblind Amlt 35,48 6,90 56,25 33,33 27,59
Ivor Novello F-measure 17,54 29,51 32,65 3,70 18,87
I Can Give You Amlt 14,29 21,88 20,00 17,86 13,79
Joe Cocker F-measure 80,28 77,14 28,57 52,35 68,57
That’s the way her love is Amlt 85,92 90,14 14,44 44,87 94,37
Roberto Goyeneche F-measure 74,29 38,46 67,29 51,92 78,10
Ventanita florida Amlt 81,13 40,38 67,27 48,08 81,13
Bruce Springsteen F-measure 87,34 11,45 28,00 82,82 86,34
Thunder Road Amlt 85,34 73,68 9,20 79,82 86,84
Meat Loaf F-measure 56,60 39,75 41,10 36,76 52,56
Bat out of hell Amlt 31,97 30,61 25,00 30,65 26,53
Table 1. F-measure and Amlt results for Klapuri beat tracking algorithm
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Artist - Song title Measure Original Melody Bass Drums Other
Joss Stone F-measure 36,70 23,93 46,15 32,97 26,83
Dirty Man Amlt 38,16 14,29 0,00 38,46 3,08
Edith Piaf F-measure 44,32 40,82 40,41 40,21 29,32
La Foule Amlt 30,43 3,75 1,30 30,14 6,67
Joss Stone F-measure 13,46 17,58 41,07 32,20 28,57
The Chokin’ Kind Amlt 14,29 20,00 46,91 35,80 32,94
Diana Krall F-measure 17,02 14,29 39,25 20,00 22,86
Just The Way You Are Amlt 7,14 16,67 46,67 17,33 21,33
Tomwaits F-measure 34,11 21,24 22,61 33,33 35,71
The Piano Has Been Drinking Amlt 10,48 23,33 24,19 26,23 40,68
Tomwaits F-measure 36,04 29,63 23,85 21,36 24,00
Foreign Affair.wav Amlt 36,71 32,91 18,99 5,06 17,72
Joss Stone F-measure 17,78 7,84 14,74 5,48 25,32
Understand Amlt 17,91 0,00 0,00 28,00 28,57
Tomwaits F-measure 27,72 24,49 52,75 9,88 25,26
The One That Got Away Amlt 28,17 30,88 83,61 6,78 44,62
Edith Piaf F-measure 29,06 21,05 11,97 21,85 14,68
L’Accordeoniste Amlt 15,87 16,67 14,29 20,00 16,36
Edith Piaf F-measure 32,08 38,33 36,36 20,00 18,00
Correqu’ Et Reguyer Amlt 13,25 38,55 49,40 14,46 8,62
Edith Piaf F-measure 34,38 32,06 54,17 43,56 35,29
Prisonnier De La Tour Amlt 23,71 25,77 73,47 46,15 30,19
Edith Piaf F-measure 19,64 18,69 23,21 27,35 28,57
Il Pleut Amlt 7,06 4,71 10,59 21,18 16,36
Diana Krall F-measure 28,30 17,65 21,95 24,14 24,49
Abandoned Masquerade Amlt 15,58 5,48 24,56 0,00 20,29
ABBA F-measure 31,43 32,88 16,67 77,42 27,45
The Winner Takes It All Amlt 7,69 0,00 29,41 80,65 0,00
Tony Bennett F-measure 20,00 32,65 38,10 16,00 17,02
i used to be colourblind Amlt 31,43 44,12 44,83 34,29 28,13
Ivor Novello F-measure 57,14 35,29 25,00 64,52 34,62
I Can Give You Amlt 44,12 3,45 25,00 54,55 4,35
Joe Cocker F-measure 59,15 46,81 69,01 32,43 41,42
That’s the way her love is Amlt 84,51 71,83 81,69 27,66 36,73
Roberto Goyeneche F-measure 16,36 12,84 37,84 31,48 59,62
Ventanita florida Amlt 44,83 52,63 32,20 33,93 67,31
Bruce Springsteen F-measure 76,39 39,60 34,04 29,95 55,70
Thunder Road Amlt 70,83 14,16 37,70 13,51 50,00
Meat Loaf F-measure 40,94 43,02 71,74 52,24 42,86
Bat out of hell Amlt 29,93 30,61 40,14 31,67 31,29
Table 2. F-measure and Amlt results from Degara beat tracking algorithm
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5.2 Data
It’s important to note that this evaluation has been specifically carried out for
difficult beat tracking cases with highly predominant vocals in the audio signal
and one limitation is found with these kinds of cases from the beat tracking
databases that exist right now with ground truth. For future evaluation, more
data with these issues could be collected using an automatic identification sys-
tem of difficult examples for beat tracking[2] and manually classifying highly
predominant vocals cases, or by using an automatic highly predominant vocals
detection system.
Most of the source separation algorithms use the spatial information to im-
prove the separation. In this evaluation the datasets are mono audio signals. For
future evaluations, it would be good to add some stereo song excepts.
5.3 Beat Tracking
The song excerpt with best improvement of F-measure (13,46% to 41,07%) with
Degara algorithm is the sameas the Klapuri has the lowest improvement (22,86%
to 23,16%), but the Klapuri algorithm reach better F-measure result for this
song excerpt. One limitation of the beat tracking evaluation is the use of differ-
ent measures to determinate the good performance of the systems. There is no
consensus on how to measure with a single value, or which evaluation measure
is more reliable for beat tracking proposes.
The Beat tracking in the source separated signals fail when the accompani-
ment had pauses, tempo changes and the principal metrical level is a musical
combination between of all the instruments and the voice (e.g Diana Krall -
Abandoned Masquerade).
Another limitation is the lack of methodology to combine the beat tracking
results from different algorithms. For future work this evaluation can be per-
formed with more beat trackers to extend the results of the experiment and
establish more accurate statements of the advantage of use source separation
for improve beat tracking. The evaluation and research of this method can be
applied like a pre-process stage in beat tracking.
6 Conclusions
The audio source separation made by FASST algorithm had an average im-
provement of beat tracking of {14,15%, 17,74%} in the F-measure and {14,21%,
25,70%} in Amlt of Klapuri and Degara systems.
Comparing only the best result from each separated signals per song with
the original beat tracking result, the Klapuri and Degara algorithms enhanced
the average results in {10,81%, 12,1%} for F-measure and {12,96, 19,18%} for
Amlt value respectively.
The Bass output from the source separation enhanced the beat tracking
results in the dataset more than the other outputs at least in 50% on F-measure
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and 33% on the Amlt for Klapuri and Degara Beat trackers. This is the clearest
and common instrument output in most of the songs on the dataset.
Audio source separation could then be used as a pre-process stage for improv-
ing beat tracking estimation in difficult songs with highly predominant vocals,
without changing the beat tracking algorithm.
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Abstract. We have previously proposed a structured sparse approach
to piano transcription with promising results recorded on a challenging
dataset. The approach taken was measured in terms of both frame-based
and onset-based metrics. Close inspection of the results revealed prob-
lems in capturing frames displaying low-energy of a given note, for exam-
ple in sustained notes. Further problems were also noticed in the onset
detection, where for many notes seen to be active in the output tran-
cription an onset was not detected. A brief description of the approach
is given here, and further analysis of the system is given by considering
an oracle transcription, derived from the ground truth piano roll and the
given dictionary of spectral template atoms, which gives a clearer indi-
cation of the problems which need to be overcome in order to improve
the proposed approach.
Keywords: Automatic Music Transcription, Sparse representations
1 Introduction
Automatic Music Transcription (AMT) is the attempt for machine understand-
ing of musical pieces. Many methods proposed for AMT use atomic decompo-
sitions of a spectrogram with spectral basis atoms representing musical notes.
The atoms may be learned online, using methods such as Non-negative Matrix
Factorisation (NMF) [6] or sparse dictionary learning [8]. Alternatively a dictio-
nary may be learnt o!ine, and the decomposition performed using methods like
P-LCA [9] or sparse coding [4].
Often the output from AMT systems is displayed and understood through a
piano roll, a pitch time representation relating the onsets and o"sets of pitched
note events. AMT performance is measured by comparing a computed piano roll
with a given ground truth. Often the performance measures are frame-based,
with true positives, false negatives and false positives denoted in the derived
piano roll and several metrics have been proposed which use these annotations.
An alternative perspective to measuring AMT performance is an event-based
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analysis [5]. Event-based metrics compare AMT performance in terms of the
number of notes for which a correct onset is found within a time-based tolerance.
We have previously proposed an AMT system using structured sparse repre-
sentations [7] which produced promising results for both frame- and event-based
transcription. Visual inspection of the resultant energy-based piano rolls suggests
that this approach performs well, capturing much of the energy in the signal,
while some limitations are noticed. Often it is found that the energy in the early
part of a note is captured, while later sustained elements may be missed, e"ect-
ing the frame-based analysis. Errors are also noted in the event-based analysis,
for which a simple threshold-based onset detection system was used.
These observations lead us to perform an oracle analysis of the system, in
order to investigate the causes of these errors, which could possibly reside in
either the dictionary used, the transcription system or in the onset detection
system. As the system is ultimately based on a (non-negative) least squares
analysis, an oracle transcription can be derived by decomposing the signal at
each point in time using non-negative least squares (NNLS) with only the atoms
representing the notes active, as given by the ground truth, at that time. In
the rest of this paper, we describe briefly the AMT system used and the oracle
transcription, before analysing the results given by the oracle transcription.
2 Transcription Using Structured Sparse Representations
Sparse representations seek to form the approximation s ! Dt where s is a
signal vector, D is a dictionary of atoms, and t is a coe#cient vector which is
sparse, having few non-zero coe#cients. Algorithms for solving sparse represen-
tation problems include Orthogonal Matching Pursuit (OMP) [11] which selects,
iteratively, the atom most correlated with the residual error and adds this to the
support, or collection of selected atoms. At each iteration the supported atoms
are backprojected onto the initial signal, giving interim coe#cients and a new
residual error. Another approach to sparse approximation is the Basis Pursuit
(BP) [12], for which many algorithms can be used to solve the optimisation
min
t
"s#Dt"22 + !"t"1 (1)
where the second term is a penalisation term which promotes sparsity.
Music transcription can be thought of as an inherently sparse problem, as
only a few notes are active at a given time. In this work non-negative sparse
representations are required to decompose the magnitude spectogram. In group
or block sparse representations, it is assumed that certain atoms tend to be active
together. This assumption can be leveraged for transcription purposes, as in the
previous work [7], allowing several atoms to be used together to represent a note,
thereby a"ording the possiblilty to capture better the dynamics of the frequency
spectrum of a note, and hopefully reducing the error in the transcription system.
In this prior the block of atoms used to represent each note was made of a fixed
number, P , of atoms which were adjacent in the dictionary D $ %M!K . Here
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K = L&P where L is the number of groups, thereby defining a set of indices G
for the group-based dictionary:
G = {Gl|Gl = {P & (l # 1) + 1, ..., P & l}}'l $ {1, ...., L}.
In [7] a variant of the Non-negative Basis Pursuit (NN-BP) algorithm [1]
was proposed which we call NN-BP(GC). This variant di"ers from the NN-
BP algorithm only through the calculation of a group coe#cient, on which the
thresholding step is performed, and is outlined in Algorithm 1. Transcriptions
using this method had high recall, as many true positives were recovered, while
displaying low accuracy as many false positives were also found, though many
of the false positives were seen to be of low energy. This poor performance may
be due partially to the lack of explicit group penalisation in this method.
A non-negative group version of OMP called Non-negative Nearest Subspace
OMP (NN-NS-OMP) was also proposed. This was seen to su"er from a failure
to capture low energy atoms, and harmonic jumping was seen to have a negative
e"ect on time continuity in note events in the piano roll. As the method is iter-
ative, a stopping condition needs to be selected, and it was found that selection
of an apt stopping condition was tricky.
Algorithm 1 NN-BP(GC)
Input
D! "M!K+ , S! "M!N+ , !, T0 = DTS, " = 1L!N
repeat
tk,n #$ tk,n [D
TS]k,n
[DTDT]k,n + #
until a fixed number of iterations
GCl,n =
!
TGl ,n %(l, n)
GCl!,n! = 0 ; "l!,n! = 0 %{l", n"} s.t. GCl!,n! < ! & maxGC
Molecular sparsity [2] was proposed as an extension of greedy sparse algo-
rithms, in which several atoms related through proximal structure were selected
together at each iteration, based on a coe#cient system which considered several
atoms simultaneously. This approach has the advantage of favouring structure
in the decomposition. For example in the Molecular Matching Pursuit (MMP)
[2], a molecule of time-persisting tonal elements were extracted from the spec-
trogram at each iteration by performing tracking through time from an initially
selected atom until the onset and o"set of the tonal element were found, and all
interim atoms were selected.
Initial attempts to build a molecular transcription system were seen to fail
when polyphony grew as it became di#cult to track pitched atoms (or groups
of atoms), due to high projection values being present beyond the onset and
o"set points of a note, in particular when notes which were similarly pitched
or harmonically related were active there. This led to a two-step approach. As
previously mentioned the NN-BP(GC) displayed high recall and it was observed
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that notes displayed time continuity in otherwise very noisy transcriptions, and
it was proposed to first decompose the spectrogram using the NN-BP(GC).
Isolated atom supports were pruned and clustering of time-persisting atoms into
molecules was performed on the sparse support !. The molecules were then input
to a greedy method called Molecular Non-negative Nearest Subspace OMP (M-
NN-NS-OMP) which selects at each iteration one predetermined molecule.
Algorithm 2 M-NN-NS-OMP
Input
D ! "M!K+ , S ! "M!N+ , " ! {0, 1}L!N , G, $
Initialise
i = 0; % = 0L!N ; B = {&n|&n = {}%n ! {1, .., N}}
repeat
i = i + 1
Get group coefs ' and smoothed coefs '̄
xGl ,n = arg minx 'rin $ DGl x'22 s.t. x ( 0 %l ! "n
'l,n = 'xGl ,n'1 ; '̄l,n =
n+"#1"
n!=n
'l,n!/$
Select initial atom and grow molecule
{l̂, n̂} = arg maxl,n '̄l,n
nmin = min n̄ s.t. "l̂,# = 1, ( = {n̄, ..., n̂}
nmax = max n̄ s.t. "l̂,# = 1, ( = {n̂, ..., n̄}
&n = &n ) l̂ %n ! ( = {nmin, ..., nmax}
Calculate current coe!cients and residual
tG!n ,n = mint 'sn $ DG!n t'
2
2 %n ! (
ri+1n = sn $ DG!n tG!n %n ! (
until stopping condition met
The M-NN-NS-OMP algorithm returns a sparse group coe#cient matrix, T,
and the transcription performance using this approach was measured with both
frame-based and onset-based analysis. The frame-based analysis is performed
by comparing a ground truth and the derived transcription. Each frame which
is found to be active in both the ground truth and the transcription denotes a
true positive - tp while frames which are active only in the ground truth and
transcription denote false negatives -fn and false positives - fp, respectively.
For event-based analysis, onset detection was performed on T. An simple
threshold-based onset detector was used, based upon the one used in [10] which
registered an onset when a threshold value was surpassed and subsequently sus-
tained for a given number of successive frames for a note in the coe#cient matrix
T. A tp was registered when the onset was detected within one time bin of a
similarly pitched onset in the ground truth. Similar to the frame-based analysis,
an onset found only in the ground truth registered a fn, and an onset found only
in the transcription registered a fp.
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Using these markers the following metrics are defined for both frame- and
event-based transcription; Acc = tp& 100/(tp + fp) relates the accuracy of the
system in finding correct frames; the recall Rec = tp & 100/(tp + fn) defines
the performance in terms of the amount of correct frames found relative to the
number of active frames in the ground truth; F = 2 ( Acc ( Rec/(Acc + Rec)
defines overall performance, considering both false positives and negatives in the
measure.
2.1 Experimental Results
Transcription experiments were run using the molecular approach on a set of
pieces played on a Disklavier piano from the MAPS [3] database which includes
a midi-aligned ground truth. A subdictionary was learnt for each midi note in the
range 21# 108 from isolated notes also included in the MAPS database, and D
was formed by concatenating these subdictionaries. Transcription was performed
using the two-step NN-BP(GC) followed by M-NN-NS-OMP approach.
Onset-based Frame-based
P Acc Rec F Acc Rec F
1 78.3 74.3 76.3 69.1 73.6 71.3
2 78.8 76.2 77.5 69.0 76.4 72.5
3 77.6 77.1 77.4 69.5 78.7 73.8
4 78.8 77.3 78.1 71.8 79.3 75.3
5 78.6 77.8 78.2 72.9 80.0 76.3
Table 1. Frame-based and onset-based transcription results for the proposed molecular
approach, relative to the block size, P
We can see from the table of results the performance for both onset-based
and frame-based metrics improves with the group size P , thereby validating the
use of group sparse representations for this purpose. The experiments were run
with a common value used as the stopping condition. Further experiments have
shown that improved performance is possible using di"erent values for each group
size. In particular, an F-measure greater than 80% was achieved for frame-based
transcription for P = 5.
3 Transcription Oracle for Sparse Methods
An oracle for transcription performance is proposed. OMP-based methods use a
backprojection of the selected atoms onto the signal to produce the final coef-
ficients, thereby gives a (non-negative) least squares error solution with a given
support. As the MAPS [3] database comes with a standardised ground truth, we
consider an oracle transcription for a given dictionary, given the ground truth
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support. At each time bin we calculate the non-negative least squares solution
using only the groups of atoms Goraclen , known from the ground truth to be active
at the time bin n.
tGoraclen = mint
"sn #DGoraclen t"
2
2 s.t .t > 0 'n $ {1 , ...N } (2)
The oracle group coe#cient matrix E is formed by summing the coe#cients of
the indiviual group members
El,n =
!
ToracleGl ,n '{l ,n} (3)
4 Oracle Analysis
Using this oracle, we can probe the e"ectiveness of the approach taken to AMT.
Interesting observations were made with relation to two aspects of the transcrip-
tion system; often there is very low energy in supported atoms in E, which may
explain how the thresholding in the NN-BP(GC) e"ected the possible recall rate;
secondly, using the oracle transcription provides an insight into the e"ectiveness
of the onset detection system used.
4.1 Energy Based Thresholding
In the NN-BP(GC) algorithm, a thresholding factor " is used, which is multiplied
by the maximum value of the group sparse coe#cients GC. For the experiments
in [7], a value of " = 0.01 was used. Using this value for " it was found that
the recall rate of the NN-BP(GC) algorithm in these experiments was 87%,
and closer analysis showed that often the false negatives existed at the tail of
sustained notes, were it is expected that low energy is displayed. This recovery
rate e"ectively sets an upper bound on the possible recall rate of the M-NN-NS-
OMP.
The oracle energy matrix E was calculated for each piece from the MAPS
dataset used in the previous experiments for both ERB and STFT decomposi-
tions, both of which used dictionaries learnt from the same dataset of isolated
notes in MAPS as used in the previous work [7]. The signals were undersampled
to 22.05kHz, and the ERB spectrogram used 256 frequency bin scale with a 23ms
time window. The STFT used a 1024 frequency bin spectrogram, with a a 75%
overlap, in order to use the same time resolution as the ERB. The NN-BP(GC)
was also run for both tranforms to compare the e"ects of " thresholding.
The results are displayed in Table 2, where it seen that Recoracle, the per-
centage of frames in the oracle transcription E with higher coe#cients than the
signal dependent threshold, th = " &maxE is very similar in both transforms,
across all values of delta. A similar pattern is also seen for Rec, the recall rate us-
ing the NN-BP(GC), which is smaller than Recoracle, but again is similar across
the transforms, which suggests that the problem here is energy related, and not
related to the dictionaries. It can be seen that while the recall rate increases as
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STFT ERB
! Acc Rec Recoracle Acc Rec Recoracle
0.1 88.6 38.2 44.1 84.4 37.3 44.6
0.01 38.5 84.6 90.7 36.4 85.0 90.6
0.001 19.2 92.8 96.5 17.7 93.5 96.4
0.0001 12.7 95.2 97.1 12.2 95.6 97.0
Table 2. Analysis of e!ect of ! on Acc and Rec of NN-BP(GC) and the oracle
" decreases, the accuracy of the NN-BP(GC) is greatly reduced. Using a smaller
value of accuracy might negatively interfere with the final transcription, by intro-
ducing oversized molecules and may also e"ect on the computational load using
the current approach as the M-NN-NS-OMP will require more projections.
4.2 Onset Analysis
In the prior work, a simple threshold-based onset detection system was used,
which triggered an onset when a threshold value was surpassed and sustained
for a minimum length of time. A true positive was flagged when this trigger
happened within one time frame of a ground truth onset of the same note.
Using the optimal transcription E we can test the e"ectiveness of this onset
detection system. Experiments were run using the same parameters as in [7] and
the results are presented in Table 3.
P 1 2 3 4 5
Rec 76.2 78.5 79.5 80.1 80.1
Acc 86.4 87.1 87.0 87.3 86.8
Table 3. Onset analysis of oracle transcription E for di!erent values of P
The results are not promising given that an oracle transcription is given to
the onset detector. Closer inspection of the individual results reveal systematic
flaws in the onset detection. False positives are often found when a sustained
note is retriggered by oscillation around the threshold value, behaviour which
is often found in the presence of other note onsets and may be due to transient
signal elements e"ecting the smoothness of the decomposition across time. Sev-
eral common types of false negative were found. It is found that a note replayed
with minimal time between the o"set of the original event and the onset of the
following event may produce a false negative where the observed coe#cient has
not already fallen below the threshold value. When several notes onset simulta-
neously, onsets may not be detected for all of these notes. A tendency for lower
pitched notes not to trigger an onset event in the detection system is also no-
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ticed. Further to this we also find some timing errors, where a false negative and
a false positive are closely spaced.
5 Conclusion
We have previously proposed an AMT system based on group sparse representa-
tions which is relatively fast and shows promising results. An oracle transcription
has been presented here, which gives some insight into the some weaknesses in
the AMT system, as currently exists. Further work will focus on improving the
AMT system, by incorporating a more sophisticated onset detection system and
possibly using a new algorithm to perform the decomposition.
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Abstract.  
From a cognitive standpoint, the analysis of music in audiovisual contexts 
presents a helpful field in which to explore the links between musical structure 
and emotional response. 
This work emerges from an empirical study that shows strong evidence in 
support of the effect of tonal dissonance level on interpretations regarding the 
emotional content of visual information.  
From this starting point it progresses toward the design of interactive multi-
media tools aimed at investigating the various ways in which music may shape 
the semantic processing of visual contexts. A pilot experiment (work in pro-
gress) using these tools to study the emotional effects of sensory dissonance is 
briefly described.  
Keywords: Music, emotions, film-music, interactive multimedia, algorithmic 
composition, dissonance, tonal tension, interval vector, Max/MSP/Jitter. 
1 Introduction and Background 
Although research in music cognition has been growing steadily during the past 
four decades, we still lack a significant body of empirical studies concerning the 
higher levels of musical response, including the emotional and aesthetic aspects. From 
a cognitive standpoint, the analysis of music in audiovisual contexts presents a helpful 
field in which to explore the affective and connotative aspects of musical information 
[1, 2, 3]. 
This paper describes work in progress to investigate the influence of tonal disso-
nance on the emotional interpretation of visual information.  
The objectives of this paper are: 
• To report on a formal experiment showing the effect of tonal dissonance on inter-
pretations regarding the emotional content of an animated short film (Section 2). 
• To describe a series of interactive multimedia tools designed to investigate the 
various ways in which music may shape the semantic processing of visual contexts 
(Section 3).  
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• To show an example of how these tools could be used in experimental cognition 
research. In this example, I employ stochastically generated music to empirically 
study the links between sensory dissonance and emotional responses to music in a 
strictly controlled audiovisual setting (Section 3.2). 
Consonance and dissonance refer to specific qualities an interval can posses [4]. 
Tonal and sensory dissonance are sometimes used as equivalent concepts. However, 
as Krumhansl [5] has expressed, these two notions have different shades of meaning. 
Sensory dissonance designates, first of all, a psychoacoustic sensory property associ-
ated with the presence/absence of interaction between the harmonic spectra of two 
pitches [6]. Tonal dissonance includes sensory dissonance but it also captures a more 
cognitive or conceptual meaning beyond psychoacoustic effects that is typically ex-
pressed with terms such as tension or instability. The term “tonal dissonance”, as 
employed here, refers both to sensory and cognitive dissonance.  
Meyer proposed a theory of meaning and emotion in music [7]. According to his 
assumptions the confirmation, violation or suspension of musical expectations elicits 
emotions in the listener. Following this theory, researchers found association between 
specific musical structures, precise neural mechanisms and certain neurophysiological 
reactions that are strongly connected with emotions. In addition, studies focusing on 
the perception of tonal dissonance have shown that unexpected chords and increments 
in dissonance have strong effects on perceived tension [5, 8, 9, 10], which has been 
linked to emotional experience during music listening [11]. 
Tonal dissonance can be described by a number of variables [9], which have been 
already historically studied by music theorists and scientists: the tonal function of 
chords inside a musical context [12, 13, 14, 15, 16], their acoustic or sensory conso-
nance [6, 17], and melodic organization, usually referred as “horizontal motion” [18]. 
Cognitive approaches usually emphasize the importance of melodic organization 
and tonal function while sensory-perceptual theories tend to focus on psycho-
acoustical aspects. In this paper, I use the term ‘tonal dissonance’ as a synonym for 
‘tonal tension’, to refer to the effects of tonal function, sensory dissonance and hori-
zontal motion on perceived musical tension.  
2 Experimental Investigation 
This paper emerges from a formal experiment entitled “The influence of tonal dis-
sonance on emotional responses to film” [19]. The main experimental hypothesis 
predicted that, within the same film sequence (visual context), different musical set-
tings, in terms of tonal dissonance, would systematically elicit different interpreta-
tions and expectations about the emotional content of the same movie scene.  
2.1 Experimental Design 
This experiment was aimed at addressing the particular emotional effect of tonal 
dissonance induced by chord changes, controlling for other elements within musical 
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structure such as tempo, intensity, rhythm, timbre (instrumentation), etc.  This was 
achieved by working with a precise experimental design, also used by Blood et al. in 
their neuroscientific research (which investigated the cerebral activations elicited by 
tonal dissonance) [20]. It is important to note that this study sets aside other kinds of 
musical tension. Empirical evidence has shown that musical tension can be induced 
by many factors, such as rhythm, dynamics, tempo, gesture, textural density and tone 
timbre [25, 26, 27]. This work focuses on musical tension induced by tonal disso-
nance in the specific sense of tension created by melodic and harmonic motion.  
A choral piece, specifically composed for the experiment, was made to sound more 
or less consonant or dissonant by modifying its harmonic structure, producing two 
otherwise-identical versions of the same music passage. These two contrasting condi-
tions, in terms of tonal dissonance, were used as background music for the same pas-
sage of an animated short film (“Man with pendulous arms” - 1997, directed by Lau-
rent Gorgiard). 
Table 1. Cross-classification of music condition and response variable (number of participants 
and percentage of participants within condition) 
The character  feels confident is scared 
consonant 37 61.7% 23 38.3% 
dissonant 25 41.7% 35 58.3% 
The mood of the story is nostalgic sinister 
consonant 58 96.7% 2 3.3% 
dissonant 26 43.3% 34 56.7% 
The character is trying to create something to destroy something 
consonant 45 75% 15 25% 
dissonant 27 45% 33 55% 
The character  is a fantasy character is monstrous 
consonant 53 88.3% 7 11.7% 
dissonant 39 65% 21 35% 
Genre of the short film Drama Horror 
consonant 59 98.3% 1 1.7% 
dissonant 42 70% 18 30% 
The character  is alienated is sad 
consonant 11 18.3% 49 81.7% 
dissonant 35 58.3% 25 41.7% 
Character’s actions directed by his own will external influence 
consonant 50 83.3% 10 16.7% 
dissonant 35 58.3% 25 41.7% 
The end of the short film  will probably be hopeful will probably be tragic 
consonant 41 68.3% 19 31.7% 
dissonant 29 48.3% 31 51.7% 
The character is trying to protect himself to search something 
consonant 47 78.3% 13 21.7% 
dissonant 44 73.3% 16 26.7% 
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A total of 120 healthy volunteers with normal hearing took part in this experiment. 
The participants were randomly sampled from students at Argentine Catholic Univer-
sity. Two independent samples were used (60 participants each). The subjects were 
randomly assigned to two groups, one of which saw an animated short film with the 
“consonant music” condition and the other saw the same film with the “dissonant 
music” condition. At the end participants were asked to answer a survey about their 
associations and expectations towards the main character and the overall story of the 
film. The survey used 9 single-selection questions, asking participants to choose only 
one item from two items given. Table 1 shows participants’ answers within each mu-
sic condition.  
2.2 Experimental Results 
Eight out of nine response variables were found associated with the explanatory 
variable (tonal dissonance level). The variable related to the character’s objective (at 
the bottom of Table 1) was the only variable that did not reach significant association 
with tonal dissonance level.  
For the eight response variables where association was found, two ways to summa-
rize the strength of the association are presented: the difference of proportions, form-
ing confidence intervals to measure the strength of the association in the population, 
and the odds ratio (Table 2). 
When measuring the strength of the association, variables related to the mood in 
the story, the emotional state of the character and the interpreted genre of the short 
film were found to have the strongest association with dissonance level in background 
music (grey cells). 
Table 2. χ2, Difference of proportions and Odds Ratio 
  
 
Differ. of proportions 
Odds 
Ratio Odds  
Variable χ2(p value) p1-p2 95% CI OR Con Dis 
Intentions (create/destroy) 11.2(<.01) 0.3 [.133, .467] 3.667 3 0.8 
Feeling (confident/scared) 4.80(<.05) 0.2 [.025, .035] 2.252 1.6 0.7 
Mood (nostalgic/sinister) 40.6(<.01) 0.53 [.401, .667] 37.92 29 0.7 
Emot.state (sad/alienated) 20.3(<.01) 0.4 [.241, .559] 6.236 4.4 0.7 
Actions (own will/external) 9.07(<.01) 0.25 [.094, .406] 3.571 5 1.4 
Class (fantasy/monstruous) 9.13(<.01) 0.23 [.087, .379] 4.077 7.5 1.8 
Genre (drama/horror) 18.0(<.01) 0.28 [.163, .403] 25.28 59 2.3 
Ending (hopeful/tragic) 4.93(<.05) 0.2 [.027, .373] 2.307 2.1 0.9 
For example, Table 2 shows that there was a rise of 0.4 in the proportion that inter-
preted the emotional state of the character as sad among participants who saw the film 
with consonant music. Also, we may infer, with 95% confidence, that p1 (the propor-
tion of people seeing the film with consonant music and interpreting the character’s 
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emotional state as sad) may be as much as between [0.241, 0.559] larger than p2 (the 
proportion of people seeing the film with dissonant music and interpreting the charac-
ter’s emotional state as sad). 
In addition, from Tables 1 and 2, we observe that for the consonant music condi-
tion the proportion of people who interpreted the character’s emotional state as sad 
equals 49 / 11 = 4.4545.  The value of 4.45 means that, for participants who saw the 
film with consonant music, there were 4.45 participants who interpreted the charac-
ter’s emotional state as sad, for every 1 person in the dissonant condition. On the oth-
er hand, for the dissonant music condition the proportion of people who interpreted 
the character’s emotional state as sad equals 25 / 35 = 0.7143. Equivalently, since 35 / 
25 = 1 / 0.7143 = 1.4, this means that there were 1.4 participants in dissonant condi-
tion who interpreted the character’s emotional state as alienated for every 1 person in 
consonant condition. For the consonant music condition, the odds of interpreting the 
character’s emotional state as sad were about 6.2 times the odds of the same interpre-
tation for the dissonant music condition. 
The results of this experiment offer strong evidence in support of the effect of tonal 
dissonance level (in film music) on interpretations regarding the emotional content of 
visual information.  
2.3 Discussion of Experimental Results 
The empirical research described supports and confirms previous research on mood 
congruency effects [1], and can be interpreted within Annabel Cohen’s Congruence-
Associationist framework of the mental representation of multimedia [2, 3].  
In this work, tonal dissonance level was experimentally isolated in order to analyze 
a particular feature within the multiple musical structures that may elicit musical emo-
tions. As pointed in section 2.1., this study was focused on musical tension induced 
by chord changes. Other important factors that contribute to the building and release 
of musical tension, such as timbre, dynamics, textural density, etc., which were con-
trolled in the experiment, are not examined in the present discussion. 
Results revealed that the background music significantly biased the affective im-
pact of the short film. Generally, the consonant music condition guided participants 
toward positive emotional judgments, while dissonant music guided participants to-
ward negative judgments. In addition, the dissonant background music seems to have 
rendered the interpretation more ambiguous when compared to the higher percentages 
for the positive judgments in the consonant condition. However, additional research is 
needed to further examine this hypothesis since the present experiment did not in-
clude a visual alone condition, which would be necessary to control for the effects of 
visual content by itself.   
Music theory provides technical descriptions of how styles organize musical 
sounds and offers insights about musical structures that might underlie listeners’ in-
terpretations. Within the general perspective of post-tonal music theory, Allen Forte 
has introduced the notion of interval-class content [21]. This concept, widely used in 
the analysis of atonal twentieth-century music, offers an interesting approach to quali-
fying sonorities. A pitch interval is simply the distance between two pitches, meas-
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ured by the number of semitones. The ordered pitch intervals (ascending or descend-
ing) focus attention on the contour of the line. The unordered pitch intervals ignore 
direction of motion and concentrate entirely on the spaces between the pitches. An 
unordered pitch-class interval is the distance between two pitch classes, and it is also 
called interval class [28]. Because of octave equivalence, compound intervals (inter-
vals larger than an octave) are considered equivalent to their complements in mod 12. 
In addition, pitch-class intervals larger than six are considered equivalent to their 
complements in mod 12. The number of interval classes a sonority contains depends 
on the number of distinct pitch classes in the sonority. For any given sonority, we can 
summarize the interval content in scoreboard fashion by indicating, in the appropriate 
column, the number of occurrences of each of the six interval classes (occurrences of 
interval class 0, which will always be equal to the number of pitch classes in the so-
nority, are not included). Such scoreboard conveys the essential sound of a sonority. 
Table 3 summarizes interval class content for the first measure of the experimental 
transformation used in this study to create contrasting conditions (Figure 1). The 
comparative dissonant condition was obtained by lowering, by a semitone, the second 
violin, viola and violoncello lines, while keeping the other instruments in their origi-
nal position (at their original pitch). Thus, the level of dissonance was uniform 
throughout a given version. The analysis, therefore, can generally represent the com-
parative level of dissonance throughout.  
Table 3. Interval Content of the two music conditions 
Consonant condition - Interval Class content 
Interval Class 1 2 3 4 5 6 
No. of occurrences 0 0 3 6 5 0 
Dissonant condition - Interval Class content 
Interval Class 1 2 3 4 5 6 
No. of occurrences 4 2 2 3 6 2 
 
Fig. 1. Score of the consonant and dissonant music conditions (first measure) 
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The consonant condition is primarily governed by collections of intervals consid-
ered to be consonant (thirds, fourths and fifths). In contrast, the use of dissonant inter-
vals in the dissonant version (major second, minor second and tritone) has a very 
specific emotional effect that is reflected in the participants’ interpretations.  
3 Future Work: Interactive Multimedia Tools for Experimental 
Research on Interval Content and Musical Emotions 
The described experiment stimulated the investigation of tonal [15] and post-tonal 
[21] interval theory, and the parallel design of interactive multimedia tools to empiri-
cally analyze the effects of interval content on musical emotions.  
3.1 Background Elements 
Within the tonal perspective, Paul Hindemith’s work is especially noteworthy [15]. 
According to Hindemith, the overtone series system (see Figure 2) gives a complete 
proof of the natural basis of tonal relations. In general, as new intervals are intro-
duced, the stability decreases and the two tones involved are considered more distant 
in their relation. All music theories have a general agreement on this model.  
Fig. 2. Overtone series with intervals labeled 
 
This theory has several links with the concept of sensory dissonance as studied in 
the psycho-acoustic literature [6, 22, 23, 24]. According to this model, the most con-
sonant intervals would be the ones that could be expressed with simple frequency 
ratios, which has been supported by psychological study. Intervals such as the unison 
(1:1), the octave (2:1), perfect fifth (3:2), and perfect fourth (4:3) are regarded as the 
most consonant. Intermediate in consonance are the major third (5:4), minor third 
(6:5), major sixth (5:3), and minor sixth (8:5). The most acoustically dissonant inter-
vals (composed of frequencies the ratio between which is not simple) are the major 
second (9:8), minor second (16:15), major seventh (15:8), minor seventh (16:9), and 
the tritone (45:32).  
From the perspective of atonal theory, Allen Forte’s work provided a general theo-
retical framework from where to start the exploration of intervals in a new way, a way 
that was intimately concerned with the idea of sonority [21]. He explained that differ-
ent types of sonorities could be generally defined by listing their constituent intervals. 
In the previous experiment, I showed how the two music conditions could be de-
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scribed in terms of interval content. Forte introduced the basic concept of “interval 
vector” to analyze the properties of pitch class sets and the interactions of the compo- 
nents of a set in terms of intervals. An interval vector is an array that expresses the 
intervallic content of a set. It has six digits, with each digit standing for the number of 
times an interval class appears in the set [21]. According to Forte, such interval vector 
conveys the essential sound (color, quality) of a sonority. 
3.2 ‘Intermedia Patch’. Cross-modal Research on Intervals and Visuals 
The interactive multimedia tools presented in this section, called ‘Intermedia 
patch’, were built to explore the interval vector theory in a practical and strictly con-
trolled setting, in order to experimentally study the links between sonority and emo-
tional response. The patch works with an initial supply of intervals and allows to ex-
periment with different algorithmic composition techniques, allowing a detailed con-
trol over many coincident variables such as loudness, rhythm, timbre, melody, intensi-
ty and instrumentation. 
Fig. 3. Intermedia patch built with Cycling’74 Max/MSP/Jitter (top) that allows to simultane-
ously work with images created with Maxon Cinema 4D software (bottom) 
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The patch not only provides a programming environment for analyzing different 
types of sonorities based on interval selection (Figure 3 top), it also allows to simulta-
neously work with images (Figure 3 bottom), enabling the study of mood congruency 
effects between sound and visuals. 
The tool is currently being tested in a pilot study (in progress), which employs the 
patch for the creation of sound stimuli. In this experiment I opted to analyze the emo-
tional reactions induced by interval content. Participants are asked to see a short ani-
mation created for this study, with stochastically generated background music.  
Participants are randomly assigned to three independent groups; one control group 
sees the animation without music, a second group sees the animation with a consonant 
interval content as background music (interval set: 5-7-12, all perfect consonances), 
and a third group sees the same animation with a dissonant interval content (1-2-6, all 
dissonances). Immediately after viewing the clip, participants are asked to complete a 
series of bipolar adjective ratings representing the three connotative dimensions: ac-
tivity, potency and valence.  
The question posed in this study is whether two contrasting examples of back-
ground music, in terms of interval content, can selectively bias observers’ emotional 
interpretation of visual information. People who have internalized the Western tonal 
music conventions normally respond to certain sonorities in a specific manner. The 
main experimental hypothesis predicts that, in particular, the valence dimension 
should differ significantly under these two conditions. Positive results would confirm 
mood congruency effects induced exclusively by interval content (surface or sensory 
consonance). 
4 Conclusions  
The empirical research included in this paper supports and confirms previous stud-
ies that have examined, from a cognitive perspective, the role of music on the inter-
pretation of a film or a video presentation [1, 2, 3]. The results offer strong evidence 
in support of the effect of tonal dissonance level on interpretations regarding the emo-
tional content of visual information. Moreover, it gives insights to the richness and 
potentiality of the aural “palette”, since extensive effects on the emotional interpreta-
tion of visual contexts may be directed by the manipulation of a single musical struc-
ture feature (tonal dissonance).  
Studies such as this demonstrate associations between aspects of musical structure 
and musical meaning, which then becomes automatically attached to the visual con-
tent or implied narrative that is in the focus of the spectator’s attention. 
The positive results of this study indicate that further research that systematically 
examines the multiple and subtle ways in which music performs elaborative functions 
in the comprehension of visual contexts should be pursued. The interactive multime-
dia tools introduced in section 3 are aimed at exploring this path. These tools incorpo-
rate a variety of potential variables in both musical sound and transformations of the 
visual stimuli for experimental purposes, providing a foundation on which future 
research could build. 
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Abstract. Auditory-visual looming (the presentation of objects moving
in depth towards the viewer) is a technique used in film (particularly
those in 3D) to assist in drawing the viewer into the created world. The
capacity of a viewer to perceptually immerse within the multidimensional
world and interact with moving objects, can be affected by the sounds
(audio cues) that accompany these looming objects. However the extent
to which sound parameters should be manipulated remains unclear. For
example, the amplitude, spectral components, reverb and spatialisation
can all be altered, but the degree of their alteration and the resulting
perception generated, need greater investigation. Building on a previous
study analysing the physical properties of the sounds, we analyse peoples
responses to the complex sounds which use multiple audio cues for film
looming scenes, reporting which conditions elicited a faster response to
contact time, causing the greatest amount of underestimation.
Keywords: Auditory-Visual Looming; Sound Design; Psychoacoustics
1 Introduction
A feature of film and gaming is interacting with objects that move in space,
particularly objects that move in depth towards the viewer. Examples can be seen
in 3-D presentations where objects appear to leap out of the screen towards the
viewer; and in gaming where judgements are made to avoid or attack approaching
objects.
The sound that accompanies these looming objects can affect the extent
to which a viewer can perceptually immerse within the multidimensional world
and interact with the moving objects. To accurately generate a dynamic and rich
perception of the looming objects, the design of such complex sounds should be
based on a firm scientific foundation that encompass’ what we know about how
we visually and aurally perceive events and interactions.
2 Previous Research and Practice
Previous research on auditory looming has revealed that people associate an
approaching object with at least three attributes of sound, including interaural
temporal differences, frequency change, and amplitude change [1].
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
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In addition to finding that all three attributes of sound were associated with
a looming object, they found that the change in amplitude elicited the fastest
response to contact time, at the point in which the object passed, whilst the
change in frequency prompted a response before the object had passed [1]. This
underestimation of the contact time of a looming object, implies that the object
is approaching at a faster rate and is anticipated to contact sooner.
Later studies on auditory looming showed that people overestimate the mag-
nitude of intensity when presented with increasing stimuli [2],[3]. This implies
that the increasing intensity of the approaching object is more dramatic than it
physically is.
In an evolutionary context for both the physical and virtual worlds, these
overestimations of magnitude and underestimation of contact time provide an
advantage to the observer, giving them more time to prepare (an increased safety
margin) for the objects arrival, and to initiate the appropriate response (being
fight or flight), therefore increasing the chance of survival.
However, many of these previous auditory looming perception experiments
[1],[2],[3],[4], have been conducted in extremely controlled conditions, with the
aural stimuli consisting of simple tones (often a sine or triangle wave at 400 -
1000 Hz), and sound parameter manipulations such as an amplitude increase
(between 10 - 30 dB), frequency change (using 804 Hz - 764.6 Hz, and 602.9 Hz
- 572 Hz, which in musical terms equates to the tone and deviation of G5 ± 43
cents, and D5 ± 45 cents), and interaural temporal differences (a delay between
the channels from 0.557 ms to 0.00 ms).
Limiting these variables used in experimental conditions compromises the
ecological validity of the results, sound parameters manipulated, and real world
application.
In contrast however, the film and gaming industries require sound designers
to manipulate complex sounds, with the purpose of maximising the viewers expe-
rience, immersiveness, responsiveness to onscreen action, and overall perception
of the virtual environment.
Examination of the sound manipulation techniques that sound designers and
post production technicians use as cues for an approaching object in looming
scenes provides a basis for a broader range of variables that can then be used in
psychological studies on the perception of approaching objects.
Building upon our previous research [5] that examined the audio cues and
techniques that sound designers use to generate the perception of an object
moving in depth (looming), this research examines the percepts generated by
the complex sounds.
3 Feature Analysis Studies
DSP analysis was previously conducted on the audio track of the 27 film looming
scene samples used in this study, to understand which features the sound de-
signers and post production technicians were using as cues for auditory looming,
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how the features were manipulated, and the degree of the manipulation. Fea-
tures that were analysed include: amplitude change; amplitude levels; amplitude
slope; interaural amplitude differences; pan position; spectral centroid; spectral
range; spectral spread; spectral flux; reverb; roll-off; and image motion tracking
of the object.
In summary, our findings showed a number of similar techniques existed
between the variety of samples. This includes:
– An average amplitude increase of 62.68 dB (SD = 15.49) on a linear / near-
linear slope.
– The pan position centrally placed, and close to the image position, however
fluctuates more than the image position. This fluctuation emphasises the
spatial movement without having to hard pan to a single channel.
– An average spectral centroid increase of 1673.36 Hz.
– An average spectral flux increase of 167.0 Hz (with an average amount of
flux of 13.8 Hz at the start of the sample, and 180.8 Hz at the peak).
In contrast to the previous auditory looming studies, the feature analysis of the
film samples showed that they have:
– A greater range of variables used simultaneously to form complex looming
stimuli (compared to the simple waves in the psychoacoustic studies).
– A greater increase in the levels that the variables were manipulated (ie 62.68
dB amplitude increase in the film samples, versus 10 - 30 dB in the psychoa-
coustic studies).
4 An Investigation of Responses to Complex Looming
Sounds
This study is an extension of our previous research which examined the sound
features in the looming samples, and will examine subjects responses to the
looming stimuli that uses complex sounds produced by the sound designers and
technicians.
4.1 Aim
The aim of this study is to determine if a subjects response to a looming object
differs with the inclusion of complex designed sounds that use multiple audio
cues, as opposed to looming scenes with no sound.
4.2 Hypothesis
It is hypothesised that the combination of the multimodal (auditory-visual) pre-
sentation (with the greater number of cues used, and the greater amount of
stimuli change) will cause people to underestimate the contact time of the ap-
proaching object, thereby eliciting a faster response time than the looming scenes
with no sound.
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4.3 Method
4.3.1 Participants
A sample of 15 participants naive to the study purpose were recruited. They
were Ph.D students and Postdoc. researchers from Queen Mary, University of
London aged between 20 and 36 years (µ = 27.07 years, SD = 4.70), with more
male participants than female participants (11 male, 4 female).
4.3.2 Stimuli
The stimuli consisted of 27 film scenes that presented objects moving towards the
viewer, and were comprised of both auditory and visual components. The scenes
used are listed in Table 1. They were presented via computer with the visual
stimulus presented on the monitor, and the auditory stimulus output through a
pair of headphones.
The 27 scenes were presented in each of the three conditions - the multimodal
(sound and image) condition, and the two unimodal conditions (sound only or
image only). Each trial condition was presented once only (totaling 81 trial
presentations) and in a randomised order.
4.3.3 Apparatus
Participants were located at a computer workstation with their head distanced
approximately 40 cm from the computer monitor and eyes level with the centre
of the monitor.
A Mac Pro 1.1 with a NEC MultiSync EA221WM (LCD) monitor was used.
The screen size was 22 inches with the resolution set to 1680 x 1050 pixels and
the display was calibrated to a refresh rate of 60 Hz.
The auditory stimulus was presented through Sennheiser HD515 headphones.
The program MAX / MSP / Jitter version 4.6 was used to construct the
software application that presented the auditory and visual stimuli; presented
the trials in a randomised and collected order, timed the participants responses
using the computer’s internal clock, and collected the participant responses in a
text file.
4.3.4 Procedure
Participants sat at the computer workstation and were informed of the exper-
iment procedure. They were given an information sheet summarising both the
procedure and the ethics approval, signed a consent form, and completed a back-
ground questionnaire asking questions on gender, age, cinema experience and
whether they have had corrections made to their vision or hearing.
Before commencing the experiment, the participants completed a practise
test using 6 looming scenes (that were not additionally presented in the exper-
iment). It was conducted as a supervised learning procedure to provide them
with the opportunity to comprehend the experiment, the procedure, the micro
time scale of the stimulus, and how to complete the task.
Participants were then instructed to start the experiment when ready.
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# Title Year Chapter, Time (min : sec)
1 The Matrix 1999 Chapter 1, 1:22 - 1:25
2 Star Wars (Return of the Jedi) 1983 Chapter 3, 0:20 - 0:24
3 Star Wars (Revenge of the Sith) 2005 Chapter 31, 3:08 - 3:09
4 X-men (The Last Stand) 2006 Chapter 15, 0:35 - 0:36
5 The Day After Tomorrow 2004 Chapter 12, 2:29 - 2:33
6 King Arthur 2004 Chapter 7, 10:46 - 10:48
7 Sherlock Holmes 2009 Chapter 22, 4:36 - 4:38
8 Van Helsing 2004 Chapter 17, 1:52 - 1:54
9 I Am Legend 2007 Chapter 17, 0:00 - 0:03
10 Troy 2007 Chapter 27, 2:22 - 2:24
11 Beowulf 2007 Chapter 2, 4:03 - 4:05
12 The Bourne Identity 2002 Chapter 12, 2:10 - 2:12
13 Charlie & the Chocolate Factory 2005 Chapter 15, 1:24 - 1:26
14 Mr and Mrs Smith 2005 Chapter 20, 0:40 - 0:44
15 Sin City 2005 Chapter 18, 1:06 - 1:07
16 28 Days Later 2002 Chapter 11, 0:01 - 0:04
17 Gattaca 1997 Chapter 21, 2:39 - 2:40
18 Alice in Wonderland 2010 Chapter 15, 0:19 - 0:20
19 Avatar 2009 Chapter 22, 1:42 - 1:45
20 Clash of the Titans 2010 Chapter 13, 4:11 - 4:13
21 Despicable Me 2010 Chapter 18, 2:23 - 2:24
22 Kill Bill vol2 2004 Chapter 6, 0:03 - 0:06
23 Mission Impossible 3 2006 Chapter 4, 1:06 - 1:08
24 Yogi Bear 2010 Chapter 1, 1:25 - 1:27
25 Final Destination 2009 Chapter 15, 0:06 - 0:07
26 Salt 2010 Chapter 9, 3:13 - 3:14
27 Saving Private Ryan 1998 Chapter 19, 3:17 - 3:21
Table 1. List of film scenes that were used in the experiment.
The task required participants to watch and/or listen to the scene of an
approaching object, and to press the keyboard ’space bar’ when they thought
the object was closest to them.
Each trial lasted for a total duration of 0.5 - 4.0 seconds (depending on the
looming scene presented) and a 6 second break was given between each trial.
With a total of 81 trial presentations, the experiment lasted for approximately
25 minutes.
Participants were not given any information implying there might be correct,
incorrect or preferred responses.
4.4 Results
Image motion tracking was previously performed on each scene to determine
the approaching objects position and size, over time. For the purpose of this
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study, the time (of the frame) in which the object was largest was considered
the contact point and is called the ’peak’.
Participants responses to the stimuli (by pressing the keyboard ’space bar’
when they thought the object was closest) was timed. This time was subtracted
from the ’peak’ time, to give the amount of time that was underestimated or
overestimated, and for the purpose of this study is called the ’time to contact’.
Average time to contact (before and after peak time)
The condition which generated the least ’time to contact’ (and was closest to
the ’peak’ time), was the Image Only condition (µ = 154.02 ms, SD = 681.05),
followed by the Audio-visual condition (µ = 386.60 ms, SD = 548.87); and the
Audio Only condition (µ = 443.59 ms, SD = 613.92).
Average time to contact (before peak time)
The condition that had the most number of trials in which the ’time to contact’
was before the ’peak’ time (therefore underestimating the contact time), was
the Audio Only condition (with 25 trials, totaling 92.59% of the trials presented
for that condition; weighted mean = 520.44 ms, weighted standard deviation
= 391.87); and the Audio-visual condition, (with 24 trials, totaling 88.89% of
the trials presented for that condition; weighted mean = 472.79 ms, weighted
standard deviation = 249.79); followed by the Image Only condition (with 21
trials, totaling 77.78% of the trials presented for that condition; weighted mean
= 324.94 ms, weighted standard deviation = 221.15).
Average time to contact (after peak time)
The condition that had the most number of trials in which the ’time to contact’
was after the ’peak’ time (therefore overestimating the contact time), was the
Image Only condition (with 6 trials, totaling 22.22% of the trials presented for
that condition; weighted mean = -170.93 ms, weighted standard deviation =
195.46); followed by the Audio-visual condition (with 3 trials, totaling 11.11%
of the trials presented for that condition; weighted mean = -86.19 ms, weighted
standard deviation = 94.92); and the Audio Only condition (with 2 trials, to-
taling 7.41% of the trials presented for that condition; weighted mean = -76.85
ms, weighted standard deviation = 35.30).
No trials had an average contact time during the image ’peak’ (which had a
duration of 41.67 ms, or one frame at 24 fps), with no individual participants
indicating contact during this time.
4.5 Discussion
The results indicate that the Image Only condition had the slowest response to
the contact time both before and after the peak time, with the least amount of
underestimation before the ’peak’ time and greatest amount of overestimation
after the ’peak’.
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However, the Audio Only condition, although still only providing unimodal
information about the approaching object, prompted participants to have the
fastest response to contact time overall, both before and after the peak image
frame, with the greatest amount of underestimation before the peak time and
least amount of overestimation after the peak. This suggests that the addition of
sound and looming audio cues (in both the Audio Only condition and the Audio-
visual condition) prompted people to underestimate the contact time more often,
and with a greater time frame, than the scenes that had no sound.
5 Conclusion
Although the individual sound parameters that act as the audio cues for an
approaching object could not be controlled and varied in this study, this inves-
tigation of the complex sounds in there original form as created by the sound
designers has shown that the addition of sound, and the multiple techniques
used to create audio cues, cause people to underestimate the contact time of an
approaching object. This result suggests that further investigation is warranted,
with future research on the complex stimulis’ individual sound parameters, as
independent variables, and the perception generated as a result.
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Abstract. In this work we propose a novel approach to music recom-
mendation based exclusively on editorial metadata. To this end, we pro-
pose to use a public database of music releases Discogs.com, which con-
tains extensive information about artists, their releases and record la-
bels. We rely on an explicit set of music tracks provided by the user
as evidence of his/her music preferences to construct a user prole suit-
able for distance-based music recommendation. We evaluate the proposed
method against two purely metadata-based approaches and one approach
partially based on audio content in a listening experiment with 27 par-
ticipants. The results of subjective evaluation show that the proposed
method is competitive to the state-of-the-art recommenders based on
commercial metadata, while being easily implemented relying only on
open public data.
Keywords: Music recommendation, user modeling, music similarity,
editorial metadata, subjective evaluation
1 Introduction
The amount of music available digitally has overwhelmingly increased during
the last decade following the growth of the Internet and music technology devel-
opments. Nowadays vast amounts of music are available for listeners' access, but
still nding relevant and novel music is often a dicult task for them. Thereby,
music listeners and music scholars strive for better recommendation systems to
facilitate music search and retrieval.
In this context, music recommendation is a challenging topic in the Music
Information Research (MIR) community. The state-of-the-art approaches to mu-
sic recommendation are based on measuring music similarity between artists or
particular tracks, and on user proling, eliciting the information about music
preferences. To this end, both metadata and audio content information can be
used. Considering metadata, the state-of-the-art approaches to recommend mu-
sic exploit user ratings, consumption and listening history, which are commonly
used for collaborative ltering, and social tags extracted from social tagging
services for music such as Last.fm1 or mined from the web pages related to mu-
sic content [16]. Current metadata-based approaches can perform satisfactorily
1 http://last.fm
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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for listeners' needs when dealing with popular music. However, such approaches
have disadvantages. Firstly, due the long-tail problem [2], a system may not
have sucient and correct metadata information for unpopular items. This can
signicantly limit the quality and the scope of recommendations or even make
them completely impossible. Secondly, such approaches are cold-start prone and
costly to maintain, requiring a large amount of user ratings, consumption or
listening behavior to be processed for collaborative ltering, or large databases
of tags. This information is expensive to obtain and maintain, and, moreover, is
generally proprietary.
Alternatively, audio content information, extracted from the raw audio signal,
can be applied for music recommendation. Such approaches are able to achieve
performance close, or even comparable, to successful metadata-based approaches
in terms of the relevance of recommendations [79], avoiding the problem of the
long tail. Nevertheless, they are computationally costly and thus they require a
large eort to build and maintain large-scale music collections.
Concerning user proling, there exist approaches based on user models, which
employ classication into interest categories using content-based information [10
13] or hybrid sources [14]. As well, distance-based2 approaches, starting from a
set of preferred items in a content-based vector space [15, 9], or more complex
hybrid probabilistic approaches [16, 17] are proposed.
In the present work, we focus on distance-based music recommendation ap-
proaches. Moreover we consider a passive scenario, when recommendations are
provided based on knowledge of user preferences rather than on manual user-
specied query-by-example. We aim for a lightweight approach suitable for large-
scale music collections, in particular containing the long-tail of artists and tracks,
while working with publicly available data.
We propose a novel recommendation approach which is based exclusively on
editorial metadata. To this end, we propose to use a public database of music re-
leases, Discogs.com,3 which contains extensive user-built information on artists,
labels, and their recordings. We rely on an explicit set of music tracks provided by
a user as evidence of his/her music preferences, the henceforth called preference
set. We construct a user prole suitable for distance-based music recommenda-
tion using editorial metadata about the artists from the user's preference set.
More concretely, for each artist we retrieve a descriptive tag cloud, containing in-
formation about particular genres, styles, record labels, years of release activity,
and countries of release fabrication. We then employ latent semantic analysis [18]
to compactly represent each artist as a vector, and match the user's preference
set to a music collection to produce recommendations. We evaluate the proposed
approach together with a number of baseline approaches in terms of subjective
satisfaction ratings and calculated amount of novel relevant and known trusted
recommendations on real listeners.
This paper is organized as follows: In Section 2 we describe the consid-
ered approaches. Firstly, the proposed approach working exclusively on editorial
2 We pragmatically refer to any music similarity measure with the term distance.
3 http://discogs.com
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metadata (Section 2.1). Secondly, a hybrid baseline approach, which employs
content-based semantic distance followed by a simple genre renement. Thirdly,
a metadata-based baseline approach, working on artist tag annotations obtained
from the Last.fm4 social music service. Fourthly, a state-of-the-art commercial
recommender on the example of iTunes Genius,5 which relies on a collaborative
ltering information. All three baseline approaches are described in Section 2.2.
In Section 3 we present the subjective evaluation of the considered approaches
conducted on 27 participants. Section 3.1 provides the characterization of sub-
jects, while Section 3.2 explains the listening experiment instructions, stimuli
and procedure. The evaluation results are presented and discussed in Section 3.3.
Finally, we conclude this study in Section 4.
2 Studied Approaches
The approaches considered in this work are distance-based. We focus on the
use-case of passive recommendations based on user preferences similarly to our
previous works [9, 19]. Therefore, the approaches provide track recommendations
from a given music collection (the henceforth called music collection) starting
from a set of tracks, given by the user as evidence of her/her music preferences
(a preference set), and applying distance measures between the tracks in prefer-
ence set and the tracks in music collection. To create a preference set, the user
is asked to provide a minimal set of music tracks, which she/he believes to be
sucient to grasp or convey her/his music preferences. The tracks can be sub-
mitted solely using the essential editorial metadata sucient to identify them
and, additionally, in audio format. The editorial metadata and audio for all pro-
vided tracks is then retrieved, if missing. Metadata is cleaned by means of tag
cleaning and audio ngerprinting software MusicBrainz.6 Thus, we obtain both
editorial metadata and audio content for each track from the user's preference
set which are suitable to apply both metadata-based and content-based analysis
and recommendation procedures.
We employed a large in-house music collection as the source for recommen-
dations. This collection covers a wide range of genres, styles, and arrangements,
containing 68K music excerpts (30 sec.) by 16K artists with a maximum of 5
tracks per artist. For consistency, in our experiments we require each of the rec-
ommendation approaches to output 15 tracks by dierent artists (1 track per
artist) not being present among the artists in the user's preferences set. To this
end, each approach includes an artist lter.
4 All tags were obtained on March, 2011.
5 http://www.apple.com/itunes/features/ all experiments were conducted using
iTunes 10.3.1 on December, 2011.
6 http://musicbrainz.org/doc/MusicBrainz_Picard
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2.1 Proposed Approach: Artist Similarity Based On Editorial
Metadata (M-DISCOGS)
The approach we proposed works exclusively on editorial metadata found in the
Discogs.com database. The dump of this database is released under the Public
Domain license7, which makes is useful for dierent music applications, and in
particular for research purposes of the MIR community. While there exist similar
music services, such as public MusicBrainz 8 database, or proprietary Last.fm or
AllMusic9, we opt for Discogs as it contains the largest catalog of music releases
and artists, while being known for accurate moderated metadata, which includes
comprehensive annotations of particular releases.
The database contains the extensive information about up to 2,848K releases,
2,195K artists, and 281K labels.10 In particular, for each artist this information
includes a list of aliases, members (in the case an artist is a group), and group
memberships (in the case an artist is a single person). Moreover it contains a
list of releases authored by the artist, including albums, singles and EPs, and
a list of appearances on the releases headed by other artists or compilations. A
release corresponds to a particular edition of an album, single, EP, etc., and the
releases related to the same album, single, or EP, can be grouped together into a
master release. Each release contains genre, style, country and year information.
Genres are broad categories (such as classical, electronic, funk/soul, jazz, rock,
etc.) while styles are more specic categories (such as neo-romantic, tech house,
afrobeat, free jazz, viking metal, etc.) In total the database counts up to 15 genre
categories and 329 styles.
For each artist in the database11 we create a tag-cloud using genre, style,
label, country, and year information related to this artist. To this end, we retrieve
three lists of releases (MAIN, TRACK, EXTRA), where the artist occurs as
(1) main artist, heading the release, (2) track artist, for example being on a
compilation or with a guest appearance on a release, (3) extra artist, being
mentioned in the credits of a release (usually related to the activity such as
remixing, performing, writing and arrangement, production, etc.).
For each found release related to the artist, we retrieve genre, style, label,
country, and year tags. For each of the three lists, we merge releases accord-
ingly to their master release, keeping the genres, styles, and countries, which are
present in at least one of the releases (i.e., applying a set union). Concerning the
release years, we attempt to approximate the authentic epoch, when the music
was rstly recorded, produced, and consumed. As a master release can contain
reissues along with original releases, we keep the earliest (the original) year and,
moreover, propagate it with descending weights as following:
Wy±i =Wy ∗ 0.75i, i ∈ {1, 2, 3, 4, 5} (1)
7 http://www.discogs.com/data/
8 http://musicbrainz.org
9 http://www.allmusic.com
10 As on January 3, 2012.
11 In our experiments, we used a Discogs monthly dump dated by January, 2011.
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where Wy is the original year y, and 0.75 is a decay coecient. For example,
if the original year y is 1995, the resulting year-tag weights will be W1995 =
1.0,W1994 =W1996 = 0.75,W1993 =W1997 ≈ 0.56,W1992 =W1998 ≈ 0.42,W1991 =
W1999 ≈ 0.32,W1990 =W2000 ≈ 0.24.
Thereafter, we summarize MAIN, TRACK, and EXTRA lists of the artist to
a single tag-cloud. We assume a greater importance of tag annotations for the
main artist role in comparison to track artists or extra artists; e.g., tags found
on an artist's album are more important than the ones found on a compilation.
We empirically assign the weights to these three groups of artist roles: 1.0 for
main artists and 0.5 for both track and extra artists. As well, we assign further
weights to tags according to their category: 1.0 for genres, styles, and labels,
and 0.5 for years and countries, rescaling the artist tag-cloud. In particular, we
decided to give equal importance to label information as to genres and styles.
The rational behind grounds on the hypothesis that record label information
gives a very valuable clue to a type of music, especially in the long-tail for the
case of niche labels.
Finally, we propagate artist tags using the artist relations found in the
database, such as aliases and membership relations. We suppose related artists
to share similar musical properties and, therefore, assure that artists with low
amount of releases will obtain reasonable amount of tags. To this end, for each
artist we add a set of weighted tag-clouds of all related artists to the associated
tag-cloud. We select a propagation weight of 0.5 and apply only 1-step propaga-
tion; i.e. tags will be propagated only between artists sharing a direct relation.
Figure 1 presents an example of the proposed annotation procedure.
Following the described procedure we are able to construct tag-clouds for
each artist in the Discogs database which together form a sparse tag matrix.
To simplify this matrix, for each artist we apply additional ltering by means
of erasing the tags with weight less than 1% of the artist's tag with the max-
imum weight. We then apply latent semantic analysis [18, 20, 21] to reduce the
dimensionality of the obtained tag matrix to 300 latent dimensions. Afterwards,
Pearson correlation distance [22, 2] can be applied on the resulting topic space
to measure similarity between artists.
Once we have matched the annotated artists to the tracks in our music col-
lection and the user's preference set, we retrieve recommendations applying the
tag-based distance by the following procedure. For each track X in the user's
preference set (a recommendation source), we apply this distance to retrieve
the closest track CX (a recommendation outcome candidate) from the music
collection and form a triplet (X,CX , distance(X,CX)). We sort the triplets by
the obtained distances, delete the duplicates of the recommendation sources (i.e.,
each track from the preference set produces only one recommendation outcome),
and apply an artist lter. We return, as recommendations, the recommendation
outcome candidates from the top 15 triplets. If it is impossible to produce 15
recommendations due to the small size of the preference set (less than 15 tracks)
or because of the applied artist lter, we increase the number of possible recom-
mendation outcome candidates per recommendation source.
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Fig. 1. An example of the proposed artist annotation based on editorial metadata from
Discogs. Three lists of releases (MAIN, TRACK, EXTRA) are retrieved according to
an artist's role. Particular releases are summarized into master releases, merging all
found genre, style, label, and country tags, and selecting and propagating original year.
Thereafter, tags are weighted to form a tag-cloud of an artist, and summed with the
propagated tags of all related artists. Letters g, s, l, y, c stand for genre, style,
label, year and country tags respectively.
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Pseudo-code of the distance-based recommendation procedure.
set IGNORE_ARTISTS to artists in preference set
remove tracks by IGNORE_ARTISTS from music collection
set N_OUTCOMES to 1
set N_RECS to 15
while true:
set POSSIBLE_RECS to an empty list
for track X in preference set:
set X_NNS to N_OUTCOMES closest to X tracks in music collection
for track C_X in X_NNS:
append triple(X,C_X,distance(X,C_X)) to POSSIBLE_RECS
sort POSSIBLE_RECS by increasing distance
set RECS to an empty list
for triple(SOURCE,OUTCOME,DISTANCE) in POSSIBLE_RECS:
if OUTCOME occurs in RECS:
next iteration
if SOURCE occurs in RECS >= N_OUTCOMES times:
next iteration
append triple (SOURCE,OUTCOME,DISTANCE) to RECS
if length of RECS list is N_RECS:
return outcomes from RECS as recommendations
set N_OUTCOMES to N_OUTCOMES + 1
2.2 Baseline Approaches
Content-based Semantic Similarity Rened By Genre Metadata (C-
SEM+M-GENRE). As our rst baseline, we consider a content-based seman-
tic measure, providing a distance between tracks, ltered by genre metadata. The
research presented in [19] has shown that simple ltering by a single genre tag
can signicantly improve the performance of a content-based-only approach to
recommendation. Meanwhile, such genre information is considerably cheap to
gather and maintain, it is however suciently descriptive for eective ltering.
We employ a semantic distance working on a set of high-level semantic de-
scriptors (genres, musical culture, moods, instrumentation, rhythm, and tempo)
inferred by support vector machines (SVMs) from low-level timbral, temporal,
and tonal features. This distance has already been evaluated in the context of
music similarity and music recommendation based on preference sets [23, 9, 24].
We refer the interested reader to the afore-cited literature for the implementation
details of this measure and the evaluation results.
The semantic distance is applied similarly to the above-mentioned procedure
for the M-DISCOGS, but in conjunction with a simple ltering: only the tracks
of the same genre labels are considered as possible recommendation outcomes.
We reproduce genre ltering as described in [19].
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Artist Similarity Based On Last.fm Tags (M-TAGS) We consider a
purely metadata-based similarity measure working on the artist level. This ap-
proach is based on social tags provided by the Last.fm API, retrieved for the
artists from the user's preference set and the music collection. Using the API,
we obtain a weight-normalized tag list for each artist. The weight ranges in the
[0, 100.0] interval, and we select a minimum weight threshold of 10.0 to lter
out possibly inaccurate tags. The resulting tags are then assigned to each track
in the preference set and the music collection. We then apply latent semantic
analysis [18, 20] to reduce dimensionality to 300 latent dimensions. Pearson cor-
relation distance [2] can be applied on the resulting topic space. We retrieve
recommendations following the same procedure as for the M-DISCOGS.
Black-box Similarity By iTunes Genius (M-GENIUS) We consider com-
mercial black-box recommendations obtained from the iTunes Genius playlist
generation algorithm similarly to [8, 19]. Given a music collection and a query,
this algorithm is capable to generate a playlist by means of an undisclosed un-
derlying music similarity measure. It works on metadata and partially employs
collaborative ltering of large amounts of user data (music sales, listening his-
tory, and track ratings) [8].
We randomly select 15 tracks, which are recognizable by GENIUS, from the
user preference set. For each of the selected tracks (a recommendation source),
we generate a playlist, apply the artist lter, and select the top track as the
recommendation outcome. We increase the amount of possible outcomes per
source when it is impossible to produce 15 recommendations similarly to the
M-DISCOGS.
3 Evaluation
3.1 Subjects
We asked 27 voluntary subjects (selected from the authors' colleagues, their ac-
quaintances and families) to provide their respective preference sets. Moreover,
additional information was gathered, including personal data (gender, age, inter-
est for music, musical background), and a description of the strategy and criteria
followed to select the music pieces. The participants were not informed about
any further usage of the gathered data, such as giving music recommendations.
The age of participants varied between 19 and 46 years (µ = 31.22, σ = 5.57).
All participants showed a very high interest in music (rating with µ = 9.43 and
σ = 0.91, where 0 means no interest and 10 means passionate). In addition, 24
participants play at least one musical instrument. The number of tracks selected
by the participants to convey their musical preferences was very varied. It ranged
from 8 to 178 music pieces (µ = 51.41, σ = 38.38) with the median being 50
tracks. The time spent on creating a preference set diered a lot as well, ranging
from 12 minutes to 60 hours (µ = 8.21, σ = 16.55) with the median being
two hours. The strategy followed by the participants to gather preference sets
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also varied. Driving criteria for the selection of tracks included musical genre,
mood, uses of music (listening, dancing, singing, playing), expressivity, musical
qualities, and chronological order. We expect our population to represent a wide
range of music enthusiasts, considering this information.
3.2 Evaluation Methodology
In general, evaluation of music recommender systems is a complicated, and, so
far, not standardized procedure. Existing research works on music recommen-
dation involving evaluations with real participants [10, 1, 25, 7, 8, 26] are signi-
cantly limited in the the tradeo condition between the number of participants or
by the number of evaluated tracks per approach by a particular user. Moreover,
they are often focused on perceived quality of music similarity measures instead
of user satisfaction with recommendations. In the latter case, evaluations gener-
ally include only one measure of user satisfaction, while the familiarity factor is
rarely considered.
We describe our methodology of the conducted evaluation. Participants were
asked to perform a blind subjective listening evaluation of the music generated
using the 4 dierent recommendations approaches. To generate recommenda-
tions, we used our in-house music collection described in Section 2. For each par-
ticipant, starting from her/his preference set, four recommendation playlists were
generated by four respective approaches. Each playlist consisted of 15 tracks, and
never contained more than one track by the same artist, nor contained tracks by
artists from the preference set, due to the applied artist lter. All four playlists
were then merged, randomized, and their lenames and metadata anonymized,
and presented to a participant. This allowed to avoid any response bias due
to presentation order, recommendation approach, or contextual recognition of
tracks (e.g., by artist names). Furthermore, the participants were not aware of
the amount of recommendation approaches, their names and rationales.
To gather feedback on recommendations, we provided a questionnaire for
the subjects to express their subjective impressions related to the recommended
music. To this end, we used four rating scales, following our previous works [9,
19]: A familiarity rating ranged from the identication of artist and title (4) to
absolute unfamiliarity (0), with intermediate steps for knowing the title (3), the
artist (2), or just feeling familiar with the music (1). A  liking rating measured
the enjoyment of the presented music with 0 and 1 covering negative liking, 2
being a kind of neutral position, and 3 and 4 representing increasing liking for the
musical excerpt. A rating of  listening intentions measured preference, but in a
more direct and behavioral way than the  liking scale, as an intention is closer to
action than just the abstraction of liking. Again this scale contained 2 positive
and 2 negative steps plus a neutral one. Finally, an even more direct rating
was included with the name give-me-more allowing just 1 or 0 to respectively
indicate a request for, or a reject of, more music like the one presented. We also
asked users to provide title and artist for those tracks rated high in the familiarity
scale. The textual meaning of the ratings was presented to the participants
together with the allowed rating values.
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3.3 Evaluation Results
First, we manually corrected the familiarity rating when the artist/title, provided
by the participant, was incorrect. Hence, a familiarity rating of 3 or, more
frequently, 4, was sometimes lowered to 1 or 2. These corrections represented
4.5% of the total familiarity judgments.
The four gathered ratings can be used to characterize dierent aspects of the
considered recommendation approaches. We expect a good recommender system
to provide high liking, listening intentions, and give-me-more ratings. More-
over, if we focus on music discovery, low familiarity ratings are desired, which will
guarantee the novelty of relevant (liked) recommendations. Following [9, 19], we
recoded the participants' ratings for each evaluated track into three categories
which refer to the type of the recommendation: hits, fails, and trusts. We dened
a recommended track to be a hit when it received low familiarity ratings (< 2)
and high liking (> 2), listening intentions (> 2), and give-me-more (= 1) rat-
ings simultaneously. Similarly, trusts were the tracks with high liking, listening
intentions, give-me-more, but as well high familiarity (> 1). Trusts, provided
their overall amount is low, can be useful for a user to feel that the recommender
is understanding his/her preferences [8] (i.e., a user could be satised by getting
a trust track from time to time, but annoyed if every other track is a trust).
Fails were the tracks which received low liking (< 3), listening intentions (< 3)
and give-me-more (= 0) ratings. In any other case (e.g., a track received high
liking, but low listening intentions and give-me-more) the outcome category
was considered to be unclear, amounting to 17.3% of all recommendations.
We report the percent of hit, fail, trust, and unclear outcomes per recom-
mendation approach in Table 1. According to the results of a chi-square test, an
association between the approaches and the outcome categories (χ2(9) = 46.879,
p < 0.001) can be accepted. Namely, certain approaches provide hits, fails or
trust percents which are statistically dierent than what a at distribution (i.e.,
equiprobable) would yield.
In general, the proposed M-DISCOGS approach performed well comparing
to the baselines. The M-DISCOGS provided a considerably low (34.4%) amount
of fails, being in between of the metadata-based baselines M-TAGS (with the
lowest amount of fails, 32.8%) and M-GENIUS. In contrast, the C-SEM+M-
GENRE approach, which is partially content-based, provided the largest (over
41%) amount of fails. Considering hits, the M-TAGS (38.8%) and C-SEM+M-
GENRE (37.9%) are the leaders followed by M-GENIUS, and lastly, the M-
DISCOGS. That is, our proposed approach provided the least amount of novel
relevant recommendations (31.9%). Nevertheless this fact is compensated by
the largest amount of trusts, gathered by the M-DISCOGS (16.4%) followed by
the M-GENIUS (13.2%), M-TAGS, and the C-SEM+M-GENRE (4.4%). The
amount of unclear recommendations ranged as well. As such recommendations
consisted of the tracks with inconsistent ratings, we may not expect such tracks
to be as relevant as hits and trust categories. Still, such tracks can be useful
for certain scenarios (e.g., playlist generation), but are probably not well suited
for others (e.g., digital music vending). Considering the extreme case, when
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Table 1. Percent of fail, trust, hit, and unclear categories per recommendation ap-
proach.
Approach fail hit trust unclear hit+trusts
M-TAGS 32.8 38.8 7.4 21.0 46.2
M-DISCOGS 34.4 31.9 16.4 17.3 48.3
M-GENIUS 36.2 35.7 13.2 14.9 48.9
C-SEM+M-GENRE 41.6 37.9 4.4 16.1 42.3
Table 2. Mean ratings per recommendation approach.
Approach liking listening intentions give-me-more familiarity
M-DISCOGS 2.63 2.57 0.63 0.83
M-GENIUS 2.60 2.50 0.59 0.80
M-TAGS 2.52 2.45 0.63 0.49
C-SEM+M-GENRE 2.45 2.33 0.52 0.37
fails and unclear categories are both unwanted outcomes, the metadata-based
M-GENIUS and M-DISCOGS result as approaches with the least amount of
unwanted recommendations (51.1% and 51.7%, respectively), followed by the M-
TAGS, and lastly by the partially content-based C-SEML+M-GENRE approach
(57.7%). In contrast, considering trusts and hits as wanted outcomes, the M-
GENIUS and M-DISCOGS provide their largest amount (48.9% and 48.3%,
respectively), followed by the M-TAGS and C-SEM+M-GENRE.
Apart from analysis of the outcome categories, we tested the eect of the rec-
ommendation approaches on the liking, listening intentions, and give-me-more
subjective ratings. To this end, we conducted three separate between-subjects
ANOVAs. Tested approaches were shown to have an impact on these ratings
(F (3, 1612) = 3.004, p < 0.03 for the liking rating, F (3, 1612) = 3.660, p < 0.02
for the intentions rating, and F (3, 1612) = 3.363, p < 0.02 for the give-me-
more rating). Pairwise comparisons using Tukey's test revealed dierences only
between M-DISCOGS vs C-SEM+M-GENRE for the case of all three ratings,
and, in addition, a dierence between M-TAGS vs C-SEM+M-GENRE in the
case of the give-me-more rating. In Figure 2 we present the histograms for
the liking, listening intentions, and give-me-more ratings. Mean values of these
ratings are provided in Table 2. Inspecting the means, we see that all considered
approaches performed with a user satisfaction slightly above average. Almost half
of the provided recommendations were favorably evaluated, i.e., received high lik-
ing and listening intentions ratings (> 2) and a positive give-me-more request.
An inspection of histograms shows that the proposed M-DISCOGS approach
receives the highest amount of maximum ratings for liking and listening inten-
tions (' 21% and ' 22.5%, respectively). In contrast, the amount of received
negative ratings is lower. Still, returning to the ANOVA results, the only clear
dierence in performance, as measured by our 3 indexes, happens between M-
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(a) M-DISCOGS
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(b) C-SEM+M-GENRE
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(c) M-TAGS
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Fig. 2. Histograms of liking, listening intentions, and give-me-more ratings gathered
for the (a) M-DISCOGS, (b) C-SEM+M-GENRE, (c) M-TAGS, (d) M-GENIUS ap-
proaches. Green bars stand for high (i.e., desired) ratings while blue bars stand for
unsatisfactory ratings.
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DISCOGS and C-SEM+M-GENRE. In other words, the proposed M-DISCOGS
approach is able to achieve similar liking, listening intentions and willingness to
get recommended music as existing (and commercial) state-of-the-art systems.
Interestingly, we have evidenced the above-average ceiling in the performance of
all considered approaches. This fact highlights a lot of room for improvement of
music recommender systems.
4 Conclusions
We have considered and evaluated dierent distance-based approaches to mu-
sic recommendation, starting from a set of music tracks explicitly provided by
a user as an evidence of his/her musical preferences. We proposed a novel ap-
proach working exclusively on editorial metadata taken from publicly available
music database, Discogs.com. Relying on user-built information about music re-
leases present in this database, we demonstrated how this information can be
applied to create descriptive tag-based artist proles, containing information
about particular genres, styles, record labels, years of release activity, and coun-
tries. Furthermore, to overcome the problem of tag sparsity, such artist proles
can be compactly represented as vectors in a latent semantic space of reduced
dimension. Applying a distance measure between the resulting artist vectors for
the tracks in the preference set of a user and the tracks within a music collection,
we are able to generate recommendations.
The proposed approach has a number of advantages over common metadata-
based approaches. Firstly, our approach is able to provide a compact prole for
each artist found in Discogs database. Matching these proles to music collec-
tions, large-scale recommendation systems can be built. Secondly, the proposed
approach is based only on open public data, meanwhile the majority of successful
recommender systems operate on commercially withhold metadata. As a conse-
quence, our approach is easy to create and reproduce. Subjective evaluation of
the proposed approach with 27 participants demonstrated performance compa-
rable to the state-of-the-art metadata-based approaches, including an industrial
recommender. In particular, our approach provided large amount of trusted and
novel relevant recommendations, which suggests that the proposed approach is
well suited for music discovery and playlist generation. Although we have consid-
ered and evaluated the proposed approach in the context of passive discovery,
relying on preference sets provided by listeners, we expect our conclusions to be
applicable for the query-by-example use-case.
Interestingly, the evaluated content-based approach ltered by simple genre
metadata revealed performance comparable to the metadata-based approaches
as well. In our previous research [9, 19], we evidenced a high number of trusted
recommendations for the metadata-based approaches, and fewer in the case of
content-based recommendations similarly to the present study. Moreover, we
similarly evidenced the user satisfaction by the evaluated metadata-based ap-
proaches to be slightly above average showing a lot of room for improvement.
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Future work will be focused on the limitations of the current proof-of-concept
study. A number of parameters were chosen empirically in the proposed approach
and will require further research to nd optimal weights for the release types, tag
types, and artist propagation as well as the year propagation decay. Moreover, a
hybrid approach expanding the proposed method with audio content information
will be of interest.
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Abstract. In musical performances with expressive tempo modulation,
the tempo variation can be modelled as a sequence of tempo arcs. Pre-
vious authors have used this idea to estimate series of piecewise arc
segments from data. In this paper we describe a probabilistic model for
a time-series process of this nature, and use this to perform inference of
single- and multi-level arc processes from data. We describe an efficient
Viterbi-like process for MAP inference of arcs. Our approach is score-
agnostic, and together with efficient inference allows for online analysis
of performances including improvisations, and can predict immediate fu-
ture tempo trajectories.
Keywords: tempo, expression, Viterbi, time series
1 Introduction
In various types of musical performance, one component of the musical expression
is conveyed in the short-term manipulation of tempo, with tempo modulation
reflecting musical phrase structure [7, 9]. This has motivated various authors to
construct automatic analyses of the arc-shaped tempo modulations in recorded
musical performances, with or without score-derived information to supplement
the analysis [7, 9, 5]. (See also [6] who fit piecewise linear arcs to rock and jazz
data, applying similar techniques but to genres in which the underlying tempo
is held more fixed.)
Machine understanding of tempo, including its variability, can be useful
in live human-machine interaction [1, 8]. However most current online tempo-
tracking systems converge to an estimate of the current tempo, modelling expres-
sive variations as deviations rather than as components of an unfolding tempo
expression. In this paper we work towards the understanding of tempo arcs in a
real-time system, paving the way for automatic accompaniment systems which
follow the expressive tempo modulation of players in a more natural way.
We also consider tempo arcs within a probabilistic framework. Previous au-
thors have approached piecewise arc estimation using Dynamic Programming
(DP) with cost functions based on squared error [5, 6]. These are useful and can
provide efficient estimation, but by setting the problem in a probabilistic frame-
work (and providing the corresponding Viterbi-like DP estimator), we gain some
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advantages: prior beliefs about the length and shape of arcs can be expressed co-
herently as prior distributions; measurement noise is explicitly modelled; and the
goodness-of-fit of models is represented meaningfully as posterior probabilities,
which allows for model comparison as well as integration with other workflow
components which can make use of estimates annotated with probability values.
Note that while we describe a fully probabilistic model, for efficient inference we
will develop a Maximum A Posteriori (MAP) estimator, which returns only the
maximum probability parameter settings given the priors and the data.
In the following we will describe our model of arcs in time-series data, and de-
velop an efficient MAP estimation technique based on least-squares optimisation
and Viterbi-like DP. The approach requires some kind of unsmoothed instanta-
neous tempo estimate as its input, which may come from a tempo tracker or
from a simple measurement such as inter-onset interval (IOI). We will then dis-
cuss how the estimator can be used for immediate-future tempo prediction, and
how it can be applied to multiple levels simultaneously. Finally we will apply
the technique to tempo data from three professional piano performances, and
discuss what the analysis reflects in the performances.
2 Modelling and Estimation
For our basic model, we consider tempo to evolve as a function of metrical
position (beat number) x in a musical piece as a series of connected arcs, where
each arc’s duration, curvature and slope are independently drawn from prior
distributions (to be described shortly). Our model is deliberately simple, and
agnostic of any score information that might be available. To sample from this
model, we pick an initial tempo at the starting time, then define a single upwards
tempo arc which starts from that point, and the tempo trajectory (speeding up
and then slowing down) over a number of measures. Any tempo data which may
be measured during this interval is modelled as being drawn from the arc plus
some amount of gaussian noise. Once the ending breakpoint of this arc is reached,
the next arc is sampled from the same priors, using the ending tempo as the new
starting tempo. Hence each tempo arc is conditionally independent of all previous
observations once the starting tempo is determined, i.e. once the previous arc’s
parameters are fixed. This assumption of conditional independence is slightly
unrealistic, since it ignores long-range relationships between tempo arcs, but it
accounts for the most important interactions and makes inference tractable.
Our basic model is also only single-level, assuming that a single arc con-
tributes to the current tempo at any moment, rather than considering for exam-
ple contributions from multiple timescales such as piece-level, movement-level,
phrase-level and bar-level combined. In Section 2.4 we will consider a simple
multi-scale extension of our technique, which we will apply in our analysis of
piano performance data. (For an alternative approach in which various compo-
nents can be simultaneously active see [7].)
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2.1 Fitting a Single Arc
To fit a single arc shape to data, one can use standard quadratic regression,
fitting a function of the form
f(x) = a+ bx+ cx2, (1)
and minimising the L2 prediction error over the supplied data for y ≈ f(x). In
the Bayesian context, we wish to incorporate our prior beliefs about the regres-
sion parameters (here a, b and c), which is related to the optimisation concept
of regularisation, the class of techniques which aims to prevent overfitting by
favouring certain parameter settings. In fact, a gaussian prior on a regression
parameter can be shown to be equivalent to the conventional L2-norm regulari-
sation of the parameters [2, p. 153], summarised as:
regularisation coefficient =
variance of gaussian noise
variance of gaussian prior
. (2)
This equivalence is useful because it allows us to use common convex optimisa-
tion algorithms to perform the equivalent regularised least squares optimisation,
and they will yield the MAP estimate for the probabilistic model.
However, in this context a standard gaussian prior is not exactly what we
require, since we are expecting upwards arcs and not troughs – we are expecting
c in Equation 1 to be negative. A more appropriate choice of prior might be a
negative log-gaussian distribution, which allows us to specify a “centre of mass”
for the arc shapes (expressed through the log-mean and log-standard-deviation
parameters), yet better represents our expectation that tempo arcs will always
have negative curvature, (almost) flat and extremely strongly curved arcs being
equally rare.
The unconventional choice of prior might seem to remove the equivalence of
the MAP regression technique with standard regularised least squres. Yet if we
rewrite our function to be
f(x) = a+ bx− ecx2, (3)
then our prior belief about this modified parameter c becomes a gaussian, yield-
ing a negative-log-gaussian in combination with our function. In addition, we
will use a standard gaussian prior on b. We could do the same for a but instead
we will use an improper uniform prior, for reasons which will be described in
Section 2.2. Therefore, our priors for Equation 3 will be gaussian priors on b and
c, which can easily be converted to the equivalent L2-regularisation terms for
optimisation.
The strength of the regularisation (the value of the regularisation coefficient)
reflects the specificity of our priors versus our data – specifically, the regularisa-
tion parameter is given by the noise variance divided by the prior variance [2, p.
153]. Again, we see how the probabilistic setting helps to ground our problem,
connecting the strength of the regularisation directly to our prior beliefs about
the model and the data rather than manually-tuned parameters.
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Fig. 1. A selection of piecewise arc fits performed on a synthetic dataset, with
manually-specified breakpoint locations. The “logMAP” (log of MAP probability) val-
ues quoted with each one indicate the relative likelihood assigned to each fit, given the
prior parameters chosen. (Prior parameters are the same for each of these plots.) The
best-fitting plots have correspondingly higher (less negative) logMAP values.
2.2 Fitting Multiple Arcs
If a time-series is composed of multiple arcs and the breakpoints are known,
then fitting multiple arcs is as simple as performing the above single-arc fit for
each subsection of the time series (as in Figure 1). Additionally, one should take
care of the arc’s dependence upon its predecessor (to enforce that they meet
up), which is not shown in these plots. In our case, we want to estimate the
breakpoint locations as well as the arc shapes between those breakpoints. This
can be performed by iterating over all possible combinations of one breakpoint,
two breakpoints, three (. . . ) for the dataset, and choosing the result with the
lowest cost (the highest posterior likelihood).
The Bayesian setting makes it possible to compare these different alterna-
tives (e.g. one single arc vs. one arc for every datapoint) without having to add
arbitrary terms to counter overfitting; instead, we specify a prior distribution
over the arc durations, which in combination with the other priors and data
likelihoods yields a MAP probability for any proposed set of arcs. In this paper
we choose a log-normal prior distribution over arc durations. See Figure 1 for
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some examples of different sets of arcs fitting to a synthetic dataset, and the
posterior (log-)probabilities associated.
In order for only a single tempo value to exist at each breakpoint (and not
a discontinuous leap from one tempo to another), we fit each arc under the
constraint that its starting value equals the ending value of the previous arc. This
removes one degree of freedom from the function to be fit (Equation 3) which
otherwise has three free parameters. We implement this by constraining the value
of a in the optimisation so that the function evaluates to the predetermined
value at the appropriate time-point. The least-squares optimisation therefore
only operates on b and c.
2.3 Viterbi-like Algorithm
The number of possible combinations of arcs for even a small time-series (such as
Figure 1) grows quickly very large, and so it is impractical to iterate all combina-
tions. This is where Dynamic Programming (DP) can help. Here we describe our
DP algorithm, which, like the well-known Viterbi algorithm, maintains a record
of the most likely route that leads to each of a set of possible states. Rather
than applying it to the states of a Hidden Markov Model, we apply it to the
possibility that each incoming datum represents a breakpoint.
Assume that the first incoming datum is a breakpoint. (This assumption
can be relaxed, in a similar way to the treatment of the final datum which we
consider later.) Then, for each incoming datum (xn, yn), we find what would
be the most likely path if it were certainly a breakpoint. We do this by finding
the most appropriate past datum (xn−k, yn−k) which could begin an arc to the
current datum – where the appropriateness is judged from the MAP probability
of said arc, combined with the MAP probability of the whole multiple-arc history
that leads up to that past datum (recursively defined).
With our lognormal prior on the arc lengths (and with many common choices
of prior), the probability mass is concentrated at an expected time-scale, and
very long arcs are highly improbable a priori. Hence in practice we truncate the
search over potential previous arc points to some maximum limit K (i.e. k ≤ K).
Thus, for every incoming data point we perform no more than K single-
arc fits, then store the details of the chosen arc, the MAP probability so far,
and a pointer back to the datapoint at the start of the chosen single arc. The
simplest way to choose the overall MAP estimate is then to pick another definite
breakpoint (for example, the last datum if the performance has finished) and
backtrack from there to recover the MAP arc path.
Complexity The time complexity of the algorithm depends strongly on that
of the convex optimisation used to perform a single-arc fit. Assume that the
complexity of a single-arc fit is proportional to the number of data points k
included in the fit, where k ≤ K. Then for each incoming data point a search
is performed for one subset each of 2, 3, . . . K data points, which essentially
yields an order O(K2) process. For online processing this is manageable if K is
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not too large. Analysing a whole dataset of M points then has time complexity
O(K2M). (Compare this to the broadly similar complexity analysis of [6].) The
space complexity is simply O(M), or O(K) if the full arc history since the very
beginning does not need to be stored. This is because a small fixed amount of
data is stored per datapoint.
Predicting Immediate Future Arcs As discussed, if we know the perfor-
mance has finished then we can find the Viterbi path leading to a breakpoint
at the final data point received. However, we would also like to determine the
most likely set of arcs in cases where the performance might not have finished
(e.g. for real-time interactive systems), and thus where we do not wish to assert
that the latest datum is a breakpoint. We wish to be able to estimate an arc
which may still be in progress. If we can, this has a specific benefit of predicting
the immediate future evolution of the tempo modulations (until the end of the
present arc), which may be particularly useful for real-time interaction.
We can carry this out in our current approach as follows. Since an arc’s du-
ration (as well as the curve-fit) affects its MAP probability, in the case where
the latest arc may or may not be terminating we must iterate over the arc’s
possible durations and pick the most likely. To do this we choose a set of fu-
ture time-points as candidate breakpoints, xn+1 . . .xn+J (e.g. an evenly-spaced
tatum grid of J = K future points). Then we supply these data to the Viterbi
update process exactly as is done with actual data, but with no associated y
values. These “hypothetical” Viterbi updates will use these time-points to de-
termine the arc-lengths being estimated, and in normalising the data subset, but
will not include them in the arc-fitting process. It will therefore yield a MAP
probability estimate for each of the time-points as if an arc extended from the
real data as far as this hypothetical breakpoint. Out of these possibilities, the
one with the highest MAP probability is the MAP estimate for an arc which in-
cludes the latest real datum and some portion of the hypothetical future points.
(The hypothetical Viterbi updates are not preserved: if more data comes in, it
is appended to the Viterbi storage corresponding only to the actual data.)
2.4 Multi-scale Estimation
The model we describe operates at one level, with expected arc durations given
by the corresponding prior. Our model is adaptable to any time-scale by simply
adapting the prior. It does not however automatically lend itself to simultaneous
consideration of multiple active timescales.
Multi-scale analysis can be carried out by analysing a dataset with one
timescale, then analysing the residual at a second timescale. This residual-based
decomposition has been used previously in the literature (e.g. [9]); it requires
a strong hierarchical assumption that the arcs at the first timescale do not de-
pend at all on those at the second timescale, while the second is subordinate
to the first. We consider this to be unrealistic, since there may well be interac-
tions between the different timescales on which a performer’s expression evolves.
However this assumption leads to a tractable analysis.
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Note also that this approach to multi-scale estimation requires the first anal-
ysis to be completed (so that the residual is known) before the second scale can
be analysed. Some DP approach may be possible to enable both to be calcu-
lated online, but we have not developed that here. For the present work, the
single-scale Viterbi tracking is applicable and useful for online tracking, while
multi-scale analysis is an offline process, which we will next apply to modelling
of pre-recorded tempo data.
3 Analysis of Expressive Piano Performance
We applied our analysis to an existing set of annotations of three performances of
Beethoven’s Moonlight Sonata. The annotations were provided by Elaine Chew
and have previously been analysed by Chew with reference to observations noted
by Jeanne Bamberger [4]. For each of three well-known performances of the
piece (by Daniel Barenboim (1987), Maurizio Pollini (1992) and Artur Schnabel
(2009)), the first 15 bars have been annotated with note onset times, which
correspond to regular triplet eighth-note timings.
We implemented the algorithm in Python, using the scipy.optimize.fmin
optimiser to solve individual regressions. Source code is available.1 (Note that
this development implementation is not generally fast enough for real-time use.)
Instantaneous tempo was derived from these inter-onset intervals, then anal-
ysed using a two-pass version of our algorithm: first the data was analysed using
an arc-duration prior centred on four bars; then the residual was analysed us-
ing an arc-duration prior centred on one bar. This choice of timescales is a
relatively generic choice which might reasonably be considered to reflect a per-
former’s short-term and medium-term state; however it might also be said to be
a form of basic contextual information about the relevant timescales in the cur-
rent piece. For the current study, we confine ourselves to priors with log-normal
shapes, though an explicitly score-derived or corpus-derived prior could have a
more tailored and perhaps multimodal shape.
Figure 2 shows the results. The analyses show some notable similarities and
differences, some of which we will now discuss.
The longer time scale analysis (centred on four-bar durations) immediately
highlights a difference between the performances: Pollini’s performance appears
to contain relatively little variation on this level, as the fit yields long and shallow
arcs, with breakpoints near positions 48, 96 and 168 (structurally important po-
sitions; 96 is where the key-change occurs). On the other hand, both Barenboim
and Schnabel’s tempo curves exhibit fairly deep and varied arcs. Schnabel’s per-
formance exhibits the most dramatic variation in the first four bars until around
measure 48: this first four-bar section corresponds to the opening statement of
the basic progression, before the melody enters in the fifth bar (and the under-
lying progression repeats). Bamberger described Schnabel as performing them
“as if in one long breath” (quoted in [4]), not quite reflected in our analysis.
1 https://code.soundsoftware.ac.uk/projects/arcsml
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On the shorter time scale, the analysis tends to group phrases into one-bar or
two-bar arcs. Aspects of the musical structure are reflected in the arcs observed.
Sections of the melody which lend themselves to two-bar phrasing (e.g. 72–96)
are generally reflected in longer arcs crossing bar lines. Conversely, in the region
96–132 the change to the new key unfolds as each new chord enters at the start
of a bar, and the tempo curves for all three performers reflect an expressive focus
on this feature, with one-bar arcs which are more closely locked to the bar-lines
than elsewhere. Note that in this section Schnabel matches Pollini in exhibiting
a long and shallow arc on the slow timescale, with all the expressive variation
concentrated on the one-bar arcs.
Over the excerpt generally, the breakpoints for Schnabel are further away
from the barline than the others, as was observed in Chew’s manual analysis.
We have extended the plots slightly beyond the 180 annotated data points,
to illustrate the immediate-future predictions made by the model. (This is done
for both timescales, though only the longer timescale (in red) shows noticeable
extended arcs.) All the performers, and especially Schnabel, exhibit an accel-
eration towards the end of the annotated data, reflected in the predictions of
an upward arc followed by a gradual slowing over the next bar. This type of
prediction is plausible for such expressively-timed music.
To illustrate the effect that the prior parameters have upon the regression,
Figure 3 shows the same analysis as Figure 2 but with the standard deviation
of the noise prior set at 4.0 rather than 3.0. The increase in the assumed noise
variance leads the algorithm to “trust” the data less and the prior slightly more
(cf. Equation 2). In our example, some of the breakpoints for the long-term
arcs (in red) have changed, losing some detail, though most of the detail of the
second-level analysis (in blue) is consistent.
4 Conclusions
We have described a model with similarities to some previous piecewise-arc mod-
els of musical expression, but with a Bayesian formulation which facilitates model
comparison and the principled incorporation of prior beliefs. We have also de-
scribed an efficient Viterbi-like Dynamic Programming approach to estimation
of the model from data. The approach provides scope to apply the model to real-
time score-free performance tracking, including prediction of immediate future
tempo modulation. Source code for the algorithm (in Python) is available.
We have applied the model in a two-level analysis to data from expressive
piano performance, illustrating the algorithm’s capacity to operate at different
time-scales, and to recover expressive arc information that corresponds with
some musicological observations regarding phrasing and timing.
Further research would be needed to develop a model considering multiple
simultaneously-active levels of expression which can be applied online as with our
single-level Viterbi-like algorithm. Similar arcs have been observed and analysed
in loudness information extracted from performances [3]. It would also be useful
to combine loudness information with tempo information in this model.
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Fig. 2. Two-level analysis of performances by each of three pianists (Barenboim,
Pollini, Schnabel). In each plot, the first long-scale fit (centred on the four-bar
timescale) is depicted in red, and the second shorter-scale fit (centred on the one-
bar timescale) is given in blue. The second fit is pre-offset by the first, meaning the
blue arcs display the combined model produced by both timescales combined. Anno-
tated data finish at tatum 180; where the MAP choice extends beyond that, we show
the predicted immediate future arc.
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Fig. 3. As Figure 2 but with the standard deviation of the noise prior set at 4.0 rather
than 3.0.
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Abstract. Time-span tree is a stable and consistent representation of musical
structure since most experienced listeners deliver the same one, almost indepen-
dently from context and subjectivity. In this paper, we pay attention to the re-
duction hypothesis of the tree structure, and introduce the notion of distance as
a promising candidate of stable and consistent metric of similarity. First, we de-
sign a feature structure to represent a time-span tree. Next, we regard that when a
branch is removed from the tree the information corresponding to its time-span is
lost, and suggest that the sum of the length of those removed spans is the distance
between two trees. We will show that the distance preserves uniqueness in multi-
ple shortest paths, as well as the triangle inequality. Thereafter, we illustrate how
the distance works as a metric of similarity, and then, we discuss the feasibility
and the problem of our methodology.
Keywords: Similarity, time-span reduction, feature structure, join, meet
1 Introduction
As is remarked in [26],an ability to assess similarity lies close to the core of cognition.
Musical similarity is multi-faceted as well [15], and this property inevitably raises a
context-dependent, subjective behavior [14]. As to context dependency, similarity can-
not be perceived in isolation from the musical context in which it occurs. Volk stated
in [22]: Depending on the context, similarity can be described using very different fea-
tures. For instance, the impact of cultural knowledge may degrade a stable similarity
assessment. As to subjectivity, similarity is likely perceived differently between sub-
jects and even within a subject, depending on listening style, preference, and so on. For
instance, [23] revealed that the inconsistency in the annotations by experts is caused by
the divergence of four musical dimensions (rhythm, contour, motif, and mode).
Thus far, many researches have explored stable and consistent musical similarity
metrics as a central topic in music modelling and music information retrieval [9, 4].
Some of them are motivated by engineering demands such as musical retrieval, clas-
sification, and recommendation [15, 7, 18], and others are by modelling the cognitive
processes of musical similarity [5, 6]. In this paper, we also seek for a stable and con-
sistent similarity, postponing context-dependency and subjectivity later. We regard that
similarity is stable in the sense that similarity assessment is performed only on a score
of music, disregarding such context-dependent factors as timber, artist, subject matter
of lyrics, and cultural factors. Also, we regard that similarity assessment is consistent
in the sense that most experienced listeners can deliver same results as long as the
western-tonal-classical style of music is targeted.
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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To propose a stable and consistent similarity, we rely on the cognitive reality or per-
ceptual universality of music theory. As addressed in [24],systems which aim to encode
musical similarity must do so in a human-like way. Now, we take the stance thattree
structure underlies such cognitive reality. Bod claimed in his DOP model [1] that there
lies cognitive plausibility in combining a rule-based system with a fragment memory
when a listener parses music and produces a relevant tree structure, like a linguistic
model. Lerdahl and Jackendoff presumed that perceived musical structure is internally
represented in the form of hierarchies, which means time-span tree and strong reduction
hypothesis in Generative Theory of Tonal Music (GTTM, hereafter) [16, p.2, pp.105-
112, p.332]. Dibben argued that the experimental results show that pitch events in tonal
music are heard in a strict hierarchical manner and provide evidence for the internal
cognitive representation of time-span tree of GTTM [3]. Wiggins et al. deployed dis-
cussions on the tree structures and argued that they are more about semantic grouping
than about syntactic grouping [25]. We basically follow their view, under which we as-
sume the time-span tree of a melody represents its meaning. Here, we need to admit
that GTTM has its innate problem, that is, those ambiguous preference rules may result
in multiple time-span analyses; [8] has solved this issue, assigning a parametric weight
to each rule, and has implemented an automatic tree analyzer.
In effect, tree representation has contributed to the study on similarity. Marsden
began with conventional tree representations and allowed joining of branches in the
limited circumstances with preserving the directed acyclic graph (DAG) property for
expressing information dependency [13]. As a result, high expressiveness was achieved,
while it was difficult to define consistent similarity between melodies. Valero proposed
a representation method dedicated to a similarity comparison task, called metrical tree
[21]. Valero used a binary tree representing the metrical hierarchy of music and avoided
the necessity of explicitly encoding onsets and duration; only pitches needed to be en-
coded. As a measure to compare metrical trees, Valero adopted the tree edit distance
with many parameters, which were justified only by the best performance in experi-
ments, but not by cognitive reality.
Among the properties of time-span tree, in particular, we consider the concept of
reductionessential, when a time-span tree subsumes a reduced one. Selfridge-Field
also claimed that a relevant way of taking deep structures (meaning) into account is to
adopt the concept of reduction [19]. Since the subsumption relation between time-span
trees can be defined as a partial order, the above consideration may imply a possibility
for treating time-span tree (i.e., the meaning of a melody) as a mathematical entity. Our
objective is to derive the notion of distance from the reduction and the subsumption
relation, to employ it as a metric of similarity. At this time, our attitude toward the
design is strictly computational; that is, there must lie a reliable logical and algebraic
structure so that we will be able to implement the similarity onto computers.
In the following Section 2, we translate a time-span tree into a feature structure,
carefully preventing the other factors from slipping into the structure, to guarantee sta-
bility. In Section 3, we define a notion of distance between time-span trees and then
show that the notion enjoys several desirable mathematical properties, including the tri-
angle inequality. In Section 4, we illustrate our analysis. In Section 5 we discuss open
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problems concerning how we can apply our notion of distance to music similarity, and
in Section 6 we summarize our contribution.
2 Time-Span Tree in Feature Structure
In this section, we develop the representation method for time-span tree in [11, 10], in
terms of feature structure. First we introduce the general notion of feature structure, and
then we propose a set of necessary features to represent a time-span tree. As the set of
feature structures are partially ordered, we define such algebraic operations asmeet nd
join and show that the set becomes alattice. Since this section and the following section
include mathematical foundation, those who would like to see examples first may jump
to Section 4 and come back to technical details afterward.
Surfacestructure
Reduction
?
Ordering of
reduction
performed
6
Fig.1. Time-span reduction in GTTM (Lerdahl and Jackendoff [16, page 115])
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2.1 Time-Span Tree and Reduction
A melody is considered to be a sequence of pitch events in temporal order, consisting
of a single note and a chord. Time-span reduction [16] assigns structural importance
to each pitch events in the hierarchical way. The structural importance is derived from
the grouping analysis, in which multiple notes compose a short phrase called a group,
and from the metrical analysis, where the regular alternation of strong and weak beats
affects. As a result, a time-span tree becomes a binary tree constructed in bottom-up
and top-down manners by comparison between the structural importance of adjacent
pitch events at different hierarchical levels.
Fig. 1 shows an excerpt from [16] demonstrating the concept of reduction. In the
sequence of reductions, each level should sound like a natural simplification of the pre-
vious level.3 The alternative omission of notes must make the successive levels sound
less like the original. Hence, reduction can be regarded as rewriting an expression to an
equivalent simpler one; it often has the same meaning as abstraction. Since reduction
is designed based on Gestalt grouping, the reduction successfully associates a melody
with another one that sounds quite similar. The key idea of our framework is that reduc-
tion is identified with the subsumption relation, which is the most fundamental relation
in knowledge representation.
2.2 Feature Structure and Subsumption Relation
Feature structure (f-structure, hereafter) has been mainly studied for applications to
linguistic formalism based on unification and constraint, such as Head-driven Phrase
Structure Grammar (HPSG)[2, 17]. An f-structure is a list of feature-value pairs where
a value may be replaced by another f-structure recursively. Below is an f-structure in
attribute-value matrix (AVM) notation whereσ is a structure, the label headed by ‘˜ ’
(tilde) is thetypeof the whole structure, andfi’s are feature labels andvi’s are their
values:
σ =
[
t̃ype
f1 v1
f2 v2
]
.
A type requires its indispensable features. When all these intrinsic features are properly
valued, the f-structure is said to befull-fledged.
Now we define the notion ofsubsumption. Letσ1 andσ2 be f-structures.σ2 sub-
sumesσ1, that is,σ1 ⊑ σ2 if and only if for any(f v1) ∈ σ1 there exists(f v2) ∈ σ2
and v1 ⊑ v2. Since we suppose an f-structure is considered to be the conjunctive
set of feature-value pairs, ‘⊑’ corresponds to the so-called Hoare order of sets (e.g.,
{b, d} ⊑ {a, b, c, d}). For example, by assumingv1 ⊑ [f3 v3], σ1 below is subsumed
both by the followingσ2 andσ3.
σ1 =
[
t̃ype1
f1 v1
]
, σ2 =
[
t̃ype1
f1 v1
f2 v2
]
, σ3 =
[
t̃ype1
f1
[
t̃ype2
f3 v3
]
]
.
3 Once amelody is reduced, each note with onset and duration properties becomes a virtual note
that is just a pitch event dominating a corresponding time-span, omitting onset and duration.
Therefore, to listen to a reduced melody, we assume that it can be rendered by regarding a
time-span as a real note with such onset timing and duration.
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Since bothσ2 andσ3 are elaborations ofσ1, which are differently elaborated, ordering
‘⊑’ is a partial order, not a total order like integers and real numbers. Equivalencea = b
is defined asa ⊑ b ∧ b ⊑ a.
To denote valuev of featuref in structureσ, we writeσ.f = v. Thus,σ1.f1 = v1
andσ1.f2 is undefined whileσ3.f1.f3 = v3. We call a sequence of featuresf1.f2. · · · .fn
a feature path. Structure sharing is indicated by boxed tags such asi or j . Theset
value{x, y} means the choice either ofx or y, and⊥ means that the value is empty.
Even for⊥, any featurefi is accessible though⊥.fi = ⊥.
2.3 Time-Span Trees in F-Structures
We name the type of an f-structure corresponding a time-span treet̃re .
Definition 1 (Tree Type F-structure) A full-fledged t̃ree f-structure possesses the
following features.
– head represents the most salient pitch event in the tree.
– span represents the length of the time-span of the whole tree, measured by the
number of quarter notes.
– dtrs (daughters) are subtrees, whose left and right are recursivelyt̃ree. This dtrs
feature is characterized by the following two conditions.
• The value of span must be the addition of two spans of the daughters.
• The value ofhead is chosen from either that ofleft or of right daughter.
If head = dtrs.left .head , the node has the right-hand elaboration of shape, while
if head = dtrs.right .head , the left-hand elaboration . If dtrs = ⊥ then the tree
consists of a single branch with a single pitch event at its leaf.
Fig. 2 shows the examples. Such bold-face letters asC4, E4 andG4 are pitch events.
C4 G4
qq
Œ
(a)
σA
C4 E4 G4
qq e
‰
(b)
σB
(c)


t̃ree
head j .head
span 3
dtrs
[
left j C4
right G4
]

 (d)


t̃ree
head i .head
span 3
dtrs


left


t̃ree
head i .head
span 2
dtrs
[
left i C4
right E4
]


right G4




Fig.2. Melodies (a) and (b) and their f-structures (c) and (d), respectively.
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The value ofhead feature is occupied bỹevent f-structure; a full-fledged one
should includepitch, onset, anddurationfeatures. For example,
C4 =


t̃ree
head


ẽvent
pitch C4
onset . . .
duration 1


span . . .
dtrs ⊥


.
2.4 Unification,Join and Meet
Intuitively, unification is a process of information conjunction. We introduce the set
notation of an f-structure using the set of feature-path-value pairs:{(f11. · · · .f1n v1),
(f21. · · · .f2m v2), · · · }. Unification is the consistent union of f-structures in the set
notation, results in another f-structure. Unification fails only if there exists an inconsis-
tency in any feature-path-value pair.
The set of f-structures are partially ordered as there is the subsumption relation.
Here, we can introducejoin andmeetoperations;Joincorresponds to a union of sets or
a consistent overlay whilemeetdoes to intersection or the common part.
Definition 2 (Join) Let σA and σB be full-fledged f-structures representing the time-
span trees of melodiesA andB, respectively. If we can fix the least upper bound ofσA
andσB , that is, the leasty such thatσA ⊑ y andσB ⊑ y is unique, we call suchy the
join of σA andσB , denoted asσA ⊔ σB .
Theorem 3.13 in Carpenter [2] provides that the unification of f-structuresA andB
is the least upper bound ofA andB, which is equivalent tojoin in this paper. Similarly,
we regard the intersection of the unifiable f-structures asmeet.
Definition 3 (Meet) Let σA andσB be full-fledged f-structures representing the time-
span trees of melodiesA andB, respectively. If we can fix the greatest lower bound of
σA andσB , that is, the greatestx such thatx ⊑ σA andx ⊑ σB is unique, we call such
x the meet ofσA andσB, denoted asσA ⊓ σB .
We show a musical example in Fig. 3.
Obviously from Definitions 2 and 3, we obtain the absorption laws:σA ⊔ x = σA
andσA ⊓ x = x if x ⊑ σA. Moreover, ifσA ⊑ σB , for anyx x ⊔ σA ⊑ x ⊔ σB and
x ⊓ σA ⊑ x ⊓ σB .
We can defineσA ⊔ σB and σA ⊓ σB in recursive functions. In the process of
unification betweenσA andσB , when we are to match a subtree with a single branch
in the counterpart, if we always choose the subtree the result becomesσA ⊔ σB and if
we always choose the single branch we obtainσA ⊓ σB . Because there is no alternative
action in these procedures,σA ⊔ σB andσA ⊓ σB exist uniquely. Thus, the partially
ordered set of time-span trees becomes alattice.
Since time-span treeT is rigidly corresponds to f-structureσ, we identifyT with σ
and may callσ a tree in the following sections as long as no confusion.
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qq e
‰
σA
qq e
‰
σB
q
q ee
σA ⊔ σB
qq
Œ
σA ⊓ σB



HHH
HHH
Fig.3. JoinandMeetoperations of time-span trees
3 Strict Distance in Time-Span Reduction
In this section, we introduce the notion of distance between two time-span trees. We
propose that:
If a branch with a single pitch event is reduced, the information corresponding
to the length of its time-span is lost.
Thus, we regard the accumulation of such lost time-spans as the distance of two trees in
the sequence of reductions, calledr uction path. Thereafter, we generalize the notion
to be feasible, not only in a reduction path but in any direction in the lattice. Finally in
this section, we show the distance suffices the triangle inequality. Again as this section
includes technical details, those who would like to see examples earlier may skip this
section and can come back later.
We restrict that branches are reduced only one by one, for the convenience to sum
up distances. A branch isreducibleonly when there exists no other lower branch than
its junction (attaching point); thus, a reducible branch possesses a single pitch event at
its leaf. In the similar way, we restrict that a branch can be an elaboration of some tree
only when it consists of a single event and can be attached to a junction under which
there is no other branch.
By the way, theheadpitch event of a tree structure is the representative of the
whole tree, whose length appears atspanfeature. Though the event itself retains its
original shorter duration, we may regard its supremacy is extended to the tree length.
The situation is the same as each subtree. Thus, we consider that each pitch event has
the maximal length of dominance.
Definition 4 (Maximal Time-span) Each pitch event has the maximal time-span within
which the event becomes most salient, and outside the time-span its supremacy is lost.
In Fig. 4, a reducible branch on pitch evente2 has the time-spans2. After e2 is
reduced, branch one1 becomes reducible and the connected spans1 + s2 becomese1’s
maximal time-span, though its original duration wass1. Finally, aftere1 is reduced,e3
dominates the length ofs1 + s2 + s3. Whene2 ande1 are reduced in this order, the
distance betweenσA andσC becomess2 + (s1 + s2).
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Fig.4. Reduction by maximal time-spans; gray thick lines denote maximal time-spans while thin
ones pitch durations.
Prior to the formal definition of distance, we imposeH ad/Span Equality Condition
(HSEC, hereafter):
σA.head = σB .head & σA.span = σB .span.
We have included this restriction in the following algorithm, so as to avoid any futile
comparison; if the identity of two heads and their time-spans is disregarded, the distance
between them is meaningless.
Let ς(σ) be a set of pitch events inσ, ♯ς(σ) be its cardinality, andse be the maximal
time-span of evente. Since reduction is made by one reducible branch at a time, a
reduction pathσB = σn, σn−1, . . . , σ2, σ1, σ0 = σA suffices♯ς(σi+1) = ♯ς(σi) + 1.
For each reduction step, when a reducible branch on evente disappears, its maximal
time-spanse is accumulated as distance.
Definition 5 (Reduction Distance) The distanced⊑ of two time-span trees such that
σA ⊑ σB in a reduction path is defined by
d⊑(σA, σB) =
∑
e∈ς(σB)\ς(σA) se.
Although the distance is a simple summation of maximal time-spans at a glance, there
is a latent order in adding the spans, for reducible branches change dynamically in the
process of reduction. In order to give a constructive procedure on this summation, we
introduce the notion of total sum of maximal time-spans.
Definition 6 (Total Maximal Time-span) Giveñ tree f-structureσ,
tms(σ) =
∑
e∈ς(σ) se.
We presentms(σ) as a recursive function in Algorithm 1.
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Input: a t̃ree f-structureσ
Output: tms(σ)
if σ = ⊥ then1
retur n 0;2
else ifσ.dtrs = ⊥ then3
retur n σ.span;4
else5
caseσ.head = σ.dtrs.left .head6
retur n tms(σ.dtrs.left) + tms(σ.dtrs.right) + σ.dtrs.right .span;7
caseσ.head = σ.dtrs.right .head8
retur n tms(σ.dtrs.left) + tms(σ.dtrs.right) + σ.dtrs.left .span;9
Algorithm 1 : Total Maximal Time-span
In Algorithm 1, Lines 1–2 are the terminal condition. Lines 3–4 treat the case that
a tree consists of a single branch. In Lines 6–7, when the right subtree surrender to the
left, the left extends the domination rightward byσ.dtrs.right .span. Ditto for the case
the right-hand side overcomes the left, as Lines 8–9.
WhenσA ⊑ σB , from Definition 5 and 6,
d⊑(σA, σB) =
∑
e∈ς(σB)\ς(σA) se =
∑
e∈ς(σB) se −
∑
e∈ς(σA) se
= tms(σB) − tms(σA).
As a special case of the above,d⊑(⊥, σ) = tms(σ).
Next, we consider the notion of distance that can be applicable to two trees reside
in different paths.
Lemma 1 For any reduction path fromσA ⊔ σB to σA ⊓ σB , d⊑(σA ⊓ σB, σA ⊔ σB)
is unique.
Proof As there is a reduction path betweenσA ⊓σB andσA ⊔σB , andσA ⊓σB ⊑ σA ⊔
σB, d⊑(σA ⊓ σB , σA ⊔ σB) is computed by the difference of total maximal time-span
in Algorithm 1. Because the algorithm returns a unique value, the distance is unique.
Theorem1 (Uniqueness of Reduction Distance)If there exist reduction paths from
σA to σB , d⊑(σA, σB) is unique.
Lemma 2 d⊑(σA, σA ⊔ σB) = d⊑(σA ⊓ σB, σB) andd⊑(σB , σA ⊔ σB) = d⊑(σA ⊓
σB, σA).
Proof From set-theoretical calculus,ς(σA ⊔ σB) \ ς(σA) = ς(σA) ∪ ς(σB) \ ς(σA) =
ς(σB)\ς(σA)∩ς(σB) = ς(σB)\ς(σA⊓σB). Then, by Definition 5,d⊑(σA, σA⊔σB) =∑
e∈ς(σA⊔σB)\ς(σA) se =
∑
e∈ς(σB)\ς(σA⊓σB) se = d⊑(σA ⊓ σB, σB).
Definition 7 (Meet and Join Distances)
– d⊓(σA, σB) = d⊑(σA ⊓ σB , σA) + d⊑(σA ⊓ σB , σB) (meet distance)
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– d⊔(σA, σB) = d⊑(σA, σA ⊔ σB) + d⊑(σB , σA ⊔ σB) (join distance)
Lemma 3 d⊔(σA, σB) = d⊓(σA, σB).
Proof Immediately from Lemma 2.
Lemma 4 For any σ′, σ′′ such thatσA ⊑ σ′ ⊑ σA ⊔ σB , σB ⊑ σ′′ ⊑ σA ⊔
σB, d⊔(σA, σ′)+d⊓(σ′, σ′′)+d⊔(σ′′, σB) = d⊔(σA, σB). Ditto for the meet distance.
Now the notion of distance, which was initially defined in the reduction path asd⊑
is now generalized tod{⊓,⊔}, and in addition we have shown they have the same values.
From now on, we omit{⊓, ⊔} from d{⊓,⊔}, simply denoting ‘d’.
Theorem 2 (Uniqueness of Distance)d(σA, σB) is unique among shortest paths be-
tweenσA andσB .
Note that shortest paths can be found in ordinary graph-search methods, such as
branch and bound, Dijkstra’s algorithm, best-first search, and so on.
Corollary 1 d(σA, σB) = d(σA ⊔ σB, σA ⊓ σB).
Proof From Lemma 2 and Lemma 3.
Theorem3 (Triangle Inequality) For anyσA, σB andσC , d(σA, σB)+d(σB , σC) ≥
d(σA, σC).
Proof From Corollary 1 and by definition,
d(σi, σj) = d(σi ⊔ σj , σi ⊓ σj) =
∑
e∈ς(σi⊔σj)\ς(σi⊓σj) se.
Since we employ the set-notation of f-structure (cf. Sec-
tion 2.4), the relationship betweenσ{A,B,C} can be de-
picted in Venn diagram. Then,d(σA, σB) + d(σB , σC)
becomes the sum of maximal time-spans inς(σA ⊔σB) \
ς(σA ⊓σB) plus those inς(σB ⊔σC)\ς(σB ⊓σC), which
corresponds to(f + g + b + c) + (a + c + d + f) =
a + b + 2c + 2f + d + g in the diagram. On the con-
trary,d(σA, σC) becomes the sum ofa+ b+d+ g. Since
(a+b+2c+2f +d+g)−(a+b+d+g) = 2c+2f ≥ 0,
we obtain the result.
In theabove proof,c andf are counted twice because branches in these areas are
once reduced and later added, or once added and later reduced. This implies that these
reduction/addition can be skipped and there exists a short cut betweenσA a dσC with-
out visitingσB .
Finally in this section, we suggest that the distance can be a metric of similarity
between two music pieces. As long as we stay in the lattice of reductions underHSEC,
the distance exactly reflects the similarity. However, even thoughheads andspans are
different in two pieces of music, we can calculate the similarity with our notion of
distance. We show such examples in Section 4.
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4 Examples
In this section, we illustrate our analyses. The first example is Mozart’s K265,Ah!
vous dirais-je, maman, equivalent toTwinkle, Twinkle, Little Star. The melody in the
left-hand side of Fig. 5 is the theme, while those in the right-hand side are the third
variation and its reduced melodies in downward order. The horizontal lines below each
score are the maximal time-spans of pitch events though we omit explicit connection
between events and lines in the figure. The lines drawn at the bottom level in each
score correspond to reducible branches (i.e., reducible pitch events) at that step. For
example, from Level c in the right-hand side of Fig. 5 to Level b, eight maximal time-
spans of1/3-long disappear by reduction, thus, according to Algorithm 1 the distance
is 1/3×8 = 8/3. The configuration of maximal time-spans at Level a in the right-hand
Fig.5. Reduction ofMozart: Ah! vous dirais-je, maman
of Fig. 5 quite resembles that in the left-hand side, which is the theme of the variation.
Actually, since the difference between (1) and Level a is the rightmost quarter note in
the 4-th measure, the distance between these two is so close as just 1. This implies that
we can retrieve the theme by reducing the variation.
In Fig. 6, we have arranged various reductions originated from a piece. As we can
find three reducible branches inA we possess three different reductions:B, C, andD.
In the figure,C (shown diluted) lies at the back of the lattice where three back-side
edges meet.
The distances, represented by the length of edges, fromA to B, D to F , C to E,
and G to H are same, since the reduced branch is common. Namely, the reduction
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Fig.6. Reduction lattice
lattice becomes parallelepiped,4 and the distances fromA to H becomes uniquely2 +
2 + 2 = 6, which we have shown as Theorem 1. We exemplify the triangle inequality
(Theorem 3); fromA throughB to F , the distance becomes2+2 = 4, and that fromF
throughD to G is 2+2 = 4, thus the total path length becomes4+4 = 8. But, we can
find a shorter path fromA to G via D, in which case the distance becomes2 + 2 = 4.
Notice that the lattice represents the operations ofjoin andmeet; e.g.,F = B ⊓ D,
D = F ⊔ G, H = E ⊓ F , and so on. In addition, the lattice is locally Boolean, beingA
andH regarded to be⊤ and⊥, respectively. That is, there exists a complement,5 and
Ec = D, Cc = F , Bc = G, and so on.
In the next example, we compare two time-span trees in reduction. The left-hand
side in Fig. 7 isMassa’s in De Cold Ground(Stephen Collins Foster, 1852) and the
right-hand side isLondonderry Air(transposed to C major). The vertical distance is
strictly computable in each reduction, but in addition, we may notice that these two
pieces are quite near in their skeletons in the abstract levels. Especially, we should
compare the configurations of maximal time-spans in the bottom three levels and find
them topologically equal to each other. This means the distance becomes 0, beingHSEC
disregarded. Then, in the next section, we discuss how to compute the distance where
HSECdoes not hold.
4 In thecase of Fig. 6, as all the edges have the length of2, the lattice becomes a cube.
5 For any memberX of a set, there existsXc andX ⊔ Xc = ⊤ andX ⊓ Xc = ⊥.
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Fig.7. Reduction processes ofMassa’s in De Cold GroundandLondonderry Air
5 Discussion
In this section, we discuss several open problems. In Section 2, we have introduced
the representation of time-span tree in f-structure andjoin andmeetoperations, which
however only work properly underHSEC. From a practical point of view, this condi-
tion is too restrictive for arbitrarily given two melodies. We found thatMassa’s in De
Fig.8. flexible matching
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Cold GroundandLondonderry Airdo not share strictly common time-span trees, but
are somewhat similar as a result of reduction as in Fig. 7. Since we actually recognize
a flavor of similarity in them, we have a good reason to seek for a more flexible mech-
anism to mapheads andspans as in Fig. 8 injoin andmeetcomputation. The situation
is same for the comprison of pitch events residing atheadfeature. For the purpose, we
have to provide the subsumption relations in time-spans and in pitch events, grounded
to cognitive reality; if these partial orders truly coincide with our intuition or perception,
we can tolerate the condition of unificaiton.
The similarity measures widely used in data mining and information retrieval in-
clude Jaccard, Simpson, Dice, and Point-wise mutual information (PMI) [20]. For in-
stance, the Jaccard index (also known as Jaccard similarity coefficient) is regarded as
an index of the similarity of two sets.
sim(σA, σB) =
|σA ⊓ σB |
|σA ⊔ σB |
,
Here, wemay näıvely interpret ‘|σ|’ as the set of pitch events in the tree as ‘♯ς(σ)’.
However, the number of notes does not fully reflect the internal structure. Then, it may
be appropriate to weight an individual note by its time-span, and the content of a struc-
ture hence amounts to the total maximal time-spantms(σ) in Definition 6, as
sim(σA, σB) =
tms(σA ⊓ σB)
tms(σA ⊔ σB)
.
Since thevalue of tms(σ) represents the complexity of the whole structure, we can
also consider thedensityof notes in the music piece. Similarly, we may make use of
Simpson index withtms as follows:
sim(σA, σB) =
tms(σA ⊓ σB)
min(tms(σA), tms(σB))
.
We have treated the maximal time-spans evenly, independent of their lengths and
levels at which they occur. However, suppose we listen to two melodies of the same
length; one is with full of short notes while the other with a few long notes, then the
psychological lengths of these two melodies may be different. This effect is actually
well known as the Weber-Fechner law; the relationship between stimulus and percep-
tion is logarithmic in auditory and visual psychology. Since our initial purpose of this
paper has been to present a stable and consistent similarity, we could not reflect such
perceptional aspects.
6 Conclusions
In this paper, we relied on the strong reduction hypothesis of the tree structure in GTTM,
and presented the notion of metric of similarity, based on the distance of reduction. In
order to do that, we first designed an f-structure to represent a time-span tree, and we
showed that itsheadfeature andspanfeature properly reflected the original structure
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proposed in GTTM. Thereafter, we regarded that a reduction was the loss of informa-
tion, and the loss was quantified by the time-span of a reduced event. We defined the
notion of distance by the lost time-span, and have generalized the notion as the metric
of similarity. We have shown several mathematical properties concerning the metric,
including uniqueness of distance in any shortest paths as well as the triangle inequality.
Our contribution in this paper is two-fold. One is that we have presented a stable
and consistent metric of similarity, which does rely on neither subjective nor context-
dependent factor. The other is that our metric is mathematically so sound that it can be
employed in the framework of well-known traditional measures, such as Jaccard/Simpson
indices.
At present, we have the following five open problems entangled each other. First, (i)
if we are to apply our unification mechanism such asjoin andmeetoperations to practi-
cal problems, e.g., melodic morphing, we need to easeHSEC. Also, (ii) we need more
statistical witness in comparison of such existing metrics as Jaccard/Simpson indices,
referring to a large-scale music database. As was mentioned in Section 5, (iii) we have
treated the maximal time-spans evenly, disregarding the psychological length of music.
Since we have postponed such subjective and context-dependent metric, we are obliged
to face this aspect from now. By the way, (iv) we still have various alternatives to render
each reduced event on actual staff. Though we have mentioned this in the footnote 3 in
Section 2.1, the problem is left undone. Finally, (v) the more fundamental problem is
the reliability of time-span tree. We admit that some processes in the time-span reduc-
tion is still fragile and proper reduction is not promised yet. Thus far we have tackled
the automatic reduction system, and even from now on we need to improve the system
performance. All in all, to apply such an objective metric to practical cases we need
further consideration, that would be our future works.
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Abstract. Fugue analysis is a challenging problem. We propose an al-
gorithm that detects subjects and counter-subjects in a symbolic score
where all the voices are separated, determining the precise ends and the
occurrence positions of these patterns. The algorithm is based on a di-
atonic similarity between pitch intervals combined with a strict length
matching for all notes, except for the first and the last one. On the 24
fugues of the first book of Bach’s Well-Tempered Clavier, the algorithm
predicts 66% of the subjects with a musically relevant end, and finally
retrieves 85% of the subject occurrences, with almost no false positive.
Keywords: symbolic music analysis, contrapuntal music, fugue analy-
sis, repeating patterns
1 Introduction
Contrapuntal music is a polyphonic music where each individual line bears inter-
est in its own. Bach fugues are a particularly consistent model of contrapuntal
music. The fugues of Bach’s Well-Tempered Clavier are composed of two to
five voices, appearing successively, each of these voices sharing the same initial
melodic material: a subject and, in most cases, a counter-subject. These pat-
terns, played completely during the exposition, are then repeated all along the
piece, either in their initial form or more often altered or transposed, building a
complex harmonic network.
To analyze symbolic scores with contrapuntal music, one can use generic tools
detecting repeating patterns or themes, possibly with approximate occurrences.
Similarity between a pattern and several parts of a piece may be computed
by the Mongeau-Sankoff algorithm [20] and its extensions or by other methods
for approximate string matching [7, 8], allowing a given number of restricted
mismatches. Several studies focus on finding maximal repeating patterns, limiting
the search to non-trivial repeating patterns, that is discarding patterns that are a
sub-pattern of a larger one with the same frequency [13, 14, 16, 17]. Other studies
try to find musically significant themes, with algorithms considering the number
of occurrences [25], but also the melodic contour or other features [18].
Some MIR studies already focused on contrapuntal music. The study [26]
builds a tool to decide if a piece is a fugue or not, but no details are given on the
9th International Symposium on Computer Music Modelling and Retrieval (CMMR 2012) 
19-22 June 2012, Queen Mary University of London 
All rights remain with the authors.
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algorithm. The bachelor thesis [1] contains a first approach to analyze fugues,
including voice separation. For sequence analysis, it proposes several heuristics
to help the selection of repeating patterns inside the algorithms of [13] which
maximizes the number of occurrences. The website [10] also produces an analysis
of fugues, extracting sequences of some repeating patterns, but without precise
formal analysis nor precise bounds.
One can take advantage of the apparently simple structure of a fugue: as
the main theme – the subject – always begins at only one voice, this helps
the analysis. But a good understanding of the fugue requires to find where the
subject exactly ends. In this work, we start from a symbolic score which is already
track-separated, and we propose an algorithm to sketch the plan of the fugue.
The algorithm tries to retrieve the subjects and the counter-subjects, precisely
determining the ends of such patterns. We tested several substitution functions
to have a sensible and specific approximate matching. Our best results use a
simple diatonic similarity between pitch intervals [4] combined with a strict
length matching for all notes, except for the first and the last one.
The paper is organized as follows. Section 2 gives definitions and some back-
ground on fugues, Section 3 details the problem of the bounds of such patterns,
Section 4 presents our algorithm, and Section 5 details the results on the 24
fugues of the first book of Bach’s Well-Tempered Clavier. These results were
evaluated against a reference musicological book [2]. The algorithm predicts two
thirds of the subjects with a musically relevant end, and finally retrieves 85% of
the subject occurrences, with almost no false positives.
2 Preliminaries
A note x is described by a triplet (p, o, `), where p is the pitch, o the onset,
and ` the length. The pitches can describe diatonic (based on note names) or
semitone information. We consider ordered sequence of notes x1 . . . xm, that is
x1 = (p1, o1, `1), . . . , xm = (pm, om, `m), where 1 ≤ o1 ≤ o2 ≤ . . . ≤ om (see
Fig. 1). The sequence is monophonic if there are never two notes sounding at
the same onset, that is, for every i with 1 ≤ i < m, oi + `i ≤ oi+1. To be able
to match transposed patterns, we consider relative pitches, also called intervals:
the interval sequence is defined as ∆x2 . . .
∆xm, where
∆xi = (
∆pi, oi, `i) and
∆pi = pi − pi−1.
We now introduce some notions about fugue analysis (see for example [2,
23] for a complete musicological analysis). These concepts are illustrated by an
example on Fugue #2, which has a very regular construction.
A fugue is given by a set of voices, where each voice is a monophonic sequence
of notes. In Bach’s Well-Tempered Clavier, the fugues have between 2 and 5
voices, and Fugue #2 is made of 3 voices.
The fugue is built on a theme called subject (S). The three first occurrences of
the subject in Fugue #2 are detailed in Fig. 2: the subject is exposed at one voice
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Fig. 1. A monophonic sequence of notes (start of Fugue #2, see Fig. 2), represented
by (p, o, `) or (∆p, o, `) triplets. In this example, onsets and lengths are counted in six-
teenths, and pitches and intervals are counted in semitones through the MIDI standard.
Fig. 2. Start of Fugue #2 in C minor (BWV 847).
(the alto), beginning by a C, until the second voice enters (the soprano, mea-
sure 3). The subject is then exposed at the second voice, but is now transposed
to G. Meanwhile, the first voice continues with the first counter-subject (CS) that
combines with the subject. Fig. 3 shows a sketch of the entire fugue. The fugue
alternates between other instances of the subject together with counter-subjects
(8 instances of S, 6 instances of CS, and 5 instances of the second counter-subject
CS2) and development on these same patterns called episodes (E).
All these instances are not exact ones – the patterns can be transposed or al-
tered in various ways. As an example, Fig. 4 shows the five complete occurrences
of CS. For these occurrences, the patterns can be (diatonically) transposed, and
the lengths are conserved except for the first and last note.
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1 2 3 4 5 6 7 8 9 10 1 2 3 4
soprano S17----- C19----- S19-----
alto S19-----CS19----
tenor S19----- C19-----
I V I III
5 6 7 8 9 20 1 2 3 4 5 6 7 8 9 30 1
CS18---- S19----- S19-----
S17----- CS19----
S19-----
V I I I
Fig. 3. Analysis of Fugue #2 in C minor (BWV 847). Top: diagram summarizing
the analysis by S. Bruhn, used with permission [2], [3, p. 80]. Bottom: output of the
proposed algorithm, retrieving all occurrences of S (and their degrees) and all but
one occurrences of CS. The numbers indicate the pitch intervals exactly matching
(in a diatonic way) those of the patterns (out of 19 for S). The two S17 occurrences
correspond thus to approximate matches of the subject (tonal answers).
3 Where does the subject end?
A fundamental question concerns the precise length of the subject and of any
other interesting pattern. The subject is heard alone at the beginning of the first
voice, until the second voice enters. However, this end is generally not exactly
at the start of the second voice.
Formally, let us suppose that the first voice is x1, x2, ..., and the second
one is y1, y2, ..., with xi = (pi, oi, `i) and yj = (p
′
j , o
′
j , `
′
j). Let xz be the last
note of the first voice heard before or at the start of the second voice, that is
z = max{i | oi ≤ o′1}. The end of the subject is roughly at xz. Table 2, at the end
of the paper, lists the exact values of g such that the true subject ends at xz+g:
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Fig. 4. The 5 complete occurrences of the first counter-subject into Fugue #2 in C mi-
nor (BWV 847). (Note that this counter-subject actually has a latter occurrence, split
between two voices.) In these occurrences, all notes – except the first and the last ones
– have exactly the same length. The values in the occurrences indicate the intervals,
in number of semitones, inside the counter-subject. Only occurrences #2 and #5 have
exactly the same intervals. The occurrence #4 is almost identical to occurrence #1,
except that it lacks the octave jump (+3 instead of +15). Between groups {#1, #4},
{#2, #5}, and {#3}, the intervals are not exactly the same. However, all these in-
tervals (except the lack of the octave jump in #4) are equal when one considers only
diatonic information (bottom small staff): clef, key and alterations are here deliberately
omitted, as semitone information is not considered.
in the first book of Bach’s Well-Tempered Clavier, we notice that g is always
between −8 and +6, and, in the majority of cases, between −4 and +1 .
For example, in the Fugue #2, the subject has 20 notes, ending on alto note
x20 (the first sixteenth of the third measure, E[, first circled note on Fig. 2), that
is 2 notes before the start of the soprano voice (g = −2). This can be deduced
from many observations in this third measure:
– metrically, the phrase ends on a strong beat;
– harmonically, the five preceding notes “F G A[ G F” suggest a 9th dominant
chord, which resolves on the E[ suggesting the C minor tonic;
– moreover, the subject ends with a succession of sixteenths with small inter-
vals, whereas the following note x21 (C) belongs to CS with the line of falling
sixteenths.
Determining the precise end of the subject is thus an essential step in the
analysis of the fugue: it will help to localize the counter-subject and build the
structure with all occurrences of these patterns, but also to understand the
rhythm, the harmony and the phraseology of the whole piece.
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We could use generic algorithms to predict the subject end. For example,
the “stream segment detection” described in [24] considers melody, pitch and
rhythm informations. Many different features are also discussed in [18] for theme
extraction. However, in the following, we will show that a simple algorithm, only
based on similarities, is able to detect precisely most of the subject ends.
4 Algorithm
Starting from track-separated data, we propose here to detect the subject as
a repeating pattern finishing approximatively at the start of the second voice,
under a substitution function considering a diatonic similarity for pitch intervals,
and enforcing length equalities of all notes except the first one and the last one.
The similarity score between a pattern and the rest of the fugue piece can
be computed via dynamic programming by the Mongeau-Sankoff equation [20].
The alignment can then be retrieved through backtracking in the dynamic pro-
gramming table.
As almost all the content of a fugue is somewhat derived from a subject or
some counter-subject, any part will match a part of the subject or of another base
pattern within a given threshold. Here, we will use very conservative settings –
only substitution errors, and strict length requirements – to have as few false
positives as possible, still keeping a high recognition rate.
Subject identification. To precisely find the end the subject, we thus want
to test patterns finishing at notes xz+g, where g ∈ [gmin, gmax] = [8,+6]. Each
one of these candidates is matched against all the voices. In this process, we
use a substitution cost function able to match the first and the last notes of the
subject independently of their lengths.
Let S(a, b) be the best number of matched intervals when aligning the start
x1 . . . xa of a pattern (the subject) against a part of a given voice finishing at
yb, and Sf (a, b) the best number of matched intervals when aligning a com-
plete pattern (the complete candidate subject) x1 . . . xa against the same part.
These tables S and Sf may be computed by the following dynamic programming
equation:



S(1, b) = 0
∀a ≥ 2, S(a, b) = S(a− 1, b− 1) + δ(∆xa,∆yb) (match, substitution)
∀a ≥ 2, Sf (a, b) = S(a− 1, b− 1) + δf (∆xa,∆yb) (finishing)
The substitution functions δ and δf are detailed on Fig. 5: δ checks pitch
intervals and lengths, whereas δf only considers pitch intervals. The length of
the first notes (x1 and y1) is neither checked, as the algorithm actually compares
∆x2 . . .
∆xa against
∆y2 . . .
∆yb. Finally, notice that these equations only use sub-
stitution operations, but can be extended to consider other edit operations.
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δ((∆p, o, `), (∆p′, o′, `′)) =



+1 if ∆p ≈ ∆p′ and ` = `′
0 if ∆p 6≈ ∆p′ and ` = `′
−∞ otherwise
δf ((
∆p, o, `), (∆p′, o′, `′)) =
{
+1 if ∆p ≈ ∆p′
0 otherwise
Fig. 5. Substitution operations between intervals. The actual comparison of length
(` = `′) also checks the equality of the rests that may be immediately before the
compared notes. The relation ≈ is a similarity relation on pitch intervals.
As in [13], we only compute once each table (for a given voice), then we scan
the table Sf to find the occurrences: given a sequence x and a threshold τ , the
candidate finishing at xz+g occurs in the sequence y if for some position i in
the text, Sf (z + g, i) ≥ τ . The best candidate is selected on the total number of
matched intervals in all occurrences. We call xs its last note, so the subject is
defined to be x1...xs. The whole algorithm is in O(mn), where m = z + gmax.
For example, on the Fugue #2, the algorithm correctly selects the note x20
as the end of the subject (see Table 1).
z + g 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
g −8 −7 −6 −5 −4 −3 −2 −1 0 +1 +2 +3 +4 +5 +6
occ. 8 8 8 8 8 8 8 3 3 3 3 2 2 2 2
score 100 108 116 124 132 140 148 59 61 63 65 48 50 52 54
Table 1. Occurrences and scores when matching all candidate subjects in Fugue #2.
The score is the sum of the Sf (z+g, i) values at least equal to τ : it is the total number
of intervals exactly matched on all occurrences. Here this end corresponds to the “non-
trivial maximal-length repeating pattern” for most occurrences, but it is not always
the case.
Interval similarities and diatonic matching. The equation Fig. 5 needs to
have a similarity relation ≈ on pitch intervals. Between a strict pitch equality
and very relaxed “up/down” classes defining the contour of some melody [9],
some intermediary interval classes may be defined as “step/leap intervals” [5] or
“quantized partially overlapping intervals” (QPI) [15].
We propose here to use a similarity on diatonic pitches. Such a pitch represen-
tation is often mentioned [21, 22] and was studied in [4, 6, 12]. A diatonic model
is very relevant for tonal music: it is sensible enough to allow mode changes,
while remaining specific enough – a scale will always match only a scale. For
example, with diatonic similarity, all occurrences but one of the counter-subject
on the Fig. 4 can be retrieved exactly, and the occurrence #4 with only one
substitution.
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Counter-subjects identification. The same method as for subject identification
is used to retrieve the first counter-subject. The first occurrence of the counter-
subject starts right after the subject (at xs+1), and its length is approximatively
equal to the length of the subject. We thus have a rough end of the counter-
subject at xw, where w = max{i | oi − os+1 ≤ os − o1}, and the same procedure
refines the bound to find the good last note xcs, where again cs−w is in a given
interval. To prevent detection of non-relevant patterns, the counter-subject is
marked as not detected if the above procedure leads to more occurrences than
the subject occurrences.
5 Results and discussion
We tested the algorithm of the previous section on the 24 fugues of the first book
of Bach’s Well-Tempered Clavier, starting from Humdrum files where the voices
are separated, available for academic purposes at http://kern.humdrum.org/.
The pitches were encoded according to two frameworks: MIDI encoding, and
Base40 encoding [11]. While the first one only counts semitones, the second one
allows to discriminate enharmonic pitches, thus allowing a precise diatonic match
as described in the previous section.
We ran the algorithm on the 24 fugues3, and manually checked all results
and occurrences. Results (with diatonic similarity) are summarized on Table 2.
We fixed a minimum threshold of τ = 0.9z − 3, where z is the number of notes
defined in Section 3.
Subject lengths. We searched for end of subjects in the range [gmin, gmax] =
[−8,+6], that are the observed values. In 16 of the 24 fugues, the algorithm
retrieves precisely the ends of the subjects. To our knowledge, this is the first
algorithm able to correctly detect the ends of the subject: In [1], the subjects
found are said to be “missing or including an extra 1 to 4 notes”, and the ends
of the subjects on [10] are also very approximate.
Fugue #8 shows why the proposed algorithm does not always find the correct
length of the subject. In this fugue, a subject of length 9 notes is found instead
of 13 notes: there are several truncated occurrences of the subject, and the
algorithm chooses the end that provides the best match throughout the piece
(Fig. 6).
The algorithm already considers the last note in a special way (and the
former notes can be handled through substitution errors in the pitch intervals).
It is possible to adapt the matching to be even more relaxed towards the end of
the pattern, but we did not see a global improvement in the detection of subject
lengths.
False positives. There are very few false positives among the subjects found
(specificity of 90%), even when the length of the subject is badly predicted. The
false positives appear in only two fugues:
3 A part of the output of the algorithm is shown at the bottom of Fig. 3, and the full
output on all the 24 fugues is available at http://www.lifl.fr/~giraud/fugues.
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Fig. 6. Some subject occurrences in Fugue #8 in D# minor. The occurrence #1 is
the first one, and is similar to 16 occurrences, sometimes with diatonic transpositions.
In the occurrence #2, the last but one note of the subject (circled E) has not the
same length than in the other occurrences (and this is forbidden by our substitution
function δ). In the occurrence #3, a supplementary note (circled G) is inserted before
the end of the subject, again preventing the detection if the true length of the subject
is considered. Moreover, the occurrences #3, #4 and #5 are truncated to the head of
the subject, and lead to a false detection of subject length.
– in Fugue #19, the 5 false positives correspond to 4 extended subjects [2],
and one almost complete subject.
– in Fugue #5, the length of the subject is wrongly selected to the first 9 notes
(8 first thirty-second notes and a final note), and this head of the subject
matches the 11 true occurences, but also 24 false positives.
False negatives. The algorithm correctly retrieves about 85% of the subject
occurrences. The false negatives are occurrences that are too much altered: in-
sertions, deletions, or too many substitutions compared to the threshold.
Inverted and augmented subjects. In some fugues, the subject appears upside
down (all its intervals are reversed) or augmented (all lengths are doubled). Once
the subject is known, the same matching algorithm can thus be applied to the
inversion or the augmentation of the subject. This method never produced a
false positive, and was able to recover 72% (26/36) of the complete inverted and
augmented subjects reported in [2].
Counter-subjects. Counter-subjects were detected with the same algorithm
within the range [gmin, gmax] = [−2,+4]. In 40% of the fugues, the algorithm
correctly detects the exact length of the CS or the absence of a CS.
In 9 fugues, the algorithm predicts the absence of CS. This was expected for
Fugues #1, #8 (no CS), #15 (the CS occurs completely only once) #19 (late
exposition of CS) and #20 (there is no real “characteristic and independent
counter-subject” according to [2]). As in the case of the subjects, there are false
negatives due to the bad recogntion of altered patterns. Moreover, when the
subject is badly detected, the detection of the counter-subject end fails in the
majority of the cases.
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The algorithm retrieves correctly about the half of the CS occurrences, with
more than 80% specificity.
Pitch interval similarities. We compared the diatonic matching against a
simple exact matching on MIDI semitones, possibly adapting the error thresh-
old. As expected, diatonic similarity has a better performance, because such
a relaxed similarity is able to match approximate occurrences as the counter-
subjects shown on Fig. 4.
Starting from MIDI pitches, an idea could be thus to use pitch spelling meth-
ods as [19]: such methods are almost perfect and provide the diatonic spelling
of some pitches. However, we also tested a pseudo-diatonic matching on semi-
tone information – considering as similar the intervals that differ from at most
1 semitone. The results (not shown) are very similar to those with true diatonic
matching.
Other edit operations. Finally, we also tested other edit operations. The equa-
tions of Fig. 5 consider only substitutions, and can be simply extended to include
the full Mongeau-Sankoff edit operations [20]. For instance, using insertions and
allowing rhythm substitutions will, starting from the true subject, retrieve the
occurrences #2 and #3 in Fig. 6. However, in the general case, insertions or
deletions destroy the measure, leading to bad results on the predicted subject
lengths.
More musical operations (fragmentation, consolidation), with fine-tuned costs,
give a slight advantage in some of the 24 fugues, but this has not been reported
here to keep the simplicity of the algorithm.
6 Conclusions
A complete fugue analysis tool should use any available information, including
pattern repetition, harmonic analysis and phrasing considerations.
In this work, we focused only on pattern repetition. Our simple algorithm,
based on the total number of matched intervals in all occurrences of patterns,
allows to find precise ends of subjects and first counter-subjects in the majority
of cases. This model considers a unique substitution operation with a diatonic
similarity, enforcing the equality of lengths for all notes except the first and the
last ones.
Extensions could include a study on the second counter-subject and on other
inferred patterns. Combined with other techniques, this algorithm could lead to
a more complete automatic fugue analysis pipeline.
Track-separated data. The current algorithm works on track-separated data.
Starting from plain MIDI files, we could use voice separating algorithms. Al-
though it would be a challenging problem to adapt our algorithm to directly
treat standard polyphonic MIDI files, we first want to improve the current ap-
proach to complete our comprehension of any fugue.
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Studying other fugues. Finally, it would be interesting to study the efficiency
of our algorithm on other fugues than Bach’s Well-Tempered Clavier, keeping
in mind some pratical limitations (availability of track-separated files, ground
truth). As far as the fugues keep the strict structure with a clear subject ex-
position, we are confident that our algorithm should give good results. As an
example, the website http://www.lifl.fr/~giraud/fugues shows the output
on the fugue in Mozart’s Adagio and Fugue in C minor, K 546. We plan to
further experiment it on other baroque or classical fugues, or on more recent
corpus such as the Shostakovitch preludes and fugues (op. 87).
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S CS
# BWV tonality voices s g s′ occ. cs g cs′ occ. remarks
1 846 C major 4 14 −2 14 21/23
2 847 C minor 3 20 −2 20 8/8 40 0 40 5/6
3 848 C# major 3 17 −5 17 12/12 44 0 42 7/11 wrong CS
4 849 C# minor 5 5 0 5 14/29 19 +4 19 2/2
5 850 D major 4 13 −2 9 35/11 19 0 15 8/9 wrong S, S: 24 FP
wrong CS, CS: 4 FP
6 851 D minor 3 12 0 12 11/11 29 0 33 2/3 wrong CS
3i/5i
7 852 Eb major 3 16 −8 16 9/9 40 0 0/6 no CS found
8 853 D# minor 3 13 0 9 18/19 wrong S
7i/7i (+ 2i)
3a/3a
9 854 E major 3 6 −6 18 10/12 22 0 0/ wrong S
10 855 E minor 2 26 +1 26 8/8 36 −2 0/7 no CS found
11 856 F major 3 15 −4 15 10/14 34 0 34 3/5 CS: 1 FP
12 857 F minor 4 11 −3 10 10/10 37 0 37 4/8 wrong S, good CS end
13 858 F# major 3 16 −1 16 7/8 41 0 41 2/4
14 859 F# minor 4 18 0 18 6/7 44 0 38 5/6 wrong CS
2i/2i
15 860 G major 3 31 0 31 4/10 65 0 0/1 no CS found
2i/3i
16 861 G minor 4 11 0 11 14/16 22 0 22 3/10
17 862 Ab major 4 7 0 7 15/15 23 3/0 wrong CS, CS: 3 FP
18 863 G# minor 4 15 −2 15 12/12 30 0 30 5/7
19 864 A major 3 13 +6 11 12/8 21 0 0/2 wrong S, S: 5 FP
20 865 A minor 4 31 0 31 14/14 44 −12 0/3 no CS found
5i/14i
21 866 Bb major 3 38 0 38 8/8 65 0 65 7/7
22 867 Bb minor 5 6 0 10 11/21 16 2/0 wrong S
wrong CS, CS: 2 FP
23 868 B major 4 14 0 13 10/10 34 +1 31 3/4 wrong S, wrong CS
2i/2i
24 869 B minor 4 21 0 19 11/13 45 0 0/3 wrong S, no CS found
288/306 61/104
(29 FP) (10 FP)
(85% occ.) (49% occ.)
23i/33i
3a/3a
i : inverted subject – a : augmented subject
#7: The correct end for the CS is detected, but the actual CS begins after a small codetta.
#8: The correct end for the CS is detected, but the actual CS begins after a small codetta.
Moreover, two incomplete inverted subject (also noted [2]) are detected on measure 54.
#9: The values for CS () are not counted in the total, as the CS is presented in a segmented form
in almost all measures of the fugue [?].
Table 2. Results of the proposed algorithm on the 24 fugues of the first book of
Bach’s Well-Tempered Clavier. We take as a truth the analysis of [2], keeping here
only the complete occurrence of each pattern. The columns “occ” lists the number of
occurrences of Subjects and Counter-Subjects. The values s and cs indicate the index
of the note ending the true subject and the counter-subject, whereas s′ and cs′ are the
values predicted by the algorithm. See Section 3 for a definition of g. All false positives
(FP) are counted in the remarks.
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Abstract. The paper presents the interactive music system SoloJam,
which allows a group of participants with little or no musical training to
effectively play together in a “band-like” setting. It allows the partici-
pants to take turns playing solos made up of rhythmic pattern sequences.
We specify the issue at hand for allowing such participation as being the
requirement of decentralised coherent circulation of playing solos. This
is to be realised by some form of intelligence within the devices used
for participation. Here we take inspiration from the Economic Sciences,
and propose this intelligence to take the form of making devices pos-
sessing the capability of evaluating their utility of playing the next solo,
the capability of holding auctions, and of bidding within them. We show
that holding auctions and bidding within them enables decentralisation
of co-ordinating solo circulation, and a properly designed utility function
enables coherence in the musical output. The approach helps achieve de-
centralised coherent circulation with artificial agents simulating human
participants. The effectiveness of the approach is further supported when
human users participate. As a result, the approach is shown to be effec-
tive at enabling participants with little or no musical training to play
together in SoloJam.
Keywords: active music, collaborative performance, conflict resolution,
algorithmic auctions
1 Introduction
In many musical cultures and genres there is often a large gap between those
who perform and those who perceive music. In such ecosystems, the performers
(musicians) create the music, while the perceivers (audience) receive the music
[11]. Even though perceivers may have some control of the music creation in
a concert situation, by means of cheering, shouting, etc., this only indirectly
changes the musical output. The divide between performer and perceiver is even
larger in the context of recorded music, which is typically mediated through
some kind of playback device (CD, MP3 file, etc.). Here the perceiver has very
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limited possibilities in controlling the musical content besides starting/stopping
the playback and adjusting the volume of the musical sound.
The last decades have seen a growing interest in trying to bridge the gap
between the performance and the perception of music [6]. Examples of this can
be seen as interactive art/museum installations, music games (e.g. Guitar Hero)
[7], keyboards with built-in accompaniment functionality [1], “band-in-a-box”
types of software, mash-up initiatives of popular artists [10], sonic interaction
designs in everyday devices [9], mobile music instruments [2], active listening
devices [4, 8], etc. An aim of all such active music systems is to give the end user
control of the sonic/musical output to a greater or lesser extent, and to allow
people with little or no training in traditional musicianship or composition to
experience the sensation of “playing” music themselves [5].
There are numerous challenges involved in creating such active music experi-
ences: everything from low-level microsonic control (timbre, texture), mid-level
organisation (tones, phrases, melodies) to large-scale compositional strategies
(form). In addition comes all the challenges related to how one or more par-
ticipants can control all of these sonic/musical possibilities through mappings
from various types of human input devices. In this paper we will mainly focus
on creating a system that is flexible enough for the participants’ interaction, yet
bound by an underlying compositional idea.
Our approach in SoloJam is to allow for a group of participants with little
or no musical training to come together and behave as a “band” of musicians,
wherein, they play their respective solos in turn. Thus, the responsibility of play-
ing solos circulates around the band and continues to do so until an indefinite
period. To solve the problem of co-ordinating the circulation of responsibility
of playing these solos autonomously and effectively, we propose an approach
inspired by the Economic Sciences. Specifically, we borrow the concepts of auc-
tions and utility to address the problem. Our investigation shows that auctions
do indeed help decentralised, thus autonomous, circulation of solos within the
group. In addition, a careful consideration of the utility function helps partici-
pants produce coherent musical output.
We start by introducing the musical scenario that we refer to as SoloJam in
Section 2, specifying the issue with participating within it. We then describe our
proposed Economics inspired approach to tackling the issue, and the implemen-
tation details for the same, in Section 3. Section 4 then looks at the application of
the approach within SoloJam, investigating the approach for its effectiveness in
enabling participation by artificial agents (who simulate participants with little
or no musical training) and human users.
2 The Musical Scenario
In our current context we are interested in creating a system that allows for
a group of participants with little or no musical training to get the feeling of
being involved with creating music, yet defined in such a way that a certain
level of musicality is ensured in the final sounding result. The participants are
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to play music using a device that assists them for the same. Such a device,
together with the participant using it, is what we call a node in this paper. The
participant may either be a human user using the device, or an artificial agent
behaving in a specified manner simulating a user, and as such associated with
the device. In a situation like this, we will need the devices to help co-ordinate
the participants’ intentions. The devices will have to resolve the conflict that
arises from multiple participants wanting to control the same features of the
composition. Thus, conflict resolution should be a necessary constituent part of
any composition, but indeed, not necessarily the only thing.
In this paper, we focus our attention on this conflict resolution aspect of
compositions. As such, we imagine a band of musicians who want to play their
respective solos pertaining to the same musical feature. Only one musician ever
plays their respective solo at a time. We call this musician the leader. However,
over time, the playing of solos circulates across the band, as and when other
musicians get the opportunity to play their respective solos or become the leader.
The control of this circulation of solos happens in a decentralised manner.
The musical space within the system considered in this paper is made up of
rhythmic patterns. A sequence of rhythmic patterns when played by one node,
is viewed as a solo in the context of this paper, until another node commences
playing rhythmic patterns. Each rhythmic pattern has a specified number of
beats, which we consider as one bar. Thus the musical output is supposed to be
a series of rhythmic patterns, one in each bar. Each bar in a sequence can either
be a repetition of the rhythmic pattern in the previous bar or not, specifically
when played by one node as a solo. And, the next solo, which would be played
by another node, should start with a rhythmic pattern that is not exactly the
same as, and ideally only slightly different to, the one played by the previous
solo playing node in the previous bar. The composition is specified by the afore-
mentioned elements, which also describe the boundaries or constraints to which
the musical output should adhere to.
As such, SoloJam can be seen as a compositional idea, or musical scenario,
where a group of nodes acting in a decentralised fashion come together and
take turns in playing a piece based on rhythmic solos. Though nodes act in
a decentralised fashion, they must also be able to produce a coherent musical
result.
2.1 The Issue With Participation
Given the scenario mentioned above, if a group of participants are to play mu-
sic, the devices that they use for this participation cannot be traditional instru-
ments. Instead, the devices need to possess some form of artificial intelligence
which might allow the group to produce a coherent musical output, and help
the participants do so via local interaction with other participants, i.e. without
requiring an expert to direct their interaction. Devices helping with coherence
are required due to the assumption that the participants do not possess sufficient
musical knowledge to produce a satisfactory result on their own. As such, what
gets played should be influenced by the devices to some extent, whilst making
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sure that the participants are still able to explore the musical space themselves.
Devices helping with local interaction are required in order to adhere to the vi-
sion of a “band” where members organise themselves into taking turns playing
solos, without a central authority directing them. Thus, deciding who plays the
solo next should be dealt with by the devices interacting intelligently with each
other on behalf of the participants. Such intelligence in the devices forms the
crux of the issue with making participants play together effectively within our
musical scenario.
We define decentralised coherent circulation as giving us a yardstick against
which to evaluate the effectiveness of the solution to the issue of allowing par-
ticipants to effectively play together in SoloJam. Decentralisation means that
there is no central control over the circulation of playing of solos by partici-
pants. Coherence in our case means for nodes to be playing slight variations of
each others rhythmic patterns over time as and when they become leaders, such
that the next leader plays a slight variation of the rhythmic pattern played by
the current leader. Thus, our goal is to design an intelligent system that allows
for both decentralised control and coherent musical output. It should enable par-
ticipants to play together without them possessing much musical knowledge, and
without requiring an expert to direct their interaction with other participants.
3 Economics Inspired Approach For Participation
We now propose the approach inspired by the Economic Sciences to tackle the
issue described in Section 2.1. A detailed specification of this approach follows.
3.1 Specification of the Approach
One can see the problem of decentralised control of circulation of solos as a
resource allocation problem, where the resource can be viewed as a metaphor
for having the responsibility of playing a solo. This responsibility is what needs
to be continuously allocated to the node who may be most deserving of being
the leader within SoloJam at any point in time.
The concept of auctions has a long standing history in human society, where
the idea is to have a mechanism in place that allows for the allocation of re-
sources/goods/services via the exchange of these resources/goods/services with
other resources/goods/services, or indeed some currency. Anything that may be
exchanged has some value for the parties between which the exchange happens.
This is where the concept of utility comes in. Utility [3, 12], as a concept, has a
long history in the Economic Sciences as being an idea that allows for express-
ing the value of a choice or decision that one needs to make, for example, how
much may one be willing to spend in choosing to buy a guitar is the value of the
guitar for the individual. This value can, with certain assumptions about the
preferences of the individual with respect to making choices, be quantified in
the form of a mathematical function. Such numerical expression of value makes
exchanging resources/goods/services practical.
677
Enabling Participants to Play Rhythmic Solos via Auctions 5
Assuming that it may be possible to compute the deservedness of being
the leader, at every time step, whilst the leader is playing its solo, we make
it also hold (broadcast) an auction, in which all other nodes can bid in order
to become the next leader. We thus design the node such that every node can
evaluate the deservedness of it being the leader as a utility of its current rhythmic
pattern. The utility values of their respective rhythmic patterns are what the
nodes use as their respective bids. As such, at any given time, the node with
the highest utility for their respective rhythmic pattern, must be the leader,
provided this value is computed truthfully (or honestly). At every time step, the
bidder nodes can also change their respective rhythmic pattern, in order to come
up with a new rhythmic pattern with higher utility as compared to the utility
of their current rhythmic pattern. The transfer of responsibility happens when
a bidder node wins the auction held by the leader. This necessitates a gain for
the leader, i.e. the auction can only be won if the leader gains from handing
over the responsibility to the highest bidder. This implies that the utility of the
rhythmic pattern that the leader is currently playing, must, at the time of the
transfer, be lower than the highest bid it receives. We now detail the auction
mechanism for decentralised circulation of responsibility, and the concept of
utility for computing deservedness and coherence.
Auction Mechanism. The leader holds a second-price sealed-bid auction, in
particular, the Vickrey auction [13] in every bar, to receive bids from the bidders
which then are used to decide whether or not there is a winner to whom the
responsibility of playing the solo would pass in the next bar. The reason for this
design choice is that Vickrey auctions deem truthful bidding to be the dominate
bidding strategy. In our case, this means that a bidder can do no better than
bidding with the true utility value of their rhythmic pattern. The second-price
nature of the auction suggests for the winner of the auction to make a payment
equal to the value of the second highest bid to the leader. This second price
aspect of this auction mechanism makes truthful bidding a dominate bidding
strategy. However, in the current setup we do not exchange money3 (in the
form of such payments by bidders to the leader). This means that, although the
transfer of responsibility necessitates a gain for the leader, as mentioned above,
the leader only ever compares the received bids and the current utility of its
own rhythmic pattern, in order to ascertain whether or not it should hand over
the responsibility to the highest bidder. Ties in bids, when the bids are higher
than the leader’s rhythmic pattern utility, are broken randomly. The sealed-bid
nature of the auction requires that the bids are not public and only known to the
bidder and leader. We leave the consideration of exchange of money and other
possibilities offered by this auction mechanism to the future, when dealing with
more complex variants of SoloJam.
3 The auction and bidding setup in SoloJam allow for money (or virtual money), in
the form of bid values to be exchanged. But, we only consider monitoring the utilities
for now.
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Utility. To participate in the auction effectively, each node must have a way to
evaluate and communicate a value that it considers its current rhythmic pattern
to be worth. A rhythmic pattern in SoloJam is represented as a bit string parsed
from left to right, whereby, a 1 indicates ‘triggering a beat’ and a 0 represents
‘not triggering a beat’. For each node, we define a utility function which the
node uses to evaluate the value of its current rhythmic pattern, both in relation
to itself and to the leader, knowing its role as either a bidder or a leader. The
following equation specifies part of this utility function:
ui =
c
(1 + aDl)(1 + bTl)
(1)
Here, Dl is the hamming distance of a node’s current rhythmic pattern with
respect to the leader’s current rhythmic pattern, Tl is the length of time a node
has been playing the solo, i.e. the number of bars a node has played rhythmic
patterns as a leader, the coefficient a is the importance (in terms of a weighting)
given to Dl, the coefficient b is the importance (in terms of a weighting) given
to Tl, and c is a normalisation constant. In addition to this, two more conditions
completely specify the utility function. These clauses being:
1. The utility is zero for a bidder node if Dl goes below ελ, where ε is a small
percentage of the length of the rhythmic pattern (λ).
2. The utility is zero for a bidder node if the node has handed over control to
a new leader node in the previous time step.
According to the utility function above, the longer (in terms of bars) a node
plays a solo as the leader, the lesser it values its current rhythm, indicating
boredom or fatigue, of which the node is made aware via the utility function.
The node also possesses knowledge about the hamming distance between its own
and the leader’s respective rhythmic patterns. This knowledge can be used by
the node to come up with rhythmic patterns that are of higher value, given the
leader’s rhythmic pattern. The closer a node can match its rhythmic pattern
against the leader’s pattern, the higher the node values its own pattern. This
remains true as long as the match does not get closer than or equal to ελ,
allowing for the node to stir clear of intending to play a rhythmic pattern that
may be very similar to or exactly the same as that of the leader (as per the
first clause above). Additionally, we can see that this specification of utility,
taking the leader’s rhythmic pattern into consideration, also provides the node
with a gradient (i.e. the closer the rhythmic pattern to that of the leader, the
higher its value), which it may make available to the participant in order for
them to come up with rhythmic patterns which are slight variations (at least ελ
different) of the leader’s rhythmic pattern. As such, in addition to computing
deservedness, we see the utility function as a means of instilling coherence in
the musical output from SoloJam. Note that Dl forms the main link between
nodes (the node in question and the current leader node), and the coefficient a
associated with Dl emphasises or otherwise, the strength of this link. We will put
this coefficient to use for the investigation carried out in this paper in Section
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4. The clauses above further indicate a way to carefully consider designing the
utility function in order for a globally coherent piece of music to result from
local interactions within SoloJam. The first clause suggests for there not to be a
perpetual repetition of the same rhythmic pattern by all the nodes of SoloJam,
which would be monotonous. The second clause allows for a node to not take
over the responsibility soon after it released it, which may happen otherwise,
since the node’s rhythmic pattern would already be a slight variation of the
new leader that took over the responsibility from this node. Not considering this
clause may thus reduce the variations that may occur in the music performance
in the global sense.
3.2 Implementation
Fig. 1 shows the building blocks of the implementation of SoloJam. Fig. 1(a)
outlines the schematic of the implementation of SoloJam. The current SoloJam
scenario has been implemented on a Macintosh computer, in conjunction with
iOS devices for human interaction within the scenario. The setup can be broken
down into 4 modules: the Computation module, the Interaction module, the
Sound interfacing module, and the Sound synthesis module.
The Computation module is implemented in Python and simulates our ap-
proach for effective participation described in Section 3.1, with a thread repre-
senting each node. These threads interface with the Interaction module as well
as the Sound interfacing module. The Interaction module can function in two
ways. If an artificial agent is to be part of the node, the thread in the Compu-
tation module representing this node is made to implement the functionality of
the agent in terms of the manner in which this agent comes up with rhythmic
patterns. If a human user is to be part of the nodes, iOS devices (specifically
iPod Touch) are used for sensing human motion, and specifically for SoloJam,
sensing the shaking of the device (using the built-in inertial sensors). The signals
from shaking are sent as Open Sound Control (OSC) [14] messages to a thread in
the Computation module associated with the device, which are then converted
into rhythmic patterns within this thread. The bit strings representing rhythmic
patterns are further sent as OSC messages to the Sound interfacing module,
together with the utilities/bids (computed within the Computation module) of
leader/bidder node rhythmic patterns at every bar.
The Sound interfacing module is implemented as a Max/MSP patch. It serves
as a control module for the SoloJam scenario, accepting strings of rhythmic pat-
terns, synchronising and converting them to control signals for the Sound synthe-
sis module. The audio streams from the Sound synthesis module are channeled
back to the Sound interfacing module for mixing and effects processing. The
Sound interfacing module also performs a visualisation of various aspects of the
system, such as node utilities. The Sound synthesis module is currently instanti-
ated as a virtual sound module rack in Reason. A drum kit synthesiser module is
used for each node. Reason is controlled by the Sound interfacing module through
ReWire. MIDI signals are sent to the synthesisers, and the audio streams are
sent back to the Sound interfacing module.
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Fig. 1. Building blocks of the implementation of SoloJam showing (a) a schematic of
the implementation of SoloJam, and (b) an illustration of the SoloJam scenario within
the context of this implementation.
Fig. 1(b) illustrates the SoloJam scenario within the context of the afore-
mentioned implementation. It shows 3 agents or human users participating in
the scenario. The rhythmic patterns associated with each participant at various
bars are shown. These rhythmic patterns are fed in to our auction based ap-
proach for effective participation simulated by the Computation module. As per
the rhythmic patterns shown, one possibility for the transfers of responsibility
of playing solos is indicated in the figure.
4 SoloJam with Participants
We now look at how the auction based approach proposed in this paper, to-
gether with the proper design of the utility function, enables effective partic-
ipation within the composition. We primarily look at the case where artificial
agents are considered as simulating the behaviour of participants with little or
no musical training, and act within SoloJam as participants. The case where
SoloJam involves human participants is also discussed.
4.1 SoloJam with Artificial Agents: Enabling Participation
Although SoloJam involves human interaction, in order for behavioural equiv-
alence across the participants, we consider experimenting with artificial agents
in this section. Moreover, an artificial agent can be designed to behave as a
participant with little or no musical training with little effort. As such, we get
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artificial participants behaving in a specified manner operating the respective
nodes similarly. This allows for evaluating a base line system, which is a sys-
tem that should work even if all the nodes are operated by participants with
little or no musical training. Otherwise, one could argue that a human operator
may influence the system towards having the requisite functionality, even if the
system did not work. Thus, artificial agents allow for controlling the nature of
the interaction of the operator, removing human induced functionality into the
circulation of solos, which may be hard to account for.
We primarily investigated the effects of the utility function specification
within SoloJam, considering the manner in which knowledge about the leader
node affects the circulation of solos within the group of participating nodes. Since
we are only interested in the effect of the utility function on the circulation, fix-
ing other factors which may influence the circulation, makes a plausible case for
using artificial agents with a fixed behaviour. In this study, these artificial agents
use the notion of mutation to generate the bit strings that represent rhythmic
patterns. This mutation is such that the agents can flip each bit in their bit
string with a probability 1/λ, where λ is the length of the rhythmic pattern. In
so doing, the agent generates a new rhythmic pattern, which is a mutation of its
old rhythmic pattern. This mutation based rhythmic pattern generation process
is essentially used by bidder nodes in every bar they have to bid in, as they
search for slight variations of the leader’s rhythmic pattern. We limit our study
with agents to the case where, once the leader starts playing their solo, they do
not change their rhythmic pattern for the duration of the solo (which should be
some bars long), i.e. a solo is made up of repetitions of the same rhythmic pat-
tern. This limitation allows us to clearly observe if the bidder nodes are indeed
able to search for slight variations of the leader’s rhythmic pattern, which, upon
winning the auction, they eventually play.
Note that the coefficient a, within Equation 1, signifies the importance (in
terms of a weighting) that a node gives to the distance Dl between its current
rhythmic pattern and the leader’s current pattern. Setting the value of this
coefficient to 0.0 within a node, allows for switching off knowledge about the
leader node. In essence, the node then only knows its own rhythmic pattern and
the duration it has played a rhythmic pattern when acting as a leader. Setting a
to a positive value makes the node consider knowledge about the leader. We take
a = 0.0 and a = 1.0 in order to explicitly investigate the effects of not disclosing
and disclosing respectively, the knowledge about the leader node to other nodes.
Note that the leader node remains unaffected from a change in the value of a,
because Dl is zero for it, thus making a irrelevant.
We can now detail the effects of such knowledge within the workings of
SoloJam, specifically looking at the nature of the decentralised circulation of
solos and also the coherence that can be achieved in the generated piece of music.
We first look at the piece resulting from the system, and then provide a discussion
based on the evolution of the utilities of the nodes, both with respect to such
knowledge. For our study, we use the following parameter settings: Rhythmic
pattern length (λ) = 8, ε = 0.1, Node count = 3, c = 2, b = 0.05.
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Observations About the Resultant Piece. Figs. 2 and 3 show snapshots of
rhythmic patterns that are generated when the agents play SoloJam, under two
specific cases, one where bidder nodes do not consider using knowledge about
the leader’s rhythmic pattern when evaluating their own rhythmic patterns, and
the other where they do so. These two cases are realised by a = 0.0 (Fig. 2) and
a = 1.0 (Fig. 3) respectively within the part of the utility function (Equation 1)
used by each node for this evaluation.
Node 1:
0 1 0 1 1 1 1 0 0 1 0 1 1 1 1 0 0 1 0 1 1 1 1 0 0 1 0 1 1 1 1 0
Node 2:
1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0
Node 3:
1 0 1 1 1 0 1 0 1 0 1 1 1 0 1 0 1 0 1 1 1 0 1 0 1 1 1 0 0 0 1 0
1 2 3 4
Fig. 2. Snapshot of the rhythmic patterns when a = 0.0. There is maximal circulation
of responsibility of playing solos (at every bar). The musical output is incoherent as
there is no mutation towards closer rhythmic patterns by bidders. In effect, there is no
active participation via mutation. Enabling participation is not effective.
These figures show the rhythmic patterns as bit strings and in music notation,
for each node in the system. Since we have 3 nodes, 3 lines with bit strings and
music notation correspond to each node, as indicated. These lines can be read
from left to right for each node. At the end of the 3 lines, the reader can continue
at the left of the next 3 lines (see Fig. 3), and so on. Each bar is clearly marked
as enclosing the respective rhythmic patterns (of length 8 bits) for each node.
The shaded regions denote the current leader. An arrow between bars denotes
a rhythmic pattern being sufficient for a transfer to happen. Mutations within
a pattern from a previous bar for a node are denoted by dotted circles. The
numbers above bars are bar numbers, wherein a range means that the rhythmic
pattern is repeated for all the bars in that range, without any mutations or
transfers.
For the case with a = 0.0, the 3 nodes do not mutate their respective rhythmic
patterns over successive bars. Moreover, the transfer of control of responsibility
for the solo happens in every bar, as indicated by the shaded regions in the
figure. For the case with a = 1.0, we can see a more interesting final result: it
can be seen that at bar 21, the rhythmic pattern with which Node 1 bids in the
auction held by Node 3 (the then leader), varies less (different by 1 bit) from
Node 3’s rhythmic pattern, as compared to the rhythmic pattern associated with
Node 2 (different by 2 bits). Node 1 wins this auction in this bar, and from bar
22 onwards until bar 42, plays its rhythmic pattern. At bar 23, Node 2 and
3 mutate their rhythmic patterns, a further mutation happening at bar 29 for
Node 3. Note that in bar 23, Node 3 comes up with a rhythmic pattern that is
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Node 1:
0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0
Node 2:
1 0 1 0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 1 0 1 0 0 0 0 0 1 1 1 0 0 0
Node 3:
1 0 1 1 1 0 1 0 1 0 1 1 1 0 1 0 1 0 1 1 1 0 1 0 1 0 0 1 1 0 1 0
13-20 21 22 23-28
Node 1:
0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 1
Node 2:
0 0 1 1 1 0 0 0 0 0 1 1 1 0 0 0 0 0 1 1 1 0 0 0 0 0 1 1 1 0 0 0
Node 3:
1 0 1 1 1 0 1 0 1 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0
29-41 42 43 44-45
Node 1:
0 0 1 1 1 0 0 1 0 0 1 1 1 0 0 1 0 0 1 1 1 0 0 1 0 0 1 1 1 0 0 1
Node 2:
0 0 1 1 1 0 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 1 0 10 0 1 1 1 0 0 0
Node 3:
0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0 0 0 1 1 1 0 1 0
46-62 63 64 65-71
Fig. 3. Snapshot of the rhythmic patterns when a = 1.0. Decentralised coherent control
is exhibited. The circulation of responsibility of playing solos happens after the leader
having played their rhythmic pattern for some bars. Coherence results from the nodes
actively searching for closer variants, via mutation, of the leader’s rhythmic pattern,
and the closest rhythmic pattern being played by the respective bidder, provided the
bidder wins the auction. Enabling participation is effective.
2 bits different from the leader, as compared to its rhythmic pattern in bar 22.
This is because the rhythmic pattern in bar 22 has its value reduced to zero in
the following bar in accordance with the utility function. Thus, any mutation of
that rhythmic pattern in the bar following that will have a value greater than
zero. As such, this mutation will replace the previous rhythmic pattern. Other
than such a situation, the mutations that are generated over time take the nodes
closer to the rhythmic pattern of the leader, as can be seen in the figure. In bar
42, there is a tie between Node 2 and Node 3, which is broken randomly and
Node 2 takes over the responsibility of playing its rhythmic pattern as a solo.
In bar 44, and then in 46, Node 1 mutates towards a closer variant of Node
2. This is followed by a tie again in bar 63, which is then broken randomly in
favour of Node 3. In bar 65, Node 2 mutates away from Node 3, again due to the
nature of our utility function, as described above. It is clear from Fig. 3 that the
nodes actively search for closer variations of the leader’s rhythmic pattern via
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mutation, and the node (that is sometimes decided upon by a tie break) with
the closest match, becomes the leader in the next bar, provided this node wins
the auction.
Discussion Based on the Utilities of Nodes. Fig. 4 plots the utilities of
the rhythmic patterns of each node, as individually evaluated by these nodes
using the utility function described in Section 3.1, and the sum of these utilities.
These figures correspond to the snapshots of the pieces from the system (Figs.
2 and 3).
(a) a = 0.0
(b) a = 1.0
Fig. 4. Utilities of nodes (a) without (a = 0.0) and (b) with (a = 1.0) knowledge about
the leader’s rhythmic pattern.
As observed with the corresponding piece (Fig. 2), for the case when a = 0.0,
the transfer of control happens at every time step, thus a leader node only
ever plays its rhythmic pattern for one bar. The auction held by the leader
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immediately leads to the bidder who was not the previous leader, to take over
the control from the leader, thus becoming the new leader, but for only one bar.
This happens due to the nodes not considering using the knowledge about the
leader’s rhythmic pattern, and thus having a utility and bid of u = c = 2.0, if
they were not the leader in the immediate previous time step. The process of
such transfer of controls carries on. Note that all possible mutations of rhythmic
patterns for a bidder who was not the leader in the previous bar, have the same
value of 2.0. Thus, the agent has no pressure towards coming up with bids of
higher value. We see however, that there is not enough time for the bidders
to search (via mutation) for new rhythmic patterns. This is because when a
mutation results in a new rhythmic pattern, the previous rhythmic pattern has
its value equal to the value of this new rhythmic pattern at all times, be it in
the round after the round in which the node was the leader (the value for both
rhythmic patterns is 0.0 in this case), or the rounds after this (value is 2.0).
As such, the rhythmic patterns with which the nodes started with in the first
bar, either as a leader or bidder, remain as the rhythmic patterns associated
with these nodes forever, as can also be observed in the corresponding piece
for the a = 0.0 case (Fig. 2). In effect, coherence remains an issue, since the
initial rhythmic patterns of the nodes will not necessarily be slight variations
of each other. Moreover, the fact that nodes play their rhythmic patterns for
only one bar, goes against the whole idea behind playing solos, unless of course
playing for only one bar were to be a requirement from the composition. Most
importantly, however, the agents are not able to actively participate to explore
the composition. The current utility function with a = 0.0 is thus not suitable
for being used when participants are to play rhythmic solos within a band-like
setting, or else there would be maximal circulation of control (at every bar, thus
no solo being played), the musical output will be incoherent, and there would
be no active participation.
For the case when a = 1.0 however, the playing of solos and transfer of control
over time happens in a more favourable manner with respect to the envisaged
goal of local interaction producing a resultant globally coherent piece of music,
or decentralised coherent circulation. Fig. 4(b) shows spikes in the node utilities,
which indicate the start of nodes playing their rhythmic pattern as solos, and
these utilities deplete over time. Whilst the leader node’s rhythmic pattern util-
ity depletes, the bidder nodes have their artificial agents search towards slight
variations of the leader’s rhythmic pattern, as indicated by the increase in their
utilities over time. As a result, the leader gets to play its rhythmic pattern as a
solo for some time and then hands over control to the bidder managing to search
and bid to play the closest variation of the leader’s rhythm, as observed with
the corresponding piece in Fig. 3. The flat regions in the utility graphs (Fig. 4)
indicate agents associated with bidder nodes having found rhythmic patterns at
a distance Dl of ελ from the leader’s rhythmic pattern. Note that there are al-
ways multiple rhythmic patterns that the agent could come up with, all of which
differing by distance ελ from the leader’s rhythmic pattern, which can be seen
as the flexibility in the composition that may be explored by a participant based
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on their preferences, e.g. preferring one rhythmic pattern over another, even
though these rhythmic patterns have the same utility assigned to them by the
device. The artificial agents mimicking participants have thus been enabled to
play rhythmic solos in a decentralised and coherent fashion via the consideration
of a utility function that takes the knowledge of the leader’s rhythmic pattern
into account. The agents must now, as compared to the case where a = 0.0,
actively participate to search for a rhythmic pattern, and upon being the leader,
play them. The solos that get played adhere to the composer defined boundaries
as defined in Section 2, and the system maintains a decentralised coherent circu-
lation. As mentioned before, having a decentralised coherent circulation shows
that the system enables the agents to play through the composition effectively.
It would be interesting to consider how the increase in the number of nodes
affects the resultant behaviour of the system, with nodes possessing a utility
function such as the one defined in this paper, for the case with a = 1.0. We
leave this as future work.
4.2 SoloJam with Human Users
SoloJam with human participation was also implemented. As mentioned before,
human participation involves a human user using a device that allows for the
exploration of the composition. The iPod Touch devices that we use for human
participation, one for each human user, have a thread each in the Computation
module representing them. Upon shaking the device, the signals from this shak-
ing are received by the associated thread and converted into a rhythmic pattern,
which becomes the candidate rhythmic pattern for the next bar for the node in
question. The human user, unlike the agent, may change the rhythmic pattern
in any bar when part of a leader node.
A video of SoloJam with human participation can be found online4. The first
part of the video shows some sounds and sound effects played together with
the sound output of SoloJam. These sounds and effects are part of a further
extension of the SoloJam scenario, and are not relevant to the discussion of this
paper, thus we leave their discussion to the future. The second part shows three
people using iPod Touch devices to play through the piece, playing rhythmic
solos as leaders, and bidding for playing slight variations of the leader’s current
rhythmic pattern as bidders. Fig. 5 shows a labelled screenshot of this video. The
Max/MSP patch (our Sound interfacing module described in Section 3.2) in the
background visualises the utilities (three horizontal bars at the top right part of
the patch) for each node. The top horizontal bar is the utility associated with the
person on the right (Node 1). The middle horizontal bar is associated with the
person on the left at the back (Node 2). The lower horizontal bar is associated
with the person on the left at the front (Node 3). The reader is advised to only
focus on the rhythmic patterns resulting from the users shaking their devices
and the horizontal bars representing utility for each node. The circulation of
solos in this particular video follows the sequence: Node 3 → Node 1 → Node 2.
4 http://www.fourms.uio.no/videos/SoloJam.mov
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Utilities associated with 
the 3 nodes at any bar
123
Fig. 5. Labelled screenshot of the video of SoloJam with human participation.
In the video, it is possible to see that the bidder node whose rhythmic pattern
is closest to that of the leader node, has a utility higher than that of the other.
Also, the transfer of responsibility happens when the leader node’s utility goes
below the utility of the highest bidder node. Furthermore, the bidder nodes have
their rhythmic pattern utilities increased, as and when they come up with closer
(in terms of hamming distance) variations (but not exact copies) of the leader’s
rhythmic pattern. Thus, our approach encourages human users to come up with
rhythmic patterns that are slight variations of the leader. The closest bidder is
then aptly rewarded by this bidder becoming the leader, once this bidder wins
the auction held by the leader.
5 Conclusions
We have outlined and discussed the issue with enabling participants with little
or no musical training to play together in the interactive music system SoloJam.
An approach inspired by the Economic sciences, specifically borrowing the con-
cepts of auctions and utility, is proposed in order to address this issue. Nodes
that possess the capability of evaluating the deservedness of being able to take
on the responsibility of playing the solo starting in the next bar (via a utility
function), and auctioning and bidding capabilities, are shown to exhibit decen-
tralised co-ordination when circulating solos in SoloJam. Furthermore, a careful
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design of the utility function enables participants (simulated by artificial agents)
to come up with an output that is musically coherent. This is highlighted by the
manner in which the agents, as bidders, search towards higher utility variants
of the leader node’s rhythmic pattern. These variants, in fact, are slight vari-
ations of the leader node’s rhythmic pattern. We further exhibit human user
participation within SoloJam supporting our approach. In effect, decentralised
coherent circulation that results from our Economics inspired approach, demon-
strates the effectiveness of the approach towards enabling participation within
SoloJam. Having proven the concept, our next step will be to conduct usability
tests with human participants having different types of musical backgrounds.
In addition to testing the system with participants with little or no musical
training, we are also interested in seeing how music students and professional
musicians interact with the system.
Acknowledgments. The research leading to these results has received funding
from the European Union Seventh Framework Programme under grant agree-
ment no 257906 and the Norwegian Research Council through the project Sensing
Music-related Actions (project no 183180).
References
1. Bunce, G.: Electronic Keyboards: their use and application in Secondary School
Music teaching. Master’s thesis, Royal Holloway, University of London (2005)
2. Essl, G., Rohs, M.: Interactivity for mobile music-making. Organised Sound 14(2),
197–207 (2009)
3. Fishburn, P.C.: Utility theory. Management Science 14(5), 335–378 (1968)
4. Goto, M.: Active music listening interfaces based on signal processing. In: IEEE
International Conference on Acoustics, Speech and Signal Processing. vol. 4, pp.
1441–1444 (2007)
5. Jennings, K.: Toy symphony: An international music technology project for chil-
dren. Music Education International 2, 3–21 (2003)
6. Leman, M.: Embodied Music Cognition and Mediation Technology. MIT Press,
Cambridge, Massachusetts (2008)
7. Miller, K.: Schizophonic performance: Guitar hero, rock band, and virtual virtu-
osity. Journal of the Society for American Music 3(4), 395–429 (2009)
8. Moens, B., van Noorden, L., Leman, M.: D-jogger: Syncing music with walking. In:
Sound and Music Computing Conference. pp. 451–456. Barcelona, Spain (2010)
9. Rocchesso, D.: Explorations in Sonic Interaction Design. Logos, Berlin (2011)
10. Shiga, J.: Copy-and-persist: The logic of mash-up culture. Critical Studies in Media
Communication 24(2), 93–114 (2007)
11. Small, C.: Musicking: The Meanings of Performing and Listening. Wesleyan Uni-
versity Press, Hanover, New Hampshire (1998)
12. Stigler, G.J.: The development of utility theory, Parts I and II. Journal of Political
Economy 58, 307–327 and 373–396 (1950)
13. Vickrey, W.: Counterspeculation, auctions, and competitive sealed tenders. The
Journal of Finance 16(1), 8–37 (1961)
14. Wright, M.: Open Sound Control: an enabling technology for musical networking.
Organised Sound 10(3), 193–200 (2005)
689
Demo session
690
Development of a Test to Objectively Assess  
Perceptual Musical Abilities 
 
Lily Law1 and Marcel Zentner2, 
 
1, 2 Department of Psychology,  
University of York, Heslington,  
York, YO10 5DD  
UK 
{l.law, m.zentner}@psych.york.ac.uk 
 
Abstract. Possibilities for a fine-grained and objective measurement of 
individual differences in musical abilities are limited at present. A common 
approach to determining musical competence therefore is to rely on information 
about the extent of individuals’ musical training. Yet relying on musicianship 
fails to identify musically untrained individuals with musical skill. To 
counteract this limitation, we developed a test-battery which can be taken by 
musicians and non-musicians alike, and which measures perceptual musical 
skills across multiple domains: Tonal (Melody, Pitch), Qualitative (Timbre, 
Tuning), Temporal (Rhythm, Rhythm-to-Melody, Accent, Tempo) and 
Dynamic (Loudness).  
Keywords: music, ability, talent, perception, individual differences, melody, 
pitch, timbre, tuning, rhythm, accent, tempo, loudness 
1 The Development of a New Music Test 
Across disciplines, scholars are increasingly interested in assessing and 
understanding individual differences in musical ability. One reason for the current 
interest in music and the mind are the relationships between musical abilities to non-
musical traits, ranging from empathy to dyslexia. For example, problems in rhythm 
perception have been recently found to relate to reading impairments, and there is 
reason to believe that training of rhythmic processing capacities could act as a remedy 
for dyslexia [1]. A more complete picture of the links between musical and non-
musical traits may also shed light on another hotly debated issue, the evolutionary 
origins of music. Unfortunately, such a tool does not currently exist. It is not that 
various aspects of music perception and production had not been extensively 
investigated – they have [e.g., 2]. What has been missing is interest in the 
development of a psychometrically sound and construct validated test, capable of 
diagnosing individual differences in musical ability. Most musical aptitude tests were 
developed between 1920 and 1970 and originated in music education research. The 
primary goal of these tests was to identify the potential for musical accomplishment in 
young children [e.g., 3, 4, 5, 6, 7]. These tests however are inaccessible or have not 
proven to be useful enough for use in contemporary research. 
We have developed a new test-battery using a web-platform, for measuring 
individual differences in perceptual musical skills, rectifying some of the 
shortcomings in earlier tests. To this end, we felt it necessary to expand the range of 
perceptual musical skills usually omitted from previous tests. In addition to tasks 
testing tonal memory and rhythmic skills, our battery includes tasks testing skills in 
the perception of tempo, timbre, tuning, pitch, accent, and loudness. These parameters 
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are considered of prime importance in the expression and perception of musical 
performances [8, 9]. Our test-battery provides a music background questionnaire and 
a non-music related questionnaire in addition to the listening test. This not only pins 
down the specific music factor(s) or experience that might have facilitated music 
perceptual skill, but also further informs us as to whether there are other non-musical 
activities that share transferable skill properties. Also worth noting are the main 
differences between our test-battery and the Goldsmiths Musical Sophistication Index 
(Gold-MSI)  [10] – specifically that our test-battery measures nine basic judgments 
on perceptual listening skill (using the same/different paradigm) whereas the Gold-
MSI measures perceptual skills on melody discrimination, rhythm accuracy and 
musical genre classification modeled on previous research. Although the authors of 
Gold-MSI have provided evidence of internal consistency reliability for their survey 
questionnaire, other areas of psychometric properties such as test-retest reliability and 
test-validity are yet to be reported either for the music test or survey questionnaires. 
On the other hand, our test-battery has shown to be reliable and validated.  
It has showed satisfactory psychometric properties for the composite score 
(internal consistency and tests-retest analysis >= .89) and fair to good ones for the 
individual subtests (.62 - .83) (see Table 1). Convergent validity was established with 
the relevant dimensions of Gordon’s Advanced Measures of Music Audiation [11] 
and Musical Aptitude Profiles (Melody, Rhythm, Tempo) [4], the Musical Ear Test 
(Rhythm)[12], and content validity with sample instrumental sounds (Timbre) (see 
Table 2). There was a moderately strong relationship between test performance and 
self-reported musical training, providing additional support to the test’s validity but 
also suggesting that the current instrument accounts for variance in musical skills 
beyond self-reported musicianship status and previous musical aptitude tests. The 
current work also suggests that performance on the nine subtests may be subtended by 
two higher order perceptual abilities: an analytical and a sensory perceptual musical 
ability.  The analytical factor is related to memory capacity and the sensory factor 
refers to quick attention capacity and judgment. We also found the rhythm subtests 
from our test-battery are related to spatial or logic reasoning ability.  
This new test-battery is very useful in many ways.  First, the battery is more 
comprehensive compared to previous tests comprising of nine music perceptual tests 
as well as music background questionnaires. Thus it is a potential tool for 
investigating a wider range of perceptual skills and can go beyond the conventional 
focus on rhythm and tonal memory. Second, as the test-battery was developed more 
recently than previous tests, it is more sensitive with current concepts of music 
perception and cognition. Third, high standards for test construction and validation 
were applied.   
In conclusion, we hope that the current battery can provide a basis from which a 
richer scientific narrative on musical ability and its measurement will eventually 
emerge. 
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Table 1. Split-Half Reliability and Test-Retest Coefficient for Subtests and Composite Score  
  Test Internal Consistency Test-Retest 
Tuning .82  .68**  
Rhythm-to-Melody .80  .82** 
Pitch .78  .77** 
Timbre .73  .68** 
Melody .71 .77** 
Loudness .68  .83** 
Rhythm .67  .62** 
Accent .66  .71** 
Tempo .64  .81** 
COMPOSITE .89  .90** 
Note. Sample size for internal consistency was N=56; sample size for Test-Retest was N=20; 
**p< 0.01 (2 tailed) 
 
 
 
Table 2. Correlation between AMMA, MET, MAP, Timbre (Mono) with the New Music Test 
(Convergent and Content Validity) 
  Test  Tonal  
(AMMA) 
 Rhythm  
(AMMA) 
Rhythm 
  (MET) 
Tempo 
  (MAP) 
Timbre 
   (Mono) 
Melody .68** .60** .46** .60** .23 
Rhythm-to-Melody .43** .42** .64** .44** .33* 
Rhythm .51** .44** .60** .37** .23 
Accent .48** .37** .37** .44** .24 
Tempo .33* .33* .22 .33* .36** 
Timbre .30* .27 .15 .32* .53** 
Tuning .48** .41** .28* .47** .41** 
Pitch .34* .33* .12 .37** .49** 
Loudness -.10 -.11 -.05 .05 .40** 
 
Note. N=52; Target validity correlations are in bold fonts. AMMA= Advanced Measures of 
Music Audiation, MET= Musical Ear Test, MAP = Musical Aptitude Profile 
* p< 0.05; **p< 0.01 (2 tailed) 
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SOI MOI ...
n + n Corsino and Jacques Diennet
Ubris Studio
4, Rue Bernard du Bois
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13201 Marseille Cedex 01 France
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Created by n + n Corsino
Development: Samuel Toulouse
3D scenography: Patrick Zanoli
Sound creation: Jacques Diennet
Performance: Stefania Rossetti, Ana Teixido, Norbert Corsino
http://youtu.be/mI0MoIb5CgE
1 Introduction
See dance is to grasp the moment in several areas of representation possible.
The temporal continuity of this apprehension is not measurable, but it can be
deformed: it refers to a topological structure of the passage of time applied to
motion perception.
The program designed by Corsino is ludic and is based on sequences that
present fluid movements produced through durable artistic collaborations (the
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dancers Ana Teixido and Stefania Rossetti, the composer Jacques Diennet, the
graphic designer Patrick Zanoli) and psycho-sensory effects obtained by a long
process of programming from the developer Samuel Toulouse. We no longer
speak today of viewer participation, feedback, interactivity but intuitive navi-
gation. The spectator-actor, the manipulator-player can make his scales to in-
finity, change wallpaper, background music, tempo, distort the image in real
time . . . Keystrokes are now rustling ecraniques, orders, hugs. And blow may be
playing.
A sensitive navigation in harmony with the iPhone. Blow, touch, shake, push:
poetic abstract kinetics of bodies and landscapes increases through the object
held in the hand. Soi Moi, a work of art specifically designed as an intimate ex-
tension of oneself, offers an interactive journey through choreographic sequences
and opens a new realm of creative imagination in dance.
2 Synopsis
A sensitive navigation resonates with the iPhone. Kinetics of bodies and land-
scapes, poetic and abstract just to increase through the tool back and specifi-
cations of the subject in hand are thereby developed through the interaction of
motors.
Soi Moi, a mobile facility that gives a different perception of his own body.
The iPhone becomes more user-friendly and reveals a physical sensation never
felt before. Fifteen interactive sequences lasting one to two mns long form the
basis screenplay. Soi Moi in the choreographed motion capture sequences plays
with invisibility: the subtraction of object or partner offers unexpected physical
situations. It strengthens the technical processes about when operating in the
disappearance. Or more precisely in the kidnapping. Kidnapping or abduction
understood as relief. Beyond the two words in the title, the construction of
internal and external pressure causes some exhaust to form a tensegrity, tensile
integrity, closer to the fields of biology and architecture than shamanism.
We like to think that the choreography, music and sound, set design, light
and image are parallel scenarios with respect to a central theme. None is a
priori worked in illustration of the other or treated as direct application. It is
the same interactive mode. Mapping of the representation does not overlap with
perceptual mapping of the user: they correspond in an appropriate language and
a relational game resulting in a narrative form.
Related links
Last access on 20th April 2012:
http://www.liberation.fr/culture/01012390484-n-n-corsino-croisiere-virtuelle
http://www.parisetudiant.com/etudiant/sortie/n-n-corsino.html
http://www.festivaldedanse-cannes.com/IMG/pdf/com presse MUES Miramar
Cannes nov 2011 2 .pdf
http://www.yesicannes.com/yesicannes/mues n+n corsino.html
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