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1. Introduction
Letm 2 L
1
(R
2
) be homogeneous of degree zero. Then m is almost everywhere determined by h

(
1
) =
m(
1
;1). For k 2Zlet I
k
= [2
 k 1
; 2
 k
] [ [ 2
 k
; 2
 k 1
] and let h
+
and h
 
satisfy the condition
(1.1) sup
k2Z

Z
I
k


sh
0

(s)


r
ds
s

1=r
< 1:
Rubio de Francia posed the question whether a condition like (1.1) is sucient to prove that m is a Fourier
multiplier of L
p
(R
2
), 1 < p <1. An application of the Marcinkiewicz multiplier theorem with L
2
-Sobolev
hypotheses (cf. (1.3) and (1.5) below) and interpolation arguments already show that the answer is yes,
provided r > 2. Recently, Duoandikoetxea and Moyua [15] have shown that the same conclusion can be
reached if r = 2. On the other hand, since characteristic functions of halfspaces are Fourier multipliers of
L
p
, 1 < p <1, a simple averaging argument shows that the condition h
0
2 L
1
implies L
p
-boundedness for
1 < p <1. Our rst theorem shows that the weaker assumption (1.1) with r = 1 implies boundedness in
L
p
(R
2
), for 1 < p <1.
Theorem 1.1. Suppose that h
+
and h
 
satisfy the hypotheses of the Marcinkiewicz multiplier theorem
on the real line, that is
(1.2) sup
k2Z
Z
I
k
jdh

(s)j  A
for I
k
= [2
 k 1
; 2
 k
] [ [ 2
 k
; 2
 k 1
]. Let m 2 L
1
(R
2
) be homogeneous of degree zero, such that for

1
2 R,m(
1
; 1) = h
+
(
1
) and m(
1
; 1) = h
 
(
1
). Then m is a Fourier multiplier of L
p
(R
2
), 1 < p <1,
with norm  CA.
One can obtain a stronger result for xed p > 1 using the space V
q
of functions of bounded q-variation.
Given an interval I on the real line a function h belongs to V
q
(I) if for each partition fx
0
< x
1
<    < x
N
g
of I the sum
P
N
=1
jh(x

)   h(x
 1
)j
q
is bounded and the upper bound of such sums is nite. We denote
by khk
q
V
q
the least upper bound. Then the following result is an immediate consequence of Theorem 1.1
and the interpolation argument in [8].
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Corollary 1.2. Let m, h

and I
k
be as above and suppose that
kh

k
1
+ sup
k
kh

k
V
q
(I
k
)
< 1:
Then m is a Fourier multiplier of L
p
(R
2
), if j1=p  1=2j < 1=2q.
A slightly weaker result can be formulated in terms of Sobolev spaces. Let  be an even C
1
function
on the real line, supported in (5=8; 8=5) [ ( 8=5; 5=8) and positive in (1=
p
2;
p
2) [ ( 
p
2; 1=
p
2); we
shall usually assume that
P
k2Z

2
(2
k
s) = 1 for s 6= 0. Let L
q

(R
d
) denote the standard Sobolev space with
norm khk
L
q

= kF
 1
[(1 + jj
2
)
=2
b
h]k
q
. Then L
q

(R) V
q
if  > 1=q and therefore we obtain
Corollary 1.3. Let m 2 L
1
(R
2
) be homogeneous of degree zero and h

(
1
) = m(
1
;1). Suppose that
q > 1 and that
(1.3) sup
t2R
+
k h

(t)k
L
q

(R)
< 1;  >
1
q
:
Then m is a Fourier multiplier of L
p
(R
2
) if j1=p  1=2j < 1=2q.
We now compare these results with more standard multiparameter versions of the Hormander-
Marcinkiewicz multiplier theorem. In order to formulate them let
D

j
g = F
 1
[(1 + j
j
j
2
)
=2
Fg]
and, for 1 < q <1, let H
q

(R
n
) be the multiparameter Sobolev space of all functions g, such that
kgk
H
q

(R
n
)
:= kD

1
: : :D

n
gk
L
q
(R
n
)
< 1:
Let  be as above and denote by 
(i)
a copy of  as a function of the 
i
-variable. Then if q  2 the
condition
(1.4) sup
t2(R
+
)
d
k
(1)

    
 
(d)
m(t
1
; : : : ; t
d
)k
H
q

(R
d
)
< 1;  >
1
q
implies that m is a Fourier multiplier of L
p
for j1=p  1=2j < 1=q. For q = 2 the proof of this result is a
variant of Stein's proof of the Hormander multiplier theorem (see [25, ch.IV]) and the general case follows
by an interpolation argument as in [9]. If we apply this result to homogeneous multipliers and set
(1.5) m(
0
;1) = g

(
0
); 
0
2 R
d 1
we obtain by a straightforward computation
Corollary 1.4. Suppose that r  2,
(1.6) sup
t2(R
+
)
d 1


D
2
1
D

2
: : :D

d 1


(1)

    
 
(d 1)
g

(t
1
; : : : ; t
d 1
)



L
r
(R
d 1
)
< 1;  >
1
r
;
and that the condition analogous to (1:6) holds for all permutations of the (s
1
; : : : ; s
d 1
)-variables. Let m
be homogeneous of degree zero and related to g

by (1.5). Then m is a Fourier multiplier of L
p
(R
d
) if
j1=p  1=2j < 1=r.
In two dimensions Corollary 1.4 says that if  > 1=q, q  1, and g

(t) 2 H
2q

(R), uniformly in t > 0,
then m is a Fourier multiplier of L
p
if j1=p   1=2j < 1=2q. Corollary 1.3 is stronger since a compactly
supported function in H
2q

(R) belongs to H
q

(R).
2
We are now going to discuss variants of Theorem 1.1 in higher dimensions. First if g

2 H
q

(R
d 1
),
 > 1=q and if g

are compactly supported in [1=2; 2]
d 1
then the homogeneous extension m is a Fourier
multiplier of L
p
(R
d
) if j1=p   1=2j < 1=2q. In fact by a simple averaging argument one sees that the
condition g

2 H
1
1+
implies that m is an L
1
multiplier and the general case follows by interpolation. We
remark that if  < j2=p  1j the condition g

2 H
q

(any q) does not imply that m is a Fourier multiplier
of L
p
. Relevant counterexamples have been pointed out by Lopez-Melero [22] and Christ [7].
Perhaps surprisingly, the situation in higher dimensions changes if one imposes dilation invariant con-
ditions as in Theorem 1.1. One might want to just replace hypothesis (1.2) by the hypotheses of the
Marcinkiewicz multiplier theorem in R
d 1
([25, p.108]). However this assumption is not sucient to de-
duce that m is a Fourier multiplier of L
p
for any p 6= 2 (see x3 for the counterexample involving the Kakeya
set). However we do have
Theorem 1.5. Let m 2 L
1
(R
d
), d  2, be homogeneous of degree zero and let g

be as in (1.5). Suppose
that q  2, and
(1.7) sup
t2(R
+
)
d 1
k
(1)

    
 
(d 1)
g

(t
1
; : : : ; t
d 1
)k
H
q

(R
d 1
)
< 1;  >
1
q
:
Then m is a Fourier multiplier of L
p
(R
d
) if j1=p  1=2j < 1=2q.
Interpolating Theorem 1.5 with Corollary 1.4 (with p close to 1) yields
Corollary 1.6. Let m 2 L
1
(R
d
), d  2, be homogeneous of degree zero and let g

be as in (1.5). Suppose
that 1 < p < 4=3 and
sup
t2(R
+
)
d 1


D

1
D

2
: : :D

d 1


(1)

    
 
(d 1)
g

(t
1
; : : : ; t
d 1
)



L
2
(R
d 1
)
< 1;  >
1
2
;  >
2
p
  1
and that the analogous conditions obtained by permuting the (s
1
; : : : ; s
d 1
)-variables hold. Then m is a
Fourier multiplier of L
p
(R
d
).
In particular if sup
t2(R
+
)
d 1
k
(1)

   
 
(d 1)
g

(t
1
; : : : ; t
d 1
)k
H
2

(R
d 1
)
< 1 and 1 < p < 4=3 then
m is a Fourier multiplier of L
p
in  >
2
p
 1. This result is essentially sharp: in x3 we show that in order for
sup
t2(R
+
)
d 1
k
(1)

   
 
(d 1)
g

(t
1
; : : : ; t
d 1
)k
H
q

(R
d 1
)
< 1 to imply that m is a Fourier multiplier of
L
p
we must necessarily have   2=p  3=2 + 1=q if 1 < p < 4=3 and  > 1=q if 4=3  p  2.
In order to prove more rened results on L
p
(R
d
), d  3, p close to 1, we shall use multiparameter
Calderon-Zygmund theory. It turns out that it is useful (and easier) to rst prove a result for the multi-
parameter Hardy-space H
p
(R
d
), 0 < p  1. The Hardy space H
p
is dened in terms of square-functions
invariant under the multiparameter family of dilations 
t
x = (t
1
x
1
; : : : ; t
d
x
d
), t 2 (R
+
)
d
. Again we formu-
late the multiplier result using localized multiparameter Sobolev spaces invariant under multiparameter
dilations. In order to include a sharp result also for p < 1 we want to admit values of q  1 in (1.2). To
make this possible the denition ofH
q

has to be modied. We may always assume that  above is such that
P
r2Z

2
(2
 r
s) = 1 for s 6= 0. Let  
r
= 
2
(2
 r
) if r  1 and  
0
= 1 
P
r>0
 
r
. For n = (n
1
; : : : ; n
d 1
),
n
i
 0, i = 1; : : : ; d  1 set  
n
(
1
; : : : ; 
d 1
) =
Q
d 1
i=1
 
n
i
(
i
). The decomposition
g =
X
n2(N
0
)
d 1
b
 
n
 g
3
is referred to as the inhomogeneous Littlewood-Paley decomposition of R
d 1
. Then
(1.9) kgk
H
q

(R
d 1
)





X
n2(N
0
)
d 1
2
2(n
1
++n
d 1
)
j
b
 
n
 gj
2

1=2



L
q
(R
d 1
)
for 1 < q < 1, and for q  1 we dene H
q

(R
d 1
) as the space of tempered distributions for which the
quasinorm on the right hand side of (1.9) is nite. In this paper we shall always have  > 1=q; in this case
H
q

is embedded in L
1
. This and other properties of the spaces H
q

may be proved by obvious modications
of the one-parameter case; for the latter we refer to [27].
Theorem 1.7. Let m 2 L
1
(R
d
) be homogeneous of degree zero and related to g

as in (1.5). Suppose
that 0 < r  1 and
(1.10) sup
t2(R
+
)
d 1
k
(1)

    
 
(d 1)
g

(t
1
; : : : ; t
d 1
)k
H
r

(R
d 1
)
< 1;  >
2
r
  1:
Moreover if d  3 suppose that
(1.11) sup
t2(R
+
)
d 1


D
2
1
D

2
: : :D

d 2


(1)

    
 
(d 1)
g

(t
1
; : : : ; t
d 1
)



L
2
(R
d 1
)
< 1;  >
1
r
 
1
2
and that the analogous conditions obtained by permuting the (s
1
; : : : ; s
d 1
)-variables hold. Then m is a
Fourier multiplier of the multiparameter Hardy space H
p
(R
d
), r  p <1.
Note that in two dimensions Theorem 1.7 is a natural extension of Corollary 1.4 toH
p
-spaces in product
domains. The examples in x3 show that in higher dimensions additional assumptions such as (1.11) are
necessary. When d  3, Theorem 1.7 with r = 1 serves as a substitute for Theorem 1.1. Notice that if
r = 1 condition (1.10) involves mixed derivatives in L
1
of order d   1 + , and condition (1.11) involves
derivatives in L
2
up to order (d  1+ )=2. In comparison the hypotheses in Corollaries 1.3 and 1.6 involve
L
2
derivatives up to order (d+ )=2 if p is close to 1. As a consequence we obtain the following analogue
of Corollary 1.4, formulated in terms of the standard oneparameter Sobolev space L
q

.
Corollary 1.8. Let m 2 L
1
(R
d
) be homogeneous of degree zero and related to g

by (1.5). Suppose that
q > 1 and that
sup
t2(R
+
)
d 1
k
(1)

    
 
(d 1)
g

(t
1
; : : : ; t
d 1
)k
L
q

(R
d 1
)
< 1;  >
d  1
q
:
Then m is a Fourier multiplier of L
p
(R
2
) if j1=p  1=2j < 1=2q.
The counterexamples in [22], [7] show that the statement of the Corollary is false in the range j1=p 
1=2j > 1=2q. However in view of Theorems 1.5 and 1.7 one expects the following sharper result. Namely
suppose that for some q 2 (1; 2]
(1.12) sup
t2(R
+
)
d 1
k
(1)

    
 
(d 1)
g

(t
1
; : : : ; t
d 1
)k
H
q

(R
d 1
)
< 1;  >
1
q
;
and in dimension d  3 suppose that
(1.13) sup
t2(R
+
)
d 1


D

1
D

2
: : :D

d 2


(1)

   
 
(d 1)
g

(t
1
; : : : ; t
d 1
)



L
2
(R
d 1
)
< 1;  >
1
2
;  >
1
q
4
as well as the analogous conditions obtained by permuting the (s
1
; : : : ; s
d 1
)-variables. Then m should
be a Fourier multiplier of L
p
(R
d
) if j1=p   1=2j < 1=2q. In order to prove this one is tempted to use
analytic interpolation and interpolate between the L
p
0
-estimate of Theorem 1.7, for p
0
close to 1, and the
L
4=3
-estimate of Theorem 1.5. One would have to nd the intermediate spaces for intersections of L
2
and
L
q
Sobolev spaces. However the intersection of the intermediate spaces does not need to be contained in
the intermediate space of the intersections (for related counterexamples see [26]). It is actually possible
to prove the result for j1=p  1=2j < 1=2q (assuming (1.12), (1.13)) by another approach. One has to use
a general theorem for analytic families of operators acting on various kinds of atoms the proof of which
relies heavily on multiparameter Calderon-Zygmund theory. We do not include the technical proof here
but refer the reader to [5].
The paper is organized as follows: In x2 we prove Theorem 1.1 using weighted norm inequalities
and variants of the maximal operator with respect to lacunary directions. Examples demonstrating the
sharpness of our results in higher dimensions are discussed in x3. The proof of Theorem 1.5 is in x4; it relies
on weighted norm inequalities which involve variants of the Kakeya maximal function. In x5 we prove the
Hardy space estimates of Theorem 1.7.
As a convention we shall refer to the quasi-norms in H
p
and H
p

as \norms" although for p < 1 these
spaces are not normed spaces. By M
p
, 1  p  1, we denote the standard space of Fourier multipliers of
L
p
. It will always be assumed that the even function  2 C
1
0
dened above satises
P
2Z
[(2

s)]
2
= 1
for s 6= 0. If a 2 f1; : : : ; dg and k,
~
k in R
a
then we shall use the notation k 
~
k if k
i

~
k
i
for all i 2 a.
Similarly dene k 
~
k etc. C will always be an abstract constant which may assume dierent values in
dierent lines.
2. L
p
-estimates in the plane
In the proof of Theorem 1.1 there is no loss of generality in assuming that m is supported in the
quadrant where 
1
> 0 and 
2
> 0. By a limiting argument as in Stein's book [25, p.109], it suces to
prove the theorem under the formally stronger assumption
khk
1
+ sup
k2Z
Z
I
k
jh
0
(s)j ds  A:
Let  be the smooth bump function dened in the introduction (supported in [5=8; 8=5]). Let  2
C
1
(R
2
n f0g) be homogeneous of degree 1 such that () = 1 if j
1
=
2
j 2 [25=64; 64=25] (in particular on
the support of  
 ) and such that () = 0 if j
1
=
2
j =2 (1=4; 4). Set
h

() = ()h(2
 

1
=
2
):
Then we may split
m =
X
k2Z
2
[ 
 m
k
](2
k
1
; 2
k
2
)
where
m
k
() = (
1
)(
2
)h
k
1
 k
2
(
1
=
2
)
= (
1
)(
2
)
Z

1
=
2
0
h
0
k
1
 k
2
(s) ds:(2.1)
5
and h

is supported in (1=4; 4), for all  2Z. Also set
d
T
k
f () = [ 
  m
k
](2
k
1

1
; 2
k
2

2
)]
b
f():
Then by standard multiparameter Littlewood-Paley theory and duality, to establish Theorem 1.1 for p 2
[2; p
0
), p
0
<1, it suces to obtain an inequality
(2.2)
Z
jT
k
f j
2
!  C A
2
Z
jf j
2
M!
for a certain operator ! 7!M! which is bounded on L
q
(R
2
) for (p
0
=2)
0
< q  1. By our assumption on
h,
(2.3) sup
2Z
Z
jh
0

(s)jds  CA:
We denote by L
k
the standard Littlewood-Paley operator, such that
d
L
k
f () = (2
k
1

1
)(2
k
2

2
)
b
f ()
and dene the operator S
ks
by
[
S
s
f () =

b
f (); if 2


1
=
2
> s; 
1
 0; 
2
 0
0; otherwise
:
Then from (2.1) we see that
T
k
f(x) =
Z
8
1=8
L
k
S
k
1
 k
2
;s
f(x)h
0
k
1
 k
2
(s)ds
Then, if !  0 is a weight we apply the Cauchy-Schwarz inequality to obtain
(2.4)
Z
jT
k
f(x)j
2
!(x) dx  C A
ZZ
jL
k
S
k
1
 k
2
;s
f(x)j
2
jh
0
k
1
 k
2
(s)jds !(x)dx:
Let M
(1)
, M
(2)
be the Hardy-Littlewood maximal functions with respect to the coordinate directions
and let M
;s
be the Hardy-Littlewood maximal function with respect to the direction perpendicular to
f; 2


1
=
2
= sg, i.e. in the direction (1; 2
 
s). Then using weighted norm inequalities for singular
integral operators due to Cordoba and Feerman ([13], see also [18]) we see that the expression on the
right hand side of (2.4) is dominated by
C

A
Z
jf(x)j
2
M
(1)
M
(2)
h
Z
8
1=8
(M
k
1
 k
2
;s
!

)
1=
jh
0
k
1
 k
2
(s)jds
i
(x) dx
where  > 1. Now the proof of (2.2) is completed by the following
Proposition 2.1. Let, for   1,
M

!(x) = sup
2Z
Z
I
(M
;s
!

)
1=
(x)j

(s)jds
6
where I = [1=8; 8] and
sup
2Z
Z
I
j

(s)jds  B <1:
Then M

is bounded on L
p
(R
2
),  < p <1, with norm  C
p;
B.
Proof. Since
M

(!)  B
1 
1

[M
1
(!

)]
1

it suces to prove that M
1
is bounded on L
p
, 1 < p < 1 with norm C
p
B. If  > 1 then M

will be
bounded on L
p
, p > , with norm  C
1=
p=
B.
We follow arguments by Nagel, Stein and Wainger [23] as modied by Christ (see [2]). Let ' : R! R
be smooth, even, nonnegative, with '(0) > 0 such that b' has compact support in [ 1=20; 1=20]. Let
 (
1
; 
2
) = b'(
1
+ 
2
)
and dene for  2Z
[
P
l
s
!() =  (2
l

1
; s2
l 

2
)b!():
It suces to show that for 1 < p <1, N being an arbitrary positive integer
(2.5)




sup
 NN
Z
I
sup
l2Z
jP
l
s
!j j

(s)jds




p
 C
p
Bk!k
p
where C
p
is independent of N . Then an application of the monotone convergence theorem allows to pass
to the limit. We note that for xed , and 1 < p 1




Z
I
sup
l2Z
jP
l
s
!j j

(s)jds




p
 C
Z
I


sup
l2Z
jP
l
s
!j


p
j

(s)jds
 C
p
Bk!k
p
(2.6)
by the L
p
estimate for the one-dimensional Hardy-Littlewood maximal function M
k;s
. This means that
we know a priori that the left hand side of (2.5) is bounded by BC
p
(N )kfk
p
(with C
p
(N )  C
0
p
N ) and it
remains to be shown that C
p
(N ) can be chosen independently of N . In what follows we dene C
p
(N ) to
be the best constant in (2.5).
We rst consider the case 2  p < 1. Since the L
1
-estimate is trivial it suces to prove the L
2
inequality. We smoothly split  into two parts,  =  
0
+  
1
with  
1
supported in the unit ball and  
0
supported in the cone f; j
1
+
2
j=jj  1=2g. We correspondingly dene the operators P
l;0
s
and P
l;1
s
. Note
that there is the pointwise inequality
(2.7) jP
l;1
s
!(x)j  CM
(1)
M
(2)
!(x)
which implies
(2.8)




sup

Z
I
sup
l2Z
jP
l;1
s
!j j

(s)jds




p
 C
p
Bk!k
p
; 1 < p  1:
Concerning P
l;0
s
we have
jP
l;0
s
!(x)j  C

M
(1)
M
(2)
!(x) +M
;s
!(x)

7
