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Abstract
We study the inversion problem of the Bessel potential operator within the frameworks of the weighted Lebesgue spaces with
variable exponent. The inverse operator is constructed by using approximative inverse operators. This generalizes some classical
results to the variable exponent setting.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The Bessel potentials Bαϕ = Gα ∗ ϕ, where Gα is the well-known Bessel kernel of order α > 0 (see Section 2.4
below), were firstly investigated within the frameworks of variable Lebesgue spaces Lp(·)(Rd) by the first author
and Samko [3]. Several results were obtained in [3], such as the boundedness of the Bessel potential operator Bα
in Lp(·)(Rd), the characterization of the Bessel potentials in terms of the convergence of hypersingular integrals and
the coincidence of the Bessel potential space Bk[Lp(·)(Rd)] with the Sobolev space Wk,p(·)(Rd) (when k is a natural
number). We note that the relationship between Bessel potential spaces with variable exponent and Sobolev spaces
was independently studied in [13].
In this paper we consider the problem of the inversion of the Bessel potential operator in the weighted spaces
Lp(·)(Rd , ). The continuity of the operator Bα is also proved over these spaces.
One possible way to deal with the inversion problem is by using the so-called approximative inverse operator
(AIO) method, where the inverse operator is constructed as the limit of a certain sequence of convolution operators
with integrable kernels (see [28, Chapter 11], for details and references). For constant exponents p, the integrability
of the kernel is sufficient for the continuity of such operators in classical Lp-spaces. But for variable exponents p(·),
this is not enough, since Young’s inequality for convolutions does not hold in general. Nevertheless, the continuity of
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tool will play an important role below.
We refer to [28] for the inversion of the Bessel operator in the non-weighted case and constant exponent p, and
for further references. As far as the inversion of other potential operators in variable Lebesgue spaces is concerned,
we mention [23] where the AIO method was also used to get the inversion of the Riesz potential operator in variable
Lebesgue spaces, and [2] where the same question was considered but using a different approach based on hyper-
singular integrals. We note that the inversion problem of the Riesz potential operator, acting on classical weighted
Lp-spaces, was studied in [21] via AIO method.
We notice that Lebesgue spaces with variable exponent Lp(·)(Ω) have been intensively studied during the last
decade. Apparently, the research was strongly motivated by their applications to differential equations with non-
standard growth conditions and by modeling problems of fluid mechanics (see, for instance, [1,24]). A significant
progress has also been made concerning the study of classical integral operators in the context of the Lp(·)-spaces. We
refer to the papers [18,27] for the basics properties of these spaces. For details on the recent development of operator
theory in such spaces see the surveying papers [9,15,29] and other references therein. We also mention the paper [5]
where the boundedness of several classical operators was obtained through extrapolation tools.
The outline of the paper is as follows: in Section 4 we observe the boundedness of the Bessel potential opera-
tor on variable Lebesgue spaces and establish our main inversion results. Sections 2 and 3 provide some necessary
preliminaries.
2. Preliminaries
By |E| we denote the (Lebesgue) measure of a measurable subset E of the Euclidean space Rd . We write B(x, r)
for the open ball centered at x ∈Rd and radius r > 0. The symbol S(Rd) stands for the Schwartz class of all infinitely
differentiable and rapidly decreasing functions in Rd . The Fourier transform of an integrable function ϕ is denoted
by Fϕ (or ϕˆ),
(Fϕ)(ξ) :=
∫
Rd
eix·ξ ϕ(x) dx, ξ ∈Rd,
whereas F−1ϕ denotes its inverse Fourier transform.
By C we denote generic positive constants, which may have different values even in the same line. Although
the exact value of the constant be irrelevant for our purposes, sometimes we emphasize its dependence on certain
parameters (e.g. C(α) means that C depends on α, etc.). The notation is standard or it will be properly introduced
throughout the text.
2.1. On Lebesgue spaces with variable exponent
The basics on variable Lebesgue spaces may be found in [18] and [27], but we recall here some necessary defini-
tions. Let Ω ⊂Rd be a non-empty open set. For a measurable function p : Ω → [1,∞), we put
p+ = p+(Ω) := ess sup
x∈Ω
p(x) and p− = p−(Ω) := ess inf
x∈Ω p(x).
In the sequel we use the notation
P(Ω) := {p ∈ L∞(Ω): 1 <p−  p(x) p+ < ∞} (1)
and
P1(Ω) :=
{
p ∈ L∞(Ω): 1 p−  p(x) p+ < ∞}. (2)
The generalized Lebesgue space Lp(·)(Ω) with variable exponent p ∈ P1(Ω) is introduced as the set of all func-
tions ϕ on Ω for which
Ip(·)(ϕ) :=
∫ ∣∣ϕ(x)∣∣p(x) dx < ∞.
Ω
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‖ϕ‖Lp(·)(Ω) := inf
{
λ > 0: Ip(·)
(
ϕ
λ
)
 1
}
.
Given a weight  on Ω (i.e. a measurable non-negative and a.e. finite function on Ω), the weighted variable
Lebesgue space Lp(·)(Ω,) is defined as the set of all measurable functions ϕ on Ω for which ϕ ∈ Lp(·)(Ω),
normed by
‖ϕ‖Lp(·)(Ω,) := ‖ϕ‖Lp(·)(Ω).
The notation ‖ϕ‖Lp(·)(Ω,) and ‖ϕ‖p(·), will be used interchangeably, when no ambiguity arises.
By w-Lip(Ω) we denote the class of all exponents p ∈ L∞(Ω) satisfying the (local) logarithmic condition∣∣p(x)− p(y)∣∣ C− ln |x − y| , |x − y| 12 , x, y ∈ Ω. (3)
In case of unbounded domains, we also refer to the decay condition∣∣p(x)− p∞∣∣ Cln(e + |x|) , x ∈ Ω, (4)
where p∞ := lim|x|→∞ p(x). For simplicity, w∞-Lip(Ω) will stand for the class of all exponents p(·) that belong to
w-Lip(Ω) and at the same time satisfy the decay condition (4).
By p′(·) we denote the conjugate exponent, given by 1
p(x)
+ 1
p′(x) ≡ 1.
In [16] the following theorem was proved.
Theorem 1. If p ∈ P1(Rd), the class C∞0 (Rd) is dense in the space Lp(·)(Rd, ) if the following conditions are
satisfied:∣∣{x ∈Rd : (x) = 0}∣∣= 0 and [(x)]p(x) ∈ L1loc(Rd). (5)
2.2. The maximal operator in Lp(·)-spaces
Let
(Mϕ)(x) = sup
r>0
1
|B(x, r)|
∫
B(x,r)∩Ω
∣∣ϕ(y)∣∣dy (6)
be the Hardy–Littlewood maximal operator. The following theorem for the power weights
(x) = (1 + |x|)γ m∏
k=1
|x − xk|βk , xk ∈ Ω, m ∈N, (7)
was proved in [17] for bounded domains Ω , and in [14], in the unbounded case.
Theorem 2. Let p ∈P(Ω)∩w-Lip(Ω) and  be weight (7).
(I) When Ω is bounded, the maximal operator is bounded in Lp(·)(Ω,) if and only if
− d
p(xk)
< βk <
d
p′(xk)
, k = 1,2, . . . ,m. (8)
(II) Let Ω be unbounded and p be constant outside some ball of large radius R > 0: p(x) ≡ p∞ > 1, if |x| > R.
Then the maximal operator is bounded in Lp(·)(Ω,) if and only if condition (8) and the condition
− d
p∞
< γ +
m∑
k=1
βk <
d
p′∞
(9)
are satisfied.
A. Almeida, H. Rafeiro / J. Math. Anal. Appl. 340 (2008) 1336–1346 1339Remark 3. The boundedness of the maximal operator on variable Lebesgue spaces Lp(·)(Ω) remained an open prob-
lem for a long time. It was first proved by Diening [7] over bounded domains, under the assumption (3) on the
exponent. He later extended the result to the case Ω =Rd by supposing, in addition, that the exponent p(·) is constant
outside some large fixed ball (see [8]). Diening’s statement was independently improved by Nekvinda [19] and Cruz-
Uribe, Fiorenza and Neugebauer [4] by obtaining the boundedness of M over general domains Ω , for exponents not
necessarily constant at infinity. In the former, some integral condition was imposed, while in the latter it was assumed
that p(·) has the logarithmic decay at infinity (4).
For simplicity, the notation P(Ω) will stand for the class of all exponents p(·) ∈ P(Ω) for which the maximal
operatorM is bounded in Lp(·)(Ω,), with −1 ∈ Lp′(·)loc (Ω). We note that for weights of the form (7) the class P(Ω)
is described by conditions (8) and (9).
2.3. Approximate identities
Let Ω =Rd . For dilations
Kεf (x) = 1
εd
∫
Rd
k
(
x − y
ε
)
f (y)dy, ε > 0, (10)
the following result was proved in [6].
Proposition 4. Let p ∈ P1(Rd) ∩ w∞-Lip(Rd) and k(x) be an integrable function on Rd such that
∫
Rd
k(x) dx = 1
and
∫
Rd
sup|y||x| |k(y)|dx < ∞. Then
(i) ‖ supε>0 Kεf ‖Lp(·)(Rd )  C‖f ‖Lp(·)(Rd ),
(ii) Kεf → f
as ε → 0 in Lp(·)(Rd)-norm and almost everywhere.
It is also possible to have a similar result of Proposition 4 if we impose the boundedness of the maximal operator.
This is well known for classical Lp-spaces (see e.g. [30, Chapter III]) and it was generalized to the non-weighted
variable Lebesgue spaces in [7]. Recently the statement was extended to the weighted variable case in [22] as stated
below.
Proposition 5. Let  be a weight with −1 ∈ Lp′(·)loc (Rd) and p ∈ P1(Rd). Let also k be an integrable function on Rd
such that A := ∫
Rd
sup|y||x| |k(y)|dx < ∞. Then
(i)
∣∣∣ sup
ε>0
Kεf (x)
∣∣∣A(Mf )(x) for all f ∈ Lp(·)(Rd, ),
so that
(ii)
∥∥∥ sup
ε>0
Kεf
∥∥∥
Lp(·)(Rd ,)
 C‖f ‖Lp(·)(Rd ,) when p ∈ P
(
R
d
)
.
If, in addition, ∫
Rd
k(y) dy = 1, and (x) satisfies condition (5), then also
(iii) Kεf → f as ε → 0
in Lp(·)(Rd , )-norm and almost everywhere.
Remark 6. Proposition 4 shows that the results given in Proposition 5, in the case  ≡ 1, are valid even if p(·)
reaches the value 1. Note that the condition p− > 1 is implicit in the statements (ii), (iii) of Proposition 5, since the
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in [12] for general exponents, improving a former result from [4] where only lower semicontinuous exponents were
considered.
2.4. Bessel potential operator
The Bessel potential operator Bα , of order α > 0, is defined by
Bαϕ(x) :=
∫
Rd
Gα(x − y)ϕ(y) dy, (11)
where Gα is the so-called Bessel kernel given through the Fourier transform
Ĝα(x) =
(
1 + |x|2)− α2 , (12)
and ϕ is called the density of the Bessel potential.
It is known that
Gα(x) = C(α,d)
∞∫
0
e−
π |x|2
t
− t4π t
α−d
2
dt
t
, x ∈Rd , (13)
where C(α,d) > 0 is a certain constant (see, for example, [30, Section V.3.1]), so that Gα is a non-negative, radially
decreasing function. Moreover, Gα is integrable with ‖Gα‖1 = Ĝα(0) = 1 and it can also be represented by means of
the McDonald function:
Gα(x) = C(α,d)|x| α−d2 Kd−α
2
(|x|), x ∈Rd .
From this we know that Gα behaves like the Riesz kernel at the origin (if 0 < α < d) and it has an exponential decay
at infinity (see, for example, [25, Lemma 27.1]). More precisely,
Gα(x) ∼
⎧⎪⎨⎪⎩
c(α, d)|x|α−d if 0 < α < d,
c(d) ln( 1|x| ) if α = d,
c(α, d) if α > d
(14)
as |x| → 0, and
Gα(x) ∼ c(α, d)|x| α−d−12 e−|x| (15)
as |x| → ∞.
3. The method of Approximative Inverse Operator (AIO)
The AIO method was first realized by Zavolzhenskii and Nogin (see [31], for instance) in the beginning of nineties.
We refer also to the surveying papers [20,26] for details and to the monograph [28, Chapter 11], where several state-
ments can be found in the classical Lp-spaces setting.
For completeness, let us briefly describe the idea behind this method. Given a convolution operator Aϕ = a ∗ ϕ, its
Fourier transform is given formally by
F(Aϕ)(ξ) = aˆ(ξ) · ϕˆ(ξ). (16)
Using (16) we find that, formally, our inverse operator is
A−1ϕ =F−1
(
1
aˆ(ξ)
· ϕˆ(ξ)
)
. (17)
Since the factor aˆ(ξ)−1 increases at infinity, we introduce a “nice” factor mε(ξ) depending on ε > 0, so that
mε(ξ)aˆ(ξ)
−1 vanishes at infinity (or other prescribed condition). Then (17) should be rewritten as
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A−1
)
ϕ = lim
ε→0
(
A−1
)
ε
ϕ
= lim
ε→0F
−1
(
mε(ξ)
aˆ(ξ)
· ϕˆ(ξ)
)
. (18)
We only need to justify that (18) will really generate the inverse operator in the space under consideration.
In this paper, we are interested in approximating inverse operators to the Bessel operator (11), namely in the
construction(Bα)−1ϕ = lim
ε→0
∫
Rd
qα(y, ε)ϕ(x − y)dy. (19)
Via Fourier transforms, we see that the kernels qα(·, ε) need to satisfy the relation
lim
ε→0 q̂α(ξ, ε) · Ĝα(ξ) = 1, (20)
or
q̂α(ξ, ε) =
(
1 + |ξ |2) α2Kε(ξ) (21)
with Kε(ξ) → 1 as ε → 0. The auxiliary “nice” kernel Kε(ξ) should compensate the increase of (1 + |ξ |2)α/2 at
infinity. Additionally, we also require that Kε(ξ) =K(εξ), with K(0) = 1.
4. Inversion of the Bessel potential operator
The next statement, on the continuity of the Bessel potential operator in Lp(·)(Rd , ), generalizes Theorem 5.1
in [3] to the weighted case.
Theorem 7. If the exponent p(·) belongs to the class P(Rd), then the Bessel potential operator Bα is bounded in
Lp(·)(Rd , ).
Proof. Since the kernel Gα is radially decreasing and integrable, then from Proposition 5(ii) there exists a constant
C > 0 such that∥∥Bαϕ∥∥
p(·), = ‖Gα ∗ ϕ‖p(·), C‖ϕ‖p(·),
for all ϕ ∈ Lp(·)(Rd , ). 
Now we make use of the approximating inverse operators to get the inverse operator to Bα as described above. As
in [28], we shall consider two constructions corresponding to different auxiliary kernels Kε from (21).
4.1. The choice Kε(ξ) = e−ε|ξ |
Under this choice, we have
q̂α(ξ, ε) =
(
1 + |ξ |2) α2 e−ε|ξ |
and by Bochner formula for the Fourier transform of radial functions (e.g. Lemma 2.1 in [28]), we obtain
qα(x, ε) = (2π)
−d/2
|x| d2 −1
∞∫
0
td/2
(
1 + t2)α/2e−εtJ d
2 −1
(
t |x|)dt, (22)
where Jν(z) is the Bessel function of the first kind (see, for example, [25]).
We already know that qα(·, ε) ∈ L1(Rd) for any ε > 0 (see Lemma 1.22 in [28]). But we need to know more to use
the continuity of the convolution with this kernel in the variable exponent setting. Having in mind Proposition 5, the
next statement allow us to overcome this difficulty.
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(1 + |x|)d+α , x ∈R
d . (23)
Proof. Taking into account the identity d
du
[uνJν(u)] = uνJν−1(u) and using integration by parts in (22), we arrive at
the formula
qα(x, ε) = (2π)
−d/2
|x| d2 −1
(−1)m
|x|m
∞∫
0
g(m)α,ε (t)t
d/2Jd
2 +m−1
(
t |x|)dt, x = 0 (24)
(see (8.133) in [28]), where
gα,ε(t) =
(
1 + t2)α/2e−εt , t > 0,
and mm0 is an arbitrary integer (see (29) below). Obviously (24) holds if
g(k)α,ε(t)t
d/2Jd
2 +k
(
t |x|)∣∣∞0 = 0, k = 0,1, . . . ,m− 1. (25)
To check this we first observe that (by Leibniz’ formula)
g(k)α,ε(t) =
k∑
j=0
(
k
l
)
(−ε)k−j e−εt(1 + t2)α/2 [j/2]∑
l=0
cl(α)
tj−2l
(1 + t2)j−l
(some constants cl(α) may vanish but not all simultaneously), which follows by straightforward calculations. Since
Jd
2 +k(u) behaves like u
d
2 +k for small values of u and like u−1/2 for large ones, we obtain
g(k)α,ε(t)t
d
2 Jd
2 +k
(
t |x|)→ 0, k = 0,1, . . . ,m− 1,
as t → 0 and as t → ∞, which proves (25).
Let us show that qα(·, ε) ∈ L∞(B(0,1)). Let |x| < 1 (with x = 0). Having in mind the asymptotic behavior of
Jν(u), ν  0, at the origin we get
1∫
0
∣∣g(m)α,ε (t)∣∣td/2∣∣Jd2 +m−1(t |x|)∣∣dt  C
1∫
0
td/2t
d
2 +m−1|x| d2 +m−1 dt
 C|x| d2 +m−1 (26)
assuming m 1. As regards the integral at infinity, we split it into two integrals as follows:
∞∫
1
∣∣g(m)α,ε (t)∣∣td/2∣∣Jd2 +m−1(t |x|)∣∣dt =
1
|x|∫
1
· · · +
∞∫
1
|x|
· · · .
Since |Jν(u)| c, ν  0, then
∞∫
1
|x|
∣∣g(m)α,ε (t)∣∣td/2∣∣Jd2 +m−1(t |x|)∣∣dt  C
∞∫
1
|x|
e−εt
(
1 + t2)α/2td/2 dt
 Ce−
ε
2|x|
∞∫
1
|x|
e−
ε
2 t
(
1 + t2)α/2td/2 dt
 C(α, ε, d)e−
ε
2|x|
 C(α, ε, d)|x| d2 +m−1. (27)
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1
|x|∫
1
∣∣g(m)α,ε (t)∣∣td/2∣∣Jd2 +m−1(t |x|)∣∣dt  C
1
|x|∫
1
e−εt
(
1 + t2)α/2td+m−1|x| d2 +m−1 dt
 C(α, ε, d)|x| d2 +m−1 (28)
because
∞∫
1
e−εt
(
1 + t2)α/2+d+m−1 dt < ∞.
Gathering the estimates (26)–(28) in formula (24), we show that |qα(x, ε)| C(α, ε, d), when 0 < |x| < 1 (requiring
m 1).
Suppose now |x|  1. Since Jd
2 +m−1 is bounded (when m  1), and since |g
(m)
α,ε (t)|  C if t  1 and |g(m)α,ε (t)| 
Ce−εt (1 + t2)α/2 if t > 1, we get
∣∣qα(x, ε)∣∣ C|x| d2 +m−1
(
1 +
∞∫
1
e−εt
(
1 + t2)α/2+d/2 dt)
 C(α, ε, d)
|x| d2 +m−1
which allows to arrive at (23) if m d2 + 1 + α. Hence we may take
m0 =
[
d
2
+ 1 + α
]
+ 1 (29)
in (24). 
Let B−αε be the convolution operators
B−αε f (x) :=
∫
Rd
qα(y, ε)f (x − y)dy, ε > 0 (α > 0). (30)
Proposition 9. The equality
B−αε Bαϕ(x) =
∫
Rd
P (y, ε)ϕ(x − y)dy, (31)
where
P(y, ε) := c(d)ε
(ε2 + |y|2) d+12
is the Poisson kernel, holds if one of the following conditions is satisfied:
(i) p ∈ P(Rd) and ϕ ∈ Lp(·)(Rd, );
(ii) p ∈P1(Rd)∩w∞-Lip(Rd) and ϕ ∈ Lp(·)(Rd).
Proof. We will only prove the first case, being the other proven in a similar way by using Proposition 4 below instead
of Proposition 5.
Following [28], we first observe that identity (31) is valid for functions ϕ ∈ S(Rd) (recall that P̂ (ξ, ε) = e−ε|ξ |,
see [30]). Since S(Rd) is dense in Lp(·)(Rd , ) (see Theorem 1), we only need to prove the boundedness of all
operators involved in (31).
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and integrable dominant, which is clear from Lemma 8 (note that Bαϕ ∈ Lp(·)(Rd , ) by Theorem 7). Similarly, the
convolution operator of the right-hand side in (30) is also bounded in Lp(·)(Rd, ), since the Poisson kernel has the
properties required in Proposition 5. In fact,
P(y, ε) = ε−dP (y/ε,1) (32)
with
P(y,1) C
(1 + |y|)d+1 , y ∈R
d .  (33)
Remark 10. Recently, it was proved in [10,11] that every convolution operator Af = K ∗ f is bounded in Lp(·)(Rd)
under the only assumptions p ∈P1(Rd) and (4), if the kernel K satisfies the estimate∣∣K(x)∣∣ C
(1 + |x|)N , x ∈R
d,
with N > d . This is a case, for instance, of the Poisson kernel and the kernel qα(·, ε) above (see estimate (23)).
The following result provides the left-hand side inverse to the Bessel potential operator by using the approximative
inverse operators (30).
Theorem 11. Let α > 0. The relation
lim
ε→0B
−α
ε Bαϕ = ϕ
holds, where the limit can be taken in the sense of norm or almost everywhere, if one of the conditions below is
satisfied:
(i) p ∈ P(Rd) and ϕ ∈ Lp(·)(Rd , );
(ii) p ∈P1(Rd)∩w∞-Lip(Rd) and ϕ ∈ Lp(·)(Rd).
Proof. For the first case, the proof follows immediately from Proposition 5, taking into account relation (31) and the
approximation identity properties of the Poisson kernel (see (32), (33)). The proof of the case (ii) is similar. 
Remark 12. Theorem 11 allow us to recover the classical statement on the inversion of the Bessel potential operator
in Lp spaces with constant exponent (see, for example, [28, Theorem 11.25]), including the case p = 1, which follows
from (ii).
4.2. Approximative inverse under the choice Kε(ξ) = (1 + ε2|ξ |2)−α/2
With this choice, our kernel qα(·, ε) is given by
q̂α(ξ, ε) =
(
1 + |ξ |2
1 + ε2|ξ |2
) α
2
.
Since q̂α(ξ, ε) → ε−α as |ξ | → ∞, the approximative inverse operators should include the identity operator. Hence,
instead of (30), we have
B−αε,0 f (x) :=
1
εα
f (x)+
∫
Rd
q0α(y, ε)f (x − y)dy, (34)
where
q̂0α(ξ, ε) =
(
1 + |ξ |2
2 2
) α
2 − 1
α
.1 + ε |ξ | ε
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q0α(x, ε) =
1
εd+α
Qα,ε(x/ε), (35)
where
Qα,ε(y) =
∞∑
k=1
(
α/2
k
)(
ε2 − 1)kG2k(y), y = 0.
Lemma 13. The kernel q0α(·, ε) defined in (35) has an integrable and radially decreasing dominant, for every suffi-
ciently small fixed value of ε.
Proof. Indeed, such a dominant may have the form
Mα,ε(x) := 1
εd+α
∞∑
k=1
∣∣∣∣(α/2k
)∣∣∣∣G2k(x/ε)
for small values of ε, say 0 < ε <
√
2, since G2k(x) is radial and decreasing by formula (13). Because∫
Rd
G2k(x) dx = 1 for every k, then
‖Mα,ε‖1 = 1
εα
∞∑
k=1
∣∣∣∣(α/2k
)∣∣∣∣< ∞,
in view of the estimate |(α/2
k
)| C
k1+α/2 as k → ∞ (see [25, p. 14]). 
Proposition 14. The equality
B−αε,0Bαϕ(x) = ε−d
∫
Rd
Gα(y/ε)ϕ(x − y)dy (36)
holds, if one of the following conditions is satisfied:
(i) p ∈ P(Rd) and ϕ ∈ Lp(·)(Rd, );
(ii) p ∈P1(Rd)∩w∞-Lip(Rd) and ϕ ∈ Lp(·)(Rd).
Proof. The proof follows from similar arguments used in Proposition 9. We only stress that the operator B−αε,0 defined
in (34) is bounded in Lp(·)(Rd , ), since the convolution kernel q0α(·, ε) has a radially non-increasing and integrable
dominant (see Lemma 13). 
From representation (36) and the well-known approximation identity property ∫
Rd
Gα(x) dx = 1 of the Bessel
kernel, we obtain the following inversion statement.
Theorem 15. Under the same assumptions of Proposition 14, we have
lim
ε→0B
−α
ε,0Bαϕ = ϕ,
where the limit can be taken in the sense of norm or almost everywhere.
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