A new computer method to measure extreme temperatures is presented. The method reduces the measurement of the unknown temperature to the solving of an optimal control problem, using a numerical computer. Based on this method, a new device for temperature measurement is built. It consists of a hardware part that includes some standard temperature sensors and it also has a software section.
Nomenclature
in the range 200-2000 K, with good accuracy. Pyrometric methods are used for measurcmcnt of high temperatures out of this range. Unfortunately, some integration effects appear using these methods, so practical results are disturbed by a lot of errors. Some cryogenic temperature sensors were developed in the last decade. However. the technical feasibility of these sensors and their ability to give good metrological performances may be adversely affected by a broad working range (see [3. 41) .
At the same time, some special precautionary measures must be taken so that the temperature measurement instruments are not destroyed in the two cases mentioned above. Thus. it is necessary to develop new sensors and methods for extreme. i.e. very high and very low, temperature measurements. With this aim, the starting point of this work was the need to find a new method for the measurement of the temperature of molten metal in the melting pot. In this work the authors propose a new method to measure extreme temperatures using standard sensors in their usual range. where their behaviour is known with great accuracy. One possible way to obtain this extension is to use an adequate software tool. Therefore, the authors consider the problem in which the unknown temperature is not determined directly using temperature sensors. It is determined through the formulation of the measurement problem as an optimal control problem. This last problem will be solved using a numerical algorithm. The principal component of the device for which a new computer method is developed is a long cylindrical rod with a diameter as small as possible. This rod is made of a material chosen to satisfy the following requirements: the melting temperature is higher than the temperature to be measured; its variations of thermal conductivity coefficient and thermal exchange coefficient with temperature should be known and should be as small as possible; its thermal conductivity coefficient should be as big as possible so that the flow of heat passes rapidly through the rod; it should be perfectly homogeneous.
The rod is covered by a thermic insulating layer made of ceramic fibre. If necessary, a protective cover against corrosive action of the measurement medium may also be added. One end of the rod, called the 'hot end' will be in contact with the point at which the temperature is measured.
This end is covered with a detachable lid made of a thermic insulating material and a protective cover against corrosion. The other end of the rod is named the 'cold end'. In its vicinity. a small distance along a gcncrating line of the rod. a number u of standard temperature sensors, e.g. thermocouples, are placed equidistantly.
They will be stuck directly on the rod under the thermic insulating layer. The temperature sensors are coupled with a computer.
Detachable lid
Rod Thermic insulatinglayer
Protected layer - The scheme of this device is shown in Fig. 1 . The operation of this device will be explained using the assumption that the unknown temperature U is higher than the temperature of the environment, and that it is constant during the time of measurement T.
This device is introduced into the medium of measurement so that its hot end is in the measurement point and the lid is removed for a short time T. During this period, temperature versus time variations are measured with the u sensors near the cold end. In fact, the hot end is excited by a step function having value U as amplitude, and its influence over a vicinity of the cold end is observed.
To compute U, an optimal control problem is formulated. The cost function of this is the quadratic mean error between the values which are calculated depending on U and those which are measured in a vicinity of the cold end, during the time of measurement T. The unknown temperature U is the admissible control that minimizes the cost function.
Thus, the value of U is computed from the measured temperatures by the u sensors as the solution of an optimal control problem.
It is clear from the above description that the temperature of the cold end will be much lower than the measured temperature U. Therefore, it can be considered that this device performs the function of a temperature attenuator.
The central idea of the measurement process is the calculation of the unknown temperature U using the temperature variations measured by the u sensors during the time of measurement T.
Obviously, the device works in a similar manner when the temperature to be measured is lower than the temperature of the environment. In this case it can be considered that it performs the function of a temperature amplifier. with the boundary conditions, of the Newton type.
Y,(r. L) = 0, forr E [0, T], and the initial condition.
Eq.
(1) and the conditions in Eqs. (2) and (3) show that there is no loss of heat through the exterior surface and the cold end of the rod. In fact, only the hot end comes into contact with the measurement medium.
The presence of the unknown temperature U is observed in the boundary condition in Eq. (2). The condition in Eq. (4) shows that it is necessary to know the initial temperature distribution of the rod. In many practical situations.
Y,,(X) is independent of X; in other words:
Y,,(X) = constant = environment temperature.
The existence and the regularity results for the problem in Eqs. (l)- (4) are well known from [6] . For instance, the unique solution of it, denoted by Y(t.x), is in H'((0, T)x(O. L)). The problem is to compute I/, using the mathematical model and the set of measured temperatures in a vicinity of the cold end of the rod, during the time of measurement
T.
At first sight, this problem is inverse parabolic in one space dimension with Newton-type boundary conditions.
At the same time, the least square approach to this problem shows that it could be considered in terms of an optimal control problem, denoted by (P). with the following typical elements, as they were defined in [7] : -The equations of the state system are given by Eqs. (l)-(4).
- 
is the solution of the above problem in Eqs.
(l)-(4) which corresponds to U, Y"(t, X) is the temperature of a point near the cold end which is measured by the standard temperature sensors. The strict convex function @ displayed above has the sense of the quadratic mean deviation between the values which are calculated and those which are measured in the vicinity of the cold end. The optimal control problem (P) can now be formulated as:
find an admissible control U * E[M, . M2] that minimizes the cost function @.
There are different methods to treat this optimal control problem. One of these methods, based on a variational approach, will be developed in the following subsection. Another way that could be used is based on the abstract differential Riccati equation (see [g] 
Variational solution
Concerning the enunciated optimal problem (P), it was proved in [9] that it admits only one solution. Thus, there exists a pair {U*, Y*(t, x)}, so that U * E U is the optimal control of the problem (P) and Y *(t, x) is the optimal state which corresponds to U *. This is equivalent to:
In the following, we take into account the development of a descent algorithm (see [lo] ). For that we need to establish the necessary conditions for optimalisation.
Consider an admissible pair {u, Y(t, x)} from the adequate equations (l)- (4) of the state system and the corresponding pair of variations {u + EZ, Y(t, x) + EW(t, x)} when control u is perturbed by a small quantity EZ. In the previous pair, E is a positive real number so that u + EZ is an admissible control.
Subtracting adequate equations (l)-(4) f rom the corresponding equations when the pair of variations {u + EZ, Y(t, x) + EW(t, x)} occur, the following parabolic system is obtained:
w,(t, L) = 0, fort
Define the cost function:
where IU is the indicator function of the set U.
Consider U * to be the optimal control of the problem (P). Hence:
Developing this formula according to Eq. (10) and letting E -+ 0 we obtain:
In the relation in Eq. (ll), ZL denotes the derivative of ZU. The adjoint state system is now introduced:
(12)
The existence and the uniqueness of the solution A(t. x) corresponding to the adjoint state system are proved in [ll] .
We now multiply Eq. (6) by A(t, x) and we integrate on (0, 7)x(0, L). Using the integration by parts formula and Eq. (8), the following relation is carried out:
A simple calculation shows also that
Now, using the formulae in Eqs. (9), (12), (15) and (17), the relation in Eq. (16) becomes:
Introducing Eqs. (7) and (13) into Eq. (18), results in
Joining Eq. (11) with Eq. (19) produces
(20)
Hence, from Eq. (20):
where a denotes the subdifferential and, finally, the optimal control U * is the argument which minimizes the function @ on U,,. The closed interval denoted by U,, is determined of admissible control u considered earlier and u* is defined as (21) where A(t, 0) is computed with adequate equations (12)-( 15) when the admissible pair {u, Y(t, x)} is used.
The relation in Eq. (21) with Eqs. (12)~(15) make the necessary conditions for optimalisation. Therefore, the results prosented in this subsection show that the entire problem has only a solution in accordance with physical reality. At the same time these suggest the possibility for numerical implementation which will be developed in the following section.
Numerical approach
For the numerical calculation of the temperature 17, which is an optimal control problem, as seen before, one type of descent algorithm will be used (see [lo, 121) .
Using Eq. (21) as the main equation, the following iterative algorithm is developed (k being the iteration number):
Step 0: Choose u(O) E l_J; set k : = 0. The algorithm is initialized with an admissible control and a counter of the iterative algorithm is set to zero.
Step 1: Compute Y@'(t, x), i.e. the state system described by Eqs. (l)- (4):
Step 2: Compute Ack'(t, x), i.e. the adjoint state system described by Eqs. (12)-(B):
Step 3: Use the relation in Eq. (21) to compute the optimal control at iteration k, denoted as u*(~), from:
An approximation of the optimal control problem (P) is derived. It is verified if the optimal control computed in Step 3 minimizes the cost function.
Step 5: Set:
A new admissible control u(~+') placed between u(k) and u*(~) is computed.
Step 6: ('the stopping criterion'):
STOP.
ELSE/?:= k + 1; GO TO Step I.
The 'stopping criterion' in Step 6 can also be Step 6':
STOP.
ELSEk:= k + 1; GO TO Step 1. Symbols E,, and IZ~' from Steps 6 and Step 6' denote two small positive real values chosen in accordance with practical requirements.
As observed from the practical implementation of this algorithm, there are difficulties in trying to find a good 'guess' of u(O) in Step 0.
To avoid this, a local variation procedure is used in Step 0, namely the azimuth mark method (AMM) (see [13] ).
As explained further, constant controls are used. Their form is u,, = M, + Q, QERz, so that U,, E u.
To implement this procedure,
Step 0 is divided into two parts presented in the following.
Step Clearly, the number of parts must be in accordance with the physical implementation of the algorithm.
Step 0.2: Locate the best two values of vector cp (where the cost function has the smallest values) and denote the corresponding values of admissible control by U, and u2. The centre c of an azimuth mark (AM) and its radius r are computed.
Find 1, and I? from: Some considerations about AMM are now presented. We denote the AM having centre c and radius r by M,,, = {c-r, c, c+r}. We denote the set of ends of the AM by E(M,,,)= { -c r, c+r}. We use c(i) to denote the value of c at iteration i of this local variation procedure and we use r(i) to denote the value of r at the same iteration.
AM M+,,+, is of type 1, and it is denoted by M&J,r(ij if there is a wEE(M,(,),,(;)) so that @p(w) < @(c(i)). (It means that the argument which minimizes the cost function on ME(ij,r(ij is contained in the subset E (M,,i,,,,i,) .) The function @ is given by Eq. (5) where E, and i, are real and natural numbers, respectively. They are specified at the beginning of the algorithm.
Using the first stop criterion of AMM, it is noted that u(O) is a real number in the interval (c(i) -r(i), c(i) + r(i)). A common choice used to initialize this algorithm is u(O) = c(i).
Steps 1 and 2 are solved using some implicit finite difference approximations, namely the O'Brian et al. formula and the Crank-Nicolson formula (see [14] ). Boundary conditions impose the need to use a false boundary for practical implementation of these formulae.
Step 3 does not cause any serious problems from an applicative point of view. Concerning
Step 4, at the beginning, we used a carefully supervised loop with the form (n6 EN*): Between n6 and mS there is the following relation:
obtained from the condition to have the same smallest length step in the two loops. This means that the second loop has a smaller number of steps than the first. Generally, the second procedure is faster but less accurate than the first procedure. The double integral from Step 4 as well as Steps 5 and 6, (Step 6') do not lead to potential problems from a numerical point of view.
Implementation of the algorithm
In the following. we will treat Steps 1 and 2 only, because the others could be implemented without difficulties as was seen in the previous section.
Steps 1 and 2 are solved using some implicit finite difference approximations; the grids in effect with equidistant knots are:
= t, < t, < . < t,,, , , = T. x,,<o = x, <x-< "'<X,,,,=L.
The existence of a 'false' boundary denoted by x,, is observed in the previous relation. In the following, we will present a detailed algorithm using the O'Brian et al. formula u ZZ n(k)
The following usual discretizations are performed:
Yi",'(L x)1,., =
y(j, i -1) -2y(j, i) + y(j, i + 1)
Ax' , forj= 1,2 ,..., m+l, i = 1,2 ,..., n, . . n + I. The matrix of both systems is a band matrix (the bandwidth is 3), therefore both systems are solved by a special Gaussian routine.
Results

For numerical
tests, it is considered that the rod is made from tungsten, having the following characteristics:
C The following simulations are achieved
Computation of temperature variation of rod versus time
The first 2 steps of the above algorithm are used, with some minor modifications. The results are displayed in Fig. 2 when the temperature of the hot end is U =3650 K. The curve cl corresponds to the hot end, curve c4 corresponds to the cold end and curves c2 and c3 correspond to points placed equidistantly on the rod, between the ends. It is observed that the temperature in the vicinity of the cold end is lower than the temperature in the vicinity of the hot end, as was expected from the physical point of view. At the same time, the temperature of the hot end can be considered in a stationary state after 8 s, but the other temperatures are in a transitory state a long time. This simulation could also be used to select a value for time T. The value of T must be chosen so that it is not too large because the temperature U must be constant during the measurement process and the temperature of the cold end must not be too high. At the same time, T must not be too small because some important temperature variations must be felt by the temperature sensors in the cold end.
Numerical simulations of the algorithm
Some numerical results will be analyzed in the following; they concern the entire algorithm presented above.
For this purpose, it is necessary to specify a value for the number of sensors, denoted by u. At the beginning, this algorithm is tested using a number of sensors corresponding to some working conditions which are nearly ideal. Therefore, the case when the temperature is known at every discretization point near the cold end is analyzed. This case is named 'theoretical running'.
After that, in 'real running', consideration is given to a realistic number of temperature sensors, and the numerical results are compared with the previous results.
The value of other variables used in the algorithm are: M, =0 K, M,=4000 K and T= 1 s. Note: Therefore, the class of admissible controls is chosen so that U = [0, 40001. It covers all industrial applications. The values of M, and M, can be adjusted for a proper application, according to the real working conditions of this device.
The stopping criterion shown in Step 6 is used.
Theoretical running
In fact, the target of this simulation is to choose the best variant from those presented above. The problems are to decide between using constant or variable length steps in Step 4 and between using or not using AMM for initialization. Thus, we need to choose the best from 4 variants of this algorithm.
To compare these simulations from some points of view, a number of steps must be used in Step 4. The smallest length step of every variant is the same and this value is less than a half from the constant E, used in stopping criterion Step 6. In these conditions, it is expected that the simulation error defined as I" -"*I e,(%) = u I()() will be uniform in all 4 variants.
In the previous relation. U * means the final value of U computed with the algorithm Steps O-6, as seen above.
Using Eq. (26). this condition is displayed as
where NC = the number of constant length steps when AMM is not used; NV = the number of variable length steps when AMM is not used; NCM = the number of constant length steps when AMM is used; NVM = the number of variable length steps when AMM is used.
To compare these simulations, it is necessary to use an ideal number of temperature sensors, as was mentioned above. This number in this present simulation is u=49.
A weak value for E, in Step 6 is used at this stage because a long calculus time is expected for some of these variants. Thus, E,~ =0.5 is utilized.
According to Eq. In the previous relation, U, means the value of u(") computed in Step 0, using AMM. The corresponding values of the criterion function @ relating to CJ,,, and U * are denoted using @,,, and @, , respectively.
The results are presented in Table 1 . Following Table 1 , it is observed that QY and e, are nearly similar in all variants for a certain temperature.
At the same time, the number of iterations of the principal algorithm can be greater when the variable length steps are used because the accuracy is lower in this case. This phenomenon appears especially when AMM is not used.
Sometimes some null values for QY and e, are obtained. These can be explained through the use of a 'favorable' length step.
These behaviours were forecasted from the beginning. According to expectation, the shortest computation time is obtained when AMM with variable length steps is used. In the same situation, the number of steps used in Step 4 is a minimum and the number of iterations of the principal algorithm is nearly a minimum.
Thus, only this variant of the algorithm, which is fast convergent and can work in real time, will be used in the following.
Real running
A realistic number of sensors, namely IJ =3, equidistantly placed in the vicinity of the cold end is considered in the following.
The authors suggested 2 variants for real running of the algorithm: -only data obtained from the temperature sensors are used; -data obtained from the temperature sensors and interpolation data for the points between the sensors are used; interpolation with spline functions is used. Table 2.  Examining  Table 2 , it is seen that the best way is to use only the data obtained from the temperature sensors, without interpolation.
For this variant, the simulation error e, is the same as in theoretical running. Values of 9, are a little greater for the first variant of real running in comparison with the theoretical running, as was expected. Values of @, and e, are very big when interpolation is used in comparison with the other situations. Therefore, in the following, only the first variant of real running will be used. Table 2 Computational resuts for real runnmg 
Numerical simulations of the algorithm when disturbed data are used
From a practical point of view, it is possible that some errors appear which are caused by the technical realization of the rod, inexact measuring of time, and so on.
Using the above algorithm, in real running, the simulation error is computed versus the perturbation error, for 3 temperatures: U=350 K, 2150 K and 3650 K. These three curves are denoted with cl, c2 and c3, respectively.
The following perturbations are carried out: -Perturbation of the temperature measured by the sensors in the vicinity of the cold end: Consideration is given to a relative error eY of the temperature measurements made by all of the sensors, in the range [0, 21%. The dependencies of the simulation error versus the relative error of the temperature measurement are displayed in Fig. 3 . According to these simulations, it is necessary to construct carefully the measuring system so that these errors are as small as possible.
Conclusions
A new computational method and a device based on it for temperature measurement are presented. The mathematical model of the device and the new computational method are exposed in detail. At the same time, some possibilities of practical implementation are analyzed and the best variant from them is chosen.
The behaviour of the algorithm in real conditions using disturbed data is shown at the end. Generally, the temperature sensors work in the stationary state. The described system can be could be noted at the end. -Placing the temperature sensors equidistantly is not necessary. This type of placement is chosen to make the numerical implementation easier. The distances between the sensors could be varied but it is necessary to know the exact distances. -It is not necessary to place the temperature sensors in the vicinity of the cold end. This type of placement is chosen to ease the explanation of the theoretical part. As a function of the real working conditions, they could be placed on another part of the rod (e.g., in the middle of it). It is necessary to know these placements precisely.
Otherwise, an important error could appear, as shown in Fig. 4 . _ It is not necessary that time be considered from 0 to T in the cost function in Eq. (5) . From a practical point of view. we must avoid measuring very small variations of temperature, when important errors can occur. Therefore, it is possible to use a sub-range [T, , T] C [0, T] in the cost function without any other modifications of the algorithm. -To make the numerical implementation easier we considered that all material coefficients do not depend on temperature. It appears that this hypothesis is not true in real conditions because there are some slow dependencies between material coefficients and temperature. Some minor modifications in the algorithm are necessary to take these dependencies into account when the device works in certain conditions.
