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Abst rac t - - In  this paper, we construct analytical approximate solutions of initial value problems 
for the matrix differential equation Xl(t) = A(t)X(t) + X(t)B(t) + L(t), with twice continuously 
differentiable functions A(t), B(t), and L(t), continuous. We determine, in terms of the data, the 
existence interval of the problem. Given an admissible rror s, we construct an approximate solution 
whose error is smaller than s uniformly, in all the domain. 
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1. INTRODUCTION 
Linear matrix differential equations of the type 
X ' ( t )=A( t )X( t )+X( t )B( t )+L( t ) ,  X (0)=C,  0<t<b,  (1.1) 
where the unknown X(t) and the coefficients A(t), B(t), and L(t) are 7 x r complex matrices, 
elements of C rxr, arise in many fields of science and engineering mainly in optimization problems 
in linear control theory [1,2]. Equation (1.1) has been treated by several authors for the constant 
coefficient case [3-5]; however, for the variable coefficient case, such an equation has received little 
numerical treatment in the literature. Prom [1, p. 109; 6], the theoretical solution of problem (1.1) 
is given by 
{/0 } X( t )=Y( t )CZ( t )+Y( t )  Y - l ( s )L (s )Z - t ( s )ds  Z(t), (1.2) 
where Y(t)  and Z(t) are the solutions of the initial value problems 
Y ' ( t )  = A( t )Y( t ) ,  Y(0) = I,  (1.3) 
Z'(t) = Z(t)B(t) ,  Z(0) = I,  (1.4) 
and X(t) is defined in the neighborhood of t = 0, where matrices Y(t)  and Z(t) are invertible. 
Unfortunately, the exact solution of problems (1.3) and (1.4) are not available in practice, and 
the interval where Y(t) and Z(t) are invertible is not well determined. This motivates the search 
for alternatives which provide continuous numerical solutions and error bounds for problem (1.1), 
as well as an interval where the solution is well defined. 
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In this paper, we consider the problem (1.1) where A(t), B(t) are twice continuously differ- 
entiable functions, and L(t) is continuous on the domain 0 < t < b. The paper is organized as 
follows. Section 2 deals with the discrete numerical solution of matrix differential equations of 
the general form 
V ' ( t )=f ( t ,V ( t ) ) ,  Y (0 )=~•C ~xq, 0<t<b,  (1.5) 
where f : [0, b] x C rxq --+ C rxq is bounded, continuous and satisfies the Lipschitz condition 
IIf(t,P) - f(t, Q)II < L ri P - Qll, (1.6) 
that guarantees the existence of a unique continuously differentiable matrix function Y(t),  so- 
lution of (1.3) [7, p. 99]. Section 2 provides upper bounds for the discretization error when one 
uses one-step matrix methods for the numerical computation of equation (1.5) in a discrete set 
of points. In some way, Section 2 may be regarded as a continuation of the ideas developed 
in [8]. In Section 3, we construct continuous numerical solutions starting from the numerical 
solution obtained in a discrete net of points and interpolating by means of linear B-spline matrix 
functions. Error bounds in terms of the data and the step size are proposed so that, given an 
admissible rror E > 0, we are able to construct an approximate solution in an interval such that 
the error is uniformly upper bounded by e in all the interval. 
2. BOUNDS FOR THE D ISCRET IZAT ION ERROR OF  
ONE STEP  MATRIX  METHODS 
Let us consider one-step matrix methods of the form 
Yn+I - Yn = h {B1 fn+l -'~ B0 fn}, (2.1) 
where B0, B1 are matrices in C rxr, and Yn, fn = f(tn, Yn) E C rxq, with t,~ = n h E [0, b], h > 0, 
n = 0 ,1 , . . . ,N  (tN = b) and 
B0 + B1 = I. (2.2) 
Let us consider a matrix difference quation of the form 
Zm+l  -- Zm = h{B l ,m IlZm÷xll + Bo,m I lZmll) + Am, (2.3) 
where Am, Bl,m, B0,m are matrices in C r×q, h > 0; m is a nonnegative integer, and let {Zm} 
be a matrix sequence solution of (2.3). If we write equation (2.3) for m = n - p - 1, we have 
Z,~_p - Zn-p-1 = h {Bl,n-p-1 IlZ~-pll + B0,~-p-1 I lZ~-p-l l l)  + A~-p-1.  
Considering the last equation for p = 0, 1 , . . . ,  n -  1, and adding the resulting equations, it follows 
that the sum of the left-hand side is S~ = Z~ - Zo and the sum of the right-hand side takes the 
value 
h {Bl,n-1 IlZnll + (Bo,n-1 + Bl,n-2)IlZn-lll +"" + Bo,o IlZoll) + A~-x + An-2 +""  + Ao. 
Equating the last equation to Zn - Zo and taking norms, it follows that 
rt--1 
IIZnll < hB IIz~ll +hB.  E IlZmll +NA+ IlZoll, (2.4) 
m=0 
where 
IIB,,pll -< B, IIBl,pll + IIBo,p+lll _< B., IIApll _< A, 0 _< p _< N, (2.5) 
h<B -~, r . : (1 -hB)  -~, L . :F .B . ,  K . :F . (NA+I JZoH) .  (2.6) 
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Hence, 
n-1  
(1 - hB)IlZnll hB. ~ IlZmll + (NA+ ilz011), 
rn~O 
and from (2.5), (2.6), it follows that 
n--1 
HZ,~H < hL ,  ~ IlZml] + K, .  (2.7) 
rn=0 
From (2.7) and [9, p. 246], one gets 
HZ,~II _< K,  (1 + hL, )  '~, 0 < n < g.  (2.8) 
Taking into account hat (1 + h L,) ~ < exp(n L, h), the following result has been proved. 
THEOREM 1. Let us consider the one-step matrix method (2.1), (2.2) and the difference matrix 
equation (2.3). Let us consider the constants A, B, B,, K, ,  and L, de/ined by (2.5) and (2.6). 
Then, for any matrix sequence solution {Zn} o[ (2.3), it [ollows that 
IlZnH <_ K,  exp(nhL, ) ,  0 < n < Y. (2.9) 
Let us introduce the difference operator ¢I, associated to the method (2.1) and defined by 
,I, (Y(t); h) = Y(t + h) - Y(t) - h {Sl Y'(t + h) + B0 Y'(t)}, (2.10) 
where V(t) is an arbitrary C r×q valued continuously differentiable function in [0, b]. Expanding 
the test function Y(t + j  h) and its derivative Y'(t + j h) as Taylor series about t, and collecting 
terms in (2.10), gives 
n(Y(t ) ;h)  = CoY(t) + C1 hY ' ( t )  + . . .  + Cs h sv(~)(t) +. . .  , (2.11) 
where Cs is a matrix in C r×r that may be written in terms of the matrix coefficients 
C0=0,  C I= I - (B0+B1)=0, . . . ,Cs=(S! ) - I I - ( ( s -1 ) ! ) - IB1 ,  s=2,3 , . . . .  (2.12) 
In an analogous way to the well-known definition for the scalar case, we say that the method (2.3) 
is of order p if, in (2.11), Co = C1 . . . . .  Cp = 0 and Cp+l # 0. It is easy to prove, as in the 
scalar case, see [9, p. 275; 10, p. 49-52], that 
]lO (Y(t,~); h)H < h p+I G D = Q, where (2.13) 
G=IICp+IH, D_>max{ Y(P+I)(t) ; 0<t<b}.  (2.14) 
The global truncation error of the method (2.1) at the point tn = n h, denoted by en is the 
difference n = Y(tn) - Y,~, where Y(tn) is the theoretical value of the solution of (1.5) at t n 
and Yn is the approximate value provided by the method (2.1). 
If we write (2.1) in the form 
Y~+I - Y,~ - h {B1 fn+l + B0 f~} = 0, 
and subtracting from this expression the quantity ~(Y(tn);h),  it follows that 
en+l - en - h {B1 (Y'(tn + h) - fn+l) + Bo (V'(tn) - fn)} 
= en+l -- en -- h {B1 (f (t,~+l, Y(tn+l)) - f,~+l) + Bo (f (tn, Y(tn)) - fn)} 
= q' (Y(t,~);h). (2.15) 
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Now let us consider the sequence of matrices in C "xq defined by 
{ f(tn,Y(t~)) - f(t~,Yn))[[en[[ -1 
0, 
From (2.15) and (2.16), we have 
if e~ ¢ O, 
if en = O. 
(2.16) 
en+l  -en  = h{B1Pn+a rich+ill +BoPn Ile-II} +g2(Y(tn);h). 
Let us denote Zn = en, An = ~ (Y(tn); h), and let us suppose that the method (2.1) is of order 
p _> 1. From (2.13), it follows that 
I[Anll = I1~' (Y(t~); h)ll <_ h p+I GD, 
where G and D are defined by (2.14). Note that, from (1.6) and (2.16), it follows that 
IlPnll _< L, IIB1Pn+lll _< LllBxll, and taking 
b 
B* = [[B0[[ + [[BII[, Y = ~, (2.17) 
from Theorem 1 and the previous comments, the following result has been established. 
THEOREM 2. Let us consider aone-step method of the type (2.1), (2.2) of order p >_ 1. Let h, F* 
be defined by 
h<(LJ[BI[[)  -1, F* =(1 -hL] [B1H)  -1, (2.18) 
and G, D defined by (2.14), then from (2.5)-(2.9), the global discretization error e,~ is upper 
bounded by 
Ile~ll _< F*hPGVtn exp(LF*B*t~). (2.19) 
Now we apply the previous results to a concrete matrix differential equation that will be important 
in the following example. 
EXAMPLE 1. Let us consider the one-step matrix method (2.1)-(2.2), where B0 = B1 = I/2 
h 
Yn+l - Vn = ~ {fn+l -- fn}. (2.20) 
From (2.12), it follows that Co = t21 = 122 = 0 and C3 = - I /12.  Thus, equation (2.20) defines 
a one-step matrix method of order p = 2. The constants appearing in Theorem 2 take the values 
1 F* (hL )  -1 
G = 1112311 = ~,  B = [[B0[[ + [[Bll] = 2, = 1 - - -  , 
and D _> max {l[Y(3)(t)[[ ; 0 < t < b}. Then, inequality (2.19) takes the form 
[,en,, <h2Vtn (1 -~) -1  ( (1 hL)  -1) _ -~  exp tnL - - -  . (2.21) 
Let us consider the matrix differential equation (1.3), where A(t) is a 2-times continuously dif- 
ferentiable matrix function. Taking derivatives for the solution Y(t) of (1.3), it follows that 
Y(2)(t) = A'(t)Y(t)  + (A(t)) 2 Y(t), 
V(3)(t) = A(2)(t)Y(t) + A' ( t )A(t )Y(t )  + (A(t)) 3 Y(t) + (At(t)A(t) + A(t)At(t ) )Y(t )  
= A(2)(t) Y(t) + 2 A'(t) A(t) Y(t) + A(t) A'(t) Y(t) + (A(t)) 3 Y(t). 
Continuous Numerical Solutions 77 
From [7, p. 114], the theoretical solution Y(t) of (1.3) satisfies 
][Y(t)H < exp(t ko), 0 < t < b, (2.22) 
and if we denote by ki, for i = 0, 1,2, positive constants atisfying 
k i>max{ A( i ) ( t ) ;0<t<b},  i=0 ,1 ,2  (2.23) 
we have 
max{ Y(3)(t) ; 0<t<b} <exp(bk0) (k03+3klk0+k2)  =D.  (2.24) 
If h < 2/ko, then from the previous comments, it follows that the global discretization error en 
at t,~ = n h, when one approximates the exact value of the solution of (1.3) by the value Yn 
obtained by means of (2.20), satisfies 
'[enl' < h2tn exp(bk°) (--12 - ~-~)  
Since h < 1/ko implies 
-l(k3o.-k3klko.-bk2) exp(tn(1- k2---~h)-i ko). (2.25) 
k0 h 1 (2.26) > 7, 
then, for h < 1/ko, equation (2.25) takes the form 
1 h2 [[enl[ _< 
If we consider the problem (1.4) 
t~ exp(bk0) (k03 + 3kx ko + k2) exp(2kotn). 
and define the constants 
(2.27) 
1 h2 Ilvnll _ ~ t~ exp(bqo) (q3 + 3ql qo + q2) exp(2q0 tn). (2.311 
Note that the matrix sequence Yn obtained from (2.20) takes the form 
{I 11i 1} n- A(tn-j) I + -~ A(tn-j-1) , n > 1, (2.32) Y0=I ,  Y~= I -~  j=O 
and Yn is invertible for h < 1/ko because from the Perturbation lemma [11, p. 45], the factors 
appearing in (2.32) are invertible matrices. Analogously, if h < 1/qo, the matrices Zn given 
by (2.29) to solve problem (1.41 may be written in the form 
Zo = I, Z~ = . .  I + ~ ~ B(tj+1) , n > 1, (2.33/ 
j=0 
and Zn is invertible for n > 0. 
it follows that 
qi_>max{ B( i ) ( t ) ;0<t<b};  i=0 ,1 ,2 ,  (2.28) 
and we denote by Vn = Z(tn) - Zn the global discretization error, when one approximates the 
exact value Z(t,~) of the solution of (1.4) by the numerical solution Zn computed by 
h 
Zn+x -- Zn = ~ {gn+x + gn},  (2.29) 
where gn = G(tn, Zn) and G(t, Z) = Z B(t), then for values of h such that 
1 
h < - - ,  (2.30) 
q0 
78 L. JODAR AND E.  PONSODA 
3. CONTINUOUS NUMERICAL  SOLUTIONS 
AND ERROR BOUNDS 
We begin this section recalling some results about scalar interpolating B-splines. If y(t) is 
a scalar function which takes the values Yo, Y l , . . . ,  YN at the equidistributed knots to ,Q , . . ,  tN, 
then the linear B-spline which interpolates the exact values Yi, is defined by 
N-1  
s(t) = ~ Bl,,(t) y.+l ,  (3.1) 
r~=--  i
where 0 < t < b, tn+l - t,~ : h = b/N, and 
h-  1 ~ (t - t~,), 
Bin [ ( t~+2 - t ) ,  
with Bl~(t) = 0 for t < tn and t~+2 _< t. 
for tn <_ t < tn+l, 
(3.2) 
for tn+l <_ t < tn+2, 
In addition, Bin is nonnegative and Bin( t )+ 
B l ,n - l ( t )  = 1, for all t c [t~,tn+2]; see [12, p. 247]. If we do not know the exact values of 
y(t) at the knots ti, but approximate values ~)i for 0 _< i _< N, then the new approximating 
function 
N-1  
T ( t )  = ~ Bln( t  ) Yn+l  (3.3) 
n=-I 
satisfies 
N-1  
Is(t) - T(t)l < max{lyn+l - Yn+lt ; -1  < n < N - 1} ~ IB,,(t)l 
n=- - I  
= max [Yn+l -/J~+l[ ; for 0 __% to < t < t~ = b. 
- l<n<N-1  
(3.4) 
Now let us consider the matrix case. Given the exact values Y(ti),  for 0 < i < N ofC r×~ valued 
function Y(t), we know only approximate values Y~ of the exact values Y(tn), for 0 < n < N. 
Let us consider the linear B-spline matrix functions defined by 
N- I  N-1 
V(t) = ~ Y(tn+l) Bln(t); W(t)  = E Yn+l Bl~(t); 
n=- - i  n=- - i  
0 = tO <_ t <_ tN = b. (3.5) 
If we denote by II. II the 2-norm defined in [13, p. 14], from (3.5), it follows that 
IIV(t) -w( t ) l l  _< max {llY(tn) - Y~[I ; 0 < n < N}.  (3.6) 
If f (t)  is a scalar twice continuously differentiable function in the interval [0, b], Yn = f ( tn)  for 
0 < n < N if s(t) is defined by (3.1), then from [12, p. 257] it follows that 
h 2 
max I f ( t ) -  s(t)[ ~ -:- max f(2)(t) . 
0<t<b ~5 0<t<b 
(3.7) 
If P = (Pij) is a matrix in C r×r, from [13, p. 15], we have 
max [Pijl < IlPll < ~ max Ip~l. (3.8) 
l< i , j<r  - -  - -  l< i , j~r  
If Y(t) is a C "×" valued twice continuously differentiable function and V(t) is the linear B-spline 
matrix function defined by (3.5), then from (3.7) and (3.8), one gets 
r h 2 y(2) (t) max I IY ( t ) -  V(t)ll < ~ max 
0<t<b - -  _ _ _ _ 0<t<b 
(3.9) 
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The next result determines, in terms of the data, an interval where the theoretical solution (1.2) 
of problem (1.1) is well defined. 
THEOREM 3. Let ko and qo be defined by (2.23) and (2.28), respectively, and let r0 = max(k0, q0). 
Then, the following results hold: 
(i) Let 5 be a positive number 6 < b, such that 
in(6) + ro 6 < - ln(ro). 
(ii) 
PROOF. 
(3.1o) 
Then, the solution Y(t) of problem (1.3) and Z(t) of problem (1.4) are both invertible in 
the interval 0 < t < 5. 
Let us consider a partition of the interval [0,6], of the form to = O, tl = h,. . .  ,tN = 5, 
with N h = 6, and let {Yn)o<n<N, {Zn}o<n<N be the matrix sequences defined by (2.32) 
and (2.33), respectively, for h < 1/ro. Let Sy(t) and Sz(t) be the linear B-spline matrix 
functions defined by 
Sy( t )=h- l ( ( tn+l - t )Yn+(t - tn )Yn+l} ,  tn<_t<t,~+l, 0<n<N-1 ,  (3.11) 
Sz(t)=h-l{(tn+l - - t )Zn+(t--tn)Zn+l},  tn<_t<t,~+l, 0<n< N-  1, (3.12) 
for values h < 1/ro satisfying 
[~ ! (1 - 5 r0 exp(5 r0)) j 1/2 
2 
h < ho = (to 3+ 3rl ro + r2) exp(36 ro) + ~ (%2 + rl) ' 
ri = max(ki, qi); i = 0, 1, 2, 
then, Sy(t)  and Sz(t) are invertible in the interval [0, 6]. 
From [7, p. 114], we have 
IIY(t)ll _ exp(tko) and ]]Z(t)]] _< exp(tqo), for 0 < t < b. 
Hence, 
[IY'(t)l[ _< ko exp(tko) and [[Zt(t)[[qo < exp(tqo), 
Note that if g is a positive number such that 
5 ro exp(ro 5) < 1, 
then, for It] < 5, one gets 
[W'(t)ll5 < 1 and IIZ'(t)ll~ < 1. 
(3.13) 
Since Y(0) -- Z(0) = I, and 
[IV(t) - I l l  < 1, I IZ(t)-  Ill < 1, for Itl _< 5, 
(3.14a) 
for 0 < t < b. (3.14b) 
from the Perturbation lemma [11, p. 45], the matrices Y(t) and Z(t) are invertible in the inter- 
val [0, 5]. Furthermore, from the theorem of [14, p. 255], it follows that 
IIY-l(t)ll ~ (1 - ro5  exp(5 ro)) -1 , 
]]Z-l(t)]] < (1 - ro5 exp(Sro))-I ; 0<t<5.  
(3.14') 
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This proves part (i) of Theorem 3. To prove part (ii), let us introduce the B-spline matrix 
functions 
Ty( t )=h - l{ ( tn+l - t )Y ( tn )+( t - tn )Y ( tn+l )} ,  t,~_<t <tn+l ,  0<n<N- l , (3 .15)  
Tz ( t )=h - l{ ( tn+l - t )Z( tn )+( t - tn )Z( t~+l )} ,  tn_ t<tn+l ,  0<n<N- l , (3 .16)  
interpolating the theoretical values Y(t~) and Z(tn) of the solutions of problems (1.3) and (1.4), 
respectively. Note that from (2.27) and (2.31), it follows that 
1 Hy(tn)-y~l]<gh26exp(3eko)(k3+3klko+k2); 0<n<N-1 ,  (3.17) 
1 IIZ(tn)-Znll~-~h25exp(36qo)(q3+3qlqo+q2); 0<n<g-1 .  (3.18) 
From (3.6), (3.11), (3.12), and (3.15)-(3.18), it follows that 
I[Ty(t)-S¥(t)ll~1h26exp(36ko)(k3+3klko+k2), fo r0<t<6,  (3.19) 
1 h 2 6 exp(36 qo) (q~) + 3ql qo + q2), for 0 < t < 6. (3.20) riTz(t) Sz(t) H _< 
From the expression of the second derivative of the theoretical solution Y(t) of problem (1.3), as 
well as of the solution Z(t) of (1.4), it follows that 
max Y(2)(t) _< exp(ko6) (ko 2+ kl),  
0<t<~ (3.21) 
max Z(2)(t) _~exp(q06)(q02+ql). 
O~t~5 
From (3.9), (3.19), and (3.20), (3.21), it follows that 
llY(t) - T~( t )  ll < -~ h 2 r exp(k0 6) (k~ + kl) ; for 0 t 6, (3.22) 
I IZ(t)-  Tz(t)H _< 8h2rexp(qo6)(q2+ql); fo r0<t<6.  (3.23) 
Note that from (3.14'), (3.19), (3.22), for h < ho, one gets 
1 -1 
[[Sy(t) -Y(t)[[  <_ ~1 (1 - 6to exp(6ro)) _< ~ ([[Y-l(t)[[) , for 0 < t < 6, (3.24) 
and from (3.24) and the Perturbation lemma [11, p. 45], the matrix Sy(t) is invertible for 
0 < t < 6. Analogously, from (3.14'), (3.20), and (3.23), for h < h0, one has 
1 )-1 
1 (1 - 6r0 exp(6r0)) < ~ ([Iz-l(t)[[ for 0 < t < 6, IlSz(t) - z(t)ll < ~ _ , 
and thus, Sz(t) is invertible in 0 < t < 6. Hence, the result is established. | 
From the previous result and the expression (1.2), it is clear that a numerical solution of 
problem (1.1) may be constructed of the form 
{/o } :~(t) = Sy(t) C Sz(t) + Sy(t) Syl(S) L(s) Szl(S) ds Sz(t); 0 < t < 6. (3.25) 
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Given the partition 0 = to, tl = h , . . . ,  tN ---- N h -- (~ of the interval [0, 6], note that for t, in the 
interval tn < t < tn+l, :K(t) can be written in the form 
I I'" } :K(t) = Sy(t)  C Sz(t) + Sy(t) s~l(s)  L(s) SzI(s) ds Sz(t) 
j=0 tj 
{/i } + Sy(t) Syl(8) L(s) Szl(s) ds Sz(t); tn < t < tn+l; 1 < n < N - 1. 
(3.26) 
In order to perform the effective computation of X(t), it is interesting to obtain an explicit ex- 
pression for Syl(S) and Szl(s). Since Sy(t) and Sz(t) are invertible on [0, df], from the Sherman- 
Morrison-Woodbury formula [11, p. 50], for tn _< t < tn+l, it follows that 
tn+l -- t tn+l----------t tn+l - - t  Yn iYn+l  y~Z , (3.27) 
1 Zn lh [ i  t - - tn  Zn+l ( iq  t - -~  ) -1  ] Szl(t)  = tn+l -- t tn+i-------~ t~+l t zn lzn+i  in  1 . (3.28) 
It is interesting to remark that Syl(t) and Szl(t) do not present unboundedness problems at 
t = tn and t = tn+l. In fact, note that Syl(t) may be written in the form 
y~l  h [I - (t - tn) Yn+l ((t~+l - t) I  + (t - t~) y~l  yn+l )  -1 y~l ]  
Sy  1 (t) = tn+l - t (3.29) 
Note that (3.29) can be regarded as the quotient of two analytic functions that vanish at t = tn+l. 
The derivative of the numerator of (3.29) takes the form 
y~lh  [ - Yn+l ((tn+l -- t) I + (t -- tn) Yn I Yn+l ) - I  
+ (t - tn) Yn+l ((tn+l - t) I + (t - tn) Yn I Yn+I) - I  ( - I  + Yn 1Yn+l) 
x ((t,~+i - t) I + (t - tn )y~l  y ,~+l ) - l ]y~l ,  
--1 and its limits as t tends to t,~+l, with t < t~+l, is -Yn+l" Hence, from L'Hospital theorem 
[7, p. 39], it follows that 
lim Syl(t) = Y-in+l, with t < tn+l- 
t--*tn+l 
Taking into account he expression of Syl(t), for tn+l <_ t < tn+2, it is easy to show that Syl(t) 
tends to Y : I  1 as t tends to t~+l with t > t~+l. Thus, Syl(t) is bounded in the extremes of the 
interval [t~,t~+l], and is continuous and interpolates the values y~l .  The same conclusion is 
valid for Szl(t). 
Let R~(t) be the integrand of (3.26) in the interval t~ _< t < t~+l, 
R~(t )=Sy l ( t )L ( t )Sz l ( t ) ;  tn <t<_t~+l;  0<n<N-1 ,  (3.30) 
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+ [Y(t )  -Sy( t ) ]  
- [Y( t )  - Sv ( t ) ]  
x [Z(t) -Sz ( t ) ]  
- [Y( t )  -Sy( t ) ]  
whose explicit solution can be written in the form 
t:+T--t] n+l I+  tn+l---  t Y~Iyn+I Y~IL(t) / )_1] 
+L(t) ZX lzn+l I+  t - t~  Z~ 1Zn+l 
tn+l -- t 
[ t--tn )2 [Vn+l (i.ac $-$n )-1 
+ \ t~-+-T- t tn+---1 t  y ;1Yn+l y;1L(t)  in I in+ 1 
x I + t~+-;1--- t zxl Zn+l ZX 1. (3.31) 
With this notation and from (3.25), we have that an approximate solution of problem (1.1) is 
given by 
:X(t) = Sy(t)C Sz(t) + Sy(t) Ri(s) ds Sz(t) 
[i=o tl 
Ill ] + Sy(t) l~(s) ds Sz(t); t. <~_ t < tn+ 1. (3.32) 
From (1.2) and (3.25), the error of the approximate solution :X(t) is given by 
x( t )  - x ( t )  = [y ( t )  - Sy ( t ) ]  c z ( t )  + y ( t )  c [z ( t )  - Sz ( t ) ]  - [Y(t )  - Sy ( t ) ]  c [ z ( t )  - Sz ( t ) ]  
+ [Y(t)- Sy(t)] {fot [Y- l (s ) -  Syl(S)] L(s)Z-l(s)ds} [Z(t)- Sz(t)] 
(~oty-I(8)L(8) [2-1(8)- Szl(8)] ds)[Z(t)- SZ(t)] 
{~0 $[Y-1(8)- syl(8)] L(8)[2-1(8)- Szi(8)] d8} 
{/o' cY l(s)s~l(s)l L(s) Zl(s)ds} z(t) 
tY(~) sY(t)l{/o'Y i(s) L(s)Ez i(s) Szl(s)l ds}z(t) 
~(~)(/o ~I~ ~(~)s~(~)l L(~)Z l/~)~} IZ(~)Sz/~/l 
Iz 
~(~) {/o ~ I~ l(s)s~'(~)l L(~)z ~(~)~}z(,) 
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-- Y(~){L t [Y-l(8)- Syl(8)] L(s)[Z-1(8)- SZI(8)] ds) Z(~) 
--t-[Y(')--Sy(')] {Lty-I(8) L(s)z-l(s)ds)Z(,) 
+V(,) {L  t [Y-l(8)- Syl(S)] L(8)Z-l(8)d8)[Z(~:) - Sz(~)] 
Note that,  in order to evaluate the error X(t)  - X(t)  in terms of the data, we need to bound 
I Iv-,@) - s~i(~)ll and I I z - i (s )  - s~,l(~)ll for 0 < ~ < 5. From the Banach lemma [13, p. 281, 
and from (3.24), for 0 < s < 5, it follows that 
I I v - l ( s )  - s:~l(s) l l  _< I I v - l ( s ) l l  I Is~'(~) l l  I IY(s)  - s,,,(s)ll 
< I lY - l ( s ) l l  {llsc,'(s) - Y - l ( s ) l l  + I IY - l (~) l l}  I IY(s)  - Sy (s ) l l ,  
(3.34) 
I I Y - l ( s )  - s~'(s) l l  _< (1 - I IY- , (s) l l  IIY(s) - s-,,(s)l l) -1 I IY- ' (s) l l  = IIY(s) - s-,,(s)ll 
<_ 2 I IY- , (s) l l  = I IY(s)  - Sv(s) l l  _< h = ~,  
where 
{5  r } 
pv=2(1-Sroexp(6ro) )  -2 g(k3+3klko+k2) exp(35ko)+g(k2+ki) . (3.35) 
In an analogous way, one obtains 
I i z - l ( s )  - Szl(s)l l  <_ h = pz, (3.36) 
where 
Pz = 2 (1 - 5 ro exp(Sro)) -2 ~ (q3 + 3ql qo + q2) exp(35 qo) + ~ (%2 + ql) • (3.37) 
Let e be defined by 
g = m~{l l I , ( t ) l l ;  o < t < b}. (3.38) 
From (3.14'), (3.143), (3.14b), and (3.33)-(3.38), it follows that 
X(t)  - :X(t) _< a l  h 2 + 32 h 4 + 33 h 6 + 34 hS; 0 < t < 5, (3.39) 
where 
~1 = II c II {pY exp(Sqo) + Pz exp(Sko)} +4 exp(Sro)gpy5 (1 - 5to exp(Sro))-  1., 
~2 = pY pz {llCII +se  exp(6 ro )+Sg(1  -b ro  exp(6 ro) ) -2} ", (9/4 =~5; 
~3 = 5 ~ {2 (1 - 5 ~0 exp(5 to)) -1 + exp(5 k0) A Pz + exp(5 ~o) p~ A }. 
(3.40) 
(3.41) 
(3.42) 
Now we are in a good position to construct a continuous numerical solution of problem (1.1) with a 
prefixed accuracy. In fact, given an admissible rror ~ > 0, it is sufficient o take h < min(ho, 1/ro) 
satisfying the condition 
0~1 h 2 + c~2 h 4 + 0~3 h 6 + c~4 h s < 6, 
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or, in an  equivalent  form, 
Then ,  it follows that  
1( ) 
ln(h) < ~ In 
Ol I -[- Ol 2 -[- O~ 3 -[- Ot 4 
(3.43) 
X( t )  - :X(t) < ~; un i formly  for 0 < t < 5. (3.44) 
Thus,  the following result  has been establ ished. 
THEOREM 4. Let us consider the problem (1.1), where A(t ) ,  B ( t )  are twice continuously dif- 
ferentiable matr ix functions and L(t) is continuous in [0, b]. Let 5 be defined by Theorem 3. 
Then, the exact solution X(t )  given by (1.2) and the approximate solution :K(t) of  problem (I .1) 
defined by (3.32) are well defined in [0, 5]. Let e > 0 be an admissible rror, let ro and ho be 
defined by (3.13), and let py ,  pz,  ~, and al ,  for i = 1 ,2 ,3 ,4 ,  be defined by (3.35)-(3.42),  and 
let h be a positive number satisfying h < min(ho,  1/ro),  the inequality (3.43) and N h = 5, for a 
positive integer N with ti = i h, for 0 < i < N.  Then :K(t) is a continuous numerical solution of 
problem (1.1) whose error X( t )  - X( t )  satisfies (3.44). 
REFERENCES 
1. S. Barnett, Matrices in Control Theory, Van Nostrand-Reinhold, London, (1971). 
2. W.T. Reid, A matrix differential equation of Riccati type, Amer. J. Math. 68, 237-246 (1946). 
3. A.Y. Barraud, Noveaux d~veloppements surla r~solution um~rique de X ~ -- AX + X A + D; X(O) = C, 
R.A.I.R.O. 16 (4), 341-356 (1982). 
4. E.J. Davidson, The numerical solution of X ~ = A1 X + X A2 q- D; X(O) = C, IEEE Trans. Automat. 
Control, 566-567 (August 1975). 
5. S.M. Serbin and C.A. Serbin, A time-stepping procedure for X ~ = A1 X + X A2 + D; X(O) = C, IEEE 
Trans. Autom. Control AC-25 (6), 1138-1141 (1980). 
6. W.A. Porter, On the matrix Riccati equation, IEEE Trans. Autom. Control AC-12, 746-749 (1967). 
7. T.M. Flett, Differential Analysis, Cambridge Univ. Press, New York, (1980). 
8. L. J6dar, J.L. Morera and E. Navarro, On convergent linear multistep matrix methods, Int. J. Computer 
Maths. 40, 211-219 (1991). 
9. P. Henrici, Discrete Variable Methods in Ordinary Differential Equations, John Wiley, New York, (1962). 
10. J.D. Lambert, Computational Methods in Ordinary Differential Equations, John Wiley, New York, (1972). 
11. J.M. Ortega and W.C. Rheinboldt, Iterative Solution of Nonlinear Equations in Several Variables, Academic 
Press, New York, (1970). 
12. G. Hammerlin and K.H. Hoffman, Numerical Mathematics, Springer-Verlag, New York, (1991). 
13. G.H. Golub and C.F. Van Loan, Matrix Computations, Johns Hopkins Univ. Press, Baltimore, MD, (1983). 
14. H.I. Freedman, An explicit estimate of the norm of the inverse of a matrix, SIAM Review 11 (2), 254-256 
(1969). 
