Abstract. In this article, we prove the existence of optimal risk-sensitive control with state constraints. We use near monotone assumption on the running cost to prove the existence of optimal risk-sensitive control.
Introduction and Problem Description
In this paper we study the risk-sensitive control problem when the state dynamics is governed by a controlled reflecting stochastic differential equation in d-dimentional orthant. We prove that the risk-sensitive value is an eigenvalue of the nonlinear eigenvalue problem with oblique boundary conditions (see, the equation (3.2) ) which is the so called Hamilton Jacobi Bellman (HJB) equation of the risk-sensitive control problem with state constraints. We also show that any minimizing selector in (3.2) corresponding to the eigen function of the risk-sensitive value is a risk-sensitive optimal control. We use near monotone structural condition on the running cost and a blanket recurrence condition for the state dynamics for proving this result.
The paper is organized as follows. The remaining part of Section 1 contains the detailed description of the problem and some results on controlled reflected stochastic differential equations which are used in subsequent sections. In Section 2, we discuss an auxillary risk-sensitive control problem with discounted cost structure. We prove the existence of optimal value and control without the structural condition near monotonicity on the running cost. In the final section, we prove our main theorem, i.e. Theorem 3.2. The proof is based on the socalled vanishing discounting method. dX t = b(X t , v t )dt + σ(X t )dW t − γ(X t )dξ t , dξ t = I {Xt∈∂D} dξ t , ξ 0 = 0,
where W = (W 1 , · · · , W d ) is an R d -valued standard Wiener process, v(·) is a U -valued measurable process non anticipative with respect to W (·), called an admissible control. In fact the pair (v(·), W (·)) defined on a filtered probability space (Ω, F, {F t }, P ) satisfying the usual hypothesis is an admissible control if and only if v(·) is measurable and {F t }-adapted, see Remark 2.1, p.31 of [1] . Henceforth, all filtered probability spaces are assumed to satisfy usual hypothesis. The set of all admissible control is denoted by A.
By a solution to (1.1) we mean a pair of continuous time processes (X(·), ξ(·)) satisfying (1.1) such that the process X(·) is D-valued and ξ(·) is a nondecreasing process which increases only when X(·) hits the boundary ∂D. The above is a special case of the more general definition of solutions of SDEs with reflection, see [8] . In fact we consider the case when the direction of reflection is single valued.
We use the relaxed control frame work given as follows. The compact metric space U = P(S) for some compact metric space S, where P(S) denote the space of probability measures on S endowed with the Prohorov topology, i.e. the topology induced by weak convergence. From the proof of Theorem A2 (ii) and the remark in p. 28 of [9] there exists open domains D lm ⊆ R d with C ∞ boundary such that • The distance between ∂D ′ l and D lm satisfies, (ii) For any compact set C ⊂D, we have C ⊂ D lm for m ≥ 1 and l sufficiently large.
We make the following assumption which is sufficient to ensure the existence of unique solution to the equation (1.1) (A1) (i) The functionb is bounded continuous, Lipschitz continuous in its first argument uniformly with respect to the second argument.
(ii) The functions σ ij ∈ C 2 (D), i, j = 1, · · · , d and bounded.
(iii) The function a def = σσ ⊥ is uniformly elliptic with ellipticity constant δ, i.e.,
where x ⊥ denote the transpose of the vector x.
, and there exists η > 0 such that
here n m (·) denote the outward normal to ∂D m .
(ii) There exists a symmetric matrix valued map M :
and satisfies the following (a) there exists δ 1 such that
(b) there exists C 0 > 0 such that
(c) Let z ∈ D and if for some C 0 > 0
then z = θγ(x) for some θ > 0.
The existence of a unique weak solution of (1.1) for an admissible control has been proved in [[10] , [14] ] using the following programme. First establish the existence of unique strong solution with zero drift as follows.
• Establish the existence of a solution to ( The running cost function r : D × U −→ [0, ∞) is given in the relaxed frame work as
Throughout this paper we assume that the cost functionr is continuous in (x, s) and Lipschitz continuous in the first argument uniformly with respect to the second. We consider two risk-sensitive cost criteria, discounted cost and ergodic cost criteria which is described below.
1.1. Discounted cost criterion. Let θ ∈ (0, Θ) be the risk-aversion parameter. In the α-discounted cost criterion, controller chooses his control v(·) from the set of all admissible controls A to minimize his α-discounted risk-sensitive cost given by
where α > 0 is the discount parameter, X(·) is the solution of the s.d.e.
(1.1) corresponding to v(·) ∈ A and E v x denote the expectation with respect to the law of the process (1.1) corresponding to the admissible control v with the initial condition X 0 = x. An admissible control v * (·) ∈ A is called optimal control if
, for all v(·) ∈ A and x ∈ D. 1.2. Ergodic cost criterion. In this criterion controller chooses his control v(·) ∈ A so as to minimize his risk-sensitive accumulated cost given by
The definition of optimal control is analogous. From now onwards, we take Θ = 1 without any loss of generality. 
. By an abuse of notation, the measurable map }, where (X(·), ξ(·)) denote the solution of (1.1) and F X,ξ t denote sigma field generated by {X s , ξ s |s ≤ t}, t ≥ 0. This is equivalent to saying that there exists a progressively measurable mapv :
Hence by an abuse of notation, we denote the set of feedback controls by all progressively measurable maps. The following lemma tells that we can restrict ourselves to feedback controls. Its proof is a straightforward adaptation of Theorem 2.3.4 (a), p.52 of [1] . Lemma 1.1. Let (v(·), W (·)) be an admissible control and (X(·), ξ(·)) be a solution pair to (1.1) on a filtered probability space (Ω, F, {F t }, P ). Then on an augmentation (Ω,F , {F t },P ) with a {F t }-Wiener processW (·) and a feedback controlṽ(·) such that (X(·), ξ(·)) solves (1.1) for the pair (ṽ(·),W (·)) on (Ω,F, {F t },P ).
1.4. Properties of Controlled RSDEs. We prove some results about the controlled RSDE (1.1) which are used in the subsequent sections. To the best of our knowledge these results are not available the controlled RSDEs we are considering.
First result is about the equivalence of waek solution and martingale problem for reflected diffusions. For a feedback control v(·), we say that the RSDE (1.1) admits a weak solution if there exists a filtered probability space (Ω, F, {F t }, P ), a {F t }-Wiener process W (·) and a pair of {F t }-adapted processes (X(·), ξ(·)) with a.s. continuous paths such that X(·) is D-valued, ξ(·) is non decreasing and satisfy
where the domain D(L) of the oblique elliptic operator L contains C 2 b,γ (D), the set of all bounded twice continuously differentiable functions satisfying ∇f · γ ≥ 0 on ∂D.
Constrained controlled martingale problem: A pair of {F t }-adapted processes (X(·), ξ(·)) defined on a filtered probability space (Ω, F, {F t }, P ) is said solve the constrained controlled martingale problem to the RSDE (1.1) corresponding to the admissible control v(·) and initial condition x ∈ D if the following holds.
(i) X(·) is D-valued and ξ(·) is non decreasing and
is an {F t }-martingale in (Ω, F, P ). Theorem 1.1. For a feedback control v(·), the pair of processes (X(·), ξ(·)) defined on a filtered probability space (Ω, F, {F t }, P ) solves the constrained controlled martingale problem iff there exists a filtered probability space (Ω,F, {F t },P ) and a pair of processes (X(·),ξ(·)) which is a weak solution to (1.1) such that (X(·), ξ(·)) and (X(·),ξ(·)) agree in law.
Proof. Suppose (X(·), ξ(·)) solves the constrained controlled martingale problem. Hence the law of X(·) solves the corresponding submartingale problem. Now using Theorem 1 of [12] , there exists a filtered probability space (Ω,F, {F t },P ) and {F t }-adapted processes with continuous paths (X(·),ξ(·)) and a Wiener processW (·) such that (X(·),ξ(·)) is a weak solution to (1.1) and law of X(·) is same as law ofX(·). Now since (1.1) has a unique weak solution, law of (X(·), ξ(·)) equals the law of (X(·),ξ(·)). Converse follows from Itô's formula. Remark 1.1. Under suitable C 2 smoothness assumption on the domain and bounded continuity assumption on direction of reflection γ, the equivalence is shown in [18] . The case of domains with piecewise smooth boundaries and with constant direction of reflections is treated in [7] .
For an admissible control v(·), if (X(·), ξ(·)) denote a unique weak solution pair to the RSDE (1.1) on (Ω, F, {F t }, P ) and τ a {F t }-stopping time, then F τ is finitely generated and hence using Theorem 1.3.4, p.34 of [18] , it follows that regular conditional probability distribution (rcpd) P ω of P given F τ exists. Now we prove a result analogous to Lemma 2.3.7 of [1] . Lemma 1.2. Let (X(·), ξ(·)) denote a weak solution pair corresponding to an admissible feedback control v(·) and defined on (Ω, F, {F t }, P ) and τ be a finite {F t }-stopping time. Then the conditional law µ ω of the process X(τ +·) given F τ is a.s. the law of the process X ω (·), where X ω (·) is a unique weak solution to the RSDE (1.1) on a probability space
where L is given by (1.5) is an {F t }-martingale on (Ω, F, P ), it follows from Theorem 1.2.10, p.28 of [18] that there exist a P -null set N such that for
is a Martingale under P ω , ω / ∈ N . i.e.,
) solves the constrained controlled martingale problem for the admissible control v ω and initial distribution X(τ (ω)). This completes the proof. Now we give a characterization for recurrence of the RSDE (1.1) corresponding to a stationary Markov control in the following lemma. Lemma 1.3. Let v(·) ∈ S and X(·) be a solution to the RSDE (1.1) corresponding to v(·) and B be a ball in D. Then X(·) is recurrent iff the PDE
has a unique non negative bounded solution in W 2,d+1 loc
Proof. Note that ϕ ≡ 1 is always a positive bounded solution of (1.6) in W 2,d+1 loc (B c )∩ C(B c ). Also an application of Itô-Dynkin formula and Fatou's lemma implies that any bounded non negative solution ϕ ∈ W 2,d+1 loc
Hence the result follows, since non degeneracy of the RSDE implies that X(·) recurrent iff it is B-recurrent for some ball B in D.
1.5. Notations. In this subsection, we introduce various frequently used notations in this paper. We denote sup
the space of all real-valued bounded continuous functions, we denote for each B, a Borel subset of D,
For a Banach space X with norm
with the norm
with all the derivatives of the from D r t D s x ϕ(t, x) for 2r + s < β, have a finite norm
where
We denote
, for some compact subset of B}.
) with the norm given by
Also the local Sobolev spaces W
for some K is a compact subset of D .
For any domain B in D, define
where the norm · 1,2,p;(κ,T )×B is defined as
Analysis of the Discounted Cost criterion
In this section, we study the discounted risk-sensitive control problem with the state dynamics (1.1) and cost criterion
The α-discounted risk-sensitive control problem is to minimize (1.2) over all admissible controls. We define the so-called 'value function' for the cost (1.2) as
e −αt r(Xt,vt)dt .
Since logarithm is an increasing function for fixed θ > 0, a minimizer of J v α (θ, x) if it exists will be a minimizer of J v α (θ, x)). Corresponding to the cost (2.2), the value function is defined as
Note that
Since we are dealing with exponential cost we need multiplicative version of DPP in place of additive DPP, see [[6] , pp. 53-59]. We mimic the arguments as in [15] to prove DPP for the value function u α (θ, x).
Theorem 2.1 (DPP). Let τ be any bounded stopping time with respect to the natural filtration of process X(·), i.e., {F X t }. Then
where infimum is taken over all feedback controls.
Proof. Note that, given two feedback controls v 1 (t) and v 2 (t), t ≥ 0 and τ as above, v(·) defined as
is also a feedback control. Indeed, we are given pairs of processes (X 1 (·), ξ 1 (·), v 1 (·)) and (X 2 (·), ξ 1 (·), v 2 (·)) satisfying (1.1) on some, possibly distinct, probability spaces (Ω 1 , F 1 , P 1 ), (Ω 2 , F 2 , P 2 ) respectively, with v 1 (·), v 2 (·) in feedback from. Also, X 1 (0) = x and the law of X 2 (0) = the law of X 1 (τ ), where τ is a prescribed stopping time with respect to the natural filtration of process X 1 (·). By augmenting (Ω 1 , F 1 , P 1 ) suitably, one can construct a processes (X(·), ξ(·)) and v(·) satisfying (1.1) such that they coincide with (X 1 (·), ξ 1 (·)) and v 1 (·) on [0, τ ], and (X(τ + ·), ξ(τ + ·)) and v(τ + ·) agree in law with (X 2 (·), ξ(·)) and v 2 (·). Also the conditional law of X(τ + ·) of given F τ is the same as its conditional law given X(τ ) and agrees with the conditional law of X(τ + ·) given X 2 (0) a.s. with respect to the common law of X 2 (0), X(τ ). The above construction uses Lemma 1.2. Let ǫ > 0. Let X(·) be a process (1.1) controlled by v(·) as above with v 1 (·) an arbitrary feedback control and v 2 (·) an ǫ-optimal feedback control for initial data X(τ ). By (2.3) we have
e −αt r(Xt,vt)dt+θ Since τ, r are bounded and ǫ is arbitrary we get
Conversely, Let ǫ > 0 and v(·) is an ǫ-optimal feedback control for initial data X(0) = x. Then
Letting ǫ −→ 0 completes the proof.
Using dynamic programming heuristics, the HJB equations for discounted cost criterion is given by 
Rewrite the above equation as
Note that b(t, x, u, p) and a ij (x, t) are Lipschitz continuous in x, since b(x, v), r( 
Using the fact that u κ α,lm satisfy the equation ( Note that for each θ > 0, when ǫ is positive, then κǫ θ + ǫ ≤ 1 and for ǫ < 0 we can choose a 0 < ǫ θ < 1 such that κǫ θ + ǫ ≤ 2 whenever |ǫ| ≤ ǫ θ . Hence we have (2.16)
From (2.13), (2.14), (2.15) and (2.16) we have 
Now (2.21) implies (along a subsequence in
By letting (along a subsequence) l → ∞ and then m −→ ∞ in (2.8), with the help of (2.18) and (2.22), we get (2.23)
in the sense of distribution and u κ α ∈ W 1,2,p ([κ, 1] × C) for any compact subset C of D with C ∞ smooth boundary. Also from (2.21) it follows that
. Following the arguments in [ [15] , Proposition 3.2], extend the function u κ α to whole of (0, 1) as follows:
Then it follows that,ū κ α is nonnegative, bounded, continuous, 
is a weak solution to (2.24). So multiply equation (2.24) with a test functionφ ∈ C ∞ c ((0, 1) × D) and integrate over (0, 1) × D we get
where ·, · is inner product on L 2 (D). By letting κ −→ 0 in above, we obtain
Let C 1,α (B) . Hence for each fixed θ > 0, we havē
Which implies that ▽u α · γ = 0 since ∇ū κ α · γ = 0 on ∂D. Hence we have the existence of a weak solution u α ∈ W 1,2,p loc ((0, 1)×D), p ≥ 2 for the equation (2.7). This completes the proof. Now we prove the existence of optimal control for the discounted risksensitive control problem. From [3] , existence of a measurable minimizing selector in (2.7) follows. Moreover if v α (·) is a minimizing selector in (2.7), then v α (·) is optimal for the α-discounted risk-sensitive control problem.
Proof. From the proof of Theorem 2.2 it is clear that for fixed θ > 0, u κ α (θ, x) = u κ α (θ, x) for sufficiently small κ. Mimicking the arguments used to prove (2.13), we have the following stochastic representation
θe −αs r(Xs,vs)ds , where X(·) is the process (1.1) corresponding to an admissible control v(·).
Since u κ α (θ, x) −→ u α (θ, x) pointwise and T κ → ∞ as κ −→ 0 along a subsequence, using dominated convergence theorem, we get
θe −αs r(Xs,vs)ds .
Since v(·) is an arbitrary admissible control, we have In particular we get
θe −αs r(Xs,vα(Xs))ds , where v α (·) is a minimizing selector in (2.7). To prove other way inequality we argue as follows. The non-negativity of the function r implies u κ α (θ, x) ≥ 1 and hence u α (θ, x) ≥ 1. Consider the following s.d.e.
Define a sequence of stopping times as follows:
where X(·) is the process given by (2.26) and we use the convention that infimum of an empty set is +∞. The resulting sequence is nondecreasing with lim k→∞ τ k = ∞, a.s. Apply Ito-Dynkin formula to e t 0 θsr(Xs,vα(Xs)ds u α (θ t , X t ), we get
Using the fact that u α satisfy the equation (2.7), we get
Since ∇u α is continuous on B k ∩ D by the Sobolev embedding Theorem, therefore ∇u α is bounded on B k ∩ D, which implies that the stochastic integral
is a zero mean martingale for each k. Hence we get
Letting k → ∞, we get
θsr(Xs,vα(Xs))ds .
Now taking T → ∞, we obtain
θe −αs r(Xs,vα(Xs))ds .
Thus, This proves v α (·) is optimal and u α is the unique solution to the equation (2.7), which completes the proof.
Risk-sensitive Control with Near Monotone Cost
In this section we prove existence of optimal control for the risk-sensitive control problem described in Section 1, under a condition on the cost function r(x, v), called "near monotonicity". We also use an additional assumption that the process given by (1.1) is recurrent for each admissible control. If C ⊂ D, we denote by τ (C) the first exit time of the process X(·) from C, 
then X is said to be positive recurrent. Correspondingly, the control v(·) is called a stable control. We denote the set of stable, stationary Markov controls by M s .
We assume that for some admissible control v(·) ∈ A and initial condition x ∈ D, lim sup
where X(·) is the process (1.1) corresponding to v(·). Define the optimal risk-sensitive values as follows
Now we state the near-monotonicity assumption. We adapt the vanishing discount approach to prove the existence of optimal risk-sensitive ergodic control under the near-monotonicity assumption. To prove existence of solution for risk-sensitive ergodic HJB, we study the limiting behaviour of the equation (2.7) as α −→ 0. 
Proof. Let χ k denote a nonnegative smooth function such that 
Let τ denote the entrance time of the process (1.1) to the set B k+1 under the admissible control v(·) ∈ A. Let x ∈ B c k+1 . Then dynamic programming principle (2.5) gives 
where K 4·1 (k) is independent of α. Setū But the foregoing arguments show that for x ∈ B c k+1 ,
where K 4·1 (k) can be chosen independent of x, α. Now using [ [11] , Theorem 9.11, pp. 235] we have for each R < k + 1 (3.9) ū k α (θ, ·) W 2,p (B R ) ≤ K 4·2 , where K 4·2 > 0 is independent of α > 0. Now using compact and continuous Sobolev embedding theorem, for each fixed θ > 0, without loss of generality θ = 1, there existsû k ∈ W where for the boundary condition it is same argument as in Theorem 2.2. In view of (3.15) it follows that ρ ≤ β, which completes the proof.
Theorem 3.2. Assume (A1)-(A4). Then ergodic risk-sensitive HJB equation (3.2) has a solution (ρ,φ) such that ρ is unique and is characterized by ρ = β. Also, minimizing selector in (3.2) is an optimal control.
Proof. In view of Theorem 3.1 it remains to show β ≤ ρ. By assumption (3.1) we have inf
