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Abstract
In this paper, we consider the inverse problem of determining an unknown func-
tion defined in three space dimensions from its geodesic X-ray transform. The stan-
dard X-ray transform is defined on the Euclidean metric and is given by the integra-
tion of a function along straight lines. The geodesic X-ray transform is the generaliza-
tion of the standard X-ray transform in Riemannian manifolds and is defined by inte-
gration of a function along geodesics. This paper is motivated by Uhlmann and Vasy’s
theoretical reconstruction algorithm for geodesic X-ray transform and mathematical
formulation for traveltime tomography to develop a novel numerical algorithm for
the stated goal. Our numerical scheme is based on a Neumann series approximation
and a layer stripping approach. In particular, we will first reconstruct the unknown
function by using a convergent Neumann series for each small neighborhood near the
boundary. Once the solution is constructed on a layer near the boundary, we repeat
the same procedure for the next layer, and continue this process until the unknown
function is recovered on the whole domain. One main advantage of our approach
is that the reconstruction is localized, and is therefore very efficient, compared with
other global approaches for which the reconstructions are performed on the whole
domain. We illustrate the performance of our method by showing some test cases
including the Marmousi model. Finally, we apply this method to a travel time tomog-
raphy in 3D, in which the inversion of the geodesic X-ray transform is one important
step, and present several numerical results to validate the scheme.
1 Introduction
We address in this paper the inverse problem of determining an unknown function from
its geodesic X-ray transform. The travel time information and geodesic X-ray data are en-
coded in the boundary distance function, which measures the distance between boundary
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points. The geodesic X-ray transform is associated with the boundary rigidity problem
of determining a Riemannian metric on a compact manifold from its boundary distance
function (see [7, 23]). In this paper, we consider the linearization of the boundary rigidity
problem in compact Riemannian manifold with boundary in the isotropic case. Recent
progress on the inverse problem of inverting geodesic X-ray transform [5, 15, 24], and the
boundary rigidity problem [8, 16, 20, 21, 22] has motivated us to transfer these theoretical
results into numerical methods for determining an unknown function from its travel time
information and geodesic X-ray data. This paper is mostly motivated by Uhlmann and
Vasy’s theoretical reconstruction algorithm for geodesic X-ray transform [24] and math-
ematical formulation for traveltime tomography in [2, 3] to develop a novel numerical
reconstruction algorithm.
Traveltime tomography handles the problem of determining the internal properties,
such as index of refraction, of a medium by measuring the traveltimes of waves going
through the medium. It arose in global seismology in determining the earth velocity
models by measuring the traveltimes of seismic waves produced by earthquakes mea-
sured at different seismic stations. Compared to other methods such as full wave inver-
sion, traveltime tomography is generally easier to implement and can be computed much
efficiently.
The standard X-ray transform is defined on the Euclidean metric and is given by the
integration of a function along straight lines. It is the mathematical model underlying
medical imaging techniques such as CT and PET. The geodesic X-ray transform is the
generalization of standard X-ray transform in Riemannian manifolds and is defined by
integrating a function along geodesics. Since the speed of elastic waves increases with
depth in the Earth, the rays curve back to the surface and thus geodesic X-ray transform
arises in geophysical imaging in determining the inner structure of the Earth .
In two dimensions, the uniqueness and stability for the geodesic X-ray transform was
proved by Mukhometov [11] on simple surface and also for a general family of curves.
For simple manifolds, the case of geodesics was generalized to higher dimensions in [12].
When the metric is not simple, the results are proved for some geometries with some
additional assumptions. In [5], the authors proved some generic injectivity results and
stability estimates for the X-ray transform for a general family of curves and weights with
additional assumptions (analog to simplicity in the geodesic X-ray transform) of microlo-
cal condition which includes real-analytic metrics for a class of non-simple manifolds in
dimension d ≥ 3.
Besides some injectivity and stability results, some explicit methods for reconstruct-
ing the unknown function have been found. Several methods have been introduced to
recover the unknown function from X-ray transforms, including Fourier methods, back-
projection and singular value decomposition [14]. In [6], the authors introduce a recon-
struction algorithm to recover functions from their 3D X-ray transforms by shearlet and
wavelet decompositions. This algorithm is effective and optimal in mean square error
rate. On the other hand, under the afoliation condition, Uhlmann and Vasy showed that
the geodesic X-ray transform is globally injective and can be inverted locally in a stable
manner [24]. Also, the authors propose a layer stripping type algorithm for recovering the
unknown function in the form of a convergent Neumann series. On the numerical side,
the geodesic X-ray transform has been implemented numerically in two dimensions. In
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[10], Monard develops a numerical implementation of geodesic X-ray transform based on
the fan-beam geometry and the Pestov-Uhlmann reconstruction formulas [15].
In this paper we consider the inverse problem of computing the unknown function f
defined in a domainΩ from its geodesic X-ray transform in three dimensions. As far as we
know, this is the first numerical implementation in 3D. Our numerical method is based on
the theoretical results in Uhlmann and Vasy [24], which shows that the unknown function
can be represented by a convergent Neumann series and can be recovered by a layer
stripping type algorithm. Based on this theoretical foundation, we develop a numerical
approach using a truncated Neumann series and layer stripping. A related method is
developed for photoacoustic tomography in the work by Qian, Stefanov, Uhlmann, and
Zhao [17]. The key ideas of our approach are discussed as follows. First, we use a layer
stripping algorithm to separate the domain into small regions and then reconstruct the
unknown function on each small region by using a truncated Neumann series and the
given geodesic X-ray data restricted to the region. We start this reconstruction process
with the outermost region. Combining the above methodologies, the resulting algorithm
can undergo the reconstruction layer by layer so to prevent full inversion in the whole
domain. Thus, our approach is very efficient and consumes much less computational
time and memory. Numerical examples including synthetic isotropic metrics and the
Marmousi model are shown to validate our new numerical method.
Our proposed numerical approach for geodesic X-ray transform is a foundation of a
new numerical scheme for traveltime tomography in 3D. Our new method is based on the
Stefanov-Uhlmann identity which links two Riemannian metrics with their travel time in-
formation. The method first uses those geodesics that produce smaller mismatch with the
travel time measurements and continues on in the spirit of layer stripping. We then apply
the above reconstruction method to the Stefanov-Uhlmann identity in order to solve the
inverse problem for reconstructing the index of refraction of a medium. The new method
is motivated by the methods in [2, 3], but we use the above numerical X-ray transform
for solving an integral equation involved in the inversion process. We will present some
numerical test cases including the Marmousi model to show the performance of the in-
version.
The paper is organized as follows. In Section 2, we will present some background ma-
terials and the reconstruction method, and in Section 3, we present in detail the numerical
algorithm and implementation. Numerical results are shown in Section 4 to demonstrate
the performance of our method. In Section 5, we present our inversion method for trav-
eltime tomography and numerical results. The paper ends with a conclusion.
2 Problem description
In this section, we will present the mathematical formulation of the inverse problem of
reconstructing an unknown function using its geodesic X-ray transform, that is, integrals
of the function along geodesics. We will then present the numerical reconstruction algo-
rithm based on the theoretical foundation in [24]. The algorithm is based on a represen-
tation of the unknown function by a convergent Neumann-series.
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2.1 Geodesics
We first introduce the notion of geodesics. Let Ω be a strictly convex bounded domain in
Rd and let (gij) be a Riemannian metric defined on it. In the case of isotropic medium,
gij =
1
c2
δij,
where c is a given function defined inRd. Following [2, 3, 24], we define the Hamiltonian
Hg by
Hg(x, ξ) =
1
2
(
d
∑
i,j=1
gij(x)ξiξ j − 1)
for each x ∈ Ω and ξ ∈ Rd, where (gij) = (gij)−1 is the inverse of (gij). Let X(0) =
(x(0), ξ(0)) be a given initial condition, where x(0) ∈ ∂Ω and ξ(0) ∈ Rd, such that the
following inflow conditions hold:
Hg(x(0), ξ(0)) = 1,
d
∑
i,j=1
gij(x(0))ξiνj(x(0)) < 0
where ν(x) is the unit outward normal vector of ∂Ω at the point x. We define Xg(s,X(0)) =
(x(s), ξ(s)) by the solution to the hamiltonian system defined by
dx
ds
=
∂Hg
∂ξ
,
dξ
ds
= −∂Hg
∂x
(1)
with the initial condition
(x(0), ξ(0)) = X(0).
The solution Xg defines a geodesic in the physical space, parametrically via x(s) with the
co-tangent vector ξ(s) at any point x(s). The parameter s denotes travel time. Thus, we
denote the set of all geodesics Xg, which are contained in Ω with endpoints on ∂Ω, by
MΩ.
2.2 The reconstruction method
Let f be a smooth function from Ω to R. The aim of this paper is to develop a numerical
scheme to determine the unknown function f (x) from the geodesic X-ray transform of
f (x). Our method is based on a truncation of a convergent Neumann series. First, we
define the geodesic X-ray transform. Given a function f defined on Ω, its geodesic X-ray
transform is the collection {(I f )(Xg)} of integrals of f along geodesics Xg ∈ MΩ, where
(I f )(Xg) :=
∫
x(s)
f (s) ds,
where Xg(s) = (x(s), ξ(s)). We note that this is the measurement data, and we use this
data to reconstruct f (x). Let Λ be the adjoint of the operator I. Then Uhlmann and Vasy
[24] show that there is an operator R such that
RΛ(I f ) = f − K f ,
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where the error operator K is small in the sense of ||K|| < 1 for an appropriate norm.
Hence, the unknown function f can be represented by the following convergent Neu-
mann series
f =
∞
∑
n=0
KnRΛ(I f ). (2)
We remark that the operator R is the inverse of the operator Λ ◦ I. Moreover, results from
[24] suggest that the unknown function f can be reconstructed locally in a layer by layer
fashion. In particular, one can first reconstruct the unknown function f using (2) in small
neighborhoods near the boundary of the domain, and then repeat the procedure in the
next inner layer of the domain, and so on. The challenges in the numerical computations
of the unknown function f using the above representation (2) lie in the fact that comput-
ing the operators Λ and R as well as the implementation of the layer stripping algorithm
needs some careful constructions. It is the purpose of the rest of the paper to develop
numerical procedures to compute these operators and implement the layer stripping al-
gorithm.
2.3 The numerical procedure
We will give a general overview of our numerical scheme, and present the implemen-
tation details in Section 5.3. We will assume that the set of geodesic X-ray transforms
{(I f )(Xg)} is given (as a set of measurement data) and is a finite set. Let Z be a set of
grid points, denoted as {zi}, in the domain Ω. We will determine the values of the un-
known function f (x) at these grid points using the given data set {(I f )(Xg)}. Next, we
will present our approach to numerically construct the operators Λ and R.
For a given point x ∈ Ω, we defineMΩ(x) as the set of all geodesics passing through
the point x. We use the notation |MΩ(x)| to represent the number of elements in the set
MΩ(x). Then, numerically, we can define the action of the operator Λ ◦ I as the average
of the line integrals (back-projection) by
Λ(I f ) :=
|MΩ(x)|
∑
j=1
(I f )(X jg)
|MΩ(x)| , (3)
where we use the notations {X jg}, j = 1, 2, · · · , |MΩ(x)|, to denote the elements in the
set MΩ(x). Notice that the above formula defines a function with domain Ω using the
given geodesic X-ray transform data (I f )(Xg). For standard X-ray transform, the above
operatorΛ gives a good approximation to the unknown function f (x), as for the standard
back-projection operator. For geodesic X-ray transform, this operator provides an initial
approximation, which is the initial term in a convergent Neumann series representation
of f (x).
Motivated by [5, 24], we will use an operator A to model the action of the operator R
presented above. In particular, we will construct an operator A such that
(A∗A)−1Λ ◦ I = Id− K, (4)
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where K is an error operator with ||K|| < 1 for some appropriate norm, and Id is the
identity operator. From [5, 24], we know that the operator A is essentially integrals along
geodesics, and the operator A∗ is the adjoint operator of A. Using the above, we can write
the following Neumann series
f =
∞
∑
n=0
Kn(A∗A)−1Λ(I f )
for the unknown function f (x). Note that I f is the given data. We remark that, in com-
putations, the inverse of A∗A is not the actual inverse of the operator Λ ◦ I, but gives a
kind of approximation to the operator R. In the following, we will explain a numerical
approximation to this operator A and its adjoint A∗. We remark that both the operators
I and A correspond to integrations along geodesics, but we use different notations since
they will be defined on two different grids, which will be explained in the next section.
The situation is similar for the operators Λ and A∗, which correspond to taking averages
of integrals on geodesics.
3 Numerical implementations
In the previous section, we presented a general overview of our numerical procedure and
its corresponding theoretical motivations. In this section, we give details of the implemen-
tations of the numerical reconstruction algorithm. There are three important ingredients
in our numerical algorithm. They are
1. Given the data {(I f )(Xg)}, compute Λ(I f ).
2. Compute the action of Λ ◦ I.
3. Compute the action of K := Id− (A∗A)−1(Λ ◦ I).
3.1 Implementation details
First, we discuss the computation of Λ(I f ) using the given data set {(I f )(Xg)}. In fact,
we will use the formula (3) for this purpose. We emphasize that, since we will only
recover the unknown function f on the set of points Z, the output Λ(I f ) is also defined
only on the same set of grid points Z. One difficulty is that one, in general, cannot find the
geodesic that is passing through a given point zi ∈ Z since there are only finitely many
geodesics in computations. We will choose a small neighborhood of zi and find all the
geodesics passing through the e-neighborhood of zi. Then, we can apply the formula (3)
using this set of geodesics for each zi. Figure 1 shows how to choose the set of geodesics.
The black geodesics shown in Figure 1 are said to be the geodesic that is passing through
the e-neighborhood of zi but the red geodesic is not.
Next, we will discuss the action of the operator Λ ◦ I. Notice that this is needed in the
computation of the error operator K. We will discuss the computation of the operator I.
The action of Λ is similar to the above. For a given function f whose values are defined
only on the set of grid points Z, we will evaluate I f . Thus, we need to compute the
6
zε
Xg
Figure 1: An example of choosing the geodesics passing through a given grid point z.
integral of f on a geodesic Xg. To compute a geodesic Xg, we will solve the ray equation
(1) in the phase space starting from a particular initial point X(0) by the 4th order Runge-
Kutta Method. Then we will obtain a set of points {x(si)} defining the geodesic in the
physical space. Next, we use a version of the trapezoidal rule to compute the line integral
(I f )(Xg) of the function f along the geodesic Xg. In particular, we have
(I f )(Xg) ≈∑
i
f (x(si)) (x′(si)) (si − si−1).
We remark that, in the above formula, (si − si−1) is the step size used in the 4th order
Runge-Kutta Method. In addition, the expression x′(si) can be computed using x′ =
∂Hg
∂ξ
.
The term f (x(si)) is not well defined since f is only defined on the set of grid points Z
and the point x(si) may not be one of the grid points. To overcome this issue, we replace
f (x(si)) by f̂ (x(si)), which is the linear interpolation of f using the grid points near x(si).
So, we will use the following formula to compute the action of f :
(I f )(Xg) ≈∑
i
f̂ (x(si)) (x′(si)) (si − si−1). (5)
Finally, we discuss the action of the error operator K. In this part, the main ingredient
is to compute the operator (A∗A)−1, which approximates the action of the operator R in
(2). From [5, 24], we know that the operator A is essentially integrals along geodesics,
and the operator A∗ performs average of line integrals passing through a given point.
Notice that, the action of A is similar to that of I, and the action of A∗ is similar to the
action of Λ. In order to obtain a good approximation to the operator R and hence a good
reconstructed f , we will perform the action of A and A∗ on a finer grid Z f , which is a
refinement of the grid Z. Figure 2 illustrates the grids in 2D. In particular, the grid points
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in the set Z are represented by {×}, and the grid points in the set Z f are represented by
both {×, ·}. For the computation of A, we use the same formula as in (5) but with the
grid Z f . For the computation of A∗, we use the same formula as in (3) but with the grid
Z f . Thus, the operator (A∗A) and its inverse (A∗A)−1 take inputs as functions defined
on the grid Z f , and give outputs also as functions defined on the grid Z f .
· × · × ·
× · × · ×
· × · × ·
Figure 2: Illustration of the two grids. All the {×} form the grid Z and all {×, ·} form the
finer grid Z f .
To complete the steps, we need a projection operator P, which maps functions defined
on the finer grid Z f to functions defined on the grid Z. In fact, the operator P is the re-
striction operator. Then the operator P∗ maps functions defined on the grid Z to functions
defined on the finer grid Z f . Now, we can write down the reconstruction formula:
f =
∞
∑
n=0
KnP(A∗A)−1P∗Λ(I f )
where
K = Id− P(A∗A)−1P∗(Λ ◦ I).
To construct f , we will use a truncated version of the above infinite sum. Notice that, to
regularize the problem, we will replace the above sum by
f =
∞
∑
n=0
KnP(A∗A− δ∆)−1P∗Λ(I f ) (6)
where δ > 0 is a regularization parameter and ∆ is the Laplace operator.
Figure 3: An example of dividing the first and second layers of 3D domain into disks.
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3.2 A layer stripping algorithm for 3D models
The algorithm can be implement on a 3D domain. We consider domains with compact
closure Ω equipped with a function ρ : Ω → [0,∞) whose level sets Σt = ρ−1(t), t <
T, are strictly convex, with Σ0 = ∂X and X \ ∪t∈[0,T)Σt = ρ−1([T,∞)) either having 0
measure of having empty interior. In general, one can take a finite partition of [0, T] by
such intervals [ti, ti+1), i = 1, . . . , k and proceed inductively to recover f on ∪t∈[0,T)Σt.
We consider the sphere as our 3D domain. First, we divide the 3D domain into k
layers by the function ρ. We set ti = i− 1, i = 1, . . . , k+ 1. Then {σi = ρ−1([ti, ti+1))}ki=1
is partition of 3D domain. We then separate the layers into m small domains which is
similar to a 2D disc by the function ρij. Similarly, {σji = ρ−1ij ([ti, ti+1))}mj=1 is the set of
the small domain which the union of the set returns the layer {ρ−1([ti, ti+1))}. Figure 3
shows an example of dividing the first and second layers of 3D domain into small disks
by yellow lines. The colored layers are different 2D disks. This separation is done for
several directions .The height of this disc is the grid size h so each disc contains about one
layer of grid points, that is, k = r/h.
Second, we choose different initial points X(0)i of the geodesics according to the discs.
These initial points set at the middle of the boundary of the disc and also form a circle.
Then we solve the system (1) to get the geodesic and calculate the line integral of f for
each geodesic X jg. Third, for each small domains, we use the regularized version of the
formula f = ∑∞n=0 K
n(A∗A)−1Λ f to calculate the approximation value of f at each fine
grid point zi. Also, for each small domains, the calculation of f in the inner layer use the
result of that of outer layers. Finally, we add up all the approximation values of f of each
small domains. If there are some common points between different small domains, then
we take the average of approximation values. The whole algorithm is illustrated in the
flow chart in Figure 4.
4 Numerical experiments
In this section we demonstrate the performance of our method using several test exam-
ples. The domain Ω is a sphere with center (0.5, 0.5, 0.5) and radius 0.4. To solve the
system (1) to get the geodesic curves, we applied the classical Runge-Kutta method of 4th
order. Also, for the calculations of the error operator K in (6), the regularization parameter
is chosen as δ = 0.2.
4.1 Accuracy tests
In this section, we illustrate the performance of our reconstruction method using several
unknown functions f (x). The reconstruction is defined on a fine grid with grid size h =
0.02. We assume that the speed c is chosen as
c(x, y, z) = 1+ 0.3× cos(
√
(x− 0.5)2 + (y− 0.5)2 + (z− 0.5)2).
We consider the following five test cases for this experiment:
f1 = 0.01+ sin(2pi(x+ y+ z)/10),
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Divide domain into k layers
Set i=1
Divide i th layer into small disks
For each small disk
Solve ODE to get a set of geodesics
Calculate line integral of f
Calculate approximation f = ∑∞n=0 K
n(A∗A)−1Λ f
Sum up all approximation f for common points
Check if i=k
Approximation f is found
update i by i+1
end
yes
no
Figure 4: The layer stripping algorithm.
f2 = 0.01+ sin(2pi(x+ y)/10) + cos(2piz/20),
f3 = x+ y2 + z2/2,
f4 = 1+ 6x+ 4y+ 9z+ sin(2pi(x+ z)) + cos(2piy),
f5 = x+ ey+z/2.
We will apply our algorithm to reconstruct each of these five functions. Table 1 shows
the L2-norm relative errors of these five test cases. For these cases, we compute the re-
constructions using up to the first 5 terms in the series (6). We see clearly that the results
are improved as we add more terms in the Neumann series (6). Figures 5 and 6 show the
exact and reconstructed solutions of these test functions with n = 4. We observe that our
scheme is able to produce very good reconstructions.
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relative error f1 f2 f3 f4 f5
n=0 47.28% 47.45% 46.83% 46.97% 47.18%
n=1 23.89% 24.10% 23.43% 23.61% 23.76%
n=2 13.09% 13.26% 13.03% 13.23% 13.00%
n=3 8.53% 8.52% 9.32% 9.48% 8.53%
n=4 6.99% 6.74% 8.71% 8.80% 7.14%
Table 1: Relative errors for reconstructing the functions fi, i = 1, · · · , 5.
4.2 Accuracy tests with noisy data
Next, we show some numerical tests using noise contaminated data Λeg. We use the
same speed c(x, y, z) and grid size h = 0.02 as in Section 4.1 and perform this test by
reconstructing the function
g(x, y, z) = 0.01 sin(2pi(x+ y+ z)/10).
The measurement data has been contaminated by uniformly distributed noise e,
Λeg := Λg+ e
with relative error |e|/|Λg| = 0.05 (i.e. 5% noise), where e is a random function. In
this simulation, we use n = 5, that is, we use 6 terms in the Neumann series (6). Figure 7
shows the exact and reconstructed solutions using the exact data and noisy data. By using
the exact data (that is, the data with no noise), we obtain a reconstructed solution with
6.72% error, while using the noisy data, we obtain a reconstructed solution with 8.50%
error. We observe that our scheme is quite robust with respect to some noise in the data.
4.3 Experiments with different speeds
Finally, we compare the performance of the reconstruction using different choices of
sound speeds. We use grid size h = 0.02 as above and perform this test by reconstructing
the following function
f (x, y, z) = 0.01 sin(2pi(x+ y+ z)/10).
We will test the performance of our algorithm using three choices of sound speeds. The
first speed in our test is defined as
c1(x, y, z) = 1+ 0.2 sin(3pix) sin(piy) sin(2piz).
The second and the third tests are related to the well-known benchmark problem: the
Marmousi model, shown in Figure 8. In our simulations, we take two spherical sections
of the Marmousi model, called c2 and c3, as shown in Figure 8.
Figure 9 shows the exact and reconstructed solutions using the three speeds and n = 4,
that is, five terms in the Neumann series. From these figures, we observe very good
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n = 0 n = 1 n = 2 n = 3 n = 4
relative error for test speed c1 44.86% 22.88% 14.19% 11.62% 11.47%
relative error for test speed c2 48.02% 25.39% 15.71% 12.42% 11.80%
relative error for test speed c3 58.18% 35.41% 22.78% 16.25% 13.39%
Table 2: Relative errors for using the 3 test speeds with grid size h = 0.02.
quality of reconstructions. The errors of the reconstructions using the first five terms of
the Neumann series are shown in Table 4. We observe that the errors decrease as more
terms in the Neumann series are used. This confirms the theoretical findings.
Lastly, we perform a similar test for the Marmousi model with the reconstruction of
f5 = x + ey+z/2, which is the same as the function in previous section 4.1. We also con-
sider the performance with noisy data and the use of a finer grid size h = 0.01. The
corresponding results using the first 6 terms in the Neumann series are shown in Table 3.
We observe that the quality of approximation is improved when more terms are used in
the Neumann series. We also observe that our method is quite robust with respect to 5%
noise in the data. On the other hand, the performance of the reconstructions of f and f5
is quite similar.
n = 0 n = 1 n = 2 n = 3 n = 4 n = 5
for function f 52.18% 28.95% 17.53% 12.35% 10.23% 9.42%
for function f and 5% noisy data 53.38% 30.69% 19.47% 14.15% 11.75% 10.68%
for function f5 52.16% 28.95% 17.64% 12.57% 10.56% 9.84%
Table 3: Relative errors using the Marmousi model with finer grid size h = 0.01.
5 A new phase space method for traveltime tomography
Our new method is related to the first part of the work and the Stefanov-Uhlmann identity
which links two Riemannian metrics with their travel time information. The method first
uses those geodesics that produce smaller mismatch with the travel time measurements
and continues on in the spirit of layer stripping. We then apply the above reconstruction
method to the Stefanov-Uhlmann identity in order to solve the inverse problem for recon-
structing the index of refraction of a medium. The new method is related to the methods
in [2, 3]. However, we will use the above new method for X-ray transform in solving an
integral equation involved in the inversion process. We will discuss the method in detail
in the following section.
5.1 Mathematical formulation for traveltime tomography
Let Ω be a strictly convex bounded domain with smooth boundary Γ = ∂Ω in Rd and let
g(x) = (gij(x)) be a Riemannian metric defined on it. Let dg(x, y) denote the geodesic
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distance between x and y for any x, y ∈ Ω. The inverse problem is whether we can de-
termine the Riemannian metric g up to the natural obstruction of a diffeomorphism by
knowing dg(x, y) for any x, y ∈ Γ. While theoretically there are a lot of works addressing
this question , we explore the possibility of recovering the Riemannian metric numeri-
cally. (see [1, 4, 9, 11, 12, 16, 18]) We use phase space formulation so that multipathing
in physical space is allowed. Rather than the boundary distance function we look at the
scattering relation which measures the point and direction of exit of a geodesic plus the
travel time if we know the point and direction of entrance of the geodesic. The notation
mostly follow the previous sections and the previous work [3].
The continuous dependence on the initial data of the solution of the Hamiltonian sys-
tem is characterized by the Jacobian,
Jgj(s) = Jgj(s,X
(0)) :=
∂Xgj
∂X(0)
(s,X(0)) =
( ∂x
∂x(0)
∂x
∂ξ(0)
∂ξ
∂x(0)
∂ξ
∂ξ(0)
)
.
It can be shown easily from the definition of J and the corresponding Hamiltonian system
(the detail will be derived in the Appendix) that Jgj , j = 1, 2, satisfies
dJ
ds
= MJ, J(0) = I,
where, in terms of H = Hgj (j = 1, 2), the matrix M is defined by
M =
(
Hξ,x Hξ,ξ
−Hx,x −Hx,ξ
)
.
Following [3], we use the linearized Stefanov-Uhlmann identity (the detail will be derived
in the Appendix) :
Xg1(t,X
(0))−Xg2(t,X(0)) ≈
∫ t
0
Jg2
(
t− s,Xg2(s,X(0))
)× ∂g2Vg2(g1− g2)(Xg2(s,X(0)))ds,
(7)
which is the foundation for our numerical procedure.
By the group property of Hamiltonian flows the Jacobian matrix is equal to
Jg2
(
t− s,Xg2(s,X(0)
)
= Jg2
(
t,X(0)
)× Jg2(s,X(0))−1
In the case of an isotropic medium,
gij =
1
c2
δij,
where c is a function from Rd to R. Then
Vgk = (c
2
kξ,−(∇ck)ck|ξ|2).
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Hence the derivative of V with respect to g, ∂gVg(λ) is given by
∂gVg(λ) = (2cλξ,−(∇c · λ+∇λ · c)|ξ|2).
In the case of an isotropic medium with the metric gij = 1c2 δij, we have
M =
(
2cξ(∇c)T (c)2 I
−(∇2c)c|ξ|2 − (∇c)(∇c)T|ξ|2 −2c(∇c)ξT
)
.
5.2 New phase space method using reconstruction of X-ray transform
The numerical method is an iterative algorithm based on the linearized Stefanov-Uhlmann
identity using a hybrid approach. The metric g is defined on an underlying Eulerian grid
in the physical domain. The integral equation (8) is recovered by the geodesic X-ray data
along a ray for each X(0) in phase space. On the ray, values of g are computed by in-
terpolation from grid point values. Hence, each integral equation along a particular ray
yields a linear equation for grid values of g in the neighborhood of the ray in the physical
domain. Here is the iterative algorithm for finding g.
Let Z be the set of all grid point zj, j = 1, 2, . . . , p. Let X
(0)
i ∈ S−, i = 1, 2, . . . ,m, be the
initial locations and directions of those m measurements Xg(ti,X
(0)
i ) ∈ S+ where ti is the
exit time corresponding to the ith geodesic starting at X(0)i . Starting with an initial guess
of the metric g0, we construct a sequence gn as follows.
Define the mismatch vector
dni = Xg(ti,X
(0)
i )− Xgn(ti,X(0)i )
and an operator Iˆi along the ith geodesic by
Iˆi(g− gn) :=
∫ t
0
Jgn
(
t− s,Xgn(s,X(0)i )
)× ∂gnVgn(g− gn)(Xgn(s,X(0)i ))ds
Note that both dni and Iˆi(g− gn) depend on X(0)i . Then we use the above reconstruction
method to recover λ := g − gn at each grid points by the mismatch vector. Thus, we
define a new mismatch vector dˆni from Iˆi
dˆni := Iˆi
∗dni
Also, we define an operator I based on (8) along the ith geodesic
I(λ)(Xg(ti,X
(0)
i )) = Iˆi
∗ Iˆi(λ).
Thus, for each n ≥ 0, we use the reconstruction formula
λ =
∞
∑
n=0
KnP(A∗A− δ∆)−1P∗Λ(Iλ),
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where P, A is defined as the same as the previous section and
K = Id− P(A∗A)−1P∗(Λ ◦ I).
Hence we then define,
gn+1 = gn + λ.
We remark that more details can be found in the Appendix.
5.3 Numerical implementations
In this section, we will briefly explain the details of the numerical implementations of
phase space method. First, we will discuss the detail of constructing the mismatch vector
dni . Then, we will explain the calculation of the line integrals, i.e. the operator Iˆi. Finally,
the detail of the reconstruction formula and how the metric is updated will be explained.
5.3.1 Setup of mismatch vector
The mismatch vector is defined by dni = Xg(ti,X
(0)
i ) − Xgn(ti,X(0)i ). Hence, we need a
set of the initial locations and directions {X(0)i }. For our settings, we will divide the 3D
domain into different layers and thus divide the layer into many small disks. For each
disk, we will choose 900 initial locations and directions around the boundary of the disks
evenly. From this set of data, we will derive a set of mismatch vectors using the guess gn
and also the observed data Xg(ti,X
(0)
i ).
Also, since the method of choosing the initial locations and directions cannot promise
the geodesic will remain in the layer. We will eliminate the geodesic which does not
remain in the same layer. Then, the remaining set of the mismatch vector will be the data
we used to derive the method.
5.3.2 Calculation of the line integrals
The operator Iˆi is defined to calculate the line integrals, which is defined by
Iˆi(g− gn) :=
∫ ti
0
Jgn
(
ti − s,Xgn(s,X(0)i )
)× ∂gnVgn(g− gn)(Xgn(s,X(0)i ))ds.
Since we have the discrete phase space of each geodesic, i.e. Xgn(sj,X
(0)
i ) for any 0 ≤ sj ≤
ti, then we can approximate the operator by
Iˆi(g− gn) ≈∑
sj
Jgn
(
ti− sj,Xgn(sj,X(0)i )
)× ∂gnVgn(g− gn)(Xgn(sj,X(0)i )) (X′gn(sj,X(0)i )) (sj− sj−1).
Hence, the operator can be approximated by a matrix and thus the adjoint operator Iˆi
∗.
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5.3.3 Update of the metric
After we construct the line integral operators, we will apply the reconstruction formula
to compute the update of the metric. Based on the reconstruction formula, it is the infinite
sum of Neumann series. In computation, we need to choose some terms of the infinite
sum to represent the whole term. Here, we choose the first five terms, since this terms
represent the main part of the sum.
Next, this update of the metric will be completed on each disk. To ensure the metric
can recover, we do the update five times which make the successive error to be small.
After doing the update for each disks in the same layer, we will compute the final metric
of this layer and move on to the next layer. When we compute the final metric of this
layer, there are some overlapping regions for different disks. Then we take the mean of
this values to calculate the final metric.
5.4 Numerical experiments
In this section we demonstrate the performance of our method using several test exam-
ples. The domain Ω is a sphere with center (0.5, 0.5, 0.5) and radius 0.4. To solve the
system to get the geodesic curves, we applied the classical Runge-Kutta method of 4th
order. Also, for the calculations of the error operator K , the regularization parameter is
chosen as δ = 0.02.
5.4.1 Constant case and the linear case
To test our algorithm, we test it on different speeds. First, we test the constant case and
the linear case. For these two test cases, we divide the 3D domain into 20 layers and we
illustrate the performance in the first two outermost layers.
For the constant case g = 10, we have the relative error 0.0004% for first layer and
0.0005% for the second layer. Thus, the speeds are well recovered in this two layer. Also,
refer to the Table 4 , we can note that the relative error grows after adding more layers.
For the linear case g = 10 + 0.1× (x + y+ z), we have the relative error 0.0727% for
first layer and 0.0599% for the second layer. For this case, we have the similar result as the
constant case. By observing Table 4, we also note that the first two layers are recovered
almost exactly and the errors grow after a few layers. The fact that there are larger errors
in inner layers is because there are less data available for those regions.
1st layer 2nd layer 3rd layer 4th layer 5th layer
relative error for constant case 0.0004% 0.0005% 0.1643% 2.5194% 12.8080%
relative error for linear case 0.0727% 0.0599% 0.3647% 2.6736% 14.2001%
Table 4: Relative errors for different cases.
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5.4.2 Marmousi model
Next, we test the performance using the Marmousi model. We divide the 3D domain
into 10 layers and we recover the model in the first few outermost layers. Then we have
the relative error 8.2883% for first layer , 6.6484% for the second layer ,9.2633% for the
third layer and 12.8978% for the forth layer. Figure 10-13, show the graphs of true and
approximate solution of first,second , third and forth layers of standard Marmousi model.
We observe that the recovered solutions are in good agreement with the exact solutions.
1st layer 2nd layer 3rd layer 4th layer 5th layer
relative error 8.2883% 6.6484% 9.2633% 12.8978% 13.2901%
Table 5: Relative errors for recovering the Marmousi model.
Conclusion
In this paper, we develop a novel numerical scheme for the reconstruction of an unknown
function using its geodesic X-ray transform. Our scheme is based on a convergent Neu-
mann series and a layer stripping algorithm. In our reconstruction process, we will first
compute the unknown function on each small neighborhood near the boundary of the do-
main. When the unknown function is reconstructed on a layer near the boundary, we will
reconstruct the unknown function one layer inside the domain, and continue this process
until the function is reconstructed for the whole domain. Our method is very efficient,
since all computations are performed locally. We present a few test cases, including the
Marmousi model, to show the performance of the scheme. We observe that the quality
of approximation will be improved as more terms in the Neumann series are used. We
also observe that the method is quite robust to some noise in the data. Finally, we apply
this method to a travel time tomography in 3D, in which the inversion of the geodesic
X-ray transform is one important step, and present several numerical results to validate
the scheme.
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A Appendix
A.1 Formation of the Hamiltonian system
The continuous dependence on the initial data of the solution of the Hamiltonian system
is characterized by the Jacobian,
Jgj(s) = Jgj(s,X
(0)) :=
∂Xgj
∂X(0)
(s,X(0)) =
( ∂x
∂x(0)
∂x
∂ξ(0)
∂ξ
∂x(0)
∂ξ
∂ξ(0)
)
.
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It can be shown easily from the definition of J and the corresponding Hamiltonian system
that Jgj , j = 1, 2, satisfies
dJ
ds
=
d
ds
(
∂Xgj
∂X(0)
(s,X(0))
)
=
d
ds
( ∂x
∂x(0)
∂x
∂ξ(0)
∂ξ
∂x(0)
∂ξ
∂ξ(0)
)
=
( d
ds
∂x
∂x(0)
d
ds
∂x
∂ξ(0)
d
ds
∂ξ
∂x(0)
d
ds
∂ξ
∂ξ(0)
)
=
( ∂
∂x(0)
dx
ds
∂
∂ξ(0)
dx
ds
∂
∂x(0)
dξ
ds
∂
∂ξ(0)
dξ
ds
)
=
 ∂Hξ∂x(0) ∂Hξ∂ξ(0)
− ∂Hx
∂x(0)
− ∂Hx
∂ξ(0)

=
 ∂Hξ∂x ∂x∂x(0) + ∂Hξ∂ξ ∂ξ∂x(0) ∂Hξ∂x ∂x∂ξ(0) + ∂Hξ∂ξ ∂ξ∂ξ(0)
−( ∂Hx∂x ∂x∂x(0) +
∂Hx
∂ξ
∂ξ
∂x(0)
) −( ∂Hx∂x ∂x∂ξ(0) +
∂Hx
∂ξ
∂ξ
∂ξ(0)
)

= MJ
Then, we have the following equation:
dJ
ds
= MJ, J(0) = I,
where, in terms of H = Hgj (j = 1, 2), the matrix M is defined by
M =
(
Hξ,x Hξ,ξ
−Hx,x −Hx,ξ
)
.
A.2 Linearizing the Stefanov-Uhlmann identity
Given boundary measurements for g1, we are interested in recovering the metric g1. We
link two metrics by introducing the function
F(s) := Xg2
(
t− s,Xg1(s,X(0))
)
,
20
where t = max(tg1 , tg2) and tg = tg(X
(0)) is the length of the geodesic issued from X(0)
with the endpoint on Γ. Then we first have
F(0) = Xg2
(
t− 0,Xg1(0,X(0))
)
= Xg2(t,X
(0))
F(t) = Xg2
(
t− t,Xg1(t,X(0))
)
= Xg2
(
0,Xg1(t,X
(0))
)
= Xg1(t,X
(0))
Consequently, we have∫ t
0
F′(s)ds = F(t)− F(0)
= Xg1(t,X
(0))− Xg2(t,X(0)).
On the other hand, we can denote Vgj :=
(
∂Hgj
∂ξ ,−
∂Hgj
∂x
)
and then we get
F′(s) = d
ds
Xg2
(
t− s,Xg1(s,X(0))
)
= −dXg2
ds
(
t− s,Xg1(s,X(0))
)
+
∂Xg2
∂X(0)
(
t− s,Xg1(s,X(0))
)dXg1
ds
(s,X(0))
= −Vg2
(
Xg2
(
t− s,Xg1(s,X(0))
))
+
∂Xg2
∂X(0)
(
t− s,Xg1(s,X(0))
)
Vg1
(
Xg1(s,X
(0))
)
Then we claim that
Vg2
(
Xg2
(
t− s,Xg1(s,X(0))
))
=
∂Xg2
∂X(0)
(
t− s,Xg1(s,X(0))
)
Vg2
(
Xg1(s,X
(0))
)
To prove the claim, we first need to notice that
d
ds
∣∣∣
s=0
X(T − s,X(s,X(0)))
=
d
ds
∣∣∣
s=0
X(T,X(0))
=0
Also, we have
d
ds
∣∣∣
s=0
X(T − s,X(s,X(0)))
=V(X(T,X(0))) +
∂X
∂X(0)
(T,X(0))V(X(0)), ∀T
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By setting T = t− s and X(0) = Xg1(s,X(0)), thus we prove the claim.
Hence, the time integral on the left-hand side is equal to the following [19],∫ t
0
F′(s)ds =
∫ t
0
∂Xg2
∂X(0)
(
t− s,Xg1(s,X(0))
)× (Vg1 −Vg2)(Xg1(s,X(0)))ds
=
∫ t
0
Jg2
(
t− s,Xg1(s,X(0))
)× (Vg1 −Vg2)(Xg1(s,X(0)))ds,
where
Vgj =
(
∂Hgj
∂ξ
,−∂Hgj
∂x
)
=
(
g−1ξ,−1
2
∇x(g−1ξ) · ξ
)
.
This is the so-called Stefanov-Uhlmann identity.
We linearize the above identity about g2 by following a full underlying patin g2,∫ t
0
F′(s)ds ≈
∫ t
0
Jg2
(
t− s,Xg1(s,X(0))
)× ∂g2Vg2(g1 − g2)(Xg2(s,X(0)))ds,
where ∂gVg(λ) is the derivative of Vg with respect to g at λ.
Thus, we have the following formula,
Xg1(t,X
(0))−Xg2(t,X(0)) ≈
∫ t
0
Jg2
(
t− s,Xg2(s,X(0))
)× ∂g2Vg2(g1− g2)(Xg2(s,X(0)))ds,
(8)
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(a) exact solution for f1 (b) approximate solution for f1
(c) exact solution for f2 (d) approximate solution for f2
(e) exact solution for f3 (f) approximate solution for f3
Figure 5: Graphs of true and reconstructed solutions for functions f1, f2, f3.
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(a) exact solution for f4 (b) approximate solution for f4
(c) exact solution for f5 (d) approximate solution for f5
Figure 6: Graphs of exact and reconstructed solutions for functions f4, f5.
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(a) exact solution (b) approximate solution for g1
(c) approximate solution for g2
Figure 7: Graphs of exact and reconstructed solutions using the exact data g1 (error =
6.72%) and the noisy data g2 (error = 8.50%).
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(a) The 3D Marmousi model. (b) A spherical section of the Marmousi
model as the test speed c2.
(c) A spherical section of the Marmousi
model as the test speed c3.
Figure 8: The 3D Marmousi model.
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(a) exact solution (b) approximate solution for c1
(c) approximate solution for c2 (d) approximate solution for c3
Figure 9: Graphs of exact and approximate solutions reconstructing from speed c1 and
the Marmousi models c2 and c3.
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(a) exact solution for first layer (front)
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(b) approx. solution for first layer (front)
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(c) exact solution for first layer (back)
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(d) approx. solution for first layer (back)
Figure 10: Graphs of true and approximate solution of first layer of standard marmousi
model with fewer layers
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(a) exact solution for second layer (front)
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(b) approx. solution for second layer (front)
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(c) exact solution for second layer (back)
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(d) approx. solution for second layer (back)
Figure 11: Graphs of true and approximate solution of second layer of standard marmousi
model with fewer layers
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(a) exact solution for third layer (front)
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(b) approx. solution for third layer (front)
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(c) exact solution for third layer (back)
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(d) approx. solution for third layer (back)
Figure 12: Graphs of true and approximate solution of third layer of standard marmousi
model with fewer layers
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(a) exact solution for forth layer (front)
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(b) approx. solution for forth layer (front)
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(c) exact solution for forth layer (back)
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(d) approx. solution for forth layer (back)
Figure 13: Graphs of true and approximate solution of forth layer of standard marmousi
model with fewer layers
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