Abstract. Given a closed set M ⊂ [0, 1] of Lebesgue measure zero, we construct a C 1 function f with the property that f −1 ({y}) is a perfect set for every y in M .
Introduction
Bruckner and Garg in [1] give a full description of the level set structure of a typical continuous function. In [2] the description of the level set structure of a typical C 1 function is given. It follows from [2: Theorem 2] that a typical C 1 function is either strictly monotone or has the property that all of its level sets are countable.
In this article we investigate the behaviour of C 
Preliminaries
In this section a few definitions, notations and lemmas are stated that are used throughout the article. Throughout π 1 and π 2 will be the coordinate projections. We shall say that two intervals of the real line are disjoint if their intersection is empty or coincides with a single point.
where by the derivatives at the end points we mean the right and the left derivatives, respectively. Further, we say that f is diagonal to Definition 2.5. Let B = I × J be a box. We say:
R } is the partition of I into three equal pieces ordered from the left to the right. 
Proof of the main result
In this section we first prove a lemma essential to our main result. h and a sequence of pairwise disjoint boxes B 1 , . . . , B n contained in B such that:
} is a pairwise disjoint finite sequence, and so is {π 1 
We shall find a finite sequence of pairwise disjoint intervals I 1 , . . . , I n contained in I and h ∈ C 1 (I) such that
Without loss of generality we may assume that z ≥ y for all z ∈ J i+1 and all y
. . .
Apply Lemma 2.4 to B
+ i and δ, and also to [a, a +
, and tõ Proof. We shall construct the desired function f as C 1 limit of a sequence of piecewise monotone C 1 functions. At stage n we shall have a piecewise monotone function f n with f n (0) = 0, f n (1) = 1 and a finite collection of boxes. Then f n+1 will be an appropriate modification of f n inside these boxes. This sequence {f n } will be constructed inductively.
Let us first construct f 1 . We apply Lemma 3. 
