for all smooth functions /, where OC and (X denote the characteristic operators of X^ and Y(, respectively, and \(x) ^ 0 is continuous, positive except on a set with empty X-fine interior.
In Section 4 we give some examples and applications of Theorem 1 : a) First we illustrate how the Levy theorem (and the Bernard, Campbell, Davie-extension) follows from this result (Corollary 1). b) Second, if we apply the result to the special case when ^ == ^ and <p(x) = x, we obtain that if two diffusions have the same hitting distributions, then one of them can be obtained from the other by a change of time scale (Corollary 2). This was proved for more general Markov processes by Blumenthal, Getoor and McKean [3] , [4] . c) Another characterization obtained in Theorem 1 is that
for all open sets W c= ^ and all smooth functions /. In other words, if / is harmonic in W with respect to the process Y( then / o (p should be harmonic in (p'^W) with respect to X,. In the context of harmonic spaces such functions are called harmonic morphisms. They have been studied by Constantinescu and Cornea [5] , Fuglede [II] , [12] , Sibony [17] and others. So the functions (p above represent stochastic versions of the harmonic morphisms, and we find it natural to call them stochastic harmonic morphisms. In Corollary 3 we prove that such functions are finely continuous and finely open. The last property has been established by Constantinescu and Cornea [5] in the non-probabilistic setting of Brelot harmonic spaces, d) Theorem 1 can also be used to answer converted types of problems, such as : Given a class of functions (p, find all diffusions X,, Y( (if any) such that the functions (p map the paths of X^ into the paths of Y( . If such diffusions can be found, they might be useful in the investigation of the properties of the functions (p. For example, on the basis of the many interesting applications of Brownian motion to complex analysis due to the Levy theorem, (see for example B. Davis [8] ) it is natural to ask:
Are there any other diffusions X^, Y( in C than Brownian motion such that all analytic functions (p map the paths of X, into the paths of Y, ? We give a negative answer to this question (Corollary 4).
In the case when X^ = Y( this problem was studied (and answered in the negative) for more general processes (continuous strong Markov processes) by Oksendal and Stroock [16] .
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Definitions and precise formulation of the problem.
Let (A^ft^R^) and (B^Q'^S^) be stochastic processes on some topological space E (the state space). We will apply this to the following situation : Let (X^Q.P^) and (Y^A.,^) be diffusions on Borel sets ^ c: Râ nd "W c: W, respectively, in the sense of Dynkin [9] , [10] . Let U be an open, connected subset of ^ with closure U c= V and let (p : U -> ib e a continuous function.
Let T = Tu = inf{r>0;X^U} be the (first) exit time of U for X,. 
with probability law P y according to (2.2):
Intuitively, the process Z^ is obtained by « gluing » together (P(X() up to the exit time T of U with Y( for t ^ T . We are now ready to state a precise formulation of our problem:
Characterize the functions (p such that Z^ -possibly after a change of time scale -coincides with (i.e. has the same finite-dimensional distribution as) Y,, for any choice of right inverse x| / of (p.
If q> has this property, we will say that (p maps the paths of X, into the paths of Y(. In the following E", E^ and Ey will denote the expectation operator with respect to the measures P x , F 3 ' and f^, respectively, and Tp, ?o and TH will be the (first) exit times from the sets F, G and H for the processes Xy, Z^ and Y,, respectively.
The following connection between E^ and E*^ will be crucial:
where
fsr^ Y,-harmonic extension of g\8G to G (g\9G is the restriction of g to the boundary 9G of G).
Proof. -Since ?o ^ TH we have
E^(Z^)]= E^(Z^).x^^] + EWZ^).^^] = £^(Z^).^L(X^)] + E^z^.x^)],
where L = {x e 3H;(p(x) e G} = {x e aHn3U;(p(x) e G}. This gives, using (2.5) and putting x = ^(y):
since g = ^ on 8H\L.
The main result.
If (A,,Q',P) is a stochastic process in ^ c R* and E c= ^ is a Borel set then the hitting distribution of A, on E is the measure d\s.(y) = P[AT e dy], where T = inf {r>0; A, e E} is the first hitting time of E. In other words,
/ bounded, continuous. Let (%, (% and A, A denote the characteristic operators and the infinitesimal generators of X,, Y,, respectively. We will assume throughout that X^ and Y( are diffusions in the sense of Dynkin [9] , [10] , although some of the implications proved below can be obtained under weaker hypotheses.
We will need that OC\f o q>] e C(U) (the real continuous functions on U) for all / e C 2 (i^) (the twice continuously differentiable functions on Q, or at least for all / in a class of functions which is pointwise boundedly dense in C(i^).
, by Theorem 5.5, p. 143 in Dynkin [9] . For example, it will suffice to assume that (peC 2^) .
We will also assume one of the following two conditions: Either: (A) (p is not X-fmely locally constant, i.e. ^~l(y) does not contain non-empty X-finely open sets, for y e W . 
The assumption (A) or (B) is only needed in the implication (i)^(ii).
We refer the reader to Blumenthal and Getoor [2] for information about potential theory associated with Markov processes.
We are now ready to state and prove the main result of this paper: THEOREM 1. -The following are equivalent: (i) Z, and Y, have the same hitting distributions, for any choice of right inverse v| / of (p.
(ii) For all /eC 2^) , xeU we havê Hence P^^C^Z^yl = 1, so {y} is not polar for Y, using (i).
Therefore in the proof of (i) => (ii) it will be enough to assume that (A) , holds.
Let W be a neighbourhood of ^e(p(U). Let /eC 2^) . Then letting D = (p'^W), we get from Lemma 1
where / denotes the Y-harmonic extension of /|3W to W and x=^f(y).
By our assumption (A) on (p the set F = ^>~l(y) does not contain a non-empty X-finely open set.
Therefore the point x is a fine boundary point of F. Wly fc ^Dj
From this we get
where ^ is the hitting distribution of Xf on 8D, using that 
8D n BU
Let g be any positive, bounded smooth (i.e. C 2 ) function on i^ such that g = 0 in a neighbourhood of x. Then, again from Corollary p. 133 in Dynkin [9] :
asDiFi.e.Wi^.
In particular, this holds if g is a positive constant, hence for any constant and then also for any bounded, smooth function on S\3 . This proves that So from (ii) we obtain that
a[fi(n>(x))=a[fo^](x)
for all x such that ^(x) > 0.
By continuity this identity holds for all x e U. In particular, Similarly we get that for ti, t > 0, g^ ,g smooth is the unique solution of the equation
But we claim that the same equation is satisfied by fc<fe)=e^i(M,,)g(M^.)].
To see this, we first consider
Similarly, Finally, when y = <p(x) we get using (2.5)
)^(M^,).X(^^)(T)]}

= ^ {E^i (<p(X,,)) .^((p(X,, ^))X(., +,,,)(T)]}
= E^t((p(X,,)).A[^o (P](X^,)X(^,,)(T)] = E^i ((p(X,,)). A^((p(X,, ^)). /(,, ^,,,(T)].
So combining (3.11), (3.12) and (3. Using induction on this argument we obtain (3.14) E^(Y^) ..
. g^)] = E^(M^) ... ^(M^)].
So {YJ and {MJ have the same finite-dimensional distributions.
Since {YJ is a Markov process w.r.t. the o-algebras ^\ generated by {Y,;s<t}, it follows from (3.14) that {MJ is a Markov process w.r.t. the a-algebras 3F^ generated by {M,;s^}, by the following well-known argument:
If 0 ^ (i < • • • < tk < t < t + s and g, hj(l < ; ^ fe) are bounded Borel measurable functions from IT to R, then, if
,) ... h,(U^)
we have by (3.14) and the Markov property of Yy: This completes the proof of the theorem.
For the statements (ii) and (iv) in Theorem 1 the requirement that (p be continuously extendable to 8V seems unnatural. And it turns out that if we only assume (peC^U) then (ii) actually implies some kind of « stochastic boundary continuity » of (p, in the following sense : 
n-»oo
Since e was arbitrary, this implies that lim<p(Xp) exists a.s. when rfT A a,.
Since T was arbitrary, we conclude that lim (p(X^) exists a.s. on {<j,< 00}, rtt as asserted.
We now observe that if (peC^V), T = Ty and (p(X,) = lim (p(X,) exists a.s. on {a,< 00}, (TT then we can define the a,-welding of (p(Xn) and Y( in the same way as before (section 2).
Thus we obtain a more general version of Theorem 1, Theorem 1', where we drop the assumption that (p can be extended continuously to 8V and replace (i) by (0 For any open set V c U, V c= U, the a^-welding ZY of (p(X,) and Y, has the same hitting distributions as Y,, for any choice of right inverse \|/ of q>.
Applications.
In this section we give some examples and applications of Theorem 1. 
