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Abstract
Global Navigation Satellite System (GNSS) provides global, real time and continuous position-
ing services, which include metre-level standard positioning service down to centimetre-level
precise positioning service. The key of precise positioning service is making use of high preci-
sion carrier phase observations. However, only a fractional part of a carrier phase observation
can be precisely measured, while the remaining full cycle part is unknown. Determining the
unknown full cycle number is known as ambiguity estimation problem in context of GNSS
positioning. Only if the unknown integer cycle number is correctly resolved, centimeter level
positioning accuracy becomes achievable. Meanwhile, incorrectly fixed ambiguity may cause a
large bias in positioning results without notice. Therefore, reliability of GNSS integer ambiguity
is of great importance for precise positioning services.
This study focuses on the issues related to the reliability control of GNSS ambiguity res-
olution and aims to improve the reliability of the GNSS ambiguity resolution by adopting the
most reliable integer estimator and ambiguity acceptance tests. Reliable ambiguity resolution
requires an unbiased function model and a realistic stochastic model, which are addressed in the
study. The reliability of ambiguity estimation is investigated from integer estimation and integer
acceptance test aspects. The major contributions of the research are summarized as follows:
1. This research systematically reviews the integer aperture (IA) estimation theory and com-
pares performance of IA estimators with extensive simulation. The IA estimators are
classified into four categories according to their characteristics. This classification reveals
similarities and differences between different IA estimators, which also inspires new ideas
on how to construct the test statistics for the ambiguity acceptance test.
2. A weighted integer aperture bootstrapping (WIAB) estimator is proposed, which has a
better performance than existing integer aperture bootstrapping (IAB) estimator. Success
v
and failure rates of the WIAB estimator are easy to evaluate.
3. A likelihood ratio integer aperture estimation (LRIA) is investigated and compared with
the optimal integer aperture (OIA). The LRIA has the same acceptance region shape as
the OIA, but uses a different threshold determination method. The comparison shows the
threshold of the LRIA is more reasonable in extreme cases. The LRIA employs likelihood
as reliability measure rather than failure rate. The success fix rate can be guaranteed by
the LRIA.
4. The threshold determination methods are systematically reviewed. Under the integer
aperture framework, the threshold determination method is discussed as a separate topic.
The existing threshold determination methods are summarized as four categories.
5. A new threshold determination method for the ambiguity acceptance test, called threshold
function method, is proposed. This method preserves controllable failure rate nature
of the fixed failure rate (FF-) approach, but no simulation is required. The threshold
function method enables direct calculation of the FF-threshold with given formulas and
integer bootstrapping (IB) success rate, thus significantly reducing complexity of the FF-
threshold calculation.
6. The fixed failure rate approach is applied to the real data process. Performance of the
threshold function method is assessed with real GNSS data, which demonstrates feasibil-
ity of the FF-approach in the real data processing.
Keywords: GNSS, Ambiguity resolution, Ambiguity acceptance test, Reliability, Quality
control
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Chapter 1
Introduction
1.1 Background
Global Navigation Satellite System (GNSS), which provides global, continuous, precise posi-
tioning services, has been widely applied to geodetic research, transportation, precise timing
and navigation. The navigation satellites continuously transmit electromagnetic signals to the
earth and position of receivers can be determined by measuring distances between the satellite
and receiver. The distance is measured by observing either code or carrier phase signals (e.g.
[Hoffmann-Wellenhof et al., 1994]). The code measurement is designed with a long chip length
(about 30m-300m) and its sequence is designed for unambiguous distance measurement. The
carrier phase measurement is continuous, periodical cosine wave with a wavelength of about
20cm. GNSS receivers can only track a factional part of the carrier phase measurement, but
the remaining full cycle part cannot be measured. The problem of determining the unknown
full cycle number in GNSS positioning context is known as the ambiguity resolution problem.
After full cycle number is resolved, distance between satellite and receiver can be accurately
measured by the carrier phase observation; then, centimetre to millimetre level positioning
accuracy becomes achievable.
Although carrier phase-based positioning technique can provide a more accurate positioning
solution, it is still not as popular as the code based positioning technique. One major reason is
that the carrier phase based positioning technique is not as reliable as the code based positioning
technique. Failure of ambiguity resolution may cause large position offsets without notice.
Therefore, many reliability-critical applications prefer a low accuracy (but more reliable) code
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based positioning technique. If the reliability of ambiguity resolution can be improved or
controlled, application of the carrier phase based positioning technique can be further extended,
the challenge is how to ensure high reliability of ambiguity resolution.
Ambiguity resolution includes two aspects: ambiguity estimation and ambiguity validation.
Ambiguity estimation determines the right integer ambiguity from real-valued ambiguity. Am-
biguity validation checks the reliability of the fixed integer. Reliability of ambiguity resolution
is measured by the probability of fixing real-valued ambiguity to the correct integer, known as
success rate. The methodologies of ambiguity estimation have been well documented and the
integer least-squares (ILS) estimator is considered to be the optimal integer estimator since it
achieves the highest success rate among all integer estimators [Teunissen, 1999]. Reliability of
ambiguity resolution is not only determined by the integer estimator, but also by the underlying
model (including function model and stochastic model). If underlying model is not strong
enough, ILS can also be failed in ambiguity estimation. As a result, a further quality control
procedure, called ambiguity validation or ambiguity acceptance test, is adopted to ensure the
reliability of the fixed integer ambiguity. Although ambiguity validation problem has been
addressed by many researchers, it has not been solved well [Teunissen and Verhagen, 2008,
Verhagen, 2004, Verhagen et al., 2012].
Ambiguity acceptance test involves three aspects: probability basis, test statistic construc-
tion and threshold determination. Most of existing work attempts to solve the problem using
classical hypothesis test methods, which focuses on how to construct test statistics. Discrim-
ination tests such as F-ratio test [Abidin, 1993, Frei and Beutler, 1990, Landau and Euler,
1992], ratio test [Euler and Schaffrin, 1991], difference test [Tiberius and De Jonge, 1995] and
projector test [Han, 1997, Wang et al., 1998b] have been widely used in ambiguity validation.
However, these discrimination tests has its limitations: firstly, the discrimination tests assume
the fixed integer ambiguity is deterministic, but it is actually stochastic [Teunissen, 2002];
secondly, the threshold of the discrimination test is often determined empirically which is
difficult to evaluate the ambiguity validation performance.
Integer aperture (IA) estimation theory gives a better understanding of the ambiguity val-
idation problem. Firstly, the ambiguity residuals distribution is used as a probability basis of
ambiguity validation. The ambiguity residuals distribution considers the stochastic property
of the fixed integer ambiguities and thus is more rigorous than discrimination tests. From the
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statistic construction aspect, existing discrimination tests are also considered as members of
the IA estimators. Furthermore, a number of new IA estimators are proposed under the IA
framework, including ellipsoidal integer aperture (EIA) [Teunissen, 2003c], integer aperture
bootstrapping (IAB) [Teunissen, 2005b] , integer aperture least-squares (IALS) [Teunissen,
2005c], penalized integer aperture (PIA) [Teunissen, 2004] and optimal integer aperture estima-
tor (OIA) [Teunissen, 2005b]. These IA estimators provide more choices to validate the fixed
ambiguities. From the threshold determination aspects, the failure rate is used as a measure
of reliability and corresponding fixed failure rate (FF-) approach is proposed to determine the
threshold reasonably [Teunissen and Verhagen, 2009, Verhagen, 2005b].
There are still many challenges for the ambiguity acceptance test. First, inadequate attention
has been paid to the integer bootstrapping (IB) estimator. Currently, most research is related to
discrimination tests, but these discrimination tests require at least two integer candidates and
thus are only applicable to the ILS estimator. On the other hand, although the IB estimator
is a suboptimal solution, but its performance is close to the ILS estimator after the decorrela-
tion. Moreover, IB estimator is more computational efficient since it is exempt from searching
procedure. In high-dimensional case, ILS searching would become extremely time-consuming.
In this case, IB estimator is still computational efficient, so it would be competitive in high
dimensional ambiguity estimation scenarios. However, ambiguity acceptance test method for
the IB estimator has not received adequate attention and only the integer aperture bootstrapping
(IAB) is designed for the IB estimator. Whether the IAB is the best ambiguity acceptance test
for the IB estimator has not been investigated. Whether it is possible to improve the performance
of IAB is still not clear.
Another challenge comes from the threshold determination method in ambiguity acceptance
test. The fixed failure rate (FF-) approach has a rigorous probability theory basis, but it has a
high computational demand. Whether there is any other sound threshold determination method
is untouched. The failure rate has been used as an reliability measure in the FF-approach, but
whether low failure rate always means reliable ambiguity resolution has not been investigated.
In addition, whether the ambiguity resolution reliability can be measured by other indicators is
also worth to look into.
The third challenge is also related to the threshold determination method. As the FF-
approach has a high computational demand, so whether the FF-approach can be simplified
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or its computational efficiency can be improved is still worth to investigate. A look-up table
method has been put forward to improve the computational efficiency of the FF-approach, but
it still relies on the Monte-Carlo method after simplification. Whether it is possible to obtain
the FF-threshold without simulation is still unclear.
Finally, how to apply the FF-approach in GNSS data processing is still challenging. Current
research on ambiguity acceptance tests only focuses on theoretical aspects, so the concepts are
often demonstrated with simulation data. Performance of the FF-approach need to be validated
in real data processing. The challenge of applying FF-approach to real data comes from how to
obtain realistic stochastic model and unbiased function model.
The multi-GNSS, multi-frequency environment is also challenging for ambiguity accep-
tance test problem as it increases the ambiguity dimension dramatically. In a GPS only scenario,
the ambiguity dimension is typically less than 20 for real-time data processing, but it may
increases to more than 100 if multi-GNSS signals (e.g. GPS, GLONASS, Beidou, Galileo) are
incorporated. High dimension means a heavy computation load, so whether the ambiguity ac-
ceptance test methods are still efficient in high dimensional cases also needs to be investigated.
1.2 Objectives and Aims
This study examines reliability control issues in GNSS carrier phase ambiguity resolution from
three aspects: underlying model, integer estimation and ambiguity acceptance test.
The role of underlying model in reliability control is to ensure the two prerequisites of
ambiguity accept test: unbiased function model and realistic stochastic model. Current study
of underlying model focuses on how to identify a reasonable function model for ambiguity
resolution. How to judge unbiasness of the function model is also of importance in function
model identification. The methodology of obtaining precise and realistic stochastic model is
also indispensable for ambiguity resolution reliability control. Reliable ambiguity resolution
can be expected only when the unbiased function model and realistic stochastic model are
adopted.
Integer estimation procedure can identify the most reliable integer ambiguity from real-
valued ambiguity parameter, hence it is an important aspect of ambiguity resolution reliability
control. The integer estimation has been extensively studied and the integer least-squares (ILS)
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estimator has been proven as the optimal integer estimator [Teunissen, 1999]. However, even
the ILS estimator cannot ensure that the fixed integer is always reliable. Hence, the ambiguity
acceptance test is necessary to check whether the fixed integer is reliable enough. Based on
existing research on integer aperture estimation, this study is targeted at answering following
questions:
1. What is the relationship between the existing IA estimators? The similarities and differ-
ences between different IA estimators need to be systematically reviewed since a number
of IA estimators have been proposed. The relationship reveals the rules of IA estimators
construction and exposes the shortcomings of the existing IA estimators. The analysis
also inspires new or improved IA estimators.
2. How do these IA estimators perform and under which context? The IA estimators have
been compared with particular examples, but there is no large-scale comparison result
available. Particular examples can give an intuitive sense of which IA estimator is better,
but it is difficult to answer whether the IA estimator always outperforms or outperforms
only in certain circumstance. In this study, we compare the IA estimators with extensive
data to give a more comprehensive description of IA estimator performance.
3. How to control reliability with the integer bootstrapping estimator? The ambiguity ac-
ceptance test for the integer least-squares has been extensively studied, but the test for
integer bootstrapping has been paid little attention. The integer bootstrapping performs
quite close to the integer least-squares after decorrelation and is more computationally
efficient, thus it would be a promising IA estimator in context of multi-GNSS. The
integer aperture bootstrapping is designed for the IB estimator, but whether it is the best
ambiguity acceptance test method for the IB estimator has not been investigated.
4. How to reasonably determine the threshold of the ambiguity acceptance test? As known,
the empirical approach cannot meet the reliability control requirement. The fixed failure
rate approach adopts the failure rate as the reliability measure and tries to control failure
rate in ambiguity acceptance test. The fixed failure rate approach has a sound theoretical
basis, but also has a high computational demand, thus is difficult to be applied in real-time
data processing. Is the fixed failure rate approach the only reasonable way to determine
the threshold?
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5. How can the computation efficiency of the fixed failure rate approach be improved?
Another way to solve the threshold determination method is try to improve the fixed
failure rate approach by reducing its complexity, so that users can acquire the threshold
as easily as when using the empirical approach.
1.3 Outline of Thesis
The remaining five chapters of this thesis are outlined as below.
Chapter 2 describes the mathematical models of GNSS positioning. The underlying model
is quite critical for GNSS ambiguity estimation and validation. The basic GNSS observation
equation is introduced at first. The error sources of GNSS observations and general treatment
methods are reviewed. The mathematical model is then described from both function model and
stochastic model aspects. The function model removes all biases in observation and ensures the
unbiasness of the underlying model. The stochastic model ensures that the applied stochastic
model does reflect the stochastic characteristics of the GNSS observations. Both aspects are the
prerequisite of successful ambiguity resolution. The double-differenced and single-differenced
models are discussed and their equivalence is demonstrated in theoretical analysis. The function
model validation method is also introduced as an diagnostic tool to verify the applicability of
the underlying function model. The structure of the stochastic model is briefly introduced and
the principle of variance components estimation is also discussed.
Chapter 3 briefly reviews the GNSS integer estimation theory. Firstly, the procedure of
solving the mixed integer model is reviewed. Then, the integer estimators are systematically
reviewed. The concept of admissible integer estimators is introduced and three admissible inte-
ger estimators: integer rounding, integer bootstrapping and integer least-squares are discussed.
The decorrelation procedure is also briefly introduced and corresponding variant and invariant
in decorrelation procedure is pointed out. Concept of success rate is introduced as a measure
of integer estimation reliability. The computation of success rate and its various bounds are
introduced. In addition, performance of integer estimators are compared in terms of success
rate. The upper and lower bounds of success rate are systematically investigated, especially
their performance before and after decorrelation is compared. Finally, the tightest bound of
integer least-squares success rate is identified according to the numerical results.
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Chapter 4 discusses the principle of ambiguity acceptance test under the framework of
integer aperture (IA) estimation. All existing integer aperture estimators are grouped into four
types according to their test statistics construction methods. The distance-based IA estimators
employ only one integer candidate and their success rate and failure rate are easy to evaluate.
The weighted integer aperture bootstrapping (WIAB) estimator is proposed in this study and
has been proven to have better performance than the integer aperture bootstrapping (IAB)
estimator. The projector-based IA estimator requires at least two integer candidates to form
the test statistics. The ratio-based IA estimators are similar to the projector based IA estimators,
but they use ratio statistics. The probability-based IA estimators require knowledge of full
ambiguity residuals probability distributions, so they are theoretical rigorous. The performance
of the IA estimators is also compared with extensive simulation data at the end of the chapter.
Chapter 5 investigates the threshold determination methods in the ambiguity acceptance
test. The four different threshold determination methods in ambiguity acceptance test are
reviewed first. Then, the fixed failure rate (FF-) approach is systematically reviewed. The
FF-approach has a sound theoretical basis, but it is time consuming. Much effort has been
given to improve the efficiency of the FF-approach. A look-up table method, which expresses
the FF-threshold with a two dimensional table, makes the FF-threshold easy to access. A new
threshold determination method, the threshold function method, is proposed in this study. This
threshold function method addresses the relationship between the FF-threshold and the integer
bootstrapping success rate, so that the FF-threshold can be directly calculated.
Chapter 6 summarises contributions of this research and points out future research direc-
tions.
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Chapter 2
Mathematical Model for GNSS Positioning
The mathematical model for GNSS positioning includes two aspects: function model and
stochastic model. Function model describes relationship between observations or between
observations and parameters; stochastic model describes stochastic characteristic of the ob-
servations. In this chapter, both function model and stochastic model for GNSS positioning
applications are reviewed. A proper function model can handle all biases in GNSS observations
and a realistic stochastic model can ensure the reliability. Both of them are critical in GNSS
positioning applications, especially in the carrier phase based positioning case. In this chapter,
the formulation of the GNSS function and stochastic models are reviewed, along with the
methodologies of model validation and variance component estimation.
2.1 GNSS Observation and Error Sources
Satellite positioning system enables calculation of users’ position by measuring the distances
between satellite and receiver. With known satellite coordinates, receiver coordinates can be ex-
pressed as a function of measured distances. Hence, obtaining precise geometric distance from
GNSS observations is the key problem of GNSS positioning. However, raw GNSS observations
are perturbed by various error sources, such as hardware delays, propagation medium and the
observation environment. These error sources need to be properly handled before calculating
users’ position. In this section, the error sources in GNSS observations are analysed.
GNSS satellites transmit four types of observations: pseudorange (code), carrier phase,
Doppler shift and signal strength. The pseudorange (code) and carrier phase observations are
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the most important observation types in GNSS positioning applications. The Doppler shift is
often used in velocity determination and cycle slip detection. The signal strength can be used
in stochastic model determination, cycle slip detection and GNSS reflectometry. In this study,
only the code and carrier phase observations are discussed.
The code and phase observations can be expressed as:
Pi = ρ+ δorb + c(δt
S − δtR) + (Ii + bSi − bRi ) + δtrop + Pi
φi = ρ+ δorb + c(δt
S − δtR)− Ii + δtrop + λi(φ0,Si − φ0,Ri +Ni) + φi
(2.1)
The meaning of the terms in equation (2.1) is described as follows:
Pi pseudorange (code) observation on the ith L-band signal (in metres)
φi carrier phase observation on the ith L-band signal (in metres)
ρ geometric distance between satellite S and receiver R (in metres)
δorb satellite orbit error in units of metres
c speed of light in vacuum 299,792,458m/s
δtS satellite clock error in units of second
δtR receiver clock error in units of second
fi signal frequency of the ith L-band carrier phase signal in units of MHz
Ii ionospheric delay on ith L-band signal in units of metres
δtrop tropospheric delay in units of metres
λi wavelength of ith carrier phase in units of metres
bSi satellite-specified instrumental group delay (in metres)
bRi receiver-specified instrumental group delay (in metres)
φ0,Si satellite-specified initial fractional phase bias on ith carrier phase signal (in cycle)
φ0,Ri receiver-specified initial fractional phase bias on ith carrier phase signal (in cycle)
Ni unknown full cycle number of ith carrier phase signal in unit of cycle
Pi receiver code noise in metres
φi receiver phase noise in metres
The terms with subscript i means the bias is frequency-dependent.
Besides the biases listed above, there are several biases not explicitly involved in the equa-
tion, since they can be precisely corrected by models, e.g. the satellite antenna offset, phase
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windup error, the relativistic effect, the earth rotation effect, the earth and ocean tide effect.
All the terms except geometric distance in the equation are treated as ’nuisance biases’ in
positioning applications, although they may be useful in other applications (e.g. the GNSS
remote sensing).
All error sources can be grouped into three types: satellite-specified error, receiver-specified
error and propagation-path-specified error. The satellite-specified errors include orbital error,
satellite clock error, satellite-specified instrumental group delay, the initial fractional phase
bias. The receiver-specified error includes receiver clock error, receiver-specified instrumental
group delay and initial fractional phase bias. The propagation-path-specified errors refer to
tropospheric and ionospheric delay. The multipath error can also be considered as propagation-
path-specified, but it also depends on GNSS receiver and antenna design. Most of satellite-
specified errors can be mitigated by employing better equipments or observation techniques,
such as orbit error and satellite clock error. Many receiver-specified errors, such as instrumental
group delay, can be mitigated by calibration. Hence, the major challenge of error handling is
how to deal with the propagation path-specified errors.
Generally, there are three approaches to handle these error sources: modeling, elimination
and estimation.
The modeling method describes the bias with proper mathematical model, which comes
from external network estimation (e.g. precise orbit and clock product, global ionosphere
map), empirical model (e.g. Klobuchar ionosphere model [Klobuchar, 1987], Saastamoinen
troposphere model [Saastamoinen, 1972]) or external calibration (e.g. differential code bias
(DCB), satellite antenna offset). The modeling method is particularly suitable for handling
satellite-specified biases since these biases are the same for all users. Some empirical models
are also applied to correct the atmosphere biases, but they can correct only a portion of errors
due to the complexity of atmosphere variation. The receiver-specified errors are difficult to
model since they are receiver-dependent. Some errors such as the phase center offset can be
calibrated by the manufacturers, but many receiver-specified errors are not time invariant or
temperature invariant, so they are difficult to calibrate. How to modeling receiver-specified
errors is still challenging due to increasing number of manufacturers.
The elimination method means canceling or mitigating errors by linear combination or
difference technique. The elimination method employs correlation or function relationship
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between biases to cancel out or mitigate biases. This method can remove biases regardless of
their magnitude or variation characteristics, so it is simple and efficient. The limitations of this
method are threefold: inflexibility, loss of information and degradation of observation precision.
The inflexibility makes it only capable of handling these biases with particular characteristics.
Some useful information in the observations is inevitably lost when forming linear combination
or differenced observations. The linear combined or differenced observations become much
noisier than the raw observation in most cases, which is the price of bias elimination or mitiga-
tion.
The estimation method treats biases as unknown parameters in estimation procedure. This
method not only can remove bias from observation, but also is capable of extracting specified
biases from observations. The estimation method can be used to handle any estimable biases
and is more flexible than the elimination method. However, only a limited number of biases can
be estimated since over-parametrization may cause low estimate precision or rank deficiency
problem. Increase parameter number also degrade estimates’ precision. Normally, only desired
parameters and the biases that cannot be handled by other methods are incorporated in function
model.
Extracting desired parameter from GNSS observations requires a proper mathematical model
that includes both function model and stochastic model. The function model describes the
relationship between observations or between observations and parameters. Normally, the
relationship is explicit and deterministic, while recent studies put effort on the error-in-variable
(EIV) model, which also considers errors in the relationship (e.g. [Amiri-Simkooei and Jazaeri,
2012, Xu et al., 2012a]). In this study, our discussion is still limited to the deterministic function
model. The stochastic model describes statistic characteristics of observations and parameters.
As an extension of function model, stochastic model is capable of considering prior stochastic
information to improve precision of estimated parameters. On the other hand, stochastic model
can also be incorporated into function model by adding ’pseudo observations’ (e.g. [Schaffrin
and Bock, 1988, Teunissen and Kleusberg, 1998]).
In fast precise GNSS positioning, the major challenge is resolving carrier phase integer
ambiguity correctly. As shown in equation (2.1), GNSS observables are contaminated by a
range of error sources and integer nature of ambiguities cannot be directly exploited. Hence, a
proper function model is required to handle biases and recover the integer nature of ambiguities.
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There are three models to recover integer nature of ambiguities: double-differenced model,
single-differenced model and zero-differenced model. The first model is commonly known as
the real time kinematic (RTK) model which requires two receivers at minimum and the other
two models, which enables positioning with stand-alone receivers, are known as PPP-RTK
models.
The orbit error σorb is assumed negligible in following discussion since we assume precise
orbit information is always available in data processing. Three-dimensional uncertainty of the
international GNSS services (IGS) precise GPS orbit product is only 3-5 cm (e.g [Kouba and
He´roux, 2001]). The radical direction, which is directly contributed to the distance calculation,
has the best accuracy out of the three directions; As a result, the orbit error is reduced to
negligible level with the IGS precise ephemeris and simply ignored in following equation. For
simplicity, the satellite-specified and the receiver-specified biases are merged to generalised
clock biases respectively, which are defined as:
dtˇSi = cδt
S + bSi
dtˇRi = cδt
R + bRi
dTˇ Si = cδt
S + λiφ
S,0
i
dTˇRi = cδt
R + λiφ
R,0
i
(2.2)
where dtˇSi and dTˇ
S
i are satellite-specified code and phase error respectively. dtˇR,i and dTˇR,i are
receiver-specified code and phase error respectively. It is noted that the generalised clock error
terms are frequency-dependent and expressed in unit of metre.
The generalised clock biases in equation (2.2) can be substituted into equation (2.1) and
then, the observation equation (2.1) can be written as:
Pi = ρ+ dtˇ
S
i − dtˇRi + Ii + δtrop + Pi
φi = ρ+ dTˇ
S
i − dTˇRi − Ii + δtrop + λiNi + φi
(2.3)
If the satellite-specified error dtˇSi , dTˇ
S
i , the receiver-specified error dtˇ
R
i , dTˇ
R
i and the prop-
agation path-specified error Ii,δtrop are all handled properly, the integer nature of Ni can be
recovered without any difficulty. The following discussions are all based on this simplified
observation equation.
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2.2 Function Model
The role of the function model is describing the relationship between observations and pa-
rameters. A good function model can handle all biases in the observations. There are two
distinguishing carrier phase based positioning modes, real time kinematic (RTK) and precise
point positioning (PPP). The traditional PPP mode does not involve ambiguity resolution, but
a new technique called PPP-RTK enables resolving the ambiguity in the PPP mode. The
RTK mode employs double-differenced observations; the PPP-RTK mode employs single-
differenced or undifferenced observations [Wabbena et al., 2005]. In this section, the principles
of both RTK and PPP-RTK modes are discussed.
2.2.1 Double-differenced model
The most straightforward way to handle these errors is the double-differenced model. This
model, which can determine relative position efficiently, has been used since the 1980s (e.g.
[Bossler et al., 1980]). The procedure of the double-differenced model can be described as
follows:
• inter-station difference. The double-differenced model requires at least two receivers and
one with known coordinates. The receiver installed on the known point is known as the
reference station; the other is the rover station. The inter-station difference makes the
difference between the observations from the rover station and from the reference station.
∆Pi = ∆ρ+ ∆dtˇ
R
i + ∆Ii + ∆δtrop + ∆Pi
∆φi = ∆ρ+ ∆dTˇ
R
i −∆Ii + ∆δtrop + λi∆Ni + ∆φi
(2.4)
where ∆ is the inter-station difference operator. After inter-station difference, all satellite-
specified biases are removed. The propagation path-specified biases are mitigated af-
ter inter-station difference since the signal path for both receivers are quite similar. If
the two receiver are close enough, the remaining propagation path-specified errors can
be neglected. Meanwhile, inter-satellite difference also eliminates the common part of
geometry-distance. the remaining ∆ρ is only sensitive to the distance difference between
the two stations. Therefore, inter-station differenced observation can only be used to in
relative positioning. On the other hand, The receiver clock ∆dTˇRi and the ambiguity
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bias ∆Ni become relative biases. Integer nature of ∆Ni still cannot be recovered since
it is still contaminated by the relative receiver-specified biase ∆dTˇRi . The inter-station
difference helps to eliminate satellite-specified biases and mitigate propagation path-
specified biases at a price of losing useful information. At first, absolute geometry
distance cannot be obtained in inter-differenced observations, so positioning in absolute
sense becomes impossible. Secondly, atmosphere biases in the inter-station differenced
observations are also expressed in relative sense, so extract absolute atmosphere delay
also becomes impossible.
• inter-satellite difference. In order to recover integer nature of the ambiguity parameters,
the receiver-specified biases have to be handled. The receiver-specified biases can be
eliminated by forming inter-satellite differenced observations. After inter-satellite differ-
ence, the double-differenced observations are formed, which are given as:
∇∆Pi = ∇∆ρ+∇∆Ii +∇∆δtrop +∇∆Pi
∇∆φi = ∇∆ρ−∇∆Ii +∇∆δtrop + λi∇∆Ni +∇∆φi
(2.5)
where ∇ is the inter-satellite difference operator. The receiver-specified biases are re-
moved from the equation after inter-satellite difference. Inter-satellite difference has
different role in formation of double-differenced observations. At first, inter-satellite
difference cannot significantly reduce the propagation path-specified biases, since the
propagation paths from difference satellites are significantly different. Another important
difference is that inter-satellite difference makes double-differenced observations mathe-
matically correlated.
Equation (2.5) indicates that the double-differenced observation can eliminate satellite-
specified and receiver-specified biases completely. The propagation path-specified errors can
also be significantly reduced by double-difference operation. The magnitude of remaining
propagation path-specified errors depend on baseline length. It is clear that large propaga-
tion path-specified residuals can also ruin integer nature of ambiguities, so handling these
propagation path-specified residuals becomes the remaining challenge in double-differenced
ambiguity resolution. The remaining propagation path-specified errors can be further handled
by estimation method. Considering different magnitude of propagation path-specified residuals,
the double-difference model can be discussed in three cases: short baseline case, medium
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baseline case and long baseline case.
Short baseline case
For short baseline case, the magnitude of ionosphere and troposphere residuals does not affect
integer ambiguity resolution, so no further action is required to handling these residuals. The
residuals can be ignored in the observation equations. In this case, the observation can be
simplified as:
∇∆Pi = ∇∆ρ+∇∆Pi
∇∆φi = ∇∆ρ+ λi∇∆Ni +∇∆φi
(2.6)
In this model, the observation involves only double-differenced geometry distance and
ambiguity parameter. If the measured double-differenced geometry-distance is precise enough,
the ambiguity parameters can be easily fixed to the right integers. Assuming there are s visible
satellites and f feasible frequencies, the function model for the short baseline case can be given
as:
E
 ∇∆P
∇∆φ
 = (e2 ⊗ ef ⊗ (DG),MA ⊗ Λf ⊗ Is−1)
 b
a
 (2.7)
where ei is i× 1 column vector with all entries equals to 1. MA = diag([0, 1]T ). diag(·) fills a
column vector to the primary diagonal entries of a diagonal matrix. Λf = diag([λ1, λ2, · · · , λf ]T ).
Is−1 = diag(es−1). D is an inter-satellite difference mapping matrix, which can be expressed as
D = [Is−1,−es−1]. G is a s× 3 Jacobian matrix which involves partial derivation ( ∂ρ∂x , ∂ρ∂y , ∂ρ∂z ).
a and b are the ambiguity and baseline parameters.
Long baseline case
The other extreme is the long baseline case. In this case, we assume the two receivers are
extremely far from each other, so the signal propagation path is completely different from each
other. In this case, the satellite-specified and receiver-specified biases still can be removed after
double difference, but propagation path-specified residuals are extremely large. The propaga-
tion path-specified residuals refer to ionospheric residuals and tropospheric residuals.
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Troposphere delay is a non-dispersive propagation bent when the electromagnetic wave goes
through the troposphere and thus its magnitude depends on the propagation path. According to
neutral atmosphere theory, troposphere delay can be expressed as [Leick, 2004]:
Tlos = Tz,d ∗mh(E) + Tz,w ∗mw(E) (2.8)
where Tlos is the troposphere delay on line-of-sight, Tz,d and Tz,w are zenith hydrostatic delay
and zenith wet delay respectively. mh(E) andmw(E) are the mapping functions for hydrostatic
delay and wet delay respectively.
The hydrostatic delay can be calculated from the meteorological information, while the wet
delay is difficult to model due to complex water vapor variation. A commonly used method
is correcting the hydrostatic delay and the major part of the wet delay, and estimating the
troposphere residuals on the zenith direction. The benefit of expressing the troposphere delay
as equation (2.8) is that only one parameter is introduced into the system; the limitation is
that the precision of the estimated zenith wet delay is dependent on the mapping function.
Extensive studies have been made on troposphere mapping function, such as Neill mapping
function (NMF) [Niell, 1996], Vienna mapping function (VMF) [Boehm and Schuh, 2004],
Global mapping function (GMF) [Boehm et al., 2006].
The ionosphere impact on line-of-sight direction can reach 150 total electron content (TEC)
units in a solar active year, which is equivalent to about 25m [Langley, 2000]. It is clearly that
the full cycle number cannot be correctly solved with the observations are perturbed by several
meters. The ionosphere delay can also be corrected by empirical models, such as the Klobuchar
model [Klobuchar, 1987] and the NeQuick model [Radiceila, 2009]. The global ionosphere
map [Schaer, 1999] derived from the global tracking network is also published regularly by
the international GNSS services (IGS). Due to the high variability of the ionosphere activity,
these models are not accurate enough to support ambiguity resolution [Klobuchar, 1987, Schaer,
1999]. For dual- or multi-frequency cases, the ionosphere delay can be eliminated by the
so-called ionosphere free (IF) linear combinations. The capacity of long baseline ambiguity
resolution using IF combination has been demonstrated by Blewitt [1989], but this method only
applicable for static baseline data processing. A more general method to handle ionosphere
delay is parameter estimation. Considering the atmosphere parameters, the function model for
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long baseline data processing can be given as:
E
 ∇∆P
∇∆φ
 = (e2 ⊗ ef ⊗ (DG), e2 ⊗ ef ⊗ (DM),MI ⊗ µf ⊗ Is−1,MA ⊗ Λf ⊗ Is−1)

b
δT
δI
a
 (2.9)
where δT and δI are the double-differenced troposphere delay in the zenith direction and the
double-differenced L1 ionosphere delay in the line-of-sight direction respectively. M is an
s × 1 vector containing the wet mapping function mw(E) of each satellite at the rover station.
MI = [1,−1]T , µf = [f
2
1
f21
,
f21
f22
, · · · , f21
f2f
]T .
Medium baseline case
The most commonly used model is the medium baseline model. There is no unified definition
of the medium baseline, but atmosphere delay is not negligible in medium baseline cases
[Teunissen and Kleusberg, 1998, pp. 337]. In contrast to the long baseline case, the atmosphere
delay can still be mitigated in certain extent, but its residuals cannot be ignored. The magnitude
of atmosphere residuals can be modeled as a function of baseline length. Therefore, priori
atmosphere residual information can be obtained and used in data processing. The priori
information can be incorporated in either a priori vc-matrix form or a pseudo observations form.
According to Schaffrin and Bock [1988], these two forms are completely equivalent. If the
priori atmosphere information is incorporated as a pseudo observation, the double-differenced
model for medium baseline case can be expressed as:
E

∇∆P
∇∆φ
∇∆VI
 =
 e2 ⊗ ef ⊗ (DG)
0(s−1)×3
 ,
 e2 ⊗ ef ⊗ (DM)
0(s−1)×1
 ,
 MI ⊗ µf ⊗ Is−1
Is−1
 ,
 MA ⊗ Λf ⊗ Is−1
ef ⊗ 0(s−1)×(s−1)


b
δT
δI
a
 (2.10)
where ∇∆VI is the pseudo ionosphere observation. Corresponding stochastic model is pre-
sented in equation (2.48). The medium baseline model with priori ionosphere information is
also known as ‘ionosphere weighted model’ [Odijk, 2002].
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2.2.2 Single-differenced model
The double-differenced model is simple and efficient, but the difference procedure also elim-
inates some useful information. Benefiting from better understanding of the biases in GNSS
signals, it possible to remove nuisance biases and to preserve more useful information. With
various precise GNSS products, the precise point positioning (PPP) technique can provide
a centimetre accuracy positioning result with only one receiver [Zumberge et al., 1997]. In
particular, the PPP-RTK technique can efficiently reduce PPP convergence time by ambiguity
resolution [Geng et al., 2010, Zhang and Li, 2012], which has triggered great interest in GNSS
communities. The most significant difference between PPP-RTK and RTK is that the correction
is expressed in observation space representation (OSR) or state space representation (SSR)
[Wabbena et al., 2005]. The single-difference model is one popular method used in the PPP-
RTK technique [Ge et al., 2008, Geng et al., 2010, Teunissen and Khodabandeh, 2015].
This study focuses on how to recover the integer nature with single-difference model. As
the PPP-RTK presents the corrections in SSR form, it involves at least two sections : generation
of SSR and utilization of SSR. The basic scheme of PPP-RTK is generating various corrections
on server side and utilizing corrections on user side. In single-differenced model, single-
differencing is performed on both server and user sides. Since only one receiver is on user
side, inter-station difference is not applicable. Inter-satellite difference is applied to equation
(2.3), given as:
∇Pi = ∇ρ+∇dtˇSi +∇Ii +∇δtrop +∇Pi
∇φi = ∇ρ+∇dTˇ Si −∇Ii +∇δtrop − λi∇Ni +∇φi
(2.11)
Inter-satellite difference cannot recover the integer nature of ambiguities due to remaining
propagation path-specified error ∇Ii, ∇δtrop and the satellite-specified error ∇dtˇSi , ∇dTˇ Si .
Therefore, the challenge of PPP-RTK come from the satellite-specified and propagation path-
specified biases modeling. Actually, PPP-RTK also recovers double-differenced ambiguity on
user side, although no double-differenced observation are formulated [Teunissen and Khod-
abandeh, 2015]. In this study, the function model for PPP-RTK are discussed in two cases:
single reference station case and multiple reference station case.
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Single reference station case
The single reference station PPP-RTK is the simplest case of PPP-RTK and it is considered as
the best choice to understand the PPP-RTK model.
The discussion includes the correction generation on server side and the positioning model
on user side. In single reference station case, the server side only involves one reference station.
The observations from the reference station are marked with subscript ’r’ and these on the user
side are marked with subscript ’u’.
If the rover station is close to the reference station, then the atmosphere delays between
the reference station and the rover station are the same, so precise atmosphere models is not
necessary in single reference case. Therefore, the atmosphere delays can also be merged into
the integer clock terms. The ambiguity datum is fixed to arbitrary integer Z on the server side,
and then the new satellite-specified integer clock can be redefined as:
∇dt¯Sr,i = ∇dtˇSi +∇Ir,i +∇δtrop,r +∇Pi
∇dT¯ Sr,i = ∇dTˇ Si −∇Ir,i +∇δtrop,r + λi(∇Nr,i − Zi) +∇φi
(2.12)
where Zi ∈ Z is the ambiguity datum, which can be fixed to arbitrary integer. If the true
value of single-differenced integer ambiguity∇Nr,i is known, then the integer bias term∇Nr,i−
Zi can be removed by properly chosen Zi. However, the true integer value can never be known
in reality, therefore, the bias term is always there. Once ambiguity datum is fixed to integer, a
transformed integer clock bias can be obtained:
∇dT˜ si = ∇dTˇ si + λi(∇Nr,i − Zi) (2.13)
The transformed integer clock parameter ∇dT˜ si is an estimable clock parameter, but the
true integer clock parameter ∇dTˇ si is not estimable. Equation (2.13) indicates the difference
between the true and the transformed integer clock parameter is an ambiguity datum specified
integer. Substituting equation (2.12) back to single-differenced observation equation (2.11),
then the observations on server side can be rewritten as:
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∇Pr,i = ∇ρr +∇dt¯Sr,i
∇φr,i = ∇ρr +∇dT¯ Sr,i + λiZi
(2.14)
The re-defined satellite clocks ∇dt¯Si and ∇dt¯Si are broadcast to users as the ‘satellite clock
correction. After applying the satellite clock correction, the user side observation becomes
∇P¯u,i = ∇ρu +∇dtˇSi +∇Iu,i +∇δtrop,u +∇Pi − dt¯Sr,i
∇φ¯u,i = ∇ρu +∇dTˇ Si −∇Iu,i +∇δtrop,u + λi∇Nu,i +∇φi − dT¯ Sr,i
(2.15)
The corrected observations on user side are denoted as ∇P¯u,i and ∇φ¯u,i. Equation (2.15)
can be reduced as:
∇P¯u,i = ∇ρu + δ∆∇Iu,i + δ∆∇δtrop,u + ∆∇Pi
∇φ¯u,i = ∇ρu − δ∆∇Iu,i + δ∆∇δtrop,u + λi(∆∇Nu,i + Zi) + ∆∇φi
(2.16)
where δ∆∇Iu,i and δ∆∇δtrop,u are double-differenced ionosphere and troposphere delay residuals
on the user side; ∆∇Nu,i + Zi is the recovered double-differenced ambiguity parameter. If
the double-differenced ionosphere and troposphere residual are negligible, then the single-
differenced observation equations (2.16) on user side become similar to the short baseline
double-differenced observation equations (2.6). However, there are two significant differences
between equation (2.16) and (2.6): (1) The geometry distance term is single-differenced in PPP-
RTK model, but it is double-differenced in RTK model. It means PPP-RTK model still preserves
absolute positioning capacity although the observations has been partially double-differenced.
(2)The recovered integer ambiguity parameters on user side is translated by Zi. The integer
translation does not affect the integer nature of ambiguity parameter, but its true value may
changed [Collins et al., 2010, Teunissen et al., 2010]. Zi is known as ambiguity datum defined
on server side and delivered to user side along with clock bias terms.
Multiple reference station case
The single reference station case is simple and easy to apply, but it also has its shortcomings:
(1) it has only a limited coverage area. (2) it is difficult to ensure the quality of corrections since
to redundant observations. (3) the correction transmission load is the same as RTK model due
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to high variability of atmosphere delay. In order to overcome these shortcomings, a multiple
reference station case is investigated in this section. It assumes that there is a tracking network
including m stations on server side for correction generation. In this case, the correction (2.12)
is no longer applicable since the ionosphere delay∇Ii, troposphere delay∇δtrop and ambiguity
∇Ni are different for different reference stations. In order to keep the model simple, we assume
that precise troposphere correction ∇δ¯trop and ionosphere correction ∇I¯i are available. One
reference station is chosen to determine the ambiguity datum, which is marked by subscript 1.
The observations from the selected reference station is written as:
∇dt¯S1,i = ∇P1,i −∇ρ1 −∇Iˆ1,i −∇δˆtrop,1 = ∇dtˇSi +∇Pi
∇dT¯ S1,i = ∇φ1,i −∇ρ1 +∇Iˆ1,i −∇δˆtrop,1 − λiZi = ∇dTˇ Si + λi(∇N1,i − Zi) +∇φi
(2.17)
where ∇dt¯S1,i and ∇dt¯S1,i are satellite clock corrections estimated from the selected reference
station. ∇Iˆ1,i and∇δˆtrop,1 are the interpolated ionosphere and troposphere corrections of station
1 from the external precise models. The carrier phase clock correction is biased by a integer
λi(∇N1,i − Zi), but it does not affect the recovery of the integer nature at the user side.
The satellite clock correction described in equation (2.17) defines an ambiguity datum of
the network process. The ambiguity of the reference network can then be resolved and the final
clock correction product can be estimated. Once the ambiguity datum is fixed, the ambiguities
of the whole network become estimable. Once the satellite clock corrections ∇dt¯S1,i and ∇dt¯S1,i
from the first reference station are delivered to other reference stations, the observations of the
rest reference station can be expressed as:
∇P¯r,i = ∇ρr +∇dtˇSi +∇Ir,i +∇δtrop,r +∇Pi − dt¯S1,i −∇I¯r,i −∇δ¯trop,r
∇φ¯r,i = ∇ρr +∇dTˇ Si −∇Ir,i +∇δtrop,r + λi∇Nr,i +∇φi − dT¯ S1,i +∇I¯r,i −∇δ¯trop,r
(2.18)
where r = 2, 3, · · · ,m. If the observations are corrected by both the satellite clock corrections
and the troposphere and ionosphere correction, then the above equation can be simplified as:
∇P¯r,i = ∇ρr + δ∇Ir,i + δ∇δtrop,r + ∆∇Pi
∇φ¯r,i = ∇ρr − δ∇Ir,i + δ∇δtrop,r + λi(∆∇Nr,i + Zi) + ∆∇φi
(2.19)
where δ∇Ir,i and δ∇δtrop,r are the single-differenced ionospheric and tropospheric corrections,
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respectively. They can be calculated as:
δ∇Ir,i = ∇Ir,i −∇I¯r,i
δ∇δtrop,r = ∇δtrop,r −∇δ¯trop,r
(2.20)
Performance of ambiguity resolution is limited by δ∇Ir,i and δ∇δtrop,r . The ambiguity resolution
becomes reliable only when δ∇Ir,i and δ∇δtrop,r are small enough. Therefore, the precise model-
ing of the troposphere and ionosphere is the bottleneck of PPP-RTK ambiguity resolution.
With the satellite clock correction from the first reference station, the integer nature of the
observations from the rest reference stations can be recovered. Hence, the ambiguities of the
remaining reference stations can be fixed to integers. With the ambiguities being correctly fixed
to the integer, the corresponding satellite clock corrections also can be calculated with:
∇dtˇSr,i = ∇dtˇS1,i + ∆∇Nˆr,i −∆∇Nˇr,i
∇dTˇ Sr,i = ∇dTˇ S1,i + ∆∇Nˆr,i −∆∇Nˇr,i
(2.21)
where ∆∇Nˆr,i and ∆∇Nˇr,i are the float and fixed double-differenced ambiguities of ith refer-
ence station. Ambiguity-fixed satellite clock corrections of station r are denoted as ∇dtˇSr,i and
∇dtˇSr,i.
With the satellite clock correction from each reference station available, the final network-
based satellite clock correction can be generated as:
∇dt¯Si =
∑m
r=1∇dtˇSr,i
m
∇dT¯ Si =
∑m
r=1∇dTˇ Sr,i
m
(2.22)
The noise of the satellite clock correction can be mitigated by the averaging process and thus
quality of network-based satellite clock product is better than single station product. Moreover,
quality of the network based satellite clock product can also be controlled. When the network-
based satellite clock corrections are delivered to user side, and users can employ the same
procedure described in equation (2.19); then, the integer nature of ambiguity parameter can be
recovered on user side.
For large networks, some satellites may only visible for a part of reference stations. If the
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satellite is not visible for the first reference station, the ambiguity datum can be determined
when the new satellite arisen. For PPP-RTK, how to specify ambiguity datum is not important,
but ambiguity datum has to be consistent over all reference network.
2.2.3 Comparison of double-differenced model and single-differenced model
The double-differenced model and single-differenced model has been briefly reviewed. These
two models are briefly compared in Table 2.1. Equation (2.19) reveals that the single-differenced
model actually resolves double-differenced ambiguity as well. Hence, there is no essential dif-
ference in ambiguity resolution aspects between the two models. The most essential difference
of the two models is that the double-differenced model express corrections in OSR and the
single-differenced model presents corrections in SSR. The corrections in SSR are more flexible
since they are actually a partial double-differenced model. In the single-differenced model,
geometry distance is single-differenced while the ambiguity parameter is double-differenced.
This enables cancellation of nuisance biases via difference operation and also preserves useful
information. The single-differenced model requires more knowledge about biases and more
precise corrections; the double-differenced model does not require knowledge of instrument
biases, but the interested information is also eliminated during its difference procedure. Both
of the models require infrastructure to support ambiguity resolution, such as a reference station
or a tracking network. The single-differenced model supports from global scale to local scale
precise positioning service while the double-differenced model has a limited coverage.
Table 2.1: Comparison of the double-differenced model and single-differenced model
Double-differenced model Single-differenced model
Correction presentation Observation space represen-
tation (OSR)
State space representation
(SSR)
Infrastructure requirement Required Required
Positioning mode Relative positioning Absolute positioning
Recovered ambiguity type Double-differenced ambigu-
ity
Double-differenced ambigu-
ity
Coverage Regional/local Global/regional/local
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2.3 Validation of Function Model
A number of function models has been investigated, so it is important to know whether the
underlying model is proper. If the underlying function model can handle all biases, then the
posteriori residuals are zero-mean noise. Otherwise, the posteriori residuals would also be
affected by the remaining biases. In this section, the method of validating unbiasness of function
model is discussed.
2.3.1 Solution of linear model
Given the linear model:
y = Ax+ e (2.23)
where y ∈ Rm and x ∈ Rn. e is random observation error and is assumed to have a multivariate
normal distribution, denoted by N(0, Qyy). The linear model can be expanded with the column
vectors of A, which can be given as:
E(y) = A1x1 + A2x2 + ·+ Anxn (2.24)
where Ai means the ith column vector in A and xn is the nth component of x. Equation (2.32)
indicates E(y) is a linear combination of the column vectors. If the subspace spanned by these
column vectors are denoted as R(A), then E(y) ∈ R(A). However, y ∈ R(A) does not
necessarily hold due to the presence of the random error e. For simplicity, it assumes that the
linear system (2.23) is solvable.
Ordinary least-squares
Solution of linear system depends on the vc-matrix of the observation vector. In this section,
the simplest linear model is discussed. Assume that the vc-matrix has the following form:
Qyy = σ
2
0I (2.25)
where σ20 is the prior variance factor and I is an m × m identity matrix. The linear system is
illustrated by Figure 2.1, where the gray plane is the subspace R(A) and x is the unknown true
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value. According to the equation (2.24), Axˆ ∈ R(A) holds as well. The inconsistency between
y and Ax is known as residuals and is denoted as e = y − Ax. The problem is finding out the
most likely x with the observation vector y.
O
y
eˆ
Axˆ
Ax
e
R(A)
Rm
1
Figure 2.1: Geometry of the linear model y = Ax+e and corresponding least-squares estimates
xˆ
The least-squares estimate of x is given as:
xˆ = arg min
xˆ∈Rm
{‖eˆ‖2} = arg min
xˆ∈Rm
{(y − Axˆ)T (y − Axˆ)} (2.26)
where xˆ is the least-squares solution and eˆ is the least-squares residuals.
The least-squares solution (2.26) ensures the squared length of eˆ to be the smallest. The
smallest distance can be found when eˆ⊥R(A). The least-squares solution can then be given as:
A ∗ eˆ = 0
xˆ = (ATA)−1ATy
(2.27)
Since no weightings are applied to the observed data, the solution (2.27) is termed an ordinary
least-squares solution. The estimation error of the least-squares can be calculated as [Cui et al.,
2001]:
∆xˆ = x− xˆ = x− (ATA)−1AT (Ax+ e) = −(ATA)−1AT e (2.28)
According to the variance propagation law, the variance of the estimation error can be given
as:
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D(∆xˆ) = (A
TA)−1ATQeeA(ATA)−1 (2.29)
Since x is deterministic, D(y) = D(e). In the ordinary least-squares case, Qyy = σ20I . Then
the variance of estimation error can be simplified as [Cui et al., 2001]:
D(xˆ) = D(∆xˆ) = σ
2
0(A
TA)−1 (2.30)
The variance of aˆ equals the variance of estimation error D(xˆ) = D(∆xˆ).
Weighted least-squares
The ordinary least-squares can only solve a particualar linear system. In this section, we deal
with more general case, that is the observation with arbitrary vc-matrix. In this case, the vc-
matrix of the observation vector y is a symmetric, positive definite matrix Qyy; hence the vc-
matrix can be factorised by the Cholesky factorisation (e.g. [Bierman, 1977]), given as:
Qyy = RR
T (2.31)
where R is an lower triangular matrix. Then the observation (2.23) can be equivalently ex-
pressed as:
E(R−1y) = R−1Ax,D(R−1y) = R−1RRTR−T = I (2.32)
In this case, the residuals become eˆ = R−1(y−Axˆ), and the minimum constraint of the weighted
least-squares becomes:
xˆ = arg min
xˆ∈Rm
{‖eˆ‖2Qyy} = arg min
xˆ∈Rm
{(y − Axˆ)TQ−1yy (y − Axˆ)} (2.33)
The problem can then be solved with the ordinary least-squares and the solution is given as:
xˆ = (ATR−TR−1A)−1ATR−TR−1y
xˆ = (ATQ−1yy A)
−1ATQ−1yy y
(2.34)
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The estimation precision D(xˆ) is given as:
D(xˆ) = (ATQ−1yy A)
−1ATQ−1yyQyyQ
−1
yy A(A
TQ−1yy A)
−1 = (ATQ−1yy A)
−1 (2.35)
The transformation within (2.32) can also be interpreted from the vector space prospective.
The correlated observation noise in the Cartesian coordinate system (orthogonal bases) can also
be uncorrelated if the bases are oblique as well. The orthogonal bases can be transformed into
the oblique bases by multiplying the transformation matrix R−1.
The projection of y on Rn space can be calculated with:
yˆ = Axˆ = A(ATQ−1yy A)
−1ATQ−1yy y = PAy (2.36)
where yˆ is a projection of y on Rn space. PA is the projection matrix, which projects y to the
subspace R(A) [Teunissen, 2003a]. According to the projection matrix theorem [Koch, 1988,
p.76], the projection matrix PA is idempotent, which means PA = PAPA.
The posteriori residuals are indispensable in quality control, which can be calculated as:
eˆ = (I − PA)y = P⊥A y (2.37)
According to Figure 2.1, eˆ⊥Axˆ. P⊥A is also an idempotent matrix [Koch, 1988, p.76]. The
variance of posteriori residuals can be calculated by:
Qeˆeˆ = P
⊥
AQyy(P
⊥
A )
T = P⊥AQyy = Qyy − A(ATQ−1yy A)−1AT (2.38)
The quadratic form of the posteriori residuals eˆTQ−1yy eˆ can be calculated by:
‖eˆ‖2Qyy = eˆTQ−1yy eˆ = (P⊥A y)TQ−1yy (P⊥A y) = yTQ−1yy y+ yTQ−1yy A(ATQ−1yy A)−1ATQ−1yy y (2.39)
2.3.2 Validation of function model
Several GNSS positioning function models have been discussed in this chapter, but how to
identify the right model has not yet been discussed. How to validate the applicability of
the underlying model is a non-trivial issue. Whether the function model is correct depends
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on whether the residuals vector e is zero-mean noise. The theory of the model validation
was developed several decades ago [Baarda, 1968]. The methodology of model validation is
discussed in this section since the unbiasness of function model is quite important for ambiguity
estimation and validation.
A hypothesis test can be formed to test whether the underlying model is biased, given the
null and alternative hypothesis as:
H0 : y = Ax+ e
Ha : y = Ax+ C∇+ e
(2.40)
where∇ is unknown q×1 bias vector andC is am×q known design matrix. The selection ofC
depends on the potential bias type and examples of C selection can be found in Fo¨rstner [1983].
For the single bias case, the matrix C can be chosen as a canonical vector ci. The maximum
bias number q cannot exceed the redundant observation number m− n.
The discrimination problem can be geometrically interpreted as shown in Figure 2.2. The
posteriori residuals under H0 and Ha are denoted as eˆ0 and eˆa respectively. Similarly, the
projection of the observation vector is denoted as yˆ0 and yˆa respectively. The difference be-
tween yˆ0 and yˆa is that yˆ0 ∈ R(A) and yˆa ∈ R(A,C). R(A,C) is a subspace spanned by
R(A)and R(C), which is shown as the gray plane in the figure. Consequently, eˆ0⊥R(A) and
eˆa⊥R(A,C). The discrimination between H0 and Ha can be transformed by testing whether
‖eˆ0‖2Qyy − ‖eˆa‖2Qyy = 0, which is equivalent to testing whether
∥∥∥∇ˆ∥∥∥2
Q∇ˆ∇ˆ
= 0 [Koch, 1988,
p,335].
If the alternative hypothesis Ha is assumed to be true, then the bias ∇ˆ can be estimated as:
Q∇ˆ∇ˆ = (C
T (Q−1yy −Q−1yy A(ATQ−1yy A)−1ATQ−1yy )C)−1
= (CTQ−1yy P
⊥
AC)
−1 = (CTQ−1yyQeˆeˆQ
−1
yy C)
−1
∇ˆ = Q∇ˆ∇ˆCTQ−1yy (I − A(ATQ−1yy A)−1ATQ−1yy )y
= (CTQ−1yyQeˆeˆQ
−1
yy C)
−1CTQ−1yy P
⊥
A y = (C
TQ−1yyQeˆeˆQ
−1
yy C)
−1CTQ−1yy eˆ
(2.41)
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Figure 2.2: Geometry of the linear model validation
Then the quadratic form of ∇ˆ is given as:
∥∥∥∇ˆ∥∥∥2
Q∇ˆ∇ˆ
=∇ˆTQ−1∇ˆ∇ˆ∇ˆ
=eˆTQ−1yy C(C
TQ−1yyQeˆeˆQ
−1
yy C)
−1(CTQ−1yyQeˆeˆQ
−1
yy C)(C
TQ−1yyQeˆeˆQ
−1
yy C)
−1CTQ−1yy eˆ
=eˆTQ−1yy C(C
TQ−1yyQeˆeˆQ
−1
yy C)
−1CTQ−1yy eˆ
(2.42)
If the H0 is true, then
∥∥∥∇ˆ∥∥∥2
Q∇ˆ∇ˆ
∼ χ2(q, 0) distribution; otherwise, it follows a non-central χ2
distribution. A more popular way is forming a F-test statistic [Teunissen and Kleusberg, 1998,
p.280]:
Tq =
eˆTQ−1yy C(C
TQ−1yyQeˆeˆQ
−1
yy C)
−1CTQ−1yy eˆ
q
(2.43)
where Tq ∼ F (q,∞) distribution. q and∞ are freedom degrees of the numerator and denomi-
nator. The hypotheses are transformed as:
H0 : Tq ∼ F (q,∞, 0)
Ha : Tq ∼ F (q,∞, λ)
(2.44)
where λ is the non-central parameters. The hypothesis (2.44) can be tested with the significance
test method. H0 can be rejected if Tq ≥ Fα(q,∞, 0), where α is user-specified the significance
level.
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2.4 Stochastic Model
Benefit of improving the stochastic model is not only improving positioning precision, but
also critical for quality control and instantaneous ambiguity resolution. The stochastic model
can be described with a variance-covariance matrix, which involves precision and correlation
information. In this section, the methodology of determining stochastic model is discussed.
2.4.1 Overview of stochastic model determination methods
Stochastic model is an important aspect of GNSS positioning model and there are many dif-
ferent stochastic model determination methods. All of the existing methods can be generally
classified as four types [Wang et al., 2013]:
1. Empirical method: including the constant model and the elevation dependent model
[Euler and Goad, 1991, Jin et al., 1996]. These empirical stochastic models, which
describe the stochastic behaviors in a crude way, are in common use due to their sim-
plicity. The limitations of these methods are threefold: (1) the empirical model cannot
reflect the effects of occasional events such as ionosphere scintillation and solar storm;
(2) the empirical model cannot reflect the multipath error, as the multipath depends on
the antenna design and observation environments; (3) the observations are not always
dependent on the elevation angle (e.g. [Tiberius et al., 1999]). Furthermore, code noise
depends on the GNSS receiver internal algorithm. A typical 0.3m code noise does not fit
all receivers.
2. External indicator: a typical method is the C/N0 method [Brunner et al., 1999, Hartinger
and Brunner, 1999]. This method uses an external indicator such as the carrier to noise
ratio (C/N0) or signal to noise ratio (SNR) to reflect the observation noise level. The
limitation of this method is that SNR depends not only on the receiver, but also on the
antenna design.
3. Estimation using posteriori residuals: the stochastic model can be obtained by variance
component estimation (VCE). The minimum quadratic unbiased estimation (MINQUE)
method [Rao, 1971, Tiberius and Kenselaar, 2000, Wang et al., 2002] and the least-
squares variance component estimation (LS-VCE) method [Teunissen, 1988, Teunissen
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and Amiri-Simkooei, 2007] are demonstrated to estimate code variance as well as auto-
correlation. However, these methods are only applicable to static data processes.
4. Estimation using observation combination: These methods, which eliminate all nuisance
biases in GNSS observation by linear combination and which reserve observation noise,
include the single-differenced (SD) method [Bona, 2000, de Bakker et al., 2009, Li et al.,
2008], the double-differenced (DD) method [Borre and Tiberius, 2000, de Bakker et al.,
2009] and the multi-differenced (MD) method [Kim and Langley, 2001]. These methods
are very flexible and able to reflect the actual noise variation, but they require at least
two receivers and thus are not applicable to zero difference users. A real-time stochastic
modeling method with single receiver was developed by Wang et al. [2013]
Generally, stochastic model includes the precision and correlation information. The cor-
relation refers to auto-correlation, cross correlation and mathematical correlation. Temporal
correlation describes characteristic of observation time series. Cross correlation describes the
relationship between different observation types. Auto-correlation and cross correlation are
receiver-specified, and thus can be calibrated by the receiver manufactures. Mathematical cor-
relation is introduced by mathematical operation on the observations (e.g. linear combination).
Mathematical correlation can be precisely described by the underlying model as is described in
the next section.
2.4.2 Structure of stochastic model
In this section, the structure of stochastic model for double-differenced model and single-
differenced model are investigated respectively. Stochastic model for raw observations is as-
sumed to be known and to have the following form:
QP = CPW
−1
Qψ = CψW
−1
(2.45)
where QP and Qψ are the variances of code and phase observations, respectively. QP and
Qψ are frequency independent and the weight matrix W is the same for the code and phase
observations. CP and Cψ are the scalar variance factor of the code and phase observations.
The cross correlation and temporal correlation are not considered. The stochastic model of the
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double-differenced case can then be expressed as:
D
 ∆∇P
∆∇φ
 = (1 + α)
 CP 0
0 Cφ
⊗ If ⊗ (DW−1DT )
 (2.46)
where the weight W is an s× s square matrix, which contains weight information of undiffer-
enced observations. For equal-weight case, W is an identity matrix. For elevation-dependent
weighting strategy [Euler and Goad, 1991, Jin et al., 1996], the relationship between the weight
and the elevation angle can be given as:
Wi,i =
(
a0,P + a1,P exp{−EiE0 }
CP
)−1
=
(
a0,φ + a1,φexp{−EiE0 }
Cφ
)−1
(2.47)
where a0 and a1 are receiver-specified model coefficients. Ei and E0 are the elevation angle of
ith satellite and reference elevation angle respectively. Model coefficients and variance factors
can be estimated with the variance components estimation method. Mathematical correlation
caused by inter-satellite difference is held by inter-satellite difference mapping matrix D. The
multiplier 1 + α in the front of equation (2.47) refers to the magnitude effect of inter-station
difference. The network-based correction may have better precision than the raw observation
for the single-difference model, so it contributes α and the raw observation variance contributes
to 1. For the double-difference model, the multiplier equals 2.
For medium baseline case, the pseudo ionosphere observations are also involved in the linear
system. Corresponding stochastic model can be expressed as:
D

∆∇P
∆∇φ
∆∇VI
 = (1 + α)

 CP 0
0 Cφ
⊗ If ⊗ (DW−1DT ) 0(2∗f∗s)×s
0s×(2∗f∗s) CI ⊗ (DW−1I DT )

(2.48)
where CI and WI are the variance factor and the weight matrix of the pseudo ionosphere
observations.
2.4.3 Stochastic model estimation
Empirical stochastic models are not accurate enough for precise positioning or safety critical
applications. A more realistic stochastic model can be estimated with posteriori residuals. In
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this section, two stochastic model estimation methods are introduced. The first one is real-
time variance factor estimation, which requires an accurate weight matrix. The other one is the
LS-VCE method for estimating the full vc-matrix.
Real-time variance factor estimation
A typical reason for unrealistic stochastic model in GNSS positioning is mismodeling of vari-
ance factor (e.g. CP and Cφ in equation (2.45)). Weight matrix can be determined by elevation
dependent model and relationship between code and carrier phase observations can also be
empirically determined. The variance factor depends on observing condition and satellite con-
figuration, which are difficult to be described. Empirically, σP and σφ can be given as 0.3m and
0.003m respectively, but it is not accurate enough for instantaneous ambiguity resolution. Thus
the variance factor needs to be estimated with real GNSS observations. According to standard
least-squares theory, the unbiased estimate of the variance factor σˆ20 can be given as:
σˆ20 =
eˆTQ−1yy eˆ
m− n (2.49)
wherem and n are observation number and parameter number respectively. m−n is also known
as degree of freedom.
Accuracy of the estimated σˆ20 is related to degree of freedom. Normally, a higher degree
of freedom means more accurate σˆ20 estimates. However, the degree of freedom is normally
not large enough due to limited observation numbers. Small degree of freedom may degrade
precision of the estimated σˆ20 . Assuming the variance factor varies smoothly over a short time, a
moving window smooth method can be used to improve accuracy of estimated σˆ20 [Han, 1997].
The estimated variance factor can then be calculated as:
σˆ20,t =
∑t
i=t−L(eˆ
T
i Q
−1
yy,ieˆi)∑t
i=t−L(mi − ni)
(2.50)
where the subscript i is the epoch number, t is current epoch and L is the window length. This
method has been successfully used to improve ambiguity resolution performance [Han, 1997].
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Stochastic model estimation with the LS-VCE method
The variance factor estimation method is only applicable for one variance factor case. In
many scenarios, more than one variance factor needs to be estimated. In this case, variance
components estimation (VCE) method is required.
There are several VCE methods, such as Helmert VCE method [Helmert, 1907], minimum
norm quadratic unbiased estimator (MINQUE) [Rao, 1971], best invariant quadratic unbiased
estimator (BIQUE) [Corbeil and Searle, 1976, Crocetto et al., 2000, Koch, 1988] , and restricted
maximum likelihood estimator (RMLE) [Koch, 1988, Patterson and Thompson, 1971]. On the
other hand, least squares VCE (LS-VCE) method is considered as a general approach to estimate
variance components and other VCE methods are special form of LS-VCE [Pukelsheim, 1976,
Teunissen, 1985, Teunissen and Amiri-Simkooei, 2007]. In this section, principle of the LS-
VCE method is briefly introduced.
For linear model
E(y) = Ax,D(y) = Qyy (2.51)
the Qyy can be expanded as a sum of different variance components, given as:
Qyy = Q0 +
p∑
k=1
σkQk (2.52)
where Q0, Q1, · · · , Qk are known vc-matrices. The procedure of VCE is estimating σk accord-
ing to the observation vector y.
Observation vector y can be expressed as: xˆ
t
 =
 (ATQ−1yy A)−1ATQ−1yy
BT
 y (2.53)
where B is the basis matrix of the null space of AT , and thus ATB = 0. The t is known as
misclosure and E(t) = 0. The first equation xˆ = (ATQ−1yy A)
−1ATQ−1yy y is known as model
A and the second equation t = BTy is known as model B (e.g.[Teunissen, 2003a]). The two
models process y in two orthogonal sub-spaces but they yield the same results.
The model A follows the least-squares procedure described in section 2.3.1. According to
equation (2.37), the estimated residuals eˆ can be expressed as a linear function of y, given as:
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eˆ = P⊥A y. Then the variance of eˆ can be expressed as D(eˆ) = P
⊥
AQyyP
⊥T
A . On the other hand,
E(eˆ) = 0, thus D(eˆ) = E(eˆeˆT ). Then the following relationship can be formulated:
E(eˆeˆT ) = P⊥AQyyP
⊥T
A = P
⊥
AQ0P
⊥T
A +
p∑
k=1
σkP
⊥
AQkP
⊥T
A
p∑
k=1
σkP
⊥
AQkP
⊥T
A = E(eˆeˆ
T )− P⊥AQ0P⊥TA
(2.54)
In the equation, E(eˆeˆT ) is expressed as an linear expression of the variance component σk,
so the standard least-squares theory should be applicable for VCE. However, the equation is
still in matrix form. All matrix P⊥AQkP
⊥T
A components in equation (2.54) can be vectorised
with the vec(·) operator. The vec(·) can reshape one matrix to a vector by connecting each
column vector of the matrix. On the other hand, as the vc-matrix is always a symmetric matrix,
thus only the upper/lower triangular entries are enough. The operator vh(·) means that only
the lower triangular entries are vectorized. More properties of vec(·) and vh(·) can be found in
Teunissen and Amiri-Simkooei [2007].
After vectorization, the equation (2.54) can be written as:
(
vh(P⊥AQ1P
⊥T
A ), · · · , vh(P⊥AQpP⊥TA )
)

σ1
...
σp
 = vh(eˆeˆT )− vh(P⊥AQ0P⊥TA ) (2.55)
The problem can then be solved with the weighted least-squares theory, as the solution shown
in Teunissen and Amiri-Simkooei [2007].
The LS-VCE can also be implemented with model B using a procedure quite similar to that
used in model A. The LS-VCE observation equation expressed in model B can be given as :
(
vh(BQ1B
T ), · · · , vh(BQpBT )
)

σ1
...
σp
 = vh(ttT )− vh(BQ0BT ) (2.56)
The observation equation expressed in model B can also be solved with the weighted least-
squares theory.
The LS-VCE theory has been applied in data analyses, such as observation noise analysis
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Table 2.2: Comparison of the estimated and the true GPS observation stochastic model
a1,P (m
2) a2,P (m
2)
True value 0.01 0.1
Estimated value 0.0099 0.1029
[Amiri-Simkooei, 2009, Amiri-Simkooei and Tiberius, 2007] and GPS coordinates time-series
analysis [Amiri-Simkooei, 2008, Amiri-Simkooei et al., 2007]. Moreover, the LS-VCE theory
for total least-squares has also been developed [Amiri-Simkooei, 2013]. In this section, an
illustrative example is used to demonstrate performance of the LS-VCE. In this example, GPS
code observation noise is assumed following the elevation dependent model Qyy = 0.05 +
0.5exp{−Ei
15
}. A number of observations (e.g. 10,000) following the specified stochastic model
are simulated and then the coefficient is estimated with the simulated observations according to
equation (2.55). The estimated results are presented in Table 2.2 and Figure 2.3. The estimation
results indicate that the estimated GPS observation stochastic model is quite close to the true
one. Hence the LS-VCE method is an efficient way to assess the GPS observation noise.
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Figure 2.3: An illustrative example of estimate GNSS observation noise with LS-VCE method
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Chapter 3
GNSS Integer Ambiguity Estimation Theory
GNSS integer estimation plays a key role in ambiguity resolution reliability control. The integer
ambiguity estimation not only maps every real-valued ambiguity to integer, but also try to find
the most reliable way. In this chapter, procedure of solving the mixed integer model is reviewed
first. The integer estimation methods and the reliability of the integer estimation are discussed
then.
3.1 Solution of Mixed Integer GNSS Model
In context of carrier phase based GNSS positioning model, the mathematical model can be
expressed as a mixed integer linear model, given as:
E(y) = (A,B)
 a
b
 , D(y) = Qyy (3.1)
where a and b are the integer and real-valued parameters, respectively. A and B are correspond-
ing design matrices. The observation vector y follows multivariate normal distribution and its
stochastic characteristic is captured by its variance-covariance (vc-) matrix Qyy. Compared
to standard linear model described in equation (2.23), the mixed integer model involves both
integer and real-valued parameters. Unfortunately, standard least-squares estimation cannot
incorporate integer nature of parameters, so solving the mixed integer GNSS model follows a
step-wise procedure. Teunissen [1995b] proposed a solution to solve the mixed integer model,
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whose objective function is the same as the standard least-squares method, given as:
argmin
a,b
{‖y − Aa−Bb‖2Qyy , a ∈ Zn, b ∈ Rp} (3.2)
where n and p are dimensions of integer parameter and real-valued parameter respectively. The
minimization problem can be fulfilled by a orthogonal decomposition. The quadratic form is
decomposed into three orthogonal terms, given as [Teunissen, 1995b]:
‖y − Aa−Bb‖2Qyy = ‖eˆ‖2Qyy + ‖aˆ− a‖2Qaˆaˆ +
∥∥∥bˆ(a)− b∥∥∥2
Qbˆ(a)bˆ(a)
(3.3)
where aˆ, bˆ are estimated parameters from standard least-squares. eˆ is the residuals of standard
least-squares estimation. The orthogonal decomposition can be demonstrated by Figure 3.1.
R(A) and R(B) are the subspaces spanned by the column vectors of A and B respectively. The
subspaces R(A) and R(B) are not orthogonal, but we still have Aa+ Bb ∈ R(A) ∪ R(B) and
Aaˆ + Bbˆ ∈ R(A) ∪ R(B). On the other hand, y ∈ Rm and m ≥ n + p, so the mixed integer
model is also an inconsistent system. Hence, the minimisation problem (3.2) can be solved in
two steps: solving the inconsistency problem using weighted least-squares, solving the integer
problem within the subspace R(A). If the first two terms in equation (3.3) are minimised,
minimisation of the third term is automatically fulfilled.
O
y
R(B)
R(A)
‖eˆ‖Qyy
‖y −Aa−Bb‖Qyy
Aaˆ+Bbˆ
Aa+Bb ‖aˆ− a‖Qaˆaˆ
∥∥∥bˆ(a)− b∥∥∥
Qbˆ(a)bˆ(a)
1
Figure 3.1: Orthogonal decomposition of ‖y − Aa−Bb‖2Qyy
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The weighted least-squares solution of model (3.2) can be expressed as:
 aˆ
bˆ
 =
 ATQ−1yy A ATQ−1yyB
BTQ−1yy A B
TQ−1yyB
−1 ATQ−1yy y
BTQ−1yy y
 (3.4)
and corresponding variance-covariance (vc-) matrix can be given as:
D
 aˆ
bˆ
 =
 Qaˆaˆ Qaˆbˆ
Qbˆaˆ Qbˆbˆ
 =
 ATQ−1yy A ATQ−1yyB
BTQ−1yy A B
TQ−1yyB
−1 (3.5)
The estimated aˆ,bˆ are known as float solution since integer nature is not considered. The
weighted least-squares estimation solves the inconsistency problem and yˆ = Aaˆ + Bbˆ are
located in the subspace R(A) ∪R(B). Then the problem (3.2) is converted to:
argmin
a,b
{‖yˆ − (Aa+Bb)‖2Qyy} = argmin
a,b
{‖aˆ− a‖2Qaˆaˆ +
∥∥∥bˆ(a)− b∥∥∥2
Qbˆ(a)bˆ(a)
}, a ∈ Zn, b ∈ Rp
(3.6)
Since eˆ⊥R(A) ∪ R(B), the standard least-squares estimation has no affect on the following
steps. Relationship between R(A) and R(B) has been defined by the linear model, so the
minimisation problem (3.6) can be solved by only minising the first term on the right and the
problem is equivalently converted to:
argmin
a
{‖aˆ− a‖2Qaˆaˆ}, a ∈ Zn (3.7)
The integer vector estimated from equation (3.7) has minimum squared residuals, thus known
as the ‘integer least-squares’ estimator (ILS). Solution of the integer least-squares problem will
be discussed in following section. In this study, we focus on the procedure of solving the mixed
integer model. We simply assumes the right integer has been found, and denoted as aˇ, then
we examine the last term in equation(3.3). Since R(A) and R(B) are not orthogonal, fixing
aˆ to aˇ also impact the value of bˆ. The impact of aˆ on bˆ can be retrieved by orthogonalising
subspace R(A) and R(B). The orthogonalisation can be fulfilled by Cholesky factorization.
The vc-matrix (3.5) can be decomposed as: Qaˆaˆ Qaˆbˆ
Qbˆaˆ Qbˆbˆ
 =
 1 0
QbˆaˆQ
−1
aˆaˆ 1
 Qaˆaˆ 0
0 Qbˆbˆ −QbˆaˆQ−1aˆaˆQaˆbˆ
 1 Q−1aˆaˆQaˆbˆ
0 1
 (3.8)
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The orthogonalised aˆ and bˆ are denoted as aˆ′ and bˆ′, then they have following relationship: aˆ
bˆ
 =
 1 0
QbˆaˆQ
−1
aˆaˆ 1
 aˆ′
bˆ′
 (3.9)
It can also be written as:  aˆ
bˆ
 =
 aˆ′
bˆ′ +QbˆaˆQ
−1
aˆaˆ aˆ
 (3.10)
The discrepancy between float ambiguity aˆ and fixed integer ambiguity vector aˇ is known
as ambiguity residuals, which is defined as ˇ = aˆ − aˇ. Since aˆ and bˆ are correlated, fixing aˆ to
aˇ also impacts bˆ. Considering the impact of ambiguity fixing, the real-valued parameters bˆ can
be rewritten as:
bˆ(aˇ) = bˆ−QbˆaˆQ−1aˆaˆ (aˆ− aˇ) (3.11)
The conditional parameter bˆ(aˇ) is also denoted as bˇ for convenience, although it does not have
an integer nature. The vc-matrix of bˇ can be given as:
D
(
bˇ
)
= Qbˇbˇ = Qbˆbˆ −QbˆaˆQ−1aˆaˆQaˆbˆ (3.12)
aˇ and bˇ are known as the ’fixed solution’.
The procedure for solving the mixed integer model can be summarized as a four-step pro-
cedure, as outlined in Figure 3.2.
The solution of mixed integer model can also be derived with parameter elimination method
(see Xu et al. [1995]), which leads to same result as the orthogonal decomposition method
discussed above.
3.2 Admissible Integer Estimators
According to Figure 3.2, the key step to solving the mixed integer model is to estimate the
integer ambiguity aˇ ∈ Zp from its real-valued counterpart aˆ ∈ Rn. Due to the discrete nature of
Zn, this mapping cannot be on a one-to-one basis. A general mapping method is to map all real
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Mixed integer Model
E(y) = Aa + Bb,D(y) =
Qyy, a ∈ Zn, b ∈ Rm
Least-Squares Solution (ig-
noring integer constraint)(
aˆ
bˆ
)
,
(
Qaˆaˆ Qaˆbˆ
Qbˆaˆ Qbˆbˆ
)
Estimating fixed ambiguity aˇ
from aˆ with integer estimator,
aˇ = I(aˆ) with I : Rn → Zn
Ambiguity validation
Updating real-valued param-
eter with fixed ambiguity aˇ
bˇ = bˆ − QbˆaˆQ−1aˆaˆ (aˆ − aˇ)
Output aˆ
accepted
rejected
Figure 3.2: Procedure of solving the mixed integer model
valued vectors near a certain integer to that integer. Hence, a subset Sz ⊂ Rn can be assigned
to each integer vector z ∈ Zn, the set can be defined as:
Sz = {x ∈ Rn|z = F (x)}, z ∈ Zn (3.13)
where Sz is often called pull-in region [Teunissen, 1999]. Some literature also refers Sz as
Voronoi cells [Hassibi and Boyd, 1998, Xu, 2006].
The pull-in region theory has been systematically studied by Teunissen [1999], an admissi-
ble pull-in region has to meet three conditions:
1. Every real valued vector can be mapped to an integer vector, which means there is no gap
between two adjacent pull-in regions, given as:
⋃
z∈Zn
Sz = Rn (3.14)
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2. Every real-valued vector can be mapped to only one integer vector, which means overlap-
ping is not allowed; this can be expressed as:
Sz1
⋂
Sz2 = ∅,∀z1 6= z2, z1 ∈ Zn, z2 ∈ Zn (3.15)
3. The shape and size of the pull-in regions are independent from its center z; this prop-
erty is also known as ’z-translational invariant’ property. The property can be given as
[Teunissen, 1999]:
Sz = z + S0, z ∈ Zn (3.16)
The pull-in region is uniquely defined by integer estimator, so different integer estimators
have different pull-in regions. If pull-in region of an integer estimator meets all three conditions,
the estimator is called an admissible integer estimator [Teunissen, 1999]. The admissible pull-in
regions have following property [Teunissen, 2000a]:
∫
Sz
dx = 1 (3.17)
Most popular admissible integer estimators are integer rounding (IR) estimator, integer
bootstrapping (IB) estimator and integer least-squares (ILS) estimator. Their pull-in regions
will be discussed in following section.
3.2.1 Integer rounding estimator
Integer rounding (IR) is the simplest admissible integer estimator. It simply round the float
solution aˆ to the nearest integer in component-wise. The fixed integer vector can be expressed
as:
aˇIR = [daˆ1c, daˆ2c, · · · , daˆnc]T (3.18)
where d·c is rounding to the nearest integer operator. The corresponding pull-in region for the
integer rounding estimator can be expressed as [Teunissen, 1999]:
SIR,z =
n⋂
i=1
{x ∈ Rn| ‖xi − zi‖ ≤ 1
2
},∀z ∈ Zn (3.19)
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where ‖·‖ is the absolute value operator.
The pull-in region of the integer rounding estimator is a square in two-dimensional case.
Definition of the integer rounding estimator indicates its pull-in region is insensitive to the
vc-matrix. In addition, the integer rounding estimator performs rounding procedure on each
component independently, so correlation between different components cannot be considered.
However, the vc-matrix impact on the integer estimation can not be ignored. Assume Qaˆaˆ =
diag([Q1,1, Q2,2, · · · , Qn,n]T ), then the pull-in region can also be written as:
SIR,z =
n⋂
i=1
{x ∈ Rn| ‖xi − zi‖Qi,i ≤
1
2
√
Qi,i
},∀z ∈ Zn (3.20)
The equation shows that the pull-in region of IR estimator looks like a square, but the
weighted distance of its bounds to the center is different.
3.2.2 Integer bootstrapping estimator
Integer bootstrapping (IB) estimator, a generalized integer rounding, was introduced into am-
biguity estimation by Dong and Bock [1989] and Blewitt [1989], which is also referred as one
step nonexact approach in Xu et al. [1995]. IB estimator also employs a rounding technique,
but it can cope with correlation between different components of aˆ. IR estimator can handle a
diagonal Qaˆaˆ case. For arbitrary symmetric, positive definite Qaˆaˆ case, IR estimator simply
ignores its off-diagonal entries and treats Qaˆaˆ as a diagonal matrix. Integer bootstrapping
estimator handles correlation between components by a transformation procedure first. The
transformed vector becomes independent to each other. Then IB estimator performs component-
wise rounding to the transformed vector.
The first step of IB estimation is handling correlation by LDLT factorisation. Given the
float solution aˆ and its vc-matrix as:
aˆ =

aˆ1
aˆ2
...
aˆn
 , Qaˆaˆ =

Q1,1 Q1,2 · · · Q1,n
Q2,1 Q2,2 · · · Q2,n
...
...
...
...
Qn,1 Qn,2 · · · Qn,n
 (3.21)
46 CHAPTER 3. GNSS INTEGER AMBIGUITY ESTIMATION THEORY
LDLT factorisation is applied to the vc-matrix to get conditional variance [De Jonge and
Tiberius, 1996, Teunissen, 1993]. The factorisation procedure can be described as:
Qaˆaˆ =

1 0 · · · 0
L2,1 1 · · · 0
...
...
...
...
Ln,1 Ln,2 · · · 1


D1,1 0 · · · 0
0 D2,2 · · · 0
...
...
...
...
0 0 · · · Dn,n


1 L1,2 · · · L1,n
0 1 · · · L2,n
...
...
...
...
0 0 · · · 1

=LDLT
(3.22)
where L is a lower trianglar matrix with its primary diagonal entries equal to 1 and D is an
diagonal matrix with entries are conditional variance. More specifically, L and D can be given
as:
L =

1 0 · · · 0
σ2,1σ
−2
1,1 1 · · · 0
...
...
...
...
σn,1σ
−2
n|1,n|1 σn,2σ
−2
n|2,n|2 · · · 1
 , D =

σ21,1 0 · · · 0
0 σ22|1,2|1 · · · 0
...
...
...
...
0 0 · · · σ2n|n−1,n|n−1

(3.23)
where σi,j is the covariance of ith component and jth component. σ2i,i is the variance of ith
component. σi|k,i|k is the covariance of ith component conditional to kth components. With
LDLT decomposition, aˆ can be transformed to aˆ′ which has a diagonal vc-matrix Qaˆaˆ. This
procedure is the same as the procedure described in equation (3.8), but it is now a higher
dimensional case. Then aˆ can be re-parametrized as aˆ′ by multiplying matrix L [Teunissen,
2001a]: 
aˆ1 − z1
aˆ2 − z2
...
aˆn − zn
 =

1 0 · · · 0
L2,1 1 · · · 0
...
...
...
...
Ln,1 Ln,2 · · · 1


aˆ1 − z1
aˆ2|1 − z2
...
aˆn|N − zn
 (3.24)
where z = [z1, z2, · · · , zn]T is an arbitrary integer vector. aˆn|N is the nth component of
conditional float solution corrected by N = n− 1, n− 2, · · · , 1 steps of sequentially rounding.
The conditional vector can be defined as aˆ′ = [aˆ1, aˆ2|1, · · · , aˆn|N ]T . If the translation integer
vector is z = [1, aˇIB,1, aˇIB,2, · · · , aˇIB,n−1], then one can obtain the fixed integer by a sequential
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rounding procedure, given as:
aˇIB,1 = daˆ1c
aˇIB,2 =
⌈
aˆ2|1
⌋
=
⌈
aˆ2 − σ2,1σ−21,1(aˆ1 − aˇIB,1)
⌋
...
aˇIB,n =
⌈
aˆn|N
⌋
=
⌈
aˆn −
n−1∑
i=1
σn,i|Iσ−2i|I,i|I(aˆi|I − aˇIB,i)
⌋ (3.25)
where aˇB,i is the ith component of the fixed ambiguity vector by the integer bootstrapping
estimator. Correspondingly, the pull-in region of the integer bootstrapping estimator can be
expressed as [Teunissen, 1999, 2001a, 2005b]:
SIB,z =
n⋂
i=1
{x ∈ Rn| ∥∥cTi L−1(x− z)∥∥ ≤ 12},∀z ∈ Zn (3.26)
where ci is a n× 1 canonical unit vector with its ith entry equals to 1 and the remaining entries
equal 0. A two-dimensional example of the integer bootstrapping pull-in region is demonstrated
in Figure 3.3. It shows that the IB pull-in region is a parallelogram in the two-dimensional case.
The parallelogram can be viewed as a shear mapping of the IR pull-in region, with the distortion
caused by the correlation between different components of aˆ. Considering the Qaˆaˆ, the pull-in
region of the integer bootstrapping estimator can be given as:
SIB,z =
n⋂
i=1
{x ∈ Rn|∥∥cTi L−1(x− z)∥∥Qi|i,i|I ≤ 12√Qi|I,i|I ,∀z ∈ Zn} (3.27)
The equation shows that the weighted distances of the IB pull-in region boundaries to its
center are different. A two-dimensional example of the IB pull-in region is shown in Figure
3.3. The figure shows the IB pull-in region is a parallelogram, which also can be viewed as a
sheared version of square. The two dashed lines show the expectations of aˆ1 and aˆ2|1. Since the
two dimensions are correlated, the expectations of the two dimensions are not orthogonal. If
E(aˆ1) and E(aˆ2,1) are used for form an oblique space bases, then the IB pull-in region becomes
a square in that oblique coordinate system.
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Figure 3.3: A two-dimensional pull-in region of the integer bootstrapping estimator
3.2.3 Integer least-squares estimator
Both integer rounding and integer bootstrapping estimators employ a threshold of 0.5 to define
their pull-in region boundaries, but it may not be the best choice. IfQaˆaˆ is an identity matrix, 0.5
would be performs well, but Qaˆaˆ is normally an arbitrary symmetric positive definite matrix. In
this case, 0.5 may not be the best choice since the Euclidean norm between two nearby integers
may not equal 1. In contrast, the integer least-squares defines its pull-in region by the Euclidean
norm ‖aˆ− a‖2Qaˆaˆ rather than by 0.5.
The objective function of the integer least-squares (ILS) is defined by equation (3.7). The
definition of the integer least-squares estimator can be equivalently expressed as its pull-in
region, which is given as [Teunissen, 1999]:
SILS,a = {aˆ ∈ Rn| ‖aˆ− a‖2Qaˆaˆ ≤ ‖aˆ− z‖
2
Qaˆaˆ
,∀z ∈ Zn} (3.28)
The equation shows the Euclidean distance from the real-valued vector to the correct integer
vector is smaller than the distance to any other integer vectors. Equation (3.28) can be rewritten
as:
‖aˆ− a‖2Qaˆaˆ ≤ ‖aˆ− z‖
2
Qaˆaˆ
⇔ (z − a)TQ−1aˆaˆ (aˆ− a) ≤
1
2
‖z − a‖2Qaˆaˆ ,∀z ∈ Zn (3.29)
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The pull-in region of integer least-squares can be described as [Teunissen, 1999, Verhagen,
2003]
SILS,0 = {aˆ ∈ Rn|w ≤ 1
2
‖z‖Qaˆaˆ ,∀z ∈ Zn}, w =
zTQ−1aˆaˆ (aˆ− a)
‖z‖Qaˆaˆ
(3.30)
where w is a projection of vector (aˆ− a) on the direction z. The pull-in region of integer least-
squares can be interpreted as intersection of infinite half spaces passing though the point 1
2
z.
However, one integer has at most 2n − 1 pair of adjacent integer vectors at maximum [Cassels,
2012]. We define an adjacent integer set of z as:
Cz = {c ∈ Zn| arg min
c∈Zn\{z}
‖x− c‖2Qaˆaˆ , x ∈ SILS,z, z ∈ Zn} (3.31)
where ∀c ∈ Cz, c is one of the second best integer of x ∈ SILS,z. For n-dimensional space, the
set Cz contains 2 ∗ (2n − 1) elements at maximum. For each c ∈ Cz, there is also a sub-pull-in
region denoted as S ′z,c. ∀x ∈ S ′z,c, corresponding best and second best integer candidate are z
and c respectively. S ′z,c has the following properties:

S ′z,c ⊂ SILS,z
S ′z,c1 ∩ S ′z,c2 = ∅,∀c1, c2 ∈ Cz, c1 6= c2⋃
c∈Cz
S ′z,c = SILS,z
(3.32)
S ′0,c is presented in Figure 3.4. The boundaries of S
′
0,c are marked with dashed lines. For
two-dimensional case, SILS,0 is comprised by 6 S ′0,c and each S
′
0,c corresponds to one adjacent
integer. The black solid line between the two hexagons shows the boundary of the half space.
The vertexes of SILS,0 are the intersection of the half spaces. The distance between these
vertexes to the center is the same, so SILS,0 is an inscribed polygon of the ellipsoid. The figure
shows the pull-in region is actually defined by the adjacent integer set Cz. The ILS pull in
region is defined by the projection of aˆ on c direction, which is denoted as w in the figure. If
w ≤ 1
2
‖c‖Qaˆaˆ , then aˆ falls in S0 and can be fixed to ~0 by ILS.
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Figure 3.4: A two-dimensional example of integer least-squares pull-in region
3.3 Decorrelation Procedure
Integer least-squares is the optimal integer estimator, but the ’best candidate’ has to be find by
a search procedure. The search space is determined by the vc-matrix Qaˆaˆ. For fast or even
instantaneous ambiguity resolution case, ambiguities are highly correlated, so the search space
is extremely elongated which degrades search efficiency. In order to improve search efficiency,
a decorrelation approach proposed by Teunissen [1993] is now widely used in GNSS ambiguity
estimation. The combination of decorrelation and integer least-squares is known as the least-
squares ambiguity decorrelation adjustment (LAMBDA).
The basic idea of the decorrelation is transforming Qaˆaˆ with an invertible transformation,
given as:
zˆ = ZT aˆ, Qzˆzˆ = Z
TQaˆaˆZ (3.33)
The search procedure can be performed with zˆ and Qzˆzˆ. After the best integer candidate zˇ is
identified, the best integer candidate aˇ can also be identified with an inverse transformation:
aˇ = Z−T zˇ, Qaˇaˇ = Z−TQzˇzˇZ−1 (3.34)
Above two equations indicate the transformation matrix Z has to be invertible. Besides
this, there are two conditions to be an admissible ambiguity transformation [Teunissen, 1995a]:
integer matrix and volume preserving.
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• Integer matrix means Z ∈ Zn×n and Z−1 ∈ Zn×n. This condition guarantees that the
transformation preserves integer nature of the ambiguity parameters.
• Volume preserving refers to |Qaˆaˆ| = |Qzˆzˆ|. This condition guarantees ‖aˆ− aˇ‖2Qaˆaˆ =
‖zˆ − zˇ‖2Qzˆzˆ . Hence, the transformation does not change the search result.
For decorrelation purpose, the transformation matrix has to meet an additional condition,
which is the off-diagonal entries of Qzˆzˆ are not larger than their counterparts in the Qaˆaˆ matrix.
This condition ensures the transformation is makes ambiguity components less correlated rather
than further degrade searching efficiency[Xu et al., 1995].
The second condition defines |Z| = ±1. Matrices meet this condition is called unimodular
matrices [Xu et al., 1995]. Most decorrelation methods construct the unimodular matrix with a
triangular matrix with its pivotal entries equal to 1. According to Cramer’s rule (e.g. see Strang
and Borre [1997]), an integer unimodular matrix also has its inverse matrix as integer matrix.
Decorrelation can be implemented by many different methods, e.g. integer Gaussian trans-
formation [Teunissen, 1993] and Lenstra, Lenstra, Lova´sz (LLL) method (e.g.[Hassibi and
Boyd, 1998]), united ambiguity decorrelation [Liu et al., 1999], inverse integer Cholesky de-
composition [Xu, 2001], paired Cholesky integer transformation [Zhou, 2011], parallel Cholesky-
based reduction [Xu, 2012]. The integer Gaussian transformation employs a series of prelim-
inary Gaussian transformations, each transformation decorrelating one entry of Qaˆaˆ. Details
of the integer Gaussian transformation method can be found in De Jonge and Tiberius [1996].
The LLL method employs a vector-based reduction, which is a modified Gram-Schimdt or-
thogonalisation method. Details of the LLL method is described in Grafarend [2000] and Xu
[2001] etc. It is noted that the integer Gaussian transformation method involves a permutation
procedure to flatten spectrum of conditional variance, which significantly improves search
efficiency [Teunissen, 1995b]. After permutation, the transformation Z is not necessarily a
triangular matrix any longer, but it is still an unimodular integer matrix. Recently, importance
of permutation has been widely recognized. Xu et al. [2012b] compared impact of different
permutation strategies on decorrelation performance and also tried to improve performance of
LLL reduction with proper permutation [Xu, 2012, 2013]. The permutation procedure has been
integrated in the LLL method (e.g.[Jazaeri et al., 2012]), but its performance is still not as good
as the integer Gaussian transformation in terms of searched candidate number [Jazaeri et al.,
2014].
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A two-dimensional example of ambiguity decorrelation is illustrated in Figure 3.5. The
figure shows 95% confidence regions of Qaˆaˆ and Qzˆzˆ, which correspond to vc-matrices before
and after decorrelation respectively. Volume of the two confidence regions is the same and
integer candidates number in the two ellipses are also the same. Confidence region of Qaˆaˆ has
a larger minimum bounding rectangular and less efficient in search procedure. The figure also
shows an example of aˆ and corresponding zˆ. The transformation does not change their weighted
distances to the origin, since ‖aˆ‖2Qaˆaˆ = ‖zˆ‖
2
Qzˆzˆ
.
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Figure 3.5: A two-dimensional example of ambiguity decorrelation with the integer Gaussian
transformation method
3.4 Reliability of Ambiguity Estimation
Pull-in region theory interprets integer estimation from a geometrical prospective. It is intuitive
and easy to follow, but difficult to evaluate integer estimator performance. In this section, the
integer estimation theory is investigated from probability prospective, along with methods to
evaluate integer estimator reliability.
Since the observation vector y follows a normal distribution, the estimated float ambiguity
parameter also follows a multivariate normal distribution, denoted as aˆ ∼ N(a,Qaˆaˆ). The
mathematical expectation of aˆ is an unknown integer vector. The probability density function
(PDF) of aˆ is expressed as:
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faˆ(x) =
1√|Qaˆaˆ| (2pi)n exp {−12 ‖x‖2Qaˆaˆ} (3.35)
where |·| denotes the determinant operator. Stochastic characteristic of real-valued ambiguity is
uniquely described by vc-matrix Qaˆaˆ. Probability of aˆ falling in pull-in region Sa is known as
success rate and can be calculated by integral faˆ(x) over Sa. Success rate can be calculated by:
Ps = P (aˇ = a) =
∫
Sa
faˆ(x)dx (3.36)
where aˇ is the fixed integer ambiguity vector. Equation (3.36) indicates that higher success rate
means the float ambiguity is more like to fall in the right pull-in region. Therefore, success rate
can be used to measure reliability of ambiguity estimation. Success rate PS depends on faˆ(x)
and Sa. With given Qaˆaˆ, success rate can be used to evaluate performance of integer estimator.
With given integer estimator, success rate is also a good indicator of underlying model strength.
A two-dimensional example of integer estimation success rate is demonstrated in Figure
3.6. The figure shows that aˆ is still possible to fall outside of the pull-in region, although it is
’unlikely’ to happen. The probability of aˆ falling out of Sa is known as failure rate, which is
defined as:
Pf = P (aˇ 6= a) = 1− Ps (3.37)
In integer estimation, PS + Pf = 1, so failure rate and success rate are equivalent and failure
rate can also be used as reliability indicator of integer estimation.
Details of success rates calculation for the three admissible integer estimators are examined
in following section.
3.4.1 Success rate of integer rounding estimator
For the integer rounding estimator, the pull-in region SR,z is defined by equation (3.19). For
scalar case, the integer rounding success rate estimator can be expressed as:
P (aˇIR = a) =
∫ 0.5
0.5
faˆ(x− a)dx = 2Φ( 1
2σaˆ
)− 1 (3.38)
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Figure 3.6: A two-dimensional example of ambiguity estimation success rate calculation
where σaˆ =
√
Qaˆaˆ. Φ(x) denotes the cumulative distributed function (CDF) for the standard
normal distribution, and is defined as:
Φ(x) =
∫ x
−∞
1√
2pi
exp {−1
2
z2}dz (3.39)
For a one-dimensional case, the IR success rate depends on Qaˆaˆ. If Qaˆaˆ is a diagonal
matrix, then the IR success rate can be computed dimension by dimension using equation (3.38),
otherwise, it is difficult to calculate the IR success rate directly although SR,z is a regular region.
In this case, a lower bound of the IR success rate can be obtained by ignoring the off-diagonal
entries of Qaˆaˆ. After Qaˆaˆ is reduced to a diagonal matrix, corresponding IR success rate can
be computed in dimension-wise. The lower bound of the IR success rate can be expressed as
[Teunissen, 1998b]:
P (aˇIR = a) =
n∏
i=1
(∫ 1
2
− 1
2
faˆi(x− a)dx
)
=
n∏
i=1
(2Φ(
1
2σaˆi
)− 1) (3.40)
where faˆi(x) is the marginal PDF of faˆ(x) subject to the ith dimension.
However, the correlation information are discarded in vc-matrix reduction, which causes a
The reduced vc-matrix Q′aˆaˆ only contains marginal probability distribution information, which
is also known as marginal vc-matrix. Probability distribution of aˆ with full Qaˆaˆ and marginal
Q′aˆaˆ are depicted in Figure 3.7. The two panel shows PDF of aˆ with full Qaˆaˆ case (left) and
marginalQ′aˆaˆ case (right). The green and red ellipses are 95% confidence ellipses corresponding
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Figure 3.7: Two-dimensional example of integer rounding success rate calculated with full
vc-matrix Qaˆaˆ (left) and marginal vc-matrix Q′aˆaˆ (right)
to the two vc-matrices. Dashed lines highlight the bounds of the confidence ellipses. It is clear
that these bounds are the same before and after reduction. The difference is that the left PDF is
elongated along one direction and the right one is homogeneous. The PDF in the right panel is
more spread out since the marginal vc-matrix involves only marginal PDF information and the
correlation information is lost. The blue square shows the pull-in region integer rounding and
it is clear the left panel has a higher success rate. The success rate of the marginal vc-matrix is
easy to calculate, but lower than the success rate of the full vc-matrix, so equation (3.40) holds.
If the off-diagonal entries of Qaˆaˆ are closer to 0, the lower bound is closer the true IR success
rate.
3.4.2 Success rate of integer bootstrapping estimator
Recalling definition of conditional vector aˆ′ = [aˆ1, aˆ2|1, · · · , aˆn|N ]T , the PDF of aˆ can be
transformed to the conditional vector PDF faˆ′(x), given as:
faˆ(x) =
1√|Qaˆaˆ| (2pi)n exp {−12 ‖aˆ‖2Qaˆaˆ}
=
1√|D| (2pi)n exp {−12 ‖aˆ′‖2D} = faˆ′(x)
(3.41)
In the equation |Qaˆaˆ| = |D| since |L| = 1. The equation indicates that faˆ′(x) can be equiva-
lently transformed to faˆ(x). faˆ′(x) is simpler than faˆ(x) since Qaˆ′aˆ′ = D. If aˆ is transformed
to aˆ′ first, it is possible to calculate the IB success rate dimension by dimension. According to
definition of IB pull-in region, the IB success rate can be expressed as:
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P (aˇIB = a) = P (
n⋂
i=1
∥∥aˆi|I − ai∥∥ ≤ 1
2
) (3.42)
Substituting conditional variances to equation (3.42), IB success rate can be calculated as :
P (aˇIB = a) =
n∏
i=1
(∫ 1
2
− 1
2
faˆ′i(x− a)dx
)
=
n∏
i=1
(2Φ(
1
2σaˆi|I
)− 1) (3.43)
where faˆ′i(x) is the marginal PDF of faˆ′(x) subject to the ith dimension
Different from lower bound of IR success rate (see equation (3.40)), this equation is theo-
retically rigorous. A two-dimensional example of IB success rate is depicted in Figure 3.8. The
left panel shows the faˆ(x − a) and IB pull-in region. The right panel shows faˆ′(x − a) and
corresponding IB pull-in region. The green and red ellipses are 95% confidence ellipses of aˆ
and aˆ′ respectively. The green and red dashed line shows the bounds of the confidence ellipses.
Area of the two confidence ellipses are identical since |Qaˆaˆ| = |D|. The original IB pull-in
region is sheared due to presence of correlation, but the IB pull-in region of aˆ′ is identical to
the IR pull-in region, since its vc-matrix is a diagonal matrix. Calculation of IB success rate
is converting aˆ to aˆ′ first, and then integral faˆ′(x) over an IR pull-in region. The dashed lines
in the two panels show that aˆ′ has a better precision than aˆ. Therefore, IB success rate can be
adopted as an upper bound of IR success rate, given as:
P (aˇIR = a) = P (aˇIB = a) (3.44)
IB success rate can be accurately calculated, but it is non-unique since the volume-preserving
transformation |Qaˆaˆ| = |D| is non-unique. The same Qaˆaˆ can be transformed to many different
volume-preserving D matrices and each D corresponds to one IB success rate. Solution of
eliminating this problem is defining a standard bootstrapping order. For example, we define
the bootstrapping procedure always starts from the smallest pivotal entries. Such a permutation
procedure not only can solve the non-unique problem, but also helps us find a high IB success
rate.
Although it is impossible to find a unique IB success rate, the best IB success rate still can
be addressed, which can be used as an upper bound of IB success rate. In terms of finding the
upper bound of IB success rate, we can construct an ideal vc-matrix for integer bootstrapping.
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Figure 3.8: Two-dimensional example of integer bootstrapping success rate. The left panel
shows faˆ(x − a) and corresponding IB pull-in region. The right panel shows faˆ′(x − a) and
corresponding IB pull-in region
For example, we can construct a vc-matrix |Qaˆaˆ|
1
n In having the same volume asQaˆaˆ. These two
vc-matrices has the same volume since
∣∣∣|Qaˆaˆ| 1n In∣∣∣ = |Qaˆaˆ|. In this case, the confidence region
ofQaˆaˆ is a hypersphere and variance of each component can be calculated by σ2i = |Qaˆaˆ|
1
n , then
the average standard deviation of Qaˆaˆ is defined as the ambiguity dilution of precision (ADOP),
given as [Teunissen, 1997a, Teunissen and Odijk, 1997]:
ADOP = |Qaˆaˆ|
1
2n (3.45)
With the ADOP, upper bounds of IB success rate can be calculated with [Teunissen, 1997c,
2003b]:
P (aˇIB = a) ≤ (2Φ( 1
2ADOP
)− 1)n (3.46)
The IB success rate calculated with ADOP is an invariant upper bound of the IB success rate
and its proof can be found in Teunissen [2003b].
3.4.3 Success rate of integer least-squares estimator
Integer least-squares has been proven as the optimal integer estimator since it always achieves
maximum success rate [Teunissen, 1999]. However, ILS success rate is difficult to be calculated
due to its complex pull-in region shape. There are two ways to evaluate ILS success rate:
numerical solution and probabilistic bounds.
We start from the procedure of calculating the numerical ILS success rate, which is also
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known as the Monte Carlo method. The calculation of the numerical ILS success rate follows a
three steps procedure:
1. Simulate a number of aˆ following normal distribution N(0, Qaˆaˆ). The sample number is
denoted as Ntotal.
2. Perform ILS on each simulated samples and compare aˇ with the true integer 0.
3. Count the number of correctly fixed samples and denote it as Ncorrect. The numerical ILS
success rate can be calculated with Ps = Ncorrect/Ntotal.
The Monte Carol method is an universial success rate calculation method and it can also be
used to calculate IR and IB success rate. However, this method is time-consuming since a
number of samples need to calculated. Precision of the numerical solution depends on the
sample number Ntotal. More accurate Ps,ILS requires a larger Ntotal and consequently it is more
time-consuming. The relationship between Ntotal and Ps,ILS , investigated in Verhagen et al.
[2013] which suggests Ntotal should be between 100,000 and 1,000,000 to obtain a reasonable
precision.
The numerical solution (Monte Carlo method) is a computationally extensive way, so it
cannot meet requirement of real-time applications. We also have some computational efficient
but poor precision way to approximate ILS success rate, that is bounding the ILS success
rate. In this section, different upper and lower bounds of the ILS success rate are analysed,
including integer bootstrapping based lower bound, ellipsoidal upper/lower bounds, eigenvalue
based upper/lower bound and integration region based upper bound.
Lower bound based on integer bootstrapping
Integer least-squares achieves the maximum success rate with a given vc-matrix [Teunissen,
1999]. It also means that the ILS success rate is always higher than (or equal to) the IB success
rate. Although the ILS success rate is difficult to compute, but we know that ILS success rate
is always higher than the easy-to-calculate IB success rate. Hence, the IB success rate can be
served as a lower bound of ILS success rate, given as:
Ps,ILS = Ps,IB =
n∏
i=1
(2Φ(
1
2σaˆi|I
)− 1) (3.47)
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where Ps,ILS means the lower bound of ILS success rate. After decorrelation, IB success
rate is considered as a tight lower bound of ILS success rate according to existing research[Feng
and Wang, 2011, Thomsen, 2000, Verhagen, 2003, Verhagen et al., 2013].
Ellipsoidal upper and lower bounds
Although ILS pull-in region is difficult to calculate, it is still possible to approximate it with an
ellipsoid. Hassibi and Boyd [1998] proposed upper and lower bound of ILS success rate based
on hyper-ellipsoids, which is denoted as ellipsoidal upper and lower bounds in our discussion.
Hyper-ellipsoids actually are hyper-spheres in theQaˆaˆ spanned space, so determining the bound
is actually determining the radius of the hyper-sphere.
The basic idea of ellipsoidal upper bounds is to construct a hypersphere with the same
volume as Qaˆaˆ. The volume of n-dimensional hyper-sphere can be calculated as:
V = αnr
n =
pi
n
2
Γ(n
2
+ 1)
rn (3.48)
where V is the volume of the sphere. Γ(n) is the gamma function, which can be defined in a
recursive form: Γ(1) = 1, Γ(n + 1) = nΓ(n), Γ(1/2) =
√
pi. The volume of Qaˆaˆ is |Qaˆaˆ|, but
the volume of S0,ILS equals 1. In order to ensure the hyper-sphere having the same volume as
S0,ILS , the integration volume in Qaˆaˆ spanned space can be set as 1|Qaˆaˆ| . If the integration region
is a hyper-sphere, then the radius of the hyper-sphere can be calculated with r = ( 1
αn|Qaˆaˆ|)
1
n
. ‖aˆ− a‖2Qaˆaˆ follows a χ2(n, 0) distribution where n and 0 are the degree of freedom and the
non-central parameter respectively. The upper bound of ILS success rate can be expressed as
[Hassibi and Boyd, 1998]:
Ps,ILS = P (χ
2(n, 0) < (
1
αn |Qaˆaˆ|)
2
n ) (3.49)
Substituting ADOP into the equation, then the equation can be rewritten as [Teunissen,
2000a]:
Ps,ILS = P (χ
2(n, 0) <
Γ(n
2
+ 1)
2
n
piADOP 2
) (3.50)
60 CHAPTER 3. GNSS INTEGER AMBIGUITY ESTIMATION THEORY
1
2dmin
r
a1(cycle)
a 2
(cy
cle
)
 
 
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
Upper bound
Lower bound
Figure 3.9: A two-dimensional example of ILS success rate upper and lower bound ellipsoidal
integration region
The upper bound based on the pull-in region approximation was examined and reported to
working well [Feng and Wang, 2011, Thomsen, 2000, Verhagen, 2003].
The lower bound of the ILS success rate is finding a tangent ellipse inside the ILS pull-in
region. As discussed before, the boundaries of the ILS pull-in region are formed by half spaces
perpendicular to the integer vector c = z1 − z2, z1, z2 ∈ Zn and passing the point 12c. The
minimum distance between two integer vectors dmin = min ‖c‖Qaˆaˆ can then be found. If the
radius of the inscribed ellipses is 1
2
dmin, the lower bound of the ILS success rate can be given
as [Hassibi and Boyd, 1998, Teunissen, 1998a, Xu, 2006]:
Ps,ILS = P (χ
2(n, 0) <
1
4
d2min) (3.51)
Upper and lower bounds based on eigenvalue
Teunissen [1998a, 2000b] proposed a pair of upper and lower bounds of ILS success rate based
on eigenvalue. Instead of approximating ILS success rate by bounding the integration region,
these bounds are based on probability distribution approximation. The positive definite matrices
can be compared by their quadratic form, if fTQ1f ≥ fTQ2f ∀f ∈ Rn, then Q1 ≥ Q2. aˆ with
a smaller vc-matrix always has a larger ILS success rate [Teunissen, 2000b].
The idea of these bounds is quite similar to the ADOP. Volume of the vc-matrix can be
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defined by its eigenvalues:
|Qaˆaˆ| =
n∏
i=1
λi (3.52)
where λ = [λ1, λ2, · · · , λn]T is the eigenvalue vector of Qaˆaˆ. ADOP is the geometrical mean
of the ambiguity standard deviation [Odijk and Teunissen, 2008, Teunissen and Odijk, 1997],
so upper and lower bound of Qaˆaˆ can be identified according to its eigenvalues. Defining
λmax = max{λi} and λmin = min{λi}, the upper and lower bound of Qaˆaˆ can be constructed
as Q1 = λmaxIn and Q2 = λminIn. In this study, an auxiliary matrix, Q3 = ADOP 2In, is also
constructed for comparison purposes. According to the previous analysis, |Q3| = |Qaˆaˆ|.
A two-dimensional example is presented in Figure 3.10 to demonstrate the relationship
between Qaˆaˆ, Q1, Q2 and Q3. The three constructed matrix are all identity matrices, so their
confidence regions are circles in a two-dimensional case. Q3 and Qaˆaˆ has the same volume.
The confidence ellipse of Q1 and Q2 tangent that of Qaˆaˆ from outside and inside respectively.
The figure shows that Q1 has poorer precision and Q2 has better precision than Qaˆaˆ. The ILS
success rate of Q1 and Q2 can be calculated as:
P (aˇQ1ILS = a) = (2Φ(
1
2
√
λmax
)− 1)n
P (aˇQ2ILS = a) = (2Φ(
1
2
√
λmin
)− 1)n
(3.53)
Then, the ILS success rate of Qaˆaˆ can be bounded by:
(2Φ(
1
2
√
λmax
)− 1)n ≤ P (aˇILS = a) ≤ (2Φ( 1
2
√
λmin
)− 1)n (3.54)
The ILS success rate of Q3 can be calculated with equation (3.46). The ILS success rate of
Q3 is an upper bound of the integer bootstrapping success rate and it is also an approximation
of ILS success rate [Verhagen, 2005a, Verhagen et al., 2013].
Upper bounds based on bounding integration region
Besides the ellipsoidal integration region bounding, we still have other integration region bound-
ing methods, which are discussed below.
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Figure 3.10: A two-dimensional example of the confidence ellipse of Qaˆaˆ and its upper and
lower bound based on eigenvalue
Teunissen [1998a] proposed an upper bound of ILS success rate based on reducing the
ILS pull-in region. According to definition of ILS pull-in region, it is bounded by infinity half-
spaces orthogonal to integer vector c. Actually, there are 2n−1 pairs of valid bounding planes at
maximum, since one integer vector has only 2n− 1 pairs of adjacent integer vectors. Definition
of the ILS pull-in region (see equation (3.30)) shows that the ILS pull-in region can also be
interpreted as a overlap of 2n − 1 bands centered at a with width ‖c‖Qaˆaˆ . If fewer bands are
used to intersect the pull-in region, then a looser upper bound Ua ⊃ Sa can be identified.
The ILS pull-in region can be written as:
SILS,0 = {x ∈ Rn|
∣∣∣∣∣cTQ−1aˆaˆ x‖c‖2Qaˆaˆ
∣∣∣∣∣ ≤ 12 ,∀c ∈ Zn} (3.55)
Then the left side of the inequality can be defined as:
vi =
cTi Q
−1
aˆaˆ
‖ci‖2Qaˆaˆ
aˆ (3.56)
where ci ∈ Cz. If q independent integer vectors are chosen, vector v can be defined as v =
[v1, v2, · · · , vq]T .
Applying the variance propagation law, corresponding vc-matrix of v can be written as:
σvivj =
cTi Q
−1
aˆaˆ cj
‖ci‖2Qaˆaˆ ‖cj‖
2
Qaˆaˆ
(3.57)
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Figure 3.11: A two-dimensional example of the bounding ILS pull-in region using the band
intersection method
The vc-matrixQvv is a q×q symmetric matrix, so LDLT decomposition can be applied and
corresponding success rate can be calculated as:
Ps,ILS =
q∏
i=1
(2Φ(
1
2σvi|Ivi|I
)− 1) (3.58)
Conditional variance can be obtained by LTDL decomposition, which is similar to integer
bootstrapping. There is similar version of equation (3.58), where the conditional variances are
replaced by unconditional variances [Kondo, 2005], which reads as:
Ps,ILS =
q∏
i=1
(2Φ(
1
2σvivi
)− 1) (3.59)
The band intersection method is also used by Xu [2006]. In his method, a group of prede-
fined independent integer vectors v = [c1, c2, · · · , cn]T were used. The number of integer vector
q in practice is chosen as n ≤ q ≤ 2n − 1 [Verhagen, 2003]. When q = 2n − 1, equation (3.58)
can precisely calculate the ILS success rate, but 2n − 1 increases dramatically as the ambiguity
dimension increase. Therefore, ILS success rate calculation is still difficult in high-dimensional
cases. The upper bound would be closer to the true ILS success rate if a larger q is chosen. A
two-dimensional example of bounding ILS success rate with the band intersection method is
shown in Figure 3.11. For two-dimensional case, the ILS pull-in region is an intersection of 3
bands. For example, if q=2, then the ILS pull-in region can be approximated by the intersection
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of two bands (the blue region).
A practical issue of the band intersection is the selection of the integer vector set v. ∀vi, vj ∈
v, they should meet following constraint: vi 6= λvj if i 6= j. λ is an arbitrary none-zero real
number. It shows any two vectors in the vector set v cannot be collinear. For two-dimensional
case, there are three pairs if adjacent integers at maximum for each integer and each pair of
integers is collinear (e.g. [1, 0]T and [−1, 0]T ). For this case, only one of them can be involved
in the integer set v; thus the ILS pull-in region is an intersection of three bands, rather than six.
Involving collinear integer vectors will cause duplicated integrations and make the upper bound
smaller than the true value.
3.4.4 Success rate in the presence of biases
The success rate we discussed in previous sections are restricted in unbiased case, which is
known as formal success rate. In practice, due to atmosphere or other unmodelled error sources,
the float ambiguity aˆ is likely biased. In this section, the effect of biases on integer estimation
success rate is investigated.
If the float solution contains a bias E(aˆ) = a+∇a, the PDF of aˆ becomes:
f ′aˆ(x) = faˆ(x+∇a)
1√|Qaˆaˆ| (2pi)n exp {−12 ‖x+∇a‖2Qaˆaˆ} (3.60)
According to Anderson’s theorem, for any convex setE, if f(x) = f(−x) and ∫
E
f(x)dx <
∞, then ∫
E
f(x+ky)dx ≥ ∫
E
f(x+y)dx, 0 ≤ k ≤ 1 [Anderson, 1955]. Applying the theorem
to our case, then:
∫
S0
faˆ(x− a)dx ≥
∫
S0
f ′aˆ(x− a)dx,∀∇a 6= 0 (3.61)
The inequality indicates success rate of unbiased case is always larger or equals to the biased
case. Therefore, any unmodeled bias in float ambiguity vector would cause the actual success
rate lower than the formal success rate, regardless integer estimators. A two-dimensional
example is illustrated in Figure 3.12. If the bias vector causes a translation of PDF, then the
probability of aˆ falling in the acceptance region is reduced. Success rate in presence of biases
case can be evaluated in a similarly as the unbiased case. A lower bound of IR success rate in
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Figure 3.12: A two-dimensional example of biased float ambiguity case. E(aˆ) = [0, 0.3]T
the presence of biases can be given as:
P (aˇR = a) =
n∏
i=1
[∫ 1
2
−∇ai
− 1
2
−∇ai
f ′aˆi(x− a)dx
]
=
n∏
i=1
[
Φ
(
1− 2∇ai
2σaˆi
)
+ Φ
(
1 + 2∇ai
2σaˆi
)
− 1
]
(3.62)
where ∇ai is the ith component of ∇a. faˆi(x) is the ith marginal distribution of faˆ(x). The
bias-affected integer bootstrapping success rate can be given as [Teunissen, 2001b]:
P (aˇB = a) =
n∏
i=1
[∫ 1
2
−∇a′i
− 1
2
−∇a′i
f ′aˆ′i(x− a)dx
]
=
n∏
i=1
[
Φ
(
1− 2∇a′i
2σaˆi|I
)
+ Φ
(
1 + 2∇a′i
2σaˆi|I
)
− 1
]
(3.63)
where ∇a′i = cTi L−1∇a is the ith component of conditional bias vector ∇a′. faˆ′i(x) is the ith
marginal distribution of f ′aˆ(x).
The bias-affected integer least-square success rate would be complex, since some of ILS
success rate bounds are not applicable in the biased case. For example, the IB success rate is a
tight lower bound of ILS, but it may be not a lower bound in biased case. Similarly, whether the
ADOP based ellipsoidal upper bound and eigenvalue based bounds are still valid in biased case
is difficult to be proven. Fortunately, we do some bounds also applicable in the biased case. For
example, the ellipsoidal lower bound in the presence of bias can be given as:
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Ps,ILS = P (χ
2(n, ‖∇a‖2Qaˆaˆ) <
1
4
d2min) (3.64)
The upper bound based on bounding integration region is also applicable in the biased case.
In unbiased case, the 2n − 1 bands are centered at a with width ‖c‖Qaˆaˆ . In the biased case, the
width of bands is the same, but the center is changed to a +∇a. The projection of ∇a on the
integer vector z can be calculated as:
∇a⊥ =
zTQ−1Qaˆaˆ∇a
‖z‖Qaˆaˆ
(3.65)
Hence, the ILS success rate upper bound based on band intersection method in biased case
can be expressed as [Teunissen, 2001b]:
Ps,ILS =
p∏
i=1
(Φ(
1− 2∇a⊥
σvi|Ivi|I
)− Φ(1 + 2∇a⊥
σvi|Ivi|I
)− 1) (3.66)
3.5 Evaluation of Integer Estimation Success Rate
A number of upper and lower bounds of integer estimation success rate have been discussed,
In this section, their performance are evaluated with numerical computation. Performance of
the success rate bounds has been extensively studied, such as Verhagen [2003], Feng and Wang
[2011] and Verhagen et al. [2013], but there are still some details are not clear. For example,
decorrelation procedure has been widely used in ambiguity estimation, but its impact on success
rate bounds has not been investigated. It is known that the ILS success rate is independent from
decorrelation procedure, but it does not mean that its bounds are also decorrelation-invariant.
In this section, the impact of decorrelation procedure on integer estimation success rate bounds
is underpinned.
3.5.1 Simulation strategy
In order to examine performance of success rate bounds, a simulation based comparison is
carried out. The simulation scheme is briefly described in this section.
A medium baseline model described in equation (2.10) is adopted in our simulation. The
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least-squares method is adopted to estimate the float solution, based on single epoch GPS
observations. The elevation-dependent weighting strategy is used to capture the elevation-
dependent observation noise and ionosphere noise, which is given as [Verhagen et al., 2012]:
w = (1 + 10e−
E
10 )−
1
2 (3.67)
where w is the weight factor and E is the elevation angle in degree.
In order to capture the satellite geometry impact, a 15o × 15o global-covered, evenly dis-
tributed, ground tracking network is simulated and 24 hours observation data from all monitor
stations are generated with 1800 second sampling interval. In this way, the satellite geometry
in different locations and at different times can be captured by the simulated data set. Each data
set involves 12600 samples. In the comparison, success rate computed with the Monte Carlo
method is used as reference and Ntotal = 100, 000.
The above configuration is not only used in this section, but is also used in following
chapters. Particularly in this experiment, single frequency GPS data is simulated, with σP,z =
10cm and σφ,z = 1mm, σI,z = 1cm where σP,z, σφ,z and σI,z are standard deviations of code,
phase and pseudo ionosphere observations on zenith direction.
3.5.2 Evaluation of the IR and IB success rate
in this section, performance of integer rounding and integer bootstrapping success rate bounds
are investigated and compared. In this study, success rate calculated from Monte Carlo sim-
ulation is used as the reference and 100,000 samples are used in each trial. In this case,
the simulation error impact on success rate is typically smaller than 0.001 [Verhagen et al.,
2013]. Particularly, success rates and their bounds are compared before and after performing
decorrelation. The IR success rate and its bounds are presented in Figure 3.13. The two panels
show the IR success rates calculated with the same samples before and after decorrelation. The
figure shows the decorrelation process significantly improves IR success rate. The maximum IR
success rate is improved from about 0.4 to about 0.98 after decorrelation. The IB success rate
is served as an upper bound of IR success rate. The maximum differenced between reference
IR success rate and its upper bound is reduced from about 0.7 to 0.15 after decorrelation. The
calculated IR success rate lower bound also becomes tighter after decorrelation. The maximum
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difference between reference IR success rate and its lower bound is reduced from 0.2 to less
than 0.05. Therefore, decorrelation procedure improves IR success rate and makes its upper
and lower bound tighter. After decorrelation, the IR success rate lower bound is a tight lower
bound of the reference IR success rate.
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Figure 3.13: Upper and lower bound of integer rounding success rate before and after
decorrelation
The bounds of integer bootstrapping success rate is evaluated in Figure 3.14. The IB success
rate also increased significantly after decorrelation. The minimum IB success rate is increased
from about 0.1 to 0.4 after decorrelation. The discrepancy between IB success rate and ADOP
based upper bound decreases after decorrelation. The maximum discrepancy decreases from 0.8
to about 0.2. In most cases, the discrepancy is smaller than 0.1 after decorrelation. However,
the improvement is solely contributed by the IB success rate improvement since the ADOP is
invariant during the decorrelation procedure [Teunissen, 2003b]. In conclusion, decorrelation
procedure can improve IB success rate significantly and the ADOP based upper bound is a tight
IB success rate after performing decorrelation procedure. It also means the improvement of
sorting strategy on IB success rate is limited since the IB success rate cannot be higher than
ADOP based upper bound no matter which sorting strategy is applied.
3.5.3 Evaluation of the ILS success rate
The ILS success rate is independent from the decorrelation procedure and this is why decor-
relation can be used to accelerate ILS searching procedure. However, the upper and lower
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Figure 3.14: Relationship between IB success rate and its ADOP based upper bound before
and after decorrelation
bounds of ILS success rate are not necessarily invariant during the decorrelation. In this study,
three groups of upper and lower bounds and one approximation method are considered. The
methodologies of these methods have already been discussed.
At first, the ellipsoidal upper and lower bounds are evaluated and the results are presented
in Figure 3.15. The figure indicates the discrepancy between ILS success rate and its ellipsoidal
upper bound is smaller than 0.2 in most cases. However, it cannot be called a tight upper
bound since the discrepancy reaches 0.4 for some cases. The ellipsoidal lower bound performs
even worse than the upper bound. The discrepancy is larger than 0.1 even in the best case.
The figure also indicates that the ellipsoidal upper and lower bounds are invariant from the
decorrelation and the result is reasonable. For the ellipsoidal upper bound, the success rate is
invariant is because the volume ofQaˆaˆ does not change during the decorrelation procedure. The
lower bound also does not change because ‖aˆ− aˇ‖2Qaˆaˆ = ‖zˆ − zˇ‖
2
Qzˆzˆ
. Therefore, dmin does not
change during decorrelation as well. In conclusion, ellipsoidal upper and lower bounds are not
tight bounds of ILS success rate, but ellipsoidal upper and lower bounds are invariant during
decorrelation.
The eigenvalue-based upper and lower bound is evaluated and the results are presented
in Figure 3.16. At first, the eigenvalue-based ILS success rate bounds are not tight bounds.
Before decorrelation, the upper bound is 1 and the lower bound is 0 for majority cases. The
eigenvalues of Qaˆaˆ determine the axes of confidence ellipses. As shown in Figure 3.5, shape
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Figure 3.15: Ellipsoidal upper and lower bound of ILS success rate before and after
decorrelation
of confidence ellipse is changed during the decorrelation. Before decorrelation, the confidence
ellipse is extremely elongated, so the eigenvalue based upper and lower bounds are too rough to
approximate the true ILS success rate. The performance of eigenvalue based upper and lower
bounds can be improved by decorrelation. Especially the lower bound is significantly improved
and the minimum discrepancy is reduced to about 0.2. However, they are still not tight enough
even after decorrelation. Therefore, the eigenvalue-based upper and lower bound are not tight
bounds of ILS success rate and they are not recommended in practice.
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Figure 3.16: Eigenvalue based upper and lower bound of ILS success rate before and after
decorrelation
Performance of the band intersection upper bound and IB lower bound is evaluated and
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the results are presented in Figure 3.17. In this study, the number of band q equals to the
ambiguity dimension. The figure shows the band intersection upper bound is a tight bound
before decorrelation and the maximum discrepancy is about 0.2. However, the discrepancy
increases after decorrelation. Unlike most bounds, performance of the band intersection upper
bound degrads after decorrelation. The reason of performance decreasing can be explained
with Figure 3.18. The figure shows the bounding region versus the ILS pull-in region in high
and low correlation cases. In high correlation cases, ILS pull-in region is elongated. With
proper chosen band, the difference between the bounding region and the ILS pull-in region is
small. In contrast, the low correlation case has an adverse impact on pull-in region bounding
and the region difference becomes even larger. Therefore, performance of the band intersection
upper bound even decreases after decorrelation. As discussed, the IB success rate benefit from
decorrelation and the maximum difference between IB success rate and ILS success rate is
decreased from 0.85 to less than 0.05. After decorrelation, the IB success rate is the tightest
lower bound of the ILS success rate.
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Figure 3.17: Band intersection upper bound and IB lower bound of ILS success rate before and
after decorrelation
The ADOP based IB success rate upper bound is also an approximation of ILS success rate.
The examination of ADOP based ILS success rate approximation is presented in Figure 3.19. As
discussed, ADOP based ILS success rate approximation is independent from the decorrelation
procedure. For most cases, the discrepancy between the ADOP approximation and the ILS
success rate varies between -0.1 and 0.2. The extreme discrepancies reach about 0.3.
In this study, the integer Gaussian transformation method is used for the decorrelation
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Figure 3.18: Integration bounding region versus the ILS pull-in region in high and low
correlation cases
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Figure 3.19: ADOP based ILS success rate approximation before and after decorrelation
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purpose. It is worth that the success rate bounds depends on the decorrelation are non-unique.
The integer Gaussian transformation is not the only decorrelation method, so these bounds may
have different performances if different decorrelation methods are applied.
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Chapter 4
GNSS Ambiguity Acceptance Tests
Integer estimation can improve GNSS positioning precision if the ambiguities are fixed to
correct integer. However, the fixed integer ambiguities are not always correct. If the ambiguity
parameters are fixed to incorrect integers, it has negative impact on baseline components. The
impact can be mathematically expressed as:
bˇ = bˆ−QbˆaˆQ−1aˆaˆ (aˆ− aˇ′)
bˇ = bˆ−QbˆaˆQ−1aˆaˆ (aˆ− a−∇a)
bˇ = bˆ−QbˆaˆQ−1aˆaˆ (aˆ− a) +QbˆaˆQ−1aˆaˆ∇a
(4.1)
where aˇ′ = a + ∇a and ∇a is the discrepancy between the fixed integer vector and the true
integer vector. The equation shows that the biased introduced by incorrectly fixed ambiguity
would be assimilated by bˇ and causes bˇ biased. An example of single frequency single epoch
RTK positioning results over one week is demonstrated in Figure 4.1. The figure indicates the
incorrectly fixed ambiguity causes large biases and discontinuity in positioning results and ruins
the reliability of ambiguity-fixed positioning results.
In order to improve reliability of positioning results, an additional validation procedure
is added to ambiguity resolution procedure, which is known as ambiguity acceptance test or
ambiguity validation. The ambiguity acceptance test can discriminate reliable and unreliable
fixed solutions with certain criteria. If the fixed solution is rejected by ambiguity acceptance
test, the float solution bˆ is used as the final solution to prevent unexpected bias in positioning
results.
The ambiguity acceptance test can be solved by constructing test statistics following a
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Figure 4.1: An example of single frequency single epoch RTK positioning results with correctly
fixed solution (green dots), incorrectly fixed solution (red dots) and float solution (grey dots)
certain distribution, and comparing these test statistics with the threshold to make the final
decision. The procedure involves three key aspects: test statistics, probability distribution and
threshold. In this chapter, the first two aspects are considered.
The test statistics have been extensively studied. Several discrimination tests have been
used for ambiguity validation purpose. These discrimination tests construct statistics with the
best and the second best integer candidates, such as the ratio test [Euler and Schaffrin, 1991,
Han, 1997, Wei and Schwarz, 1995], the F-ratio test [Landau and Euler, 1992], the difference-
test [Tiberius and De Jonge, 1995] and the projector test [Wang and Li, 2012, Wang et al.,
1998b, 2000]. The concept of integer aperture estimation was proposed by Teunissen and Odijk
[2003], which is considered as a more general integer estimation. The integer aperture (IA)
estimation unified all ambiguity acceptance test methods to a same framework and a number
of new integer aperture estimators were proposed afterward. These IA estimators has been
systematically studied by Verhagen [2005b].
The probability distribution in the ambiguity acceptance test are discussed before examining
integer aperture estimators since they are bases of ambiguity acceptance test. All existing
integer aperture estimators are classified into different groups according to their test statistics
construction features. Performances of these IA estimators are then evaluated in the end of this
chapter.
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4.1 Hypothesis Test Model of Ambiguity Acceptance Test
Before discussing specific IA estimators, the probability basis of ambiguity acceptance tests
need to be discussed first. Since all ambiguity acceptance tests are based on the ambiguity
residuals, the probability distribution of ambiguity residuals becomes the probability basis of
ambiguity acceptance test.
4.1.1 Probability distribution of ambiguity residuals
As noted, the float solution aˆ follows a normal distribution. The ambiguity residuals vector is
defined as [Teunissen, 2002]:
ˇ = aˆ− aˇ (4.2)
The probability distribution of ˇ is a non-trivial issue in ambiguity acceptance test, since
ˇ is widely used in test statistics construction. Probability distribution of ˇ is derived from
probability distribution of aˆ and aˇ. Given the joint distribution of aˆ and aˇ as [Teunissen, 2002]:
faˆ,aˇ(x, z) = faˆ(x)sz(x), sz(x) =
1 if x ∈ Sz0 otherwise (4.3)
faˆ(x) is the marginal distribution of faˆ,aˇ(x, z), given as [Teunissen, 2002]:
faˆ(x) =
∑
z∈Zn
faˆ,aˇ(x, z) (4.4)
Another marginal distribution of faˆ,aˇ(x, z) is a probability mass function (PMF), since z is not
continuous. The PMF can be given as [Teunissen, 2002]:
P [aˇ = z] =
∫
Rn
faˆ,aˇ(x, z) =
∫
Sz
faˆ(x)dx (4.5)
The PMF shows that the fixed integer ambiguity aˇ is not deterministic although it is discrete
valued. Its stochastic characteristic is inherited from aˆ.
According to equations (4.3) and (4.2), the joint distribution of ˇ and aˇ can then be calculated
78 CHAPTER 4. GNSS AMBIGUITY ACCEPTANCE TESTS
as [Teunissen, 2002]:
fˇ,aˇ(x, z) = faˆ,aˇ(x+ z, z) (4.6)
The PDF of ˇ can then be derived from the marginal distribution of fˇ,aˇ(x, z), given as [Teunis-
sen, 2002, Verhagen and Teunissen, 2006b]:
fˇ(x) =
∑
z∈Zn
faˆ(x+ z)s0(x) (4.7)
A one-dimensional example of fˇ(x) is shown in Figure 4.2. The upper left panel shows
faˆ(x− a), a normal distribution PDF, which may span over several pull-in regions. As a result,
aˇ may not always equal E(aˆ). The upper right panel shows the joint distribution of aˆ and aˇ,
denoted as faˆ,aˇ(x, z). The lower left panel shows the joint distribution of ˇ and aˆ, denoted as
fˇ,aˇ(x, z) . The lower right panel shows the PDF of ambiguity residuals ˇ, denoted as fˇ(x).
fˇ(x) is a marginal distribution of fˇ,aˇ(x, z).
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Figure 4.2: A one-dimensional example of fˇ(x) construction. The four panels show faˆ(x− a)
(upper left), faˆ,aˇ(x, z) (upper right) fˇ,aˇ(x, z) (lower left) and fˇ(x) (lower right)
Since pull-in region Sz is ‘z-translational invariant’, fˇ(x) has the following property:∫
S0
fˇ(x)dx = 1 (4.8)
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This property holds for any admissible integer estimator. According to equation (4.7), fˇ(x) can
be decomposed into two parts, given as:
fˇ(x) = faˆ(x− a)s0(x) +
∑
z∈Zn\{a}
faˆ(x− z)s0(x), x ∈ Rn (4.9)
The first term is faˆ(x), and the remaining terms are contributed by aˇ 6= a cases. Since PDF
faˆ(x + z) is a non-negative function, fˇ(x) ≥ faˆ(x) always holds. According to equation (4.8)
and (4.9), the integer estimation failure rate can also be calculated with:
Pf =
∫
S0
fˇ(x)dx−
∫
S0
faˆ(x− a)dx =
∑
z∈Zn\{a}
∫
S0
faˆ(x− z)s0(x)dx (4.10)
The ambiguity residuals not only depend on the float solution aˆ, but also depend on the
fixed solution aˇ. Therefore, fˇ(x) is also integer estimator dependent. Figure 4.3 shows a
two-dimensional example of fˇ(x) and faˆ(x− a) with respect to different integer estimators.
4.1.2 Hypothesis test model of ambiguity acceptance test
A classical hypothesis test problem is formed by a null hypothesis and an alternative hypothesis,
denoted as H0 and Ha respectively. Normally, a test statistic x following a well-known prob-
ability distribution is formulated. x probably belongs to either H0 or Ha. The hypothesis test
can help to determine whether x belongs to H0 with the help of knowledge of the probability
distribution. If the PDF of n-dimensional variable x is continuous; there is always a continuous
region in Rn satisfying a particular hypothesis H0 [Neyman and Pearson, 1933]; the region is
known as acceptance region Ω.
A one-dimensional example of a simple hypothesis test is illustrated in Figure 4.4. In the
figure, x follows a one-dimensional normal distribution and its variance σ2 is known. The
hypotheses are H0 : E(x) = 0 or Ha : E(x) = 1. With a given confidence interval (e.g. 95%),
the acceptance region can be identified by Ω = {x ∈ R|arg
x
{Φ(x) ≤ 0.95}}, where Φ(x) is
the uni-variate normal distribution cumulative distribution function (CDF) and x ∼ N(0, 1)
distribution. If x ∈ Ω then H0 is accepted, otherwise, accept Ha. If x /∈ Ω, H0 is rejected,
and the corresponding region is known as the reject region. The boundary between acceptance
region and reject region is defined the threshold µ.
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Figure 4.3: Two-dimensional examples of faˆ(x − a) (left column) and fˇ(x) (right column)
for integer rounding (upper), integer bootstrapping (middle) and integer least-squares (lower)
estimators
However, the decision may not always be correct, since there is no clear boundary between
H0 and Ha in reality. Therefore, making wrong decision in hypothesis test is almost inevitable.
There are four types of possible results in hypothesis test. The results forms a decision matrix,
which is shown in Table 4.1. Incorrectly rejectingH0 is known as the type I error and probability
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of making a type I error is denoted as α. Incorrectly accepting Ha is known as a type II error
with corresponding probability is denoted as β. The correct rejected Ha, known as the test
power, is denoted as 1− β.
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Figure 4.4: One-dimensional example of simple hypothesis test
Table 4.1: Classical hypothesis test decision matrix
Reality
H0 Ha
Statistical
decision
‘H0’ Correctly accept (1− α) Type II error (β)
‘Ha’ Type I error (α) Correctly reject (1− β)
In ambiguity acceptance test, the null hypothesis and alternative hypothesis are given as
[Verhagen, 2004]:
H0 : y = Aaˇ+Bbˇ+ e, aˇ ∈ Zn, bˇ ∈ Rp, e ∈ Rm
Ha : y = Aaˆ+Bbˆ+ e, aˆ ∈ Rn, bˆ ∈ Rp, e ∈ Rm
(4.11)
In above hypotheses model, the null hypothesis is that the ambiguity parameter is an integer
vector and the alternative hypothesis is that the ambiguity parameter is a real-valued vector. It
means only H0 is accepted by the ambiguity acceptance test, the fixed ambiguity parameter can
be used.
The general hypothesis test theory is applicable to ambiguity acceptance test, but ambiguity
acceptance test also has its own features. Early efforts tried to solve ambiguity acceptance
test problem using distribution of aˆ since aˇ is assumed to be deterministic. If the assumption
is true, then fˇ(x) = faˆ(x). However, the assumption is not correct due to the stochastic
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property of aˇ [Teunissen, 1997b]. According to previous analysis, the probability foundation
of the ambiguity acceptance test should be the ambiguity residuals distribution fˇ(x). A one-
dimensional hypothesis test model for ambiguity acceptance test is illustrated in Figure 4.5.
In the ambiguity acceptance test, both acceptance region and rejection region are subsets of
S0. According to equation (4.10), the probability distribution of failure case can be denoted
as fˇ(x) − faˆ(x − a). The figure illustrates that it is impossible to find a proper acceptance
region separating fˇ(x)− faˆ(x− a) and faˆ(x− a) completely. In addition, ambiguity residuals
distribution fˇ(x) is an infinite sum of faˆ(x), thus fˇ(x) is a non-standard distribution. The
figure also shows that if |ˇ| is larger, then aˇ is more likely to be incorrect. If ˇ is close to 0, then
the fixed aˇ is more reliable. Therefore, reliability of ambiguity resolution can be improved by
shrink the integer estimation pull-in region. Then the unreliable aˇ would be rejected and only
high reliable aˇ are accepted. In this way, reliability of ambiguity resolution can be controlled
by adjust the acceptance region size.
Similar to the hypothesis test decision matrix in Table 4.1, the decision matrix for ambi-
guity acceptance test can be given in Table 4.2. In the classical hypothesis test, the following
relationship holds:
P (correctly accept) + P (type I error) = 1
P (type II error) + P (correctly rejected) = 1
(4.12)
In the ambiguity acceptance test, the relationship becomes:
P (success) + P (false alarm) = Ps,IE
P (failure) + P (correctly rejected) = Pf,IE = 1− Ps,IE
(4.13)
where Ps,IE refers to the integer estimation success rate.
Table 4.2: Hypothesis test decision matrix for ambiguity acceptance test
Reality
H0 Ha
Statistical
decision
’H0’ Success Failure
’Ha’ False alarm Correctly rejected
Since the acceptance region Ω is always a subset of integer estimator pull-in region S, Ω is
also known as the aperture. Ambiguity acceptance test can also be generalized as the integer
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Figure 4.5: One-dimensional hypothesis test model for the ambiguity validation problem. The
two curves show fˇ(x) (upper) and faˆ(x) (lower). The different colored regions show different
probability
aperture (IA) estimation. The integer aperture estimation is a unified ambiguity acceptance
test framework and hence it is independent from specific ambiguity acceptance test forms
[Teunissen, 2003d, Teunissen and Odijk, 2003].
Similar to definition of the admissible integer estimator, a class of integer aperture estimator
can be defined as [Teunissen, 2003c,d] :
(1)
⋃
z∈Zn
Ωz =
⋃
z∈Zn
(Ω ∩ Sz) = Ω ∩ (
⋃
z∈Zn
Ωz) = Ω ∩ Rn = Ω
(2)Ωz1 ∩ Ωz2 = (Ω ∩ Ωz1) ∩ (Ω ∩ Ωz2) = Ω ∩ (Sz1 ∩ Sz2) = ∅, z1 6= z2
(3)Ω0 + z = (Ω ∩ S0) + z = (Ω + z) ∩ (S0 + z) = Ω ∩ Sz = Ωz
(4.14)
Here Ω ⊂ Rn is the aperture space, which is formed by infinity aperture Ωz. Sz is the integer
estimator pull-in region. The apertures Ωz cannot be overlapped and Ωz is also ‘z-translational
invariant’. The difference between Ωz and Sz is that gap is allowed between Ωz. Equation (3)
of (4.14) indicates Ωz ⊂ Sz and the volume of Sz equals 1 (from equation (3.17)), then:
∫
Ωz
dx ≤ 1 (4.15)
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Integer aperture estimator is a hybrid estimator with multi-type outputs. The output can be
either real-valued or integer-valued vector, which can be described as [Teunissen, 2003d]:
a¯ =
∑
z∈Zn
zsz(aˆ) + aˆ(1−
∑
z∈Zn
sz(aˆ)) (4.16)
where a¯ indicates the output of IA estimator. Only if aˆ ∈ Ω, the float ambiguities can be fixed
to integers, otherwise, the output of IA estimator remains the float solution. Possible outputs of
integer aperture are:
• aˆ ∈ Ωa, then a¯ = a. It corresponds to correctly accepted case in the decision matrix and
known as the ‘success’ case;
• aˆ ∈ Ω\Ωa, then a¯ = z, z ∈ Zn\{a}. It corresponds to type II error in the decision matrix
and is denoted as the ‘failure’ case.
• aˆ /∈ Ω then a¯ = aˆ, aˆ ∈ Rn, it corresponds to a (both correctly and incorrectly) rejected
case in the decision matrix and called the ’undecided’ case.
A two dimensional example of IA concept is demonstrated in Figure 4.6. In contrast to
integer estimator, IA estimator allows gaps between acceptance regions. The acceptance region
of IA estimators is also ’z-translational invariant’. If aˆ falls in the acceptance region, aˇ is
accepted by the IA estimator. However, the accepted aˇ is not always correct. In the figure, the
green dots and red dots are correctly and incorrectly fixed cases respectively, while the gray
dots show the samples rejected by IA estimators.
Corresponding probabilities of success (s), failure (f) and undecided (u) are given by [Teu-
nissen, 2003c,d, Verhagen, 2005b] :

Ps = P (a¯ = a) =
∫
Ωa
faˆ(x)dx
Pf =
∫
Ω\Ωa faˆ(x)dx =
∑
z 6=a
∫
Ωz
faˆ(x)dx =
∫
Ω0
(fˇ(x)− faˆ(x− a))dx
Pu = P (a¯ = aˆ) = 1− Ps − Pf
(4.17)
It is noted that Ps+Pf 6= 1 in the integer aperture estimation, so another reliability indicator,
success fix rate, can be used to evaluate performance of IA estimators, which is defined as:
4.2. DISTANCE BASED INTEGER APERTURE ESTIMATORS 85
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
aˆ1
aˆ
2
 
 
Success
Failure
Undecided
Figure 4.6: A two-dimensional example of IA estimation concept
Psf =
Ps
Ps + Pf
=
∫
Ω0
faˆ(x− a)dx∫
Ω0
fˇ(x)dx
(4.18)
The integer aperture estimation gives a unified framework for ambiguity acceptance test.
Under the framework, many specific integer aperture estimators are proposed and analysed.
Some of them are generalized discrimination tests, some are down-scaled versions of integer
estimators and some are completely new. All these integer aperture estimators are ambiguity
residuals based or fˇ(x) based. According to the construction of integer apertures, all inte-
ger aperture estimators can be classified into four categories: distance-based integer aperture
estimators, projector-based integer aperture estimators, ratio-based integer aperture estimators
and probability-based integer aperture estimators. These integer estimators are discussed in
remainder of this chapter.
4.2 Distance Based Integer Aperture Estimators
Distance based integer aperture estimators include the ellipsoidal integer aperture (EIA), the
integer aperture bootstrapping (IAB) and the weighted integer aperture bootstrapping (WIAB).
These IA estimators define their acceptance region using Euclidean norms.
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4.2.1 Ellipsoidal integer aperture estimation
The simplest integer aperture estimator is the ellipsoidal integer aperture (EIA) [Teunissen,
2003c]. The EIA constructs its acceptance region with the squared Euclidean norm of ˇ, which
is defined as:
ΩEIA,a = ΩEIA,0 + a = {x ∈ Sa| ‖x− a‖2Qaˆaˆ ≤ µ2} (4.19)
where ΩEIA,a is the EIA acceptance region centered at a. The EIA acceptance region boundary
is a contour of faˆ(x). A two-dimensional example of EIA acceptance region is demonstrated
in Figure 4.7. Size of EIA acceptance region is controlled by its threshold µ. Since aˆ follows
normal distributionN(a,Qaˆaˆ), the quadratic form ‖x− a‖2Qaˆaˆ follows a non-central χ2 distribu-
tion. Probability of aˆ falling in ΩEIA,z can be expressed as a sum of non-central χ2 distribution
cumulative distribution functions (CDF), given as:
P (aˆ ∈ ΩEIA,a) = P (ˇ ≤ µ2) =
∑
z∈Zn
P (χ2(n, λz) ≤ µ2) (4.20)
where the non-centrality parameter λa = zTQ−1aˆaˆ z. The success rate, failure rate and undecided
rate of EIA can then be calculated as follows:
Ps = P (χ
2(n, 0) ≤ µ2)
Pf =
∑
z∈Zn\{0} P (χ
2(n, λz) ≤ µ2)
Pu = 1−
∑
z∈Zn P (χ
2(n, λz) ≤ µ2) = 1− Pf − Ps
(4.21)
Advantage of EIA is its easy-to-evaluate success rate and failure rate, while drawback of
EIA is that its acceptance region may overlap when µ is too large. In order to avoid overlap,
the upper bound of µ has to be determined. The upper bound of µ should make ΩEIA,z1 tangent
to an adjacent acceptance region ΩEIA,z1 . In the Qaˆaˆ spanned space, where the Euclidean norm
between two adjacent integer is heterogeneous, the closest distance between the two integers
can be denoted as:
dmin = min ‖z1 − z2‖Qaˆaˆ , z1, z2 ∈ Zn (4.22)
As a result, the upper bound of the EIA threshold can be given as µ ≤ 1
2
dmin.
A small non-centrality parameter λz means a larger probability contribution to P (aˆ ∈
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ΩEIA,a) according to equation (4.20), and consequently has a larger contribution to the failure
rate [Verhagen, 2005b].
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Figure 4.7: A two-dimensional example of EIA acceptance region
4.2.2 Integer aperture bootstrapping estimation
Another distance based integer aperture estimator is integer aperture bootstrapping (IAB). IAB
is derived from integer bootstrapping estimator, but it is a down-scaled version. Hence, success
rate and failure rate of IAB are also easy to evaluate. The IAB reject unreliably fixed integer
by shrinks the pull-in region of integer bootstrapping. Acceptance region of IAB is defined as
[Teunissen, 2005b]:
ΩIAB,z = µSIB,z (4.23)
with
βSIB,z = {x ∈ R
n| 1
µ
(x− z) ∈ SIB,0}
SIB,0 =
⋂n
i=1{x ∈ Rn|
∥∥cTi L−1x∥∥ ≤ 12} (4.24)
where µ is the aperture parameter and 0 ≤ µ ≤ 1, and SIB,0 is the pull-in region of integer
bootstrapping centered at the origin. Shape of IAB acceptance region ΩIB,z is the same as the
IB pull-in region SIB,0, but its size is smaller. A two-dimensional example of IAB acceptance
region is illustrated in Figure 4.8. The computation of the integer aperture bootstrapping
estimator is as simple as integer bootstrapping.
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Success rate of integer aperture bootstrapping can be calculated with:
Ps =
n∏
i=1
[∫ µ
2
−µ
2
faˆ′i(x− a)dx
]
=
n∏
i=1
[
2Φ(
µ
2σi|I
)− 1
]
(4.25)
where faˆ′(x) is defined in equation (3.41). faˆ′i(x) is the marginal distribution of ith dimension.
IAB failure rate can be calculated by the bias-affected integer bootstrapping success rate,
which is given as:
Pf =
∑
z∈Zn\{0}
{
n∏
i=1
[
Φ(
µ− 2cTi L−1z
2σi|I
) + Φ(
µ+ 2cTi L
−1z
2σi|I
)− 1
]}
(4.26)
Once Ps and Pf are calculated, the undecided rate can be calculated with Pu = 1−Ps−Pf .
Comparing to EIA, the IAB does not have overlap concern. IAB also inherit drawbacks of
integer bootstrapping estimator: success rate and failure rate are non-unique. Success rate and
failure rate of IAB depend on bootstrapping order. As integer bootstrapping is not optimal
estimator, IAB also cannot be the best IA estimator, but it would be a good choice when IA is
adopted as the integer estimator.
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Figure 4.8: A two-dimensional example of the IAB acceptance region
4.2.3 Weighted integer aperture bootstrapping estimation
Integer aperture bootstrapping is constructed by scaling IB pull-in region with a factor β. The
idea is quite straightforward, but it may not be the best choice since success rate of IAB
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is significantly lower than other IA estimators. In this section, a weighted integer aperture
bootstrapping (WIAB) is proposed to improve performance of IAB
As noted, limitation of IAB is its single scale factor µ. In order to keep our discussion
simple and clear, we express the definition of IAB by the conditional variable aˆ′, given as:
ΩIAB,z =
n⋂
i=1
{aˆ ∈ Rn| ‖aˆ′i − zi‖ ≤
µ
2
} (4.27)
It is noted that aˆ′ has a diagonal vc-matrix rather than an identity matrix, which means each
component of aˆ′ has a different variance. In IAB, each dimension has the same boundary µ
2
and
the variance information of aˆ′ cannot be incorporated in decision making. That is the reason
why IAB success rate is significantly lower than other IA estimators when confidence ellipse of
aˆ′ is elongated.
In order to overcome this problem, we proposed a weighted integer aperture bootstrapping
(WIAB) to incorporate the aˆ′ variance. WIAB is defined as:
ΩWIAB,z =
n⋂
i=1
{aˆ ∈ Rn| ‖aˆ′i − zi‖ ≤
µ
2σi|I
}
=
n⋂
i=1
{aˆ ∈ Rn|σi|I ‖aˆ′i − zi‖ ≤
µ
2
}
=
n⋂
i=1
{aˆ ∈ Rn|
√
(aˆ′i − zi)Qaˆ′iaˆ′i(aˆ′ − zi) ≤
µ
2
}
(4.28)
The first equation shows that principle of the WIAB is adding a scale factor 1/σi|I to the
threshold of each dimension. In IAB estimator, the threshold is fixed regardless if σi|I . Previous
discussion has pointed out that smaller σi|I lead more reliable ambiguity estimation. In this
case, larger acceptance region can improve success rate without significantly boost failure risk.
Similarly, a tight acceptance region can be applied to large σi|I case to control its failure rate.
Properly weighted acceptance region boundaries can improve IAB success rate and this is the
principle of WIAB. The second equation shows an alternative form of WIAB, which is scaling
the IB ambiguity residuals by σi|I . The rest of steps of WIAB is exactly the same as IAB. This
equation also reveals that computation complexity of WIAB is the same as the IAB. It is also
worth to pay attention that µ in the second equation belongs to inverval [0, σi|I ] rather than [0, 1]
since the left side has been multiplied by a scale factor σi|I .
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Figure 4.9: Two-dimensional examples of IAB and WIAB acceptance regions with the failure
rate tolerance P¯f = 0.01. The two panels show different Qaˆaˆ cases
Comparison of IAB and WIAB in two-dimensional case is demonstrated in Figure 4.9. Qaˆaˆ
used in this example can be found in equation (A.2) in appendix A. In this example, failure
rates of IAB and WIAB are exactly the same. The difference is that ΩIAB,0 is always a square
while ΩWIAB,0 is a rectangular. In the left panel, the two acceptance regions are similar as
Qaˆ′aˆ′ is nearly a identity matrix. In the right panel, ΩWIAB,0 is significantly larger than ΩIAB,0,
especially in aˆ′i dimension. With the same failure rate, larger acceptance region means a higher
success rate. It can be concluded that WIAB outperforms IAB in the right panel case. When
the confidence ellipse of Qaˆ′aˆ′ is elongated, WIAB is capable of adjusting its acceptance region
according to Qaˆ′aˆ′ , while IAB fixes its acceptance region as a cube. This is the reason why
WIAB outperforms IAB.
The modification in WIAB does not add extra computation burden in success rate, failure
rate and undecided rate calculation. Corresponding success rate, failure rate and undecided rate
of WIAB can be calculated by:

Ps =
∏n
i=1
[∫ µ′i
2
−µ
′
i
2
faˆ′i(x− a)dx
]
=
∏n
i=1
[
2Φ(
µ′i
2σi|I
)− 1
]
Pf =
∑
z∈Zn\{0}
{∏n
i=1
[
Φ(
µ′i−2cTi L−1z
2σi|I
) + Φ(
µ′i+2c
T
i L
−1z
2σi|I
)− 1
]}
Pu = 1− Pf − Ps
(4.29)
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with
µ′i =

µ
σi|I
, µ
σi|I
≤ 1
1 , µ
σi|I
> 1
(4.30)
In success rate and failure rate calculation, it is important to ensure µ′i is in its valid interval;
otherwise it may cause acceptance region overlap.
4.2.4 Comparison of distance based IA estimators
Although distance based IA estimators have different test statistics, they still share common
features. For example, all distance based IA estimators construct their test statistics with the
distance between aˆ and aˇ. EIA uses ‖x− a‖2Qaˆaˆ; IAB and WIAB use ‖aˆ′i − zi‖. All distance
based IA estimators only requires one integer candidate in test statistic construction. Benefit of
simple test statistic is that success rate and failure rate can be calculated easily.
Although all the three IA estimators are distance based, they have different performancet.
To investigate performance of these IA estimators, numerical comparison are carried out with
simulation data. The simulation strategy is the same as that described in section 3.5.1. The fixed
failure rate approach is used in the comparison, which means failure rates of IA estimators
are the same in the comparison. In this case, the IA estimator with higher success rate is
considered having better performance. The comparison results are presented in Figure 4.10.
In this comparison, failure rate tolerance is set as P¯f = 0.001. According to the comparison
results, success rate of all IA estimators decreases dramatically as Ps,ILS decreases. IAB and
WIAB outperform EIA in terms of success rate and their success rate can be higher than Ps,EIA
by 0.4 and 0.6 respectively. Ps,WIAB is higher than Ps,IAB by 0.2 at maximum. Hence, WIAB
performs the best out of all distance based IA estimators. Success rate discrepancy between IA
estimators decreases when the underlying model becomes weaker. For example, when Ps,ILS ≤
0.8, there is no significant success rate difference between different IA estimatiors. This is
because success rates of all three IA estimators are close to 0 in this case. In this comparison,
success rate of all three IA estimators are below 0.2 if Ps,ILS ≤ 0.9.
Relationship between IAB and WIAB is also examined by the numerical comparison. The
comparison results are presented in Figure 4.11. This comparison compared success rate of
IAB and WIAB in different failure rate tolerance cases. The left panel shows the mean success
rate difference between IAB and WIAB and the right panel shows the maximum success rate
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Figure 4.10: Success comparison of distance based IA estimators with P¯f = 0.001. The upper
row shows the relationship between IA success rate and ILS success rate; the lower row shows
success rate differences between different IA estimators
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Figure 4.11: Success rate comparison of WIAB and IAB in different failure rate tolerance cases.
The left panel shows mean success rate difference and the right panel shows the maximum
success rate difference
difference between them. It shows that WIAB always achieves a higher success rate than IAB,
so WIAB outperforming IAB is not an occasional phenomenon. The superiority of WIAB
becomes more significant when the failure rate tolerance decreases.
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4.3 Projector Based Integer Aperture Estimators
Projector based integer aperture estimator includes difference test integer aperture (DTIA),
projector test integer aperture (PTIA) and integer aperture least-squares (IALS). The acceptance
region of these integer aperture estimators are all derived from projector test. In this section,
the test statistics of these three IA estimators are examined.
4.3.1 Difference test integer aperture estimation
Difference test integer aperture (DTIA) is a generalised form of difference test. Difference test
is a discrimination test, which is defined as [Tiberius and De Jonge, 1995]:
‖aˆ− aˇ′‖2Qaˆaˆ − ‖aˆ− aˇ‖
2
Qaˆaˆ
≥ µ (4.31)
where aˇ′ is the second best integer candidate. In contrast to these distance-based integer
aperture estimators, difference test is constructed with two integer candidates. Actually, all
discrimination tests involve two integer candidates, since they actually test the closeness of aˆ
and aˇ to make decisions.
Difference test can also be interpreted as a likelihood test between aˇ and aˇ′. Given the
hypothesis H0 : E(aˆ) = aˇ and Ha : E(aˆ) = aˇ′, corresponding likelihood function can be given
as [Wang et al., 1998a, 2014b]:
ψ(x) =
faˆ|H0(x)
faˆ|Ha(x)
=
1√
|Qaˆaˆ|(2pi)n
exp {−1
2
‖x− aˇ‖2Qaˆaˆ}
1√
|Qaˆaˆ|(2pi)n
exp {−1
2
‖x− aˇ′‖2Qaˆaˆ}
=
exp {−1
2
‖x− aˇ‖2Qaˆaˆ}
exp {−1
2
‖x− aˇ′‖2Qaˆaˆ}
= exp {1
2
(‖x− aˇ′‖2Qaˆaˆ − ‖x− aˇ‖
2
Qaˆaˆ
)}
=
√
exp {(‖x− aˇ′‖2Qaˆaˆ − ‖x− aˇ‖
2
Qaˆaˆ
)}
(4.32)
where ψ(x) is the likelihood function. faˆ|H0(x) and faˆ|Ha(x) are conditional PDF of aˆ subject
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to H0 and Ha respectively. Consequently, the difference test can also be written as:
ψ(x) ≥
√
exp {µ} (4.33)
Unfortunately, the likelihood function ψ(x) is not the true case of ambiguity acceptance test,
because the incorrectly fixed ambiguity may not be the second best integer aˇ′. It can also be the
third best candidate, the fourth best candidate and so on. The likelihood function ψ(x) can also
be viewed as an first order approximation of faˆ(x)/fˇ(x) when the underlying model is strong
enough [Wang et al., 2014b].
The best integer candidate aˇ has 2n − 1 pairs of adjacent integers at most, all of which
can be the second best integer candidates. Considering this situation, the difference test can be
generalised as difference test integer aperture (DTIA) and its acceptance region can be defined
as [Verhagen, 2005b]:
ΩDTIA,0 = {x ∈ S0| ‖x‖2Qaˆaˆ ≤ ‖x− z‖
2
Qaˆaˆ
− µ,∀z ∈ Zn\{0}} (4.34)
Equation (4.34) can be rewritten as:
ΩDTIA,0 = {x ∈ S0|z
TQ−1aˆaˆ x
‖z‖Qaˆaˆ
≤ ‖z‖
2
Qaˆaˆ
− µ
2 ‖z‖Qaˆaˆ
,∀z ∈ Zn\{0}}
ΩDTIA,0 = {x ∈ S0|z
TQ−1aˆaˆ x
‖z‖Qaˆaˆ
≤ ‖z‖Qaˆaˆ
2
− µ
2 ‖z‖Qaˆaˆ
,∀z ∈ Zn\{0}}
(4.35)
If z ∈ Zn\{0} is replaced by c = arg min
z∈Zn\{0}
‖z‖2Qaˆaˆ , then:
ΩDTIA,0 = {x ∈ S0|c
TQ−1aˆaˆ x
‖c‖Qaˆaˆ
≤ ‖c‖Qaˆaˆ
2
− µ
2 ‖c‖Qaˆaˆ
} (4.36)
Equation (4.35) holds for all z ∈ Zn\{0} only if it holds for c. On the other hand, the term
on the right side of inequality (4.36) is always positive for c, so no absolute value operator is
required in equation (4.36). Acceptance region of DTIA is demonstrated in the Figure 4.12.
In the figure, w is the projection of aˆ on c direction, so (aˆ − w)⊥c in Qaˆaˆ spanned space. w1
and w2 are the intersections of c with DTIA acceptance region boundary and ILS pull-in region
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Figure 4.12: A two-dimensional example of the DTIA acceptance region
boundary respectively. Euclidean norm of these vectors can be calculated as follows:
‖w‖Qaˆaˆ =
cTQ−1aˆaˆ x
‖c‖Qaˆaˆ
‖w2‖Qaˆaˆ =
‖c‖Qaˆaˆ
2
‖w1‖Qaˆaˆ =
‖c‖Qaˆaˆ
2
− µ
2 ‖c‖Qaˆaˆ
(4.37)
Then the length of of vector w2 − w1 can be expressed as:
‖w2 − w1‖Qaˆaˆ =
µ
2 ‖c‖Qaˆaˆ
(4.38)
Difference test compares ‖w‖Qaˆaˆ and ‖w1‖Qaˆaˆ . If ‖w‖Qaˆaˆ < ‖w1‖Qaˆaˆ , then aˇ passes difference
test. The ILS pull-in region is constructed by projector as well (see equation (3.30) and Figure
3.4), and it also can be viewed as a special case of DTIA with µ = 0. The boundaries of the
DTIA acceptance region are perpendicular to c, and its distance to ILS pull-in region boundary
is µ
2‖c‖Qaˆaˆ
.
4.3.2 Projector test integer aperture estimation
Projector test integer aperture (PTIA) is a generalised form of projector test. The projector test
is also a discrimination test. It is defined as [Han, 1997]:
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(aˆ′ − aˇ)Q−1aˆaˆ (aˆ− aˇ)
‖aˇ′ − aˇ‖Qaˆaˆ
≤ µ (4.39)
If aˇ and aˇ′ meet the inequality, then aˇ will be accepted by projector test.
Projector test is constructed from an outlier detection prospective. In the mixed integer
model, the hypothesis test for cycle slip can be given as:
H0 : E(y −Bb) = Aaˇ
Ha : E(y −Bb) = Aaˇ+ A∇
(4.40)
where∇ is the outlier vector. It is assumed that∇ = λ(aˇ′− aˇ), λ ∈ [0, 1]. If Ha holds, then the
magnitude of λ can be estimated as:
Aaˆ = A(aˇ+ λ(aˇ′ − aˇ))
A(aˇ′ − aˇ)λ = A(aˆ− aˇ)
λˆ =
(aˇ′ − aˇ)TQ−1aˆaˆ (aˆ− aˇ)
(aˇ′ − aˇ)TQ−1aˆaˆ (aˇ′ − aˇ)
(4.41)
If the variance of λˆ is Qλˆλˆ = 1/(aˇ
′ − aˇ)TQ−1aˆaˆ (aˇ′ − aˇ), a Student’s distribution test statistic
can be constructed as [Han, 1997]:
τ =
λˆ√
Qλˆλˆ
=
(aˆ′ − aˇ)Q−1aˆaˆ (aˆ− aˇ)
‖aˇ′ − aˇ‖Qaˆaˆ
≤ µ (4.42)
Another form of projector test is constructed from the difference test. If the difference test and
its variance is expressed as:
d = ‖aˆ− aˇ′‖2Qaˆaˆ − ‖aˆ− aˇ‖
2
Qaˆaˆ
= (1− λˆ)2 ‖aˇ′ − aˇ‖2Qaˆaˆ − λˆ2 ‖aˇ′ − aˇ‖
2
Qaˆaˆ
= (1− 2λ) ‖aˇ′ − aˇ‖2Qaˆaˆ
(4.43)
Qdd = 4(aˇ
′ − aˇ)TQ−1aˆaˆ (aˇ′ − aˇ) = 4 ‖aˇ′ − aˇ‖2Qaˆaˆ (4.44)
a similar Student’s test statistic can be formed as [Li and Wang, 2014, Wang et al., 1998b, 2000]:
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w′ =
d
σ
√
Qdd
=
‖aˆ− aˇ′‖2Qaˆ − ‖aˆ− aˇ‖
2
Qaˆ
2σ ‖aˆ− aˇ′‖Qaˆ
=− (aˇ
′ − aˇ)Q−1aˆ (2aˆ− aˇ− aˇ′)
2σ ‖aˇ′ − aˇ‖Qaˆ
=
2(aˇ− aˇ′)Q−1aˆ (aˆ− aˇ)
2σ ‖aˇ′ − aˇ‖Qaˆ
− (aˇ− aˇ
′)Q−1aˆ (aˇ− aˇ′)
2σ ‖aˇ′ − aˇ‖Qaˆ
=
1
σ
(
‖aˇ′ − aˇ‖Qaˆ
2
− τ)
(4.45)
where σ can be the prior or posterior variance factor and corresponding w′ are known as the wa
ratio test and the ws ratio test [Wang and Li, 2012, Wang et al., 1998b]. Although the w test has
a different form, it is completely equivalent to the projector test τ because w′ + τ =
‖aˇ′−aˇ‖Qaˆ
2
when σ = 1.
The projector test has been proved as a member of the integer aperture estimator class,
which is known as the projector test integer aperture (PTIA). Its pull-in region can be given as
[Verhagen, 2005b, Verhagen and Teunissen, 2006a]:
ΩPTIA = {aˆ ∈ Rn|(aˇ
′ − aˇ)TQ−1aˆaˆ (aˆ− aˇ)
‖aˇ− aˇ′‖Qaˆaˆ
≤ µ} (4.46)
The PTIA acceptance region ΩPTIA,0 can be expressed as:
ΩPTIA,0 = {x ∈ S0|z
TQ−1aˆaˆ x
‖z‖Qaˆaˆ
≤ µ,∀z ∈ Zn\{0}} (4.47)
or equivalently expressed as:
ΩPTIA,0 = {x ∈ S0|c
TQ−1aˆaˆ x
‖c‖Qaˆaˆ
≤ µ} (4.48)
where c = arg min
z∈Zn\{0}
‖x− z‖2Qaˆ , x ∈ S0.
The pull-in region can be geometrically interpreted as the projection of vector aˆ on the
direction of c and should be no larger than µ. A two-dimensional example of a PTIA acceptance
region is demonstrated in Figure 4.12. Meaning of these vectors in the figure is the same as that
in Figure 4.12, but the boundary of the PTIA acceptance region is different from DTIA. It is
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given as:
‖w1‖Qaˆaˆ = µ
‖w2 − w1‖Qaˆaˆ =
‖c‖Qaˆaˆ
2
− µ
(4.49)
The equation indicates that the distance between aˇ and each acceptance region boundary is the
same in PTIA. However, the distance between two adjacent integers ‖c‖Qaˆaˆ is different in Qaˆaˆ
spanned space, so the shape of PTIA acceptance region is irregular. The irregular acceptance
region also raises another issue: the upper bound of µ. Li and Wang [2014] suggest that the
upper bound of µ is 1
2
max{‖c‖Qaˆaˆ}; however, the PTIA acceptance regions are overlapped
in this case. According to the property Ωz ⊂ Sz, the overlapping problem can be solved by
redefining the the PTIA acceptance region as ΩPTIA,0 = ΩPTIA,0
⋂
S0.
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Figure 4.13: A two-dimensional example of the PTIA acceptance region
4.3.3 Integer aperture least-squares estimation
Similar to the construction of integer aperture bootstrapping estimator, the integer aperture
least-squares (IALS) estimator can also be constructed based on ILS pull-in region [Teunissen,
2005c]. Acceptance region of IALS can be obtained by shrinking the ILS pull-in region, which
is defined as:
ΩILS,z = µSILS,z (4.50)
where µ is the aperture parameter and 0 ≤ µ ≤ 1. Recalling definition of ILS pull-in region
(see equation (3.30)), the pull-in region of IALS can be defined as:
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ΩIALS,0 = {x ∈ Sz|
∥∥∥∥ 1µˇILS
∥∥∥∥2
Qaˆaˆ
≤
∥∥∥∥ 1µˇILS − z
∥∥∥∥2
Qaˆaˆ
, z ∈ Zn\{0}} (4.51)
where ˇILS = aˆ− aˇILS . The construction procedure of IALS acceptance region is demonstrated
in Figure 4.14. The figure illustrates the S0 and its up-scaled and down-scaled versions. S0 is
constructed with a series of projector test (seeing equation (3.30)), but its up-scaled and down-
scaled versions cannot be expressed by projector tests any more.
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Figure 4.14: A two-dimensional example of IALS acceptance region and its derivation. In this
case, µ = 0.5
Similar to ILS, success rate and failure rate of IALS are difficult to be precisely calculated.
Fortunately, the methods for ILS success rate calculation can also be used in IALS success rate
calculation, but an amplifying factor µ has to be considered. An easy way for IALS success rate
calculation is amplifying ILS residuals by 1/µ and then it becomes ILS success rate calculation
problem. The objective function of IALS can be written as:
u = arg min
z∈Zn
∥∥∥∥ 1µˇILS − z
∥∥∥∥2
Qaˆaˆ
(4.52)
In IALS, if vector z equals zero, then a¯IALS = aˇILS , otherwise a¯IALS = aˆ . Similar to the
ILS, the IALS success rate and failure rate are also difficult to calculate directly. Therefore,
upper and lower bounds are used to approximate IALS success rate and failure rate.
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The tightest upper and lower bounds for the ILS success rate that have been worked out
[Verhagen, 2003] can also be applied to the IALS. Consequently, the upper and lower bounds
of the IALS success rate can be expressed as:
Ps ≥
n∏
i=1
(2Φ(
µ
2σi|I
)− 1)
Ps ≤ P (χ2(n, 0) ≤ µ
2cn
ADOP 2
)
(4.53)
The upper and lower bounds of the IALS failure rate can be expressed as [Teunissen, 2005c,
Verhagen, 2005b]:
Pf ≥
∑
z∈Zn\{0}
P (χ2(n, λz) ≤ 1
4
µ2d2min)
Pf ≤ P (χ2(n, λz) ≤ µ2 max
x∈S0
‖x‖2Qaˆaˆ)
(4.54)
where dmin = min ‖z1 − z2‖Qaˆaˆ , z1, z2 ∈ Zn.
4.3.4 Comparison of projector based IA estimators
In this section, three projector based IA estimators are examined. The DTIA and the PTIA are
projector tests and the IALS is derived from projector tests. DTIA and PTIA can be written in
a unified form, given as:
Ω0 = {aˆ ∈ S0|z
TQ−1aˆaˆ aˆ
‖z‖Qaˆaˆ
≤

‖z‖Qaˆaˆ
2
− µ
2‖z‖Qaˆaˆ
, (DTIA)
µ, (PTIA)
,∀z ∈ Zn\{0}} (4.55)
The equation indicates that the philosophy of the two tests is the same, but the test thresholds
are different. The IALS is NOT a projector test itself, but ILS is a special case of DTIA with µ =
0. Hence, IALS is still viewed as a member of projector based IA estimator. Although IALS
acceptance region is a down scaled ILS pull-in region, there are some fundamental differences
between ILS and IALS. For example, ILS is the optimal integer estimator, but IALS may not
be the optimal IA estimator. ILS is a projector test, but IALS is not. In order to highlight the
difference between IALS and other projector tests, the acceptance region of IALS is compared
with DTIA and PTIA acceptance regions in Figure 4.15. The figure shows that the shape of
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IALS acceptance region is different from DTIA and PTIA. The figure also clearly indicates
that IALS is not a projector test, since the vertexes of IALS acceptance region is not on the
boundaries of S ′0,c.
Upper and lower bounds of projector based IA estimator thresholds are summarized in Table
4.3. When the threshold equals 0 and 1 for DTIA and IALS respectively, their acceptance
regions becomes ILS pull-in region. However, due to the irregular acceptance region shape, the
PTIA acceptance region may never become coincide with the ILS pull-in region. A more severe
problem for PTIA is that PTIA pull-in region may be overlapped when µ ≥ 1
2
min{‖c‖Qaˆaˆ}.
In order to solve this problem, We define PTIA acceptance region ΩPTIA,0 = SILS,0 ∩ ΩPTIA,0
when µ ≥ 1
2
min{‖c‖Qaˆaˆ}. When µ = 12 max{‖c‖Qaˆaˆ}, ΩPTIA,0 = SILS,0 ∩ ΩPTIA,0 = SILS,0.
Table 4.3: Upper and lower bound of the projector based IA estimator thresholds
IA estimator Pf = 0 Pf = Pf,ILS
DTIA d2min 0
PTIA 0 1
2
max{‖c‖Qaˆaˆ}
IALS 0 1
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Figure 4.15: Comparison of the projector based IA acceptance region. The failure rate tolerance
is P¯f = 0.01
Another common feature of the projector based IA estimators is that they need at least two
integer candidates in test statistic construction. Their success rate and failure rate are all difficult
to calculate directly, so Monte Carlo method has to be used to obtain a numerical solution (e.g.
[Koch, 2007]).
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Another practical way to assess success and failure rates of projector based IA estimators
is to calculate their upper and lower bounds. The upper and lower bounds of IALS success
rate can be calculated with a method similar to ILS success rate bound. In particular, the
band intersection upper bound is also applicable to IALS and DTIA. For IALS, the band width
becomes µ rather than 1. Then the upper bound of IALS success rate can be given as:
Ps,IALS =
p∏
i=1
(
∫ µ
2
−µ
2
fvi|I (x)dx =
p∏
i=1
(2Φ(
µ
2σvi|Ivi|I
)− 1) (4.56)
Similarly, as the band width for DTIA is 1 − µ‖z‖Qaˆaˆ , the upper bound of DTIA can be
calculated with:
Ps,DTIA =
p∏
i=1
(
∫ 1
2
− µ
2‖z‖Qaˆaˆ
− 1
2
+ µ
2‖z‖Qaˆaˆ
fvi|I (x)dx =
p∏
i=1
(2Φ((
1
2
− µ
2 ‖z‖Qaˆaˆ
)
1
σvi|Ivi|I
)− 1) (4.57)
Acceptance region of PTIA is too complex to be approximated by band intersection method,
so the Monte Carlo method has to be employed to calculate its success rate and failure rate.
In order to investigate the performance of the projector based IA estimators, a numerical
comparison based on the simulation data is carried out and the comparison results are presented
in Figure 4.16. The comparison examined success rate of the three projector based IA estimators
with a given failure rate tolerance P¯f = 0.001. The figure shows that the relationship between
IA success rates and Ps,ILS are similar to the distance based IA estimators. DTIA outperforms
PTIA and IALS in terms of success rate. The maximum discrepancy researches 0.2 in this case.
The PTIA and IALS have similar performances.
4.4 Ratio Based Integer Aperture Estimators
Ratio based IA estimators include the ratio test integer aperture (RTIA) and the F-ratio test (F-
RTIA). Both of them are derived from the discrimination tests. the ratio test is one of the most
popular ambiguity acceptance test method in practice.
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Figure 4.16: Numerical comparison of the projector based IA estimators in P¯f = 0.001 case.
The upper row shows success rate of each IA estimators and the lower row shows success rate
differences
4.4.1 Ratio test integer aperture estimation
The ratio test is defined as [Abidin and Subari, 1994, Euler and Schaffrin, 1991]:
‖aˆ− aˇ‖2Qaˆaˆ
‖aˆ− aˇ′‖2Qaˆaˆ
≤ µ (4.58)
In this equation µ ∈ [0, 1]. Sometimes the ratio test is also written as a reciprocal form
of equation (4.58). Similar to these discrimination tests discussed earlier, the ratio test also
employs two integer candidates. The hypothesis test is constructed as H0 : E(aˆ) = aˇ and
Ha : E(aˆ) = aˇ
′ in the ratio test. Correspondingly, the distribution of ambiguity residuals
quadratic form is assumed following χ2 distribution, given as:
H0 : ‖aˆ− aˇ‖2Qaˆaˆ ∼ χ2(n, 0)
Ha : ‖aˆ− aˇ′‖2Qaˆaˆ ∼ χ2(n, λa)
(4.59)
where λa = (aˇ′ − aˇ)TQ−1Qaˆaˆ(aˇ′ − aˇ) is the non-central parameter.
The ratio of two quadratic forms is assumed following F (α, β1, β2) distribution and then
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the ambiguity acceptance test can be transformed as a standard F-test [Euler and Schaffrin,
1991, Feng et al., 2012]. However, the assumption is not realistic for three reasons: (1)
the quadratic form follows χ2 distribution only if aˇ and aˇ′ are deterministic. However, as
noted, aˇ is stochastic and its probability distribution can be described by the probability mass
function (PMF). Therefore, the quadratic form does not follow χ2 distribution. (2) Only if the
numerator and denominator are independent, the ratio of two χ2 distributed variables follows
a F-distribution. However, the numerator and denominator in this case are derived from the
same vc-matrix Qaˆaˆ, so they are not mathematically independent [Teunissen, 1997b]. (3) The
hypothesis is also not reasonable, since the second best integer is not the only incorrect integer
candidate. According to the ambiguity residuals distribution analysis, the incorrectly fixed
integer can also be the third best integer candidate, the fourth one etc. For above three reasons,
the F-distribution assumption on ratio test is incorrect.
The ratio test is a member IA estimator class, known as the ratio test integer aperture (RTIA).
Acceptance region of RTIA can be expressed as:
ΩRTIA = {aˆ ∈ Rn| ‖aˆ− aˇ‖2Qaˆaˆ ≤ µ(‖aˆ− aˇ′‖
2
Qaˆaˆ
), 0 ≤ µ ≤ 1} (4.60)
The pull-in region centered at the origin can be expressed as:
ΩRTIA,0 = {x ∈ S0| ‖x‖2Qaˆaˆ ≤ µ(‖x− z‖
2
Qaˆaˆ
), ∀z ∈ Zn\{0}} (4.61)
Equation (4.61) can be rewritten as:
ΩRTIA,0 = {x ∈ S0| 1
1− µ ‖x‖
2
Qaˆaˆ
≤ µ
1− µ(‖x− z‖
2
Qaˆaˆ
),∀z ∈ Zn\{0}}
⇔ ΩRTIA,0 = {x ∈ S0|
∥∥∥∥x− µ1− µz
∥∥∥∥2
Qaˆaˆ
≤ µ
(1− µ)2 ‖z‖
2
Qaˆaˆ
,∀z ∈ Zn\{0}}
(4.62)
Equation (4.66) reveals the construction of RTIA acceptance region. RTIA acceptance region is
actually an overlapped region of many hyper-ellipsoids. A two-dimensional example of RTIA
acceptance region is illustrated in Figure 4.17. The figure indicates RTIA acceptance region is
an intersection of six ellipses that can be determined by ‖x‖2Qaˆaˆ / ‖x− c‖
2
Qaˆaˆ
= µ. These six
ellipses correspond to six adjacent integers. Equation (4.62) shows the centers of these ellipses
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to be − µ
1−µz. The orientation and axis length are governed by the eigenvectors and eigenvalues
of Qaˆaˆ respectively. The ellipses are scaled by µ(1−µ)2 ‖z‖2Qaˆaˆ [Verhagen, 2005b, Wang et al.,
2014b].
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Figure 4.17: A two-dimensional example of the RTIA acceptance region
4.4.2 F-Ratio test integer aperture estimation
F-Ratio test is defined as [Euler and Schaffrin, 1991]:
‖eˆ‖2Qyy + ‖aˆ− aˇ‖2Qaˆaˆ
‖eˆ‖2Qyy + ‖aˆ− aˇ′‖2Qaˆaˆ
≤ µ (4.63)
where eˆ is a residual vector of standard least-squares. if aˇ passes the test, the aˆ will be fixed to
aˇ. The F-ratio test was also popular in early stage [Frei and Beutler, 1990, Han, 1997, Landau
and Euler, 1992].
The F-ratio test uses the same hypothesis as the ratio test, but it adds the standard least-
squares residuals eˆ into test statistics. The numerator ‖eˆ‖2Qyy +‖aˆ− aˇ‖2Qaˆaˆ and the denominator
‖eˆ‖2Qyy + ‖aˆ− aˇ′‖2Qaˆaˆ are assumed following χ2 distributed, then the test statistic follows F-
distribution. The criterion µ can be obtained by looking up the F-distribution table under a
given confidence level. However, the assumption of the F-ratio test is also unrealistic, and the
reason is the same as that of the ratio test. There is no doubt that ‖eˆ‖2Qyy follows χ2 distribution,
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but ‖aˆ− aˇ‖2Qaˆaˆ does not follow χ2 distribution due to the stochastic characteristic of aˇ. As a
result, the sum of the two terms are also not χ2 distributed. The quadratic form ‖eˆ‖2Qyy actually
has no impact on ambiguity estimation, since it is perpendicular to the subspace R(A) ∪ R(B)
according to Figure 3.1. As a result, the role of ‖eˆ‖2Qyy in test statistic is nothing more than
a constant. Since ‖aˆ− aˇ‖2Qaˆaˆ ≤ ‖aˆ− aˇ′‖
2
Qaˆaˆ
and ‖eˆ‖2Qyy ≥ 0, then the ratio test statistic and
F-ratio test statistic have following relationship:
‖eˆ‖2Qyy + ‖aˆ− aˇ‖2Qaˆaˆ
‖eˆ‖2Qyy + ‖aˆ− aˇ′‖2Qaˆaˆ
≤ ‖aˆ− aˇ‖
2
Qaˆaˆ
‖aˆ− aˇ′‖2Qaˆaˆ
(4.64)
F-ratio test can be expressed as a member of the integer aperture estimator, known as the
F-ratio test integer aperture (F-RTIA). The F-RTIA acceptance region centred at the origin can
be written as [Verhagen, 2005b]:
ΩF -RTIA,0 = {x ∈ S0| ‖x‖2Qaˆaˆ + ‖eˆ‖
2
Qyy
≤ µ(‖x− z‖2Qaˆaˆ + ‖eˆ‖
2
Qyy
),
∀z ∈ Zn\{0}, 0 ≤ µ ≤ 1}
(4.65)
Equation (4.65) can be rewritten as:
ΩF -RTIA,0 = {x ∈ S0| 1
1− µ ‖x‖
2
Qaˆaˆ
+ ‖eˆ‖2Qyy ≤
µ
1− µ(‖x− z‖
2
Qaˆaˆ
+ ‖eˆ‖2Qyy),∀z ∈ Zn\{0}}
⇔ ΩF -RTIA,0 = {x ∈ S0|
∥∥∥∥x− µ1− µz
∥∥∥∥2
Qaˆaˆ
≤ µ
(1− µ)2 ‖z‖
2
Qaˆaˆ
− ‖eˆ‖2Qyy ,∀z ∈ Zn\{0}}
(4.66)
The pull-in region can be interpreted as a intersection of several hyper-ellipsoidal regions,
which are centred at point − µ
1−µz. The scale factor becomes
µ
(1−µ)2 ‖z‖2Qaˆaˆ − ‖eˆ‖
2
Qyy
. The
analysis shows that for the same test threshold µ, F-RTIA always has a smaller acceptance
region than RTIA.
4.4.3 Comparison of ratio based IA estimators
The ratio test and the F-ratio test have a similar form, so their performance is also similar.
Their acceptance regions are overlapped regions of a series of hyper-ellipsoids. The shape of
their acceptance region is irregular, so it is difficult to calculate the success and failure rates for
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the ratio based IA estimators. Monte Carlo method has to be used in success and failure rates
calculation.
The difference between the ratio test and the F-ratio test depends whether ‖eˆ‖2Qyy is involved.
Since eˆ is perpendicular to aˆ−a, it has no impact on aˆ−a. For the same aˆ, the F-ratio test statistic
is always smaller than the ratio test statistic. The hyper-ellipsoids used in F-RTIA acceptance
region construction are always smaller than these in RTIA for the same µ case (see equation
(4.66)). In the remaining discussion, only RTIA is discussed since the F-RTIA is considered to
have a performance similar to the RTIA.
4.5 Probability Based Integer Aperture Estimators
The previously discussed three types of IA estimators are all based on a simple hypothesis test.
In the hypothesis test construction, the stochastic characteristic of aˇ is not considered. In this
section, a composite hypothesis test is constructed to incorporate the stochastic property of aˇ.
The composite hypothesis test model can be given as:
H0 : a = aˇ, Ha : a 6= aˇ (4.67)
According to this hypothesis test model, the PDF subject to the null hypothesis can be given
as faˆ|H0(x) = faˆ(x − a) and the PDF subject to the alternative hypothesis can be expressed as
faˆ|Ha(x) = fˇ(x)− faˆ(x− a). All IA estimators based on this composite hypothesis test model
are known as the probability based integer aperture estimators. These IA estimators include the
penalized integer aperture estimation, the optimal integer aperture estimation and the likelihood
ratio integer aperture estimation.
4.5.1 Penalized integer aperture estimation
The cost function method has been widely used in optimization theory and decision theory (e.g.
[Rao, 1973, p.574]). The idea of cost function has also been applied in the ambiguity acceptance
test. Corresponding IA estimator is known as the penalized integer aperture (PIA) [Teunissen,
2004]. According to the IA theory, all integer aperture estimator has three possible outcomes:
success, failure and undecided. A cost function (or penalty function) can be constructed by
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assigning penalties to these three possible outcomes. These penalties are denoted as ps for
success case, pf for failure case and pu for undecided case, then the expectation of total penalty
can be expressed as [Teunissen, 2004]:
E(p) = psPs + pfPf + puPu (4.68)
PIA can find out the optimal solution under user-defined penalties. The optimal solution is
defined in terms of the smallest penalty expectation under the given rules, denoted as:
min
Ω
E(p) (4.69)
A one-dimensional example of PIA is demonstrated in Figure 4.18. The figure shows the
success rate, failure rate and undecided rate as functions of the threshold. The figure indicates
that both failure rate and success rate increase as the acceptance region size increases. Users
can control the failure rate by allocating different penalties on different cases. Three penalty
schemes are demonstrated in the figure. These schemes allocates the same penalties on success
and undecided case, but the penalties on failed case are different. Corresponding acceptance
regions for these three penalty schemes are marked in the figure as well. The figure shows that
acceptance region size is shrank when pf increases.
Substituting equation (4.17) into equation (4.68), then:
E(p) = ps
∫
Ωa
faˆ(x)dx+ pf
∑
z∈Zn\{0}
∫
Ωa
faˆ(x+ z)dx+ pu
[
1−
∑
z∈Zn
∫
Ωa
faˆ(x+ z)dx
]
E(p) = ps
∫
Ω0
faˆ(x− a)dx+ pf
∫
Ω0
(fˇ(x)− faˆ(x− a))dx+ pu(1−
∫
Ω0
fˇ(x)dx)
(4.70)
It is clear that the three terms of E(p) are not independent. Therefore equation (4.70) can be
reduced as:
E(p) = (ps − pf )
∫
Ω0
faˆ(x− a)dx+ (pf − pu)
∫
Ω0
fˇ(x)dx+ pu (4.71)
The third term pu in equation (4.71) is a constant, so it does not impact on minimisation
solutions. We simply ignore it and then the minimisation it can be si ignored in the minimization
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Figure 4.18: One-dimensional example of penalized integer aperture with aˆ ∼ N(0, 0.32). The
figure also illustrates how to control the acceptance region size by allocating penalties
procedure. Substituting equation (4.71) into equation (4.69) means the cost function of the PIA
can be given as:
min
Ω
∫
Ω0
((ps − pf )faˆ(x− a) + (pf − pu)fˇ(x)︸ ︷︷ ︸
F (x)
)dx (4.72)
Solution of the minimization is demonstrated in Figure 4.19. The figure indicates that
∫
Ω
F (x)dx
is minimized when F (x) changes its sign.
Hence, the acceptance region of penalized integer aperture can be constructed as:
ΩPIA,0 = {x ∈ S0|fˇ(x) ≤ pf − ps
pf − pufaˆ(x− a)} (4.73)
In this discussion, the ratio of faˆ(x− a) and fˇ(x) can be denoted as η(x), given as:
η(x) =
faˆ(x− a)
fˇ(x)
(4.74)
Considering faˆ(x− a) ≥ 0 and fˇ(x) ≥ 0, then the ΩPIA,0 can be defined as
ΩPIA,0 = {x ∈ S0|η(x) ≥ µ, µ = pf − pu
pf − ps } (4.75)
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Figure 4.19: A illustrative example of the minimization problem (4.72)
The shape of the PIA acceptance region is the contour of the η(x). A two-dimensional case
example is demonstrated in Figure 4.20. The figure shows the contour shape varies with the
model strength. The contour is more hexagon-like in stronger model and more ellipsoid-like in
weaker model.
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Figure 4.20: A two-dimensional example of η(x) distribution with strong (left) and weak (right)
model
According to the definition of fˇ(x), the inequality fˇ(x) > faˆ(x − a) holds. Therefore
0 ≤ η(x) ≤ 1 always holds. If µ ≥ 1, ΩPIA,0 = ∅, If µ ≤ 0, then ΩPIA,0 = S0. Thus there is a
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constraint in penalties allocation, which can be expressed as:
0 ≤ pf − pu
pf − ps ≤ 1 (4.76)
If the penalties are improperly allocated, the PIA may fail to meet its objective.
4.5.2 Optimal integer aperture estimation
Another probability based integer aperture estimator is the constraint maximum success rate
integer aperture estimator, known as optimal integer aperture (OIA) estimator. The ambiguity
acceptance test model in Figure 4.5 reveals that success rate and failure rate are positively
correlated to acceptance region size. Therefore, it is impossible to achieve the highest success
rate and the lowest failure rate at the same time. As a trade-off, one can strive for the highest
success rate with a certain failure rate constraint. This problem is known as the constrained
optimization problem. In ambiguity acceptance test, objective function of the constrained
optimization problem can be expressed as:
max
Ω0⊂S0
Ps subject to:Pf ≤ c (4.77)
Neyman-Pearson lemma gives a solution of this constrained maximization problem. Neyman-
Pearson lemma states that the constrained maximization problem:
max
Ω⊂Rn
∫
Ω
f(x)dx subject to
∫
Ω⊂Rn
g(x)dx = c (4.78)
can be solved by
Ω = {x ∈ Rn|
∑
z∈Zn
f(x+ z) ≥ λ
∑
z∈Zn
g(x+ z), λ ∈ R} (4.79)
where f(x) and g(x) are integrable functions over Rn.
However, the problem solved by Neyman-Pearson lemma is defined on Rn space. Teunis-
sen [2005a] extended this lemma to ‘z-translational invariant’ case and applied this extended
Neyman-Pearson lemma to solve the ambiguity acceptance test problem. In context of GNSS
ambiguity validation, the two functions f(x + z) and g(x + z) are the probability of correctly
112 CHAPTER 4. GNSS AMBIGUITY ACCEPTANCE TESTS
fixed and incorrectly fixed respectively. Hence, the optimal solution of the constrained maxi-
mization problem (4.77) can be given as:
ΩOIA,0 = {x ∈ S0|
∑
z∈Zn
faˆ(x+ z) ≥ λ(
∑
z∈Zn
faˆ(x+ z)− faˆ(x− a)), z ∈ Zn} (4.80)
Equation (4.80) can be rewritten as:
ΩOIA,0 = {x ∈ S0|η(x) ≥ µ, µ = λ− 1
λ
} (4.81)
With a given vc-matrix, OIA can determine the aperture parameter µ adaptively according
to a predetermined failure rate. Equation (4.81) indicates that the test statistics of OIA and PIA
are quite similar. However, OIA is more complicated than PIA in terms of implementation.
The aperture size in PIA can be obtained once penalties are assigned by users, but OIA has
to connect the user defined failure rate to the aperture size parameter and this relationship is
difficult to allocate. From user aspect, OIA is much easy to use, since failure rate tolerance in
OIA has a clear physical meaning but PIA users have to calculate three penalties according to
the requirement by their own.
The shape of OIA acceptance region is the same as the PIA acceptance region demonstrated
in Figure 4.20. It is more ellipsoid-like in weak model cases and more hexagon-like in strong
model cases. The shape of OIA depends on the distribution of the ambiguity residuals and aˆ.
4.5.3 Likelihood ratio integer aperture estimation
The PIA and OIA come from different optimization problems, but both of them can be trans-
formed to the ratio of faˆ(x) and fˇ(x). In the section, a similar IA estimator based on likelihood
function is constructed, which is called likelihood ratio integer aperture (LRIA) estimation.
According to the hypothesis model (4.67), a likelihood function can be constructed as:
ψ(x) =
faˆ|H0(x)
faˆ|Ha(x)
=
faˆ(x− a)
fˇ(x)− faˆ(x− a) (4.82)
A corresponding likelihood ratio test is:
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ψ(x) =
faˆ(x− a)
fˇ(x)− faˆ(x− a) ≥ λ (4.83)
The likelihood ratio test based integer aperture estimation is denoted as LRIA. Correspond-
ing acceptance region can be given as:
ΩLRIA,0 = {x ∈ S0|faˆ(x− a) ≥ λ(fˇ(x)− faˆ(x− a))}
⇔ ΩLRIA,0 = {x ∈ S0|η(x) ≥ µ, µ = λ
1 + λ
}
(4.84)
The test statistics of LRIA and OIA are quite similar, but they are actually two different IA
estimators. The major difference is their philosophy of threshold determination. In order to
demonstrate the difference between thest two IA estimators, model sensitivity of these two
IA estimators are compared and listed in Table 4.4. Model sensitivity means whether this
value changes for different Qaˆaˆ. The table reveals that the threshold of OIA and LRIA are
model sensitive, which means their thresholds can self-adjust to fit different Qaˆaˆ scenarios. The
difference is OIA keeps the failure rate tolerance invariant in different Qaˆaˆ scenarios, but LRIA
controls that the minimum likelihood within acceptance region does not lower than a particular
threshold for anyQaˆaˆ. The indicator failure rate and likelihood are not equivalent, so controlling
failure rate does not means likelihood can also be guaranteed.
Table 4.4: Comparison of OIA and LRIA in terms of model sensitivity
IA estimator Failure rate
tolerance
Likelihood
tolerance
Threshold
OIA No Yes Yes
LRIA Yes No Yes
The difference between OIA and LRIA is demonstrated in Figure 4.21. In the figure, η¯
and P¯f are the η(x) tolerance and failure rate tolerance respectively. A strong (left panel)
and a weak (right panel) model are used to demonstrate the difference between these two IA
estimators. In the strong model case, the ILS failure rate is smaller than the failure rate tolerance
0.5%, so the OIA acceptance region would be the same as the ILS pull-in region. As the LRIA
uses µ ≥ 0.9 as the tolerance, it still rejects the region close to the boundary due to its low
likelihood. Actually, when aˆ is very close to the ILS pull-in region boundary, it is always
unreliable regardless of whether the model is strong or weak. In the weak model case, the OIA
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would accept aˇ when aˆ is very close to it, but the acceptance region of the LRIA is an empty
set, because the aˇ is still not reliable enough although aˆ is close to aˇ.
The LRIA does not use the failure rate as the reliability measure. Instead, it adopts the
success fix rate (see equation (4.18)) as a reliability indicator of the IA estimation. The two
indicators do not always lead to the same result, for instance, the model shown in the right panel
of Figure 4.21. Success rate and failure rate of the OIA are 0.0284 and 0.0048 respectively.
Correspondingly, the success fix rate is only 0.855, which means that about 14 out of 100
accepted samples may be incorrect, although the failure rate tolerance is 0.005. Thus small
failure rate cannot ensure reliability in this case, and the fixed solution accepted by OIA may
also not be reliable. In contrast, the LRIA simply rejects all aˇ and ensures the fixed solution is
always reliable.
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Figure 4.21: Demonstration of OIA and LRIA acceptance region in one-dimensional case
We also mentioned likelihood function when discussing DTIA, but the likelihood functions
in LRIA and DTIA are essentially different (see equation (4.32)). The likelihood function in
DTIA is based on a simple hypothesis test, which discriminates only aˇ and aˇ′. The LRIA
employs a composite hypothesis that tests the likelihood between aˇ = a and aˇ 6= a. The
likelihood function used in LRIA is ambiguity residuals distribution based, while that used
in DTIA is normal distribution based. Only when the model is extremely strong, then the
likelihood function in DTIA be viewed as an approximation of the likelihood function in LRIA.
The idea of LRIA has been used to validate the output of integer bootstrapping estimators
in practice [Blewitt, 1989]. The relationship between the σ and the acceptance region size
for one-dimensional case is illustrated in Figure 4.21. The figure shows a small variance σ
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corresponding to a large acceptance region. If the underlying model is too weak, the acceptance
region becomes an empty set. For the same model, the acceptance region size can be controlled
by the likelihood tolerance λ.
4.5.4 Comparison of probability based IA estimators
All probability based IA estimators can be written in a unified form, given as:
Ω0 = {x ∈ S0|η(x) ≥

pf−pu
pf−ps , (PIA)
λ−1
λ
, (OIA)
λ
λ+1
, (LRIA)
} (4.85)
The unified acceptance region form indicates the acceptance region of these IA estimators
are the same with a proper chosen threshold. The major difference between these three IA
estimators is their threshold determination methods. If the penalties are specified by user, then
it is a penalized integer aperture. If the failure rate tolerance is specified, then it becomes an
OIA. If the likelihood threshold is specified, the IA estimator corresponds to the LRIA.
The threshold determination method of PIA is quite similar to the LRIA, but the difficulty is
have three controllers to determine the threshold. These three controllers are correlated so non-
expert users are difficult to allocate proper penalties according to their demand. In contrast, the
LRIA exposes only one indicator and the indicator has a clear meaning, so the LRIA is easier
to use than the PIA.
The difference between LRIA and OIA has previously been discussed. In this section, the
relationship between the threshold and model strength for the LRIA and OIA are examined,
which is presented in Figure 4.22. The left panel shows the fixed likelihood method (LRIA)
and the right panel shows the fixed failure rate method (OIA). The most significant differences
occur in the strong model case (σ ≤ 0.15) and the weak model case (σ ≥ 0.25). In the strong
model, the OIA simply accept all aˇ because the ILS failure rate is still below the failure rate
tolerance. The LRIA always reject the low likelihood case, although the failure rate is small
enough. In weak model, the LRIA reject all aˇ once its likelihood is lower than the tolerance,
but the OIA still accepts a small portion of aˇ although this may not reliable.
116 CHAPTER 4. GNSS AMBIGUITY ACCEPTANCE TESTS
0 0.1 0.2 0.3 0.4 0.5
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
μ
σ
(c
y
cl
es
)
 
 
η¯ = 0.99
η¯ = 0.999
η¯ = 0.9999
0 0.1 0.2 0.3 0.4 0.5
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
μ
σ
(c
y
cl
es
)
 
 
P¯f = 0.01
P¯f = 0.001
P¯f = 0.0001
Figure 4.22: Relationship between the acceptance region size and model strength of LRIA(left)
and OIA (right)
4.6 Performance Evaluation of IA Estimators
With all IA estimators being discussed, performance of these IA estimators are evaluated in this
section. First, all IA estimators are compared with the OIA to evaluate their performance. The
reason of sub-optimality of the discrimination tests is analyzed before the two most popular
discrimination tests are compared.
4.6.1 Comparison of the IA estimators to the OIA
At first, performance of the IA estimators is compared to the OIA with simulation data. The
simulation strategy is described in section 3.5.1. The fixed failure rate approach is used to assess
performance of IA estimators. As OIA always achieves the maximum success rate subject to
given failure rate constraint, it is used as the reference. The success rate differences between
the OIA estimators and the rest IA estimators are presented in Figure 4.23. The figure confirms
that the OIA indeed outperforms all the other IA estimators. Considering the distance based IA
estimators, WIAB performs closer to the OIA than IAB, and thus outperforms IAB. The EIA
does not perform as well as IAB and WIAB. The largest discrepancy between EIA and OIA
reaches about 0.6 and 0.4 for Pf = 0.001 and Pf = 0.01 case respectively. The projector based
IA estimators perform fairly well. Performance of DTIA is quite close to OIA, so DTIA ranked
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at the second in all IA estimators. Its success rate is slightly lower than the OIA success rate and
the discrepancy becomes smaller as the failure rate tolerance increases. IALS outperforms PTIA
especially when failure rate tolerance is small. In addition, RTIA is also high performance: its
performance is comparable to the IALS but is not as good as DTIA.
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Figure 4.23: A comparison of the OIA and the distance based IA estimators (left column),
projector based IA estimators (middle column) and ratio based IA estimators (right column)
with P¯f = 0.001 (upper row) and P¯f = 0.01 (lower row)
4.6.2 Sub-optimality of discrimination tests
Previous analysis has indicated that the popular discrimination tests do not perform as well as
the OIA, so they are only sub-optimal IA estimators. In this section, the reasons of the sub-
optimality are analysed.
Principle reason of the sub-optimality is the probability basis of discrimination tests. All dis-
crimination tests are simple hypothesis tests since they test a = aˇ or a = aˇ′. The discrimination
test treats aˇ as deterministic value, so only two integer candidates are considered in tests. On
the other hand, the OIA is a composite hypothesis test, testing a = aˇ or a 6= aˇ. The alternative
hypothesis a 6= aˇ includes many possible cases, so the OIA takes the aˇ as a stochastic value. It
is noticed that the simple and composite hypothesis model are also investigated by [Xu, 2006].
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For example, Both DTIA and LRIA employ likelihood function method, but DTIA performs
lower than LRIA. The reason lies in the likelihood function. The likelihood function of DTIA
is expressed as:
ψDTIA(x) =
faˆ|H0(x)
faˆ|Ha(x)
=
faˆ(x− aˇ)
faˆ(x− aˇ′) (4.86)
while the likelihood function of LRIA is expressed as:
ψLRIA(x) =
faˆ|H0(x)
faˆ|Ha(x)
=
faˆ(x− aˇ)
faˆ(x− aˇ′) + faˆ(x− aˇ′′) + · · · (4.87)
where aˇ′′ means the third best integer candidate. The denominator of ψLRIA(x) involves prob-
ability contribution of the second best candidate, the third best candidate, and so on. The
magnitude of faˆ(x− aˇ′′), · · · is not as large as faˆ(x− aˇ′), but they are not always ignorable.
Impact of aˇ′′ is illustrated in Figure 4.24. Qaˆaˆ used in the figure is presented in equation
(A.3) in Appendix A. The figure shows that probability contribution of faˆ(x − aˇ′′), · · · , since
these terms are ignored in DTIA. The figure indicates that probability contribution of these
terms is more significant when the underlying model is not strong enough. The ignored terms
have stronger impact in the vicinity of the ILS pull-in region vertexes. The figure also compares
the contours of the two likelihood functions, which indicate the acceptance region shape. With
the same likelihood criteria, LRIA always has a smaller acceptance region, because DTIA
underestimates the failure risk. The underestimation is caused by ignoring the terms faˆ(x −
aˇ′′), · · · . The figure also shows that the acceptance regions have larger discrepancy in the
vicinity of the ILS pull-in region vertex. On the other hand, the impact of ignoring faˆ(x −
aˇ′′), · · · also depends on the underlying model. The right panel shows that the impact of
ignoring faˆ(x − aˇ′′), · · · is smaller in stronger underlying model. In this case, discrepancy
between the acceptance regions is also smaller, so DTIA performs close to LRIA. If the fixed
failure (FF-) rate approach is employed to determine the threshold, then the FF-DTIA can be
viewed as an approximation of OIA [Wang et al., 2014b].
4.6.3 Comparison of RTIA and DTIA
In this section, the two most popular IA estimators, the ratio test and the difference test, are
compared from three aspects: concept, performance and threshold.
4.6. PERFORMANCE EVALUATION OF IA ESTIMATORS 119
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
a1(cycle)
a
2
(c
y
c
le
)
 
 
Ps,IB=0.850
faˆ(x− aˇ”) + · · ·
ψDTIA (x) = 4
ψLRIA(x) = 4
ψDTIA (x) = 99
ψLRIA(x) = 99
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
a1(cycle)
a
2
(c
y
c
le
)
 
 
Ps,IB=0.974
faˆ(x− aˇ”) + · · ·
ψDTIA (x) = 4
ψLRIA(x) = 4
ψDTIA (x) = 99
ψLRIA(x) = 99
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Figure 4.24: A comparison of the DTIA and the LRIA in two-dimensional case. The left panel
shows a weak model; the right panel shows a strong model
Comparison of acceptance region
Acceptance regions of RTIA and DTIA are compared in Table 4.5. The table indicates that the
boundaries of these two IA estimators are constructed by ellipsoids and half spaces respectively.
There are many similarities between these two acceptance regions: their acceptance regions are
all constructed by several parts and each part corresponds to one adjacent integer; Orientations
of the acceptance regions are all controlled by eigenvectors of Qaˆaˆ. However, RTIA acceptance
region is more complex than DTIA acceptance region.
Table 4.5: An acceptance region comparison of RTIA and DTIA
Aspects RTIA DTIA
Orientation eigenvector of Qaˆaˆ eigenvector of Qaˆaˆ
Size ellipsoid size: µR
(1−µR)2 ‖z‖
2
Qaˆaˆ
Projection smaller than
(‖z‖2Qaˆaˆ−µD)
2‖z‖Qaˆaˆ
Boundary con-
struction
overlap of ellipsoids overlap of half-spaces
Boundary
features
ellipsoids center: − µR
1−µR z boundaries always pass the point
1
2
(1− µ‖z‖2Qaˆaˆ )z
ellipsoids axial ratio: eigenvalue of
Qaˆaˆ
ellipsoid size: µR
(1−µR)2 ‖z‖
2
Qaˆaˆ
Threshold
interval
µR ∈ [0, 1] µD ∈ [0, d2min]
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Performance comparison
Performance of the two popular IA estimators is worth to investigate. Extensive simulation data
is used to fully reveal their performance differences. Four different scenarios are simulated,
which cover different frequency number, different observation noise and ionosphere variance
cases. The simulation schemes are listed in Table 4.6 and the remaining configurations are
described in section 3.5.1.
Table 4.6: Simulation Strategy, σz,φ,σz,P and σz,I refers to the undifferenced carrier phase,
pseudorange and ionosphere standard deviation on zenith direction respectively
Scheme Freq. num-
ber
σz,φ σz,P σz,I
Scheme I Single Freq. 1mm 10cm 0mm
Scheme II Dual Freq. 1mm 10cm 20mm
Scheme III Triple Freq. 1mm 10cm 30mm
Scheme VI Single Freq. 2mm 20cm 0mm
The simulation results are presented in Figure 4.25. The left panel shows success rate
difference between RTIA and DTIA with different models in Pf = 0.01 case. The results show
that DTIA outperforms RTIA in these particular models, and that the superiority is independent
from frequency number, observation noise and ionosphere variance. The right panel shows
success rate difference between the two IA estimators with different failure rate tolerances. The
configuration used in the right panel is a dual frequency, σz,φ = 1mm and σz,I = 2cm. The
simulation results indicate that success difference between these two IA estimators depends on
failure rate tolerance. Small failure rate tolerance leads to a large success rate discrepancy.
Success rate discrepancy between RTIA and DTIA reaches 20% in P¯f = 0.001 case, while it is
under 8% in P¯f = 0.01 case. The comparison results agree with the results presented in Figure
4.23.
Comparison of threshold distribution
The last aspect of this comparison is their threshold distribution. Although threshold distribution
has nothing to do with their performance, but it is crucial in threshold modeling.
In the comparison, Ps,ILS is used as an underlying model strength indicator. The fixed
4.6. PERFORMANCE EVALUATION OF IA ESTIMATORS 121
0.85 0.9 0.95 1
−0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
Ps,ILS
P
s,
D
T
I
A
−
P
s,
R
T
I
A
 
 
P¯f = 0.01
scheme I
scheme II
scheme III
scheme IV
0.85 0.9 0.95 1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
Ps,ILS
P
s,
D
T
I
A
−
P
s,
R
T
I
A
 
 
P¯f = 0.001
P¯f = 0.005
P¯f = 0.01
P¯f = 0.03
P¯f = 0.05
Figure 4.25: A comparison of the RTIA and DTIA in terms of success rate
failure rate approach is used to ensure their success rates comparable. The relationship be-
tween thresholds and Ps,ILS are investigated based on simulation. The simulation schemes are
described in Table 4.6. Simulation results are presented in Fig. 4.26 with P¯f = 0.01. The
left panel shows DTIA threshold decreases as Ps,ILS increases. According to the simulation
results, distribution of DTIA threshold is not affected by underlying models. DTIA thresholds
are distributed in a narrow band region and its dispersion may be caused by the simulation error
and other unmodeled errors. The magitude of dispersion depends on failure rate tolerance P¯f .
Distribution of RTIA threshold is shown in the right panel of Fig. 4.26. The figure indicates
that RTIA threshold also decreases as Ps,ILS increases, but the distribution is not independent
from the simulation schemes. RTIA threshold is more spread out in single-frequency case. Dis-
persion of µ¯R may be caused by underlying model or other factors (e.g. ambiguity dimension).
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Figure 4.26: A threshold distribution comparison of DTIA (left panel) and RTIA (right panel)
using in P¯f = 1% case
Chapter 5
Threshold Determination Methods of Ambiguity
Acceptance Test
The ambiguity acceptance test problem includes three aspects: probability basis, test statistic
and threshold determination. How to reasonably determine the threshold is a non-trivial prob-
lem in ambiguity acceptance test. Neyman and Pearson [1933] and Baarda [1966] discussed the
threshold determination method in general hypothesis tests and geodetic network hypothesis test
problems. In this chapter, our focus is on the threshold determination approaches in ambiguity
acceptance test.
5.1 Overview of Threshold Determination Approaches
There are several threshold determination methods in ambiguity acceptance test. They can be
classified into four types: empirical method, significance test method, likelihood ratio method
and fixed failure rate approach. Principles and performance of these methods are discussed in
this section.
5.1.1 Empirical approach
Empirical approach is to determine the threshold according to individual experience. This
approach has no sound theoretical basis, but it empirically makes sense. This is a simple and
straightforward method which has been widely used in discrimination tests, especially in ratio
test and the difference test. Normally, the empirical threshold is a constant. For example,
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Landau and Euler [1992] and Wei and Schwarz [1995] recommended 2 as ratio test threshold,
while Han [1997] suggested 1.5 as threshold with an improved stochastic model in kinematic
data process. A more conservative ratio test threshold (e.g. 3 ) is also popular in GNSS
data process (e.g. [Leick, 2004, Takasu and Yasuda, 2010]). The difference test threshold is
suggested as 15 by Tiberius and De Jonge [1995].
These empirical thresholds may work well in particular scenarios, but they are still far from
enough. This is because a reasonable threshold value depends on underlying model, while
empirical method tries to use a constant as threshold. For example, the test statistic of ratio test
has indicated that ratio value depends on the vc-matrix Qaˆaˆ. Hence, distribution of ratio value
depends on the underlying model and it is unreasonable to use a fixed threshold. Moreover, it is
difficult to evaluate performance of the empirical threshold method, since there is no reliability
indicator in empirical approach.
Two examples are employed to illustrate the threshold dependency on underlying model.
The first model is a single-frequency short baseline model, where ionosphere delay is assumed
absent. The second model is single frequency ionosphere-weighted model, which is suitable for
medium baseline data processing [Odijk, 2002]. The examples are presented in equation (A.4)
and (A.5) in Appendix A. The ILS success rates Ps,ILS of the two examples are 99.9% and
61.3% respectively, so the first model is stronger than the second one. Success rate and failure
rate of ratio test, Ps,RTIA and Pf,RTIA , are listed in Table 5.1.
With the empirical approach, for example, the threshold is set as 2. Corresponding failure
rates are 0.001% and 2.018% for the two models respectively. In order to achieve the same
failure rate as the first model, the second model has to set its ratio test threshold as 10. There is
no doubt that choosing 10 is safe for both models, but this threshold is unfair for the first model
since the over-conservative threshold decreases its success rate from 99.068% to 11.220% for
no reason. Thus it is difficult to find a proper empirical threshold fitting all underlying models.
5.1.2 Significance test approach
Significance test approach determines its threshold according to a given significance level α,
which corresponds to type I error probability in the decision matrix (see Table 4.1 and figure
4.4). For example, 5% significance level means there is 5% chance to incorrectly reject H0.
Thus, the significance test can be interpreted as ‘fixed false alarm rate method’.
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Table 5.1: Comparison of RTIA success rate and failure rate with empirical thresholds
Model Threshold 1 1.5 2 3 5 10
Model 1 Ps,RTIA 99.906% 99.068% 96.030% 82.407% 48.075% 11.220%
Pf,RTIA 0.094% 0.008% 0.001% 0.000% 0.000% 0.000%
Model 2 Ps,RTIA 61.305% 35.408% 18.999% 6.105% 1.029% 0.072%
Pf,RTIA 38.695% 7.432% 2.018% 0.289% 0.034% 0.001%
Significance test, which has been widely used in decision theory, also can be applied in
ambiguity acceptance tests, especially discrimination tests. In early stage, the ratio test is
regarded as an F-test and the projector test is assumed to be a t-test. Their thresholds are
determined by significance test approach, but these test are not theoretically rigorous.
This does not mean that significance test approach is not applicable in the ambiguity accep-
tance test. In the ambiguity acceptance test model, significance test is slightly different from
that in the classical hypothesis test model, since the acceptance region of ambiguity acceptance
test model is a subset of integer estimation pull-in region. For classical hypothesis test model
(see figure 4.4), the significance level α can be calculated as:
αc = 1−
∫
Ω
f(x)dx (5.1)
where αc is the significance level of the classical hypothesis test model, Ω is the acceptance
region and f(x) is the PDF of the test statistics.
The significance level in ambiguity acceptance test model is different. According to the
definition, it is calculated as:
αa =
∫
S0
f(x)dx−
∫
Ω0
faˆ(x)dx (5.2)
where αa is the significance level in the ambiguity acceptance test model. The first term∫
S0
f(x)dx is the integer estimator success rate. The difference is caused by the acceptance
region Ω0 ⊂ S0 in the ambiguity acceptance test (see figure 4.5). The equation (5.2) can be
rewritten as: ∫
Ω0
faˆ(x)dx =
∫
S0
f(x)dx− αa (5.3)
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The equation reveals that success rate of IA estimator can be calculated according to integer
estimator success rate and the significance level threshold. Therefore, determining the threshold
with significance test approach is equivalent to finding the threshold with the given success rate.
The relationship between IA success rate and threshold plays an essential role in significance
test approach. It is difficult to calculate success rate for most IA estimators, so we have to resort
to Monte-Carlo method. The implementation procedure can be described as:
1. Calculating the test statistics value µ with the float solution aˆ and the fixed solution aˇ.
2. Addressing the relationship between threshold µ¯ and success rate Ps with simulation.
A data set Sˆ = [sˆ1, sˆ2, · · · , sˆN ] with sˆi ∼ N(0, Qaˆaˆ) is generated where N is the
sample number (e.g. N = 100, 000). The fixed solution of sˆi can be addressed by
integer estimation procedure and denoted as sˇi. Corresponding test statistic value ti can
be calculated with sˆi and sˇi. The test statistic value ti forms another data set T =
[t1, t2, · · · , tn]. T can be divided into two subsets Tr and Tw by comparing sˇi with 0,
given as Tr = {ti ∈ T |sˇi = 0} and Tw = {ti ∈ T |sˇi 6= 0}. The distribution of correctly
fixed samples fPs(x) can be approximated by the histogram of Tr. Then the relationship
between success rate Ps and test threshold µ¯ can be expressed as :
Ps(µ¯) =

∫∞
µ¯
fPs(x)dx for IA estimators with form µ ≥ µ¯∫ µ¯
0
fPs(x)dx for IA estimators with form µ ≤ µ¯
(5.4)
where µ is test statistics and µ¯ is threshold. If test statistic greater than threshold case
is accepted, then the integration interval is [µ¯,∞], otherwise the integration interval
becomes [−∞, µ¯].
3. Determining threshold. According to equation (5.9), the FF-threshold can be determined
with
µ¯ =

arg min
Ps(µ)≤P¯s
{µ} for IA estimators with form µ ≥ µ¯
µ¯ = arg max
Ps(µ)≤P¯s
{µ} for IA estimators with form µ ≤ µ¯
(5.5)
Finding the maximum or minimum µ also depends on the specific IA estimators.
4. Comparing the threshold µ¯ calculated from step 3 with the test statistic value µ from step
1 to make final decision.
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In order to have a better explanation of the significance test approach, a one-dimensional
example of applying the significance test threshold determination method to ambiguity ac-
ceptance tests is demonstrated in figure 5.1. The figure shows the x ∼ N(0, 0.32) case. the
relationship between significance level α¯ and the threshold µ for both models is presented. The
figure shows the maximum αa < 1 because the integer estimator success rate is smaller than
1. The acceptance region of ambiguity acceptance test Ω0 ⊂ S0 and S0 = [−0.5, 0.5] for
one-dimensional case. Hence Ω0 ⊂ [−0.5, 0.5] always holds for ambiguity acceptance test but
acceptance region for classical hypothesis test theoretically can be arbitrary set.
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Figure 5.1: Comparison of the significance test threshold determination method applying to the
classical hypothesis test problem and the ambiguity acceptance test. αc and αa are significance
level in classical hypothesis test problem and ambiguity acceptance test respectively. α¯ is
significance level tolerance
The significance test approach has a sound theoretical basis, but it is still not popular in
the ambiguity acceptance test. The philosophy of significance test approach is to control type I
error. In GNSS ambiguity resolution, the price of making type II errors is far higher than making
type I errors. If a correct integer is rejected by ambiguity acceptance test, the float solution is
still reliable. If incorrect integer is accepted, then the positioning solution becomes unreliable
and unpredictable. As a result, controlling type I error is not the best choice in ambiguity
acceptance test
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5.1.3 Likelihood ratio approach
The likelihood ratio integer aperture (LRIA) estimation determines threshold according to like-
lihood criterion, which can be expressed as:
η(x) ≥ µ (5.6)
The likelihood ratio approach is firstly used to validate the integer bootstrapping estimator
[Blewitt, 1989]. The likelihood ratio approach can adjust the acceptance region size automati-
cally according to model strength.
The likelihood ratio test is not able to control failure rate, but it can control success fix rate
(see equation (4.18)). According to the definition of LRIA, ∀x ∈ Ω0,LRIA, faˆ(x− a) ≥ µfˇ(x),
so the integration form can be given as:
Psf =
∫
Ω0,LRIA
faˆ(x− a)dx∫
Ω0,LRIA
fˇ(x)dx
≥ µ (5.7)
The equation indicates µ can be served as a lower bound of success fix rate, so success fix
rate can be guaranteed with the likelihood ratio approach. The relationship between µ and Psf
in one-dimensional case is demonstrated in figure 5.2. The figure indicates Psf is always higher
than µ. The discrepancy between Psf and µ depends on both underlying model and threshold
itself.
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Figure 5.2: Relationship between µ and Psf in one-dimensional case
The likelihood ratio approach does not require any calculation in threshold determination,
so it is efficient. It can guarantee that success fix rate is always higher than µ, but it is only
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applicable to the IA estimator employing likelihood ratio test form, such as the LRIA or the
DTIA.
5.1.4 Fixed failure rate approach
The fixed failure rate (FF-) approach uses failure rate as reliability measure. It determines
threshold according to failure rate tolerance. The objective function of FF-method can be given
as:
max
Ω0⊂S0
Ps subject to:Pf ≤ P¯f (5.8)
where P¯f is the user-specified failure rate tolerance.
The objective function of FF-approach is quite similar to OIA, but this approach can be
applied to all IA estimator. A major contribution of FF-approach is that it makes different IA
estimators comparable. Verhagen [2005b] systematically compared performance of different
IA estimators with FF-approach. Calculation of FF-threshold requires an explicit relationship
between failure rate Pf and threshold µ. According to the definition of IA estimation failure
rate (see equation (4.17)), failure rate can be calculated by integrating PDF over different
acceptance region. The PDF is underlying model specified and acceptance region is determined
by underlying model, IA estimator and threshold. For a particular model and IA estimator, the
relationship between threshold µ and failure rate tolerance Pf is implicit. The failure rate can
be calculated with µ by integration, while calculating threshold according to the failure rate
is an inverse integration problem. Moreover, the failure rate is difficult to calculate directly
for most IA estimators, so the Monte-Carlo method is required in failure rate calculation. The
computational burden of Monte Carlo simulation and the inverse integration problem make the
FF-method inefficient and more complex than other threshold determination methods.
The FF-approach can be implemented by the following four-step procedure[Verhagen, 2005b,
Verhagen and Teunissen, 2013, Wang and Feng, 2013]:
1. Calculating test statistics value µ with the float solution aˆ and the fixed solution aˇ.
2. Addressing the relationship between threshold µ¯ and failure rate Pf with the simulation
data. A data set Sˆ = [sˆ1, sˆ2, · · · , sˆN ] with sˆi ∼ N(0, Qaˆaˆ) is generated where N is
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the sample number (e.g. N = 100, 000). The fixed solution of sˆi can be addressed
by the integer estimation procedure and denoted as sˇi. The corresponding test statistic
value ti can be calculated with sˆi and sˇi. The test statistic value ti forms another data
set T = [t1, t2, · · · , tn]. T can be divided into two subsets Tr and Tw by comparing sˇi
with 0, given as Tr = {ti ∈ T |sˇi = 0} and Tw = {ti ∈ T |sˇi 6= 0}. The distribution
of the failure samples fPf (x) can be approximated by the histogram of Tw. Then the
relationship between the failure rate Pf and the test threshold µ¯ can be expressed as :
Pf (µ) =

∫∞
µ
fPf (x)dx for IA estimators with form µ ≥ µ¯∫ µ
0
fPf (x)dx for IA estimators with form µ ≤ µ¯
(5.9)
where µ is the test statistics and µ¯ is the threshold. If the test statistic greater than the
threshold case is accepted, then the integration interval is [µ¯,∞], otherwise the integration
interval becomes [−∞, µ¯].
3. Determining the threshold. According to equation (5.9), the FF-threshold can be deter-
mined with
µˇ =

arg min
Pf (µ)≤P¯f
{µ} for IA estimators with form µ ≥ µ¯
arg max
Pf (µ)≤P¯f
{µ} for IA estimators with form µ ≤ µ¯
(5.10)
Finding the maximum or minimum µ also depends on the specific IA estimators. It is
noticed that obtaining µˇ from equation (5.10) is an ’inverse integration’ problem. The
problem can be solved by the numerical root-finding method [Verhagen, 2005b].
4. Comparing the threshold µˇ calculated from step 3 with the test statistic value µ from step
1 to make final decision.
The key of FF-approach is the function connecting failure rate Pf and threshold µ. Unfor-
tunately, the function depends on the vc-matrix Qaˆaˆ, so the simulation is always necessary for
different Qaˆaˆ. Moreover, finding the analytical solution of the ’inverse integration’ problem in
the third step is also difficult. The root-finding method can only find a numerical root of the
implicit function (5.9).
An example of the relationship between Pf and µ is demonstrated in figure 5.3. The left
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panel shows the PDF of Pf against µ and the right panel shows the relationship between Pf (µ)
and µ. The FF-threshold determination procedure is an inverse problem which means finding
the right µ with the specified Pf .
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Figure 5.3: Demonstration of the fixed failure rate threshold determination procedure
The above procedure is applicable to all IA estimators, but special attention should be paid
in implementation of the IALS. Applying the FF-approach to the IALS is more complicated
than the other IA estimators since the distribution fPf (x) is correlated with µ. In this study, an
improved algorithm to implement IALS is proposed and the details of this algorithm is discussed
in Appendix B.
5.2 Look-up Table Method
The fixed failure rate approach is a general threshold determination method that it is appli-
cable to all IA estimators. However, its complexity and heavy computation load hampers its
application. Complexity and computation load are caused by the Monte-Carlo simulation in
the second step and the inverse integration problem in the third step. A look-up table method
has been proposed to simplify the FF-approach and to improve its computational efficiency
[Teunissen and Verhagen, 2009, Verhagen and Teunissen, 2013].
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5.2.1 Procedure for establishing look-up table
The look-up table method aims to model the ratio test threshold with a two-dimensional table,
so that the FF-ratio test threshold can be obtained by looking up a table rather than solving the
inverse-integration problem. The principle of the look-up table method can be summarized as
follows:
1. Generating a set of models based on, for example, the underlying model, satellite geom-
etry, frequency number and stochastic model. Ideally, the set should cover all possible
scenarios in data processing.
2. Calculating the FF-ratio test threshold according to a user-defined failure rate tolerance.
The FF-ratio test threshold can be calculated with the FF-approach described in previous
section.
3. Grouping obtained FF-ratio test with the ambiguity dimension.
4. Plotting the relationship between ILS failure rate and FF-ratio test threshold for each
group (see figure 5.4) and finding the upper hull of the figure.
5. Resampling the continuous upper hull into a fixed interval data array and storing the data
array as one column in the look-up table (see Table 5.2).
The methodology of look-up table method is demonstrated in figure 5.4. The figure shows
a six-dimensional case where the failure rate tolerance is 0.01. The blue dots are obtained from
the FF-approach. The relationship between Pf,ILS and 1/µR is shown in the figure and the
upper hull of the dots are extracted with the Andrew’s monotone chain algorithm [Andrew,
1979]. The details of the algorithm are described in Appendix C. A resampling process is then
performed to obtain desired upper bound of the FF-threshold (the green dots). An example of
the look-up table is demonstrated in Table 5.2. With the look-up table, any desired FF-ratio test
threshold can be interpolated with given ambiguity dimension, P¯f and Pf,ILS .
Once the look-up table is established, the threshold of the FF-ratio test can be quickly
calculated with specified ambiguity dimension, failure rate tolerance and ILS failure rate. The
look-up table method can be used to replace the third step and reduce the second step of the FF-
approach. However, the computation burden is not significantly reduced since the calculation
of ILS failure rate still relies on the Monte-Carlo method.
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Figure 5.4: An illustrative example of look-up table generation
Table 5.2: A example of look-up table for 1/µ¯R, given P¯f = 0.001 and n equals the dimension
of the ambiguity vector [Verhagen and Teunissen, 2013]
Pf,ILS n=2 n=3 n=4 n=5 n=6 n = · · ·
0.0010 1.00 1.00 1.00 1.00 1.00 · · ·
0.0012 0.94 0.94 0.94 0.94 0.94 · · ·
0.0015 0.87 0.87 0.88 0.88 0.89 · · ·
0.0020 0.78 0.78 0.80 0.80 0.81 · · ·
0.0050 0.54 0.54 0.57 0.57 0.59 · · ·
...
...
...
...
...
... · · ·
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5.2.2 Modeling error analysis
The look-up table method models the FF-ratio test threshold as a two-dimensional table, which
circumvents the ‘inverse integration’ problem and makes the FF-approach easier. However,
the modeling process also inevitably introduces modeling error. The modeling error includes
following aspects:
1. Simulation error. The FF-ratio test threshold used in modeling procedure is obtained
with numerical method. The precision of numerical solution depends on the simulation
sample number Ntotal. The magnitude of simulation error can be reduced by using a
larger simulation sample number.
2. Bounding error. The look-up table method employs the upper hull of FF-ratio test thresh-
old for conservation, but it also introduces a bounding error into the look-up table. Figure
5.4 shows the discrepancy between the FF-thresholds and their upper bound reaches 0.7
in this case. This discrepancy can be as large as 1, so that the upper bound sometimes
makes the look-up table over-conservative. Moreover, the upper hull is also affected by
simulation error; so it may differ during different simulations.
3. Resampling error. The resampling process converts continuous upper hull into a data
array. The linear interpolation method is often adopted in resampling process due to lack
of rigorous relationship between the upper hull and the data array. Thus, the re-sampling
process makes the upper-hull easy to present, but degrades accuracy of the look-up table
values.
4. Interpolation error. Users need to interpolate the look-up table to obtain the desired
threshold according to the Pf,ILS . However, the Pf,ILS also comes from the Monte-Carlo
method, which itself involves a simulation error. Thus the user interpolation error is also
a potential error source in the look-up table method.
5.2.3 Procedure for applying the look-up table method
Applying the look-up table method in the ambiguity acceptance test can be summarized as a
four-step procedure, given as:
1. Forming the ratio test statistics µR = ‖aˆ− aˇ2‖2Qaˆaˆ / ‖aˆ− aˇ‖
2
Qaˆaˆ
.
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2. Calculating the ILS failure rate with the Monte-Carlo simulation.
3. Interpolating the threshold according to the failure rate tolerance, ambiguity dimension
and ILS failure rate. Normally the ambiguity dimension does not require interpolation.
Hence, this interpolation refers to interpolating desired threshold according to Pf,ILS .
However, if there is no look-up table matching the failure rate tolerance, the interpolation
between two look-up tables is also required.
4. Comparing µR and µˆ. If µR ≥ µˆ, aˇ can be accepted; otherwise reject it.
5.3 Threshold Function Method
The look-up table method is not the only way to simplify the FF-method. In this study, we
propose a new threshold determination method for ambiguity acceptance test, which is called
threshold function. In this section, principle of threshold function method is investigated.
5.3.1 Establishing threshold function
Analysis of the DTIA threshold distribution (see figure 4.26) has revealed the potential of
establishing a threshold function for the DTIA. This section explores the method of expressing
the DTIA threshold as a threshold function.
Model selection
The first step of establishing the threshold function is identifying the right model to fit the
threshold. Figure 4.26 shows the shape of the threshold function, which helps to select poten-
tial models. In order to keep the function simple, several commonly used non-linear models
are attempted, including exponential function, hyperbolic function, polynomial function and
rational function. The fitting residuals are used to evaluate the goodness of fit. The fitting results
indicate that the rational function has a simple form and relatively small fitting residuals, so it
is selected as the threshold function model. The rational function refers to a fractional function
whose numerator and denominator are both polynomial functions. The threshold function for
the FF-difference test can be expressed as a rational model [Wang and Verhagen, 2015, Wang
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et al., 2014a]:
µˆ(x) =
m1 +m2x
1 +m3x+m4x2
(5.11)
where m1, · · · ,m4 are the coefficient of rational function. In this discussion, the threshold
calculated from the fixed failure rate approach is denoted as µˇ. the threshold calculated with the
threshold function is denoted as µˆ. µˆ(x) means µˆ is a function of Ps,ILS . The rational model
in (5.11) is not the only valid threshold function model. The curve shown in figure 4.26 also
can be expressed with other models or higher order rational models. The reason for choosing
this model is that it has small fitting residuals and simple form. The model coefficients can be
estimated by the Levenberg-Marquardt method and the principle of the non-linear curve fitting
is described in Appendix D.
The quality of fitting can be evaluated by the posteriori standard deviation, which is defined
as:
σˆ =
√
eˆTQ−1µˇµˇ eˆ
m− n (5.12)
where σˆ is the posteriori standard deviation of the curve fit. eˆ is the posteriori fitting residuals
and can be calculated with eˆ = µˇ − µˆ. m is the number of observation and n is the parameter
number. In this study, µˇ are independent and equal precision, so Q−1µˇµˇ is an identity matrix. σˆ
reflects the discrepancy between observations and fitted model, which is contributed by both
random error and systematical model bias. The random error is fixed in a particular data set, so
the model with the smallest σˆ is the best.
A group of fitted curve coefficients with different P¯f are listed in Table 5.3. The data used
in curve fitting is a combination of simulation data in four different schemes (see Table 4.6).
Hence, about 50,000 simulated samples are involved in the curve fitting. The fitted threshold
functions and corresponding σˆ are illustrated in figure 5.5. The left panel shows the agreement
between µˇ and µˆ with different P¯f . µˇ is marked with dots and µˆ is expressed by dashed lines.
The figure shows that the fitted function locates in the center of the threshold dots and thus
describes the relationship well. The right panel shows the posteriori standard deviation σˆ of the
threshold function. It shows that σˆ decreases as the P¯f increases. In the worst case, σˆ ≈ 0.27,
which is relatively small with respect to the value of µˇ.
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Table 5.3: Coefficients of threshold function for the DTIA in different P¯f cases
P¯f m1 m2 m3 m4
0.001 13.2009 -13.2119 -0.8096 -0.1862
0.002 13.5300 -13.5549 -0.6293 -0.3638
0.003 13.4099 -13.4481 -0.5373 -0.4535
0.004 12.6968 -12.7458 -0.5404 -0.4487
0.005 12.6739 -12.7359 -0.4739 -0.5134
0.006 11.9977 -12.0686 -0.5035 -0.4827
0.007 11.5166 -11.5963 -0.5182 -0.4669
0.008 11.2055 -11.2944 -0.5172 -0.4668
0.009 10.5497 -10.6443 -0.5710 -0.4124
0.01 10.1285 -10.2297 -0.5972 -0.3854
Figure 5.5: Goodness of fitting the rational model. The left panel shows the agreement of
the fitting threshold µˆ (dash-lines) and FF-threshold µˇ (dots), and the right panel shows the
posteriori standard deviation σˆ
The feasibility of replacing ILS success rate with IB success rate
The fitted threshold function can describe the relationship between Ps,ILS and µˇ, so the ‘inverse
integration’ problem in FF-approach is solved. However, the calculation of Ps,ILS is still time-
demanding. In order to further reduce computation burden, the calculation of Ps,ILS also
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needs to be simplified. In this study, the possibility of approximating Ps,ILS with the integer
bootstrapping (IB) success rate Ps,IB is discussed.
As discussed in section 3.4.3, there are many different ways to bound Ps,ILS . The problem is
using the upper bound or the lower bound to approximate Ps,ILS in this context. The coefficient
listed in Table 5.3 is the median curve of the threshold: about 50% of µˇ are larger than µˆ.
Hence, the threshold function is not conservative enough. Since the threshold functions are
monotonously decreasing functions, the lower bound of the Ps,ILS makes the threshold function
more conservative. According to the analysis in section 3.5.3, the tightest lower bound of the
Ps,ILS is the integer bootstrapping (IB) success rate Ps,IB, so the Ps,IB is suitable to approximate
the Ps,ILS . The analysis in 3.5.3 also indicates that the decorrelation procedure is essential
when approximating Ps,ILS with Ps,IB, since Ps,IB is not invariant against parametrization of
the ambiguities [Teunissen, 1998b].
Approximating Ps,ILS with Ps,IB sounds reasonable, but its feasibility has to be validated
before being put into practice. Examination of the success rate approximation feasibility in-
cludes two aspects: checking the success rate difference and checking the impact of the approx-
imation on failure rate. The difference between Ps,ILS and Ps,IB is shown in figure 5.6. It shows
Ps,IB is a sharp lower bound of Ps,ILS . The difference between Ps,IB and Ps,ILS is normally
smaller than 5% for Ps,IB > 90% case and the difference decreases as Ps,IB increases.
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Figure 5.6: Comparison of the Ps,IB and the Ps,ILS
The second aspect of the feasibility examination is to investigate how the success rate
difference changes the behavior of actual failure rate. The threshold calculated with threshold
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function using Ps,ILS and Ps,IB are denoted as µˆILS and µˆIB respectively. In validation proce-
dure, the failure rate calculated with µˆILS and µˆIB are denoted as Pˆf,ILS and Pˆf,IB respectively.
Figure 5.7 presents Pˆf,ILS and Pˆf,IB with different P¯f cases. The left panel indicates that P¯f
lies in the middle of Pˆf,ILS strip, meaning thatE(PˆILS) = P¯f . However, this is not conservative
enough, since P¯f is the upper bound of µˇ in FF-approach. Therefore, there is still space to
further approximate µˆILS with µˆIB. The right panel shows the failure rate calculated with µˆIB.
The validation results show that majority of Pˆf,IB are smaller than P¯f . Hence, P¯f is nearly
the upper bound of Pˆf,IB as expected. On the other hand, the figure also indicates that the
uncertainty of Pˆf,IB is larger than Pˆf,ILS , because the uncertainty of Pˆf,IB is a combination of
Pˆf,ILS uncertainty and the success rate approximation uncertainty.
Figure 5.7: Distribution of Pˆf,ILS (left) and Pˆf,IB (right) with different P¯f (dashed line) cases
This analysis has proven that approximating Ps,ILS with Ps,IB is feasible in threshold func-
tion method, so the FF-threshold can be calculated with the rational model (5.11) and Ps,IB
.
5.3.2 Error analysis
The threshold function method can simplify the FF-approach by a modeling and a success rate
approximation procedure. The simplification procedures also introduce errors to the thresholds.
The threshold µˆIB is affected by three error sources: simulation error, curve fitting error and
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success rate approximation error. In this section, the effect of these error sources is analyzed.
Impact of modeling error and approximation error
The modeling error and the approximation error are introduced to the threshold function method,
but the original FF-approach does not suffer from these errors. Hence, impact of these two errors
can be evaluated by comparing µˆIB and µˇ. In this section, the impact of these two error sources
on failure rate and false alarm rate is analyzed.
The failure rate and the false alarm rate difference between the threshold function method
and the FF-approach are calculated and shown in figure 5.8. In this discussion, the failure rate
calculated with the original FF-approach is denoted as Pˇf . The left panel shows Pˆf,IB ≤ Pˇf
holds in majority cases. There are only a few Pˆf,IB higher than Pˇf . The failure rate difference
increases as Ps,ILS increases, because the failure rate difference depends on the success rate
difference and the gradient of the threshold function.
The right panel in Fig. 5.8 shows the false alarm rate difference between the two methods.
As µˆIB is more conservative, corresponding type I error is inevitably larger. The figure shows
that the type I error of threshold function method is larger than the original FF-approach in most
cases. In most cases, the type I error difference between the two methods is smaller than 5%.
Figure 5.8: Failure rate and false alarm rate difference between the threshold function method
and the FF-approach
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The simulation error impact
Both FF-approach and threshold function method suffer from the simulation error, since both
of them use numerical methods. The magnitude of simulation error depends on the simulated
sample size, but larger samples sizes also increases computation burden. As a trade-off between
simulation error and computational efficiency, the sample size is set as 100,000 in this experi-
ment. The simulation error can affect the solution repeatability, so experiment repeatability can
also be used to evaluate simulation error. A 16-dimensional example with Ps,ILS ≈ 97.1% is
used to investigate the simulation error impact. The FF-approach is performed 1000 times to get
µˇ and Ps,ILS . Due to the simulation error, the calculated aˇ and Ps,ILS are slightly different. Then
the maximum µˇ and minimum µˇ are selected to calculate Pˇf . Pˆf,ILS and Pˆf,IB are assessed in
the same way.
The experiment results are presented in figure 5.9. The left panel shows the simulation error
impact on the DTIA threshold. The figure shows the threshold calculated with the original FF-
approach µˇ and the threshold function µˆs,ILS are both impacted by the simulation error. The
simulation error impact on µˆILS is smaller than µILS . µˆIB is immune from the simulation error
as it does not employ a simulation procedure. The figure also indicates that the curve fitting
procedure introduced in section 5.3.1 can mitigate the simulation error impact, since variation
of µˇ is larger than µˆILS . µˆIB ≥ µˇ, so µˆIB is a more conservative threshold than µˇ. The right
panel shows the maximum and minimum actual failure rates in the 1000 repeated experiments.
The uncertainty in this figure reflects the total simulation error impact since the simulation error
propagates in modeling stage and then propagates backward in validation stage. The simulation
error impact on actual failure rate is similar to its impact on the threshold, but the uncertainty
increases as P¯f increases this time. The figure shows that the Pˇf may exceed P¯f as well, due to
the simulation error impact. Pˆf,ILS have a smaller uncertainty than Pˇf . Pˆf,IB is immune to the
simulation error impact and meets the tolerance in majority cases. With regard to the simulation
error impact, µˆIB somehow even outperforms µˇ.
5.3.3 Validation of the threshold function method
With errors analysed, performance of the threshold function is evaluated with extensive data.
The performance can be measured by two indicators: the maximum actual failure rateMax{Pˆf,IB}
and the percentage of samples meeting the failure rate tolerance P (Pˆf,IB ≤ P¯f ).
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Figure 5.9: Impact of the simulation error on threshold determination (left) and actual failure
rate (right)
All the simulation data are used to validate performance of the threshold function method.
The validation results are presented in Fig. 5.10. The left panel shows the largest overflowed
actual failure rateMax{Pˆf,IB}−P¯f . The largest overflowed failure rate related to P¯f . Small P¯f
deserves small overflowed failure rate in general. In the worst case, the overflowed failure rate
reaches 0.0008, which is still smaller than the simulation error impact on Pˇf . The right panel
shows the percentage of samples meeting the failure rate tolerance. There are more than 97%
samples meeting the requirement for P¯f > 0.001 cases. The P¯f = 0.001 case has a relatively
lower percentage which still achieves 92%. In this case, the remaining 8% samples have their
overflowed failure rate smaller than 0.0003 according to the left panel. Hence, the majority
samples still meet the failure rate tolerance with the threshold function method.
5.3.4 Procedure for applying the threshold function method
In this section, the procedure of applying the threshold function method is summarized. Similar
to the original FF-approach, the procedure of applying the threshold function method also
follows four-step procedure:
1. Form the difference test statistics ‖aˆ− aˇ′‖2Qaˆaˆ−‖aˆ− aˇ‖
2
Qaˆaˆ
. The squared Euclidean norm
‖aˆ− aˇ‖2Qaˆaˆ and ‖aˆ− aˇ′‖
2
Qaˆaˆ
can be obtained from integer least-squares estimator.
2. Calculate the IB success rate ofQaˆaˆ with Ps,IB =
∏n
i=1(2Φ(
1
2σaˆi|I
)−1). The decorrelated
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Figure 5.10: Validation results of the threshold function. The left panel shows the difference
between the largest Pˆf,IB and P¯f . The right panel shows the percentage of samples meeting the
failure rate requirements
version of Qaˆaˆ has to be used in the IB success rate calculation, as the IB success rate
depends on the parametrization form of ambiguities. The decorrelation methods can be
found in Teunissen [1995b] and De Jonge and Tiberius [1996]
3. Calculate the test threshold with the threshold function using a group of coefficients
chosen from Table 5.3 according to P¯f . The FF-difference test threshold can be calculated
with
µˆ =

∞, Ps,IB < 0.85
m1+m2Ps,IB
1+m3Ps,IB+m4P
2
s,IB
, 0.85 ≤ Ps,IB < 1− P¯f
0, Ps,IB ≥ 1− P¯f
(5.13)
If Ps,IB < 0.85, the model is considered as too weak to resolve the ambiguity and more
observations are required to improve model strength. Ps,IB ≥ 1 − P¯f means the failure
rate of integer estimation is smaller than the tolerance, so µˆ is set as 0 to avoid a negative
threshold in this case.
4. Make decision. If ‖aˆ− aˇ′‖2Qaˆaˆ − ‖aˆ− aˇ‖
2
Qaˆaˆ
≥ µˆ, aˇ can be accepted, otherwise rejected.
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5.4 Testing Threshold Function Method with Real Data Set
The fixed failure rate approach has been validated with extensive simulated data, but only few
studies attempt to validate its performance with real GNSS data. In this section, a real GNSS
data set is selected to evaluate performance of the threshold function method.
5.4.1 Data description
In this experiment, a GPS network with four stations is processed in single epoch mode. The
network map is shown in figure 5.11. The observation data used in the experiment is retrieved
from U.S. national geodetic survey (NGS) CORS network. Antenna details and approximate
station coordinates are listed in Table 5.4. The table indicates that all stations employ the
same receivers and antennas except P602 station. In addition, the station height of P602 is
significantly different from other stations: it is about 200 meters higher than the other stations.
The height difference may cause significant troposphere delay difference in double-difference
data processing.
Table 5.4: Receiver/antenna information and approximate station location
Saltation Receiver Antenna Latitude (◦) Longitude (◦) Height (m)
P281 Trimble Net RS TRM 29659.00 35.84N 120.39W 384.4
P282 Trimble Net RS TRM 29659.00 35.84N 120.35W 395.3
P283 Trimble Net RS TRM 29659.00 35.81N 120.29W 434.8
P602 Trimble Net R9 TRM 59800.80 35.73N 120.23W 648.8
The observation data descriptions and data processing strategies are presented in Table 5.5.
All observed data are processed on an epoch basis without considering historical information.
5.4.2 Stochastic model impact on AR reliability
The key to ensuring the ambiguity resolution reliability is identifying a realistic stochastic
model and a unbiased function model. The function model can be validated with the method
described in 2.3.2, while the stochastic model needs to be carefully selected. In this section,
impact of the stochastic model on the AR reliability is analysed.
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Figure 5.11: The GPS network used in this experiment
Table 5.5: Data description and processing strategy
Data description Values
Constellation GPS
Data Length 001/2014-007/2014
Data Interval 30s
Observation Frequency 1575.42MHz,1227.60MHz
Single-differenced Ion. Std. 0.03*b/1e4, b is baseline length in meter
Elevation Cutoff 10◦
Estimation strategy epoch by epoch least-squares
Troposphere Saastamoinen model+Estimation
Ionosphere model ionosphere-weighted model
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In order to investigate the stochastic model impact on ambiguity estimation and to identify
the best stochastic model in this experiment, four different stochastic model schemes are de-
signed and listed in Table 5.6. In this experiment, the constant scale factor means σP = 0.3m
and σφ = 0.003m. The elevation-dependent weight means the weight matrix is calculated
with Wi,i = 1/sin(E) is this experiment. The variance factor is estimated with the algorithm
introduced in section 2.4.3.
Table 5.6: Stochastic models applied in data processing
Model Name Scale factor σ20 Weight strategy
Model 1 Constant Equal weight
Model 2 Constant Elevation-dependent weight
Model 3 Real-time Estimation Equal weight
Model 4 Real-time Estimation Elevation-dependent weight
The data set is processed with four different stochastic models and then the most realistic
stochastic model can be addressed from the data results. Whether quality of the stochastic
model is evaluated by comparing the empirical AR success rate and formal AR success rate.
The empirical success rate is calculated from the data results and can be defined as:
Ps,e =
correctly fixed ambiguity epoch number
total epoch number
(5.14)
The empirical success rate is derived from the real data and used to reflect the reliability of
the data. Reliability of the underlying model is evaluated with the IB success rate (see equation
(3.43)), which is known as the formal success rate and denoted as Ps,f . If the underlying model
is realistic, then Ps,f should be close to Ps,e.
Evaluating the empirical success rate requires a benchmark, but it is difficult to know the
true integer ambiguity. In this experiment, the ambiguity estimated with the fixed coordinate
model is used as the benchmark to evaluate the empirical success rate. The data results are
presented in Table 5.7.
The table shows that the variance factor does not impact the empirical success rate since
Ps,e in model 1 and model 3 are exactly the same. However, the variance factor impacts the
formal success rate Ps,f , thus addressing the realistic variance factor is crucial for realistic
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stochastic modeling. On the other hand, Ps,e is higher in model 2 than in model 1, so the
elevation-dependent weighting strategy is more realistic than the equal weighting strategy in this
experiment. Overall, the real-time scale factor estimation, combined with elevation-dependent
model, outperforms the other three models. In this experiment, model 4 is adopted in stochastic
modeling, but it does not means that model 4 is the best stochastic model.
Table 5.7: Comparison of formal and empirical ambiguity estimation success rate with different
stochastic model
Model 1 Model 2 Model 3 Model 4
Baseline Ps,e Ps,f Ps,e Ps,f Ps,e Ps,f Ps,e Ps,f
P281-P282 0.9948 0.9999 0.9992 0.9412 0.9948 0.9438 0.9992 0.9999
P281-P283 0.8848 0.9619 0.9945 0.5629 0.8848 0.3686 0.9945 0.9799
P281-P602 0.7194 0.7925 0.9337 0.1511 0.7194 0.2112 0.9337 0.8894
P282-P283 0.9338 0.9958 0.9983 0.8326 0.9338 0.5372 0.9983 0.9919
P282-P602 0.6733 0.8557 0.9453 0.2387 0.6733 0.2146 0.9453 0.8842
P283-P602 0.8555 0.9635 0.9882 0.5714 0.8555 0.2502 0.9882 0.9604
5.4.3 Numerical results and discussion
The data is processed with a proper function model and stochastic model and then distribution
of the test statistics is examined in figure 5.12. The figure shows how correct and incorrect
examples are distributed with Ps,IB. The figure shows that the test statistics are related to Ps,IB.
The test statistics become larger when Ps,IB and the majority of incorrectly fixed examples have
small test statistics. The threshold function in P¯f = 0.001 and P¯f = 0.01 case are also marked
in the figure. The figure shows the distribution of failed samples and their relationship to the
threshold function.
The actual failure rate obtained from the real data process is then compared to the failure rate
threshold. The comparison results are presented in figure 5.13. The solid red line in the figure
shows the ILS failure rate Pf,ILS , which reflects the failure rate without applying the ambiguity
acceptance test. The black dashed line is the failure rate tolerance P¯f and the blue line is the
actual failure rate after ambiguity acceptance test. The DTIA combined with the threshold
function method is used in this experiment. The results indicate that the threshold function
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Figure 5.12: Distribution of the DTIA test statistic value against Ps,IB. The two curve lines
show the threshold function with P¯f = 0.001 and P¯f = 0.01 case
method can efficiently control the failure rate. Although the actual failure rate is slightly higher
than the tolerance in some cases, it is still small with regard to the corresponding Pf,ILS . Hence,
it can be concluded that the GNSS ambiguity resolution reliability is controllable with proper
underlying model, integer estimation and ambiguity acceptance test.
5.5 Comparison of Threshold Determination Methods
After introducing different threshold determination methods, the comparison between these
methods is carrier out. The empirical method is simple and efficient, but lacks a sound theoreti-
cal basis. Reliability of ambiguity resolution is the underlying model specified, so it is difficult
to find an empirical threshold suitable for all scenarios. The significance test approach is a
popular threshold determination method in classical hypothesis test and it is also applicable in
ambiguity acceptance test. The procedure of applying the significance test approach has been
developed and presented in section 5.1.2. The significance test is theoretically rigorous, but it
is not popular in ambiguity acceptance tests since it cannot meet high reliability requirement
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Figure 5.13: Actual failure rate of the threshold function based DTIA
of ambiguity acceptance test. The likelihood ratio approach is a promising way to determine
the threshold. It is efficient and theoretically rigorous and its performance still needs to be
further evaluated with both simulation data and real GNSS data. The fixed failure rate has been
adopted in GNSS ambiguity resolution reliability control. It is theoretically sound, but has a
high computational demanding. Hence, simplifying fixed failure rate approach and improving
its efficiency is necessary. The look-up table method and the threshold function method attempt
to simplify the fixed failure rate approach in different ways.
In this section, the procedures of the three different threshold determination methods with
controllable failure rate are compared in Table 5.8. The three methods follow a similar four-
step procedure. The original FF-approach is the most general method and is feasible to all IA
estimators. The look-up table method is proposed for the ratio test and the threshold function
method is designed for the difference test. The second step is the most time-demanding step in
FF-approach since it requires large-scale simulation work. The look-up table method still relies
on the simulation to calculate ILS failure rate. In contrast, the threshold function method enables
directly calculation of success rate rather than simulation, so the threshold function method is
more efficient than the other two methods. Both the look-up table method and the threshold
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function method circumvent the root-finding procedures. The look-up table method employs an
interpolation procedure to obtain the threshold whereas the threshold function method resorts to
a function to calculate the threshold. The decision-making step is the same for all three methods.
Overall, the original FF-approach is the most general, but most inefficient way to determine the
threshold, while the threshold function method is the most efficient way as it does not requires
any simulation work.
Table 5.8: Comparison of three threshold determination procedures with controllable failure
rate
Steps FF-approach look-up table
method
threshold function
method
Test statistic
construction
All IA estimator RTIA DTIA
Probability
calculation
Address the relation-
ship between thresh-
old and failure rate
with simulation
Calculate ILS failure
rate with simulation
Calculate IB success
rate from equation
(3.43)
Threshold
determina-
tion
Root-finding method Look-up table Threshold function
Decision-
making
Compare the test statistics with the threshold
Chapter 6
Conclusions and Future Work
Reliability control is an indispensable aspect in GNSS carrier phase ambiguity resolution. This
research investigates the reliability control problem in GNSS ambiguity resolution from three
aspects: the underlying model, the integer estimation and the ambiguity acceptance test.
6.1 Summary of Research
This study investigates reliability control problem from underlying model, integer estimation
and ambiguity acceptance test aspect. We also look the threshold determination problem, a
specific aspect in ambiguity acceptance test in details. This research can be summarized from
following four aspects:
With regarding to underlying model, the methodologies of handling biases and recovering
integer nature of GNSS ambiguity are discussed. The double-differenced model and single-
differenced model are introduced and compared. The comparison indicates that both of these
models recover ambiguity nature using double-difference technique but in different correction
forms. The methodology of model validation, which can be used to validate the unbiasness of
function model, is also discussed. The stochastic model is investigated from the vc-matrix
structure and variance components estimation aspects. Especially the variance component
estimation enables extracting the variance component information from posteriori residuals and
makes precise stochastic modeling possible.
The integer estimation plays an important role in ambiguity resolution reliability control.
The three admissible integer estimators: integer rounding, integer bootstrapping and integer
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least-squares, are discussed from pull-in region and success rate aspects. Construction of pull-
in region is explained in detail and the methods of success rate computation are also examined.
Success rate is an important measure of integer estimation reliability. Success rates of the three
integer estimators are compared with extensive simulation data, which indicates the integer
least-squares achieves the highest success rate and the integer bootstrapping success rate is a
tight lower bound of the integer least-squares success rate.
The reliability of integer estimation is defined by the underlying model and the integer
estimators, it becomes controllable after ambiguity acceptance test is applied. The ambiguity
acceptance test involves three aspects: the probability basis, the test statistic construction and
the threshold determination. The probability basis of ambiguity acceptance test is examined in
this study. A hypothesis test model for ambiguity acceptance test is proposed and compared
with the general hypothesis test model. In the ambiguity acceptance test, eleven different
integer aperture (IA) estimators are investigated. All these IA estimators are classified into four
groups and their similarities and differences are compared on a group basis. A weighted integer
aperture bootstrapping (WIAB) is proposed in this study and the numerical results indicate
that it outperforms existing integer aperture bootstrapping estimator. This study also proposes
a probability based IA estimator, known as the likelihood ratio integer aperture (LRIA). In
contrast to most IA estimators, LRIA employs likelihood as a reliability indicator and the study
shows LRIA can guarantee the success fix rate of GNSS ambiguity resolution.
The most important issue in ambiguity acceptance test is how to reasonably determine
threshold. In this study, four possible threshold determination methods are investigated. The
commonly used empirical approach is simple but unable to ensure the reliability of the fixed
solution. The significance test approach is popular in general hypothesis test problem, but is
not suitable for ambiguity acceptance test. The likelihood ratio approach can ensure success
fix rate, but is only applicable to these likelihood ratio based IA estimators, such as DTIA and
LRIA. The fixed failure rate approach employs the failure rate as a reliability indicator and
is capable of ensuring that the failure rate of ambiguity acceptance test is always lower than
a tolerance. The fixed failure rate is applicable to all IA estimators, but it is computational
demanding. The remaining challenge of the threshold determination is reducing computation
burden of the fixed failure rate approach. In this study, a threshold function method is proposed
as an easy-to-calculate fixed failure rate approach. Both simulation and real data processing
results indicate that the threshold function method has a better computation efficiency and a
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comparable performance as the fixed failure rate approach.
6.2 Summary of Contributions
This research systematically studied the GNSS ambiguity resolution reliability theory. The
reliability is defined in ambiguity estimation and ambiguity acceptance test respectively. Failure
rate is used as a reliability measure, which can be controlled by ambiguity acceptance test. The
major contributions of the research is summarized as below:
1. This research systematically reviews the integer aperture (IA) estimation theory. Perfor-
mance of IA estimators are evaluated with extensive simulation data. The IA estimators
are classified into four categories according to their characteristics. The classification
reveals the similarities and differences between different IA estimators. The review
inspires new ideas on how to construct test statistics for ambiguity acceptance tests.
2. A general hypothesis test model for ambiguity acceptance tests is proposed and compared
with the classical hypothesis test problem. The comparison shows the unique aspects
of the ambiguity acceptance test problem and contributes a better understanding of the
ambiguity acceptance test problem.
3. This research proposes a weighted integer aperture bootstrapping (WIAB) estimator which
has a better performance than integer aperture bootstrapping (IAB) estimator. Success
rate and failure rate of the WIAB estimator are easy to evaluate.
4. The likelihood ratio integer aperture estimation (LRIA) is systematically studied and
compared with the optimal integer aperture (OIA). The LRIA has the same acceptance
region shape as the OIA, but uses a different threshold determination method. The
comparison shows the threshold of the LRIA is more reasonable in extreme models. The
LRIA employs likelihood instead of failure rate as the reliability measure, so it can control
success fix rate rather than failure rate.
5. The threshold determination methods are systematically reviewed. Under the integer
aperture framework, the threshold determination method becomes an independent topic.
The existing threshold determination methods are summarized within four categories.
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6. A new threshold determination method for ambiguity acceptance test is proposed, which
is called threshold function method. This proposed method preserves controllable failure
rate nature of the fixed failure rate (FF-) approach without requirement of simulation.
The threshold function method enables directly calculation of the FF-threshold according
to the integer bootstrapping (IB) success rate, so the complexity of the FF-threshold
calculation is significantly reducing.
7. The fixed failure rate approach is applied to the real GNSS data process. The performance
of the threshold function method is assessed with real GNSS data, which successfully
demonstrates the feasibility of the FF-approach in real data process.
6.3 Future Work
There is still a lot of work to to in the future. Based on current research, the following topics
need to be addressed:
1. A further investigation on weighted integer aperture bootstrapping estimator. The concept
of WIAB has been proposed, but some theoretical concerns, such as how to optimally
determine the weight, has not been investigated. Performance of WIAB also needs to be
further validated with both simulation data and real GNSS data.
2. A further investigation of the likelihood ratio integer aperture estimator, including how to
reasonably determine the likelihood threshold and whether there is a relationship between
the likelihood threshold and the fixed failure rate threshold. The computational efficiency
is also a non-trivial problem for LRIA. Performance of LRIA needs to be investigated
using different models.
3. Applying fixed failure rate approach with real data is still challenging. The results pre-
sented in this thesis can still be improved. In this study, the stochastic may be not accurate
enough since only variance factor is estimated. LS-VCE method can provide a more
accurate stochastic model, so better results can be expected with improved stochastic
model. Furthermore, the FF-approach can be tested with different positioning modes. In
this study, we only test the threshold function in RTK mode. We can also try to apply this
method in PPP-RTK model in future research.
Appendix A
Examples Used in Thesis
The two-dimensional example used in Chapter 3 and 4 to demonstrate the acceptance region is
given as:
Qaˆaˆ =
 4.9718 3.8733
3.8733 3.0188
 , Qzˆzˆ =
 0.0878 −0.0347
−0.0347 0.0868
 (A.1)
The corresponding ILS success rate Ps,ILS = 0.8597.
The examples used in Figure 4.9 to show the difference between IAB and WIAB are given
as:
D1 =
 0.0878 0
0 0.0640
 , D2 =
 0.0378 0
0 0.1140
 (A.2)
D1 and D2 are the variances of conditional vector aˆ′ in the left and right panel respectively. D2
is designed to have elongated confidence ellipses to make the difference more significant.
The examples used to demonstrate the difference between DTIA and LRIA acceptance
regions in Figure 4.24 are given as:
Q1 =
 4.9718 3.8733
3.8733 3.0188
 , Q2 = 1
2
Q1 (A.3)
Q1 and Q2 are the Qaˆaˆ used in the left and right panel respectively. The left panel uses the
example expressed in equation (A.1) and the right panel uses 1
2
Qaˆaˆ with Ps,ILS = 0.9790.
The two examples used to demonstrate the limitation of the empirical threshold (see Section
5.1.1) are given here. The two examples are both single frequency, 10 visible satellites cases.
The short baseline model with Ps,ILS = 0.999 is given as:
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Qaˆaˆ =

0.5461 0.1077 0.5092 −0.0062 0.2519 0.0028 0.4353 0.3710 0.5268
0.1077 0.0767 0.1892 −0.0139 0.1518 −0.2143 0.1308 0.0310 −0.0069
0.5092 0.1892 0.7045 0.0344 0.4286 −0.2769 0.3473 0.4828 0.2055
−0.0062 −0.0139 0.0344 0.0537 −0.0083 0.1139 −0.1182 0.1652 −0.0576
0.2519 0.1518 0.4286 −0.0083 0.3185 −0.3826 0.2440 0.1559 0.0008
0.0028 −0.2143 −0.2769 0.1139 −0.3826 0.9470 −0.3013 0.3666 0.3524
0.4353 0.1308 0.3473 −0.1182 0.2440 −0.3013 0.6091 −0.0760 0.4983
0.3710 0.0310 0.4828 0.1652 0.1559 0.3666 −0.0760 0.8102 0.1843
0.5268 −0.0069 0.2055 −0.0576 0.0008 0.3524 0.4983 0.1843 0.8736

(A.4)
The medium baseline with Ps,ILS = 0.613 is given as:
Qaˆaˆ =

0.5780 0.1173 0.5314 −0.0002 0.2661 0.0091 0.4552 0.3889 0.5496
0.1173 0.0919 0.2014 −0.0081 0.1628 −0.2148 0.1411 0.0382 −0.0009
0.5314 0.2014 0.7406 0.0417 0.4483 −0.2794 0.3644 0.5042 0.2182
−0.0002 −0.0081 0.0417 0.0685 −0.0024 0.1237 −0.1157 0.1766 −0.0532
0.2661 0.1628 0.4483 −0.0024 0.3427 −0.3885 0.2579 0.1670 0.0070
0.0091 −0.2148 −0.2794 0.1237 −0.3885 1.0272 −0.3046 0.3843 0.3697
0.4552 0.1411 0.3644 −0.1157 0.2579 −0.3046 0.6745 −0.0722 0.5202
0.3889 0.0382 0.5042 0.1766 0.1670 0.3843 −0.0722 0.8485 0.1963
0.5496 −0.0009 0.2182 −0.0532 0.0070 0.3697 0.5202 0.1963 0.9179

(A.5)
*Please be aware that the success rate calculated with the above Qaˆaˆ may be slightly dif-
ferent from the value given in the thesis due to the precision loss of vc-matrix and simulation
error.
Appendix B
Improved IALS Implementation Algorithm
IALS is the most complicated IA estimator out of all IA estimators in our discussion, so that we
pay attention to its implementation. The implementation of IALS estimation was introduced
by Verhagen [2005b], but the algorithm is extremely time-consuming. In this study, a more
computation effective IALS implementation algorithm is used in this study.
Assuming the fixed failure rate approach is used to determine the IALS threshold, so that
the procedure described in section 5.1.4 is also applicable to IALS. The key difference between
IALS and other IA estimators is the construction of test statistics ti. For most IA estimators,
the test statistics set Tr and Tw are independent from µ¯, so that the FF-threshold determination
problem is converted as an non-linear equation solving problem. However, this is not the case
fro IALS, since the size of Tw depends on the failure rate tolerance µ¯.
The objective function of the IALS u = arg min
z∈Zn
∥∥∥ 1µ ˇILS − z∥∥∥2
Qaˆaˆ
indicates that u depends
on both ˇ and µ. Hence sˇi, Tw and fPf (x) are all dependent on µ. As a result, the distribu-
tion fPf (x) has to be recalculated as soon as µ¯changed in numerical root-finding procedure.
Assuming the size of Sˆ is N , the searching space of ILS contains M integer candidates and
the root-finding method needs K iteration, then determining the threshold of IALS involves
K ∗ N ∗M times distance calculation. The distance calculation
∥∥∥ 1µ ˇILS − z∥∥∥2
Qaˆaˆ
= ( 1
µ
ˇILS −
z)TQ−1aˆaˆ (
1
µ
ˇILS − z) involves a matrix inversion operator, so it is extremely time consuming.
Based on above analysis, an improved algorithm is applied in IALS implementation to
improve its computational efficiency. The basic idea of the improved algorithm is to simplify
the distance calculation by Cholesky decomposition, given as:
157
158 APPENDIX B. IMPROVED IALS IMPLEMENTATION ALGORITHM
(
1
µ
ˇILS − z)TQ−1aˆaˆ (
1
µ
ˇILS − z) = ( 1
µ
ˇILS − z)TR−1R−T ( 1
µ
ˇILS − z)
=(
1
µ
ˇ′ILS − z′)T (
1
µ
ˇ′ILS − z′)
(B.1)
where R is an lower triangular matrix and ˇ′ =  ∗ R−1, z′ = z ∗ R−1. After transformation,
the time complexity of the distance calculation becomes O(n). After replacement, the matrix
inverse operation is reduced from K ∗ N ∗ M times to 1 time. The ˇ′ and z′ do not change
during the IALS implementation, so they can be calculated and stored in memory. Moreover,
the improved algorithm does not require extra memory allocation.
The example described in equation (A.1) is used to test the computational efficiency im-
provement. In the experiment, the two IALS implementation methods are executed under the
same condition and Ntotal = 100, 000 in this case. The IALS computation time is reduced from
197.412 seconds to 23.715 seconds by the improved algorithm described above.
Appendix C
Upper Hull Finding Algorithm
The algorithm of finding the upper hull of point set is non-unique. In this study, the Andrew’s
monotone chain convex hull algorithm is adopted to establish a look-up table due to its high
efficiency. The algorithm was proposed by Andrew [1979] and the algorithm complexity is
O(nlog(n)). The algorithm can be briefly summarized as follows:
Algorithm 1 The Andrew’s Monotone Chain Algorithm
Input: A point set P
Output: A point set Su containing the upper hull of P in clockwise order
1.sort the points by x-coordinate in ascending order, given as p1, p2, · · · , pn
2.Put pn and pn−1 to the upper bound set Su
for i=n-2 to 1 do
Append pi to Su
while Su has more than two points and the last three points do not make counter-clockwise
turn do
Remove the middle of the last three points from Su
end while
end for
Whether the three points make a right turning can be judged by:
(x2 − x1)(x3 − y1)− (y2 − y1)(x3 − x1) > 0, counter-clockwise turning
(x2 − x1)(x3 − y1)− (y2 − y1)(x3 − x1) = 0, colinear
(x2 − x1)(x3 − y1)− (y2 − y1)(x3 − x1) < 0, clockwise turning
(C.1)
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Appendix D
Non-linear Curve Fitting with
Levenberg-Marquidt Algorithm
In the threshold function model, the curve model is given as:
µˆ =
m1 +m2Ps,ILS
1 +m3Ps,ILS +m4P 2s,ILS
(D.1)
where m = [m1,m2,m3,m4]T . Ps,ILS and µˇ have been obtained using the fixed failure rate
approach. The problem is to find the best m that makes µˆ agree with the µˇ best.
There are several curve fitting methods applicable for the non-linear curve fitting prob-
lem, such as the Gauss-Newton method, the Levenberg-Marquardt method and the trust-region
method [Teunissen, 1990]. In this study, the popular Levenberg-Marquardt method is adopted
to fit the rational function. This method, an improved version of the Gauss-Newton method
[Teunissen, 1990], can adaptively adjust the damping parameter according to the gradient de-
scent to accelerate the convergence [Marquardt, 1963]. Similar to the Gauss-Newton method,
the Levenberg-Marquardt method relies on the gradient methods to approximate the true curve
iteratively. The non-linear equation (D.1) can be linearized by truncating the Taylor series,
given as:
µˆk+1 = µˆk + J∆m, k = 0, 1, 2, · · · (D.2)
where µˆk is the rational function value calculated in the kth iteration. J is the Jacobian matrix
∂µk/∂mk. mk is coefficient on kth iteration. ∆m is the increment vector of mk.
The key difference between the Levenberg-Marquardt method and the Gauss-Newton method
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is that the Levenberg-Marquardt method adds a positive damping scalar λ into the cost function.
As a result, the normal equation of kth iteration is expressed as [Marquardt, 1963]:
(JTQ−1µˇµˇJ + λpivot(J
TQ−1µˇµˇJ))∆m = J
TQ−1µˇµˇ(µˇ− µˆk) (D.3)
where Qµˇµˇ is the vc-matrix of µˇ. Since the µˇ comes from the same fixed failure rate approach,
they are independent and equally accurate and thus Qµˇµˇ is an identity matrix in this case.
pivot(·) means preserving the pivot entries and setting the rest entries as 0. The coefficient
increment ∆m can be estimated by solving the normal equation (D.3).
The damping scalar λ is the key of the algorithm, which can be interpreted as a com-
promise between the Newton’s method and the steepest descent method. When λ = 0, the
Levenberg-Marquardt method degrades as the Newton’s method and it becomes the steep-
est descent method when the λ is sufficiently large [Teunissen, 1990]. Moreover, the term
λdiag(JTQ−1µˇµˇJ) can ensure the term JTQ
−1
µˇµˇJ + λdiag(J
TQ−1µˇµˇJ) is always positive definite.
The posterior residual of kth iteration can be defined as eˆ = µˇ − µˆk+1. The damping factor is
controlled by the quadratic form of eˆ, which is defined as:
‖eˆ‖2Qµˇµˇ = eˆTQ−1µˇµˇ eˆ (D.4)
The procedure of the Levenberg-Marquardt method is described in Fig. D.1. The criterion
λ is used to control ‖eˆ‖2Qµˇµˇ . The threshold can be calculated with λ = (µˇ− µˆ0)TQ−1µˇµˇ(µˇ− µˆ0).
The iterative procedure requires several initial factors: the ILS success rate Ps,ILS , the FF-
difference test threshold µˇ, the initial damping parameter λ and the initial coefficient m0. In
the flowchart, the initial λ is an arbitrary positive scalar, α is empirically given as 10.  is an
arbitrary small positive number controlling the convergence, which is given as 10−5.
163
Input Ps,ILS ,
µˇ, λ,m0
Construct J matrix
with mk and Ps,ILS
Calculate λ
Estimate ∆m and
calculate ‖eˆ‖2Qµˇµˇ
‖eˆ‖2Qµˇµˇ ≤ λ
|∆m| ≤ 
λ = λα
mk+1 = mk + ∆m
k=k+1
λ = λα
Stop
yes
yes
no
no
Figure D.1: Flowchart of Levenberg-Marquardt method for the non-linear fitting problem
164 APPENDIX D. NON-LINEAR CURVE FITTING METHOD
References
Abidin, H. Z. (1993). Computational and geometrical aspects of on-the-fly ambiguity
resolution. PhD thesis, University of New Brunswick.
Abidin, H. Z. and Subari, M. D. (1994). On the discernibility of the ambiguity sets during on-
the-fly ambiguity resolution. Australian Journal of Geodesy, Photogrammetry & Surveying,
61:17–40.
Amiri-Simkooei, A. R. (2008). Noise in multivariate GPS position time-series. Journal of
Geodesy, 83(2):175–187.
Amiri-Simkooei, A. R. (2009). Application of least-squares variance component estimation to
GPS observables. Journal of Surveying Engineering, 4(November):149–160.
Amiri-Simkooei, a. R. (2013). Application of least squares variance component estimation to
errors-in-variables models. Journal of Geodesy, 87(10-12):935–944.
Amiri-Simkooei, A. R. and Jazaeri, S. (2012). Weighted total least squares formulated by
standard least squares theory. Journal of Geodetic Science, 2(2).
Amiri-Simkooei, A. R. and Tiberius, C. (2007). Assessing receiver noise using GPS short
baseline time series. GPS solutions, 11(1):21–35.
Amiri-Simkooei, a. R., Tiberius, C. C. J. M., and Teunissen, P. J. G. (2007). Assessment of noise
in GPS coordinate time series: Methodology and results. Journal of Geophysical Research:
Solid Earth, 112(7):1–19.
Anderson, T. (1955). The integral of a symmetric unimodal function over a symmetric convex
set and some probability inequalities. In Proceedings of the American Mathematical Society,
pages 170–176.
165
166 REFERENCES
Andrew, A. M. (1979). Another efficient algorithm for convex hulls in two dimensions.
Information Processing Letters, 9(December):216–219.
Baarda, W. (1966). Statistical concepts in geodesy. In 2nd Symposium on Geodetic Calculation,
volume 2, Brussels.
Baarda, W. (1968). A testing procedure for use in geodetic networks, volume 1. Netherlands
Geodetic Commission, Delft, The Netherlands.
Bierman, G. J. (1977). Factorization methods for discrete sequential estimation. Academic
Press, New York.
Blewitt, G. (1989). Carrier phase ambiguity resolution for the global positioning system applied
to geodetic baselines up to 2000 km. Journal of Geophysical research, 94(B8):10.187–
10.203.
Boehm, J. and Schuh, H. (2004). Vienna mapping functions in VLBI analyses. Geophysical
Research Letters, 31(1).
Boehm, J., Werl, B., and Schuh, H. (2006). Troposphere mapping functions for GPS and very
long baseline interferometry from European Centre for Medium-Range Weather Forecasts
operational analysis data. Journal of Geophysical Research: Solid Earth (1978˜2012),
111(B2).
Bona, P. (2000). Precision, cross correlation, and time correlation of GPS phase and code
observations. GPS solutions, 4(2):3–13.
Borre, K. and Tiberius, C. (2000). Time series analysis of GPS observables. In Proceedings
of The 13th International Technical Meeting of the Satellite Division of the Institute of
Navigation (ION GPS-2000).
Bossler, J., Goad, C. C., and Bender, P. L. (1980). Using the Global Positioning System (GPS)
for geodetic positioning. Bulletin ge´ode´sique, 54(4):553–563.
Brunner, F. K., Hartinger, H., and Troyer, L. (1999). GPS signal diffraction modelling: the
stochastic SIGMA-∆ model. Journal of Geodesy, 73(5):259–267.
Cassels, J. W. S. (2012). An introduction to the geometry of numbers. Springer Science &
Business Media.
REFERENCES 167
Collins, P., Bisnath, S. B., Lahaye, F., and He´roux, P. (2010). Undifferenced GPS ambiguity
resolution using the decoupled clock model and ambiguity datum fixing. Navigation,
57(2):123.
Corbeil, R. R. and Searle, S. R. (1976). Restricted maximum likelihood (REML) estimation of
variance components in the mixed model. Technometrics, 18(1):31–38.
Crocetto, N., Gatti, M., and Russo, P. (2000). Simplified formulae for the BIQUE estimation of
variance components in disjunctive observation groups. Journal of Geodesy, 74(6):447–457.
Cui, X., Yu, Z., Tao, B., Liu, D., Yu, Z., and Sun, H. (2001). Generalized surveying adjustment.
Wuhan University Press, Wuhan.
de Bakker, P. F., van der Marel, H., and Tiberius, C. (2009). Geometry-free undifferenced,
single and double differenced analysis of single frequency GPS, EGNOS and GIOVE-A/B
measurements. GPS solutions, 13(4):305–314.
De Jonge, P. and Tiberius, C. (1996). The LAMBDA method for integer ambiguity estimation:
implementation aspects. Technical Report 12, Delft Geodetic Computing Centre.
Dong, D. and Bock, Y. (1989). Global Positioning System network analysis with phase
ambiguity resolution applied to crustal deformation studies in California. Journal of
Geophysical research, 94(B4):3949–3966.
Euler, H.-j. and Goad, C. C. (1991). On optimal filtering of GPS dual frequency observations
without using orbit information. Journal of Geodesy, 65(2):130–143.
Euler, H.-j. and Schaffrin, B. (1991). On a measure for the discernibility between different
ambiguity solutions in the static-kinematic GPS-mode. In IAG Symposium, pages 285–295.
Feng, S., Ochieng, W., Samson, J., Tossaint, M., Herna´ndez-Pajares, M., Juan, J. M., Sanz, J.,
Arago´n-A`ngel, A., Ramos-Bosch, P., and Jofre, M. (2012). Integrity monitoring for carrier
phase ambiguities. Journal of Navigation, 65(01):41–58.
Feng, Y. and Wang, J. (2011). Computed success rates of various carrier phase integer
estimation solutions and their comparison with statistical success rates. Journal of Geodesy,
85(2):93–103.
168 REFERENCES
Fo¨rstner, W. (1983). Reliability and discernability of extended Gauss-Markov models.
Deut. Geodact. Komm. Seminar on Math. Models of Geodetic Photogrammetric Point
Determination with Regard to Outliers and Systematic Errors, pages 79—-104.
Frei, E. and Beutler, G. (1990). Rapid static positioning based on the fast ambiguity resolution
approach FARA: theory and first results. Manuscripta geodaetica, 15(6):325–356.
Ge, M., Gendt, G., Rothacher, M., Shi, C., and Liu, J. (2008). Resolution of GPS carrier-phase
ambiguities in Precise Point Positioning (PPP) with daily observations. Journal of Geodesy,
82(7):389–399.
Geng, J., Meng, X., Dodson, A. H., Ge, M., and Teferle, F. N. (2010). Rapid re-convergences to
ambiguity-fixed solutions in precise point positioning. Journal of Geodesy, 84(12):705–714.
Grafarend, E. W. (2000). Mixed integer-real valued adjustment (IRA) problems: GPS initial
cycle ambiguity resolution by means of the LLL algorithm. GPS solutions, 4(2):31–44.
Han, S. (1997). Quality-control issues relating to instantaneous ambiguity resolution for real-
time GPS kinematic positioning. Journal of Geodesy, 71(6):351–361.
Hartinger, H. and Brunner, F. K. (1999). Variances of GPS Phase Observations: The SIGMA-
Model. GPS solutions, 2(4):35–43.
Hassibi, A. and Boyd, S. (1998). Integer parameter estimation in linear models with applications
to GPS. IEEE Transactions on Signal Processing, 46(11):2938–2952.
Helmert, F. (1907). Adjustment computations based on least-squares.
Hoffmann-Wellenhof, B., Lichtenegger, H., and Collins, J. (1994). GPS: Theory and practice.
Springer Wien, New York, fourth, re edition.
Jazaeri, S., Amiri-Simkooei, A. R., and Sharifi, M. A. (2012). Fast integer least-squares
estimation for GNSS high-dimensional ambiguity resolution using lattice theory. Journal
of Geodesy, 86(2):123–136.
Jazaeri, S., Amiri-Simkooei, A. R., and Sharifi, M. A. (2014). On lattice reduction algorithms
for solving weighted integer least squares problems: comparative study. GPS Solutions,
18(1):105–114.
REFERENCES 169
Jin, X., Jong, C. D. D., and de Jong, C. D. (1996). Relationship between satellite elevation and
precision of GPS code observations. Journal of Navigation, 49(02):253–265.
Kim, D. and Langley, R. B. (2001). Estimation of the stochastic model for long-baseline
kinematic GPS applications. In Proceedings of The Institute of Navigation 2001 National
Technical Meeting, pages 586–595.
Klobuchar, J. (1987). Ionospheric time-delay algorithm for single-frequency GPS users. IEEE
Transactions on Aerospace and Electronic Systems, AES-23(3):325–331.
Koch, K. R. (1988). Parameter Estimation and Hypothesis Testing in Linear Models. Springer-
Verlag, Berlin Heidelberg.
Koch, K. R. (2007). Introduction to Bayesian statistics. Springer-Verlag, Berlin Heidelberg, 2
edition.
Kondo, K. (2005). The accurate optimal-success/error-rate calculations applied to the
realizations of the reliable and short-period integer ambiguity resolution in carrier-phase
GPS/GNSS positioning. IEEE transaction on Information Theory (submitted), pages 1–17.
Kouba, J. and He´roux, P. (2001). Precise point positioning using IGS orbit and clock products.
GPS solutions, 5(2):12–28.
Landau, H. and Euler, H.-j. (1992). On-the-fly ambiguity resolution for precise differential
positioning. In Proceedings of ION GPS 1992, pages 607–613.
Langley, R. B. (2000). GPS, the Ionosphere, and the Solar Maximum. GPS world.
Leick, A. (2004). GPS satellite surveying. John Wiley & Sons Inc, New York.
Li, B., Shen, Y., and Xu, P. (2008). Assessment of stochastic models for GPS measurements
with different types of receivers. Chinese Science Bulletin, 53(20):3219–3225.
Li, T. and Wang, J. (2014). Analysis of the upper bounds for the integer ambiguity validation
statistics. GPS solutions, 18(1):85–94.
Liu, L., Hsu, H. T., Zhu, Y. Z., and Ou, J. (1999). A new approach to gps ambiguity
decorrelation. Journal of Geodesy, 73(9):478–490.
170 REFERENCES
Marquardt, D. (1963). An algorithm for least-squares estimation of nonlinear parameters.
Journal of the Society for Industrial & Applied Mathematics, 11(2):431–441.
Neyman, J. and Pearson, E. S. (1933). On the problem of the most efficient tests of statistical
hypotheses. Philosophical Transactions of the Royal Society of London. Series A, Containing
Papers of a Mathematical or Physical Character, 231:289–337.
Niell, A. (1996). Global mapping functions for the atmosphere delay at radio wavelengths.
Journal of Geophysical Research: Solid Earth (1978˜2012), 101(B1):3227–3246.
Odijk, D. (2002). Weighting ionospheric corrections to improve fast GPS positioning over
medium distances. In Proceedings of the Institute of Navigation 2000 meeting. Delft
Technology University.
Odijk, D. and Teunissen, P. J. G. (2008). ADOP in closed form for a hierarchy of multi-
frequency single-baseline GNSS models. Journal of Geodesy, 82(8):473–492.
Patterson, H. D. and Thompson, R. (1971). Recovery of inter-block information when block
sizes are unequal. Biometrika, 58(3):545–554.
Pukelsheim, F. (1976). Estimating variance components in linear models. Journal of
Multivariate Analysis, 6(4):626–629.
Radiceila, S. M. (2009). The NeQuick model genesis, uses and evolution. Annals of Geophysics,
52(3-4):417–422.
Rao, C. R. (1971). Estimation of variance and covariance components MINQUE theory. Journal
of multivariate analysis, pages 257–275.
Rao, C. R. (1973). Linear statistical inference and its applications. John Wiley& SONS, the
second edition.
Saastamoinen, J. (1972). Atmospheric correction for the troposphere and stratosphere in radio
ranging satellites. The use of artificial satellites for geodesy, 15.
Schaer, S. (1999). Mapping and predicting the Earth’s ionosphere using the Global Positioning
System. PhD thesis, University of Bern.
REFERENCES 171
Schaffrin, B. and Bock, Y. (1988). A unified scheme for processing GPS dual-band phase
observations. Bulletin ge´ode´sique, 62(2):142–160.
Strang, G. and Borre, K. (1997). Linear algebra, geodesy, and GPS. Wellesley Cambridge Pr.
Takasu, T. and Yasuda, A. (2010). Kalman-filter-based integer ambiguity resolution strategy for
long-baseline RTK with ionosphere and troposphere estimation. ION NTM, pages 161–171.
Teunissen, P. J. G. (1985). Quality Control in Geodetic Networks. In Grafarend, E. W. and
Sanso;, F., editors, Optimization and Design of Geodetic Networks, pages 526–547. Springer-
Verlag, Berlin.
Teunissen, P. J. G. (1988). Towards a Least-Squares Framework for Adjusting and Testing of
both Functional and Stochastic Models. Technical Report 26, Geodetic Computing Centre,
Delft.
Teunissen, P. J. G. (1990). Nonlinear least squares. Manuscripta Geodaetica, 15(3):137–150.
Teunissen, P. J. G. (1993). Least-squares estimation of the integer GPS ambiguities. In IAG
General Meeting, Beijing.
Teunissen, P. J. G. (1995a). The invertible GPS ambiguity transformations. Manuscripta
geodaetica, 20(6):489–497.
Teunissen, P. J. G. (1995b). The least-squares ambiguity decorrelation adjustment: a method
for fast GPS integer ambiguity estimation. Journal of Geodesy, 70(1):65–82.
Teunissen, P. J. G. (1997a). A canonical theory for short GPS baselines. Part IV: Precision
versus reliability. Journal of Geodesy, 71(6):513–525.
Teunissen, P. J. G. (1997b). Some remarks on GPS ambiguity resolution. Artificial Satellites,
32(3):5–20.
Teunissen, P. J. G. (1997c). The geometry-free GPS ambiguity search space with a weighted
ionosphere. Journal of Geodesy, 71(6):486–501.
Teunissen, P. J. G. (1998a). On the integer normal distribution of the GPS ambiguities. Artificial
Satellites, 33(2):49–64.
172 REFERENCES
Teunissen, P. J. G. (1998b). Success probability of integer GPS ambiguity rounding and
bootstrapping. Journal of Geodesy, 72(10):606–612.
Teunissen, P. J. G. (1999). An optimality property of the integer least-squares estimator. Journal
of Geodesy, 73(11):587–593.
Teunissen, P. J. G. (2000a). ADOP based upperbounds for the bootstrapped and the least-
squares ambiguity success rates. Artificial Satellites, 35(4):171–179.
Teunissen, P. J. G. (2000b). The success rate and precision of GPS ambiguities. Journal of
Geodesy, 74(3):321–326.
Teunissen, P. J. G. (2001a). GNSS ambiguity bootstrapping: Theory and application. In
Proceedings of :InterNational Symposium on Kinematic Systems in Geodesy,Geomatics and
Navigation, pages 246–254.
Teunissen, P. J. G. (2001b). Integer estimation in the presence of biases. Journal of Geodesy,
75(7):399–407.
Teunissen, P. J. G. (2002). The parameter distributions of the integer GPS model. Journal of
Geodesy, 76(1):41–48.
Teunissen, P. J. G. (2003a). Adjustment theory. VSSD, Delft, The Netherlands, the first edition.
Teunissen, P. J. G. (2003b). An invariant upper bound for the GNSS bootstrapped ambiguity
success rate. Journal of Global Positioning Systems, 2(1):13–17.
Teunissen, P. J. G. (2003c). A carrier phase ambiguity estimator with easy-to-evaluate fail rate.
Artificial Satellites, 38(3):89–96.
Teunissen, P. J. G. (2003d). Integer aperture GNSS ambiguity resolution. Artificial Satellites,
38(3):79–88.
Teunissen, P. J. G. (2004). Penalized GNSS ambiguity resolution. Journal of Geodesy,
78(4):235–244.
Teunissen, P. J. G. (2005a). GNSS ambiguity resolution with optimally controlled failure-rate.
Artificial Satellites, 40(4):219–227.
REFERENCES 173
Teunissen, P. J. G. (2005b). Integer aperture bootstrapping: a new GNSS ambiguity estimator
with controllable fail-rate. Journal of Geodesy, 79(6):389–397.
Teunissen, P. J. G. (2005c). Integer aperture least-squares estimation. Artificial Satellites,
40(3):219–227.
Teunissen, P. J. G. and Amiri-Simkooei, A. R. (2007). Least-squares variance component
estimation. Journal of Geodesy, 82(2):65–82.
Teunissen, P. J. G. and Khodabandeh, A. (2015). Review and principles of PPP-RTK methods.
Journal of Geodesy.
Teunissen, P. J. G. and Kleusberg, A. (1998). GPS for Geodesy. Springer, 2 edition.
Teunissen, P. J. G. and Odijk, D. (1997). Ambiguity dilution of precision: definition, properties
and application. Proceedings of ION GPS-1997, pages 891–899.
Teunissen, P. J. G. and Odijk, D. (2003). Rank-defect integer estimation and phase-only
modernized GPS ambiguity resolution. Journal of Geodesy, 76(9-10):523–535.
Teunissen, P. J. G., Odijk, D., and Zhang, B. (2010). PPP-RTK: Results of CORS network-
based PPP with integer ambiguity resolution. Journal of Aeronaut Astronautics and Aviations,
42(4):223–230.
Teunissen, P. J. G. and Verhagen, S. (2008). GNSS carrier phase ambiguity resolution:
Challenges and open problems. Observing our Changing Earth.
Teunissen, P. J. G. and Verhagen, S. (2009). The GNSS ambiguity ratio-test revisited: a better
way of using it. Survey Review, 41(312):138–151.
Thomsen, H. E. (2000). Evaluation of upper and lower bounds on the success probability. In
Proceedings of ION GPS 2000, pages 183–188.
Tiberius, C. and De Jonge, P. (1995). Fast positioning using the LAMBDA method. In Proc.
4th Int Conf Differential Satellite Systems, pages 1–8. Citeseer.
Tiberius, C., Jonkman, N. F., and Kenselaar, F. (1999). The stochastics of GPS observables.
GPS World, 10(2):49–54.
174 REFERENCES
Tiberius, C. and Kenselaar, F. (2000). Estimation of the stochastic model for GPS code and
phase observables. Survey Review, 35(277):441–454.
Verhagen, S. (2003). On the approximation of the integer least-squares success rate: which
lower or upper bound to use. Journal of Global Positioning Systems, 2(2):117–124.
Verhagen, S. (2004). Integer ambiguity validation: an open problem? GPS solutions, 8(1):36–
43.
Verhagen, S. (2005a). On the reliability of integer ambiguity resolution. Navigation, 52(2):99–
110.
Verhagen, S. (2005b). The GNSS integer ambiguities: estimation and validation. PhD thesis,
Delft University of Technology.
Verhagen, S., Li, B., and Teunissen, P. J. G. (2013). Ps-LAMBDA: Ambiguity success rate
evaluation software for interferometric applications. Computers & Geosciences, 54:361–376.
Verhagen, S. and Teunissen, P. J. G. (2006a). New global navigation satellite system ambiguity
resolution method compared to existing approaches. Journal of Guidance Control and
Dynamics, 29(4):981–991.
Verhagen, S. and Teunissen, P. J. G. (2006b). On the probability density function of the GNSS
ambiguity residuals. GPS solutions, 10(1):21–28.
Verhagen, S. and Teunissen, P. J. G. (2013). The ratio test for future GNSS ambiguity resolution.
GPS solutions, 17(4):535–548.
Verhagen, S., Teunissen, P. J. G., and Odijk, D. (2012). The Future of Single-Frequency
Integer Ambiguity Resolution. In Sneeuw, N., Nova´k, P., Crespi, M., and Sanso`, F., editors,
VII Hotine-Marussi Symposium on Mathematical Geodesy, volume 137 of International
Association of Geodesy Symposia, Berlin, Heidelberg. Springer Berlin Heidelberg.
Wabbena, G., Schmitz, M., and Bagge, A. (2005). PPP-RTK: Precise Point Positioning Using
State-Space Representation in RTK Networks. In Proceedings of the 18th International
Technical Meeting of the Satellite Division of The Institute of Navigation (ION GNSS 2005),
pages 2584–2594.
REFERENCES 175
Wang, J. and Li, T. (2012). Some Remarks on GNSS Integer Ambiguity Validation Methods.
Survey Review, 44:230–238.
Wang, J., Satirapod, C., and Rizos, C. (2002). Stochastic assessment of GPS carrier phase
measurements for precise static relative positioning. Journal of Geodesy, 76(2):95–104.
Wang, J., Stewart, M., and Tsakiri, M. (1998a). Stochastic modeling for static GPS baseline
data processing. Journal of Surveying Engineering, 124(4):171–181.
Wang, J., Stewart, M. P., and Tsakiri, M. (1998b). A discrimination test procedure for ambiguity
resolution on-the-fly. Journal of Geodesy, 72(11):644–653.
Wang, J., Stewart, M. P., and Tsakiri, M. (2000). A comparative study of the integer ambiguity
validation procedures. Earth Planets and Space, 52(10):813–818.
Wang, L. and Feng, Y. (2013). Fixed failure rate ambiguity validation methods for GPS and
COMPASS. In China Satellite Navigation Conference (CSNC) 2013 Proceedings, volume 2,
pages 396–415. Springer-Verlag.
Wang, L., Feng, Y., and Wang, C. (2013). Real-time GNSS Observation Noise Assessment
Using Single Receiver. Journal of Global Positioning Systems.
Wang, L. and Verhagen, S. (2015). A new ambiguity acceptance test threshold determination
method with controllable failure rate. Journal of Geodesy, 89(4):361–375.
Wang, L., Verhagen, S., and Feng, Y. (2014a). A Novel Ambiguity Acceptance Test
Threshold Determination Method with Controllable Failure Rate. In Proceedings of the
27th International Technical Meeting of the ION Satellite Division, ION GNSS+2014, pages
2494–2502, Tampa, Florida.
Wang, L., Verhagen, S., and Feng, Y. (2014b). Ambiguity acceptance testing : a comparison
of the ratio test and difference test. In China Satellite Navigation Conference (CSNC) 2014
Proceedings.
Wei, M. and Schwarz, K.-P. (1995). Fast ambiguity resolution using an integer nonlinear
programming method. In Proceedings of ION GPS 1995, pages 1101–1110.
Xu, P. (2001). Random simulation and GPS decorrelation. Journal of Geodesy, 75(7):408–423.
176 REFERENCES
Xu, P. (2006). Voronoi cells, probabilistic bounds, and hypothesis testing in mixed integer linear
models. IEEE Transactions on Information Theory, 52(7):3122–3138.
Xu, P. (2012). Parallel Cholesky-based reduction for the weighted integer least squares problem.
Journal of Geodesy, 86(1):35–52.
Xu, P. (2013). Experimental quality evaluation of lattice basis reduction methods for
decorrelating low-dimensional integer least squares problems. EURASIP Journal on
Advances in Signal Processing, 2013:137.
Xu, P., Cannon, M. E., and Lachapelle, G. (1995). Mixed integer programming for the
resolution of GPS carrier phase ambiguities. In IUGG95 Assembly, pages 1–12.
Xu, P., Liu, J., and Shi, C. (2012a). Total least squares adjustment in partial errors-in-variables
models: algorithm and statistical analysis. Journal of Geodesy, 86(8):661–675.
Xu, P., Shi, C., and Liu, J. (2012b). Integer estimation methods for GPS ambiguity resolution:
an applications oriented review and improvement. Survey Review, 44(324):59–71.
Zhang, X. and Li, X. (2012). Instantaneous re-initialization in real-time kinematic PPP with
cycle slip fixing. GPS solutions.
Zhou, Y. (2011). A new practical approach to GNSS high-dimensional ambiguity decorrelation.
GPS solutions, 15(4):325–331.
Zumberge, J. F., Heftin, M. B., Jefferson, D. C., Watkins, M. M., Hein, M. B., and Webb, F. H.
(1997). Precise point positioning for the efficient and robust analysis of GPS data from large
networks. Journal of Geophysical Research, 102(1):5005–5018.


