Sorghum is known as a major potential feedstock for biofuel production. Being able to efficiently discover genetic control of many traits over a large number of genotypes, genome-wide association study (GWAS) has become a powerful tool for studying sorghum biomass yield components. However, automated highthroughput field-based plant phenotyping is now the bottleneck for scaling up such experiments. This paper presents an auto-guidance enabled utility tractor which navigates itself between crop rows with a predefined path while collecting stereo images of sorghum samples from both sides of the vehicle. Three levels of stereo camera heads were instrumented to capture images of plants up to 3 meters tall. The stereo images were processed offline to reconstruct 3D point clouds using Semi-Global Block Matching. A semi-automated software interface was developed to measure stem diameter due to the strict sampling strategy and the complexity of high-density crop canopy. An automated hedge-based feature extraction pipeline was proposed to quantify other variations in plant architecture traits such as plant height, leaf area index (LAI) and vegetation volume index (VVI). The stem diameter measured using the semiautomatic method showed high correlation (0.958) to hand measurement.
INTRODUCTION
Sorghum has promising potential to become one of the most productive bioenergy crops in the US because of its drought tolerance and high biomass yield potential (Rooney et al., 2007) . Therefore, increasing biomass yield is a major breeding objective for biomass sorghum. It has been shown that plant architecture traits such as plant height (Lubberstedt et al., 1997; Salas Fernandez et al., 2009) and leaf angle (Morinaka et al., 2006) are highly correlated to sorghum biomass yield. For investigating genetic control of these traits, genome-wide association study (GWAS) is routinely used nowadays (Zhao et al., 2016) . However, GWAS requires phenotypic data of a large amount of different genetic lines. Measuring phenotypic data by hand is extremely laborious and time-consuming.
Automated high-throughput field phenotyping is the key technology to scale up GWAS experiments and discover more genetic mechanisms of phenotypic variation. In the last decade a few advanced automated high-throughput field phenotyping systems have emerged. BoniRob was an autonomous field robot platform for individual plant phenotyping (Ruckelshausen et al., 2009) . It was able to change its chassis clearance from 0.4 m to 0.8 m and drive with a track width from 0.75 m to 2 m. RTK-GPS and a 3D laser scanner were used for navigation in the field. The four wheels were independently controlled, which allowed more maneuverability in the field. Color camera, 3D ToF camera, hyperspectral imaging system, laser distance sensor and light curtain were fused to measure plant population, crop density, inter-row spacing, plant height, and stem thickness (Klose et al., 2010) . Another field-based high-throughput phenotyping platform was developed and evaluated at the University of Arizona (Andrade-Sanchez et al., 2014) . This platform was modified based on an open rider sprayer, which had a maximum clearance of 1.93 m. A boom was used to support the sensors in the front, allowing measurement of four crop rows in one pass. The sensors involved were sonar proximity sensor, infrared radiometer sensor and multi-spectral crop canopy sensor for canopy height, canopy temperature and canopy reflectance respectively. RTK-GPS was used for georeferencing measurements. The platform travelled at 0.75 m/s. Blue River Technology (CA, USA) developed Zea, a ground-based system for early season (V2-V5) corn plant phenotyping. It uses a tunnel pulled by a tractor to block sunlight. Within the tunnel, there are 3D scanners collecting RGB 3D point clouds. However, none of the above systems are suitable for sorghum architecture traits characterization throughout the entire growing season because some sorghum species can grow up to 4 m. LemnaTec GmbH (Germany) provides a stationary portal crane system which can move a measurement platform from 3 to 6 m above the ground. However, the major limitations of such system are limited field size and high cost. Drone-based imaging systems have also been developed for field phenotyping over the recent years. Regarding plant architecture traits, one can possibly extract plant height using aerial imaging, but other traits such as stem diameter, leaf area, and volume could be difficult to estimate due to heavy occlusion caused by plant leaves when imaging from the top.
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Sorghum has promising potential to become one of the most productive bioenergy crops in the US because of its drought tolerance and high biomass yield potential (Rooney et al., 2007) . Therefore, increasing biomass yield is a major breeding objective for biomass sorghum. It has been shown that plant architecture traits such as plant height (Lubberstedt et al., 1997; Salas Fernandez et al., 2009 ) and leaf angle (Morinaka et al., 2006) are highly correlated to sorghum biomass yield. For investigating genetic control of these traits, genome-wide association study (GWAS) is routinely used nowadays (Zhao et al., 2016) . However, GWAS requires phenotypic data of a large amount of different genetic lines. Measuring phenotypic data by hand is extremely laborious and time-consuming.
Our objectives of this study are the following:  To develop a field-based robotic system that collects 3D information of plant architecture for biomass sorghum.
 To extract features which quantify phenotypic variations in plant architecture.
Data Acquisition System
Four major subsystems need to be considered when designing a field-based robotic data acquisition system. They are the mobile platform, the navigation controller and path generation, the instrumentation system, and the data management system. For measuring sorghum yield component traits, 3D sensors are necessary to reconstruct plant models. Available 3D sensing technologies are stereo camera, LIDAR, ToF camera, structured light camera, and 4D light field camera. Common field conditions include varying ambient lighting, strong sunlight, and wind. These outdoor lighting conditions limit the usage of Time-of-Flight camera and structured-light camera because these types of sensors use the active light source, and the strong ambient sunlight introduces too much noise. Blocking the sunlight is not practical because of the extreme plant height. LIDAR can operate outdoor, but it takes some time to scan a scene. If plants are moved by wind, the reconstruction would be wrong. The 4D light field camera (Raytrix, Germany) has an outstanding performance for 3D reconstruction but the price is considerably high. Up till now, considering all aforementioned factors, the most practical sensor choice would still be the traditional stereo camera. The technology only requires two digital cameras looking at the same scene with a small baseline between them. It can acquire both high resolution and color information at a relatively low cost. Therefore, we propose to place multiple sets of stereo cameras on a vertical sensor rig looking at sorghum plants with a side view. This configuration allows coverage of tall plants and reduces occlusion. A utility tractor was retrofitted with an auto-guidance system to carry the sensors and collect data.
Stereo Reconstruction
Stereo matching is the process of matching each pixel in the left image with its correspondence in the right image. Once the stereo pair is rectified (Bradski et al., 2008) , correspondence would reside in the same row, reducing the search to 1D. The output from stereo matching is disparity map where each pixel value equals the Euclidean distance between the underlying pixel and its correspondence in image coordinate system. The methods can be roughly classified into local and global (Scharstein et al., 2002) . Local methods find the best match for each pixel by evaluating window-based correlation (Yoon et al., 2005) . Since only a local pattern is used, local methods suffer from textureless and repetitive regions. Global methods incorporate local methods to calculate data term. Moreover, they add a smoothness term to penalizes disparity change of neighboring pixels. They obtain a piece-wise smooth disparity map via discrete optimization algorithms such as Graph Cuts (Boykov et al., 2001) and Belief Propagation (Sun et al., 2003) or continuous variational methods (Pock et al., 2008) . Semi-Global Matching (SGM) enforces approximated global smoothness constraint on matching cost by dynamic programming over multiple directions (Hirschmüller et al., 2008) . SGM presents a good balance between local method and global method. We used Semi-Global Block Matching (SGBM) from OpenCV for our stereo reconstruction. For each sorghum genetic line, three sets of point clouds obtained from the three vertically spaced stereo heads were registered via stereo camera calibration. Further processing was performed on the single-shot side-view point cloud.
Feature Extraction
Sorghum tends to tiller, and the leaves are long and dense, which make automatic feature extraction of individual plant hardly possible. Instead, a hedge-based approach is proposed to quantify some of the phenotypic variations in plant architecture such as plant height, leaf area, leaf area index (LAI), vegetation volume (Azzari et al., 2013) and vegetation volume index (VVI). VVI is calculated as the ratio between convex hull volume and bounding box volume to quantify how much space would the vegetation occupy per unit space. Stem diameter was extracted in a semi-automatic way with the help from the user to localize the two edges of a stem segment in the color image. Users need to pick the representative stem segments close to ground out of many plants in the same range. Automatic detection of stem segment is extremely difficult because it lacks reliable and distinctive features given the complexity of sorghum plants in a densely populated setting. Two parallel edges with either uniform color in between at the early growth stage or random texture at the later stage are the typical patterns. However, a similar pattern can also be found on a piece of hanging leaves. Moreover, stereo reconstruction is not robust enough to preserve the stem edges accurately because a stem segment has a much smaller scale compared to the leaves in the image.
MATERIAL AND METHODS

Field Design
The field experiment was carried out in the summer of 2014 at Agricultural Engineering and Agronomy Research Farms of Iowa State University. 700 diverse sorghum lines were planted at two fields with each field having two repetitions. Commercial planting row spacing is 30 inches. However, 90inch spacing was found to be necessary to allow stereo cameras to image the plants without being blocked by the long leaves of mature plants.
Automated Phenotyping Robot
The mobile platform was a John Deere 1026R sub-compact utility tractor equipped with a Topcon 350 Auto-Guidance system. The system has an AGI-4 receiver/steering controller that integrates antenna, receiver and steering controller together. The steering wheel was replaced by AES-25 electric steering wheel. The system can achieve 2 cm path tracking accuracy. The user interface is an X30 console. This auto-steer system is able to record a path and repeat it. The minimum IFAC AGRICONTROL 2016 August 14-17, 2016. Seattle, Washington, USA required speed to engage auto-steering is around 0.7 MPH. The speed was controlled by a linear actuator whose base was attached to the chassis and front end of its cylinder to the tractor forward pedal. Command can be sent via RS-232 to set the cylinder position, thus controlling the speed. AGI-4 outputs GPS NMEA strings at 10 Hz. GPRMC string was used to log the sample locations beforehand and trigger the cameras during data acquisition. Point Grey Grasshopper GRAS-20S4C-C color camera was chosen to build the stereo camera (Fig. 1) because one can connect multiple such cameras to an IEEE-1394b bus and synchronously trigger them using its FlyCapture SDK. This feature ensured that all the stereo images for sample plants were taken simultaneously. The imaging sensor has a resolution of 1624x1224. The image is approximately 2 MB when saved in 8-bit RAW format. Also, it has a 32 MB buffer to store images that are not saved in time. The compatible lens of 6 mm focal length was used for the camera to obtain a view angle of 62.1 degrees. The combination of 90-inch row spacing and 62.1-degree view angle allowed to cover the tallest sorghum using three sets of stereo cameras. For suppressing glare from the surface of the plants under strong sunlight, a linear polarizing filter was placed in front of each camera lens. A rotatable camera rig attached in front of the tractor (Fig. 2) was designed to support the stereo cameras as well as adjust the camera-to-plant distance. This design allowed us to change the portion of a plant in the image dynamically as it grew. Moreover, stereo images of two rows were taken for one pass, maximizing the data acquisition throughput. An extension rig was attached to the rotatable rig when the plant grew taller than the field of view by two lower levels of stereo heads (Fig. 2) . Fig. 2 . Phenotyping robot without and with extension rig.
Before data acquisition, it was necessary to drive the tractor through the field and stop at each sample location to map its coordinates along with its row, range and side relative to the vehicle. Meanwhile, the auto-guidance system recorded the path to repeat. This map was then used for the entire growing season. Despite the tedious work, this process ensured that each sample plants was correctly placed in the image, and each image would be properly named.
During data acquisition, the main thread of the program constantly interpreted the current location from the GPRMC string and searched for the next nearest sample location on the map. Once the tractor passed the next nearest sample location, the corresponding set of stereo cameras was immediately triggered. Then the proper file name was constructed and saved in a list. For saving the images in time without stopping the tractor, two other worker threads kept checking the camera buffers of left and right sides respectively. If any buffer were not empty, the corresponding worker thread would fetch the images and save them with proper file names in two separate solid state drives (SSD). The program workflow is illustrated in Fig. 3 . Fig. 3 . Data acquisition program workflow.
Automatic Hedge-based Feature Extraction Pipeline
Point Cloud Library (PCL) (Rusu et al., 2011) was used to process the 3D point cloud registered from multiple stereo camera heads. For speeding up computation, the 3D point cloud is first downsampled by using VoxelGrid filter. Fig. 4 . Left images of three stereo cameras imaging the same genetic line. August 14-17, 2016 We define plant growth plane as the plane that minimizes the distances between stems and itself. Our stereo cameras were not installed parallel to the plant growth plane since the plant bases do not form a horizontal line in the image as shown in Fig. 4 . For cropping out the plants of interest accurately, it is necessary to align roughly the plant growth direction with the axis, plant row direction with axis with a predefined rotation matrix. The plants in background rows are removed based on depth to the bottom stereo camera. Soil ground could be removed by fitting a plane first and then removing points below it. However, this method is not robust against weed and uneven ground. Since the stereo camera pose is relatively fixed to the crop row, a baseline of plants is drawn on the image of the bottom camera to approximate the base of the plants in a range (Fig. 5) . User can redraw the line whenever necessary because uneven ground could cause a large change of the plant base position in the camera coordinate system. Any pixels below the baseline in the image are discarded and so are their 3D points. Pixels on the baseline are sampled and their 3D points are used to fit a 3D line by Random Sample Consensus (RANSAC), which is robust against outliers. If the 3D line direction deviates from the axis by more than a threshold angle or it is outside the possible range, the last valid 3D baseline would be used instead. Since data are processed range by range in each row, the 3D baseline position is expected to stay about the same position relatively to the bottom stereo camera between adjacent ranges. The 3D point cloud is further cleaned up by removing small clusters via Euclidean Cluster Extraction. This step would help remove remainder of weed in case that tall weed appears higher than the baseline in the bottom image. After the above process, it is assumed that the 3D point cloud only contains the plants of interest. Next, an Axis-Aligned Bounding Box (AABB) is extracted. Each edge of an AABB is aligned with one of the axes of the coordinate system (Fig. 6) . Two vertices define an AABB, (  ,  ,  ) and (  ,  ,  ) . is the vertex whose coordinates are minimum and the vertex whose coordinates are maximum. , , and are extracted from the 3D point cloud.
and are related to hedge-based plant height. Directly extracting them from data points would result in the maximum height, which may not be representative. To compute the average height of all plants in the point cloud, the data points above the centroid are equally divided into sub-AABBs along axis. The weighted median is computed across the maximum coordinate of each sub-AABB where the weight equals the number of points in the sub-AABB. The reason for weighted median is that sometimes there is a large gap between two adjacent plants. If a sub-AABB contains such region, less data points would result in a lower weight. Sometimes there are a few plants much taller than the majority. Our weighted median scheme would still give an accurate estimate. The computed would become of the AABB. For the bottom of the plants, equals the coordinate of the center point on the 3D baseline. Any points outside of the AABB are not considered. The absolute difference between and approximates the hedge-base plant height.
Vegetation volume is estimated by the volume of convex hull that contains data points. PCL uses Qhull (Barber et al.,1996) to compute convex hull. The proposed VVI equals the volume ratio of convex hull to AABB.
For reconstruction of plant surface, Moving Least Squares is applied to the data points to smooth out noisy points first. The plant surface is reconstructed by using Greedy Projection Triangulation, and total leaf area is the sum of all the triangle areas. LAI can be estimated by the ratio of total leaf area to the bottom area of AABB.
Semi-automatic Stem Diameter Extraction
A GUI is developed for researchers to locate the stem that they believe is representative among all plants in the image. They need to click 4 points on the stem edges as shown in Fig. 7 . Stem diameter is measured in image coordinate system first. The line equations of the two edges are computed. For each point, we compute its distance to the other edge line. Moreover, we average their distances as the final stem diameter in pixel. Fig. 7 . Choosing four points on the stem edges.
IFAC AGRICONTROL 2016 August 14-17, 2016. Seattle, Washington, USA For reconstruction of depth, it is assumed that the image patch formed by the 4 points are fronto-parallel to image plane. Therefore, we can use the image patch to match its correspondence in the other image and obtain a shared disparity ℎ for the 4 points. The reason for the frontoparallel assumption is that our camera-to-plant distance is large and there is not enough spatial resolution to reconstruct the curved surface on the stem. To evaluate the matching cost, Normalized Cross-Correlation was adopted because it is wellknown for robustness against radiometric differences in real images (Hirschmüller et al., 2007) . Stem diameter in metric is given by
( 3) where is stereo camera baseline.
RESULTS AND DISCUSSION
Data Acquisition
Our data acquisition software was run on Getac B300 rugged laptop. The processor is Intel Core i7-3520M running at 2.90 GHz. The maximum data acquisition speed without overwriting any camera buffer was 1.5 MPH. We found that the bottleneck mostly came from saving the images to SSDs despite that we used multi-threading technique and two separate SSDs. For dramatically improving the data acquisition speed, one solution is to use consumer-grade DSLR cameras since they save images directly to SD cards. Also, with similar price as our current camera, one can get about 10x higher resolution. DSLR cameras can be synchronized by using a wireless shutter release. The disadvantages of DSLR are its large size and heavy weight. Moreover, direct control of image file names is not possible. It could be troublesome to synchronize the time across cameras and the central computer.
Hedge-based Features
The results were computed on desktop PC with a 3.5GHz Xeon HexaCore CPU. The stereo images were downscaled by a factor of 0.5 with the final resolution of 812x612.
Our robust height extraction algorithm can handle abnormal individuals taller than the majority and provides an accurate estimation. Plant height equals the height of the AABB in yellow in Fig. 8 . The white points in Fig. 8, 9 , 10 are the points sampled on the baseline in Fig. 5 . The gray lines at the base of the plants in Fig. 8, 9 , 10 are the fitted baselines by using RANSAC. Note that our stereo cameras are not parallel to the plant growth plane, and one would expect the occlusion in the front view such as the empty region around the center of the right image in Fig. 8 . Measuring total leaf area and vegetation volume in the field was not possible. The traits we extracted need to be evaluated by GWAS. If certain genes are found significantly associated with these traits, then our proposed method would prove meaningful in such a way that we can quantify some phenotypic variations in plant architecture among the 700 genetic lines. We are currently processing the huge amount of data. However, the convex hull and triangle mesh are presented here to visually and conceptually demonstrate that they capture the architecture variations in certain ways ( Fig. 9 and Fig. 10 ). This particular genetic line has a VVI of 0.533 and an LAI of 2.366. 
