Abstract
Introduction
Spectral analysis of audio signals places them in the frequency domain to observe how the signals respond to all the various frequencies of a given bandwidth. Frequency analysis is important because it is crucial to know how audio analysis can be performed at certain frequencies [1] . The frequency domain representation of audio signals appears advantageous for two standpoints: (i) the natural frequency concept permits concise description of analyzing audio signals, (ii) the selection of frequency components suitable for specific application [2] . Presumably, features salient in frequency domain are important in production, perception, and consequently hold promise for other efficient analysis [3] . With the rapid growth of the applications of audio signals different types of spectral analysis/representation are required to apply on such system [4] . The application includes audio coding, synthesis, production, enhancement, localization etc. which are mostly performed in the spectral domain [3, 5] . The effectiveness of the mentioned applications performed in frequency domain depends on the efficiency of spectral representation of the analyzing audio signals. According to the accepted mathematical more suitable approach to revealing nonlinearity and non-stationarity in data is not to let the analyzer impose irrelevant mathematical rules. The method of analysis should be adaptive to the nature of the data. For the methods that involve decomposition of data, the adaptive requirement calls for an adaptive basis which is to be based on and derived from the data [13] . Unfortunately, most currently available data decomposition methods have a priori basis (such as trigonometric functions in Fourier analysis), and they are not data adaptive. Once the basis is determined, the analysis is reduced to a convolution computation. This wellestablished paradigm is mathematically sound and rigorous. However, the ultimate goal for data analysis is not to find the mathematical properties of data; rather , it is to unearth the physical insights and implications hidden in the data. There is no a priori reason to believe that a basis arbitrarily selected is able to represent the variety of underlying physical processes [13] . Therefore, the results produced, though mathematically correct, might not be informative. The combination of the well-known Hilbert transform and the recently developed empirical mode decomposition (EMD) [8] , termed as the Hilbert-Huang transform (HHT), indeed, represents such a paradigm of data analysis methodology. The HHT is designed specifically for analyzing nonlinear and non-stationary data. The key part of HHT is EMD and different types of EMDs are described in the following subsections .
Traditional EMD
The essence of EMD is to identify the oscillatory modes by their characteristic timescales in the data empirically and then decompose the data accordingly. The method is described in great detail in [8, 14] . As in [8] , the time lapse between successive extrema is adopted as the definition of the timescale for a specific oscillatory mode. The decomposition method can simply use the envelopes defined by the local maxima and minima, separately. Once the extrema are identified, all the local maxima are connected by a signal reconstruction method, such as cubic spline to generate the upper envelope. The same procedure is repeated for the local minima to produce the lower envelope. The upper and lower envelopes should cover all the data between them. Their mean is designated as m 1 , and the difference between the data x(t) and m 1 is the first component, h 1 , i.e., x(t) -m 1 =h 1 .
Representing a simple oscillatory motion, the IMF is the counterpart to the simple harmonic function. But the IMF is more general, it can have both amplitude and frequency modulations. From the construction of h 1 described previously, it should have been an IMF. In reality, however, overshoots and undershoots are common, which can also generate new extrema and shift or exaggerate the existing ones. Even if the fitting is perfect, a gentle hump on a slope can be amplified in further steps to become a local extremum, for, when we perform the operation x(t) -m 1 =h 1 , we have effectively changed the local reference zero line in rectangular coordinate to m 1 , which becomes a curvilinear coordinate system. After the first round of processing (which we term sifting, due to the nature of removing components of varying size), a hump could become a local maximum in h 1 . Basically, the sifting process serves two purposes: to eliminate riding waves and to make the wave profiles more symmetric. Toward these ends, the sifting process has to be repeated more times. In the second sifting process, h1 is treated as the data, then h 1 -m 11 =h 11 .
We can repeat the sifting procedure k times, until h 1k is an IMF. It is then designated as the first IMF component from the data: h 1k = c 1 . It is much more symmetric than h 1 . As described previously, the process is indeed like sifting: to separate the finest local mode from the data first. The sifting process, however, should be applied with care, for carrying the process to an extreme could make the resulting IMF a pure frequency-modulated signal of constant amplitude. To guarantee that the IMF components retain enough physical sense of both amplitude and frequency modulations, we have to determine a criterion for the sifting process to stop. This can be accomplished simply by limiting the repetition until three consecutive siftings all give the same numbers of zero crossings and extrema as discussed in [14] . In general, c 1 should contain the finest scale or the shortest period component of the signal. We can separate c 1 from the rest of the data by x(t) -c 1 = r 1 . (4) Since the residue, r 1 , still contains information of longer period components, it is now treated as the new data and subjected to the same sifting process as described previously. This procedure can be repeated to obtain all the subsequent r k values, and the final result is r 1 -c 2 = r 2 , to r K-1 -c K = r K .
The sifting process can be stopped by any of the following predetermined criteria: either when the component, c K , or the residue, r K , becomes so small that it is less than the predetermined value of substantial consequence, or when the residue, r K , becomes a monotonic function from which no IMF can be extracted. Even for data with zero mean, the final residue still can be different from zero; thus for data with a trend, the final residue should be that trend. The complete decomposition can be represented as:
Figure 1. The Sifting Process to Compute EMD
The sifting process of EMD is illustrated in Figure 1 . The decomposition of the data x(t) is achieved into K empirical modes (IMFs), and a residue, r K , which can be either the mean trend or a constant. The speech signal and its IMFs obtained by EMD are shown in Figure 2 . As discussed here, to apply the EMD method, a mean or zero reference is not required. The zero reference for each component will be generated by the sifting process. Without the need of the zero reference, EMD eliminates the troublesome large DC term in data with nonzero mean values, an unexpected benefit. Thus, we have successfully defined a set of basic functions for this data. Any change in the data will result in a corresponding change of the basis function set. Therefore, this method is totally adaptive. The only basis that can represent the physics of a nonlinear and non-stationary process has to be adaptive [15] . This adaptiveness has to be so detailed that it will have to include intra-wave frequency modulation. Only by using an adaptive basis, can one fully accommodate the physics of changes in the processes.
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Instantaneous Frequency
The instantaneous frequency (IF) represents the signal's frequency at every time instance. IF is defined as the rate of change of the phase angle at the analysis time instant of the analytic version of the signal. Each IMF is a real valued signal. The analytic signal method [16] is used to calculate the instantaneous frequency of the IMFs. The analytic (complex) signal corresponding to k th IMF c k (t) is defined as:
where []  is the Hilbert transform operator, a k (t) and  k (t) are instantaneous amplitude and phase respectively of the k th IMF. The Hilbert transform provides a phase-shift of ±/2 to all frequency components, whilst leaving the magnitudes unchanged [17] . The Hilbert transform of any arbitrary time-series s(t) can be defined as:
With the definition, s(t) and
. The analytic signal is advantageous to determine the instantaneous quantities such as energy, phase and frequency. So, the corresponding instantaneous frequency of the k th IMF can easily be derived as:
represents the unwrapped version of the phase vector  k (t). Using Eq. 
Hilbert Spectrum
Hilbert Spectrum represents the distribution of the signal energy as a function of time and frequency. It is also designated as Hilbert amplitude spectrum H(f,t) or simply Hilbert spectrum(HS). After performing the Hilbert transform on each IMF, the signal can be expressed as:
where (.) represents the real part of the complex number and only K IMFs are taken into consideration leaving the residue [8] . This expression enables to represent the amplitude and IF as a function of time. The instantaneous frequencies are first normalized to reflect the Nyquist properties of the frequency domain representation. The overall HS is expressed as the superposition of the individual IMFs' HSs defined as: 
where the weight factor represent energy density, then the squared values of amplitude can be substituted to produce the Hilbert energy spectrum just as well. When the visualization is more preferable than the further analytic processing of the Hilbert spectrum, it can be presented as the smoothed version using some image filtering. It is noted that the time resolution of H is equal to the sampling rate and the frequency resolution can be chosen up to Nyquist limit. The marginal spectrum defines a measure of total energy contribution from each frequency value. It represents the cumulated amplitude over the entire data length in a probabilistic sense. As we have already derived the Hilbert spectrum H(f,t), the marginal spectrum h(f) can be easily defined as:
It is found that the marginal Hilbert spectra play a different interpretation rather than Fourier spectra [18] . The HS and the marginal HS corresponding to the speech signal shown in Figure 2 are illustrated in Figure 4 . In the Fourier spectra, the existence of energy at a frequency, f, means a component of a sine or a cosine wave persisted through the time span of the data. The Fourier energy spectrum clearly represents a stack of harmonics. Whereas, the existence of energy in marginal Hilbert spectrum at the frequency, f, means only that, in the whole time span of the data, there is a higher likelihood for such a wave to have appeared locally.
Bivariate EMD (BEMD)
The univariate EMD is only suitable for univariate (real valued) signals. The complex empirical mode decomposition (CEMD) is an extension of the basic EMD suitable for dealing with complex signals [10] . The motivation to extend EMD is that a large number of signal processing applications have complex signals. In addition, this extension is applied on both the real and imaginary parts simultaneously because complex signals have a mutual dependence between the real and imaginary parts. Thus, if the decomposition is done separately, the mutual dependency will be lost. The bivariate empirical mode decomposition (BEMD) is more generalized extension of EMD. The main difference between BEMD and CEMD is that the latter uses the basic EMD to decompose complex signals, whereas BEMD adapts the rationale underlying the EMD to a bivariate framework [11, 19] . In BEMD two variables are decomposed simultaneously based on their rotating properties. The algorithm of BEMD, as proposed in [11] , is as follows:
1) For 1< q < Q, 
Noise assisted BEMD (NA-BEMD)
The ensemble EMD makes use of the dyadic filter bank property of EMD when applied to white Gaussian noise (wGn); subsequent averaging over the noise ensemble benefits from the so induced large number of extrema, and yields more localized inherent modes present in the data, in addition to the decomposition which is almost free from mode-mixing [11] . However, a consequence of adding noise directly to the data is that a trace of residual noise is likely to remain in the IMFs. The amplitude of this residuum depends on the number of realizations averaged (size of ensemble), thus, compromising the "completeness" of the retained signal.
To address the above issues, the noise-assisted BEMD (NA-BEMD) is employed here that has been originally designed for signals containing two data channels and has shown significant potential in not-stationary data analysis [20] . The NA-BEMD operates by first creating a signal consisting of one input data channel and adjacent independent realizations of fractional Gaussian noise (fGn) [21] in separate channel. The resulting bivariate signal, comprising data and noise channels, is processed using the BEMD method. The IMFs corresponding to the original data are reconstructed to yield the desired decomposition [11] . In this way, unlike EEMD, the physically disjointed input and noise subspaces within NA-BEMD prevents direct noise artifacts. It makes use of the dyadic filter bank structure of EMD for fGn for improved performance of the standard univariate EMD [20] . The fGn is a generalization of ordinary white noise. It is a versatile model of homogeneously spreading broadband noise without any dominant frequency band [22] . The statistical properties of fGn are entirely determined by its second-order structure, which depends solely on one single scalar parameter, the Hurst exponent (H) [21] . In discrete time, the fGn corresponds to a time series The BEMD algorithm acts as a dyadic filter bank on the analyzing signal when applied together with fGn, exhibiting greatly enhanced alignment of the corresponding IMFs of signal across the same frequency range compared to EMD. The noise assisted BEMD further alleviates the mode mixing problem. Notice that in this way the noise is never mixed with the useful data channel, as it resides in a different subspace, and is used to enforce a filterbank structure, and thus alleviate the problem of mode mixing and provide much better definition of frequency bands inherent to the data. A set of IMFs corresponding to only the original input signal is kept by discarding the IMF subspace associated with the noise. To make decomposition with BEMD, the speech signal s(t) is combined with fGn, (t), producing the complex signal
. Both the variables (speech and fGn) are decomposed simultaneously without losing mutual dependency by using BEMD. After completion of BEMD,
can be expressed as (10) where K is the total number of IMFs; complex valued Hence, the individual signals can be represented as
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Simulation Results
We have obtained good results and new insights in spectral domain by applying the combination of the EMD and Hilbert spectral analysis methods to audio signals. The audio signals are non-stationary and non-linear in nature. Hence, the Hilbert spectrum based analysis is better fitted with the audio signals. To explore the efficiency of the noise assisted BEMD a toy signal -sine wave with time varying frequency is taken into consideration. The results of traditional EMD and NA-BEMD are presented in Figure 6 . It is noticed that only one IMF is extracted with EMD to represent two frequency components of the toy signal. On the other hand, two separate IMFs are generated to represent the target frequency components. Higher number of IMFs is generated using NA-BEMD. Hence, the NA-BEMD based model is better to represent the frequency component of the signal. The Hilbert spectrum of the toy signal obtained by NA-BEMD and its spectrogram using short-time Fourier transform (STFT) are illustrated in Figure 7 . It is noticed that the frequency components are finely localized in the HS with NA-BEMD, whereas, STFT includes a noticeable amount of cross-spectral energy. The marginal Hilbert spectrum (mHS) represents the contribution of energy at individual frequency component. The Fourier spectrum defines uniform harmonic components globally. It requires additional harmonic components to simulate non-stationary data that are nonuniform globally yielding the spread of energy for a wide range of frequency. The Figure  8 illustrates the Fourier spectrum together with mHS of the toy signal obtained by NA- The EMD on fGn acts as dyadic filter-bank [12, 15] . The dyadic property of any filterbank structure refers that the bandwidth of any subband is the half of its just previous (high frequency) subband. When the speech signal is decomposed together with fGn using NA-BEMD, the overall decomposition acts like a dyadic filterbank. The Fourier log spectra of the IMFs of fGn and speech signal (as illustrated in Figure 5 ) are shown in Figure 9 (a) and 9(b) respectively. It is observed that the spectra of fGn's IMF represent the dyadic characteristics. The IMFs' spectra of speech signal also represent the dyadic nature. The time-frequency representation is an efficient way to observe the energy of the signal with respect to time and frequency simultaneously. The higher resolution of both time and frequency illustrates better represenation of the energy distribution. In STFT, it is not possible to extend the resolution of both time and frequency to the desired scale but an uncertainity. Being a harmonic analysis technique, STFT spreads energy to the high frequency range as the harmonics. Conventionally, these harmonics are viewed as a matter of fact, but the HS reveals that Fourier expansion is a mathematical approximation to a nonlinear process, in which the true physical meaning is beyond the reach of Fourier-based analysis. The Fourier spectrum offers a nice mathematical presentation, yet lacks physical meaning. The energy of the signal is distributed over the predefined harmonics. Even with windowed Fourier transform, any change of signal characteristics shorter than the selected window will be obscured. Due to the overlapping of the window function the STFT also includes the cross-spectral energy between the adjacent time frames.
In HS, it is possible to present the spectral characteristics of the signal at each sampling point but more data points are required to compensate the end effects of IF calculation [23] . It does not include any noticeable amount of spectral cross-term between the time frames. In all fairness, it should be noted that the Fourier spectrum of a non-stationary signal does not make sense. That is why, to explore the event of cross-spectral term, the marginal Hilbert and STFT spectra of two sine waves are illustrated in Figure 8 . The HS represents a sharper frequency definition than that shown by the STFT based spectrogram. The spectrogram illustrates the stacks of energy consisting of spurious harmonics and also includes a remarkable amount of cross-spectral terms. The marginal spectrum calculated from the HS represents the proper frequency localization of the tones with sharp energy bands at the specific frequency.
Conclusions
This study demonstrates the spectral analysis method of audio signals with fully data adaptive approach. The spectral representation is implemented by Hilbert spectral analysis based on EMD, a signal decomposition method suitable for non-linear and non-stationary process. The traditional Fourier based method is not effective for not stationary signal like
