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The purpose of this project is to collect Internet Of Things data from available sources in
the value chain. Our viewpoint to observe IoT data streams from all different processes
in the factory as well as get an understanding of the different available features and
the relation between them, by learning about the process with Siemens engineers and
the factory. According to the captured data, the motivation is to model and predict
production efficiency by using some appropriate machine learning algorithm. The models
provide insights and correlations between features from the input parameters, and also
analyze the data to produce the output. Data Pre-processing and re-sampling techniques
are necessary to provide a deeper understanding of the essential features and to know
which parameters are highly influential on production efficiency. In this experiment,
captured data contains the different essential features of fish oil and meal production
machines that are provided by Siemens. The significant part of the project is to analyze
the data that has performed selecting features, validations, statistical analysis as well as
presenting some graphs to decide which model can provide the best prediction with less
error and finally propose a model for prediction of one of the critical key performance
indicator.
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One of the most modern business concepts is Industry 4.0 or Industrial Internet Of
Things (IIoT) in recent years. Besides, the Internet of things technology into industry
needs to integrate efficiently, thus scheduling the collected and sensed data from IIoT is
necessary for real-time constraints. Time series data accrues as regard to monitoring
industrial processes or tracking corporate business metrics.
Data streams captured by sensors in the smart factory play an important role in providing
a situation to develop predictive models that provide insights in the form of optimizing
production efficiency. Besides, applying Machine Learning (ML) algorithms in predictive
models to learn the main pattern from a training dataset is necessary for making
predictions. Furthermore, there are two categorizes Classification and Regression in
machine learning algorithms. In our case, supervised regression learning algorithms are
needed to achieve our aim. Also, according to the desired output of the system, there is
a time series prediction problem that adds the complexity of a sequence of dependence
among the input variables.
There are some types of regression models such as the linear regression, nonlinear
regression, and regression trees which are used for predicting a real value. In general,
the important things are to find a suitable model that can model the data captured and
a way to reduce the features by dimensionality reduction and then the best ways of the
scoring model.
1.1 Motivation
Siemens is one of the biggest companies in the world where they deliver advanced technical
solutions based on electrification, automation, and digitalization for the industry. This is
everything from implementing control systems for manufacturing industries to deliver
1
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digital services connected to industrial hardware to optimize the production. Besides,
Siemens Digital Industries delivers industrial and process automation hardware and
software for the all kind of industries, production plants, and process industry, including
process instrumentation (sensors). Moreover, an automation system which was developed
by Siemens is SIMATIC.
“The automation system controls machines used for industrial production. This system
makes it possible for machines to run automatically. Depending on the needed function
of the machine, you have to upload the right program on your Simatic unit. This unit is
kept in a control cabinet near the machine” [1]. There are the control system which is
based on Siemens SIMATIC S7-1500 as the Programmable Logic Controller (PLC) is an
industrial digital computer and also WinCC OA as the SCADA system for visualizing
and collecting data from the PLC.
In detail,“WinCC is a Supervisory Control and Data Acquisition (SCADA) and Human-
Machine Interface (HMI) system from Siemens, SCADA systems are used to monitor
and control physical processes involved in industry and infrastructure on a large scale
and over long distances. SIMATIC WinCC can be used in combination with Siemens
controllers” [2].
All the sensors and actuators, as well as machinery, are connected to the S7-1500 PLC,
and the data is collected, visualized and if needed to be stored in the WinCC OA. It
is also possible to transfer selected sensor data from the process via WinCC OA to
MindSphere, using MindConnect API or with MindSphere Connector in WinCC OA.
One of the goals of Siemens is to examine and decide which processes can be further
augmented by applying digitalization. In addition, Artificial Intelligence (AI) is an
evolving aspect of computer science. It is possible for machines to learn from experience,
adjust to new inputs, and perform human-like tasks by AI. Besides, connecting different
part of the value chain is possible in a modern and cloud-based architecture based on
Industrial IoT.
Here, all processes of factories'production are stored as data to keep track, and then
the data will be used for predicting. Besides, today factories are relying more heavily
on automation and control technologies to increase productivity and optimize Key
Performance Indicators (KPIs) such as quality and energy consumption as well as
production efficiency. According to the captured data, the motivation is to optimize
production efficiency.
Machine Learning (ML) plays an important role to detect future possibilities. In our
experiment, data is captured by sensors that have been used for our purpose, and then
production efficiency can be derived by using a measure on input quantity and some
features. In detail, the amount of data has predicted influences production efficiency.
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1.2 Problem Definition
The smart factory with a production process design to develop three Key Performance
Indicators such as quality, production efficiency, and energy consumption. The challenge
is how we can optimize production efficiency and predict effective solutions. Predicting
any problem is a big challenge, and Machine Learning (ML) plays an important role.
Values that influence the production efficiency of any finished goods can be analyzed,
besides as well as some objects affect the production efficiency.
In general, Sensors capture data, so there are IoT data streams from different stages in
the factory; thus, it is necessary to access, collect and structure IoT data from available
sources in the value chain.
In addition, calculating production efficiency rate helps factories identify opportunities
to improve their processes or products. Besides, it is possible to optimize production
efficiency by using ML.
AS mentioned, the data is captured from different sources it is collected in raw format
which is not feasible for the analysis, so data Pre-processing is a technique that is used to
convert the raw data into a clean data. Thus, Pre-processing is an essential part of feeding
the data to the algorithm. To model and predict production efficiency based on available
input parameters using an appropriate algorithm optimized by Machine Learning (ML).
The model should provide insights and correlations between observations from the raw
material, measurements from the process, and the produced output. Besides, factor
analysis plays an important role to provide some understanding of which parameters are
highly influential on the output.
Figure 1.1 is a graphical presentation that shows the necessary steps to solve the problem.
There are some specific steps to build up the system will be discussed:
1. First of all, analyze the data that contains all processes of the factory to figure out
which features occurred before Outputs that are captured and are important.
2. Pre-processing plays an important role to convert the raw data into a clean data
set to achieve better results from the applied model in our ML project.
3. Factor analysis has been used to reduce a large number of features into fewer
numbers of objects
4. Implementing Principle Component Analysis (PCA) for dimensionality reduction.
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Figure 1.1: The Workflow
5. Finding the strong correlation between Independent features and dependent vari-
able.
6. Analysing validation from the data by various graphs.
7. Finding the features which have the most effect on the processes of the smart
factory with less error on prediction.
8. Statistical evaluation of model performance
1.3 Machine Learning
Machine Learning (ML) is a field of computer science subjects such as statistics, probabil-
ity and approximation theory, besides, ML is a branch of artificial intelligence. Machine
learning provides a situation that input data can be received by algorithms then statistical
analysis is used to predict an output so new data becomes available. Effective algorithms
play an important role in solving problems, besides, the amount of data and type of
them that are used have an effect of recognizing learning problems.
One of the simple definitions of the Machine Learning is “A computer program is said to
learn from experience E with respect to some class of tasks T and performance measure
P if its performance at tasks in T, as measured by P, improves with experience” [3].
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“Machine learning is closely related to computational statistics, which focuses on making
predictions using computers. The study of mathematical optimization delivers methods,
theory and application domains to the field of machine learning. Data mining is a field
of study within machine learning, and focuses on exploratory data analysis through
unsupervised learning. In its application across business problems, machine learning is
also referred to as predictive analytic” [4].
1.4 Types of Machine Learning Algorithms
The aim of using machine learning algorithms is to understand the data more accurately
and to get the best result by the training data during the model preparation process.
According to variations, the types of Machine Learning Algorithms have been defined so
there are certain algorithms accessible we can use. In general, they can be divided into
categories according to the purposes and the patterns of data.
Figure 1.2 illustrates a flowchart of different types of machine learning algorithms with an
example, all these algorithms are applied for different problems and the pattern of data
then the best ML algorithm can be easily chosen. Here, supervised and unsupervised
learning are discussed.
Figure 1.2: Machine Learning Types
[5]
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In Figure 1.3 , the most popular types of learning algorithms have been shown.
Figure 1.3: Types of Learning
[6]
1.4.1 Supervised Learning
In supervised learning, after breaking down the dataset, there is the training and test set.
The training dataset needs to analyze and then the output variable of training dataset
will be predicted or classified.
Figure 1.4 shows a form of pattern recognition in supervised learning. Besides, super-
vised learning uses patterns to predict the values of the label on additional unlabeled data.
In supervised learning, each sample in the dataset is a pair of an input vector and
an external output value (or vector), that we are trying to predict. An inferred function
is generated by analyzing the training set under a supervised learning algorithm. The
inferred function, i.e. the training model, can be used to map or predict new samples.
Both classification and regression are regular supervised learning programs where there
is an input vector X, an external output Y, and the task T is to learn the experience
E from the input X to the output Y. Some typical supervised learning algorithm types
include: [8].
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Figure 1.4: Example of Supervised Learning
[7]
• Linear Regression
– Ordinary Linear Regression
– Partial Least Square Regression
– Penalized Regression
• Nonlinear Regression
– Multivariate Adaptive Regression Splines
– Artificial Neural Networks






When the data points have continuous values so a regression is required. In the first step
independent variables are found then calculate coefficients to independent variables in
order to minimize differences between actual and predicted values, the final results are
continuous values. For instance, to forecast the length of a fish by referring to its age and
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weight. In general, the relationship between an independent and a dependent variable can
be utilized by regression that forecasts the future estimations of the dependent variable.
Classification
Classification is used either to predict a discrete class or label to classify data based
on the training set and the values. In addition, “tests have two or more classes and
effectively labeled information is used to acquire the ability to foresee the class of un-
labeled information. An example of this is handwritten digit recognition, in which the
point is to allocate every data array to one of a limited number of discrete classifications.
Another approach to consider arrangement is as a discrete (rather than continuous)
manifestation of directed realizing where one has a set number of classifications and for
each of the n tests gave, one is to attempt to mark them to the right category or class” [10].
1.4.2 Unsupervised Learning
Unsupervised learning is the opposite of supervised learning that there are no exter-
nal output categories or labels, Instead, there is a lot of data so algorithms would be
given the tools to understand the properties of the data. The important thing is to
have intelligent algorithms that can learn to group, cluster, and/or organize the data
so the results are the newly organized data. Moreover, in unsupervised learning, the
algorithm learns few features from the data, in the case of introducing new data then
the previously learned features are used by the algorithm to recognize the class of the data.
It is mainly used for clustering and feature reduction. Figure 1.5 shows an exam-
ple of a workflow of unsupervised learning [7].
This class of algorithms aims to find similarities among samples in the unlabeled dataset.
There are two methods to realize the unsupervised learning. One of them is to indicate
success through some reward system, and the decision can be made by maximizing
rewards, not by giving explicit categorizations. Another method is to reward the agents
by doing some actions but to punish the agents by doing others. Unsupervised learning
is more a case of data mining than real experience learning. In fact, there is no correct
or incorrect answer with the unsupervised machine learning algorithm. It means that we
are more caring about what patterns and results generally happen and what do not after
Abbreviations 9
Figure 1.5: Example of Unsupervised Learning
[7].
running the machine learning algorithm. Typical approaches to unsupervised learning
include [8].
• Clustering
• Latent Variable Models
– Expectation-Maximization algorithm
– Artificial Neural Networks
– Methods of Moments
– Blind Signal Separation techniques (e.g. Principal Components Analysis, In-





Regression analysis is supervised machine learning algorithms and one of the most popular
statistical techniques used for predictive modeling which investigates the relationship
between a target variable and independent variables.
According to [13] [14] [15], forecasting, time series modeling and finding the causal effect
relationship between the variables are used by regression analysis technique . There
are multiple benefits of using regression analysis. For instance, It demonstrates the
significant relationships between the dependent variable and independent variable as
well as the strength of the impact of multiple independent variables on a dependent
variable. It mainly involves linear regression, nonlinear regression, and regression trees.
The theoretical ideas of these three kinds of regression are represented, and some of their
classical algorithms will be described.
Besides, there are various kinds of regression techniques available to make predictions by
three metrics, one of them is the number of independent variables, the second one is a
type of dependent variables and finally the shape of a regression line.
Some terminologies are used to determine which model is the best for prediction.
• Outliers “Suppose there is an observation in the dataset which is having very high
or very low value as compared to the other observations in the data, i.e., it does not
belong to the population; such an observation is called an outlier. In simple words,
it is an extreme value. An outlier is a problem because many times it hampers the
results we get” [14].
• Multicollinearity “When the independent variables are highly correlated to each
other, then the variables are said to be multicollinear. Many types of regression
techniques assume multicollinearity should not be present in the dataset. It is be-
cause it causes problems in ranking variables based on its importance. Alternatively,
it makes job difficult in selecting the most important independent variable” [14].
11
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• Heteroscedasticity When the dependent variable′s variability is not equal across
values of an independent variable, it is called heteroscedasticity. As one′s income
increases, the variability of food consumption will increase. “A poorer person will
spend a rather constant amount by always eating inexpensive food; a wealthier per-
son may occasionally buy inexpensive food and at other times eat expensive meals.
Those with higher incomes display a greater variability of food consumption” [14].
• Underfitting and Overfitting “When we use unnecessary explanatory variables,
it might lead to overfitting. Overfitting means that our algorithm works well on
the training set but is unable to perform better on the test sets. It is also known
as the problem of high variance” [14].
The different types of Regressions are explained below.
2.1 Linear Regression
Linear regression is a statistical model to evaluate the linear relationship between a
dependent variable (target) y and one or more independent variables X.
Given a data set
{yi, xi1, . . . , xip}ni=1 (2.1)
n is the number of observations
“A linear regression model assumes that the relationship between the dependent variable
y and the p-vector of regressors x is linear. This relationship is modeled through a
disturbance term or error variable ε an unobserved random variable that adds "noise" to
the linear relationship between the dependent variable and regressors. Thus the model
takes the form:” [16]
yi = β01 + β1xi1 + · · ·+ βpxip + εi = xTi β + εi, i = 1, . . . , n (2.2)
“Where yi represents the continuous numeric response for the ith observation that is the
dependent variable to be estimated, βj is the regression coefficient for the jth variable,
xij shows the jth variable for the ith observation, and εi is called the random error or
the noise that is not able to be explained by the linear model. The above equation can
also be written in vector form as follow:” [16]
y(pred) = Xβ + ε (2.3)
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In addition, the main idea is to obtain a line that best fits the data. It means the total
prediction error (all data points) is as small as possible. Error is the distance between
the point to the regression line.
In general, the first advantage of this model is that it possesses high interpretability
of the regression coefficients, the relationship between each regression coefficient and
the last response, even between different regression coefficients, can be interpreted
in this kind of model. The second is that as long as certain assumptions about the
model residuals'distribution are met, we can directly make use of the existing statistical
nature inside to get the standard errors of the regression parameters and evaluate the
performance of the predictive model [8].
2.2 K Nearest Neighbors-Regression
K nearest neighbors has been used in statistical estimation and pattern recognition
already in the beginning of 1970′s as a non-parametric technique and KNN is a simple
algorithm that stores all available cases and predict the numerical target based on a
similarity measure. The model takes the form:




“The logic of KNN depends on the guessing of locality in data slot: In local neighborhoods
of x patterns are expected to have similar output values y (or class labels) to f(x).
Apparently, for an unknown x, the label must be identical to the labels of the nearest
patterns, which is designed by the average of the result value of the K nearest samples” [17].
A simple implementation of KNN regression calculates the mean of the numerical target
of its K nearest neighbors as well as is one of the simplest of all machine learning models,
whose construction is fundamentally depended on the K-closest individual samples from
the training dataset. Besides, the basic idea of the KNN model is based on the definition
of the distance between different data points. The Euclidean distance is a commonly




(qi − pi)2 (2.5)
There are some other distance functions that KNN regression uses the same as KNN
classification.








|xi − yi|p)1/p (2.7)
2.3 Support Vector Machine-Regression
The Support Vecto (SV) algorithm is a nonlinear generalization of the generalized Por-
trait algorithm developed in Russia in the sixties [18]. There are two main categories
for support vector machines: support vector classification (SVC) and support vector
regression (SVR).
Support Vector Machines (SVMs) has been first introduced by Vapnik that are supervised
learning models evaluate data used for classification and regression analysis. SVM is
a learning system using a high dimensional feature space, then there are prediction
functions that are expanded on a subset of support vectors.
Moreover, “an SVM model is a representation of the examples as points in space, mapped
so that the examples of the separate categories are divided by a clear gap that is as
wide as possible. New examples are then mapped into that same space and predicted
to belong to a category based on which side of the gap they fall” [19]. Generally, the
purpose of the SVM algorithm is to find a hyperplane in an N-dimensional space that
distinctly classifies the data points.
Besides, Support Vector Regression was proposed in 1997 by Vapnik, Steven Golowich,
and Alex Smola. It is a powerful and flexible supervised learning model, and the purpose
of SVR is to minimize the negative influence of outliers in the dataset. SVR is used for
working with continuous Values instead of Classification which is SVM.
In other words, “the main characteristics of Support Vector Regression (SVR) are that
instead of minimizing the observed training error, SVR attempts to minimize the gener-
alized error bound to achieve generalized performance. This generalization error bound
is the combination of the training error and a regularization term that controls the
complexity of the hypothesis space” [18].
The regression equation can be given by the following mathematical notation that it has





ωjgj(x) + b (2.8)
With the classification approach, There is a motivation to explore and optimize the
generalization bounds provided for regression. Besides, relying on describing the loss
function which ignores errors, that are located within a certain distance of the true value,
so there are epsilon intensive or loss function.
Figure 2.1 illustrates the one-dimensional linear regression function with epsilon intensive
band. The point is that the cost of errors on the training points is measured by variables.
The cost o errors are zero for all points that are inside the band.
Figure 2.1: One-dimensional linear regression with epsilon intensive band.
[22].
Figure 2.2 shows an Non-linear regression function.
2.4 Random Forest Regression
“Breiman′s ideas were decisively influenced by the early work of Amit and Geman (1997)
on geometric feature selection, the random subspace method of Ho (1998) and the
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Figure 2.2: Non-linear regression function.
[21].
random split selection approach of Dietterich (2000). As highlighted by various empirical
studies (see for instance Breiman, 2001; Svetnik et al., 2003; Diaz-Uriarte and de Andres,
2006; Genuer et al., 2008, 2010), random'forests have emerged as serious competitors to
state-of-the-art methods such as boosting (Freund and Shapire, 1996) and support vector
machines (Shawe-Taylor and Cristianini, 2004). They are fast and easy to implement,
produce highly accurate predictions, and can handle a very large number of input variables
without overfitting. They are considered to be one of the most accurate general-purpose
learning techniques available. The survey by Genuer et al. (2008) may provide the reader
with practical guidelines and a good starting point for understanding the method” [23].
Referring [23] [24], Random forests are a combination of tree predictors such that each
tree depends on the values of a random vector sampled independently and with the same
distribution for all trees in the forest. Moreover, RFs are the predictor combined of a
collection of randomized base regression trees
rn(x,Θ, Dn),m > 1 (2.9)
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Where Θ1,Θ2,Θ3, ... are outputs of a randomizing variable Θ. Finally, to generate the
aggregated regression estimate, these random tresses are combined:
rn(X,Dn) = EΘ[rn(X,Θ, Dn)] (2.10)
“Where EΘ denotes expectation with the random parameter, conditionally on X and the
data set Dn. In the following, to lighten notation a little, we will omit the dependency
of the estimates in the sample, and write for example rn(X) instead of rn(X,Dn).In
practice, the above expectation is evaluated by Monte Carlo, that is, by generating
M random trees, and taking the average of the individual outcomes. For building the
individual trees, the randomizing variable Θ is used to specify how the successive cuts
are done” [23].
“The variable Θ is supposed to be independent of X and the training sample Dn. This
excludes in particular any bootstrapping or resampling step in the training set. This
also excludes any data dependent approach to building the trees, such as exploring for
optimal splits by modifying some standard on the actual observations” [23].
The following steps are necessary for the RFR model.
1. Pick at random K data points from the training set.
2. Build a decision tree.
3. Choose the number of N tree of trees we want to build.
"Repeating from step 3 to step 1,"
4. Predict the value of y for the new data point.
2.5 Artificial Neural Networks
Artificial Neural Networks (ANNs) are one of the main tools used in machine learning
as well as a family of powerful nonlinear regression models inspired by the working
principle of biological neural networks which are intended to replicate the way that we
humans learn. In addition, correct data preprocessing, architecture selection and network
training are required in ANN. The size of the network affects the performance of a neural
network. Besides, one of the major problems is the selection of hidden neurons in the
neural network, so the random selections of hidden neurons may cause the problem of
either Underfitting or Overfitting.
As mentioned, ANN is a machine learning approach that models the human brain and
contains several artificial neurons in which each neuron in ANN receives several inputs,
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and there is an activation function that is applied to these inputs which result from the
output value of the neuron.
Figure 2.3 shows the Architecture of Artificial Neural Network that is organized by
different layers. The input data are sent to the input layer and processed in a forward
direction through one or more hidden layers, and the last output of the ANN model is
generated at the output layer [25].
Figure 2.3: Architecture of ANN
[25].
Referring to [25], the architecture of the Artificial Neural Network consists
• Input Layer This layer communicates with the external environment. The input
layer offers a pattern to the neural network. Once a pattern is presented to the
input layer, another pattern will be produced by the output layer.
• Hidden Layer The Hidden layer is the intermediate layer between the Input and
Output layer. The activation function applies to the hidden layer. A hidden layer
is consisting of units that transform the input into something that the output layer
can use.
• Output Layer The Output layer is what presents a pattern to the external
environment. The number of output neurons depends on the type of work that the
neural network is to execute.
Abbreviations 19
Figure 2.4 illustrates an example of a neuron that shows the input (X1, X2, ..., Xn) that
gets multiplied with their corresponding weight (W1,W2, ...,Wn) ,and there is a bias (b).
Finally, an activation function "f" applied to the weighted sum of the input.






Data preprocessing is the essential step in a machine learning project; After the real-data
has been selected, it is generally incomplete and noisy. Thus, data pre-processing is
always needed during the implementation of the machine learning algorithm; generally,
data preprocessing has a positive effect of transforming the raw data into an understand-
able format. Besides, preprocessing data before entering the model is essential, and
predictive performance depends on modeling techniques that some of them are sensitive
to the predictors. There are some important methods including data cleaning, data
transformation and data reduction, so data needs to be preprocessed in some steps such
as:
• Making the data format suitable for ML
• Data Cleaning that helps to remove incomplete variables
• Reducing running times for algorithms and memory requirements
3.1 Data Cleaning
Removing incomplete variables has a positive effect on the final analysis result for example
dealing with missing data that understanding of why the data is missing is important, so
there are many techniques have been proposed to deal with missing data.
Generally, “techniques can be divided into two strategies. The first and simplest one
would be removing the missing data directly. If the missing data is distributed at random
or the missingness is related to a predictor that has zero correlation with the response,
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and the dataset is large enough, then the removal of missing data has little effect on
the performance of the analysis. However, if one of the above conditions is not satisfied,
then simply removing the missing data is inappropriate. The second strategy is to fill
in or impute the missing data based on the rest of the data. Generally, there are two
approaches. One method simply uses the average of the predictor to fill in the missing
value. Alternatively, we can use a learning algorithm such as Bayes or decision tree to
predict the missing value” [11]. Thus, data is cleansed through some processes such as:
• Filling in missing values
• Smoothing the noisy data
• Resolving the inconsistencies
3.2 Data Transformation
As mentioned, the dataset needs to be preprocessed because of some negative effects
of the outliers or skew on the dataset. Thus, data transformation plays an important
role to improve the performance of the model by reducing those effects. Generally, data
preprocessing involves transforming data into a suitable form for analysis.
One of the models is "Adding or Deleting Variables" that affect the fitness of the model.
Another model is "Centering and Scaling" which makes independent variables or features
on a common scale. The modules are discussed as follows.
3.2.1 Adding or Deleting Variables
In this method, the important thing is to improve the fitness of the model. This method
is used for the implementation of stepwise regression models when the specified stopping
criterion is met. In the forward stepwise model, the model is started by adding the
variables one by one and then after determining that the fitness of the model would
not improve by adding a variable, so the processing has been stopped. Unlike, in the
backward stepwise model, when there are all the variables in the dataset then the model is
started after that the variables will be removed one by one until reducing the performance
of the model.
Here, some advantages to delete variables prior to modeling are mentioned. First, remov-
ing unnecessary variables is one of the important methods to deal with multicollinearity,
which it would be difficult to figure out the individual coefficients and cause confidence
interval for the parameters in the regression model. Second, deleting variables with
degenerate distributions is important in order to improve the stability of the system
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significantly. Third, when unnecessary variables have been deleted, so fewer number of
necessary resources are needed such as storage space and computational time.
3.2.2 Centering and Scaling
The most basic and straightforward data transformation techniques are data centering
and scaling. Many data mining techniques require data to be centered and scaled before
entering the model.
To center a variable in the dataset, each value of this variable is subtracted by the average
value; it means that the distribution to fluctuations around the mean of the variable
is converted to that around zero. Therefore, the fluctuating property of the variable is
focused on and only the variation between the observations is left for analysis. Similarly,
in order to scale one variable, all the values of the variable are divided by the standard
deviation of this variable, and the corresponding variables are placed on an equal footing
about their variation. It should be the point that if all the variables in the dataset are
measured in the same unity, it is no need to scale. But if measured in different unity, it
is necessary to introduce the scaling method [8].
3.2.3 Factor Analysis
Factor Analysis (FA) is an exploratory method of dimension reduction that applied to a
set of observed variables that seeks to find underlying factors from which the observed
variables were generated. In general, variables are grouped by their correlations by using
Factor analysis method, and each group is known as a factor. These factors are difficult
to observe; besides, factors are small in number as compared to the original dimensions
of the data.
“Factor analysis is carried out on the correlation matrix of the observed variables. A
factor is a weighted average of the original variables. The factor analyst hopes to find a
few factors from which the original correlation matrix may be generated. the goals of
factor analysis are to reduce the number of variables and also to help data interpretation.
The factor analyst hopes to identify each factor as representing a specific theoretical
factor.” [8].
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3.3 Dimensionality Reduction
Dimensionality reduction is another class of data transformation, so it is possible to reduce
the number of features in the dataset without having to lose much information and keep
the model′s performance by introducing a smaller number of features. Dimensionality
reduction is classified into several methods such as principal components analysis (PCA),
which is one typical linear technique for feature extraction, and feature selection, and
factor analysis. There are some of the benefits of applying dimensionality reduction to a
dataset:
• Reducing space required to store the data
• fewer dimensions lead to less computation/training time
• Some algorithms can be useful if we have not a large dimension
• It pays attention to multicollinearity by removing redundant features
• Visualizing data in higher dimensions is difficult, so it helps to visualize data
3.3.1 Principal Components Analysis
“PCA is one typical linear technique for feature extraction. Feature extraction is a general
technique through constructing a reduced set of surrogate features in the space of fewer
dimensions, which are always functions of the original features in the high dimensional
space, to capture the relevant information from the dataset as well as lead to better
human interpretations” [8].
PCA is the most popular and commonly used technique for the problem of dimensionality
reduction, which seeks to find a linear combination of the predictors that capture the
possible variance. The main aim of the method is to convert a huge set of correlated
variables into a smaller set of uncorrelated variables that are also known principal
components. All the principal components are linear functions of the original variables.
Mathematically, the jth principal component can be shown as follows:
PCj = aj1X1 + aj2X2 + ...+ ajpXp+ (3.1)
p is the total number of original variables, and the coefficient for each variable is called
component weight or loading. The smaller coefficient means that the corresponding
variable makes less contribution to the principal component. During the principal com-
ponents analysis, the first component PC1 is defined as the linear combination of the
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predictors that captures the most variability in the original dataset. The subsequent
component PCj is a different linear combination that represents the most remaining
variability while also being uncorrelated with all previous components. In theory, “we can
extract as many principal components as we want in PCA, but there are some guidelines
available for determining the number of components to extract. They can be described
as follows” [8].
• Based on the prior experience and theory
• Set a threshold for the cumulative number of components
• Based on the eigenvalues of the correlation matrix
PCA produces principal components that are uncorrelated for some specific regression
models, so this method has a positive effect for some predictive models that prefer
predictors to be uncorrelated in order to find solutions and to improve the model′s
numerical stability. However, PCA is an unsupervised technique so to applying PC;
additional attention is necessary if the predictive relationship between the predictors
and response is not connected to the predictors'variability, then the derived PCs will not
provide a suitable relationship with the response.
3.3.2 Feature Selection
Feature selection is also known as the variable selection, and this technique is used for
selecting the features which have a strong correlation with the dependent variable. When
the data contains some features that are either redundant or irrelevant, so a feature
selection technique is used to remove redundant or irrelevant features without affording
much loss of information.
Besides, As in [12] mentioned, there are two distinct notions Redundant and Irrelevant,
since one relevant feature may be redundant in the presence of another relevant feature
with which it is strongly correlated. Moreover, feature selection techniques are also
known as feature extraction. Feature extraction produces new features from functions of
the original features, whereas feature selection returns a subset of the features and each
variable in the new subset comes from the original set of features.
In general, Feature selection is an approach to obtain a subset of the features for use
in the machine learning models implementation in order to speed up the training time,
increase the accuracy, and reduce the model over-fitting, so it has a great effect on the
performance of the regression model.
Feature selection can be divided into three major categories: the filter model, the wrapper
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model, and the embedded model. The filter model selects some features in the original
features without any additional learning model on the training dataset such as mutual
information, correlation coefficient. In addition, in the wrapper model, there is a specified
predictive model for each new subset, and also the error rate is used to score the model,
and then the best subset will be selected. The last on is the embedded model directly
select all the features with non-zero regression coefficients; it finds out the best or worst




In the Solution Approach chapter, the major purpose is to build models to perform
machine learning with any factory or industrial data. In our case, there is time-series
data that captured by sensors in the smart factory that is a customer of Siemens and
each model is visualized on sampled data.
The most important and necessary parts are testing and analyzing intended models with
the data that performs various requirements to the predictors in the process. Besides,
predictive performance depends on data preparation. Thus, filling out NoN-values,
removing unnecessary data/features, dimensional reduction and feature selection have a
positive effect on prediction and also can increase the performance.
Five machine learning algorithms are implemented on a time series dataset as well as the
corresponding performance of the built models is evaluated in detail. Data splits to train
and test datasets; a training set is used to fit a model and to estimate the efficiency, the
testing set is used.
Following machine learning algorithms are applied to data:
• Simple Linear Regression
• Support Vector Machine-Regression
• K Nearest Neighbors-Regression
• Random Forest Regression
• Artificial Neural Networks
27
Abbreviations Chapter 4 Solution Approach
4.2 Overview of the process of plant and Dataset
All processes of factories'production are stored as data to keep track; then the data will
be used for predicting. Moreover, factories are relying more heavily on automation and
control technologies to increase productivity and optimize Key Performance Indicators
(KPIs) such as quality and energy consumption as well as production efficiency. According
to the captured data, the motivation is to optimize production efficiency.
Machine Learning (ML) plays an important role to detect future possibilities. In our
experiment, data is captured by sensors that have been used for our purpose, and then
production efficiency can be derived by using a measure on input quantity and some
features. In detail, the amount of data has predicted influences production efficiency.
The smart factory aims to produce high-quality marine oils and marine meals based on
the reception of raw material. The most important Key Performance Indicator is to
monitor the efficiency of both production "fish oils" and "fish meals".
Data streams captured by sensors in the smart factory play an important role in providing
a situation to develop predictive models that provide insights in the form of optimizing
production efficiency. Since the data and the whole process of the factory are confidential,
only some parts of processes and dataset are mentioned.
In general, It is necessary to consider that raw fish is important to make fish meal and
Figure 4.1: The process Flowchart of the factory.
fish oil. Besides, three major fractions of raw material are "solids (fat-free dry matter),"
"oil" and "water" Separating these fractions from each other as completely as possible is
the important aim of the processes.
Figure 4.1 illustrates how to produce fish meal and fish oil based on the raw material.
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In the Unloading and Landing step, raw fish enter the processing plant and after some
steps such as cooking,..., the refined oil pump to valuable storage tanks. Besides, the
separated solids go into the dryer, which removes the water from the dry solids. Finally,
fish meal stored in silos. Thus the outputs are "fish oils" and "fish meals."
Figures 4.2, 4.3, and 4.4 are some pictures of fish oil and meal production machines
where each of the components is labeled and shows some of the features. The pictures
are received from Siemens.
Figure 4.2: Fish oil and meal production machines(1)(Siemens)
.
Each of the components of the processes is labeled so they represent different objects.
The definition of some of the objects/features in the process is given below:
1. P1_100_FQ1.data.er is the quantity of raw material for Press 1.
2. P1_100_FQ2.data.er is the quantity of raw material for Press 2.
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3. P1_100_P052_PID1.data.er and P1_100_P053_PID1.data.er represent
the amount of adhesive water, Figures 4.3.
4. P1_000_P012_PID1.data.er and P1_000_P013_PID1.data.er represent
the amount of blood water, Figures 4.4.
5. P1_600_A001_Flow.data.er is the amount of flour production weight.
6. P1_400_FQ1.data.er is the amount of fish oil for storage tanks.
Figure 4.3: Fish oil and meal production machines(2)(Siemens)
.
According to the received information from Siemens and the smart factory, there is a
formula to calculate the Production Efficiency (PE) that is one of the Key Performance
Indicators(KPI).
In the Input formula, the amount of blood water and adhesive water will be subtracted
from the quantity of raw material.
Input =






Figure 4.4: Fish oil and meal production machines(3)(Siemens)
.




Finally, the Production Efficiency is calculated by the formula below.
Production Efficiency = Output / Input
4.3 Deleting Variables / Features
Deleting unnecessary variables before modeling has various benefits. Besides, deleting
inessential variables helps to raise the resistance of the system considerably as well as
removing this kind of variables is the important task for facing with multicollinearity the
problem which will be happened when an independent variable in a regression model is
highly correlated with one or more of the other independent variables.
In our case, the original data contained all features/objects that involve in the production
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of goods, and the objects for entire processes of the factory do not need to be in data-set
such as the cooling part,....
After removing the inessential variable, since there is the time series data-set, every time
the value changes and there are several observations per second, so we spread these out
evenly during the minute. Finally, we create a master time index on a minute level.
df[’Timestamp’] = pd.to_datetime(df[’Timestamp’], errors=’coerce’)
df[’Timestamp’] = df[’Timestamp’].dt.round(’min’)
and the next step, ’group by’ first on ’Timestamp’, then on Object’, and use a mean
calculation is applied on dataset.
df_Groupby = df.groupby([’Timestamp’, ’Object’]).mean()
Furthermore, since machine learning will be applied to time series datasets, it is necessary
that "Timestamp" has been kept as the index of the model.
df = df.set_index(’Timestamp’)
4.4 Cleaning and Filling NoN-Values
Cleaning data is the removal or fixing of missing data. Here, start by having a strategy
for dealing with erroneous data, missing values, and outliers in our data.
There are several methods to fill out the NoN-value, such as filling out with previous
value, zero or average values. In our case, the best and effective method is to use average
values by using the Interpolation method. Interpolation provides a means of estimating
the function at intermediate points. Besides, there are still some NoN-values, so we are
filling them out with zero values.
df = df.interpolate(limit_direction =’forward’)
df = df.fillna(0)
Another thing to remember, Outliers are extreme values that fall a long way outside
of the other observations. There are various processes to identify outliers and they
have many names in data mining and machine learning such as outlier mining, outlier
modeling, etc..
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4.5 Applying Dimensionality Reduction
As mentioned in the 3.3, There are some benefits of applying dimensionality reduction
such as dealing with multicollinearity problem by removing redundant features, reducing
space required to store the data, and fewer dimensions lead to less computation/training
time, etc.
Dimensionality reduction is classified into several methods such as feature selection,
factor analysis, and Principal Components Analysis (PCA), which is one common linear
technique for feature extraction.
4.5.1 Principal Components Analysis
As discussed previously, one of the methods of feature extraction is PCA; we use PCA
where the original data are high, so it becomes more practical to apply machine learning
on the dataset. Thus, PCA plays an critical rule to find out which features are essential
for best describing the variance in the dataset. Here, we generate a smaller set of features
that will account for our target. In general, PCA combines correlated features and
creates new ones that are preferable attributes. Before applying PCA, the first step is to
identify a subgroup of the data to be utilized for training the model, so splitting data to
train-set and test-set is a necessary part.
from sklearn.model_selection import train_test_split
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size =
0.2, random_state = None)
The next and vital step is feature scaling, which all variables have the same standard
deviation and PCA calculates the relevant axis. Referring to [27], data on the PCA-
transformation is calculated should be normalized in these cases: ’zero mean’ and ’unit
variance’, there is a various method for normalizing data, but the best one for PCA
is "StandardScaler" Using ’sklearns Normalizer’ and ’Min-Max scalers’ have drawbacks,
they are missing zero-mean and missing unit-variance respectively.
Generally, the idea behind StandardScaler is that it will transform the data such that
its distribution will have a mean value 0 and a standard deviation of 1. Given the
distribution of the data, each value in the data-set (x) will be subtracted with the mean
of the training samples(u) and then divided by the standard deviation of the entire
data-set.
z = (x - u) / s
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# Feature Scaling




In our case, we implement PCA between 2 and 10 best components. Thus, the most
important features from the data-set that are responsible for maximum variance are
extracted. We use 1, 2, 3, ..., 10 principal components to train our algorithm.
# Applying PCA for independent features
from sklearn.decomposition import PCA
# 2 < = n_components < = 10
pca = PCA(n_components= 2, svd_solver=’full’)
X_train = pd.DataFrame(pca.fit_transform(_X_train))
X_test = pd.DataFrame(pca.fit_transform(_X_test))
The last step is training and making predictions by using machine learning algorithms so
we built different models for making the predictions as well as evaluate Performance to
know how many principal components have less error for each model. this part will be
explained in the next section.
4.5.2 Strong Correlation Coefficient
“Feature selection is different from dimensionality reduction. Both methods seek to reduce
the number of attributes in the dataset, but a dimensionality reduction method does so
by creating new combinations of attributes, whereas feature selection methods include
and exclude attributes present in the data without changing them” [28].
The aim is to find features with Strong Correlation Coefficient(SCC) with the dependent
variable "Production Efficiency" then we can drop those features. In other words, it
is possible to automatically select those features in our data that are most useful or most
relevant with the dependent variable.
Filter Methods of feature selection algorithms have been used which applies a statistical
measure to assign a scoring to each feature, so the features are ranked by the score and
either selected to be kept or removed from the data-set.
The ’ pandas.DataFrame. Corr () ’ is used, and also the Pearson correlation coefficient
method (named for Karl Pearson) can be used to summarize the strength of the linear
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relationship between the independent variables and the target variable.
The Pearson method is the standard correlation coefficient that is calculated as the
covariance of the two variables divided by the product of the standard deviation of
features and the dependent variable.
Pearson’s correlation coefficient =
covariance(X, Y) / (stdv(X) * stdv(Y))
The coefficient returns a value between -1 and 1 that represents the limits of correlation
from a full negative correlation to a full positive correlation. A value of 0 means no
correlation, as well as a value below -0.5 or above 0.5, indicates a striking correlation,
and values below those values suggest a less notable correlation.
Thus, we attempt to reduce the size of the original dataset by selecting top features that
have a strong correlation with Production Efficiency (PE). The selected features, in turn,
are passed onto the models which have been tested to get better prediction.
Here, the top five variables that have high correlation with the dependent variable.
Top5_SCC = df.corr(method=’pearson’)[’Production Efficiency’].
sort_values(ascending=False)[1:6]






Calculating the correlation between the top 10 features and the dependent variable.
Top10_SCC = df.corr(method=’pearson’)[’Production Efficiency’].
sort_values(ascending=False)[1:11]
The name of top 10 features are:











In the following, there are python codes for calculating the correlation between the top
15, 20, 25 features and the dependent variable,the list of the name of them as well.

















The top 20 features.























Here, the result of the calculation of finding the top 25 features.



























In the next section, we perform model selection and training on the selected features
then listing the best ones with the highest predictive power.
4.6 Analysis to Select ML Model
A valid way of working in this domain is to fulfill model selection and training on the
selected features and then measure the performance of the prediction.
Since the output of our model is a number, the aim is to identify the algorithms that are
applicable and practical for the regression problem. such as Simple Linear Regression,
Support Vector Regression, K neighbors Regressor, Random Forest Regressor, Artificial
Neural Network.
After splitting the data in training and testing sets, Various ML algorithms are used to
learn from data, so the machine learning models are built then the models are trained to
predict. Finally, we select a perfect model with less Mean Absolute Percentage Error
(MAPE) and also figure out which dimensionality reduction method has an excellent
effect on modeling and provides us less error for prediction.
The graph is implemented for compering true values and the predicted values of Produc-
tion Efficiency; a graph is implemented to analyze the data. For each of the models, the
following data is used
• Top 5 strong correlation features
• Top 10 strong correlation features
• Top 15 strong correlation features
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• Top 20 strong correlation features
• Top 25 strong correlation features
• Independent variables (X) + PCA-2D
• Independent variables (X) + PCA-3D
• Independent variables (X) + PCA-4D
• Independent variables (X) + PCA-5D
• Independent variables (X) + PCA-6D
• Independent variables (X) + PCA-7D
• Independent variables (X) + PCA-8D
• Independent variables (X) + PCA-9D
• Independent variables (X) + PCA-10D
There are different predictions and patterns by applying different models. For all the
graphs, Yi is Production Efficiency in data and Ŷ is the predicted Production Efficiency.
The graphs are given below with some code snippets.
Simple Linear Regression
Here, Fitting SLR to the data-set, predicting as well, and then the graphs show the true
values with a green line and predicted PE values with a blue line.
from sklearn.linear_model import LinearRegression
lr = LinearRegression()
lr.fit(X_train,y_train)
y_pred = lr.predict(X_test).reshape(1, -1)[0]
from matplotlib import pyplot as plt
reg_val, = plt.plot(y_pred,color=’b’,label=u’Linear Regression’)
true_val, = plt.plot(y_test,color=’g’, label=’True Values’)
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(a) SLR-PCA-2D (b) SLR-PCA-3D
(c) SLR-PCA-4D (d) SLR-PCA-5D
(e) SLR-PCA-6D (f) SLR-PCA-7D
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(g) SLR-PCA-8D (h) SLR-PCA-9D
(i) SLR-PCA-10D
Figure 4.5: Simple Linear Regression - PCA
Eventually, we can specify to how many components we want to reduce our input data-set
which have positive effect on our models. As the figures 4.5, 4.6 illustrate predicted PE
for Linear Regression model which the predicted line almost the same as the green line
(True values) except when there is the highest variation.
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(a) SLR- Top 5 SCC (b) SLR- Top 10 SCC
(c) SLR- Top 15 SCC. (d) SLR- Top 20 SCC.
(e) SLR- Top 25 SCC.
Figure 4.6: Simple Linear Regression - SCC
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Support Vector Regression
Support Vector Regression (SVR) using linear and non-linear kernels, so the kernel type
to be used in the algorithm should be determined. It must be one of ’inear’, ’poly’, ’rbf’,
’sigmoid’, ’precomputed’.
Running the following codes in order to find the best kernel type for the algorithm, so
the linear kernel is used for modeling.
for k in [’linear’,’poly’,’rbf’,’sigmoid’]:
svr = svm.SVR(kernel=k)
svr.fit(X_train, y_train)
accuracy = svr.score(X_test, y_test)
print(k,accuracy)
Here, Fitting SVR to the data-set, predicting as well, and then the graphs show the true
values with green line and predicted PE values with blue line.
# Fitting SVR to the dataset
from sklearn import svm
svr = svm.SVR(kernel=’linear’) #Radial basis function kernel
svr.fit(X_train, y_train)
y_pred= svr.predict(X_test).reshape(1, -1)[0]
from matplotlib import pyplot as plt
reg_val, = plt.plot(y_pred,color=’b’,label=u’Support Vector
Regression’)
true_val, = plt.plot(y_test,color=’g’, label=’True Values’)
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(a) SVR-PCA-2D (b) SVR-PCA-3D
(c) SVR-PCA-4D (d) SVR-PCA-5D
(e) SVR-PCA-6D (f) SVR-PCA-7D
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(g) SVR-PCA-8D (h) SVR-PCA-9D
(i) SVR-PCA-10D
Figure 4.7: Support Vector Regression - PCA
As the figures 4.7, 4.8 illustrate,the prediction with top 25 Strong correlation variables
has more close to the true values compare to other groups of features in the SVR model.
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(a) SVR- Top 5 SCC (b) SVR- Top 10 SCC
(c) SVR- Top 15 SCC. (d) SVR- Top 20 SCC.
(e) SVR- Top 25 SCC.
Figure 4.8: Support Vector Regression - SCC
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K Neighbors Regressor
Here, Fitting KNR model to the data-set, predicting as well, and then the graphs show
the true values with green line and predicted PE values with blue line.





from matplotlib import pyplot as plt
reg_val, = plt.plot(y_pred,color=’b’,label=u’KNeighborsRegressor’)
true_val, = plt.plot(y_test,color=’g’, label=’True Values’)
As the figures 4.9, 4.10 illustrate, there are the best prediction with top 25 Strong
correlation variables and the PCA with 8 dimension in the KNR model because the pre-
dicted PE almost the same as the green line(True values) except when the variation is high.
(a) KNR-PCA-2D (b) KNR-PCA-3D
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(c) KNR-PCA-4D (d) KNR-PCA-5D
(e) KNR-PCA-6D (f) KNR-PCA-7D
(g) KNR-PCA-8D (h) KNR-PCA-9D
Figure 4.9: K Neighbors Regressor - PCA
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(a) KNR- Top 5 SCC (b) KNR- Top 10 SCC
(c) KNR- Top 15 SCC. (d) KNR- Top 20 SCC.
(e) KNR- Top 25 SCC.
Figure 4.10: K Neighbors Regressor - SCC
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Random Forest Regressor
Fitting RFR model to the data-set, predicting as well, and then the graphs show the true
values with green line and predicted PE values with blue line. The number of tree is 200.
# Fitting RFR to the dataset
from sklearn.ensemble import RandomForestRegressor
rfg = RandomForestRegressor(n_estimators= 200, random_state = None)
rfg.fit(X_train, y_train)
y_pred= rfg.predict(X_test).reshape(1, -1)[0]
from matplotlib import pyplot as plt
reg_val, = plt.plot(y_pred,color=’b’,label=u’RandomForestRegressor’)
true_val, = plt.plot(y_test,color=’g’, label=’True Values’)
As the figures 4.11, 4.12 illustrate, the predicted PE almost the same as the true values
(green line) even when there is not much variation.
(a) RFR-PCA-2D (b) RFR-PCA-3D
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(c) RFR-PCA-4D (d) RFR-PCA-5D
(e) RFR-PCA-6D (f) RFR-PCA-7D
(g) RFR-PCA-8D (h) RFR-PCA-9D
Figure 4.11: Random Forest Regressor - PCA
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(a) RFR- Top 5 SCC (b) RFR- Top 10 SCC
(c) RFR- Top 15 SCC. (d) RFR- Top 20 SCC.
(e) RFR- Top 25 SCC.
Figure 4.12: Random Forest Regressor - SCC
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Artificial Neural Network
According to rule of thumb method, the correct number of neurons to use in the hidden
layers should be determined. Here, The number of hidden neurons "nh" is 2/3 of the
input layer "ni" size, plus the size of the output layer "no".
There are several steps such as: Initialising the ANN, Adding the input layer, Adding
the hidden layer as well as configuring its learning process by calling the compile method,
Fitting the ANN to the Training set and finally predicting.
import tensorflow as tf
from tensorflow.keras import layers
from keras.layers import Dense, Activation
from keras.models import Sequential
ni =10 #for PCA: 2,3,4,5,6,7,8,9,10 . #SCC: 5,10,15,25
no = 1
nh = int((2/3)*(ni + no))
# Initialising the ANN
model = Sequential()
# Adding the input layer
model.add(Dense(ni, activation = ’relu’))
# Adding the hidden layer
model.add(Dense(units = nh, activation = ’relu’))
# Adding the output layer
model.add(Dense(units = no))
# Compiling the ANN
#configure its learning process by calling the compile method
model.compile(optimizer=tf.train.AdamOptimizer(0.01),
loss=’mse’, # mean squared error
metrics=[’mae’])
# Fitting the ANN to the Training set
model.fit(np.array(X_train), y_train, batch_size= 100, epochs = 200)
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#Predicting
y_pred = model.predict(X_test)
from matplotlib import pyplot as plt
reg_val, = plt.plot(y_pred,color=’b’,label=u’Artificial neural
network)
true_val, = plt.plot(y_test,color=’g’, label=’True Values’)
The figures 4.13, 4.14 illustrate ANN is not capable of predicting the Production Efficiency
accurately.
(a) ANN-PCA-2D (b) ANN-PCA-3D
(c) ANN-PCA-4D (d) ANN-PCA-5D
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(e) ANN-PCA-6D (f) ANN-PCA-7D
(g) ANN-PCA-8D (h) ANN-PCA-9D
Figure 4.13: Artificial Neural Network - PCA
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(a) ANN- Top 5 SCC (b) ANN- Top 10 SCC
(c) ANN- Top 15 SCC. (d) ANN- Top 20 SCC.
(e) ANN- Top 25 SCC.
Figure 4.14: Artificial Neural Network - SCC
Chapter 5
Experimental Evaluation
5.1 Experimental Setup and Performance Evaluation
There is a process of deciding the numerical results as well as to validate the model and
determine whether it is acceptable, which is known as the regression model validation.
Besides, The defined evaluations should be implemented to specify the model’s predictive
performance, which includes mathematical calculations and statistical graphs to compare
the error calculation in different algorithms.
Splitting the data set into a training set for the regression models has done so there is the
experimental setup on the data set to obtain a realistic evaluation of the learned model.
5.1.1 Mean Absolute Percentage Error
The mean absolute percentage error (MAPE) is the mean or average of the absolute
percentage errors of prediction. This measure provides the error in terms of percentages,
so it is more understandable as well as the problem of positive and negative errors
canceling each other out is avoided. The smaller MAPE is the better prediction.
Generally, “MAPE used as a loss function for regression problems in machine learning.
It usually expresses accuracy as a percentage and is defined by the following formula,
where At is the actual value and Pt is the predicted value. The difference between At
and Pt is divided by the actual value At again. The absolute value in this calculation is
summed for every predicted point in time and divided by the number of fitted points n.
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#MAPE calculation function
def mape(y_pred,y_test):
y_pred, y_test = np.array(y_pred), np.array(y_test)
return np.mean(np.abs((y_test - y_pred) / y_test)) * 100
5.2 Experimental Results
In this process, evaluating the regression performance of each ML algorithms with differ-
ent numbers of principal components and the features with a high correlation. As it has
mentioned, this error measure is given by an error function.
Table 5.1 compares the percentage of errors for different models, The best predictive
modeling technique that is used in our data is "Random Forest Regression" for "Top 20
Features - SCC" with 20.1% errors while the worst model is the Artificial Neural Network
with high errors in all the solution approaches.
Table 5.1: MAPE For Different Models.
Mean Absolute Percentage Error (MAPE)
SLR SVR RFR KNR ANN
PCA - 2 Dimentional 40 36 58.7 53.3 98.5
PCA - 3 Dimentional 38.4 34.3 59.1 41.5 106.1
PCA - 4 Dimentional 43.4 35.6 47.8 7.42 125.3
PCA - 5 Dimentional 45.9 34.4 53.1 46.2 108.4
PCA - 6 Dimentional 46.4 34.3 56.6 50.7 129.8
PCA - 7 Dimentional 47.9 34.6 74.3 52.6 126.2
PCA - 8 Dimentional 53.6 35.3 83.5 60.9 99.8
PCA - 9 Dimentional 54 34.6 71.6 51.3 139.8
PCA - 10 Dimentional 60 36.2 84 54.6 126.5
Top 5 Features - SCC 50.8 34.3 36.4 38 83
Top 10 Features - SCC 59.7 35.8 26.6 29.3 99
Top 15 Features - SCC 66.3 37.3 25.1 28.8 105
Top 20 Features - SCC 69.4 35.1 20.1 26.2 87.4
Top 25 Features - SCC 67.9 33.7 24.9 24.7 86.3
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5.2.1 Comparing Graphs
The statistical metric " Mean Absolute Percentage Error " has been used to compare the
percentage of errors on the different solution approaches in each model. The higher the
MAPE value means the larger the difference, which represents a high degree of predict
error.
Figure 5.1: SLR - Comparing MAPE on the different Solution Approaches
Thus, figure 5.1 shows the percentage of errors in the bar graph for the Simple Linear
Regression model, and it is obvious that dimensionality reduction with implementing
PCA has a better effect on the prediction nevertheless there are high errors for our case
in this model.
In Addition, In the figure 5.2, the error rate of predictions in both solution approaches
"PCA" and "SCC" in the Support Vector Regression model are approximately equal, but
still, the error rates are high. Generally, the less error of prediction shows which model
has a positive effect on a prediction.
Moreover, figure 5.3 illustrates the best prediction for Random Forest Regressor model,
besides there are fewer error rates with a strong correlation coefficient approach, it is
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Figure 5.2: SVR - Comparing MAPE on the different Solution Approaches
explicit that error rate can seriously affect the performance of prediction, so the less
error has a better effect on it.
Furthermore, as figure 5.4 shows, there are fewer error rates with the SCC approach in
the K-Nearest Neighbors method which the SCC approach has a better effect on the
prediction by KNN and RFR models.
As discussed previously, the ANN model has the worst prediction, and the figure 5.5
demonstrates the high error rates (MAPE) in this model for each solution approach.
In figure 5.6, Less-MAPE on the different models are shown, the best model for prediction
the Production Efficiency is RFR, and the second one is KNR, which both are implemented
with the SCC approach. On the other hand, ANN is the worst one.
5.2.2 Important Features
As discussed previously, Some features/variables are required for implementing ma-
chine learning algorithms, and it depends on the data. Besides, performing the factor
analysis/dimensionality reduction is necessary to provide which parameters are highly
influential on prediction PE with less MAPE.
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Figure 5.3: RFR - Comparing MAPE on the different Solution Approaches
In our case, figure 5.7 demonstrates which features played the most significant part in the
RFR model with less error as well as the correlation between features and PE is shown.
The "P1_200_F003_M007.frq.stroem" feature is the most important one in the model
that is shown in the bar plot. This feature actually represents "supply before press1" on
the process, other features that are shown in the bar graph are important to produce an
impressive output as well.
The most important thing is the pre-processing part and dealing with outliers among
features have a considerable effect on understanding which features influence the model
on prediction. In detail, definitely, the useful features depend on some processes in the
pre-processing part. In this case, these features have a positive effect on prediction in
the models with less error, which measure by MAPE measurement.
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Figure 5.4: KNR - Comparing MAPE on the different Solution Approaches
Figure 5.5: ANN - Comparing MAPE on the different Solution Approaches.
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Figure 5.6: Comparing Less-MAPE on the Different Models.
Figure 5.7: Important Features in The Process

Chapter 6
Conclusion and Future Directions
The primary and essential purpose is implementing and analyzing on Siemens industrial
data, besides, the experiment has been done on the collected and sensed time-series
data from Industrial Internet Of Things technology which this kind of data provides
monitoring industrial processes or tracking corporate business metrics.
In addition, the output of production which are "fish oil" and "fish meal" are essential
in the factory and there is a formula to calculate Production Efficiency based on both
available input and output parameters as well as modeling and predicting PE by using
some Machine Learning algorithms. The data has been analyzed to figure out what
kind of problem is so there is a regression problem then the data has been sent through
different models to find out which model is rich enough to predict PE.
In generally, summarise and evaluate our implementation by applying five algorithms
which are Simple Linear regression, SVR, K-Nearest Neighbors Regressor, Random Forest
Regression, Artificial Neural Network after that the data pre-processing and resampling
techniques, such as data transformation, dimensionality reduction are explained in theory
and also implemented which can be used to improve the performance of the training
model effectively.
Furthermore, dimensionality reduction methods have been performed to reduce the
number of features to get a better result with less error in prediction and optimal models
with minimum MAPE. Thus, Principal Component Analysis and Strong Correlation
Coefficient methods have been implemented on the data-set. Besides, the data analysis
has been done by several graphs and performing a statistical measure which confirms
that which one of the regression algorithms can be preferred.
Eventually, the quantitative and visual results for the given data-set are presented
in five machine learning models. After comparing each model, the Random Forest
Regression prediction model with the SCC method (SCC = Top 20 Features, MAPE
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= 20.1 ) has been getting lower errors than any other regression models. According to
the results, some features that have been shown in the bar graph have a substantial
effect on the production efficiency in the factory processes which the highest one is
(P1_200_F003_M007.frq.stroem).
One crucial issue is that when the production efficiency calculated by a specific formula,
there are some minus values whereas the result of production efficiency must not be
minus so this issue should be considered. Moreover, The outliers have a negative effect
on the prediction so should be paid special attention till their cause is known as well as
in some cases, outliers should be removed.
6.1 Future Directions
The critical task that is the prediction of the most significant key performance indicator is
done. Production efficiency depends on input raw materials, this part of implementation
can be improved by focus on different types of raw material (fish) to figure out which
Basic Characteristics of fish have more and excellent effect on production efficiency
which this future work can lead to getting the better result of modeling and optimizing
production efficiency.
On the other hand, in this smart factory, there is quality and energy consumption as the
additional key performance indicators. Thus, modeling and predicting output quality and
energy consumption can be implemented by using Machine learning algorithms. Besides,
performing resampling techniques to provide some understanding of which parameters
are highly influential on the output quality as well as energy consumption. By performing
these future works, the most important features can be determined, and these kinds
of information lead to both save money and time in entire processes of the factory.
Eventually, Siemens offers MindSphere that is "the cloud-based, open IoT operating
system that leads to understanding the data by quickly and securely connecting the
products, plants, systems, and machines to the digital world. Thus, the predicted data,
the result of the analysis, and the statistical evaluation of model performance will be
stored on a cloud system.
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