Tropical Eigenvalue Problem and Application by Černe, Nejc
UNIVERZA V LJUBLJANI
FAKULTETA ZA MATEMATIKO IN FIZIKO
Matematika  2. stopnja
Nejc erne
TROPSKI PROBLEM LASTNIH VREDNOSTI IN
UPORABA
Magistrsko delo




Zahvaljujem se mentorju za pomo£ pri pisanju dela. Za spodbudo in podporo med






2 Tropski polkolobar, tropske matrike in usmerjeni gra 2
2.1 Tropske matrike in vektorji . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Gra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Najve£je povpre£je ciklov in tranzitivna zaprtja tropskih matrik . . . 10
3 Lastne vrednosti in lastni vektorji tropskih matrik 15
3.1 Baza podprostora V (A, λ(A)) . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Lastni podvektorji in ireducibilne matrike . . . . . . . . . . . . . . . 22
3.3 Ostale lastne vrednosti in njihovi lastni podprostori . . . . . . . . . . 31
4 Matrike za primerjanje parov 39
4.1 Stroga tranzitivnost . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Lastnosti algoritmov . . . . . . . . . . . . . . . . . . . . . . . . . . . 53






V delu predstavite teorijo lastnih vrednosti in lastnih vektorjev matrik nad tropskim
polkolobarjem. Opi²ite njihovo strukturo in pomen. Predstavite ²e uporabo pri
primerjanju parov alternativ.
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Tropski problem lastnih vrednosti in uporaba
Povzetek
Delo obravnava matrike nad tropskim polkolobarjem. Vpeljan je tropski polkolobar
in matrike nad tropskim polkolobarjem. Vzpostavljena je povezava med tropskimi
matrikami in uteºenimi usmerjenimi gra. Karakterizirane so lastne vrednosti trop-
skih matrik in pripadajo£i lastni podprostori. Pridobljeno znanje se uporabi na
matrikah za primerjanje parov alternativ. Za pridobitev vektorja to£k, ki pripada
alternativam, se obravnava tri metode in njihove lastnosti. Obravnavane metode so
Perronova razvrstitev, Hodgeva razvrstitev in tropska razvrstitev. Izpostavljene so
medsebojne povezave in razlike med metodami.
Tropical Eigenvalue Problem and Application
Abstract
In the thesis matrices over the tropical semiring are studied. The tropical semiring
and matrices over this semiring are introduced. The connection between tropical
matrices and weighted directed graphs is established. Tropical eigenvalues and the
corresponding tropical eigenspaces are characterized. The acquired knowledge is
used on pairwise comparison matrices. To obtain the score vector for the alter-
natives, three methods and their properties are examined. The methods are the
PerronRank, the HodgeRank and the TropicalRank. Connections and dierences
between these methods are highlighted.
Math. Subj. Class. (2010): 15A80, 05C50, 12K10
Klju£ne besede: tropska matrika, tropska lastna vrednost, tropski lastni vektor, ma-
trika za primerjanje parov





Izraz tropski polkolobar se je v matematiki uveljavil ²ele pred nedavnim. e pred
tem so se matematiki ukvarjali s podobnimi problemi, le da so ta podro£ja imeno-
vali analiza idempotentov ali max-plus algebra. Zanimanje za tropski polkolobar
se je za£elo, ko so matematiki ugotovili, da nekateri teºki matemati£ni problemi
postanejo linearni nad tropskim polkolobarjem. Od tedaj so za veliko izrekov, ²e
posebej iz algebrai£ne geometrije, poiskali njihove tropske razli£ice in obratno. Za-
radi splo²nega interesa za tropski polkolobar se je za£el tudi razvoj tropske algebre
in njenih lastnosti. V delu si bomo ogledali tropske matrike in njihove lastne tropske
podprostore, nato pa obravnavali uporabo tropske algebre v praksi pri matrikah za
primerjanje parov.
V prvem razdelku bomo uvedli tropski polkolobar in navedli osnovne lastnosti
tropskih operacij. Nadaljevali bomo s tropskimi matrikami, denirali tropske opera-
cije med matrikami in tudi zanje preverili lastnosti, ki jih od operacij pri£akujemo,
ter lastnosti, ki jih bomo potrebovali v nadaljevanju dela. Po navedbi osnovnih de-
nicij teorije grafov bomo spoznali, da lahko vsaki tropski matriki priredimo uteºen
usmerjen graf in obratno, da lahko vsakem uteºenem usmerjenem grafu priredimo
tropsko matriko. Gra, ki pripadajo matrikam, nam bodo pomagali pri razume-
vanju tropskih matri£nih potenc in tropskega lastnega problema matrik. Spoznali
bomo najve£je povpre£je ciklov grafa.
V drugem razdelku si bomo ogledali lastni problem tropskih matrik. Cilj razdelka
je karakterizirati vse lastne vrednosti tropskih matrik in baze lastnih tropskih pod-
prostorov, ki lastnim vrednostim pripadajo. Pokazali bomo, da je najve£je povpre£je
ciklov grafa najve£ja lastna vrednost vsake tropske matrike. Potem se bomo osredo-
to£ili na bazo lastnega podprostora za najve£jo lastno vrednost matrike, saj bo baza
lastnega podprostora za ostale lastne vrednosti na koncu tega razdelka izpeljana s
pomo£jo te baze. Denirali bomo tudi ireducibilne tropske matrike in dokazali, da je
najve£je povpre£je ciklov grafa njihova edina lastna vrednost ter da so njihovi lastni
vektorji realni. Lastnosti ireducibilnih tropskih matrik bomo namre£ potrebovali v
tretjem razdelku.
V tretjem razdelku bomo spoznali dva tipa matrik za primerjanje parov alter-
nativ  matrike za aditivno primerjanje in matrike za multiplikativno primerjanje.
Denirali bomo tri metode, ki matriki za primerjanje parov priredijo vektor to£k,
t.j., dolo£ijo to£ke za vsako alternativo posebej. Glede na vektor to£k lahko alter-
native razvrstimo. Prvi pristop bo uporabil Perron-Frobeniusov izrek za matrike
s pozitivnimi elementi. Drugi pristop bo najenostavnej²i za izra£un vektorja, saj
zanj potrebujemo le povpre£ja vrstic matrike. Tretji pristop pa bo vektor dolo£il
s pomo£jo tropskega lastnega vektorja matrike. Spoznali bomo strogo tranzitivne
matrike, ki so posebna vrsta matrik za primerjanje parov, ter delovanje algoritmov
prou£ili tudi z vidika aproksimacije matrike za primerjanje s strogo tranzitivno ma-
triko. Navedli bomo dolo£ene limitne lastnosti algoritmov, ki metode med seboj
povezujejo. Za konec bomo dokazali izrek o neujemanju metod, ki pravi, da lahko
za vsaki dve metodi poi²£emo tako matriko, da bosta rezultata metod na matriki
dolo£ala poljubni ordinalni razvrstitvi alternativ.
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2 Tropski polkolobar, tropske matrike in usmerjeni
gra
Razdelek bomo za£eli z uvedbo tropskega polkolobarja in navajanjem osnovnih la-
stnosti tropskih operacij. V prvem podpoglavju bomo nadaljevali s tropskimi matri-
kami in tudi zanje denirali tropske operacije. V drugem podpoglavju bomo za£eli
z osnovnimi denicijami teorije grafov in nato vsaki tropski matriki priredili ute-
ºen usmerjen graf. V zadnjem podpoglavju bomo preverili, kako tropsko mnoºenje
matrik vpliva na pripadajo£e uteºene usmerjene grafe ter uvedli nekaj denicij, ki
jih bomo potrebovali v nadaljevanju dela. V tem razdelku bomo pri denicijah in
oznakah ve£inoma sledili [8] in [4]. Za za£etek lahko deniramo, kak²na algebrai£na
struktura polkolobar sploh je.
Denicija 2.1. Polkolobar zado²£a vsem zahtevam za kolobar, razen zahtevi, da
ima vsak element nasprotni element (inverz za se²tevanje). Mnoºica s se²tevanjem
zado²£a zahtevam za komutativni monoid namesto za Abelovo grupo. Operacijam
dodamo zahtevo, da je nevtralni element za se²tevanje absorpcijski za mnoºenje.
V literaturi so z imenom tropski polkolobar imenovane strukture, ki lahko imajo
razli£ne mnoºice in razli£ne operacije. V delu bomo izbrali mnoºico R = R ∪ {ϵ} in
privzeli naslednji tropski operaciji
x⊕ y = max(x, y),
x⊗ y = x+ y.
Operacijo ⊕ imenujemo tropsko se²tevanje, operacijo ⊗ pa tropsko mnoºenje. Ele-
ment ϵ bo po deniciji nevtralni element za tropsko se²tevanje in zato absorpcijski
za tropsko mnoºenje. V primeru na²ih izbranih operacij, bi lahko ta element ozna£ili
tudi z −∞, ampak bomo oznake poskusili ohraniti £im bolj splo²ne, da bomo po po-
trebi laºje prenesli dokazane izreke v tropske polkolobarje z druga£nimi operacijami.
Na primeru 2.2 vidimo nekaj preprostih izra£unov z operacijo ⊕, na primeru 2.3 pa
nekaj izra£unov z operacijo ⊗.
Primer 2.2. Primeri operacije ⊕ s preprostimi ²tevili
• 7⊕ 7 = max(7, 7) = 7,
• 8⊕−3 = max(8,−3) = 8,
• ϵ⊕−4 = max(ϵ,−4) = −4.
Tropsko se²tevanje je idempotentno, kar je vidno tudi na prvem izra£unu. Nevtralni
element za tropsko se²tevanje je po deniciji ϵ.
Primer 2.3. Primeri operacije ⊗ s preprostimi ²tevili
• 5⊗ 5 = 5 + 5 = 10,
• 6⊗ ϵ = 6 + ϵ = ϵ,
2
• 9⊗ 0 = 9 + 0 = 9.
Nevtralni element za tropsko mnoºenje je 0. Element ϵ pa je po deniciji absorpcijski
element za tropsko mnoºenje.
Ostali pogosti izbiri za tropske operacije sta minimum za operacijo ⊕ na mnoºici
R ali mnoºenje za operacijo ⊗, kjer mnoºico omejimo na nenegativna ²tevila R+. V
primeru minimuma lahko za ϵ vzamemo ∞, v primeru mnoºenja za operacijo ⊗ pa
je ϵ enak 0. Te tri strukture lahko povzamemo v naslednji seznam.
• (R; max,−∞; +, 0)
• (R; min,∞; +, 0)
• (R+; max, 0; ·, 1)
Prva struktura bo analizirana v prvih dveh razdelkih tega dela. Druga in tretja izbira
sta izomorfni na²i izbiri preko funkcij f(x) = −x in g(x) = ln(x). Pri slednjem lahko





kjer je αb neka pozitivna konstanta. Mnoºenje s pozitivno konstanto pa je avtomor-
zem za vse tri strukture tropskega polkolobarja.
Na²tejmo nekaj lastnosti tropskih operacij na izbrani mnoºici. Operacija ⊕ ima
vse o£itne lastnosti maksimuma, mnoºici pa smo dodali element, ki je njen nevtralni
element. Lastnosti operacije lahko za x, y ∈ R na hitro povzamemo v naslednji
seznam
• je idempotentna: x⊕ x = max(x, x) = x,
• je komutativna: x⊕ y = max(x, y) = max(y, x) = y ⊕ x,
• je asociativna: x⊕ (y ⊕ z) = (x⊕ y)⊕ z,
• ima nevtralni element ϵ: x⊕ ϵ = x = ϵ⊕ x,
• £e je x ̸= ϵ, potem x nima nasprotnega elementa: x⊕ y ̸= ϵ.
Operacija ⊗ ima vse lastnosti obi£ajnega se²tevanja, njen absorpcijski element pa je
nevtralni element ϵ za ⊕. Njene lastnosti lahko za x, y ∈ R povzamemo z naslednjim
seznamom
• je komutativna: x⊗ y = x+ y = y + x = y ⊗ x,
• je asociativna: x⊗ (y ⊗ z) = (x⊗ y)⊗ z,
• ima nevtralni element 0: x⊗ 0 = x = 0⊗ x,
• ima absorpcijski element ϵ: x⊗ ϵ = ϵ = ϵ⊗ x,
• ima inverzni element: x−1 = −x, £e x ̸= ϵ.
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Operaciji povezuje distributivnost
x⊗ (y ⊕ z) = x+max(y, z) = max(x+ y, x+ z) = (x⊗ y)⊕ (x⊗ z).
S tem smo pokazali, da mnoºica R z operacijama ⊕ in ⊗ zado²£a vsem zahtevam
za kolobar, razen zahtevi, da ima vsak element nasprotni element za ⊕. Dobljeno
strukturo imenujemo tropski polkolobar (R,⊕,⊗). Uvedemo lahko naslednje oznake,
ki jih bomo uporabljali v nadaljevanju
n⨁︂
k=1
xk := x1 ⊕ x2 ⊕ · · · ⊕ xn,
−x := x−1,
xn := x⊗ x⊗ · · · ⊗ x,
kjer xn ozna£uje tropski produkt z n faktorji. Po deniciji operacije ⊗ je enostavno
videti, da za q ∈ Q velja
xq = qx,
kjer je na desni strani uporabljeno navadno mnoºenje. Ko i²£emo k-ti tropski
koren, nas namre£ zanima, kateri element mnoºice moramo k-krat tropsko zmnoºiti
samega s seboj, da dobimo prvotni element. Kot zanimivost lahko omenimo, da za
x, y ∈ R in n ∈ N veljajo t.i. bru£eve sanje
(x⊕ y)n = nmax(x, y) = max(nx, ny) = xn ⊕ yn.
Na primeru 2.4 pa si lahko ogledamo dve preprosti ena£bi v tropskem polkolobarju
in njune re²itve.
Primer 2.4. Oglejmo si naslednjo ena£bo z operacijo ⊕
x⊕ 2 = 2.
Re²itve ena£be so x ≤ 2. Podobno lahko pogledamo primer ena£be z operacijo ⊗
x⊗ 2 = 2.
Re²itev te ena£be je le x = 0.
Urejenost mnoºice R raz²irimo na R z uvedbo ϵ < x za vsak x ∈ R.
2.1 Tropske matrike in vektorji
V tem poglavju bomo uvedli tropske matrike, denirali tropske operacije med matri-
kami in navedli nekaj njihovih lastnosti. Na koncu poglavja bomo denirali tropske
linearne kombinacije in kdaj so tropski vektorji odvisni. Z Rm×n bomo ozna£ili mno-
ºico m × n matrik z elementi iz R. Elemente matrike A ∈ Rm×n bomo ozna£ili z
aij. Z a·j = (aij)mi=1 bomo ozna£ili j-ti stolpec matrike A, z ai· = (aij)
n
j=1 pa i-to
vrstico matrike A. Vektor x ∈ Rn bomo gledali kot enostolpi£no matriko in njegove
elemente ozna£ili z xi. Rekli bomo, da sta vektor v ali matrika A realna, £e so vsi
njuni elementi razli£ni od ϵ. Operacije med vektorji in matrikami deniramo na
slede£ na£in.
4
• Za matriki A,B ∈ Rm×n deniramo (A⊕ B) ∈ Rm×n po komponentah
(A⊕ B)ij = aij ⊕ bij.
• Za matriki A ∈ Rm×n in B ∈ Rn×k deniramo (A ⊗ B) ∈ Rm×k podobno kot
obi£ajno mnoºenje matrik




• Za matriko A ∈ Rm×n in skalar α ∈ R deniramo mnoºenje s skalarjem (α ⊗
A) ∈ Rm×n po komponentah
(α⊗ A)ij = α⊗ aij.
Za operaciji velja asociativnost in distributivnost. Na primeru 2.5 si oglejmo tropsko































Z ϵ bomo ozna£ili vektor ali matriko, ki ima vse elemente enake ϵ. Z I pa matriko,
ki ima na diagonali 0 in izven diagonale ϵ. Preverimo lahko, da je matrika ϵ nevtralni
element za ⊕ in absorpcijski element za ⊗, matrika I pa nevtralni element za ⊗.

















max(1, ϵ) max(−1, ϵ)







Na primeru 2.7 pa hitro preverimo, da tako kot obi£ajno matri£no mnoºenje tudi












max(2, 0) max(0, 5)


















max(2, 2) max(3, 3)







Neenakosti bomo iz elementov raz²irili na matrike in vektorje po komponentah.
To pomeni, da za dve matriki ujemajo£ih dimenzij velja A ≤ B, £e je aij ≤ bij za
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vse i in j. Navedimo naslednjo lastnost iz [8, lema 1.1.1], ker jo bomo potrebovali
kasneje. Za poljubne matrike A ∈ Rm×n in B,C ∈ Rn×k velja
B ≤ C ⇒ A⊗ B ≤ A⊗ C.
Lastnost velja, ker iz B ≤ C sledi B ⊕ C = C in po distributivnosti
A⊗ (B ⊕ C) = (A⊗ B)⊕ (A⊗ C) = A⊗ C.
Po drugi enakosti pa sledi A ⊗ B ≤ A ⊗ C. V delu bomo to lastnost predvsem
potrebovali za mnoºenje matrike A z vektorji, zato lastnost ²e enkrat zapi²imo in
matriki B in C zamenjajmo z vektorjema x, y ∈ Rn
y ≤ x ⇒ A⊗ y ≤ A⊗ x. (2.1)
Posebna skupina matrik so permutacijske matrike. V tropski algebri so to matrike,
ki imajo v vsaki vrstici in vsakem stolpcu natanko en element enak 0, ostale pa ϵ.
Dobimo jih lahko torej s premutacijo vrstic in stolpcev matrike I.
Lema 2.8. Permutacijske matrike so obrnljive.
Dokaz. Inverz permutacijske matrike P ∈ Rn×n je kar njena transponiranka P T , saj
je
(P ⊗ P T )ij = pi· ⊗ pT·j = pi· ⊗ (pj·)T =
{︄
0, £e i = j,
ϵ, sicer,
in zato velja P ⊗ P T = I. Podobno preverimo tudi P T ⊗ P = I.
Po [8, izrek 1.1.3] lahko dokaºemo tudi naslednji izrek, ki natanko dolo£i, katere
tropske matrike so obrnljive. V delu tega ne bomo potrebovali, ampak izrek in dokaz
vseeno zapi²emo, ker gre za zanimivo lastnost tropske algebre. Tropsko matriko, ki
ima realne elemente natanko na diagonali, bomo imenovali diagonalna matrika. Za
tropsko matrikoA bomo zA− ozna£ili tropsko matriko, ki ima elemente (a−)ij = a−1ji ,
£e inverz obstaja, oziroma (a−)ij = ϵ, £e je aji = ϵ.
Izrek 2.9. Za matriko A ∈ Rn×n obstaja taka matrika B ∈ Rn×n, da velja
A⊗ B = B ⊗ A = I,
natanko tedaj, ko je A = P ⊗D, kjer je D diagonalna in P permutacijska matrika.
Dokaz. e je A = P ⊗ D, potem je B = D− ⊗ P T njen inverz, saj za diagonalno
matriko enostavno preverimo, da je
D ⊗D− = D− ⊗D = I,
za permutacijsko matriko P pa ºe iz leme 2.8 vemo, da je P T njen inverz. e sedaj
predpostavimo, da velja A⊗ B = B ⊗ A = I oziroma
ai· ⊗ b·j = bi· ⊗ a·j =
{︄
0, £e i = j,
ϵ, sicer,
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potem za vsak i obstaja r, da je air ⊗ bri = 0. Torej sta air in bri realna. e bi
obstajal ²e kak l ̸= r, za katerega ail ∈ R, bi veljalo
br· ⊗ a·l ≥ bri ⊗ ail > ϵ,
kar je v nasprotju s predpostavko. Matrika A ima torej v vsaki vrstici natanko
en element razli£en od ϵ. Na enak na£in lahko to lastnost pokaºemo ²e za stolpce.
Tedaj mora biti A oblike P⊗D za neko permutacijsko matriko P in neko diagonalno
matriko D.
V nadaljevanju se bomo omejili na kvadratne matrike in vektorje pripadajo£ih
dimenzij. Ker bomo gledali lastne podprostore tropskih matrik, moramo denirati,
kak²ne so tropske linearne kombinacije vektorjev in kaj pomeni, da so tropski vektorji
linearno neodvisni. Pri tem sledimo [8, poglavje 3.3], [23, poglavje 2.1] in [2, poglavje
2]. Pravimo, da je vektor v tropska linearna kombinacija vektorjev iz mnoºice S ⊆




αx ⊗ x, αx ∈ R,
kjer je le kon£no ²tevilo koecientov αx razli£nih od ϵ. Mnoºico vseh tropskih linear-
nih kombinacij mnoºice S ozna£imo z Lin(S) in imenujemo tropski podprostor , ki ga
razpenja S. Mnoºica vektorjev S ⊆ Rn je tropsko linearno odvisna, £e obstaja vektor
y ∈ S, ki ga lahko zapi²emo kot tropsko linearno kombinacijo preostalih vektorjev
iz S \ {y}. e mnoºica ni odvisna, je neodvisna. e je mnoºica S ⊆ Rn linearno
neodvisna in je V = Lin(S), potem ji pravimo baza tropskega podprostora V . e
v primeru 2.10 vidimo, kako lahko s pomo£jo primera iz [10, izrek 16-4] poi²£emo
neskon£no mnoºico tropsko neodvisnih vektorjev dimnezije 3.




⎤⎦ in S = {yi| i ∈ N}.
Recimo, da lahko element mnoºice yi ∈ S zapi²emo kot tropsko linearno kombinacijo




αj ⊗ yj, αj ∈ R.
Da na prvi koordinati maksimuma na desni strani dobimo vrednost 0, mora biti za






Ker k ̸= i, mora veljati i > k in −i > −k, kar je protislovje. Mnoºica S je zato
tropsko linearno neodvisna. Za vi²je dimenzije bi lahko vektorjem yi dodali poljubne
elemente in bi S ostala linearno neodvisna.
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Opomba 2.11. V nekaterih virih (npr. [2] in [23]) je neodvisnost, ki smo jo denirali,
imenovana ²ibka neodvisnost in mnoºica S, ki zado²£a omenjenim lastnostim, ²ibka
baza. Za razliko od obi£ajne linearne algebre, kjer so denicije odvisnosti vektorjev
med seboj ekvivaletne, so pri tropski algebri med denicijami odvisnosti razlike.
Drug na£in za denicijo odvisnosti vektorjev mnoºice S je, da lahko poi²£emo kon£ni
podmnoºici vektorjev J in K z lastnostjo J ∩K = ∅, da velja⨁︂
xj∈J
αj ⊗ xj =
⨁︂
xk∈K
αk ⊗ xk, αi ∈ R,















e je mnoºica odvisna glede na na²o denicijo, potem je odvisna tudi po tej deniciji.
Druga£e povedano, £e je mnoºica neodvisna glede na to denicijo, je neodvisna tudi
glede na na²o oziroma ²ibko neodvisnost.
V delu se bomo omejili kar na na²o prvotno denicijo odvisnosti, torej ²ibko odvi-
snost in ²ibko neodvisnost, ter poiskali ²ibke baze podprostorov. Za tropsko matriko
A bomo z Lin(A) ozna£ili mnoºico vseh tropskih linearnih kombinacij stolpcev ma-
trike A oziroma njeno zalogo vrednosti. Analogno standardnim baznim vektorjem
iz obi£ajne algebre deniramo vektorje ei z elementi
eij =
{︄
0, £e i = j,
ϵ, sicer.
Enostavno se preveri, da je mnoºica {ei| i = 1, . . . , n} baza prostora Rn. Pravimo
ji tropska standardna baza. Podobno kot pri obi£ajnih vektorjih lahko vsak vektor






Kot je omenjeno v [25, poglavje 1.4] so mnoºice, ki jih dobimo iz tropskih linearnih
kombinacij realnih vektorjev, zaprte za tropsko mnoºenje s skalarjem in jih lahko
opazujemo tudi kot podmnoºice tropskega projektivnega prostora
TPn−1 = Rn/R⊗ (0, . . . , 0)T = Rn/R(1, . . . , 1)T ,
kjer je v zadnjem izrazu uporabljeno navadno mnoºenje. Lahko jih tudi vizualno
predstavimo. To naredimo tako, da se npr. omejimo na vektorje, ki imajo prvo koor-
dinato enako 0. Tako tropski podprostor iz Rn nari²emo v Rn−1, kot je predstavljeno
v [17, poglavje 2.2]. Pri tem ne moremo prikazati vektorja ϵ.
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2.2 Gra
V tem poglavju bomo uvedli osnovne denicije iz teorije grafov, uteºene usmerjene
grafe povezali s tropskimi matrikami in na koncu uvedli nekaj denicij, ki jih bomo
potrebovali v nadaljevanju. Za£nimo kar z denicijo usmerjenega grafa.
Denicija 2.12. Usmerjen graf (digraf) G je par (V,E), kjer je V ̸= ∅ kon£na
mnoºica vozli²£ in E ⊆ V ×V mnoºica povezav. Uteºen usmerjen graf G = (V,E,w)
je usmerjen graf G = (V,E) skupaj z uteºno funkcijo w : E → R. Graf G′ = (V ′, E ′)
je podgraf grafa G = (V,E), £e je V ′ ⊆ V in E ′ ⊆ E.
Vsaki tropski matriki A ∈ Rn×n lahko priredimo uteºen usmerjen graf G(A) =
(V,E,w) z n vozli²£i. Mnoºico povezav deniramo kot E = {(j, i); aij ̸= ϵ} in uteº
povezave e = (j, i) kot w(e) = aij. Podobno lahko iz uteºenega usmerjenega grafa
G = (V,E,w) deniramo tropsko matriko.
Denicija 2.13. Sprehod v grafu G je zaporedje vozli²£ π = (v0, v1, . . . , vp), kjer je
(vi, vi+1) ∈ E za i = 0, . . . , p− 1. Sprehod je pot , £e se nobeno vozli²£e ne ponovi.
Za sprehod π deniramo dolºino sprehoda l(π) kot ²tevilo povezav v sprehodu in






Denicija 2.14. Sklenjen sprehod σ = (v0, v1, . . . , v0) dolºine vsaj 1 je obhod (v0 =
vp). Obhod je cikel , £e so vozli²£a v0, v1, . . ., vp−1 razli£na.
Sprehod ima lahko dolºino 0 in vsebuje le eno vozli²£e, a ta sprehod ni cikel.
Primer 2.15. Za cikel σ = (v0, v1, . . . , vk−1, v0) na grafu, ki ga dolo£a A, velja
w(σ) = av1v0 + av2v1 + · · ·+ av0vk−1 , l(σ) = k, µ(σ) =
av1v0 + av2v1 + · · ·+ av0vk−1
k
.
Denicija 2.16. Usmerjen graf je krepko povezan, £e je vsak par vozli²£ povezan s
potjo. Podgraf G′ grafa G je krepko povezana komponenta grafa G, £e je maksimalni
krepko povezani podgraf glede na vsebovanost.
Ker ²tejemo tudi poti dolºine 0, je vozli²£e brez povezav krepko povezan graf.
Na primeru 2.17 vidimo uporabo novih denicij za uteºen usmerjen graf na sliki 1.
Primer 2.17. Za usmerjen graf na sliki 1 velja
V = {1, 2, 3}, E = {(1, 2), (2, 1), (2, 3), (3, 3)}.
Uteºna funkcija je denirana w(1, 2) = 3, w(2, 1) = 2, w(2, 3) = 1 in w(3, 3) = 1.
Grafu lahko priredimo tropsko matriko
A =
⎡⎣ϵ 2 ϵ3 ϵ ϵ
ϵ 1 1
⎤⎦ .
Graf ni krepko povezan. Mnoºici vozli²£ krepko povezanih komponent grafa sta
{1, 2} in {3}. Za primer izra£unamo uteºi, dolºini in povpre£ji sprehoda π in cikla
σ
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Slika 1: Uteºen usmerjen graf.
• π = (1, 2, 1, 2, 3, 3), w(π) = 10, l(π) = 5 in µ(π) = 10
5
= 2,
• σ = (2, 1, 2), w(σ) = 5, l(σ) = 2 in µ(σ) = 5
2
.
2.3 Najve£je povpre£je ciklov in tranzitivna zaprtja tropskih
matrik
V tem poglavju si bomo pogledali, kako mnoºenje matrik vpliva na usmerjene grafe,
ki jim pripadajo, kaj so tranzitivna zaprtja tropskih matrik in kaj najve£je povpre£je






Za vsak k vzamemo vsoto uteºi povezave (j, k) v grafu G(B) in uteºi povezave (k, i)
v grafu G(A), ter povezavi (j, i) v grafu G(A⊗B) kot uteº dodelimo maksimum teh
vsot.
Poseben primer mnoºenja je mnoºenje s permutacijsko matriko z ene in njenim
inverzom z druge strani. Recimo, da imamo A,P ∈ Rn×n, kjer je P permutacijska
matrika. Potem ima graf, ki pripada matriki P ⊗ A ⊗ P T , enake uteºi kot graf, ki
pripada matriki A, le da smo pre²tevil£ili oziroma preimenovali vozli²£a. Recimo, da
je v i-ti vrstici matrike P element pik = 0, v j-ti vrstici pa element pjl = 0. Potem
za element produkta P ⊗ A⊗ P T velja
(P ⊗ A⊗ P T )ij = pi· ⊗ (A⊗ pT·j) = ak· ⊗ pT·j = ak· ⊗ (pj·)T = akl,
kar pomeni, da smo najprej z matriko P T vozli²£e j preslikali v l in vozli²£e i v k,
upo²tevali povezavo akl in nato z matriko P vozli²£i preslikali nazaj. V primeru 2.18
vidimo to na konkretni matriki.
Primer 2.18. Na grafu matrike A iz primera 2.17 lahko preimenujemo vozli²£e 3 v
vozli²£e 1, vozli²£e 1 v vozli²£e 2 in vozli²£e 2 v vozli²£e 3. Da dobimo matriko, ki
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pripada novem grafu, moramo A mnoºiti s permutacijsko matriko P z leve in P T z
desne. Za elemente matrike P velja p13 = 0, p21 = 0 in p32 = 0.⎡⎣ϵ ϵ 00 ϵ ϵ
ϵ 0 ϵ
⎤⎦⊗
⎡⎣ϵ 2 ϵ3 ϵ ϵ
ϵ 1 1
⎤⎦⊗
⎡⎣ϵ 0 ϵϵ ϵ 0
0 ϵ ϵ
⎤⎦ =
⎡⎣ϵ ϵ 00 ϵ ϵ
ϵ 0 ϵ
⎤⎦⊗
⎡⎣ϵ ϵ 2ϵ 3 ϵ
1 ϵ 1
⎤⎦ =
⎡⎣1 ϵ 1ϵ ϵ 2
ϵ 3 ϵ
⎤⎦
To znanje bomo uporabili pri karakterizaciji ene od naslednjih dveh vrst matrik.
Denicija 2.19. Matrika A ∈ Rn×n je ireducibilna, £e je njen pripadajo£ uteºen
usmerjen graf krepko povezan. Matrika je reducibilna, £e ni ireducibilna.
Zgornji pogoj za ireducibilne matrike je ekvivalenten temu, da vozli²£ grafa G(A)
ne moremo preimenovati tako, da bi bila A blo£no zgornje/spodnje trikotna. Re-
ducibilno matriko lahko namre£ preoblikujemo v Frobeniusovo normalno obliko. To
pomeni, da permutiramo vrstice in stolpce (oziroma preimenujemo vozli²£a) tako,
da dobimo matriko oblike ⎡⎢⎢⎢⎣
A11 ϵ · · · ϵ
A21 A22 · · · ϵ
...
... . . .
...
Ar1 Ar2 · · · Arr
⎤⎥⎥⎥⎦ ,
kjer so A11, A22, . . ., Arr ireducibilne kvadratne podmatrike. Nekatere teh matrik
so lahko 1 × 1 matrike z elementom ϵ, ki jih tudi ²tejemo med ireducibilne, saj je
graf z enim vozli²£em vedno krepko povezan. Graf, ki pripada reducibilni matriki,
ima ve£ krepko povezanih komponent, diagonalni bloki v Frobeniusovi normalni
obliki pa pripadajo ravno krepko povezanim komponentam grafa, saj so to krepko
povezani podgra. ZNs bomo ozna£ili mnoºico vozli²£, ki pripadajo krepko povezani
komponenti Ass. Krepko povezane komponente lahko uredimo tako, da bo za s < p
veljalo, da ne obstaja poti od vozli²£a iz Np do vozli²£a iz Ns. Med dvema krepko
povezanima komponentama namre£ lahko obstaja pot le v eno smer, saj bi sicer
dobili ve£jo krepko povezano komponento grafa. e obstaja pot od vozli²£a iz Ns
do vozli²£a iz Np, potem obstaja pot od vsakega vozli²£a iz Ns do vsakega vozli²£a
iz Np. Za bolj²e razumevanje si oglejmo primer 2.20.
Primer 2.20. Spomnimo se matrike A iz primera 2.17.
A =
⎡⎣ϵ 2 ϵ3 ϵ ϵ
ϵ 1 1
⎤⎦ = [︃A11 ϵ
A21 A22
]︃




















Mnoºici vozli²£ krepko povezanih komponent sta N1 = {1, 2} in N2 = {3}.
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Opomba 2.21. Tudi obi£ajnim matrikam lahko priredimo uteºene usmerjene grafe.
En moºen na£in je, da povezava od i do j obstaja in ima uteº aji, £e je ta element
matrike neni£eln. Tedaj lahko denicijo ireducibilnosti raz²irimo tudi na obi£ajne
matrike. e je matrika reducibilna, jo lahko z mnoºenjem s permutacijskimi matri-
kami preoblikujemo v Frobeniusovo normalno obliko, t.j., zgornje ali spodnje blo£no
trikotno matriko, ki ima po diagonali ireducibilne bloke.
Drug poseben primer mnoºenja matrik je mnoºenje matrike same s seboj oziroma






Dobimo torej maksimum uteºi sprehodov dolºine dve, ki se za£nejo v j in kon£ajo v
i. e je akj enak ϵ in povezava od j do k ne obstaja, potem je tudi aik ⊗ akj enako
ϵ in sprehod dolºine dve skozi vozli²£e k ne obstaja. Elementi matrike A na neko
potenco (Ak)ij so maksimumi uteºi sprehodov dolºine k, ki se za£nejo v j in kon£ajo
v i. To lahko znova preverimo na konkretnem primeru 2.22.
Primer 2.22. Znova se vrnimo k matriki, ki pripada grafu na sliki 1 in izra£unajmo
njene potence.
A =
⎡⎣ϵ 2 ϵ3 ϵ ϵ
ϵ 1 1
⎤⎦ , A2 =
⎡⎣5 ϵ ϵϵ 5 ϵ
4 2 2
⎤⎦ , A3 =
⎡⎣ϵ 7 ϵ8 ϵ ϵ
5 6 3
⎤⎦ , A4 =
⎡⎣10 ϵ ϵϵ 10 ϵ
9 7 4
⎤⎦
Enostavno lahko preverimo, da smo za elemente matrike A4 dobili uteºi najteºjega
sprehoda dolºine 4 med dvema vozli²£ema na grafu G(A).
e bi za matriko A opazovali A ⊕ A2 ⊕ A3 ⊕ A4, bi dobili matriko, ki ima za
elemente uteºi najteºjega sprehoda dolºine 1, 2, 3 ali 4 med dvema vozli²£ema na
grafu G(A). Elementi te matrike so razli£ni od ϵ, £e med pripadajo£ima vozli²£ema
na grafu obstaja sprehod dolºine med 1 in 4. Za matriko A ∈ Rn×n lahko deniramo
naslednji vrsti oziroma tranzitivni zaprtji
A+ = A⊕ A2 ⊕ A3 ⊕ · · · ,
A∗ = I ⊕ A⊕ A2 ⊕ A3 ⊕ · · · .
Prvo imenujemo ²ibko tranzitivno zaprtje, drugo pa krepko tranzitivno zaprtje. O£i-
tno veljata povezavi
A+ = A⊗ A∗ in A∗ = I ⊕ A+.
Elementi (A+)ij, £e matrika obstaja, so uteºi najteºjega sprehoda dolºine vsaj 1 od
j do i na grafu G(A). e v grafu G(A) obstaja cikel s pozitivno uteºjo, potem lahko
uteº sprehoda med vozli²£i na ciklu poljubno ve£amo, £e sprehodu dodajamo cikel.
Tedaj matrika A+ ne obstaja. e pa imajo vsi cikli v grafu G(A) uteº enako ali
manj²o od 0, potem A+ obstaja in velja
A+ = A⊕ A2 ⊕ A3 ⊕ · · · ⊕ An,
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saj bo vsak sprehod dolºine ve£ kot n vseboval cikel in bo zato uteº sprehoda enaka
ali manj²a uteºi sprehoda brez tega cikla. e graf G(A) nima ciklov, potem matriki
A+ in A∗ obstajata, saj so uteºi vseh sprehodov omejene, in formula tudi velja.




kjer je C(G(A)) mnoºica vseh ciklov na grafu G(A).
e pripadajo£ graf matrike A ne vsebuje ciklov, je λ(A) = ϵ. Ker je vsak obhod
sestavljen iz ciklov, lahko preverimo, da bi dobili enak maksimum, £e bi gledali














saj je povpre£je vsakega cikla µ(σi) ≤ λ(A) in zato uteº vsakega cikla
w(σi) ≤ l(σi)λ(A).
Poleg te lastnosti bomo po [8, str. 18-19] navedli tudi naslednjo lemo.
Lema 2.24. Za vsak α ∈ R velja λ(α⊗ A) = α⊗ λ(A).
Dokaz. Graf G(α⊗A) ima vse uteºi za natanko α ve£je od uteºi grafa G(A). O£itno
za vsak cikel σA na grafu G(A) obstaja cikel σα⊗A z istimi povezavami na grafu








Ker je maksimum povpre£ij ciklov na obeh grah doseºen na ciklu z istimi poveza-
vami, mora veljati
λ(α⊗ A) = α⊗ λ(A).
Vemo, da matriki A+ in A∗ obstajata, £e imajo vsi cikli v G(A) uteº manj²o
ali enako 0. To je ekvivalentno temu, da imajo vsi cikli v G(A) povpre£je manj²e
ali enako 0, torej temu, da je λ(A) ≤ 0. Za matrike z lastnostjo λ(A) ̸= ϵ lahko
deniramo matriko ˜︁A = (λ(A))−1 ⊗ A. Po lemi 2.24 velja
λ( ˜︁A) = (−λ(A))⊗ λ(A) = 0
in zato matriki ˜︁A+ in ˜︁A∗ obstajata. e je λ(A) enako 0, sta matriki A in ˜︁A enaki.
Kot smo ºe pokazali, veljata enakosti˜︁A+ = ˜︁A⊕ ˜︁A2 ⊕ ˜︁A3 ⊕ · · · ⊕ ˜︁An,˜︁A∗ = I ⊕ ˜︁A⊕ ˜︁A2 ⊕ ˜︁A3 ⊕ · · · ⊕ ˜︁An,
saj je ˜︁Ak ≤ ˜︁A ⊕ ˜︁A2 ⊕ ˜︁A3 ⊕ . . . ⊕ ˜︁An za k ≥ 1. Pridobljeno znanje lahko znova
uporabimo na matriki, ki pripada grafu na sliki 1. To vidimo na primeru 2.25.
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Slika 2: Uteºen usmerjen graf, ki pripada matriki ˜︁A.
Primer 2.25. Za matriko
A =
⎡⎣ϵ 2 ϵ3 ϵ ϵ
ϵ 1 1
⎤⎦
velja λ(A) = 5
2
. To je o£itno ºe iz grafa G(A) na sliki 1, saj vsebuje samo dva cikla.
Prvi je σ = (2, 1, 2). Za ta cikel velja




kar smo navedli ºe v primeru 2.17. Drugi cikel je cikel dolºine 1, ki vsebuje vozli²£e
3 in ima povpre£je 1. Cikel σ torej doseºe maksimalno povpre£je med cikli. Za
matriko A matriki A+ in A∗ ne obstajata, ker je λ(A) > 0. Zato deniramo matriko˜︁A = (−5
2
) ⊗ A, za katero velja λ( ˜︁A) = 0. Zanjo matriki ˜︁A+ in ˜︁A∗ obstajata.









⎤⎦ , ˜︁A2 =
⎡⎣ 0 ϵ ϵϵ 0 ϵ
−1 −3 −3
⎤⎦ , ˜︁A3 =










Iz znanih enakosti potem enostavno dobimo ˜︁A+ = ˜︁A ⊕ ˜︁A2 ⊕ ˜︁A3 in ˜︁A∗ = I ⊕ ˜︁A+
oziroma
˜︁A+ =







⎤⎦ , ˜︁A∗ =







Graf, ki pripada matriki ˜︁A, vidimo na sliki 2.
Ciklom, ki imajo maksimalno povpre£je, pravimo kriti£ni cikli. Njihovim vozli-
²£em pravimo kriti£na vozli²£a. Mnoºico kriti£nih vozli²£ bomo ozna£ili z NC(A).
Podgrafu, ki ga ta vozli²£a razpenjajo skupaj s povezavami kriti£nih ciklov, pa kri-
ti£ni podgraf.
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Za konec poglavja si oglejmo, kako za splo²no matriko izra£unamo λ(A). Za
izra£un λ(A) obstaja ve£ algoritmov, ki so razli£no u£inkoviti [8, str. 19-20]. Nas
sama u£inkovitost ne zanima, ampak le princip, kako λ(A) poi²£emo. Kot vemo,
so diagonalni elementi akii matrike A
k uteºi najteºjega sprehoda od i do i dolºine
k. To je torej uteº najteºjega obhoda dolºine k, ki i vsebuje. Diagonalne elemente
matrike Ak lahko delimo s k in s tem dobimo povpre£ja najteºjih obhodov dolºine
k. Za vsak k od 1 do n lahko iz matrike Ak razberemo najve£je povpre£je obhodov








e graf vsebuje kriti£ni cikel dolºine k, potem vemo, da bo uteº tega cikla ve£ja
ali enaka uteºem vseh obhodov dolºine k. Zato bo njegova uteº vsebovana med
diagonalnimi elementi matrike Ak. Po [8, str. 20] se ta formula imenuje Voroboyeva
formula in je ena prvih metod za izra£un λ(A). Obstaja ²e veliko drugih metod, ki
so £asovno dosti u£inkovitej²e, a se v to ne bomo spu²£ali.
V nadaljevanju bomo pri tropskem mnoºenju ob£asno izpustili oznako ⊗, da
bodo formule bolj pregledne. e bomo v ena£bi uporabili navadno mnoºenje,
bomo to posebej omenili.
3 Lastne vrednosti in lastni vektorji tropskih ma-
trik
V tem razdelku si bomo ogledali problem lastnih vrednosti tropskih matrik. Poi-
skali bomo vse tropske lastne vrednosti in njihove pripadajo£e lastne podprostore.
Za£eli bomo s splo²nimi lastnostmi lastnih vrednosti tropskih matrik. V prvem pod-
poglavju se bomo omejili na lastni podprostor za najve£jo lastno vrednost. Baza
tega podprostora nam bo pomagala pri dolo£anju baze podprostorov za ostale lastne
vrednosti. V drugem podpoglavju bomo denirali lastne podvektorje in nato re²ili
lastni problem za ireducibilne matrike. V tretjem podpoglavju bomo poiskali lastne
vrednosti reducibilnih matrik in baze za njihove pripadajo£e lastne podprostore.
Sledili bomo predvsem [8, 4. poglavje], nekaj izsledkov pa bo tudi iz [4, poglavje
3.2], [5] in [23, poglavje 3.1].
Za£nemo lahko kar z uvedbo problema lastnih vrednosti za tropske matrike. Za
matriko A ∈ Rn×n i²£emo tak skalar λ ∈ R in vektor x ∈ Rn \ {ϵ}, da velja
Ax = λx.





Mnoºico lastnih vrednosti matrike A bomo ozna£ili z Λ(A). Mnoºico lastnih vek-
torjev, ki pripadajo lastni vrednosti λ ∈ Λ(A), skupaj z elementom ϵ pa z V (A, λ).
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Mnoºico vseh lastnih vektorjev skupaj z elementom ϵ bomo ozna£ili z V (A). Za
za£etek dokaºimo nekaj osnovnih lastnosti mnoºic Λ(A) in V (A, λ) po [8, trditev
4.1.1].
Lema 3.1. Za tropsko matriko A ∈ Rn×n, permutacijsko matriko P ∈ Rn×n, λ ∈
Λ(A) in realen skalar α ∈ R veljajo naslednje lastnosti:
1. V (A, λ) je zaprta za tropske linearne kombinacije.
2. V (A, λ) = V (αA, αλ),
3. Za ˜︁A = (−λ(A))⊗ A velja V (A, λ(A)) ⊆ V ( ˜︁A+, 0) ∩ V ( ˜︁A∗, 0),
4. Za B = PAP−1 velja v ∈ V (A, λ) ⇔ Pv ∈ V (B, λ).




αxx ̸= ϵ, αx ∈ R,








2. Enakost Ax = λx velja natanko tedaj, ko velja αAx = αλx, ker ima α ∈ R
inverz.
3. Po drugi to£ki za x ∈ V (A, λ(A)) = V ( ˜︁A, 0) velja ˜︁Ax = x. Potem je
˜︁A+x = ( ˜︁A⊕ ˜︁A2 ⊕ ˜︁A3 ⊕ . . .⊕ ˜︁An)x = x in ˜︁A∗x = (I ⊕ ˜︁A+)x = x.
4. e je Ax = λx, je
B(Px) = PAP−1(Px) = PAx = λPx.
e pa je B(Px) = λPx, potem je PAx = λPx in ker je P obrnljiva, je
Ax = λx.
O£itno za λ ̸= ϵ velja V (A, λ) ⊆ Lin(A), ker je vsak lastni vektor matrike A v
njeni zalogi vrednosti. V nadaljevanju se bomo omejili na matrike z λ(A) = ϵ ali
λ(A) = 0, saj lahko za matriko z λ(A) > ϵ deniramo ˜︁A, ki ima lastne vrednosti
zamaknjene za λ(A) in iste lastne vektorje kot A. Pri reducibilnih matrikah se bomo
lahko omejili na matrike v Frobeniusovi normalni obliki, saj lahko z mnoºenjem s
permutacijskimi matrikami vsako reducibilno matriko pretvorimo v matriko v Fro-
beniusovi normalni obliki. Pri tem ohranimo lastne vrednosti in le permutiramo
lastne vektorje. Po [8, lema 4.2.1] bomo dokazali naslednjo trditev, ki karakterizira
matrike z lastno vrednostjo ϵ in pripadajo£e lastne vektorje.
Trditev 3.2. Matrika A ima lastno vrednost ϵ natanko tedaj, ko ima kak stolpec enak
ϵ. Lastni vektorji za lastno vrednost ϵ so natanko vektorji, ki imajo ϵ na indeksih j,
za katere stolpec a·j ̸= ϵ.
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e ºelimo, da enakost velja za vsak i, potem morajo biti vsi faktorji aikxk = ϵ za
vsak i in vsak k. e je en stolpec a·j ̸= ϵ, potem mora biti xj = ϵ. V primeru, da
so vsi stolpci matrike A razli£ni od ϵ, potem ϵ ne more biti lastna vrednost matrike
A. e pa je a·j = ϵ, potem je xj lahko poljuben. Enakost torej velja natanko za
vektorje iz trdtive.
Za vsak stolpec a·i matrike A, ki je enak ϵ, lahko vzamemo ei za lastni vektor za
lastno vrednost ϵ. Vemo, da so ti vektorji med sabo tropsko linearno neodvisni, po
trditvi 3.2 pa tudi razpenjajo lastni podprostor za lastno vrednost ϵ. Tvorijo torej
bazo prostora V (A, ϵ) in velja
V (A, ϵ) = {x ∈ Rn| ∀j : a·j ̸= ϵ ⇒ xj = ϵ} = Lin{ei|Aei = ϵ}.















za poljuben x ∈ R.
Baza lastnega podprostora za lastno vrednost ϵ je kar vektor e1 = (0, ϵ)T .
Z naslednjo trditvijo bomo delno karakterizirali preostale lastne vrednosti trop-
skih matrik. Ideja trditve sledi iz [4, opomba 3.24].
Trditev 3.4. e je λ ∈ Λ(A)\{ϵ}, potem je λ = µ(σλ) za neki cikel σλ ∈ C(G(A)).
Dokaz. Predpostavimo, da velja Ax = λx in izberemo tak indeks i0, da xi0 ̸= ϵ.
Po deniciji je levi del ena£be za vrstico i0 enak (Ax)i0 =
⨁︁n
k=1 ai0k ⊗ xk. Potem
obstaja i1, da je
(Ax)i0 = ai0i1 ⊗ xi1 = λ⊗ xi0
in velja, da sta ai0i1 in xi1 realna, ker je desna stran realna. Tako nadaljujemo
za indeks i1 in dobimo tak indeks i2, da sta ai1i2 in xi2 realna. S ponavljanjem
postopka dobimo zaporedje indeksov, ki se za£nejo ponavljati, saj je vseh indeksov
kon£no mnogo. Naj bo ik prvi indeks, ki je enak nekem prej²njem indeksu il. Dobili
smo cikel σλ = (ik, ik−1, . . . , il) v grafu G(A) in sistem (k − l) enakosti
aik−1ik ⊗ xik = λ⊗ xik−1 ,
aik−2ik−1 ⊗ xik−1 = λ⊗ xik−2 ,
...
ailil+1 ⊗ xil+1 = λ⊗ xil .
Ker je xk = xil in so vsi elementi razli£ni od ϵ, lahko ena£be tropsko zmnoºimo in
pokraj²amo elemente xj. Tako dobimo
w(σλ) = aik−1ik ⊗ aik−2ik−1 ⊗ · · · ⊗ ailil+1 = λ(k−l) = λl(σλ).
e iz ena£be izrazimo λ, dobimo λ = µ(σλ). Torej so realne lastne vrednosti tropskih
matrik vedno povpre£ja vsaj enega cikla v grafu, ki ga matrika dolo£a.
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Po dokazani trditvi sledi, da za vsako lastno vrednost λ ∈ Λ(A) velja λ ≤ λ(A)
in da matrika, ki dolo£a graf brez ciklov, ne more imeti drugih lastnih vrednosti
kot λ(A) = ϵ. Z naslednjo trditvijo pa dokon£no dolo£imo najve£jo lastno vrednost
vsake tropske matrike. Prvi del dokaza sledi po [8, lema 1.5.3], drugi del pa po [4,
izrek 3.23].
Izrek 3.5. Najve£je povpre£je ciklov λ(A) je najve£ja lastna vrednost vsake tropske
matrike A.
Dokaz. Za matrike z λ(A) = ϵ moramo pokazati, da imajo vsaj en stolpec enak ϵ,
saj potem po trditvi 3.4 vemo, da je ϵ njihova edina lastna vrednost. e bi bili vsi
stolpci a·i ̸= ϵ, bi lahko za£eli s poljubnim ai1i0 ̸= ϵ in nato na²li ai2i1 ̸= ϵ v stolpcu
i1 in tako nadaljevali s stolpcem i2, dokler se nam neki indeks ne ponovi. Tako bi
na²li cikel, ampak graf G(A) je brez ciklov, ker je λ(A) = ϵ, in zato mora obstajati
stolpec enak ϵ.
Za preostale matrike po trditvi 3.4 vemo, da so njihove lastne vrednosti manj²e
ali enake λ(A). Pokazati moramo, da λ(A) je njihova lastna vrednost. V dokazu se
bomo omejili na matrike z λ(A) = 0, za katere A+ in A∗ obstajata. Za matriko z
λ(A) ̸= 0 deniramo matriko ˜︁A := (−λ(A))A, za katero po lemi 2.24 vemo, da ima
najve£je povpre£je ciklov enako 0. Lastni vektorji matrike ˜︁A za lastno vrednost 0
so po lemi 3.1 lastni vektorji matrike A za lastno vrednost λ(A).
e je λ(A) = 0, v G(A) obstaja vsaj en cikel z uteºjo 0. Za vsako vozli²£e k
takega cikla velja, da je pripadajo£ diagonalni element matrike A+ enak a+kk = 0, saj
je vsak sprehod od k do k obhod in poznamo obhod z maksimalno moºno uteºjo 0.
Ker je A∗ = I ⊕ A+, je k-ti stolpec matrik A+ in A∗ enak. Po enakosti A+ = AA∗
pa za k-ti stolpec velja
a+·k = A⊗ a
∗









O£itno je λ(A) = 0 lastna vrednost matrike A in vsak stolpec matrike A+, ki ima
diagonalni element enak 0, pripadajo£ lastni vektor.
Iz dokaza sledi, da mora za vsak i ∈ NC(A) veljati, da je ˜︁a+ii enako 0. Velja tudi
obratno, saj ˜︁a+ii = 0 pomeni, da i leºi na obhodu z uteºjo λ(A), tak obhod pa mora
biti sestavljen iz ciklov z uteºmi λ(A). Za matrike z λ(A) = ϵ izrek dolo£i, da je ϵ
njihova edina lastna vrednost. Za take matrike velja kar V (A) = V (A, ϵ), bazo za
podprostor V (A, ϵ) pa smo ºe dolo£ili. V primeru 3.6 uporabimo znanje iz dokaza
izreka 3.5, da poi²£emo lastne vektorje matrike A za lastno vrednost λ(A).
Primer 3.6. Spomnimo se matrike A in pripadajo£e matrike ˜︁A iz primera 2.25.
A =
⎡⎣ϵ 2 ϵ3 ϵ ϵ
ϵ 1 1










⎤⎦ , λ( ˜︁A) = 0.
Izra£unali smo ºe tranzitivni zaprtji matrike ˜︁A
˜︁A+ =







⎤⎦ , ˜︁A∗ =








Za lastni vektor matrike A pri lastni vrednosti λ(A) lahko vzamemo prvi ali drugi
stolpec matrike ˜︁A+, saj imata ta stolpca diagonalna elementa enaka 0. To sta tudi
lastna vektorja matrike ˜︁A pri lastni vrednosti 0.
A⊗ ˜︁a+·1 =
















⎤⎦ = λ(A)⊗ ˜︁a+·1
Za nadaljno obravnavo lastnih vrednosti in lastnih vektorjev se najprej osredo-
to£imo na najve£jo lastno vrednost λ(A), saj bomo kasneje videli, da je problem za
ostale lastne vrednosti povezan s tem problemom.
3.1 Baza podprostora V (A, λ(A))
V tem poglavju si bomo podrobneje ogledali lastni podprostor za najve£jo lastno
vrednost. To znanje bomo kasneje uporabili pri iskanju baze podprostorov za ostale
lastne vrednosti. Pri iskanju baze podprostora V (A, λ(A)) bomo sledili [8, poglavje
4.3]. Ker smo lastne vrednosti in lastne vektorje za matrike z λ(A) = ϵ ºe poiskali,
se bomo sedaj omejili na matrike z λ(A) = 0. Za take matrike je ˜︁A = A in po
lemi 3.1 velja
V (A, λ(A)) ⊆ V (A+, 0) ∩ V (A∗, 0).
Za x ∈ V (A, λ(A)) mora veljati x = A+x in je zato vsak lastni vektor matrike
A tropska linearna kombinacija stolpcev matrike A+. Najprej bomo pokazali, da
ºe stolpci matrike A+ z diagonalnim elementom enakim 0 razpenjajo podprostor
V (A, λ(A)).
Trditev 3.7. Vsak lastni vektor matrike A za lastno vrednost λ(A) = 0 lahko iz-
razimo kot tropsko linearno kombinacijo stolpcev matrike A+. Dovolj je vzeti samo
stolpce z diagonalnim elementom enakim 0, t.j. stolpce z indeksi iz NC(A).













Druga£e povedano, da za vsak j obstaja i ∈ NC(A), da je xj = a+ji ⊗ xi.
Iz enakosti x = A+x je o£itno xj ≥ a+ji ⊗ xi za vsak i ∈ NC(A). e je xj = ϵ,
potem mora veljati enakost in smo ºeleno dokazali. Sicer lahko dolo£imo i0 = j in
iz Ax = x sestavimo sistem ena£b podoben sistemu ena£b iz dokaza trditve 3.4, kjer
morajo zopet biti vsi elementi v ena£bah realni.
ai0i1 ⊗ xi1 = xi0 ,
ai1i2 ⊗ xi2 = xi1 ,
...
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e iz tistega dokaza vemo, da s ponavljanjem tega pristopa prej ali slej pridemo do
cikla σ = (ik, ik−1, . . . , il), kjer je ik = il. Ena£be za indekse iz cikla bi lahko tropsko
zmnoºili, pokraj²ali elemente xi ter videli, da gre za cikel s povpre£jem 0. Cikel σ
je torej kriti£ni cikel matrike A. Izberimo si neki indeks iz tega cikla npr. ik. Potem
velja ik ∈ NC(A). e zgornji sistem ena£b tropsko zmnoºimo do ena£be z xik−1 na
desni in pokraj²amo xi za i = i1, . . . , ik−1, dobimo
ai0i1 ⊗ ai1i2 ⊗ · · · ⊗ aik−1ik ⊗ xik = xi0 .
Ker je vsota elementov A na levi strani uteº ene od poti med ik in i0, je to manj ali
enako a+i0ik . S tem smo pokazali




kjer je ik ∈ NC(A). Torej za vsak j obstaja i ∈ NC(A), da je xj = a+ji ⊗ xi.
e sta dve vozli²£i i in j kriti£nega grafa iz iste krepko povezane komponente
kriti£nega grafa, potem bomo rekli, da sta v relaciji i ∼ j. Gotovo so v relaciji
vozli²£a, ki so del istega kriti£nega cikla. Iz lastnosti krepko povezanih komponent
sledi, da je to ekvivalen£na relacija. Pokazali bomo, da so stolpci a+·k, ki pripadajo
vozli²£em iz iste krepko povezane komponente kriti£nega grafa, skalarni ve£kratniki
drug drugega.
Trditev 3.8. e je i ∼ j, potem velja a+·i = a+ji ⊗ a+·j .
Dokaz. e i ∼ j, potem sta i in j na nekih kriti£nih ciklih, ki pa sta povezana s
povezavami drugih kriti£nih ciklov. e vse te cikle zdruºimo, dobimo obhod σ, ki
ima povpre£je prav tako enako 0. Veljati mora a+ija
+
ji = 0. Ker to opisuje obhod
na grafu G(A), ne more biti ve£ od λ(A) = 0. e bi bilo manj od 0, bi bila uteº
vsaj ene od poti med i in j, ki sestavljata obhod σ, ve£ja od uteºi najteºje poti med










Ker je a+ji uteº neke poti od i do j, je desna stran uteº neke poti od i do k in zato












Ker pa je a+ij uteº neke poti od j do i, je leva stran neenakosti uteº neke poti od j
do k in zato manj²a ali enaka a+kj. S tem smo pri²li v nasprotje s predpostavko in





Pokazali smo, da je faktor med stolpcema, ki pripadata vozli²£ema i in j iz iste
krepko povezane komponente kriti£nega grafa, enak uteºi najteºje poti med i in j.
V naslednji trditvi bomo pokazali ²e, da so stolpci, ki pripadajo vozli²£em kriti£nega
grafa iz razli£nih krepko povezanih komponent, tropsko linearno neodvisni. S tem
bomo dokon£no dolo£ili bazo lastnega podprostora za lastno vrednost λ(A).
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Trditev 3.9. Za i ∈ NC(A) stolpca a+·i ne moremo izraziti s tropsko linearno kom-
binacijo stolpcev, ki pripadajo indeksom j ∈ NC(A), za katere velja j ≁ i.






·j , αj ∈ R, (3.1)




podrobno za k = i velja
0 = a+ii = αj0a
+
ij0















≥ αj0α−1j0 = 0. Vemo, da leva stran ne more biti ve£ja od 0, ker je
λ(A) = 0 in a+ij0a
+
j0i
uteº nekega obhoda, ki vklju£uje i in j0. e je enaka 0, sta i in
j0 na isti krepko povezani komponenti kriti£nega grafa, kar je v protislovju z i ≁ j0.
Enakost (3.1) torej ne more veljati.
e dokazane trditve povzamemo, smo v trditvi 3.7 dokazali, da velja
V (A, λ(A)) = Lin{a+·i | i ∈ NC(A)}.
e vzamemo po en tak stolpec za vsak ekvivalen£ni razred relacije ∼, dobimo bazo
prostora V (A, λ(A)). Ostali stolpci so skalarni ve£kratniki kakega od teh po trdi-
tvi 3.8, ta mnoºica pa je tropsko linearno neodvisna po trditvi 3.9, zato je to baza.
Zapi²emo lahko
V (A, λ(A)) = Lin{a+·i | i ∈ N∗C(A)},
kjer je N∗C(A) ⊆ NC(A) mnoºica predstavnikov za relacijo ∼. Do sedaj smo gledali
samo matrike A z λ(A) = 0. Za splo²no matriko z λ(A) > ϵ lahko zapi²emo
V (A, λ(A)) = Lin{˜︁a+·i | i ∈ N∗C(A)},
kjer so ˜︁a+·i stolpci matrike ˜︁A+ in ˜︁A = (λ(A))−1A. Tu smo uporabili tudi dejstvo,
da sta mnoºici kriti£nih vozli²£, kriti£na podgrafa in posledi£no relacija ∼ enaki za
matriki A in ˜︁A. Vse skupaj preverimo ²e na primeru 3.10.
Primer 3.10. Vrnimo se na primer matrike
A =




in preverimo dokazane trditve. Spomnimo se, da smo v primeru 2.25 izra£unali
˜︁A+ =







⎤⎦ , ˜︁A∗ =







V istem primeru smo ugotovili, da ima graf G(A) samo en kriti£en cikel σ = (2, 1, 2).
To pomeni, da je NC(A) = {1, 2} in 1 ∼ 2. Vemo ºe, da sta prvi in drugi stolpec
matrike ˜︁A+ lastna vektorja matrike A za lastno vrednost λ(A) = 5
2
. Po trditvi 3.8 pa
mora veljati, da sta tudi skalarna ve£kratnika en drugega, ker pripadata isti krepko










⎤⎦ in res velja ˜︁a+·1 = 12˜︁a+·2.
Dolo£imo npr. N∗C(A) = {1} in dobimo, da bazo prostora V (A, λ(A)) sestavlja samo
vektor ˜︁a+·1 oziroma druga£e napisano





⎤⎦ ⃓⃓⃓⃓α ∈ R
⎫⎬⎭ .
Slednje lahko v na²em primeru preverimo. Recimo, da je x ∈ V (A, λ(A)) in zato





⎡⎣ x2 + 2x1 + 3
max(x2 + 1, x3 + 1)
⎤⎦ =
⎡⎣x1 + λ(A)x2 + λ(A)
x3 + λ(A)
⎤⎦ .
e bi bila prva komponenta x1 enaka ϵ, lahko hitro preverimo, da bi moral biti celo-
ten vektor enak ϵ, da bi zado²£al enakostim. Ker je V (A, λ(A)) tropski podprostor,
je zaprt za tropsko mnoºenje s skalarjem in lahko ksiramo prvo komponento na
x1 = 0. Sledi, da je x2 = λ(A)− 2 = 12 in x3 = −1. Ker je λ(A) ̸= 1, mora v tretji
komponenti namre£ veljati enakost x2 + 1 = x3 + λ(A) in hkrati x2 + 1 ≥ x3 + 1,
£emur pa na²a re²itev tudi zado²£a. Dobili smo ravno vektor ˜︁a+·1.
3.2 Lastni podvektorji in ireducibilne matrike
V tem poglavju bomo denirali lastne podvektorje in zanje dokazali nekaj lastnosti.
Pokazali bomo, da imajo ireducibilne matrike samo eno lastno vrednost in samo
realne lastne vektorje. Na koncu poglavja bomo izpostavili povezavo med obi£ajnimi
nenegativnimi matrikami in tropskimi matrikami. Za splo²no tropsko matriko A
deniramo mnoºico re²itev neena£be
V ∗(A, λ) = {x|Ax ≤ λx},
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ki jo imenujemo mnoºica lastnih podvektorjev za λ. O£itno velja V (A, λ) ⊆ V ∗(A, λ),
saj je pri lastnih vektorjih doseºena enakost. Za za£etek lahko znova pokaºemo, da
za realni skalar α ∈ R velja
V ∗(A, λ) = V ∗(αA, αλ). (3.3)
Enakost Ax ≤ λx velja natanko tedaj, ko velja αAx ≤ αλx, saj smo le obema
stranema neenakosti pri²teli α. Hitro se da tudi preveriti, da je V ∗(A, λ) zaprta za
tropske linearne kombinacije. e je λ = ϵ, mora biti neenakost kar enakost in velja
V ∗(A, ϵ) = V (A, ϵ).
Za za£etek bomo prou£ili mnoºico V ∗(A, λ(A)) za λ(A) ̸= ϵ. Tu se lahko omejimo na
matrike, za katere je λ(A) = 0, saj sicer znova deniramo matriko ˜︁A = (λ(A))−1A.
Dokazali bomo naslednjo trditev po [23, trditev 3.4].
Trditev 3.11. Za matriko A z λ(A) = 0 velja
V ∗(A, 0) = V (A∗, 0) = Lin(A∗).
Dokaz. Za x ∈ V (A∗, 0) vemo, da zaradi distributivnosti velja
Ax ≤ (I ⊕ A⊕ A2 ⊕ · · · )x = A∗x = x
in zato x ∈ V ∗(A, 0). e je x ∈ V ∗(A, 0), potem velja Ax ≤ x. O£itno je potem
Akx ≤ x za vsak k, ker lahko obe strani neena£be zmnoºimo z A in se po (2.1)
neenakost ohrani. Potem velja A∗x = (I ⊕ A ⊕ . . .)x = x, ker v prvem faktorju
dobimo x.
Za drugi del je o£itno V (A∗, 0) ⊆ V (A∗) ⊆ Lin(A∗). Vemo, da velja
A⊗ A∗ = A+ ≤ I ⊕ A+ = A∗.
Torej je vsak stolpec matrike A∗ element V ∗(A, 0) = V (A∗, 0). Ta mnoºica pa je
zaprta za tropske linearne kombinacije, zato sledi Lin(A∗) ⊆ V (A∗, 0).
e se spomnimo trditve 3.8, kjer smo dokazali, da iz i ∼ j sledi a+·i = a+ji ⊗ a+·j ,
potem z uporabo lastnosti, da za i ∈ NC(A) velja a+·i = a∗·i, sledi, da enako velja za
stolpce matrike A∗. V trditvi 3.9 smo pokazali, da za i ∈ NC(A) velja, da i-tega
stolpca matrike A+ ne moremo izraziti kot tropsko linearno kombinacijo stolpcev,
ki pripadajo j ∈ NC(A) za katere j ≁ i. To trditev lahko raz²irimo za matriko A∗.
Trditev 3.12. Za vsak i stolpca a∗·i matrike A
∗ ne moremo izraziti kot tropsko li-
nearno kombinacijo stolpcev, ki pripadajo indeksom j, ki ne leºijo na isti krepko
povezani komponenti kriti£nega grafa.
Dokaz. Dokaz je enak kot za trditev 3.9, saj so izvendiagonalni elementi matrike
A∗ enaki uteºi najteºje poti, diagonalni elementi matrike A∗ pa so enaki 0. e bi
stolpec a∗·i lahko izrazili tako kot pi²e v trditvi, bi odkrili tak stolpec z indeksom j,
da morata i in j leºati na kriti£nem obhodu. To je v protislovju s predpostavko.
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S to trditvijo smo dolo£ili bazo prostora lastnih podvektorjev za matriko A z
λ(A) = 0 in lahko zapi²emo
V ∗(A, λ(A)) = Lin {{a∗·i| i ∈ N∗C(A)} ∪ {a∗·i| i /∈ NC(A)}} .
Za splo²no tropsko matriko A z λ(A) ̸= ϵ pa zaradi enakosti (3.3) velja
V ∗(A, λ(A)) = Lin {{˜︁a∗·i| i ∈ N∗C(A)} ∪ {˜︁a∗·i| i /∈ NC(A)}} .
V primeru 3.13 dokazano lemo in trditev uporabimo na matriki A iz prej²njih pri-
merov.
Primer 3.13. Znova poglejmo matriko
A =
⎡⎣ϵ 2 ϵ3 ϵ ϵ
ϵ 1 1
⎤⎦
in zanjo poi²£imo mnoºico lastnih podvektorjev za λ(A) = 5
2
. V primeru 2.25 smo
izra£unali
˜︁A+ =







⎤⎦ , ˜︁A∗ =







Po trditvi 3.11 in trditvi 3.12 je baza prostora V ∗(A, λ(A)) sestavljena iz vektorjev˜︁a∗·1 in ˜︁a∗·3. Velja torej








⎤⎦ ⃓⃓⃓⃓α, β ∈ R
⎫⎬⎭
Vidimo lahko, da je vektor ˜︁a∗·3 lastni vektor matrike A za lastno vrednost 1. Niso
pa vsi elementi mnoºice V ∗(A, λ(A)) lastni vektorji matrike A. Velja na primer
A(˜︁a∗·1 ⊕ ˜︁a∗·3) =













Skupaj z znanjem iz prej²njega poglavja o lastnih podprostorih za lastno vrednost
λ(A) lahko povzamemo nekaj ugotovitev. Za matriko A velja V (A) ⊆ V ∗(A, λ(A)).
Lastna vrednosti λ(A) je namre£ njena najve£ja lastna vrednost. Za ostale lastne
vrednosti λ ∈ Λ(A) velja
Ax = λx ≤ λ(A)x,
zato so njihovi lastni vektorji vsebovani v V ∗(A, λ(A)). e je λ(A) = 0 in vsako
vozli²£e grafa G(A) kriti£no vozli²£e, sta matriki A+ in A∗ enaki in velja Lin(A+) =
Lin(A∗). Tedaj vemo, da sta mnoºici lastnih vektorjev in lastnih podvektorjev za
λ(A) enaki
A+ = A∗ =⇒ V (A, 0) = V ∗(A, 0)
Zanimiva posledica tega je, da mora biti λ(A) = 0 edina lastna vrednost matrike A,
saj mora veljati V (A) ⊆ V ∗(A, 0) = V (A, 0) in zato V (A) = V (A, 0).
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Slika 3: Krepko povezan uteºen usmerjen graf na treh vozli²£ih.
Primer 3.14. Zapi²imo novo tropsko matriko
C =
⎡⎣ϵ 2 53 ϵ ϵ
ϵ 1 1
⎤⎦
ki pripada grafu na sliki 3. Ta matrika je ireducibilna, saj je njen graf krepko
povezan. Izra£unamo lahko, da je λ(C) = 3 in zato deniramo matriko ˜︁C = (−3)C.
Za matriko ˜︁C izra£unamo njeno drugo in tretjo potenco.
˜︁C =
⎡⎣ϵ −1 20 ϵ ϵ
ϵ −2 −2
⎤⎦ , ˜︁C2 =
⎡⎣−1 0 0ϵ −1 2
−2 −4 −4
⎤⎦ , ˜︁C3 =
⎡⎣ 0 −2 1−1 0 0
−4 −3 0
⎤⎦
Iz dobljenih potenc lahko izra£unamo ˜︁C+ in ˜︁C∗.
˜︁C+ =
⎡⎣ 0 0 20 0 2
−2 −2 0
⎤⎦ = ˜︁C∗
Vidimo, da sta v na²em primeru ti matriki enaki, ker je kriti£ni cikel enak σ =
(1, 2, 3, 1) in vsebuje vsa tri vozli²£a. Sicer ni nujno, da sta matriki ˜︁C+ in ˜︁C∗
enaki za ireducibilno matriko. Ker so vsa tri vozli²£a del istega kriti£nega cikla,
po trditvi 3.11 in trditvi 3.12 bazo podprostora V ∗(C, λ(C)) sestavlja vektor ˜︁c∗·1.
Hkrati pa je baza podprostora V (C, λ(C)) enaka. O£itno sta torej mnoºici lastnih
vektorjev in lastnih podvektorjev za λ(C) enaki. Po na²i ugotovitvi je λ(C) edina
lastna vrednost matrike C.
Nadaljujemo ²e z nekaj lastnostmi lastnih podvektorjev, ki nam bodo pomagali
re²iti problem lastnih vrednosti za ireducibilne matrike. Naslednja trditev je iz [8,
izrek 1.6.18].
Trditev 3.15. e je lastni podvektor realen, potem pripada λ ≥ λ(A). Druga£e
napisano
V ∗(A, λ) ∩ Rn ̸= ∅ =⇒ λ ≥ λ(A).
25
Dokaz. Za λ = ϵ velja V ∗(A, ϵ) = V (A, ϵ). Iz trditve 3.2 sledi, da ima lastna vrednost
ϵ realne lastne vektorje le v primeru, da je celotna matrika A = ϵ. V tem primeru
je seveda λ(A) = ϵ.
Recimo sedaj, da za neki λ > ϵ, neki realen vektor x in matriko A velja Ax ≤ λx.
Ker je vektor x realen, lahko za poljuben cikel σ = (i0, i1, . . . , ik) na grafu G(A)
sestavimo sistem neena£b podoben sistemu ena£b iz dokaza trditve 3.4. Sistem
neena£b se glasi
ai1i0 ⊗ xi0 ≤
n⨁︂
j=1
ai1j ⊗ xj ≤ λ⊗ xi1 ,
ai2i1 ⊗ xi1 ≤
n⨁︂
j=1
ai2j ⊗ xj ≤ λ⊗ xi2 ,
...
aikik−1 ⊗ xik−1 ≤
n⨁︂
j=1
aikj ⊗ xj ≤ λ⊗ xik .
e neena£be tropsko zmnoºimo, upo²tevamo i0 = ik in pokraj²amo xi, dobimo, da
je µ(σ) ≤ λ. Ker to velja za vsak cikel grafa G(A), mora biti λ ≥ λ(A).
Posledica 3.16. e je tropski lastni vektor realen, potem pripada lastni vrednosti
λ(A).
Posledica sledi iz trditve 3.15, saj je realen lastni vektor tudi realen lastni pod-
vektor. Pripadati mora lastni vrednosti λ ≥ λ(A), hkrati pa je λ(A) najve£ja moºna
lastna vrednost matrike A. Zato mora pripadati lastni vrednosti λ(A). S pomo£jo [5,
lema 3.1.] dokaºemo ²e naslednjo trditev.
Trditev 3.17. Za ireducibilno matriko A so lastni podvektorji za λ ∈ R realni ali
enaki ϵ. Druga£e napisano
λ ∈ R : V ∗(A, λ) ⊆ Rn ∪ {ϵ}
Dokaz. Za x ∈ V ∗(A, λ) velja Ax ≤ λx. e je xi razli£en od ϵ in xj enak ϵ, potem
mora biti element matrike aji enak ϵ, da j-ta vrstica neena£be lahko velja. Na
grafu G(A) torej ni povezave od vozli²£a i do vozli²£a j. e ozna£imo s K mnoºico
indeksov, za katere je xk realen, in z J mnoºico preostalih indeksov, potem v G(A)
ni poti od vozli²£a iz K do vozli²£a iz J . e sta obe mnoºici neprazni, je to v
protislovju z ireducibilnostjo matrike A. Zato je x ali enak ϵ ali realen.
Posledica 3.18. Vsaka ireducibilna matrika ima samo realne lastne vektorje.
Posledica sledi direktno iz trditve 3.17, saj bo za λ ∈ R veljalo
V (A, λ) ⊆ V ∗(A, λ) ⊆ Rn ∪ {ϵ}.
Ireducibilne matrike imajo v vseh stolpcih vsaj en element razli£en od ϵ, zato ϵ ni
njihova lastna vrednost. e bi bil neki stolpec ireducibilne matrike enak ϵ, potem
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od pripadajo£ega vozli²£a na grafu G(A) ne bi obstajale poti do drugih vozli²£,
kar bi bilo znova v protislovju z ireducibilnostjo matrike. Posledici, ki smo jih
dobili, nam natanko dolo£ata lastne vrednosti ireducibilnih matrik, kar povzamemo
v naslednjem izreku.
Izrek 3.19. e je matrika A ireducibilna, potem ima samo eno lastno vrednost in
ta je enaka λ(A).
Dokaz. Izrek sledi naravnost iz posledic 3.18 in 3.16. Po prvi ima vsaka ireducibilna
matrika le realne lastne vektorje. Po drugi pa realni lastni vektorji pripadajo lastni
vrednosti λ(A). Zato je to edina lastna vrednost ireducibilnih matrik.
e v primeru 2.17 smo ugotovili, da graf matrike A iz primera ni krepko povezan
in zato matrika ni ireducibilna. V primeru 3.14 pa smo denirali matriko C, ki je
ireducibilna. e tedaj smo iz drugih razlogov pokazali, da je λ(C) njena edina lastna
vrednost. V primeru 3.20 lahko na tej matriki preverimo trditev 3.15.
Primer 3.20. Za matriko iz primera 3.14 bomo preverili trditev 3.15. Spomnimo
se matrike
C =
⎡⎣ϵ 2 53 ϵ ϵ
ϵ 1 1
⎤⎦ .
Recimo, da imamo λ ∈ R in realni lastni podvektor x = (x1, x2, x3)T za λ. Iz
neena£be Cx ≤ λx dobimo sistem
max(2 + x2, 5 + x3) ≤ λ+ x1,
3 + x1 ≤ λ+ x2,
max(1 + x2, 1 + x3) ≤ λ+ x3.
Iz tega sistema lahko izlu²£imo naslednje neenakosti
5 + x3 ≤ λ+ x1,
3 + x1 ≤ λ+ x2,
1 + x2 ≤ λ+ x3.
e te neenakosti med sabo tropsko zmnoºimo, dobimo neenakost
5 + 3 + 1 ≤ λ+ λ+ λ.
Iz te neenakosti pa je o£itno, da mora veljati λ ≥ 3 = λ(C).
Za ireducibilne matrike velja V (A) = V (A, λ(A)) ⊆ Rn ∪ {ϵ}. Bazo za lastni
podprostor V (A, λ(A)) smo ºe dolo£ili v prej²njem poglavju. e je kriti£ni graf
ireducibilne matrike krepko povezan, potem ima ireducibilna matrika A do skalarja
enoli£en lastni vektor. Pokaºemo lahko tudi, da za ireducibilno matriko velja
λ(A) = min{λ| ∃x ∈ Rn : Ax ≤ λx}. (3.4)
Po 3.15 mora biti λ ≥ λ(A), da se pojavi v mnoºici na desni strani (3.4). Vsaka
ireducibilna matrika A pa ima kak realen lastni vektor. e je A dimnezije 1 × 1,
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potem je poljuben vektor z realnim elementom njen realni lastni vektor. Sicer med
vsakima dvema vozli²£ema obstaja pot in je zato ˜︁A+ realna. Za λ(A) torej gotovo
obstaja kak realni lastni podvektor, saj so med njimi tudi realni lastni vektorji, za
katere je doseºena enakost.
Na tej to£ki lahko omenimo ²e analogijo med dokazanimi lastnostmi za tropske
matrike in teorijo za lastne vektorje nenegativnih matrik v obi£ajni algebri. Za ire-
ducibilne nenegativne matrike v obi£ajni algebri obstaja Perron-Frobeniusov izrek,
ki dolo£a ve£ lastnosti njihovih lastnih vrednosti in lastnih vektorjev. Izpisali bomo
prvo to£ko izreka iz [7, izrek 5.9], kjer je izrek tudi dokazan.
Izrek 3.21 (Perron-Frobeniusov izrek). Nenegativna ireducibilna matrika X ima
pozitiven lastni vektor v za lastno vrednost r = ρ(X), kjer je ρ(X) spektralni radij
matrike X. Vsak nenegativni lastni vektor matrike X je skalarni ve£kratnik tega
vektorja. Lastna vrednost r je enostavna ni£la karakteristi£nega polinoma matrike
X.
Vektor v iz izreka imenujemo Perronov vektor . V na²i tropski algebri so vsi
realni elementi pozitivni. Da bo to laºje razvidno lahko do konca tega poglavja
obravnavamo tropski polkolobar nad nenegativnimi ²tevili R+ z operacijama
x⊕ y = max(x, y) in x⊗ y = xy.
Element ϵ je v tej strukturi enak 0, najve£je povpre£je ciklov λ(X) je tu najve£je
geometrijsko povpre£je ciklov, vsi vektorji, ki so bili prej realni, pa imajo tu strogo
pozitivne elemente. Matrike bomo pri teh operacijah ozna£ili z X namesto z A. Do
sedaj smo torej pokazali, da ima vsaka nenegativna ireducibilna matrika v tej tropski
algebri samo lastno vrednost λ(X), pripadajo£i lastni vektorji pa so pozitivni.
Opomba 3.22. Pri ireducibilnih matrikah v obi£ajni algebri se obravnava tudi peri-
odo, tj., najve£ji skupni delitelj dolºin ciklov na grafu, ki matriki pripada. Podobno
kot za te matrike pi²e v [7, 5. poglavje], bi lahko periode analizirali tudi pri trop-
skih ireducibilnih matrikah. e s p ozna£imo najve£ji skupni delitelj dolºin ciklov na
grafu G(X), potem lahko v primeru p > 1 vozli²£a ireducibilne matrike razdelimo na
mnoºice. Dolo£imo neko vozli²£e v na grafu G(X) in za i od 0 do (p− 1) deniramo
mnoºice
Ci = {u| na grafu G(X) obstaja taka pot π od u do v, da velja l(π) ≡ i mod p}.
O£itno velja v ∈ C0. Te mnoºice so dobro denirane, saj za dve poti π1 in π2 od u
do v velja, da skupaj s potjo π3 od v do u, ki obstaja zaradi ireducibilnosti, tvorita
cikel. Velja torej
l(π1) ≡ −l(π3) mod p,
l(π2) ≡ −l(π3) mod p,
in zato imata dolºini poti enak ostanek pri deljenju s p. Od vozli²£ iz Ci obstajajo
le povezave do vozli²£ iz Cj za j ≡ i − 1 mod p. e torej vozli²£a z mnoºenjem s
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permutacijsko matriko preimenujemo tako, da vzamemo najprej vozli²£a iz C0, nato
C1 in tako do Cp−1 dobimo matriko oblike
PXP T =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
ϵ X1 ϵ ϵ · · · ϵ
ϵ ϵ X2 ϵ · · · ϵ
ϵ ϵ ϵ X3 · · · ϵ
...
...
... . . . . . .
...
ϵ ϵ ϵ · · · ϵ Xp−1
Xp ϵ ϵ · · · ϵ ϵ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
kjer bloki Xi niso nujno kvadratni. Tej obliki pravimo cikli£na blo£na oblika. Kot
zanimivost navedimo ²e na£in, kako lahko pridobimo lastni vektor matrike PXP T .
Denirajmo matriko X ′ = X1X2 · · ·Xp in recimo, da ima matrika X ′ tropsko lastno
vrednost λp in tropski lastni vektor x. Potem lahko sestavimo blo£ni vektor⎡⎢⎢⎢⎢⎢⎢⎢⎣
λp−1x
X2 · · ·Xpx
λX3 · · ·Xpx





ki je tropski lastni vektor matrike PXP T za tropsko lastno vrednost λ.
Med obi£ajnimi nenegativnimi matrikami in tropskimi matrikami pa obstajajo ²e
mo£nej²e povezave. Na obi£ajnih matrikah deniramo Hadamardov produkt matrik
kot
(X ◦ Y )ij = xijyij,
torej produkt po komponentah (v£asih imenovan tudi Schurov produkt [14]). Z
X(p) bomo ozna£ili Hadamardovo potenco matrike X oziroma p-kratni Hadamardov
produkt matrike X same s seboj. Po [13] bomo brez dokaza navedli naslednji izrek.






kjer je λ(X) najve£je geometrijsko povpre£je ciklov matrike X in ρ(X) njen spektralni
radij.
V [13] je izrek tudi dokazan. S tem izrekom bomo dokazali podoben izrek o la-
stnih vektorjih. Z v(X) ozna£imo Perronov vektor ireducibilne nenegativne matrike
X, ki ga normiramo tako, da ima vsoto elementov enako 1. S t(X) pa tropski lastni
vektor matrike X, £e je enoli£en do skalarja natan£no, normaliziran tako, da je nje-
gov najve£ji element enak 1. Potem lahko po [6, izrek 2, dokaz 4] in [1] dokaºemo
naslednji izrek.
Izrek 3.24. Naj bo X nenegativna ireducibilna matrika. e je tropski lastni vektor













in si oglejmo probleme lastnih vrednosti
X(p)v(X(p)) = ρ(X(p))v(X(p)).
Po Perron-Frobeniusovem izreku za nenegativne ireducibilne matrike vemo, da so
lastni vektorji v(X(p)) pozitivni. Ker je v(X(p)) normiran tako, da ima vsoto kom-













Ker so vsi elementi vektorja v(p) med 0 in 1, mora obstajati stekali²£e zaporedja vek-
torjev v(p). Ozna£imo stekali²£e z y. Denirajmo z v(p) kar podzaporedje prvotnega
zaporedja, za katerega je to stekali²£e limita. e si ogledamo i-to vrstico ena£be za





























saj gre koren iz vsote proti 1, limita maksimumov zaporedij pa proti maksimumu
limit. Dobili smo natanko enakost, ki velja za tropski lastni vektor matrike X.
Stekali²£e prvotnega zaporedja mora torej biti tropski lastni vektor matrike X. e
ima matrika do skalarja natan£no le en tropski lastni vektor, potem mora veljati, da
je to edino stekali²£e zaporedja. Ker je zaporedje omejeno in ima le eno stekali²£e,
potem konvergira.
Ker so elementi vsakega v(p) med 0 in 1 so prav tako elementi limite y med 0
in 1. e bi veljalo, da so vsi elementi yi < q < 1, potem bi za p od nekje dalje
to veljalo tudi za elemente vektorja v(p). To pa bi pomenilo, da bi bili vsi elementi
vektorja v(p)(p) = v(X
(p)) manj²i od qp, kar gre za velike p proti 0. To je v protislovju
z denicijo, da smo elemente v(X(p)) normirali tako, da je njihova vsota 1. Tropski
lastni vektor y je torej normiran tako, da je njegov najve£ji element enak 1.
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Brez dokaza bomo navedli tudi naslednji izrek iz [25, poglavje 4.6], ki dolo£i
Perronovim vektorjem tudi drugo limito.













za 1 ≤ i ≤ n.
Izrek je v [25, poglavje 4.6] tudi dokazan.
3.3 Ostale lastne vrednosti in njihovi lastni podprostori
Za ireducibilne matrike smo ºe dolo£ili celoten lastni podprostor, zato se v tem po-
glavju lotimo reducibilnih. Predpostavimo, da so matrike ºe v Frobeniusovi normalni
obliki, saj jih sicer lahko preoblikujemo v tako obliko s permutacijskimi matrikami.
Po lemi 3.1 vemo, da bo imela tako preoblikovana matrika iste lastne vrednosti kot
prvotna matrika in podobne lastne vektorje, ki so le permutirani v elementih. Ome-
jili se bomo na lastne vrednosti λ ̸= ϵ, ker smo bazo lastnega podprostora za lastno
vrednost ϵ ºe dolo£ili. Matrika A je torej oblike⎡⎢⎢⎢⎣
A11 ϵ · · · ϵ
A21 A22 · · · ϵ
...
... . . .
...
Ar1 Ar2 · · · Arr
⎤⎥⎥⎥⎦ ,
kjer so A11, A22, . . . , Arr ireducibilne kvadratne podmatrike. Nekateri od diagonalnih
blokov so lahko 1× 1 matrike z elementom ϵ. Kot smo ºe povedali, diagonalni bloki
matrike pripadajo krepko povezanim komponentam grafa G(A). Z Ns smo ozna£ili
mnoºico vozli²£, ki pripadajo krepko povezani komponenti z blokom Ass. Vemo, da
£e obstaja pot od vozli²£a iz Ns do vozli²£a iz Np, potem obstaja pot od vsakega
vozli²£a iz Ns do vsakega vozli²£a iz Np. Tvorimo lahko kvocientni digraf grafa
G(A), katerega vozli²£a so krepko povezane komponente Ns. Povezava (Ns, Np) v
kvocientnem grafu obstaja, £e v grafu G(A) obstajata vozli²£i u ∈ Ns in v ∈ Np ter
povezava (u, v). Na blo£nem prikazu matrike to pomeni, da je blok Aps ̸= ϵ. Glede
na na²o razvrstitev diagonalnih blokov vemo, da lahko povezava (Ns, Np) obstaja
samo za s < p. V tem podpoglavju sledimo [8, poglavji 4.5 in 4.6] in [5]. Za£nimo z
o£itno trditvijo.
Trditev 3.26. Za matriko A je λ(A) = max(λ(A11), λ(A22), . . . , λ(Arr)).
Dokaz. Vemo, da diagonalne bloke Ass dolo£ajo krepko povezane komponente. Te
komponente skupaj vsebujejo vse cikle v grafu. Najve£je povpre£je ciklov λ(A) je to-
rej gotovo enak maksimumu najve£jih povpre£ij ciklov posameznih krepko povezanih
komponent.
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Zdaj se bomo posvetili trditvam, ki nam bodo pomagale dolo£iti vse lastne vre-
dnosti in hkrati razkrile dolo£ene lastnosti lastnih vektorjev reducibilnih matrik.
Trditev 3.27. e lastni vektor reducibilne matrike x = (x(1), x(2), . . . , x(r))T za-
pi²emo blo£no glede na Frobeniusovo normalno obliko matrike, potem so bloki x(s)
bodisi enaki ϵ bodisi so realni.
Dokaz. e je blok v lastnem vektorju velikosti 1, potem je lastnost o£itna. e je
blok ve£ji, si v enakosti Ax = λx poglejmo ena£bo za blok s.
As1x(1) ⊕ As2x(2) ⊕ · · · ⊕ Assx(s) = λx(s)
O£itno torej mora veljati Assx(s) ≤ λx(s) za ireducibilno matriko Ass. Po trditvi 3.17
to velja samo, £e je x(s) ali enak ϵ ali realen.
Iz dokaza smo izvedeli tudi, da £e je blok x(s) realen, potem mora po trditvi 3.15
veljati λ ≥ λ(Ass), saj sicer Assx(s) ≤ λx(s) nima realnih re²itev.
Trditev 3.28. e je blok x(s) lastnega vektorja realen in v kvocientnem grafu grafa
G(A) obstaja pot od Ns do Np, potem je tudi x(p) realen.
Dokaz. Dovolj je pokazati, da iz tega, da je x(s) realen in v kvocientnem grafu
obstaja povezava od Ns do Np, sledi, da je potem tudi x(p) realen. Potem lahko to
ugotovitev ponovimo in dobimo iskano lastnost za vse Np do katerih v kvocientnem
grafu obstaja pot.
e obstaja povezava od Ns do Np, potem je podmatrika Aps ̸= ϵ in p > s. Vemo,
da se p-ta blo£na vrstica enakosti Ax = λx glasi
Ap1x(1) ⊕ Ap2x(2) ⊕ · · · ⊕ Apsx(s) ⊕ · · · ⊕ Appx(p) = λx(p).
V tej ena£bi je tudi £len Apsx(s) in zato velja Apsx(s) ≤ λx(p). Ker je x(s) realen in
Aps ̸= ϵ, ima Apsx(s) vsaj en element razli£en od ϵ. To pomeni, da ima tudi x(p)
vsaj en element razli£en od ϵ. Po trditvi 3.27 je x(p) lahko ali enak ϵ ali realen. Iz
izpeljanega vemo, da mora biti realen.
Primer 3.29. Spomnimo se matrike A iz primera 2.17.
A =
⎡⎣ϵ 2 ϵ3 ϵ ϵ
ϵ 1 1
⎤⎦ = [︃A11 ϵ
A21 A22
]︃

























in λ(A22) = 1. Preverimo lahko trditev 3.26, da velja











Preverimo pa lahko tudi trditvi 3.27 in 3.28. Za prvo vzemimo neki lastni vektor
matrike A in ga ozna£imo z x. Prva trditev nam pove, da bo prva komponenta vek-
torja realna natanko tedaj, ko bo realna druga. V produktu Ax bo prva komponenta
enaka 2x2 in druga 3x1. Za lastni vektor x mora torej veljati sistem
2⊗ x2 = x1,
3⊗ x1 = x2,
kar potrdi iskano lastnost. Za drugo trditev si oglejmo kvocientni graf grafa G(A)
na sliki 4. Na kvocientnem grafu je samo ena povezava in sicer med vozli²£em N1
Slika 4: Kvocientni graf grafa na sliki 1.
in vozli²£em N2. Trditev pravi, da £e bosta prvi dve komponenti lastnega vektorja
realni, mora biti tudi tretja. Tretja komponenta v produktu Ax bo enaka
(Ax)3 = max(1⊗ x2, 1⊗ x3),
kar bo realno, £e bo x2 realna.
e ponovimo ugotovitev po trditvi 3.27, zdaj vidimo, da £e je blok x(s) realen,
potem mora veljati λ ≥ λ(Ass) in λ ≥ λ(App) za vsak p za katerega v kvocientnem
grafu obstaja pot od Ns do Np.
Reducibilno matriko lahko zapi²emo v Frobeniusovi normalni obliki na tak na£in,
da ima lastni vektor obliko (ϵ, x′)T , kjer je x′ realni vektor. Najprej moramo vzeti
bloke, ki pripadajo krepko povezanim komponentam, za katere je blok lastnega
vektorja enak ϵ. Potem pa bloke za katere je blok lastnega vektorja realen, saj od
teh po trditvi 3.28 ne obstaja povezave do prej²njih. Lastni problem lahko torej















Iz te enakosti pa sledi, da je x′ realni lastni vektor bloka A′ za lastno vrednost λ.
Podmatrika A′ je tudi v Frobeniusovi normalni obliki. Ker je x′ realen, mora po
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posledici 3.16 veljati λ = λ(A′). Po blokih iz Frobeniusove normalne oblike zapi²imo
lastni problem, ki smo ga dobili za matriko A′. Dobimo
A′x′ =
⎡⎢⎢⎢⎣
Att ϵ · · · ϵ
A(t+1)t A(t+1)(t+1) · · · ϵ
...
... . . .
...














kjer so vsi bloki vektorja x′ realni. Po prvi blo£ni vrstici mora veljati
Attx(t) = λ(A
′)x(t)
za realen blok x(t), torej velja tudi λ(Att) = λ(A′). Hkrati pa po trditvi 3.26 velja
λ(Att) = λ(A
′) = max(λ(Att), λ(A(t+1)(t+1)), . . . , λ(Arr)),
torej za vse diagonalne bloke matrike A′ velja, da so njihova najve£ja povpre£ja
ciklov manj²a ali enaka najve£jem povpre£ju ciklov bloka Att. Vektor x′ je element
podprostora V (A′, λ(A′)) za katerega smo ºe poiskali bazo. Izkaºe se, da nam to
pomaga dolo£iti lastne vrednosti in lastne vektorje matrike A. S tem smo namre£
ºe skoraj dokazali naslednjo trditev.
Trditev 3.30. Za λ ∈ Λ(A) je λ = λ(Ass) za tak s, da je λ(Ass) ve£ji ali enak
λ(App) za vsak p, za katerega v kvocientnem grafu obstaja pot od Ns do Np.
Dokaz. Ponovimo razmislek in dolo£imo podmatriko A′, katere bloki imajo lastnost
λ = λ(Att) = λ(A
′) = max(λ(Att), λ(A(t+1)(t+1)), . . . , λ(Arr)).
Iskani blok je kar blok Att, saj mora imeti vektor realne bloke za vse indekse p,
za katere v kvocientnem grafu obstaja pot od Nt do Np. Torej je za vsak tak p v
matriki A′ diagonalni blok App in je njihovo najve£je povpre£je ciklov manj²e ali
enako λ(Att).
Dokazali pa bomo tudi trditev v obratno smer in s tem dokon£no karakterizirali
vse lastne vrednosti reducibilnih matrik.
Trditev 3.31. e je λ(Ass) ve£ji ali enak λ(App) za vsak p, za katerega v kvocien-
tnem grafu obstaja pot od Ns do Np, potem je λ(Ass) ∈ Λ(A).
Dokaz. Naj bo s tak kot v trditvi. Recimo, da je P mnoºica indeksov p, za katere
v kvocientnem grafu obstaja pot od Ns do Np. Indeks s je torej element P zaradi
poti dolºine 0. Izberemo lahko tako Frobeniusovo normalno obliko matrike A, da






kjer je podmatrika A′ v Frobeniusovni normalni obliki in ima po diagonali bloke za
indekse iz P . e bi od katerega bloka iz A′ obstajala povezava do bloka izven A′, bi





kjer je blok Ass prvi blok v matriki A′.
e je λ(Ass) = ϵ, potem je tudi λ(A′) = ϵ in mora obstajati stolpec matrike A′
enak ϵ po razmisleku iz dokaza izreka 3.5. Tedaj lahko iz blo£nega zapisa matrike
A vidimo, da ima tudi matrika A vsaj en stolpec enak ϵ in velja λ(Ass) = ϵ ∈ Λ(A).
e je λ(Ass) > ϵ, potem je dovolj, da poi²£emo realni lastni vektor matrike A′.
e tak vektor obstaja, ga ozna£imo z x′. Tedaj bo (ϵ, x′)T lastni vektor matrike A

















Vemo, da na grafu G(A′) za vsako vozli²£e i obstaja pot od vsakega vozli²£a iz Ns do
i. To pomeni, da so v matriki ˜︁A′+ stolpci, ki pripadajo bloku Ass, realni. Gotovo je
kak element Ns kriti£no vozli²£e, saj je λ(Ass) = λ(A′). e izberemo stolpec matrike˜︁A′+, ki pripada kriti£nem vozli²£u iz Ns, dobimo realni lastni vektor matrike A′.
S prej²njima trditvama smo karakterizirali vse lastne vrednosti reducibilne ma-
trike A. Velja
Λ(A) = {λ(Ass)|λ(Ass) = max
Ns→Np
λ(App)},
kjer Ns → Np pomeni, da v kvocientnem grafu grafa G(A) obstaja pot od Ns do




bomo blok Ass (in v£asih tudi mnoºico Ns ali indeks s) imenovali spektralen blok.
Znanje uporabimo v primeru 3.32, da dolo£imo vse lastne vrednosti matrike iz prej-
²njih primerov.
Primer 3.32. Zopet se vrnimo k matriki A in nadaljujmo primer 3.29. Poznamo
vrednosti λ(A11) = 52 in λ(A22) = 1 in na sliki 4 vidimo, da na kvocientnem grafu
obstaja le ena povezava in sicer od N1 = {1, 2} do N2 = {3}. Preverimo lahko, da
sta obe vrednosti 5
2
in 1 lastni vrednosti matrike A. Za blok A11 namre£ velja
5
2
= λ(A11) = max
N1→Nj







Na kvocientnem grafu obstaja pot od N1 do N1 in od N1 do N2, zato sta v maksi-
mumu dve vrednosti. Za blok A22 pa velja
1 = λ(A22) = max
N2→Nj
λ(Ajj) = max(λ(A22)) = max(1).
Na kvocientnem grafu obstaja le pot od N2 do N2, zato je v maksimumu le en £len.










S karakterizacijo vseh lastnih vrednosti tropskih matrik smo zaklju£ili. Zdaj se
bomo lotili ²e njihovih lastnih tropskih podprostorov. Za λ ∈ Λ(A) \ {ϵ} tvorimo
mnoºico indeksov Sλ, za katere velja, da je s ∈ Sλ, £e je λ(Ass) enak λ in hkrati
spektralen. Velja torej
s ∈ Sλ ⇐⇒ λ(Ass) = max
Ns→Np
λ(App) in λ(Ass) = λ
Nadalje za vsak s ∈ Sλ tvorimo mnoºico indeksov Ps za katere velja, da je p ∈ Ps,
£e v kvocientnem grafu obstaja pot od Ns do Np. Tu znova opomnimo, da je s ∈
Ps. Mnoºica Sλ in mnoºice Ps so mnoºice indeksov blokov matrike v Frobeniusovi












in bodo bloki v Aλ natanko bloki, ki pripadajo indeksom iz Mλ. Te bloke smo
izbrali tako, da velja λ(Aλ) = λ. Pokazali bomo, da bazo podprostora V (A, λ)
sestavljajo natanko vektorji oblike (ϵ, x′)T , kjer za x′ vzamemo bazne vektorje pod-
prostora V (Aλ, λ). O£itno velja, da bodo tropsko linearno neodvisni vektorji ostali
linearno neodvisni, £e jih raz²irimo z ϵ do ve£je dimenzije. Direktno lahko razberemo
naslednjo trditev.
Trditev 3.33. Naj bo x′ lastni vektor matrike Aλ za λ(Aλ). Potem je (ϵ, x′)T lastni
vektor matrike A za λ.

























in upo²tevanjem lastnosti, da je λ(Aλ) = λ.
Pokazali bomo tudi obratno trditev in potem dokazano zdruºili v en izrek o bazah
lastnih podprostorov reducibilnih matrik.
Trditev 3.34. e je Ax = λx za λ ̸= ϵ, potem je x po blokih dolo£en z lastnim
vektorjem matrike Aλ in za ostale indekse enak ϵ.
Dokaz. Podobno kot smo razmislili pri lastnih vrednostih matrike A, lahko lastni
vektor x zapi²emo blo£no kot (ϵ, x′)T , kjer je x′ realni vektor, in matriko zapi²emo





















Sledi, da je λ(A′) = λ. Matrika A′ je ºe v Frobeniusovi normalni obliki in ju lahko
skupaj z vektorjem x′ blo£no zapi²emo kot
A′ =
⎡⎢⎢⎢⎣
Att ϵ · · · ϵ
A(t+1)t A(t+1)(t+1) · · · ϵ
...
... . . .
...
Art Ar(t+1) · · · Arr







Ozna£imo mnoºico indeksov diagonalnih blokov matrike A′ z I. Najprej bomo po-
kazali, da velja I ⊆ Mλ. Nato bomo pokazali, da lastni vektor matrike A′ po blokih
dolo£a lastni vektor matrike Aλ.
Vemo, da je x′ lastni vektor matrike A′ za lastno vrednost λ(A′). Po dokazanih
trditvah mora biti x′ tropska linearna kombinacija stolpcev matrike ˜︁A′+, ki imajo
diagonalni element enak 0. Izberimo indeks p iz I. Da bo blok x(p) realen, mora v
I obstajati indeks s za katerega velja
λ(Ass) = λ(A
′) in hkrati Ns → Np.
Tedaj namre£ vG(A′) obstaja povezava od vsakega vozli²£a izNs do vsakega vozli²£a
iz Np in bo zato v matriki ˜︁A′+ blok z indeksom (ps) realen, vsaj eden od pripadajo£ih
stolpcev pa bo imel diagonalni element enak 0. Po trditvi 3.28 morajo v I biti tudi
vsi u, za katere v kvocientnem grafu obstaja pot od Ns do Nu. Ker velja
λ = λ(Ass) = λ(A
′) = max(λ(Att), λ(A(t+1)(t+1)), . . . , λ(Arr)),
je s spektralen in zato element Sλ. Za vsak p iz I torej obstaja tak s iz Sλ ∩ I, da
je p ∈ Ps. Zato so indeksi diagonalnih blokov matrike A′ v Mλ.
Ker velja I ⊆ Mλ in so za vsak indeks s ∈ I v I tudi vsi indeksi p, za katere
v kvocientnem grafu obstaja pod od Ns do Np, lahko matriko Aλ v Frobeniusovi






in je zato (ϵ, x′)T lastni vektor matrike Aλ za λ.
Dokazani trditvi lahko z malo razmisleka zdruºimo v naslednji izrek, ki dolo£a
baze lastnih podprostorov reducibilnih matrik.
Izrek 3.35. Baza lastnega podprostora V (A, λ) za λ ̸= ϵ je sestavljena iz vektorjev
katerih bloki so razli£ni od ϵ samo za indekse blokov iz Mλ. Na teh indeksih so
bloki vektorja dolo£eni s stolpci matrike ˜︂Aλ+, ki imajo diagonalni element 0. Vzeti
moramo po en stolpec za vsak ekvivalen£ni razred relacije ∼ na Aλ.
Ker velja λ(Aλ) = λ, potem za λ ̸= ϵ matrika ˜︂Aλ+ obstaja. Po izrekih iz
prej²njega poglavja je baza za lastne vektorje matrike Aλ za lastno vrednost λ sesta-
vljena iz stolpcev ˜︂Aλ+ z diagonalnim elementom 0, vzeti pa moramo po en stolpec
za vsak ekvivalen£ni razred relacije ∼. Tem lastnim vektorjem dodamo bloke ϵ in
jih raz²irimo do lastnih vektorjev za matriko A. Tako dobimo bazo lastnega podpro-
stora V (A, λ), saj so tropsko linearno neodvisni in po dokazanih trditvah razpenjajo
prostor V (A, λ).
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Primer 3.36. V primeru 3.10 smo za matriko
A =
⎡⎣ϵ 2 ϵ3 ϵ ϵ
ϵ 1 1
⎤⎦
poiskali bazo lastnega podprostora za lastno vrednost λ(A) in sicer velja





⎤⎦ ⃓⃓⃓⃓α ∈ R
⎫⎬⎭ .
V primeru 3.32 smo pokazali, da ima A ²e lastno vrednost 1. S pomo£jo izreka 3.35
bomo poiskali ²e bazo lastnega podprostora za to lastno vrednost. Za denirane
mnoºice velja
S1 = {2} in P2 = {2} zato je M1 = P2 = {2}.
Lastni vektorji za lastno vrednost 1 bodo imeli prvo in drugo komponento enako








in zato ˜︂Aλ+ = [︁0]︁. Bazo lastnega podprostora
V (A, 1) sestavlja le vektor e3. Velja torej




⎤⎦ ⃓⃓⃓⃓α ∈ R
⎫⎬⎭ .
Opomba 3.37. Bazne vektorje prostora V (A, λ) se da izraziti z lastnimi vektorji
ireducibilnih podmatrik Ass, ki pripadajo indeksom s iz Sλ. Za vsak s iz Sλ lahko
tvorimo podmatriko A′ matrike A, ki ima le diagonalne bloke z indeksi iz Ps in je v
Frobeniusovi normalni obliki. Potem je Ass prvi blok v A′ in velja
λ(A′) = λ(Ass) = λ.
Tedaj stolpci matrike ˜︁A′∗, katerih prvi bloki so lastni vektorji bloka Ass za λ(Ass),
dolo£ajo lastne vektorje matrike Aλ in zato tudi lastne vektorje matrike A za λ, £e
jih raz²irimo z bloki ϵ. Med njimi lahko izberemo po enega za vsak ekvivalen£ni
razred relacije ∼ na Ass, da dobimo bazne vektorje. Oglejmo si, kako lahko celoten
stolpec matrike ˜︁A′∗ izrazimo z lastnim vektorjem bloka Ass na splo²nem primeru.
Recimo, da imamo reducibilno matriko A z λ(A) = λ(A11). Zanima nas prvi
stolpec matrike ˜︁A∗. Zapi²imo matriko ˜︁A∗ blo£no
˜︁A∗ =
⎡⎢⎢⎢⎣
−λ(A)A11 ϵ · · · ϵ
−λ(A)A21 −λ(A)A22 · · · ϵ
...
... . . .
...





B11 ϵ · · · ϵ
B21 B22 · · · ϵ
...
... . . .
...
Br1 Br2 · · · Brr
⎤⎥⎥⎥⎦ .






Da nakaºemo, da zgornja formula drºi, lahko izpi²emo ena£bo za blok ( ˜︁Ak)s1 in
povezavo z blokom Bs1. Veljata enakosti
( ˜︁Ak)s1 = s−1⨁︂
p=1
(−λ(A)Asp)( ˜︁Ak−1)p1 ⊕ (−λ(A)Ass)( ˜︁Ak−1)s1,
Bs1 = ( ˜︁A)s1 ⊕ ( ˜︁A2)s1 ⊕ ( ˜︁A3)s1 ⊕ ( ˜︁A4)s1 ⊕ · · ·
Najve£ja povpre£ja ciklov diagonalnih blokov so manj²a ali enaka λ(A), zato tran-
zitivna zaprtja (−λ(A)Ass)∗ v formuli (3.5) obstajajo. Iz te formule lahko izrazimo
tudi formulo za lastne vektorje matrike A, ki jih ti stolpci porodijo. e je x tak stol-
pec matrike (−λ(A)A11)∗, ki je tudi tropski lastni vektor za matriko A11 za lastno
vrednost λ(A), potem je lastni vektor za matriko A rekurzivno deniran kot




Da smo res dobili lastni vektor, lahko tudi preverimo. Za prvo vrstico o£itno velja
(Av)(1) = A11x = λ(A)x = λ(A)v(1)



















4 Matrike za primerjanje parov
V tem razdelku bomo uvedli matrike za primerjanje parov alternativ, denirali tri
metode, kako iz matrike dobimo vektor to£k za alternative in se poglobili v lastnosti
posameznih pristopov. Operacije v tem poglavju bodo obi£ajno mnoºenje in se-
²tevanje. Kjer bomo uporabili tropske operacije, bomo to posebej ozna£ili. Sledili
bomo predvsem [25, str. 9-11 in 42-63], £e bomo uporabili izsledke drugih £lankov,
pa bomo to posebej ozna£ili.
Naj bo n ²tevilo alternativ, med katerimi se odlo£amo. Za vsak par alternativ
imamo ²tevilski podatek, ki nam pove, katero alternativo imamo raje. Podatke, ki
jih imamo o primerjavah posameznih parov alternativ, bomo uvrstili v matriko, nato
pa z razli£nimi metodami iz matrike dobili razvrstitev alternativ. Za£etke sklepanja
odlo£itev s pomo£jo matrik je uvedel Thomas L. Saaty za proces analiti£ne hierarhije
(AHP) [21]. Pri AHP se pogosto uporabljata naslednja tipa matrik, ki ju bomo
analizirali tudi mi.
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Denicija 4.1. Matrika X ∈ Rn×n+ je matrika za multiplikativno primerjanje, £e




1 x12 · · · x1n
1
x12
1 · · · x2n
...






· · · 1
⎤⎥⎥⎥⎦ .
Matrika A ∈ Rn×n je matrika za aditivno primerjanje, £e je po²evno simetri£na
aij = −aji. Ta matrika je oblike
A =
⎡⎢⎢⎢⎣
0 a12 · · · a1n
−a12 0 · · · a2n
...
... . . .
...
−a1n −a2n · · · 0
⎤⎥⎥⎥⎦ .
Element aij matrike za multiplikativno primerjanje nam pove, kolikokrat raje
imamo i kot j. Isti element matrike za aditivno primerjanje pa za koliko imamo
i raje kot j. Drºali se bomo notacije iz [25], kjer so matrike za multiplikativno
primerjanje ozna£ene z X in matrike za aditivno primerjanje z A. Prav tako bomo
mnoºico vseh matrik za multiplikativno primerjanje ozna£ili z X , mnoºico vseh
matrik za aditivno primerjanje pa z A. Enostavno je videti, da je A vektorski
podprostor prostora matrik. Iz matrik ºelimo dobiti razvrstitev celotne mnoºice
alternativ. Alternative lahko razvrstimo na dva na£ina.
Denicija 4.2. Kardinalna razvrstitev n alternativ je vektor iz Rn. Ordinalna
razvrstitev n alternativ je permutacija n elementov (element mnoºice Sn).
e vsaki alternativi dodelimo to£ke, ki nam povedo, koliko je alternativa po-
membna, govorimo o kardinalni razvrstitvi. e alternative razvrstimo od najpo-
membnej²e do najmanj pomembne pa govorimo o ordinalni razvrstivi. Seveda lahko
vsakemu vektorju to£k oziroma kardinalni razvrstitvi priredimo tudi ordinalno raz-
vrstitev. V tem primeru se moramo odlo£iti za na£in, ki razbije izena£enja, £e so ta
prisotna. Z
r : Rn → Sn
bomo ozna£ili preslikavo, ki kardinalno razvrstitev preslika v ordinalno razvrstitev.
Privzeli bomo, da je ta preslikava odvisna samo od urejenosti elementov vektorja
po velikosti. e imata dve kardinalni razvrstitvi v in u enako velikostno ureditev
elementov, bo torej veljalo r(v) = r(u).
Ker smo v matriko za aditivno primerjanje vna²ali vrednosti, ki nam povedo, za
koliko raje imamo eno alternativo kot drugo, nas bo pridobljena kardinalna ureditev
zanimala do aditivne konstante natan£no. Zanimajo nas namre£ razlike med to£-
kami, ki smo jih alternativam pripisali. Namesto vektorja bomo kardinalne ureditve
pri matrikah za aditivno primerjanje videli kot elemente tropskega projektivnega
prostora TPn−1. Ko bomo ºeleli imeti konkreten vektor, bomo vzeli takega, da je
vsota njegovih komponent enaka 0.
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Pri vektorju to£k za matriko za multiplikativno primerjanje nas iz podobnega
razloga zanimajo le razmerja med to£kami, ki smo jih pripisali alternativam, zato ta
vektor gledamo do multiplikativne konstante natan£no. Pri matrikah za multiplika-
tivno primerjanje bomo kardinalne ureditve zato videli kot elemente nenegativnega
projektivnega prostora PRn−1+ . Ko bomo ºeleli imeti konkreten vektor, bomo izbrali
takega, da je produkt njegovih komponent enak 1, saj bomo predpostavili, da ima
vse elemente strogo pozitivne.
Poznamo ve£ metod, ki deniranim matrikam priredijo vektor to£k. Glede na [25]
se bomo omejili na naslednje tri metode.
Denicija 4.3 (Perronova metoda). Za matriko za multiplikativno primerjanje
X ∈ X deniramo v(X) kot lastni vektor, ki pripada najve£ji lastni vrednosti ma-
trike X in ima pozitivne komponente. Vektor v(X) oziroma pripadajo£i element
PRn−1+ imenujemo Perronova kardinalna razvrstitev ali Perronov vektor , razvrstitev
r(v(X)) pa Perronova ordinalna razvrstitev . Perronovi razvrstitvi nista denirani
za matrike za aditivno primerjanje.
Ta metoda uporabi Perron-Frobeniusov izrek za matrike s pozitivnimi elementi,
ki je mo£nej²i kot Perron-Frobeniusov izrek za ireducibilne matrike, ki smo ga ºe
navedli, saj so vse pozitivne matrike tudi ireducibilne. Povzemimo nekaj to£k po
izreku navedenem v [18, izrek 24.2].
Izrek 4.4 (Perron-Frobeniusov izrek za pozitivne matrike). Strogo pozitivna matrika
X ima pozitiven lastni vektor v za lastno vrednost r = ρ(X), kjer je ρ(X) spektralni
radij matrike X. Vsak nenegativni lastni vektor matrike X je skalarni ve£kratnik tega
vektorja. Lastna vrednost r je enostavna ni£la karakteristi£nega polinoma matrike
X. Vsaka druga lastna vrednost matrike X je po absolutni vrednosti strogo manj²a
od r.
Dokaza ne bomo navedli, ampak si ga lahko bralec prebere npr. v [19] ali [15].
Perronov vektor lahko numeri£no pridobimo s poten£no metodo.
Denicija 4.5 (Hodgeva metoda). Za matriko za multiplikativno primerjanje X








za 1 ≤ i ≤ n.
Za matriko za aditivno primerjanje A deniramo h(A) kot vektor, katerega elementi






aij za 1 ≤ i ≤ n.
Hodgeva kardinalna razvrstitev je vektor h(X) oziroma h(A) (ali pripadajo£a ele-
menta ustreznih projektivnih prostorov), Hodgeva ordinalna razvrstitev pa razvrsti-
tev r(h(X)) oziroma r(h(A)).
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Po [25, str. 45] so ime Hodgeva razvrstitev predlagali avtorji Jiang, Lim, Yao in
Ye, ki so se problema lotili s pomo£jo Hodgeve teorije. Za matriko za multiplika-
tivno primerjanje X velja, da je produkt njenih elementov enak 1, zato bo produkt
elementov vektorja h(X) enak 1. Podobno je vsota elementov matrike za aditivno
primerjanje A enaka 0, zato je tudi vsota elementov vektorja h(A) enaka 0.
Denicija 4.6 (Tropska metoda). Za matriko za multiplikativno primerjanje X
deniramo t(X) kot njen tropski lastni vektor pri operacijah
x⊕ y = max(x, y) in x⊗ y = xy,
£e je ta vektor do skalarja enoli£en. Za matriko za aditivno primerjanje A deniramo
t(A) kot njen tropski lastni vektor pri operacijah
x⊕ y = max(x, y) in x⊗ y = x+ y,
£e je ta vektor do skalarja enoli£en. Vektor t(X) oziroma t(A) (ali pripadajo£a ele-
menta projektivnih prostorov) imenujemo tropska kardinalna razvrstitev , razvrstitev
r(t(X)) oziroma r(t(A)) pa tropska ordinalna razvrstitev . e tropski lastni vektor
ni enoli£en, potem ne vrnemo razvrstitve.
Matrike iz X in A so ireducibilne. Da bo tropski lastni vektor do skalarja eno-
li£en, mora biti njihov kriti£ni graf povezan. To pomeni, da se kriti£ni cikli med
seboj prepletajo oziroma, v najpreprostej²em primeru, da je kriti£ni cikel en sam.
Naklju£no izbrana matrika bo skoraj gotovo imela le en kriti£ni cikel, kar je bolj
podrobno obdelano v [25, str. 13 in 45]. Tudi £e bi jih imela ve£, je moºno, da so
med sabo povezani. Za intuicijo si lahko predstavljamo matriko za aditivno primer-
janje, ki dolo£a graf z ve£ kriti£nimi cikli. O£itno je λ(A) ≥ 0, ker ima po deniciji
vsak cikel dolºine 2 uteº 0, ti cikli pa se med seboj prepletajo. e je λ(A) > 0
mora vsak kriti£ni cikel vsebovati kako tako povezavo aji, da ne vsebuje povezave
aij = −aji. Dovolj je samo malo pove£ati aji in bo na² graf imel le kriti£ne cikle
s to povezavo, ki se o£itno prepletajo. V primeru, da ºe imamo en kriti£ni cikel,
pa se to z dovolj majhnimi spremembami elementov matrike ne bo spremenilo. V
nadaljevanju tega razdelka se bomo za smiselnost tropskih razvrstitev omejili samo
na matrike z enoli£nim tropskim lastnim vektorjem (do skalarja natan£no).
Na primeru 4.7 si oglejmo rezultate posameznega pristopa na neki matriki za
multiplikativno primerjanje.
Primer 4.7. Denimo, da imamo tri alternative, ki jih ºelimo razvrstiti. Prvo alter-
nativo imamo 2-krat raje kot drugo in 6-krat raje kot tretjo. Drugo pa 4-krat raje



































Slika 5: Graf matrike za multiplikativno primerjanje.

















Na sliki 5 lahko preverimo, da je kriti£ni cikel samo cikel σ = (1, 3, 2, 1). Cikli
dolºine 1 in 2 imajo po deniciji uteº 1, cikla dolºine 3 pa sta le dva in imata ravno
recipro£ne uteºi. Dolo£imo matriko ˜︁X = 3√︂3
4
X, zanjo znova izra£unamo tropske



































Ker je kriti£ni cikel le en, je tropski lastni vektor enoli£en do skalarja natan£no.
Lahko ga pomnoºimo s takim skalarjem, da bo produkt komponent enak 1. Izra-
£unamo vektorja v(X) in h(X), ter tudi v(X) pomnoºimo s takim skalarjem, da
bo produkt komponent tega vektorja enak 1. e koordinate dobljenih vektorjev
izpi²emo na tri decimalna mesta natan£no, se vsi trije vektorji ujemajo.




Z vsemi tremi metodami bi dobili enake kardinalne in posledi£no enake ordinalne
razvrstitve.
Za matrike za multiplikativno primerjanje velikosti 3×3 lahko po [25, lema 4.20]
dokaºemo, da zanje vse tri metode vedno vrnejo isti vektor uteºi. Ta trditev razloºi
rezultat iz primera 4.7, kjer smo za matriko za multiplikativno primerjanje velikosti
3× 3 pri vseh treh metodah dobili enak vektor.
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Trditev 4.8. Za matriko X ∈ X velikosti 3 × 3 velja h(X) = t(X) = v(X) (do
skalarja nata£no).
Dokaz. Ker gre za matriko za multiplikativno primerjanje, je uteº vsakega cikla dol-
ºine 1 in 2 enaka 1. Cikla dolºine 3 sta dva in sicer σ1 = (1, 2, 3, 1) in σ2 = (1, 3, 2, 1).
Po lastnostih matrik za multiplikativno primerjanje velja w(σ1) = w(σ2)−1, saj sta
cikla le nasprotno usmerjena. Brez ²kode za splo²nost lahko predpostavimo, da ima
cikel σ1 uteº ve£jo ali enako 1. Velja torej
λ(X) = µ(σ1) = 3
√
x21x32x13 ≥ 1.
e je λ(X) = 1, potem so vsi cikli na grafu G(X) kriti£ni cikli in je tropski lastni
vektor enoli£en do skalarja natan£no. e pa je λ(X) > 1, je σ1 edini kriti£ni cikel
na grafu G(X) in je tropski lastni vektor tudi enoli£en do skalarja natan£no.
Preveriti moramo le, da je vektor h(X) lastni vektor v obi£ajni in tropski algebri,
da trditev velja. Ker ima pozitivne elemente, mora potem biti Perronov vektor za
X po izreku 4.4. Za h(X) vemo h(X)i = 3
√
xi1xi2xi3, zato bo pri X ⊗ h(X) v i-ti
vrstici































































⎤⎦ = λ(X)⊗ h(X).
Za obi£ajni produkt Xh(X) pa moramo maksimum zamenjati z vsoto
Xh(X) =























































Podobno kot smo v za£etku dela omenili, da sta izbiri tropskih operacij izomorfni,
lahko tudi med vrstama matrik za primerjanje odkrijemo povezavo. Vzemimo ma-
triko za aditivno primerjanje A in elemente aij preslikamo v baij za neko bazo b > 1.
S tem dobimo matriko za multiplikativno primerjanje. Enako lahko vzamemo ma-
triko za multiplikativno primerjanje in elemente logaritmiramo z neko bazo b > 1
ter s tem dobimo neko matriko za aditivno primerjanje. Bazo b smo omejili na ve£
od 1 zato, da se ohranijo dolo£ene lastnosti grafa (npr. najteºje poti, kriti£ni cikli),
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ki pripada matriki. e sta w1 in w2 uteºi nekih poti na grafu, ki pripada prvo-
tni matriki za aditivno primerjanje, potem bosta bw1 in bw2 uteºi teh istih poti po
preslikanju elementov. Velja
b > 1 : w1 ≤ w2 ⇐⇒ bw1 ≤ bw2 ,
kar potrdi, da se za b > 1 najteºje poti in s tem kriti£ni cikli ohranijo.
Za Hodgev in tropski algoritem bomo lahko podobne lastnosti za eno vrsto matrik
velikokrat povzeli po tem, ko jih dokaºemo za drugo vrsto matrik. Eden od razlogov
za to je, da se vektor, ki ga dobimo za eno vrsto matrik, preslika v vektor, ki bi
ga dobili za drugo vrsto, £e bi najprej preslikali matriko. e aditivno matriko A in
njen tropski lastni vektor t(A) preslikamo, po koordinatah zado²£amo enakosti
max
1≤i≤n
baijbt(A)i = b(maxi aij+t(A)i) = bλ(A)+t(A)i = bλ(A)bt(A)i in zato t(X)i = bt(A)i .
Zato je preslikani vektor x tropski lastni vektor za matriko za multiplikativno pri-
merjanje X, ki smo jo dobili, ko smo preslikali matriko A. Velja λ(X) = bλ(A). Ta












za vsak b > 1. Podobno lahko pokaºemo tudi pri obratnem pristopu, ko matriko
za multiplikativno primerjanje preslikamo v matriko za aditivno primerjanje preko
logaritma.
Ker lahko ve£ multiplikativnih matrik preslikamo v isto aditivno matriko, £e
uporabimo razli£ne baze b, bi ºeleli, da bomo s preslikanjem pripadajo£ih vektorjev
teh matrik dobili isti vektor za aditivno matriko. Spomnimo se Hadamardovega
produkta in Hadamardove potence matrik
(X ◦ Y )ij = xijyij in (X(p))ij = xpij. (4.1)
Ker velja
bw = eln(b)w = (ew)ln(b)
in za b > 1 velja ln(b) > 0, lahko matriki A ∈ A z razli£nimi bazami b priredimo
celo druºino matrik {X(k)| k > 0} ⊆ X , kjer je X ∈ X matrika, ki jo dobimo, £e
za bazo uporabimo e. Naslednja lema dolo£a, kako se Hodgev in tropski algoritem
obna²ata na tej druºini matrik.
Lema 4.9. Za matriko za multiplikativno primerjanje X ∈ X in c > 0 veljata
naslednji lastnosti
h(X(c)) = h(X)(c) in t(X(c)) = t(X)(c).
Dokaz. Vemo, da je h(X(c)) sestavljen iz geometrijskih povpre£ij vrstic matrike X(c).
e iz geometrijskega povpre£ja izpostavimo potenco c, dobimo ravno geometrijsko
povpre£je vrstic X potencirano na c, kar dokazuje prvo enakost.
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Pri potenciranju elementov matrike X na c se uteºi posameznih poti potencirajo
na c. Pri tem se ohranijo kriti£ni cikli. Velja namre£
c > 0 : w1 ≤ w2 ⇐⇒ wc1 ≤ wc2,
Od tod mora veljati λ(X(c)) = λ(X)c. e je imel graf G(X) le en kriti£ni cikel, ga
ima tudi G(X(c)). Preveriti moramo le, da je t(X)(c) tropski lastni vektor matrike
X(c). Vemo, da so elementi matrike X in vektorja t(X) pozitivni. V i-ti vrstici
dobimo











S podobnim dokazom dokaºemo tudi naslednjo lemo.
Lema 4.10. Za matriko za aditivno primerjanje A ∈ A in c > 0 veljata naslednji
lastnosti
h(cA) = c h(A) in t(cA) = c t(A).
V splo²nem ne velja v(X(c)) = v(X)(c), kar lahko vidimo ºe na primeru 4.11 ma-
trike dimenzij 4 × 4 spodaj. e bi ºeleli Perronovo razvrstitev raz²iriti na aditivne
matrike, tako da bi matriko za aditivno primerjanje A preslikali v matriko za multi-
plikativno primerjanje X(ln(b)) z neko bazo b > 1, matriki X(ln(b)) priredili Perronov
vektor, nato pa vektor preslikali nazaj z logaritmom po komponentah, bi za razli£ne
baze b dobili razli£ne vektorje. Pri Hodgevi in tropski razvrstitvi pa po dokazani
lemi za vsak b dobimo isti kon£ni rezultat.
Primer 4.11. Vzemimo matriko za aditivno primerjanje dimenzije 4× 4
A =
⎡⎢⎢⎣
0 1 3 8
−1 0 1 4
−3 −1 0 8
−8 −4 −8 0
⎤⎥⎥⎦




1 e e3 e8
e−1 1 e e4
e−3 e−1 1 e8
e−8 e−4 e−8 1
⎤⎥⎥⎦ in X2 =
⎡⎢⎢⎣
1 10 103 108
10−1 1 10 104
10−3 10−1 1 108
10−8 10−4 10−8 1
⎤⎥⎥⎦ = X(ln(10))1
Priredimo jima Perronove vektorje, vektorja po elementih logaritmiramo s pripa-
dajo£ima bazama in skaliramo, da je vsota elementov enaka 0. Izpi²imo dobljena














Vektorja se razlikujeta, dolo£ata pa enaki ordinalni razvrstitvi. Kot bomo videli
kasneje, ni nujno celo to, da se ohrani ordinalna razvrstitev.
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Za konec poglavja lahko ²e omenimo, da uporaba zgornjih algoritmov npr. Perro-
nove razvrstitve ni nujno vezana na matrike za multiplikativno primerjanje. Google
je za starej²o razli£ico svojega algoritma PageRank iskal Perronov vektor za veliko
stohasti£no matriko, ki je vsebovala verjetnosti, da iz posamezne spletne strani pre-
idemo na drugo [24]. Te verjetnosti so izra£unane glede na spletne povezave, ki se
na strani nahajajo.
4.1 Stroga tranzitivnost
V tem poglavju bomo spoznali posebno vrsto matrik za primerjanje, ki jih imenujemo
strogo tranzitivne matrike. Te matrike so pomembne, saj metode na njih vrnejo
vektor, ki te matrike to£no dolo£a. Spoznali bomo, da lahko delovanje algoritmov
vidimo kot aproksimacijo matrike za primerjanje s strogo tranzitivno matriko. Nekaj
lastnosti strogo tranzitivnih matrik bomo navedli iz [12, trditev 1].
Denicija 4.12. Matrika za multiplikativno primerjanje X je strogo tranzitivna, £e
velja
xik = xijxjk za vse i, j in k.
Matrika za aditivno primerjanje A je strogo tranzitivna, £e velja
aik = aij + ajk za vse i, j in k.
Lastnost xik = xijxjk za vse i, j in k ºe sama z zahtevo, da so elementi ma-
trike pozitivni, zagotavlja, da dobimo matriko za multiplikativno primerjanje. e
nastavimo i = j = k dobimo xii = xiixii, kar pomeni, da mora imeti matrika po
diagonali 1, £e ima pozitivne elemente. e pa nastavimo k = i, dobimo xijxji = 1,
kar je natanko lastnost matrik za multiplikativno primerjanje. Podobno lastnost
aik = aij + ajk za vse i, j in k ºe sama zagotavlja, da dobimo matriko za aditivno
primerjanje.
e se vrnemo k razlagi pomena elementov matrike za multiplikativno primerja-
nje, lahko razmislimo, da stroga tranzitivnost pomeni, da za vse trojice alternativ
velja, da £e imamo i x-krat raje kot j in j y-krat raje kot k, potem moramo imeti i
(xy)-krat raje kot k. Podoben razmislek lahko naredimo tudi za matrike za aditivno
primerjanje.
Opomba 4.13. Denicija obi£ajne tranzitivnosti je navedena v [25, str. 43], kjer je
za matrike za aditivno primerjanje denirano, da je matrika tranzitivna, £e za vse
i, j in k velja, da iz aij, ajk > 0 sledi aik > 0. Po pomenu elementov to pomeni,
da mora iz tega, da imamo i raje kot j in j raje kot k slediti, da imamo i raje kot
k. Podobno bi za matriko za multiplikativno primerjanje vzeli enako denicijo z 1
namesto 0. V delu te tranzitivnosti ne bomo obravnavali.
Mnoºico strogo tranzitivnih matrik za aditivno primerjanje bomo ozna£ili s STA,
isto mnoºico matrik za multiplikativno primerjanje pa s STX . Za se²tevanje po
komponentah in obi£ajno mnoºenje s skalarjem je STA vektorski podprostor prostora
A. Dokazali bomo, da je stroga tranzitivnost matrik ekvivalentna obstoju enoli£ne
kardinalne ureditve alternativ (do skalarja natan£no).
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Trditev 4.14. Matrika za multiplikativno primerjanje X je strogo tranzitivna na-




za neki vektor pozitivnih uteºi w dolºine n. Matrika za aditivno primerjanje A je
strogo tranzitivna natanko tedaj, ko velja
aij = wi − wj
za neki vektor uteºi w dolºine n.
Dokaz. Implikaciji v levo sta za obe trditvi o£itni, saj potem za vse i, j in k velja











Za strogo tranzitivno matriko za aditivno primerjanje velja aij = −aji in aik =
aij+ajk. Za implikacijo v desno lahko za vektor uteºi vzamemo kar npr. prvi stolpec
matrike A. Potem velja
aij = ai1 + a1j = ai1 − aj1 = wi − wj.
Podobno lahko preverimo za strogo tranzitivno matriko za multiplikativno primer-
janje. Vzamemo poljuben stolpec matrike A za vektor uteºi (npr. prvi stolpec) in
dobimo







Vektorja iz trditve 4.14 sta dolo£ena enoli£no do skalarjev nata£no. Hitro lahko
preverimo, da je vektor, ki dolo£a elemente strogo tranzitivne matrike za multipli-
kativno primerjanje, enoli£en do obi£ajnega skalarja natan£no. Vektor, ki dolo£a
elemente strogo tranzitivnih matrik za aditivno primerjanje, pa je enoli£en do adi-
tivnega skalarja natan£no.
Strogo tranzitivne matrike analiziramo ²e z vidika njihovih grafov, da razberemo
lastnosti njihovih tropskih lastnih vektorjev. Gra matrik za primerjanje obeh vrst
so polno povezani. e dodamo ²e lastnost, da je matrika strogo tranzitivna, potem
lahko z indukcijo pokaºemo, da ima vsak sprehod v grafu od i do j uteº aji. Pri
matrikah za aditivno primerjanje to velja zato, ker lahko zaradi lastnosti aik =
aij + ajk dve povezavi na poti zamenjamo z eno in dobimo pot iste uteºi. Pri teh
matrikah ima po lastnosti aij = −aji vsak cikel na grafu G(A) uteº 0, pri matrikah
za multiplikativno primerjanje pa uteº 1. Torej pri prvih matrikah velja λ(A) = 0,
pri drugih pa λ(A) = 1. Vsak cikel je kriti£ni cikel, kar pomeni, da je kriti£ni graf
povezan in tropski lastni vektor enoli£en do skalarja natan£no. Velja tudi
A = A+ = A∗,
od tod pa sledi, da je katerikoli stolpec matrike A njen tropski lastni vektor.
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Trditev 4.15. Vse tri metode na strogo tranzitivnih matrikah vrnejo vektor uteºi,
ki matriko dolo£a kot po trditvi 4.14.
Dokaz. Po [12] lahko vsako strogo tranzitivno matriko za mutliplikativno primerja-
nje zapi²emo kot produkt dveh vektorjev. Naj bo w = (w1, w2, . . . , wn)T vektor iz
trditve 4.14, ki mu lahko dodamo omejitev, da je produkt njegovih elementov enak
1. Potem velja
X = wuT ,




, . . . , 1
wn
)T . Iz tega zapisa vidimo, da so strogo tranzitivne matrike
za multiplikativno primerjanje matrike ranga 1. Lastni vektor za lastno vrednost
uTw = n je w, lastni vektorji za lastno vrednost 0 pa so vektorji pravokotni na
vektor uT . Po izreku 4.4 mora veljati v(X) = w.
V tropski algebri smo pred izrekom 2.9 za matriko X denirali matriko X−.
Za vrsti£ni vektor w− torej velja, da so komponente (w−)i enake w⊗−1i . V tropski
algebri, kjer je ⊗ obi£ajno mnoºenje, torej velja uT = w− in lahko zapi²emo
X = w ⊗ w−.
Enostavno preverimo, da je w v isti algebri lastni vektor za lastno vrednost w−⊗w =
1. Ker je tropski lastni vektor enoli£en do skalarja natan£no, velja t(X) = w.
e za tropsko mnoºenje ⊗ vzamemo obi£ajno se²tevanje, lahko podobno po-
kaºemo za strogo tranzitivne matrike za aditivno primerjanje. Vzemimo vektor
w = (w1, w2, . . . , wn)
T kot vektor iz trditve 4.14. Lahko mu tudi dodamo omejitev,
da je vsota njegovih komponent enaka 0. Potem velja
A = w ⊗ w−,
kjer je w− vektor z elementi (w−)i = −wi. Vektor w je tropski lastni vektor matrike
A za lastno vrednost w− ⊗ w = 0. Zopet zaradi enoli£nosti tropskega lastnega
vektorja velja t(A) = w.
























e za w iz trditve 4.14 izberemo vektor z omejitvijo, da je produkt njegovih kompo-
nent enak 1, potem velja h(X) = w. Za matrike za aditivno primerjanje pokaºemo


























Opomba 4.16. Za strogo tranzitivno matriko za aditivno primerjanje bi v obi£ajni
algebri lahko napisali
A = weT − ewT za e = (1, 1, . . . , 1)T ,
od koder razberemo, da gre za matriko ranga 2, £e niso vsi elementi vektorja w
enaki. Slika matrike je namre£ razpeta na vektorja w in e.
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Slika 6: Graf strogo tranzitivne matrike za multiplikativno primerjanje.
Primer 4.17. Ker matriki iz primerov 4.7 in 4.11 nista strogo tranzitivni, bomo za











Njen pripadajo£ uteºen usmerjen graf lahko vidimo na sliki 6. Matriko dobimo, £e
























⎤⎦ = 2 3√2w
Iz Y = wuT vidimo, da je w lastni vektor za lastno vrednost uTw = 3. Velja torej
v(Y ) = w. e bi ºeleli vektor w zmnoºiti s takim skalarjem, da bi bil produkt
komponent enak 1, bi bil skalar natanko 2 3
√
2.
V tropski algebri, kjer za ⊗ vzamemo obi£ajno mnoºenje, lahko preverimo, da
velja
Y = w ⊗ w−,
kjer je w− = uT . Od tod lahko razberemo, da je w v tej algebri tropski lastni vektor
in sledi t(Y ) = w. Vse tri metode bi torej vrnile isti element projektivne ravnine.
Preverimo lahko tudi na²e ugotovitve, da lahko za izbrano bazo b > 1 pretvorimo
matriko Y v matriko za aditivno primerjanje B. Elemente matrike B deniramo
kot bij = logb(yij). Enako naredimo z vektorjem w, da dobimo vektor w
′. Preverili
bomo, da je w′ tropski lastni vektor za matriko B. Glede na elemente matrike Y
izberemo bazo b = 2. Dobimo
B =
⎡⎣ 0 1 3−1 0 2
−3 −2 0





Matrika B je strogo tranzitivna matrika za aditivno primerjanje. V tropski algebri,
kjer je ⊗ obi£ajno se²tevanje, velja
B ⊗ w′ = 0⊗ w′.
Vektorju w′ lahko priredimo vektor w′− = (0, 1, 3) in preverimo, da velja tudi
B = w′ ⊗ w′−.
Matrike za primerjanje parov v praksi pogosto niso strogo tranzitivne, ker ele-
mente pridobimo z eksperimenti, glasovanjem ali podobnimi pristopi, ki ne zago-
tavljajo ujemanja med podatki. e matrika ni strogo tranzitivna, lahko metode
razumemo tudi kot poskus iskanja pribliºka matrike v mnoºici strogo tranzitivnih
matrik. Pribliºek je strogo tranzitivna matrika, ki jo dolo£a vektor, ki ga metoda
vrne. V primeru 4.18 si oglejmo, katero strogo tranzitivno matriko porodi vektor
uteºi, dobljen iz primera 4.7 .
Primer 4.18. Za matriko X iz primera 4.7 smo dobili naslednji vektor uteºi, izpisan









na tri decimalna mesta natan£no
X ′ ≈
⎡⎣ 1 1,817 6,6040,550 1 3,634
0,151 0,275 1
⎤⎦ .
Za primerjavo izpi²imo ²e matriko X na tri decimalna mesta natan£no
X ≈
⎡⎣ 1 2 60,5 1 4
0,167 0,25 1
⎤⎦ .
V naslednjem poglavju si bomo med drugim pogledali, kateri razdalji do mnoºice
strogo tranzitivnih matrik minimizirata tropski in Hodgev pristop. Za konec tega
poglavja pa bomo po [20] nakazali izpeljavo baze za podprostor strogo tranzitivnih
matrik STA v prostoru matrik za aditivno primerjanje in po [20, 25] izpeljavo baze
za ortogonalni komplement tega podprostora STA⊥ v prostoru matrik za aditivno
primerjanje.
Najprej deniramo Frobeniusov skalarni produkt matrik kot
⟨A,B⟩ = sled(ATB), (4.2)
ki je enak obi£ajnemu skalarnemu produktu, £e matrike gledamo kot vektorje. Ma-














prostih parametrov. Ker vsako strogo tranzitivno matriko za aditivno primerjanje
dolo£a neki vektor w do aditivnega skalarja natan£no, je prostor STA (n − 1) di-
menzionalen. Za graf G z n vozli²£i denirajmo matriko za aditivno primerjanje χG
dimenzije n× n na naslednji na£in
(χG)ij =
⎧⎪⎨⎪⎩
1, £e (j, i) ∈ E(G),
−1, £e (i, j) ∈ E(G),
0, sicer.
Trditev 4.19. Za n ≥ 3 in i ∈ {1, . . . , n} denirajmo graf Gi na n vozli²£ih, ki ima
povezave
E(Gi) = {(j, i)| j ∈ {1, . . . , n} \ {i}}.
Katerakoli podmnoºica velikosti (n − 1) matrik {χG1 , . . . , χGn} je baza za prostor
strogo tranzitivnih matrik STA.




. . . ...
0 −1
1 · · · 1 0 1 · · · 1
−1 0




ki ima vse elemente izven i-te vrstice in i-tega stolpca enake 0. Najprej lahko
pokaºemo, da je vsota vseh χGi za i od 1 do n enaka matriki s samimi 0. To sledi iz
tega, da ima χGj za j ̸= i v i-ti vrstici neni£eln le element na mestu (ij), ki je enak
−1, matrika χGi pa ima na tem istem mestu 1.
Potem preverimo, da je podmnoºica katerihkoli (n − 1) tako deniranih matrik
linearno neodvisna. To lahko zaradi simetrije preverimo na prvih (n− 1) matrikah.
Ker ima v n-ti vrstici vsak od χGj za j < n neni£eln le element na mestu (nj), so
te matrike linearno neodvisne.
Preverimo lahko, da so denirane matrike χGi strogo tranzitivne. Ker je STA
vektorski podprostor, je vsaka matrika v njihovi linearni ogrinja£i strogo tranzitivna.
Mnoºica (n− 1) deniranih matrik je torej linearno neodvisna, njihova linearna
ogrinja£a pa razpenja (n− 1) dimenzionalen podprostor prostora STA. Ker je STA
sam (n− 1) dimenzionalen, smo na²li bazo.
Razseºnost ortogonalnega komplementa mora tedaj biti enaka
n(n− 1)
2







Trditev 4.20. S C(G) ozna£imo mnoºico vseh ciklov na polnem grafu G na n
vozli²£ih. Za vsak cikel σ ∈ C(G) dolºine vsaj 3 lahko deniramo n×n matriko χσ.
Za n ≥ 3 velja, da mnoºica vseh takih matrik razpenja prostor STA⊥.
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e ºelimo poiskati bazo, izberemo poljubno vozli²£e v ∈ V (G) na grafu G in
vzamemo mnoºico matrik
Sv = {χσ| σ ∈ C(G), l(σ) = 3, v ∈ σ},
ki pripadajo ciklom dolºine 3, ki to vozli²£e vsebujejo. Matrike v tej mnoºici nasto-
pajo v parih (χσ,−χσ). e za vsak tak par izberemo eno matriko, dobimo bazo S∗v
ortogonalnega komplementa STA⊥.
Dokaz. Dokaz prvega dela se nahaja v [20, izrek 4]. Najprej preverimo, da je vsaka
χσ pravokotna na vsak bazni vektor χGi . Da bodo elementi i-te vrstice ali stolpca
matrike χσ neni£elni, mora cikel σ vsebovati i. Tedaj bosta v i-ti vrstici in i-tem
stolpcu matrike χσ natanko dva izvendiagonalna elementa neni£elna. En bo enak 1
in drugi −1. Ker ima χGi v i-ti vrstici izven diagonale same 1, v i-tem stolpcu pa
izven diagonale same −1, je skalarni produkt enak 0.
Geometrijski dokaz drugega dela za dolo£itev baze se nahaja v [25, trditev 4.10].
Mi bomo povzeli idejo po [20, izreka 3 in 4]. Ciklov dolºine 3, ki vsebujejo neko





. e za vsak par nasprotno usmerjenih ciklov





, kar je razseºnost prostora STA⊥. Recimo,
da je χσ ∈ S∗v in zapi²imo pripadajo£ cikel kot σ = (v, i, j). Veljati mora, da ima
matrika χσ na mestu (ji) vrednost 1. Ker velja i, j ̸= v, v mnoºici S∗v ni druge
matrike, ki bi imela to mesto neni£elno. Edina moºna matrika bi ²e bila matrika za
cikel σ′ = (v, j, i), ki pa smo jo izlo£ili iz te mnoºice. Matrike iz mnoºice S∗v so torej
linearno neodvisne, pravokotne na STA, njihovo ²tevilo pa je natanko razseºnost
prostora STA⊥, zato so baza prostora STA⊥.
4.2 Lastnosti algoritmov
V tem poglavju si bomo ogledali ²e nekaj lastnosti algoritmov. Za£eli bomo s tremi
lemami, ki jih bomo potrebovali pri dokazu izreka v naslednjem poglavju. Potem si
bomo ogledali, katere razdalje do mnoºice strogo tranzitivnih matrik minimizirata
Hodgeva in tropska metoda. Na koncu pa bomo navedli tudi trditve, ki namigujejo,
da vse tri metode izhajajo iz iste druºine metod. Naslednje leme temeljijo na [25,
lema 4.5]. Znova bomo uporabili Hadamardov produkt iz (4.1).
Lema 4.21. Naj bodo A,B ∈ A, X, Y ∈ X in P permutacijska matrika. Za Hodgevo
metodo veljajo naslednje lastnosti
• h(PAP−1) = Ph(A) in h(PXP−1) = Ph(X),
• h(X ◦ Y )i = h(X)ih(Y )i,
• h(A+B) = h(A) + h(B).
Dokaz. Pri permutaciji vrstic in stolpcev je pomembna samo permutacija vrstic 
enako se permutirajo tudi njihova aritmeti£na ali geometrijska povpre£ja, kar potrdi
prvo to£ko. Aritmeti£no povpre£je vrstice vsote dveh matrik je vsota aritmeti£nih






(aij + bij) = h(A)i + h(B)i za 1 ≤ i ≤ n.
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Geometrijsko povpre£je vrstice Hadamardovega produkta dveh matrik pa je produkt
geometrijskih povpre£ij vrstic vsake posebej




1/n = h(X)ih(Y )i za 1 ≤ i ≤ n.
Lema 4.22. Naj bodo A,B ∈ A, X, Y ∈ X in P permutacijska matrika. Za tropsko
metodo veljajo naslednje lastnosti
• t(PAP−1) = Pt(A) in t(PXP−1) = Pt(X),
• t(A+B) = t(A) + t(B), £e je B ∈ STA,
• t(X ◦ Y )i = t(X)it(Y )i, £e je Y ∈ STX .
Dokaz. Za t(A) smo lastnost glede permutacije elementov matrike ºe dokazali v
lemi 3.1. Tedaj smo sicer uporabili tropsko permutacijsko matriko, ampak rezultat
mnoºenja s permutacijsko matriko je enak.
Za strogo tranzitivno matriko B velja, da ima vsak cikel uteº 0. Torej se v vsoti
A+B ohranijo uteºi ciklov iz matrike A in velja λ(A+B) = λ(A). Ohranijo se tudi
kriti£ni cikli. Dovolj je le preveriti, da je t(A) + t(B) tropski lastni vektor matrike
A + B, saj je ta enoli£en do skalarja natan£no, £e je bil t(A) enoli£en do skalarja
natan£no za matriko A. Po 4.15 velja bij = t(B)i − t(B)j. V i-ti vrstici dobimo
max
j=1,...,n
((aij+bij)+(t(A)j+t(B)j)) = t(B)i+ max
j=1,...,n
(aij+t(A)j) = λ(A)+t(A)i+t(B)i,
s £imer smo potrdili ºeleno enakost. Iskana enakost za matrike za multiplikativno
primerjanje sledi s podobnim razmislekom.
Lema 4.23. Naj bosta X, Y ∈ X in P permutacijska matrika. Za Perronovo metodo
veljajo naslednje lastnosti
• v(PXP−1) = Pv(X),
• v(X ◦ Y )i = v(X)iv(Y )i, £e je Y ∈ STX .
Dokaz. Velja
(PXP−1)(Pv(X)) = PXv(X) = λ(Pv(X)),
kar po izreku 4.4 potrdi prvo to£ko, saj gre za pozitivni lastni vektor. Recimo, da
je Y strogo tranzitivna, potem je yij =
v(Y )i
v(Y )j
. Zanima nas torej, £e ima matrika z
elementi xijyij lastni vektor z elementi (v(X) ◦ v(Y ))j = v(X)jv(Y )j. Pri produktu






v(X)jv(Y )j) = v(Y )i
n∑︂
j=1
(xijv(X)j) = λv(X)iv(Y )i,
kar dokazuje, da je to lastni vektor in po Perron-Frobeniusovem izreku zato velja
iskana enakost.
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Kot smo omenili ºe v prej²njem poglavju, lahko na metode gledamo kot na
metode, ki i²£ejo pribliºek matrike za primerjanje v mnoºici strogo tranzitivnih
matrik. Za za£etek si po [22, str. 310-311] in [9, izrek 3] oglejmo naslednjo lastnost
Hodgeve metode.
Trditev 4.24. Hodgeva metoda vrne vektor to£k, ki pripada strogo tranzitivni ma-
triki, ki minimizira kvadratno napako za matrike za aditivno primerjanje in logari-
temsko kvadratno napako za matrike za multiplikativno primerjanje.
Dokaz. Metrika, ki jo med matrikami porodi Frobeniusov skalarni produkt (4.2), je





e je strogo tranzitivna matrika H, ki jo dolo£a vektor h(A), pravokotna projekcija
matrike za primerjanje A na prostor strogo tranzitivnih matrik v Frobeniusovem
skalarnem produktu, potem bo tudi minimizirala kvadratno napako. Pokazati torej
moramo, da je (A−H) pravokotna na vsako strogo tranzitivno matriko B za aditivno














Zdaj pa lahko pora£unamo















































S tem smo pokazali, da matrika, ki jo dolo£imo s Hodgevo metodo, res minimizira
kvadratno napako pri matrikah za aditivno primerjanje parov.
Za matrike za multiplikativno primerjanje parov deniramo razdaljo
dX(X, Y ) =
√︄∑︂
i,j
(log xij − log yij)2.
Z vpeljavo novih spremenljivk aij = log xij in bij = log yij, ta problem prevedemo


















Hodgev vektor za matrike za multiplikativno primerjanje parov torej dolo£a strogo
tranzitivno matriko, ki minimizira logaritemsko kvadratno napako.
Opomba 4.25. Za matrike za multiplikativno primerjanje ni enostavne formule ali
privzetega numeri£nega pristopa, s katerim bi minimizirali kvadratno napako do
mnoºice strogo tranzitivnih matrik [22].
Dobljeno znanje lahko uporabimo tudi za interpretacijo tropskega algoritma.
Matriko za aditivno primerjanje parov A zapi²imo kot vsoto strogo tranzitivne ma-
trike AST , ki jo dolo£a vektor h(A), in ostanka AST ⊥ . Vemo, da po lemi 4.22 in
trditvi 4.15 velja
t(A) = t(AST + AST ⊥) = t(AST ) + t(AST ⊥) = h(A) + t(AST ⊥).
Iz dokaza leme 4.22 pa vemo, da se pri matriki AST ⊥ ohranijo kriti£ni cikli matrike
A in da velja
λ(A) = λ(AST + AST ⊥) = λ(AST ⊥).
Torej je razlika med vektorji, ki jih pri razli£nih matrikah vrne tropska metoda,
odvisna ravno od ciklov, ki se nahajajo na G(A). Ve£ o geometrijski interpretaciji
tropskega algoritma glede na zgornjo izpeljavo si lahko bralec prebere v [25, str.
47-53]. Za konkreten primer izpeljanega si oglejmo matriko v primeru 4.26.




0 1 3 8
−1 0 1 4
−3 −1 0 8
−8 −4 −8 0
⎤⎥⎥⎦ .
Za matriko lahko izra£unamo λ(A) = 5
3
. Izpi²imo vektor, ki ga vrne Hodgeva







⎤⎥⎥⎦ porodi matriko AST =
⎡⎢⎢⎣
0 2 2 8
−2 0 0 6
−2 0 0 6
−8 −6 −6 0
⎤⎥⎥⎦ .
Spomnimo se baze prostora STA iz 4.19 in matriko AST razvijmo po baznih vektorjih
χG1 in χG4 na naslednji na£in
AST = 2χG1 − 6χG4 = 2
⎡⎢⎢⎣
0 1 1 1
−1 0 0 0
−1 0 0 0
−1 0 0 0
⎤⎥⎥⎦− 6
⎡⎢⎢⎣
0 0 0 −1
0 0 0 −1
0 0 0 −1
1 1 1 0
⎤⎥⎥⎦ .
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Ker vemo, da je vsota vseh n baznih vektorjev matrika 0, bi to lahko izrazili tudi
npr. brez χG4 .
AST = 8χG1+6χG2+6χG3 = 8
⎡⎢⎢⎣
0 1 1 1
−1 0 0 0
−1 0 0 0
−1 0 0 0
⎤⎥⎥⎦+6
⎡⎢⎢⎣
0 −1 0 0
1 0 1 1
0 −1 0 0
0 −1 0 0
⎤⎥⎥⎦+6
⎡⎢⎢⎣
0 0 −1 0
0 0 −1 0
1 1 0 1
0 0 −1 0
⎤⎥⎥⎦
Matriko AST ⊥ = A−AST , ki nam ostane, lahko zapi²emo z matrikami, ki pripadajo
ciklom σ1 = (4, 3, 2, 4), σ2 = (4, 1, 2, 4) in σ3 = (4, 3, 1, 4).
AST ⊥ = A− AST =
⎡⎢⎢⎣
0 −1 1 0
1 0 1 −2
−1 −1 0 2
0 2 −2 0
⎤⎥⎥⎦ = χσ1 + χσ2 + χσ3 =
=
⎡⎢⎢⎣
0 0 0 0
0 0 1 −1
0 −1 0 1
0 1 −1 0
⎤⎥⎥⎦+
⎡⎢⎢⎣
0 −1 0 1
1 0 0 −1
0 0 0 0
−1 1 0 0
⎤⎥⎥⎦+
⎡⎢⎢⎣
0 0 1 −1
0 0 0 0
−1 0 0 1
1 0 −1 0
⎤⎥⎥⎦
Po trditvi 4.20 so te matrike baza prostora ST ⊥, saj smo ksirali vozli²£e 4 in za
dobljene cikle vzeli po enega za vsak nasprotno usmerjen par. V [25, str. 47-53] je
s pomo£jo geometrijskega pogleda in podobnih baznih vektorjev izpeljana formula
za tropske lastne vrednosti in vektorje za matrike dimenzij 4× 4.
Po [16, poglavje 4] bomo sedaj dokazali, katero razdaljo minimizira tropska me-
toda na matrikah za primerjanje. Preden se tega lotimo, se moramo vrniti k tropski
algebri in dodati denicijo tropske sledi tropskih matrik. Tropsko sled tropske ma-
trike A deniramo kot
sledT (A) = a11 ⊕ a22 ⊕ · · · ⊕ ann.
Podobno kot za obi£ajno sled matrik tudi v tropski algebri za stolpi£na vektorja w
in u velja lastnost
sledT (w ⊗ uT ) = uT ⊗ w. (4.3)
Znova bomo potrebovali matrike in vektorje, ki smo jih denirali pred izrekom 2.9 in
ozna£ili z A− in w−. Omejimo se na matrike in vektorje, ki imajo vse elemente raz-
li£ne od nevtralnega elementa za tropsko se²tevanje ϵ. V tropski algebri deniramo
razdaljo med vektorji na naslednji na£in
dT (x, y) = (y
− ⊗ x)⊕ (x− ⊗ y).
To razdaljo lahko raz²irimo tudi na matrike kot
dT (A,B) = sledT (B
− ⊗ A)⊕ sledT (A− ⊗ B),
kjer bi dobili enako, £e bi matrike gledali kot vektorje in vzeli razdaljo med do-
bljenima vektorjema. Minimum te razdalje je doseºen pri A = B in je tedaj enak
nevtralnem elementu za tropsko mnoºenje.
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e dobljeno razdaljo zapi²emo v obi£ajnih operacijah, potem smo v tropski al-
gebri, kjer je ⊗ obi£ajno se²tevanje, dobili
dT (A)(A,B) = max
i,j
|aij − bij|,
kar je metrika Chebysheva ali neskon£na metrika. V tropski algebri, kjer je ⊗
obi£ajno mnoºenje, pa smo dobili












Logaritem te razdalje pa nam zopet da metriko Chebyshevo oziroma neskon£no
metriko na logaritmih elementov matrik
log dT (X)(X, Y ) = max
i,j
| log xij − log yij|.
Trditev 4.27. Tropska metoda na matrikah za primerjanje vrne vektor to£k, ki
pripada strogo tranzitivni matriki, ki minimizira razdaljo dT (A,B).
Dokaz. Pokazali smo ºe, da vsako strogo tranzitivno matriko lahko zapi²emo kot
w⊗w− za primeren vektor w. Zanima nas torej razdalja med matriko X in matriko
oblike w⊗w− ter kdaj je ta razdalja minimalna. Z uporabo lastnosti (4.3) in dejstva,
da za vsako matriko za primerjanje velja A− = A, izpeljemo
dT (A,w ⊗ w−) = sledT ((w ⊗ w−)− ⊗ A)⊕ sledT (A− ⊗ w ⊗ w−)
= sledT (w ⊗ w− ⊗ A)⊕ sledT (A⊗ w ⊗ w−)
= (w− ⊗ A⊗ w)⊕ (w− ⊗ A⊗ w)
= w− ⊗ A⊗ w
Dobljeni produkt je enak
dT (A,w ⊗ w−) = w− ⊗ A⊗ w = max
i,j
(︁
w⊗−1i ⊗ aij ⊗ wj
)︁
.
Omejimo se najprej na matrike za aditivno primerjanje. Za matriko za aditivno
primerjanje A nas zanimajo vektorji w ∈ Rn, ki minimizirajo to razdaljo. Ker so
matrike za primerjanje tudi ireducibilne matrike, se lahko spomnimo enakosti (3.4).
Za A torej velja




(aij + wj − wi).
Minimalna razdalja, ki jo lahko torej doseºemo z dT (A,w ⊗ w−) je natanko λ(A).
To razdaljo pa doseºemo, £e za w vzamemo katerikoli lastni podvektor matrike A
za vrednost λ(A). Med lastnimi podvektorji so tudi vsi lastni vektorji matrike A,
zato tudi t(A) minimizira to razdaljo.
Pri matrikah za multiplikativno primerjanje parov moramo v postopku gledati
w ∈ Rn+ in s podobnim razmislekom pridemo do istega zaklju£ka. V tropski algebri,












Tropska metoda pri matrikah za aditivno primerjanje parov torej minimizira
neskon£no razdaljo. Razdaljo, ki jo tropska metoda minimizira pri matrikah za
multiplikativno primerjanje, pa lahko po [11, izrek 2] zapi²emo tudi malo druga£e.
Deniramo relativno napako med matriko za multiplikativno primerjanjeX in strogo
tranzitivno matriko Y kot







Trditev 4.28. Tropska metoda na matrikah za multiplikativno primerjanje vrne vek-
tor, ki dolo£a strogo tranzitivno matriko, ki minimizira relativno napako eT (X)(X, Y ).
Dokaz. Dokazali smo ºe, da tropski algoritem minimizira razdaljo dT (A,B) do mno-
ºice strogo tranzitivnih matrik. V tropski algebri, kjer je ⊗ obi£ajno mnoºenje, torej
velja












Ta maksimum lahko pri matrikah za multiplikativno primerjanje parov poenosta-
vimo v













Pokazali bomo, da velja dT (X)(X, Y ) = eT (X)(X, Y ) + 1. Razpi²imo izraz na desni v




















Trdimo, da je v primeru, da je maksimum doseºen v 2− yij
xij












=⇒ 0 > (xij − yij)2,
kar ne more veljati. Pri matrikah za multiplikativno primerjanje parov torej velja






= dT (X)(X, Y )
in sta minimuma za dT (X)(X, Y ) in eT (X)(X, Y ) doseºena v isti matriki Y .
Za konec poglavja se spomnimo izrekov 3.24 in 3.25. Uporabili jih bomo, da za
matrike za multiplikativno primerjanje poi²£emo povezavo med opisanimi metodami.
Ta povezava je izpostavljena v [25, str. 11]. Po izreku 3.24 sledi naslednja trditev,
saj so matrike za multiplikativno primerjanje pozitivne in posledi£no ireducibilne.
Trditev 4.29. e ima X ∈ X do skalarja enoli£en tropski lastni vektor, potem v







Po izreku 3.25 pa iz istih razlogov sledi naslednja lastnost.






Trditvi nakazujeta, da lahko namesto posameznih metod za matriko X ∈ X
opazujemo druºino metod
Vp : X → v(X(p))(
1
p) za p ∈ (0,∞)
kjer sta Hodgeva in tropska metoda limitna primera.
4.3 Neujemanje algoritmov
Do sedaj smo videli, da se metode ujemajo na strogo tranzitivnih matrikah ter na
vseh matrikah dimenzij 3× 3. Lahko jih celo gledamo kot tri primere iz cele druºine
metod. V tem poglavju pa bomo pokazali, da lahko za vsak par metod skonstruiramo
tudi take matrike dimenzij vsaj 4 × 4, da na njih metodi vrneta poljubni ordinalni
razvrstitvi alternativ. Sledili bomo izreku in dokazu iz [25, poglavje 4.5].
Izrek 4.31. Za n ≥ 4, za katerikoli dve metodi od treh omenjenih metod (Perro-
nova, Hodgeva in tropska metoda) in za katerikoli par ordinalnih razvrstitev (σ1, σ2),
obstaja taka matrika za primerjanje parov A, da prva metoda vrne ordinalno razvr-
stitev σ1 in druga metoda ordinalno razvrstitev σ2.
Izrek bomo dokazali za vsak par metod posebej. Za£eli bomo s Hodgevo in
tropsko metodo ter zanju dokazali naslednjo lemo, ki nam bo pomagala pri dokazu
izreka.
Lema 4.32. Da izrek dokaºemo za Hodgevo in tropsko metodo, je dovolj poiskati
matriko za aditivno primerjanje A, za katero je t(A) = (0, 0, . . . , 0)T in h(A) vektor
brez izena£enj.
Dokaz. Recimo, da je A taka matrika. Vemo, da lahko za poljubno permutacijo σ1
poi²£emo permutacijsko matriko P , da bo
r(h(PAP−1)) = σ1 in t(PAP−1) = (0, 0, . . . , 0)T .
Recimo zato, da je kar r(h(A)) = σ1. Izberimo strogo tranzitivno matriko A′ za
katero je r(t(A′)) = σ2 in s pozitivnim α tvorimo matriko Bα = (A + αA′). Potem
po 4.10 in 4.21 sledi, da bo za dovolj majhen α veljalo
r(h(Bα)) = r(h(A+ αA
′))) = r(h(A) + αh(A′)) = r(h(A)) = σ1,
ker je h(A) vektor brez izena£enj, se zato porojena ordinalna razvrstitev ne spremeni,
£e njegove elemente spremenimo za dovolj majhne vrednosti. Za α lahko vzamemo
katerokoli pozitivno ²tevilo, ki zado²£a
α <
mini,j |h(A)i − h(A)j|
maxi,j |h(A′)i − h(A′)j|
.
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Po 4.10 in 4.22 pa velja tudi
r(t(Bα)) = r(t(A+ αA
′)) = r(t(A) + αt(A′)) = r(t(A′)) = σ2,
saj mnoºenje s pozitivno konstanto ne spremeni velikostne ureditve elementov vek-
torja.
e izrek dokaºemo za aditivne matrike, potem velja tudi za multiplikativne.
Matriko za aditivno primerjanje A, za katero velja h(A) = σ1 in t(A) = σ2, moramo
le po elementih preslikati v matriko za multiplikativno primerjanje X s preslikavo
xij = e
aij . Potem metodi na matriki X vrneta isti ordinalni razvrstitvi kot na
matriki A. Vemo, da namre£ velja
h(X)i = e
h(A)i in t(X)i = et(A)i .
Pri tem se velikosti vrstni red elementov vektorja ne spremeni.
Da izrek dokaºemo za Hodgevo in tropsko metodo je torej dovolj poiskati matriko,
ki zado²£a lemi 4.32.
Dokaz izreka za Hodgevo in tropsko razvrstitev. Za pozitiven k denirajmo matriko
za aditivno primerjanje z naslednjimi lastnostmi
• ai(i+1) = k za 1 ≤ i ≤ (n− 1),
• ai(i+2) = 2i za 1 ≤ i ≤ (n− 2),
• a1n = −k.
Matrika je torej oblike
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 k 2 0 · · · 0 0 −k
−k 0 k 22 · · · 0 0 0
−2 −k 0 k · · · 0 0 0








0 0 0 0 · · · 0 k 2n−2
0 0 0 0 · · · −k 0 k
k 0 0 0 · · · −2n−2 −k 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Za dovolj velik k je vektor t = (0, 0, . . . , 0)T tropski lastni vektor matrike A za
tropsko lastno vrednost k. Velja namre£
A⊗ t = k ⊗ t,
£e je k maksimum vsake vrstice. Za dovolj velik k je tudi cikel σ = (1, n, (n −
1), . . . , 2, 1) edini kriti£ni cikel grafa G(A), ker gre za edini cikel s povpre£jem µ(σ) =
k. Tedaj je
t(A) = t = (0, 0, . . . , 0)T in velja λ(A) = k.
Za h(A) velja
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• n · h(A)i = 2i za i ∈ {1, 2},
• n · h(A)i = 2i − 2(i−2) = 3 · 2(i−2) za i ∈ {3, . . . , n− 2},
• n · h(A)i = −2(i−2) za i ∈ {n− 1, n}.
Iz teh lastnosti sledi, da je h(A) vektor brez izena£enj.
Da izrek dokaºemo za Hodgevo in Perronovo metodo bo dovolj, da uporabimo
del izreka, ki smo ga ºe dokazali.
Dokaz izreka za Hodgevo in Perronovo metodo. Naj bo X matrika za multiplika-
tivno primerjanje, ki porodi razvrstitvi (σ1, σ2) za tropsko in Hodgevo ordinalno
razvrstitev. Po trditvi 4.29 bo za dovolj velik k veljalo
r(v(X(k))) = r(t(X)(k)),
saj se mora za dovolj velik k ujemati velikostna razporeditev elementov v vektorjih
v(X(k)) in t(X)(k). Za tak k velja
r(v(X(k))) = r(t(X)(k)) = r(t(X)) = σ1
in po lemi 4.9 tudi
r(h(X(k))) = r(h(X)(k)) = r(h(X)) = σ2,
saj s potenciranjem elementov vektorja na k ne spremenimo njihove velikostne raz-
poreditve.
Ostal nam je ²e par Perronova in tropska metoda. Ta del izreka bomo dokazali
s podobno lemo, kot smo jo uporabili za dokaz prvega dela.
Lema 4.33. Da izrek dokaºemo za Perronovo in tropsko metodo, je dovolj poiskati
matriko za multiplikativno primerjanje X, za katero je t(X) = (1, 1, . . . , 1)T in v(A)
vektor brez izena£enj.
Dokaz. Recimo, da je X taka matrika. Vemo, da lahko za poljubno σ1 poi²£emo
permutacijsko matriko P , da bo
r(v(PXP−1)) = σ1 in t(PXP−1) = (1, 1, . . . , 1)T .
Zato lahko privzamemo kar r(v(X)) = σ1. Izberimo strogo tranzitivno matriko X ′,
za katero je r(t(X ′)) = σ2, in za pozitiven k tvorimo matriko Bk = (X ◦ (X ′)(k)).
Potem po lemah 4.9 in 4.22 sledi, da je
r(t(Bk)) = r(t(X ◦ (X ′)(k))) = r(t(X) ◦ t(X ′)(k)) = r(t(X ′)) = σ2.
Pokazati moramo, da lahko izberemo tako majhen pozitiven k, da se ohrani
r(v(Bk)) = r(v(X ◦ (X ′)(k))) = r(v(X)).
e pokaºemo, da so elementi Perronovega vektorja matrike zvezna funkcija njenih
elementov, potem bomo lahko izbrali dovolj majhen k, da bo to drºalo. Povzemimo
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idejo, zakaj ta lastnost velja. Vemo, da za vsako matriko X in njeno transponirano
prirejenko X∗ velja enakost
XX∗ = det(X)I.
Zato mora veljati tudi
(λI −X)(λI −X)∗ = det(λI −X)I = pX(λ)I,
kjer je pX(λ) karakteristi£ni polinom matrike X. e za λ vstavimo lastno vrednost
matrike X in so stolpci matrike (λI−X)∗ neni£elni, so ti stolpci ravno lastni vektorji
matrike X za lastno vrednost λ. Po zgornji enakosti namre£ velja
X(λI −X)∗ = λ(λI −X)∗.
Za λ = ρ(X) vemo, da gre za enostavno ni£lo karakteristi£nega polinoma in da ima
zanjo matrika X do skalarja enoli£en lastni vektor. To pomeni, da ima matrika
(ρ(X)I − X) rang (n − 1) in je zato njena prirejenka neni£elna, saj ima neni£elno
poddeterminanto razseºnosti (n − 1) × (n − 1). Elementi vsakega stolpca matrike
(ρ(X)I−X)∗ so polinomi v elementih matrikeX in v ρ(X), ki je tudi zvezna funkcija
elementov matrike X, ker gre za enostavno ni£lo karakteristi£nega polinoma. Zato
so elementi Perronovega vektorja v(X) zvezna funkcija elementov X.
Ker so elementi Perronovega vektorja zvezna funkcija elementov X, lahko poi-
²£emo tak δ > 0, da se velikostna ureditev elementov lastnega vektorja ne spremeni,
£e elemente matrike X zmnoºimo z eδ ali manj. Prvotni vektor je namre£ brez iz-
ena£enj. Izberemo lahko k = δ
ln(||X′||∞) , ker so potem vsi elementi matrike (X
′)(k)
manj²i ali enaki eδ, saj velja
0 < (x′)kij ≤ (||X ′||∞)k = eδ.





ln(a) = aδ loga(e) = eδ
in ||X ′||∞ je za matriko za multiplikativno primerjanje ve£ od 1, ker ima taka matrika
diagonalne elemente enake 1, ostale elemente pa neni£elne. Za tako dolo£en k torej
velja
r(v(X ◦ (X ′)(k))) = r(v(X))
Dokaz izreka za Perronovo in tropsko razvrstitev. Dolo£ili bomo matriko za multi-
plikativno primerjanje, ki zado²£a lemi 4.33. Sledili bomo dokazu v [25, str. 54-56], ki
se zana²a na teorijo o perturbiranih strogo tranzitivnih matrikah za multiplikativno
primerjanje iz [3]. Za za£etek dolo£imo strogo tranzitivno matriko
Xc =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 · · · 1 L
1 1 1 · · · 1 L
1 1 1 · · · 1 L
...
...
... . . .
...
...













Uporabili bomo parametre (δ2, δ3, . . . , δn) ∈ Qn−1, za katere velja




Tu smo najve£jega med njimi ozna£ili z L, bolj natan£no pa jih bomo dolo£ili kasneje.
S parametri tvorimo perturbirano matriko
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 δ2 δ3 · · · δn−1 Lδn
1
δ2
1 1 · · · 1 L
1
δ3
1 1 · · · 1 L
...
...


















1 δ2 δ3 · · · L 1L
1
δ2
1 1 · · · 1 L
1
δ3
1 1 · · · 1 L
...
...















Maksimum vsake vrstice je doseºen v L, zato je vektor t = (1, 1, . . . , 1)T tropski
lastni vektor matrike X za tropsko lastno vrednost L. Edini kriti£ni cikel grafa
G(X) je σ = (1, n, (n− 1), 1), ki ima geometrijsko povpre£je uteºi enako L. O£itno
imajo vse povezave uteº L ali manj, to pa je edini cikel, ki ga lahko sestavimo samo
iz povezav z uteºjo L. Velja torej
t(X) = t = (1, 1, . . . , 1)T in λ(X) = L.
Dokazati moramo ²e, da je za neko izbiro parametrov δi Perronov vektor matrike X






































Ker so vrednosti parametrov δi razli£ne, so ti stolpci linearno neodvisni, hkrati pa
lahko vsak stolpec matrike X zapi²emo kot linearno kombinacijo teh treh stolpcev.
Po [3, izrek 3.2] je zoºitev X na svojo sliko izomorzem. e vzamemo vektor iz slike
x = αe1 + βu+ γw, potem velja
Xx = αXe1 + βXu+ γXw
= α(u+ w) + β(a e1 + nu+ w) + γ(b e1 + c u)



















Koecienti a, b in c so racionalna ²tevila, med njimi pa velja zveza a + b + c = 0.
Vektor, ki ga dobimo, je torej dolo£en z naslednjo matriko dimenzije 3× 3
Z =
⎡⎣0 a b1 n c
1 1 0
⎤⎦ .
Neni£elne lastne vrednosti matrike X so tudi lastne vrednosti matrike Z in obratno.
e dolo£imo lastni vektor (α, β, γ)T matrike Z, potem lahko dobimo pripadajo£ la-
stni vektor matrike X kot x = αe1 + βu+ γw. e ve£, ker je matrika Z ireducibilna
in nenegativna, lahko zanjo uporabimo Perron-Frobeniusov izrek za ireducibilne ne-
negativne matrike 3.21. Po izreku je spektralni radij r = ρ(Z) matrike Z enostavna
ni£la njenega karakteristi£nega polinoma
pZ(λ) = λ
2(λ− n) + b(n− 1)− ac.
Vemo, da bo r tudi najve£ja lastna vrednost matrike X. Podobno kot pri dokazu
leme 4.33 lahko lastni vektor matrike Z, ki pripada lastni vrednosti r, preberemo
kot neni£eln stolpec transponirane prirejenke
(rI − Z)∗ =
⎡⎣ r −a −b−1 r − n −c
−1 −1 r
⎤⎦∗ =
⎡⎣r(r − n)− c ar + b ac+ b(r − n)r + c r2 − b rc+ b
1 + r − n r + a r(r − n)− a
⎤⎦ .
Prvi stolpec nam da
α = r(r − n)− c, β = r + c in γ = 1 + r − n.
Vemo torej, da bo Perronov vektor matrike X vektor v(X) = αe1+βu+γw. Dobimo
v(X)1 = r(r − n)− c+ r + c = r(r − n+ 1),






za 2 ≤ i ≤ n− 2,







v(X)n = (r + c)
1
L






Ker so vsi δi med sabo razli£ni, so tudi elementi v(X)i med sabo razli£ni za 2 ≤
i ≤ n − 1. Preveriti moramo torej le, da ne velja v(X)1 = v(X)i za neki i > 1
ali v(X)n = v(X)i za neki 1 < i < n. Ker r v v(X)1 nastopa kvadrati£no, v
preostalih v(X)i pa linearno, bi prva predpostavka pomenila, da je r realna ni£la
kvadrati£nega polinoma z racionalnimi koecienti. e pa velja v(X)n = v(X)i za
neki 1 < i < n, mora biti r racionalno ²tevilo, ker je ni£la linearnega polinoma z
racionalnimi koecienti in z vodilnim koecientom (L− 1
δi
) ̸= 0. Iz obeh sklepov sledi,
da lahko karakteristi£ni polinom pZ(λ) razcepimo na kvadrati£ni in linearni polinom
z racionalnimi koecienti oziroma druga£e povedano, da ima pZ(λ) racionalno ni£lo.
V drugem primeru zato, ker je ºe r njegova racionalna ni£la. V prvem primeru
pa zato, ker pri deljenju z dobljenim kvadrati£nim polinomom dobimo kvocient, ki
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je linearni polinom z racionalnimi koecienti, in ostanek, ki je ali linearni polinom z
racionalnimi koecienti ali konstanta. e vstavimo r, mora biti ostanek enak 0, torej
je r racionalen ali pa na² kvadrati£ni polinom deli pZ(λ). V vsakem primeru mora
torej pZ(λ) imeti racionalno ni£lo. Pokazali bomo, da s primerno izbiro parametrov
δi ta polinom racionalne ni£le nima in so zato vsi elementi vektorja v(X) razli£ni.
Prepi²imo polinom pZ(λ) v obliko
pZ(λ) = λ
3 − nλ2 − d,
kjer je d = −pZ(0) = det(Z). Determinanta matrike Z je po dokazu izreka [3,
izrek 3.2] strogo pozitivna, zato je d > 0. Po prvih dveh £lenih vidimo, da mora
biti racionalna ni£la pozitivna in celo ve£ja od n. Denimo, da je x0 racionalna ni£la
polinoma, ki jo lahko predstavimo z okraj²anim ulomkom p0
q0
, kjer sta p0 in q0 naravni







− d = 0.








Dobili smo okraj²an ulomek. Ker sta q0 in p0 tuja, sta tudi q30 in p
2
0 tuja. Hkrati q0
deli nq0 in je tuj s p0, zato je tuj s p0 − nq0. Torej sta tudi q30 in p0 − nq0 tuja. e
izberemo take parametre δi, da okraj²an ulomek, ki predstavlja d, v imenovalcu ne
bo imel kuba celega ²tevila, potem polinom ne more imeti racionalne ni£le.
Omejili smo se na n ≥ 4. Izberimo kar cela ²tevila δi za i < n. e poenostavimo
izraz v prostem £lenu polinoma, dobimo












Recimo, da ºelimo, da nam v imenovalcu okraj²anega ulomka, ki predstavlja d,
ostane δj za neki j < n−1, ki ni kub celega ²tevila. Ko bomo dali sumande prostega
£lena d na skupni imenovalec, bodo vsi £leni vsote, ki imajo imenovalce tuje δj, imeli
faktor δj v ²tevcu. e pa bo vsota ²tevcev nad £leni, katerih imenovalci niso tuji
δj, po preoblikovanju na skupni imenovalec, tuja z δj, potem bo tudi cel ²tevec
racionalnega ²tevila d tuj z δj. Ker bomo za δi za 1 ≤ i ≤ n− 1 ve£inoma vzeli med















































kar ²e ni okraj²an ulomek.
Zdaj lo£imo primere. e je n lih, lahko vzamemo kar δ2 = 2, δ3 = 3 in tako dalje
za δi izberemo i-to pra²tevilo. To pomeni, da sta za vsak j < n−1 v kvocientu (4.6)
δj v imenovalcu in produkt parametrov v ²tevcu, t.j. faktor L
∏︁n−2
i=2, i ̸=j δi, tuja. e
obstaja j, da sta δj v imenovalcu in prvi faktor v ²tevcu, t.j. L3+L2
∑︁n−2
i=2, i ̸=j δi+1,
tuja, potem smo dosegli ºeleno. Vzemimo kar δ2 = 2 in pokaºimo, da je prvi faktor
liho ²tevilo. Ker je δ2 sodo, so vsi ostali δi in s tem tudi L lihi. Potem je L3 + 1
sodo in
∑︁n−2
i=3 δi liho, ker gre za vsoto z liho £leni, ki so lihi. Celoten prvi faktor je
torej lih. Iz tega sledi, da sta δ2 in prvi faktor ²tevca tuja. To pomeni, da bo d kot
okraj²an ulomek imel v imenovalcu 2. Ker je ta imenovalec delitelj produkta (4.5)
vseh parametrov in ker so vsi ostali parametri lihi, d ne bo imel kuba celega ²tevila
v imenovalcu okraj²anega ulomka.
V primeru n = 4 izberemo δ2 = 3 in nato tak L, da 3 ne deli L(L3 + 1), kar je
npr. L = 7. e bi izbrali δ2 = 2, bi imeli teºavo, saj mora biti L liho in je zato
L3 + 1 sodo.
Za sode n > 4 izberemo δ2 = 2, δ3 = 3, δ4 = 4 in nato nadaljujemo s pra²tevili.
Trdimo, da nam bo v imenovalcu ostal faktor δ4. Oglejmo si kvocient (4.6) pri
j = 4 in nato pri j = 2. Ker je L liho, je L3 + 1 sodo. V obeh ulomkih je tudi∑︁n−2
i=2, i ̸=j δi liho, saj imamo sodo £lenov od katerih je en sod in ostali lihi. Torej sta
v obeh primerih δj in prvi faktor v ²tevcu, t.j. L3 + L2
∑︁n−2
i=2, i ̸=j δi + 1, tuja, ker je
ta faktor liho ²tevilo. Pri j = 2 moramo za skupni imenovalec ulomek pomnoºiti z
2 v imenovalcu in ²tevcu, zato v ²tevcu dobimo sodo ²tevilo. Pri j = 4 pa za skupni
imenovalec pomnoºimo ulomek le z lihimi ²tevili in zato v ²tevcu ostane liho ²tevilo.
Iz tega sledi, da je ²tevec d liho ²tevilo, ki ga δ4 ne deli. Ker 4 ni kub celega ²tevila
in so ostali faktorji v imenovalcu lihi, tudi d v imenovalcu okraj²anega ulomka ne
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