Abstract. The action of the symmetric group S4 on the Tetrahedron algebra, introduced by Hartwig and Terwilliger [HT05], is studied. This action gives a grading of the algebra which is related to its decomposition in [HT05] into a direct sum of three subalgebras isomorphic to the Onsager algebra. The ideals of both the Tetrahedron algebra and the Onsager algebra are determined.
Introduction
The Tetrahedron algebra g ⊠ has been defined in [HT05, Definition 1.1], in connection with the so called Onsager algebra introduced in [Ons44] , in which the free energy of the two dimensional Ising model was computed. Since then it has been investigated by physicists and mathematicians in connection with solvable lattice models, representation theory, Kac-Moody Lie algebras, tridiagonal pairs and partially orthogonal polynomials (see [HT05] and the references there in).
One of the main results (Theorem 11.5) in [HT05] shows that g ⊠ is isomorphic to the three point sl 2 loop algebra sl 2 ⊗A, where A is the algebra k[t, t −1 , (1 − t) −1 ] (a subalgebra of the field of rational functions on the indeterminate t).
The Tetrahedron algebra is endowed with an action of the symmetric group S 4 by automorphisms, and the result above is used in [HT05, Theorem 11 .6] to show that g ⊠ is the direct sum g ⊠ = Ω ⊕ Ω ′ ⊕ Ω ′′ of a subalgebra Ω, which is isomorphic to the Onsager algebra, and its images under the action of the cycle (123). Hence, g ⊠ is a direct sum of three subalgebras (not ideals!) which are isomorphic to the Onsager algebra.
On the other hand, like any other Lie algebra endowed with an action of S 4 by automorphisms, g ⊠ is Z 2 × Z 2 -graded by the action of Klein's 4 group (see [EO05] ):
(0.1)
These notes give a solution to this problem. A key to this solution will be the use of a very suitable basis of sl 2 ⊗A, as a Lie algebra over A, which is also useful in simplifying some of the arguments in [HT05] .
All the algebras considered will be defined over a ground field k of characteristic = 2. Unadorned tensor products ⊗ will be considered over k.
In the next section, the isomorphism between g ⊠ and sl 2 ⊗A, as algebras with an action of the symmetric group S 4 , given in [HT05] , will be reviewed and proved in a simplified way, by using the suitable A-basis mentioned above. The action of S 4 on g ⊠ translates into an action of Klein's 4 group as A-automorphisms of sl 2 ⊗A plus an action of S 3 on both sl 2 and A. Section 2 will be devoted to solve [HT05, Problem 13 .4], and the normal Lie related triple algebra which is associated to the action of S 4 on g ⊠ , as shown in [EO05] , will be found in Section 3. This will highlight a general construction of normal Lie related triple algebras defined on certain commutative associative algebras endowed with an action of the symmetric group S 3 . Section 4 will be devoted to solve [HT05, Problem 13 .3], which asks for the ideals of the Tetrahedron algebra, in terms of this A-basis used throughout. A general result on ideals of some Lie algebras will be given, and the ideals of the Onsager algebra will be determined too. Section 5 will give a different presentation of the Tetrahedron algebra by generators and relations, inspired in the properties of the A-basis used throughout. Finally, Section 6 will deal with the universal central extension of the Tetrahedron algebra studied in [BT] .
1. The Tetrahedron algebra and the three point sl 2 loop algebra
The Tetrahedron algebra g ⊠ has been defined in [HT05] . It is the Lie algebra over k with generators {X ij : i, j ∈ {0, 1, 2, 3}, i = j} (1.1) and the relations X ij + X ji = 0 for i = j, (1.2a)
[X ij , X jk ] = 2(X ij + X jk ) for mutually distinct i, j, k, ( One of the main results in [HT05] relates the Tetrahedron algebra to the three point sl 2 loop algebra g = sl 2 ⊗A, where sl 2 is the Lie algebra of two by two traceless matrices over k and A is the unital commutative associative algebra k[t, t −1 , (1 − t) −1 ] (t an indeterminate), which is a subalgebra of the field of fractions k(t). To present the precise relationship in [HT05, Proposition 6.5 and Theorem 11.5], first consider the basis x = −1 2 0 1 , y = 
where t ′ = 1 − t −1 and t ′′ = (1 − t) −1 (see [HT05, Lemma 6 .2]). This homomorphism Ψ was proved to be an isomorphism in [HT05, Theorem 11.5]. Here this will be proved in another way. Some useful results will come out during this process. The symmetric group S 4 = {σ : {0, 1, 2, 3} → {0, 1, 2, 3} : σ is a bijective map} embeds naturally in the group of automorphisms Aut(g ⊠ ) by means of
for any σ ∈ S 4 and 0 ≤ i = j ≤ 3. (Here the actions will always be taken on the left.) Consider the following generators of S 4 :
The elements τ 1 and τ 2 generate Klein's 4 group, while ϕ and τ generate a copy of the symmetric group S 3 (recall that S 4 is the semidirect product of these two subgroups).
Theorem 1.4. S 4 embeds as a group of automorphisms of g = sl 2 ⊗A in the following way:
where ϕ s is the order 3 automorphism of sl 2 given by
and ϕ A is the order 3 automorphism of the k-algebra A determined by
In particular, ϕ is an A-semilinear automorphism of g and ϕ A is its associated automorphism of A. That is, ϕ(ga) = ϕ(g)ϕ A (a) for any g ∈ g and a ∈ A.
(ii) τ = τ s ⊗ τ A , where τ s is the order 2 automorphism of sl 2 given by
and τ A is the order 2 automorphism of A determined by τ A (t) = 1−t.
In particular, τ is an A-semilinear automorphism of g and τ A is its associated automorphism of A.
(iii) τ 1 is the automorphism of g, as a Lie algebra over A, given by
(1.5) (iv) τ 2 is the automorphism of g, as a Lie algebra over A, given by
(1.6)
Moreover, under these actions of S 4 on g ⊠ and on g, the homomorphism Ψ in (1.3) becomes a homomorphism of Lie algebras with S 4 -action. That is,
for any σ ∈ S 4 and X ∈ g ⊠ .
Proof. It is easy to check that ϕ s and τ s are automorphisms of sl 2 of order 3 and 2, respectively, and that
A . Hence S 3 embeds in Aut g by identifying ϕ to ϕ s ⊗ ϕ A and τ to τ s ⊗ τ A . Now, equation (1.5) defines a unique Lie algebra homomorphism of g, as a Lie algebra over A, which satisfies τ 2 1 = 1. The same happens for τ 2 and τ 1 τ 2 = τ 2 τ 1 . For instance, using that (t ′ − 1)t = −1 = t ′′ (t − 1), we check
Now, it has to be checked that ϕτ 1 = τ 2 ϕ, ϕτ 2 = τ 1 τ 2 ϕ, τ τ 1 = τ 1 τ and τ τ 2 = τ 1 τ 2 τ . In all cases, the maps on both sides are A-semilinear with the same associated automorphisms of A, so it is enough to check the equalities on the basis {x ⊗ 1, y ⊗ 1, z ⊗ 1} of g over A. This is straightforward. For the last part, it is enough to check (1.7) for X = X ij , i = j in {0, 1, 2, 3}, and again this is a routine verification.
In order to show that Ψ is an isomorphism, it is better to work with a different basis of g over A. Consider the following elements of g:
(1.8)
Observe that, since ϕ A (t) = t ′ and ϕ A (t ′ ) = t ′′ , these elements are permuted cyclically by the order 3 automorphism ϕ in Theorem 1.4.
Theorem 1.9. With u 0 , u 1 and u 2 as above:
(iii) u 0 , u 1 and u 2 generate g as a Lie algebra over k. 
Proof. Let us start with item (ii
On the other hand,
To prove (i), first note that g = sl 2 ⊗A is a subalgebra of the simple Lie algebra sl 2 ⊗k(t) over the field k(t). The k(t)-subalgebra s generated by u 0 , u 1 and u 2 is perfect (s = [s, s]) by (ii), and hence its dimension cannot be ≤ 2 (otherwise, it would be a solvable Lie algebra). Therefore, {u 0 , u 1 , u 2 } is a basis of sl 2 ⊗k(t) over k(t). In particular, u 0 , u 1 and u 2 are linearly independent over A, and u 0 A ⊕ u 1 A ⊕ u 2 A is an A-subalgebra of g. Moreover, the computations above show that
(1.10)
Finally, let us denote now by s the k-subalgebra of g generated by u 0 , u 1 and u 2 . Observe that s is invariant under the action of the order 3 automorphism ϕ, so it is enough to prove that u 0 A is contained in s. From (ii) we obtain
Hence, an induction argument shows that u 0 t n is in s for any n ≥ 0. In the same vein,
and u 0 (t ′ ) n ∈ s for any n ≥ 0. Finally, since u 0 t n is in s for any n ≥ 0, and s is invariant under ϕ, we get u 2 (t ′′ ) n ∈ s too, for any n ≥ 0. Hence: HT05, Lema 6 .3]), so u 0 A is contained in s, as required.
Corollary 1.12. The homomorphism Ψ is onto.
As in [HT05] , let Ω (respectively Ω ′ , Ω ′′ ) denote the subalgebra of g ⊠ generated by X 12 and X 03 (respectively X 23 and X 01 , X 31 and X 02 ). Note that Ω ′ = ϕ(Ω) and Ω ′′ = ϕ(Ω ′ ). In [HT05, Proposition 7.8] it is proved that g ⊠ is the direct sum of the subalgebras Ω, Ω ′ and Ω ′′ . A simpler proof can be given as follows: Lemma 1.13. Let S 1 and S 2 be two subspaces of a Lie algebra l such that [S 1 , S 2 ] ⊆ S 1 +S 2 holds, and let s i be the subalgebra generated by
Proof. Let S (respectively S ′ , S ′′ ) denote the subspace spanned by X 12 and X 03 (respectively X 23 and X 01 , X 31 and X 02 ). Then, by (1.2b), [S,
which contains all the generators X ij , so it is the whole g ⊠ .
The images under Ψ of these subalgebras are given in the next result:
In particular, g is the direct sum of the subalgebras Ψ(Ω), Ψ(Ω ′ ), and Ψ(Ω ′′ ).
Proof.
(ii) and (iii) are obtained from (i) by applying the order 3 automorphism ϕ. To prove (i), first note that since tt ′ = t − 1 and t ′′ (t − 1) = −1,
is a k-subalgebra of g, and it contains u 1 = 1 4 Ψ(X 03 + X 12 ) and u 2 t = 1 4 Ψ(X 03 − X 12 ) (1.10), so it certainly contains Ψ(Ω). But one has
Hence g is the direct sum of the subalgebras on the right hand sides of (i), (ii), and (iii). Since Ψ is onto (Corollary 1.12) and g ⊠ = Ω + Ω ′ + Ω ′′ (Proposition 1.14), the result follows.
The next result simplifies the work to prove that Ψ is one-to-one:
Proof. Assume that the restriction of Ψ to Ω is one-to-one. Then, since
, and Ψ(Ω ′′ ) by Proposition 1.15), it follows that Ω ∩ (Ω ′ + Ω ′′ ) is contained in the kernel of the restriction Ψ| Ω , which is assumed to be 0. Hence, by the cyclic symmetry provided by ϕ, g ⊠ = Ω ⊕ Ω ′ ⊕ Ω ′′ and, again using the cyclic symmetry, the restriction of Ψ to each of these three direct summands is one-to-one, and so is Ψ.
Therefore, it is enough to prove that Ψ| Ω : Ω → g is one-to-one. But Ω is the homomorphic image of the Onsager algebra O (see [HT05, Section 4]), which is the Lie algebra over k with generators A and B and relations
under the homomorphism which takes A to X 12 and B to X 03 .
Hence, in order to prove that Ψ| Ω is one-to-one, it is enough to prove the following:
Hence, in order to prove that φ is one-to-one, it is enough to prove that so is φ| O A and, hence, to prove that {φ (ad
so we must check that {(ad u 0 (t−1) ) m (u 1 ), (ad u 0 (t−1) ) m (u 2 t) : m ≥ 0} is a linearly independent set. Now,
and all these elements are linearly independent over k. (ii) g ⊠ is the direct sum of its subalgebras Ω, Ω ′ and Ω ′′ .
(iii) Ω is isomorphic to the Onsager algebra.
Proof. (i) follows from the results above. Then (ii) follows from Proposition 1.15, and (iii) follows because the epimorphism O → Ω such that A → X 12 and B → X 03 is one-to-one by Lemma 1.17.
The solution to [HT05, Problem 13.4]
The action of S 4 on g ⊠ (or on g = sl 2 ⊗A) restricts to an action of Klein's 4 group, which gives a Z 2 × Z 2 -grading on g, as in [EO05, (1.1)]:
In [HT05, Problem 13.4] it is posed the question of proving that t = 0, of obtaining a basis for each of these subspaces g i , and of investigating the relationship between this decomposition (2.1) and the decomposition
The use of the A-basis {u 0 , u 1 , u 2 } of g (Theorem 1.9) makes the determination of the subspaces in (2.1) quite easy: Theorem 2.2. With the previous notations,
Proof. Recall that τ 1 = (12)(03) and τ 2 = (23)(10). Since τ 1 (X 02 ) = X 31 and τ 2 (X 02 ) = X 13 = −X 31 , it follows that u 0 = 1 4 Ψ(X 02 + X 31 ) belongs to g 0 . But the automorphisms τ 1 and τ 2 are A-linear (Proposition 1.4), so u 0 A is contained in g 0 . In the same vein it is proved that u 1 A ⊆ g 1 and u 2 A ⊆ g 2 ; and Theorem 1.9 finishes the proof.
Since the set {1} ∪ {t n , (t ′ ) n , (t ′′ ) n : n ∈ N} is a k-basis of A ([HT05, Lemma 6.3]), the following result, which solves part of [HT05, Problem 13.4], is clear:
(see Proposition 1.15), and something similar holds for g 1 and g 2 . This gives the relationship between the decompositions g = g 0 ⊕ g 1 ⊕ g 2 and the decomposition
Remark 2.4. Also, since t ′′ (t − 1) = −1 and (t ′′ − 1)(t − 1) = −t, it follows that
Besides, the definition of u 1 shows immediately that
and since t ′ t = t − 1 and (t ′ − 1)t = −1, also
In this way, one recovers [HT05, Corollary 13], which asserts that
3. The normal Lie related triple algebra associated to the Tetrahedron algebra
Following [EO05] , given the Lie algebra g on which S 4 acts as automorphisms, there exists a structure of normal Lie related triple algebra defined on g 0 , which essentially determines g.
A normal Lie related triple algebra (A, ·,¯) is an algebra with multiplication ·, with an involution¯, and endowed with a skew-symmetric bilinear map δ : A × A → lrt(A, ·,¯), where
for any x, y ∈ A and i ∈ Z 3 }, satisfying some conditions (see [Oku05, (2.34)] for a complete definition).
Here g 0 = u 0 A can be identified with A by means of ι 0 : A → g 0 , a → ι 0 (a) = u 0 a. Then, according to [EO05] , one has to consider the identifications ι i : A → g i given by
A (a), for i = 0, 1, 2 (see Proposition 1.4). Therefore, by Theorem 2.2,
and the action of A on g is given by
for any a, b ∈ A and i = 0, 1, 2. Now, according to [EO05, Section 2], the k-vector space A is endowed with an involution a →ā determined by ι 0 (ā) = −τ ι 0 (a) . That is, by Proposition 1.4,
for any a ∈ A. Note that since τ 2 = 1,ā = a for any a ∈ A. Also, A is endowed with a multiplication determined by
Hence,
Summarizing, we have obtained:
Proposition 3.1. The normal Lie related triple algebra associated to the S 4 -action on the Lie algebra g = sl 2 ⊗A is isomorphic to (A, ·,¯), where
for any a, b ∈ A.
This result highlights a family of normal Lie related triple algebras, whose associated Lie algebras with S 4 -action satisfy that there are no nonzero elements fixed by Klein's 4 group: Proposition 3.2. Let A be a unital commutative associative algebra endowed with a group homomorphism θ : S 3 → Aut(A) (the image of any σ under θ will be denoted by σ too), and an element s ∈ A such that sϕ(s)ϕ 2 (s) = 1 = sτ (s) (notation as in Section 1). Define on A a new multiplication by
for any a, b ∈ A, and a linear map A → A, a →ā, bȳ a = sτ (a).
Then (A, ·,¯) is a normal Lie related triple algebra with trivial associated bilinear map δ : A × A → lrt(A, ·,¯).
Proof. Let us first check that a →ā is an involution of (A, ·). For any a ∈ A, a = sτ (ā) = sτ (sτ (a)) = sτ (s)τ 2 (a) = a, while for any a, b ∈ A,
Now, because of [EO05, Theorem 2.4], for any
which is symmetric on a and b. Therefore,
and, similarly,
for any a, b, c ∈ A. This shows that (A, ·,¯) is trivially (δ = 0) a normal Lie related triple algebra.
In our case, with A = k[t, t −1 , (1 − t) −1 ], the action of S 3 is determined by the automorphisms ϕ A and τ A in Proposition 1.4, and the distinguished element s is −t ′ , which satisfies sϕ A (s)ϕ 2 A (s) = −t ′ t ′′ t = 1 = sτ A (s).
The solution to [HT05, Problem 13.3]
In this section, the ideals of both the Tetrahedron algebra and the Onsager algebra will be determined. Let us first deal with the Tetrahedron algebra, whose determination constitutes the problem posed in [HT05, Problem 13.3].
Proposition 4.1. g ⊠ is a prime Lie algebra.
Proof. Since sl 2 ⊗A⊗ A k(t) is isomorphic to the simple Lie algebra sl 2 ⊗k(t), it follows that g = sl 2 ⊗A is prime, and hence so is g ⊠ .
Let a be an ideal of g = sl 2 ⊗A. The aim is to prove that there is an ideal I of A such that a = u 0 I ⊕ u 1 I ⊕ u 2 I. Therefore, the set of ideals of g (and hence of g ⊠ ) is in bijection with the set of ideals of A.
To prove this, take any element u 0 a + u 1 b + u 2 c in g (a, b, c ∈ A). Then, using Theorem 1.9 and since tt ′ t ′′ = −1: Proof. Let M(g) be the associative subring (not necessarily unital) of End k (g) generated by {ad g : g ∈ g} (see [Jac79, Chapter X]). A well-known result by Wedderburn shows that M(g) = End k (g), since g, as a central simple Lie algebra, is an irreducible module for M(g), and the centralizer of the action is k. Let {g i : i = 1, . . . , n} be a basis of g and let e ij ∈ End k (g) be the linear map given by e ij (g k ) = δ jk g i . Then, for any x = n i=1 g i ⊗ a i ∈ g ⊗ A (a i ∈ A, i = 1, . . . , n), g i ⊗ a i = (e ii ⊗ 1)(x) and g j ⊗ a i b = (e ji ⊗ b)(x) belong to the ideal of g ⊗ A generated by x, as both e ii and e ji belong to M(g). Now, if a is an ideal of g ⊗ A, and I = {a ∈ A : g 1 ⊗ a ∈ a}, the above arguments show that, for any i = 1, . . . , n, I = {a ∈ A : g i ⊗ a ∈ a}, I is an ideal of A, and a = g ⊗ I.
In [DR00] , an ideal a of a Lie algebra g is said to be closed if Z(a) = {x ∈ g : [x, g] ⊆ a} equals a. Note that Z(a)/a is the center of g/a, so the ideal a is closed if the center of g/a is trivial. Proof. From Theorem 4.4 it follows that any ideal of g ⊗ A is of the form g ⊗ I for some ideal I of A, and hence the quotient g ⊗ A/g ⊗ I is isomorphic to g ⊗ (A/I), whose center is trivial, as A/I is unital.
The closed ideals of the Onsager algebra have been determined in [DR00] and [DR00']. Here all the ideals of the Onsager algebra will be determined. To do so, let us identify the Onsager algebra O with ψ(Ω) 
which are free generators of O over k [t] , and satisfy
because of Theorem 1.9, as t ′ t = t − 1 and t ′′ (t − 1) = −1.
Recall that the centroid of a Lie algebra g over k is the centralizer of the adjoint action: Γ(g) = {f ∈ End k (g) : f ([x, y]) = [x, f (y)] for any x, y ∈ g}.
Lemma 4.7.
(i) O is generated, as an algebra over k, by v 0 , v 1 and v 2 .
Proof. Since (ad v 2 ) 2 (v 0 t n ) = v 0 t n+1 , it follows that v 0 t n belongs to the subalgebra generated by v 0 , v 1 and v 2 for any n. But then so does
so p 0 (t) = p 1 (t) = p 2 (t). Because of (i), f is determined by its action on v 0 , v 1 and v 2 , and hence f is the right multiplication by p 0 (t).
is a three dimensional simple algebra over the field k(t), so that O is prime.
In order to determine the ideals of O, first note that for any ideal J of k[t], OJ is an ideal of O. These ideals are closed under the action of Klein's 4 group.
Let now I be an ideal of O, and consider the following subspace of k[t]:
Proposition 4.8. Let I be an ideal of O. Then:
(ii) I lies between the ideals OJ I t(t − 1) and OJ I :
Proof. For any p(t) ∈ J = J I , there are polynomials
so tp(t) ∈ J, and hence J is an ideal of
it follows that both p 1 (t) and p 2 (t) lie in J too. Therefore, I is contained in However, if J = p(t)k[t], for a monic irreducible polynomial different from t and t − 1, then K = k[t]/J is a finite field extension of k, and O/I is naturally a Lie algebra over K with a basis {v i = v i + I : i = 0, 1, 2}. Because of (4.6), this is a simple three dimensional Lie algebra over K.
Note that in A = k[t, t −1 , (1 − t) −1 ], both t and t − 1 are invertible, and hence, with the same arguments as in the previous proof, it is easily checked that the quotient of the Tetrahedron algebra g ⊠ by any maximal ideal is always a three dimensional simple Lie algebra over a finite field extension of k.
Note that k[t] decomposes as
(direct sum of subspaces). Therefore, Given an element x ∈ O (respectively x ∈ OJ), let us denote byx its class modulo Ot(t − 1) (respectively, modulo OJt(t − 1)). Thus, from (4.10), with J = q(t)k[t] = 0 and
Note also that for any
The eigenvalues of the action of v 2 t on OJ/OJt(t − 1) are:
• 0, with eigenspace kw 2 t ⊕ ⊕ 2 i=0 kw i (t − 1) ,
• 1, with eigenspace kw 0 t + w 1 t, and
• −1, with eigenspace kw 0 t − w 1 t.
(For instance, by (4.6), [v 2 t, w 0 t + w 1 t] = w 1 t 3 + w 0 t 3 , but t 3 = t(t − 1)(t + 1) + t, so w i t 3 = w i t.) Also, the eigenvalues of the action of v 1 (t − 1) on OJ/OJt(t − 1) are:
• 0, with eigenspace ⊕ 2 i=0 kw i t ⊕ kw 1 (t − 1),
• 1, with eigenspace kw 0 (t − 1) + w 2 (t − 1), and
• −1, with eigenspace kw 0 (t − 1) − w 2 (t − 1). 
where S is of one of the following types:
, where w i = v i q(t), i = 0, 1, 2, and ǫ, δ, γ, ǫ ′ , δ ′ , γ ′ are either 0 or 1, with ǫ+δ = 0 = ǫ ′ +δ ′ (as J = J I ).
(ii) S = S η = span {w 0 t, w 1 t, w 0 (t − 1), w 2 (t − 1), w 2 t + ηw 1 (t − 1)}, with 0 = η ∈ k.
Remark 4.12. The ideals in Proposition 4.11 which are invariant under the action of Klein's 4 group are those of type (i) with ǫ = δ = ǫ ′ = δ ′ = 1. In this case,
where J 1 is either J or Jt, and J 2 is either J or J(t − 1) (four possibilities which correspond to γ and γ ′ being either 0 or 1).
Recall that an ideal
and hence p 1 (t), p 2 (t) ∈ J and (t − 1)p 0 (t), tp 0 (t) ∈ J, so p 0 (t) = tp 0 (t) − (t − 1)p 0 (t) ∈ J too. Therefore,
Also, if J = q(t)k[t] and w i = v i q(t), i = 0, 1, 2, using (4.10), we get
⊆ OJt(t − 1) + kw 1 t + kw 0 t, and this is contained in I in case I is as in item (ii) of Proposition 4.11, so w 2 t ∈ Z(I) \ I in this case. The same happens for I as in item (i) of Proposition 4.11 with ǫ = δ = 1 and γ = 0, or with ǫ ′ = δ ′ = 1 and γ ′ = 0. For the remaining ideals in Proposition 4.11, it is easily checked that they are closed. Therefore: (a) I = OJt(t−1)⊕k w 0 t±w 1 t ⊕k w 0 (t−1)±w 2 (t−1) (4 possibilities).
(b) I = OJt(t−1)⊕ ⊕ 2 i=0 kw i t ⊕k w 0 (t−1)±w 2 (t−1) (2 possibilities). In this case I = OJt ⊕ k(w 0 ± w 2 ).
(c) I = OJt(t − 1) ⊕ k w 0 t ± w 1 t ⊕ ⊕ 2 i=0 kw i (t − 1) (2 possibilities). In this case I = OJ(t − 1) ⊕ k(w 0 ± w 1 ).
Proof. Only the last assertions in (b) and (c) need to be checked. Since Jt = Jt(t − 1) ⊕ kq(t)t, it follows that OJt = OJt(t − 1) ⊕ ⊕ 2 i=0 kw i t . Besides, w i (t − 1) + w i = w i t ∈ OJt. The last assertion in item (b) follows at once. The argument for item (c) is similar.
Note that only the ideal in (d) is invariant under the action of Klein's 4 group.
Another presentation of the Tetrahedron algebra
In this section, a new presentation of the Tetrahedron algebra, based on the properties of our basis over A, will be given.
Consider the Lie algebra f generated by the elements z 0 , z 1 and z 2 subject to the relations:
for any i ∈ {0, 1, 2}, and where the indices are taken modulo 3. The aim of this section is to show that f is isomorphic to the Tetrahedron algebra g ⊠ , thus providing a different presentation of this latter algebra.
First, let us obtain some consequences of the relations (5.1):
thus proving (5.4). Finally,
thus proving (5.5).
Theorem 5.6. There is a Lie algebra isomorphism Φ :
(5.7)
Proof. To check that the formulas above define a Lie algebra homomorphism, it is enough to check the relations (1.2). This is straightforward. For instance, let us check that [Φ(X 01 ), Φ(X 13 )] = 2 Φ(X 01 ) + Φ(X 13 ) and that
(because of (5.1b) and (5.4))
(by (5.5)) = −32(ad z 2 ) 2 (z 1 ) (because of (5.1c)).
Hence (5.7) defines a Lie algebra homomorphism Φ, which is onto, since the generators z 0 , z 1 and z 2 of f lie in the image of Φ.
On the other hand, in g = sl 2 ⊗A, Theorem 1.9 shows that, (see (1.3) and (1.8)), and also ΓΦ(X 02 + X 31 ) = 4u 0 = Ψ(X 02 + X 31 ) and ΓΦ(X 03 + X 12 ) = 4u 1 = Ψ(X 03 + X 12 ). Therefore, ΓΦ coincides with Ψ on a set of generators, and hence ΓΦ coincides with the isomorphism Ψ. In particular, Φ is one-to-one too.
Corollary 5.8. The Tetrahedron algebra g ⊠ is isomorphic to the Lie algebra generated by three elements z 0 , z 1 and z 2 , subject to the relations (5.1).
S 4 -action on the universal central extension of the Tetrahedron algebra
In [BT, Definition 3.3], a Lie algebra g ⊠ is defined with generators X ij : i, j ∈ {0, 1, 2, 3}, i = j ∪ C p : p ∈ P ,
where P is the set of partitions of {0, 1, 2, 3} into two disjoint subsets of two elements each, subject to the relations (i) C p is central for any p ∈ P ,
(ii) p∈P C p = 0, (iii)X ij +X ji = C ij for i = j, where C ij = C p ij , and p ij consists of {i, j} and {0, 1, 2, 3} \ {i, j}, (iv) [X ij ,X jk ] = 2 X ij +X jk ) for mutually distinct i, j, k such that (i, j, k) is even (that is, the permutation σ of {0, 1, 2, 3} with σ(0) = i, σ(1) = j and σ(2) = k is even). This Lie algebra g ⊠ is a central extension of g ⊠ , and the kernel of the natural projection π : g ⊠ → g ⊠ (X ij → X ij , C p → 0) is the two dimensional space spanned by {C p : p ∈ P }. Moreover, if the characteristic of the ground field is 0, then g ⊠ is shown to be the universal central extension of g ⊠ [BT, Theorem 5.3].
The Lie algebra g ⊠ presents a natural A 4 -symmetry, where σ(X ij ) = X σ(i)σ(j) , for any i = j, and σ(C p ) = C σ(p) for any p ∈ P , where σ(p) is the partition obtained from p by applying the permutation σ to its two components.
However, the automorphism group of any perfect Lie algebra embeds in the automorphism group of its universal central extension (see [vdK73, Proposition 1.3(v) ] or [Pia02, Proposition 2.2]). Therefore, the Lie algebra g ⊠ should show a symmetry over the whole symmetric group S 4 . Let us show how to modify slightly the above generating set of g ⊠ so as to make clear this symmetry.
To do this, consider the new elements
for distinct i, j. These elements satisfy for any σ ∈ S 4 ((−1) σ denotes the signature of σ). Therefore, the generating set Y ij : i, j ∈ {0, 1, 2, 3}, i = j ∪ C p : p ∈ P satisfies the relations (i') C p is central for any p ∈ P , (ii') p∈P C p = 0, (iii') Y ij + Y ji = 0 for i = j, 
