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We implement a microscopic spin filter for cold fermionic atoms in a quantum point contact
(QPC) and create fully spin-polarized currents while retaining conductance quantization. Key to
our scheme is a near-resonant optical tweezer inducing a large effective Zeeman shift inside the
QPC while its local character limits dissipation. We observe a renormalization of this shift due to
interactions of a few atoms in the QPC. Our work represents the analog of an actual spintronic
device and paves the way to studying the interplay between spin-splitting and interactions far from
equilibrium.
Coupling the spin of a particle to its motion unveils
its quantum nature, as was demonstrated in the Stern-
Gerlach experiment [1]. In condensed-matter systems,
this can be achieved via Zeeman effect or spin-orbit cou-
pling and gives rise to a variety of transport phenomena.
For instance, magnetic impurities coupled to a metal-
lic or superconducting bath strongly influence resistivity
[2, 3], and spin-orbit coupling can induce spin-polarized
modes and Majorana fermions at the edge of topological
materials [4, 5].
Cold atoms provide an alternative platform to inves-
tigate spin transport with long coherence times and a
fine tuning of interactions by encoding spin into different
hyperfine states. There, spin degeneracy can be lifted
with actual magnetic fields or differential Stark shifts [6–
8], and spin-orbit coupling can be realized using Raman
schemes [9–11]. Experimental realizations have so far
addressed spin-dependent effects on a global scale. How-
ever, a local manipulation of the spin would allow the
study of interfaces, as encountered in magnetic hetero-
junctions, and in general represents a central ingredient
for spintronics [12], quantum computation [13] and quan-
tum simulation [14].
In this work, we use a quantum gas experiment [15]
to probe spin transport through a microscopic one-
dimensional channel connected to two macroscopic reser-
voirs. By focusing a near-resonant optical tweezer in-
side the channel, we realize an effective Zeeman splitting
which is large compared to all other transport energy
scales and allows us to individually control spin currents.
As the state of the reservoirs is not affected, transport
measurements are carried out around a well-defined equi-
librium and we observe spin-polarized quantized conduc-
tance. Owing to the local character of the tweezer, we
reduce losses caused by photon scattering and increase
our experimental timescales to several seconds. This al-
lows us to detect minute mean-field effects caused by
merely two atoms on average in the tweezer region. Our
results are captured by an extended Landauer-Bu¨ttiker
model whose validity is studied in a companion paper
[16], where regimes with stronger dissipation are explored
as well.
We prepare a degenerate cloud of lithium-6 atoms in a
balanced mixture of the first- and third-lowest hyperfine
states, labeled as pseudo-spins ∣↓⟩ and ∣↑⟩, with about
N = 1.1(1) ⋅ 105 atoms per state at a typical tempera-
ture of T = 66(12)nK. A magnetic field is tuned close to
B = 568 G, where collisional s-wave interactions between∣↓⟩ and ∣↑⟩ vanish. We optically imprint a quantum point
contact (QPC) with transverse confinement frequencies
of νx = 14.0(6)kHz and νz = 9.03(5)kHz by intersecting
two far-detuned repulsive laser beams. The QPC sepa-
rates the cloud into two reservoirs that act as a source
and drain of atoms with typical mean chemical poten-
tial µres = (µL + µR)/2 = kB ⋅ 0.23µK fixed by the total
atom number. For a non-interacting Fermi gas, the con-
ductance per spin and transverse QPC mode with unit
transmission is equal to the conductance quantum 1/h
[17]. The number of available transport modes is set via
a far-detuned attractive gate beam with Gaussian waist
wg = 31.8(3)µm. Its peak potential Vg is tunable and
augments the chemical potential µres locally to a value
Vg + µres as depicted in Fig. 1(a).
The control over each individual spin current is
achieved using an additional σ−-polarized beam centered
on the QPC. Its Gaussian intensity profile is holograph-
ically defined by a Digital Micromirror Device and has a
waist of ws = 2.0(1)µm, which is smaller than the QPC
length of 5.9(1)µm and the typical Fermi wavelength of
λF = √h/mνz = 2.7µm, where m is the mass of a 6Li
atom. Its optical frequency νs is tuned between the tran-
sition frequencies of ∣↑⟩ and ∣↓⟩ to the excited manifold
2P3/2, inducing a repulsive dipole potential for ∣↑⟩ and an
attractive potential for ∣↓⟩. For opposite detunings rela-
tive to the two transitions, i.e. δ↑ = −δ↓ = 81.3 MHz, both
dipole potentials have equal magnitudes ±Vs. The mag-
nitudes are linear in the light intensity Is for Is ≪ Isat,
where Isat = 25.4 W/m2 is the saturation intensity of the
transition. The induced lightshifts can be viewed as an
optical analogue to the Zeeman shift Vs = −µBz of a
spin-1/2 particle with magnetic moment µ in a fictitious
magnetic field Bz. As opposed to magnetically-induced
shifts, here atoms scatter photons at a rate Γs; this im-
parts kinetic energy and leads to losses. The ratio Γs/Vs
is independent of Is and equal to 9.4 × 103 s−1/(kB µK)
for the detuning mentioned above [16].
Starting with equal chemical potential biases across
the QPC for both spins, we apply the spin-dependent
optical potential to create a spin-polarized current. Typ-
ically, we prepare for each spin state atom number dif-
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FIG. 1. Creating spin-polarized currents through an
atomic QPC. (a) A near-resonant optical tweezer (red) with
waist ws = 2.0(1)µm introduces an effective Zeeman shift Vs
inside an optically-defined QPC (green). It allows 6Li atoms
in the lowest hyperfine state (∣↓⟩, orange) to flow between two
reservoirs while blocking atoms in the third-lowest state (∣↑⟩,
blue) thereby acting as a spin filter with losses determined
by the photon scattering rate Γs. A far-detuned gate beam
(dashed circle) locally increases the chemical potential µres
imposed by the reservoirs by Vg. (b) Time evolution of the
relative atom number difference between the left and right
reservoirs ∆N/N = (NL−NR)/(NL+NR), obtained for a mean
chemical potential Vg +µres = kB ⋅ 0.61(2)µK, a near-resonant
beam power Ps = 20(6)pW and at a scattering length a =
0(7)a0. It is constant for ∣↑⟩ and has a decay time of 25(1) s
for ∣↓⟩. The associated currents I↑ = −19 ± 85 atoms/s and
I↓ = 833±98 atoms/s indicate fully polarized transport within
fit error. Error bars show the standard error of the mean of
5 measurements here and in Fig. 2. Inset: Optical density
(OD) after 6 s of left and right reservoirs over 970 × 320µm,
averaged over 5 absorption images.
ferences of ∆N(0) = 45(3) ⋅ 103 between the two reser-
voirs and measure their time evolution towards equilib-
rium. During that time, the s-wave scattering length is
set to a = 0(7)a0, where a0 = 52.9 pm is the Bohr ra-
dius, and the optical power of the near-resonant tweezer
is Ps = 20(6)pW, corresponding to a peak intensity
Is = 2Ps/piw2s = 3(1)W/m2 = 0.13(4) Isat. Over 6 s,
the relative atom number difference ∆N(t)/N(t) remains
constant for spin ∣↑⟩ and is reduced by about one quar-
ter for spin ∣↓⟩ with a fitted decay time of τ↓ = 25(1) s
[Fig. 1(b)]. Assuming linear response, we infer currents
for each spin of I↑ = −19 ± 85 atoms/s and I↓ = 833 ± 98
atoms/s.
Our scheme thus represents the cold-atom equivalent
of a spin filter, a fundamental building block for spin-
tronics previously realized in spin-polarized tunnel junc-
tions [18], quantum point contacts under strong magnetic
fields [19] or double-stranded DNA illuminated by polar-
ized light [20]. The current polarization obtained here
is comparable within fitting error to the best values ob-
tained with magnetic heterostructures [21].
Despite a maximal photon scattering rate Γs =
3(1) × 103 s−1 at the center of the tweezer, the decrease
in total atom number N is limited [Fig. 2(a)]. Losses
lead to an overall decrease of the mean chemical poten-
tial µres = (µL + µR)/2 in the reservoirs by kB ⋅ 30 nK
[Fig. 2(b)], much smaller than the other typical energy
scales. Meanwhile, no significant increase of temper-
ature T is observed [Fig. 2(c)]. Since the atom-atom
mean free path is larger than the system’s size, the ad-
ditional recoil energy ER = (h/λ)2/2m = kB ⋅ 3.54µK im-
parted to atoms scattered by near-resonant photons with
wavelength λ = 671 nm is not deposited in the reservoirs
through thermalization. As currents and losses are small
relative to the global atom number, we however expect
the reservoirs to remain effectively described by thermal
states [16].
Since the macroscopic state of reservoirs is only weakly
affected by losses, transport occurs around a well-defined
equilibrium and conductance is related to the single-
particle transmission through the QPC according to the
Landauer-Bu¨ttiker formula [22]. Probing the transmis-
sion in a spin- and energy-dependent way allows in
turn to estimate the Zeeman shift induced by the near-
resonant beam. This can be done by tuning the local
chemical potential Vg + µres relative to the potentials
experienced by both spins. We perform several con-
ductance measurements at a weak scattering length of
a = 91(7)a0 for different values of the gate potential Vg.
The conductance is inferred from the decay of the relative
atom number difference ∆N/N after a fixed transport
time of 4 s [23]. If both spins are degenerate, we observe
overlapping conductance plateaus which are characteris-
tic of single-mode transport [Fig. 3(a)]. Their value of
G = 0.84(1)/h, slightly below the conductance quantum
1/h, results from a reduction of the chemical potential
bias between the reservoirs due to residual temperature
differences, caused by our initial preparation and omitted
in the estimation of the conductance [23].
Upon increasing the near-resonant beam intensity Is,
the conductance plateau for the repelled spin ∣↑⟩ is shifted
towards larger chemical potentials [Fig. 3(b) and (c)].
This shift corresponds to the classical barrier +Vs added
to the QPC zero-point energy [Fig. 3(d)] by the spin-
dependent potential [Fig. 3(e) and (f), blue]. An op-
posite shift is observed for the attracted spin ∣↓⟩, in-
dicating a weak decrease of the potential barrier due
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FIG. 2. Evolution of the reservoir thermodynamical quantities. (a) Losses in atom number N = NL +NR lead to a
small variation of (b) mean reservoir chemical potential µres = (µL + µR)/2. (c) Mean temperature T = (TL + TR)/2, constant
over experimental timescales.
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FIG. 3. Lifting the spin degeneracy of the QPC ground
state. (a) Conductance G of each spin state at scattering
length a = 91(7)a0 versus local chemical potential Vg + µres
without near-resonant beam; (b), with peak intensity Is =
0.13(4) Isat (as in Figs. 1 and 2), where Isat is the D2-line
saturation intensity; (c) with Is = 0.17(5) Isat. Here and in
the following, error bars correspond to the standard error of
the mean of 3 measurements. Fits by a Landauer model are
shown as solid curves and indicate an increase of the spin-
dependent potential up to Vs = kB ⋅ 0.44(2)µK. (d), (e) and
(f): Quasi-1D potentials along the transport direction y. The
chemical potential of Figs. 1 and 2 is indicated as dashed lines
in (b) and (e).
to the near-resonant beam being smaller than the QPC
length [Fig. 3(e) and (f), orange]. Current polarization
is maximal for chemical potentials located between the
potential barriers of both spins as in Fig. 1; the value
of Vg + µres = kB ⋅ 0.61(2)µK chosen there is shown by
a dashed line in Fig. 3(b) and (e). Strikingly, plateaus
persist when the intensity Is is increased to 0.17(5) Isat
while their value decreases down to G = 0.55(2)/h.
We expect transport observables such as conductance
to be fundamentally robust against losses since they are
only sensitive to scattering at energies close to the Fermi
level which concerns a small fraction of all atoms sub-
ject to near-resonant light. In a Landauer picture valid
for weak interactions, these losses contribute to decreas-
ing the conductance by the scattering probability. This
probability is equal to about 25% at Is = 0.13(4) Isat
for a typical Fermi velocity vF = √hνz/m = 2.4 cm/s in
the single-mode regime, and is compatible with the de-
crease of the conductance plateau from G = 0.84(1)/h
in Fig. 3(a) to G = 0.72(2)/h in Fig. 3(b). In contrast,
losses of atoms below the Fermi level do not generate a
net current since their average velocity is zero. In the
actual setup, these losses represent the majority of the
losses shown in Fig. 2(a) (see also [16]) and only affect
transport indirectly through the weak reduction of the
chemical potential [Fig. 2(b)].
To extract the spin-dependent potential Vs, we fit
the conductances of both states with a Landauer model
[solid curves in Fig. 3(a)-(c)]. The model describes the
QPC and spin-dependent gate by two independent quasi-
1D potentials shown in Fig. 3(d)-(f), and includes a
position-dependent photon scattering rate Γ(y) as an
imaginary part ih̵Γ(y)/2 [16]. A linear regression on five
different values of Is yields a conversion ratio Vs/Is =
103(17)kBnK/(W/m2) compatible with the theoretical
value of 98(3)kBnK/(W/m2). We find a maximal po-
tential of Vs = kB ⋅ 0.44(2)µK, about twice the typical
Fermi energy EF = hνz/2 = kB ⋅ 0.22µK in the single-
mode regime.
Using the broad Feshbach resonance of 6Li, we now in-
vestigate how interactions between itinerant atoms pass-
ing through the QPC compete with the Zeeman splitting
created by the near-resonant tweezer. Interactions renor-
malize the effective potential felt by each spin, which can
be sensitively probed by measuring the energy shifts in
the conductance curves. We explore both attractive and
repulsive interactions from a = −800.0(7)a0 to 800(16)a0
in the non-superfluid regime, which are values of the scat-
tering length where interactions are described by mean-
field theory (as opposed to previous results obtained in
the strongly correlated regime [24]). Figure 4(a) shows
conductances for each spin obtained at a = ±800a0 and
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FIG. 4. Effect of 1D interactions on transport. (a)
Conductance G at scattering lengths a = −800.0(7)a0 and a =+800(16)a0, near-resonant beam intensity Is = 0.13(4) Isat
and equal detuning from both states, δ¯ = 0. Solid curves in-
dicate fits with a logistic function to extract the energy sepa-
ration Vs,eff. (b) Fitted separation Vs,eff versus Is normalized
by the D2-line saturation intensity Isat. The vertical dotted
line indicates the intensity used in (a). (c) Scattering length
a versus magnetic field, tuned to the left of a broad Feshbach
resonance (dash-dotted line) and calibrated within 0.1%. (d)
Ratio Vs,eff/(I/Isat) versus scattering length a, obtained by
linear regression displayed as solid lines in (b). A Hartree
mean-field model including a finite temperature of 66 nK is
indicated as dashed lines in (b) and (d).
fixed intensity Is = 0.13(4) Isat as a function of the local
chemical potential Vg + µres. We observe a change in the
energy separation Vs,eff between the conductance curves
by about kB ⋅0.1µK, a shift smaller than the width of the
conductance step of 4kBT = kB ⋅0.26(5)µK. The conduc-
tance values are reduced compared to Fig. 3(b) as well,
which we attribute to slightly increased losses. This vis-
ible separation is reduced for attractive interactions and
increased for repulsive interactions. We quantify it with
a fit by a logistic function motivated by non-interacting
Landauer theory for different values of Is [Fig. 4(b)]. The
different slopes Vs,eff/(Is/Isat), obtained by linear regres-
sion, confirm the effect of interactions.
We repeat this measurement for intermediate scat-
tering lengths a [Fig. 4(c)] and extract the ratio
Vs,eff/(Is/Isat) for each interaction strength [Fig. 4(d)].
The data is described by a self-consistent Hartree mean-
field model [23] where ∣↓⟩-atoms provide an extra po-
tential proportional to the interaction parameter U =
2h
√
νxνza that ease or hinder the passage of ∣↑⟩-atoms
depending on its sign. We find a good agreement even
though the model does not include dissipation and den-
sity fluctuations which may be non-negligible in the 1D
region. Crucially, our conductance signal is obtained by
probing the QPC with typically a few thousand atoms
over 4 s. The mean-field approximation formally relies on
replacing operators for atomic densities by their thermo-
dynamical averages, which are about 1 atom per micron
and per spin here [23]. Despite the absence of thermo-
dynamical equilibrium in the microscopic QPC, such a
thermodynamical average is experimentally mimicked by
the effective time average associated with our measure-
ment. Dissipation is likely to play a substantial role for
larger interactions [25, 26], where both fluctuations and
coherence are expected to be stronger within the 1D re-
gion [27].
Our work demonstrates how transport measurements
are sensitive to minute interaction effects occurring on
the scale of the Fermi wavelength from the integration
of a weak transport signal. Our capability to spin-
engineer potentials can be readily extended to more com-
plex structures [24] and opens avenues for exploring the
transport dynamics of strongly-correlated systems, where
novel nonequilibrium spin and heat transport [28, 29] and
exotic phases of matter [5] could be observed.
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5MATERIALS AND METHODS
Experimental details
Experimental cycle
In brief, a balanced mixture of the lowest and third-
lowest hyperfine state is loaded into a hybrid trap with
transverse frequencies νtrap,x = 122(3)Hz and νtrap,z =
110(3)Hz along x and z provided by a 1064 nm optical
dipole trap, and longitudinal frequency νtrap,y along y
produced by a magnetic trap which ranges from 22 to
27 Hz depending on the background magnetic field used
during transport. Typical temperatures of 66(12)nK
which correspond to T /TF = 0.24(2) are prepared by
evaporative cooling at the s-wave scattering length a =−776a0. Subsequently the magnetic field is tuned to a
value of 568 G in Fig. 1 and 2, at 574 G in Figs. 3 and
between 425 G and 608 G in Fig. 4. The magnetic field
is calibrated separately by measuring losses due to three-
body collisions close to narrow s- and p-wave resonances
whose positions are determined in [30].
Transport is induced by a chemical potential bias cre-
ated by displacing the center of the underlying magnetic
trap with a magnetic field gradient, splitting the cloud
into two asymmetric reservoirs with an elliptical repul-
sive beam, and finally re-centering the magnetic trap.
Two additional TEM01-shaped beams at 532 nm confine
atoms at the cloud center along the x and z directions
into a quantum point contact (QPC), with respective
Gaussian waists wx = 5.9(1)µm and wz = 30.2µm in
transport direction y. Transport is allowed through the
QPC by switching off the elliptical beam for 4 s in Figs. 3
and 4. Atom numbers, chemical potential and temper-
atures for each reservoir are finally computed from the
density distribution obtained from absorption pictures
along the x-direction after a time of flight of 1 ms.
Shaping and alignment of the near-resonant beam
A Digital Micromirror Device (DMD DLP7000 0.7”
XGA from Texas Instruments; Driver Vialux V7000) is
used to precisely shape a Gaussian beam of wavelength
λ = 671 nm onto the QPC. The DMD is a rectangu-
lar array of 1024 × 768 micron-scale mirrors which can
be individually controlled, thereby forming a reflective
diffraction grating. The grating imprints an amplitude
and phase hologram on the near-resonant beam, whose
Fourier transform is optically conjugated to the (x, y)
plane of the QPC with a set of relay lenses and a high-
resolution microscope. The shape and extent of the beam
are imaged using a second microscope placed symmetri-
cally after the QPC. Aberrations introduced by the op-
tical setup are corrected with the DMD via a technique
similar to a Hartmann-Shack analysis.
To center the near-resonant beam onto the QPC center
0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175
I/Isat
0
100
200
300
400
500
V s
 (n
K)
theory
experiment
FIG. 5. Calibration of the spin-dependent potential.
Spin-dependent potential Vs versus intensity Is normalized by
saturation intensity Isat, fitted from the conductance curves of
Fig. 3 (black circles) and calculated ab initio (red area). The
horizontal and vertical error bars of the experimental points
correspond to the calibration uncertainty on Is and the fit
error on Vs respectively. The error on the theory line includes
calibration uncertainties on the detuning and polarization of
the near-resonant beam.
in the (x, y) plane, we increase the dissipation rate for
spin ∣↓⟩ by detuning it closer to its resonance, and map
out losses as a function of the beam position, realizing
a dissipative analog to a scanning gate microscope [31].
We also ensure that parasitic diffraction orders that could
reach the atoms are adequately blocked.
Intensity and spin-dependent potential calibration
We measure the Gaussian waist ws = 2.0(1)µm of the
near-resonant tweezer in the transport direction with the
second microscope used to quantify optical aberrations.
To calibrate its intensity we precisely characterize several
neutral density filters that attenuate the beam power to
the picowatt range. These filters are calibrated by imag-
ing the beam with a camera at different powers and expo-
sures on the one hand; and by directly measuring the de-
crease in beam power due to the filters at higher absolute
powers on the other hand. We deduce an attenuation by
3.4(1) orders of magnitude whose large uncertainty is the
main source of systematic error in estimating the beam
intensity.
The spin potential Vs measured in Fig. 3 increases with
beam intensity Is, as shown in Fig. 5. As Is is small com-
pared to the saturation intensity Isat = 25.4 W/m2, Vs is
expected to be linear in Is. An orthogonal-distance re-
gression [32] yields a slope of 103(17)nK/(W/m2). It
is compatible within one standard error with a theoreti-
cal value of 98(3)nK/(W/m2) independently calculated
via [16, Eq. (5)] and our knowledge of the polarization,
detuning, and magnetic field.
6Effective potential landscape
Under the adiabatic approximation applied to the
Landauer-Bu¨ttiker formalism [22], transport in the low-
est transverse mode of the QPC potential is well de-
scribed by the propagation of independent particles
through an effective 1D potential which is the sum of
the space-dependent zero-point energy due to the x- and
z-confinement of the QPC,
V0(y) = 1
2
hνze
−y2/w2z + 1
2
hνxe
−y2/w2x (1)
with the spin-dependent potential created by the near-
resonant beam,
Vσ(y) = σVse−2y2/w2s (2)
with ↑ = +1 and ↓ = −1. This is the potential plotted in
Figs. 3(d) to (f), neglecting the spatial variations of the
attractive gate beam. This real potential is furthermore
used to determine the shift of the conductance curves
in the Hartree mean-field model of Fig. 4, as explained
in the following section. Losses are included in the
Landauer-Bu¨ttiker model displayed in Figs. 3(a) to (c)
by adding an imaginary potential iVloss(y) = −ih̵Γ(y)/2
proportional to the local scattering rate Γ(y), see [16].
Data analysis
Conductance without temperature difference
In the absence of a temperature difference ∆T = 0, the
particle current through the QPC is linear in the chemical
potential difference between the reservoirs:
IN = G∆µ (3)
where G is the conductance of the channel. The linear
approximation is valid for the weak interaction strengths
considered here [33]. This further ensures that spin drag
is negligible and that biases, currents, and transport
coefficients can be treated independently for each spin
σ ∈ {↑, ↓} (omitted in the rest of the subsection).
The chemical potential for each reservoir r ∈ {L,R}
and each spin can be furthermore expanded to first order
around the atom number at t = 0, dµr = dNr/κr, where κr
is the compressibility of one reservoir. Eq. (3) can then
be simplified to a closed first order differential equation
in the atom number difference ∆N . This difference is
therefore an exponentially decreasing function of time
with a time constant
τ = G( 1
κL
+ 1
κR
) ≈ 2G
κ
(4)
where we replace reservoir compressibilities at t = 0 by
the reservoir compressibility κ at global equilibrium for
a mean atom number N¯ = (NL +NR)/2 and temperature
T , without significant change in the results. This rep-
resents the analogue of an RC circuit for neutral atoms,
replacing charge by the number of atoms transferred from
one reservoir to the other ∆N/2, and capacitance by the
compressibility per reservoir κ.
In Figs. 3 and 4, the time constant τ for each spin state
is inferred from the atom number difference after a fixed
transport time t
τ = −t ln ∆N(t)
∆N(0) . (5)
We calibrate the initial value ∆N(0) for each set of ex-
perimental parameters (scattering length, near-resonant
beam intensity and detuning) by averaging ∆N(t) for
low values of the gate potential Vg, when transport is
absent. Together with the reservoir compressibility κ,
Eq. (4) allows us deduce the conductance G.
Extracting thermodynamic quantities from the cloud profile
Extracting the conductance relies on the knowledge of
the temperature, the atom number and the compressibil-
ity for each half-reservoir and each internal state. To that
end, we rely on the equation of state of non-interacting
Fermi gases. The atomic cloud is imaged after a short
time-of-flight during which it only expands along the
tight confinement axes x, z. We integrate the density
distribution along these axes and extract the second mo-
ment of the distribution along the weakly confined axis
y. This second moment can be related to the total en-
ergy of the gas thanks to the virial theorem for non-
interacting Fermi gases. The non-interacting equation of
state allows to deduce the other relevant thermodynamic
quantities such as chemical potential, temperature and
reservoir compressibility. We verified that the extracted
quantities do not differ significantly from those obtained
with an interacting equation of state in the mean-field
limit [34] for the weak scattering lengths ∣a∣ < 800a0 used
here.
Fitting procedure
The conductance shown in Fig. 3 as a function of the
local chemical potential Vg + µres is compared to a Lan-
dauer model presented and justified in [16] yielding the
conductance Gσ for each spin in the presence of dissipa-
tion. The relevant model parameters are summarized by
the following function
yσ(x) = AGσ(x − µ0, T, δ¯, Vs), (6)
where A is a scaling factor capturing an effective decrease
of the extracted conductance below 1/h, µ0 is a chemical
potential offset, T is the temperature, δ¯ is the detuning
relative to the mean resonance frequency and Vs is the
magnitude of the spin-dependent potential at δ¯ = 0.
7In Fig. 3, all points (Vg +µres,Gσ) associated with the
same near-resonant beam intensity Is are fitted with (6)
for both spins σ simultaneously. We use A, µ0 and Vs as
free parameters, fix T to the mean temperature indepen-
dently measured from the cloud density profiles, and fix
δ¯ to 0. The fitted values of Vs and fit errors are reported
in the main text. The fitted scale A is about 0.8 for all Is
while the chemical potential offset µ0 is consistently be-
low kB ⋅ 0.1µK, hinting at minor technical imperfections
of the QPC potential or a small systematical error in the
calibration of the QPC beams.
In Fig. 4(a), (Vg+µres,Gσ) is fitted for both spin states
σ simultaneously with the following function:
yσ(x) = A
1 + exp[−(x − µ0,σ)/w] +B (7)
with a common amplitude A, width w, and vertical offset
B, and independent chemical potential shifts µ0,σ for the
two spins. The horizontal separation between the two
curves is defined as Vs,eff = µ0,↑−µ0,↓. In Fig. 4(b), Vs,eff is
then plotted versus the normalized beam intensity Is/Isat
and fitted with a linear function y(x) = Cx.
All fits described above are performed by orthogonal
distance regression [32] to include errors along x and y.
HARTREE MEAN-FIELD MODEL
Here, we detail how we model interaction effects on
transport through the QPC at the mean-field level. In
this description, a single particle is effectively embedded
in the mean density of the other particles. Interactions
introduce a shift of the single-particle energies which is
proportional to the density and is used to calculate con-
ductances within the Landauer framework.
Mean-field Hamiltonian
First we derive a mean-field Hamiltonian and self-
consistent equations to calculate the densities inside the
near-resonant tweezer. As we focus on the center of the
QPC, the transverse confinements and spin-dependent
potential are uniform along the direction of transport.
This leads to the following Hamiltonian consisting of ki-
netic and potential energy in second quantization
H0 =∑
σ
∫ ψ†σ(r)(− h̵2∆2m + Vσ(r))ψσ(r)d3r, (8)
where the field operator ψσ(r) annihilates a particle with
spin σ at position r. The potential is given by
Vσ(r) = 1
2
mω2xx
2 + 1
2
mω2zz
2 + Vσ (9)
where ωx,z = 2pi ⋅ νx,z. The interparticle interactions for
ultracold atoms are of the contact type and captured by
the Hamiltonian
Hint = g
2
∑
σ
∫ ψ†σ(r)ψ†σ¯(r)ψσ¯(r)ψσ(r)d3r (10)
with the interaction constant g = 4pih̵2a/m at scattering
length a. As both spin species are summed the prefactor
is necessary to avoid double counting. Due to Pauli’s
principle a particle with spin σ only interacts with one
of opposite spin σ¯.
Basis change
As the channel provides harmonic confinement in
transverse directions and free motion in longitudinal di-
rection, it is convenient to change the basis states via
ψσ(r) =∑
nk
φnx(x)φnz(z) 1√
L
eikyankσ. (11)
Here, we label the harmonic transverse modes with a
multi-index n = (nx, nz) and the longitudinal plane wave
with the wavenumber k that is a multiple of 2pi/L. The
harmonic eigenstates along the x axis are
φnx(x) = 1(pia2x)1/4 1√2nxnx! ⋅ e−x2/2a2x ⋅Hnx(x/ax) (12)
with the Hermite polynomials Hn of order n and the
natural length ax = √h̵/mωx. The formula reads analo-
gously along the z axis.
Now, we rewrite the Hamiltonians H0 and Hint in this
basis and only keep the lowest transverse mode n = 0 as
we work in the single-mode regime. Then, the Hamilto-
nian H0 operating on the single-particle space becomes
Hsm0 =∑
kσ
[ h̵2k2
2m
+ V0 + Vσ]a†0kσa0kσ (13)
with the energy V0 = h̵ωx/2 + h̵ωz/2 in the transverse
direction. The interaction Hamiltonian Hint is cast into
Hsmint = g2 ∑σ ∑k1k2
k3k4
ov
axaz
1
L
δk1+k2,k3+k4×
× a†0k1σa†0k2σ¯a0k3σ¯a0k4σ. (14)
The spatial integration along y reduces to the Kronecker
delta δk1+k2,k3+k4 which ensures momentum conservation.
The integration over the x and z directions gives rise to
the overlap
ov = ∫ ∞−∞ ϕ40(ξ)dξ ⋅ ∫ ∞−∞ ϕ40(ξ)dξ = 12pi (15)
with the dimensionless wavefunction ϕ0(ξ) = √ax ⋅
φ0(ξax) and reduced coordinates ξ = x/ax, and analo-
gously along the z axis.
8As we focus on a single transverse mode and elastic
collisions are restricted to 1D the individual particle mo-
menta are preserved along y (k1 = k4, k2 = k3). Hence,
the interaction Hamiltonian simplifies to
Hsmint = g2 ∑σ ∑k1k2 ovaxaz 1L a†0k1σa†0k2σ¯a0k2σ¯a0k1σ. (16)
As the operators aα and a
†
α obey anti-commutation re-
lations the product of operators in the Hamiltonian can
be brought into the form a†αaαa
†
βaβ . By applying the
mean-field approximation in the density operators a†αaα
and a†βaβ we obtain
HMFint =∑
σ
∑
k
( h̵2k2
2m
+ εσ)a†0kσa0kσ +E0 (17)
with the energy εσ that includes the transverse energy,
the spin-dependent potential, and the interaction shift
εσ = V0 + Vσ + 1
L
∑
k′ U⟨a†0k′σ¯a0k′σ¯⟩ (18)
and an energy offset E0 that avoids overcounting:
E0 = − 1
2L
∑
σ
∑
kk′U⟨a†0kσa0kσ⟩⟨a†0k′σ¯a0k′σ¯⟩. (19)
Here, the coupling constant is U = g ⋅ ov/(axaz). The
mean-field Hamiltonian is diagonal in the occupation op-
erator a†αaα which simplifies the following treatment.
Density calculation
Based on the mean-field Hamiltonian (17) we derive
formulae for the mean density and its variance and pin-
point when particles start to enter the tweezer. With
these expressions we discuss the situation at our experi-
mental parameters.
Mean density
The line density of each spin state is obtained from the
occupation numbers by summing over the wavenumber.
nσ = 1
L
∑
k
⟨a†0kσa0kσ⟩ (20)
For a diagonal Hamiltonian the occupation number is
given in the grand canonical ensemble by
⟨a†0kσa0kσ⟩ = f (β [ h̵2k22m + εσ − µσ]) (21)
with the Fermi-Dirac distribution f(x) = 1/(1 + ex), the
inverse temperature β = 1/kBT and the chemical poten-
tial µσ of spin state σ imposed by the reservoirs. In
the thermodynamic limit (L → ∞), the summation be-
comes an integral over the wavenumber which can be
transformed into an integral over energy to arrive at the
expression
nσ = 1
λ
F−1/2(β [µσ − εσ]), (22)
where Fj denotes the complete Fermi-Dirac integral of
order j [35, Eq. (25.12.14)] and λ the thermal wavelength
given by
λ = √ 2pih̵2
mkBT
. (23)
The energy εσ defined in (18) can be written with equa-
tion (20) as
εσ = V0 + Vσ +Unσ¯. (24)
The single-particle energy εσ depends on the density of
the opposite spin and, together with the equation of state
(22), forms a system of equations for the line density that
needs to be solved self-consistently.
Density variance
To estimate the fluctuations around the mean line den-
sity we start with the particle number fluctuations in the
grand canonical ensemble [36] that is valid for all system
sizes:
⟨N2σ⟩ − ⟨Nσ⟩2 = kBT (d⟨Nσ⟩dµσ )T . (25)
The particle number fluctuations are converted into fluc-
tuations of the densities via Nˆσ = Lnˆσ giving
⟨n2σ⟩ − ⟨nσ⟩2 = kBTL (d⟨nσ⟩dµσ )T . (26)
It is visible that fluctuations are stronger with increasing
temperature and for smaller systems. The variation of
densities with chemical potential contains the fermionic
particle statistics and the interparticle interactions.
Density onset at zero temperature
At zero temperature, equation (22) simplifies to
nσ = √ 2m
pi2h̵2
⋅ θ(µ − εσ) ⋅√µ − εσ (27)
with the Heaviside step function θ and chemical poten-
tial µ equal for both spin states (µ↓ = µ↑). The den-
sity displays the square root behavior in chemical poten-
tial expected from the 1/√E proportionality of the one-
dimensional system’s density of states. At small chemical
9potentials, only the state ∣↓⟩ attracted by the tweezer oc-
cupies the channel and hence its density is unaffected by
interactions. It reads
n↓ = √ 2m
pi2h̵2
⋅ θ(µ − V0 − V↓) ⋅√µ − V0 − V↓. (28)
Clearly, the particles in state ∣↓⟩ start to occupy the chan-
nel at the chemical potential µ´↓ = V0 + V↓. The threshold
of the other state depends on interactions and follows
from formula (27) via µ´↑ − ε↑ = 0 that is
µ´↑ − V0 − V↑ −Un↓ = 0. (29)
Together with equation (28) this forms a self-consistent
equation for µ´↑. The solution is
µ´↑ = V0 + V↑ +∆µint, (30)
∆µint = 2u2 + 2u√u2 + V↑ − V↓ (31)
with the scaled coupling constant
u = √ m
2pi2h̵2
U. (32)
Results and discussion
Figure 6 displays the density nσ versus chemical poten-
tial µ for both spin states at two temperatures and scat-
tering lengths obtained using equation (22). The non-
interacting predictions are presented as dashed curves
and, as expected, they follow a square root behavior at
low temperatures. At the chemical potential µ´↓, particles
attracted by the tweezer start to enter the channel. Its
location is independent of interactions as particles of the
other state are absent. This is valid if the effective Zee-
man splitting avoids thermal occupation, meaning when
V↑ − V↓ ≫ kBT . The onset µ´↑ where the other state
occupies the tweezer is shifted towards smaller (larger)
chemical potentials with attractive (repulsive) interac-
tions. The shift is quantified by ∆µint in equation (31)
that is asymmetric in interactions. It is larger in the re-
pulsive regime (a > 0) than in the attractive case with op-
posite scattering length −a. That is because the energies
εσ change linearly with the densities while the densities
behave nonlinearly with chemical potential. The asym-
metry is typically small for our experimental parameters.
For example in Fig. 6 the shifts ∆µint are kB ⋅ 54 nK for
a scattering length of 800a0 and −kB ⋅ 48 nK for −800a0
respectively. Besides the onset locations, the densities
themselves also deviate from the non-interacting expec-
tation with interactions when both spin states are present
in the tweezer. Attractive interactions increase the den-
sities while they are reduced with repulsion.
The density fluctuations are indicated with the stan-
dard deviation (shaded regions) and are larger at higher
temperatures. They are useful to check if they are indeed
small as assumed by the mean-field theory. At our typical
temperature of 66 nK the fluctuations only dominate at
small chemical potentials and are moderate compared to
the mean density when particles enter the tweezer. Hence
despite the small system size we expect mean-field the-
ory to be valid within the interesting chemical potential
range.
Conductance calculation
In the following we determine conductances including
interactions via the modified densities. We start with
the Landauer formula assuming infinitesimal bias be-
tween the reservoirs and classical transmission through
the QPC:
Gσ = 1
h
f(β [µσ − Ìεσ]), (33)
where f(x) = (1+ e−x)−1 is the inverted Fermi-Dirac dis-
tribution. The conductances are related to the single-
particle energies Ìεσ that are modified by interactions as
εσ but additionally consider the non-locality of trans-
port. While the energies εσ are related to the center,
transport is dominated by the maxima in the effective
potential that may be off-centered, as shown in Fig. 7.
Assuming everywhere the same density as at the center,
the doubly-modified single-particle energies are
Ìεσ = ÌV0 + ÌVσ +Unσ¯ (34)
where the transverse energy ÌV0 and spin-dependent po-
tential ÌVσ are obtained by evaluating (1) and (2) at the
maxima locations yσ.
Results and discussion
Fig. 8 shows the conductance Gσ versus chemical po-
tential µ for the same conditions as for the densities in
graph 6. Upon increasing the chemical potential the at-
tracted state ∣↓⟩ starts to occupy the tweezer beyond the
density onset µ´↓ (vertical blue line). However, due to the
shape of the effective potential, shown in Fig. 7, conduc-
tance rises later and the transition is centered around
the vertical gray line. As expected, the transition of
state ∣↑⟩ agrees with the density onset µ´↑ and is modi-
fied by interactions. For comparison the non-interacting
predictions are shown at the same temperatures (dashed
curves). From the conductance curves the chemical po-
tential separation between the two states is extracted at
half conductance quantum 1/2h, as plotted in Fig. 4.
Additionally to interactions, dissipation influences the
separation as well. In principle it can be included in
the mean-field description using for example the quan-
tum jump approach [37]. Here, we discuss dissipation
qualitatively considering only its effect on the densities.
The particle losses will overall reduce conductances but
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FIG. 6. Self-consistent line density. Density nσ as a function of chemical potential µ equal for both spin states at different
temperatures T and scattering lengths a (∣↓⟩ in orange and ∣↑⟩ in blue). The shaded regions indicate the standard deviation (26)
estimated in the grand canonical ensemble for a system size L = ws = 2.0µm. For comparison the non-interacting predictions
are shown at the same temperature (dashed curves). The vertical lines indicate the chemical potential onsets µ´σ at zero
temperature with (solid line) and without interactions (dashed line). The spin-dependent potential Vσ is kB ⋅ ±248 nK and the
transverse trapping frequencies are ωx = 2pi ⋅ 14.0 kHz and ωz = 2pi ⋅ 9.03 kHz.
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FIG. 7. Effective one-dimensional potential. The hor-
izontal colorful lines indicate the density onsets µ´σ at zero
temperature and without interactions and in gray the shifted
conductance transition due to the effective potential. The
experimental parameters are as for Fig. 6.
the location of the first transition will remain fixed as
the chemical potential is imposed by the reservoirs and
interactions have no effect. At the second transition the
density n↓ is reduced by dissipation, which should also re-
duce the absolute shift compared to the non-interacting
case.
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