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DISCRIMINANT METHOD FOR THE HOMOLOGICAL
MONODROMY OF TAME POLYNOMIALS.
MARIO ESCARIO GIL
Abstract. We construct an effective algorithmic method to compute the ho-
mological monodromy of a complex polynomial which is tame. As an applica-
tion we show the existence of conjugated polynomials in a number field which
are not topologically equivalent.
1. Introduction
Let f : Cn → C be a polynomial function. It induces a locally trivial fibration
over C \ Bf with Bf the minimal finite bifurcation set; this is a consequence of
Thom’s work [28] and a proof can be found in [25, Appendix A1] or [29, Corol-
lary 5.1]. Let T be a big disk so that Bf ⊂ Int(T ) and ⋆ ∈ ∂T . A classical
construction gives us a geometric basis (γi) of π1(T \Bf ; ⋆) (see Definition 2.2) and
this basis provides a direct sum decomposition of H˜q(f
−1(⋆)) (reduced homology
over Z) which depends essentially on the choice of (γi) (see [9, 12, 13, 23, 24, 26] for
varius degrees of generality). With this sum decomposition and if f has only isolated
singularities, local monodromy (hγi)∗ has a block decomposition. There are two
kinds of blocks: local blocks which only depend on the local Milnor fibers and global
blocks which depend on the embedings of the local Milnor fibers into the fixed regu-
lar fiber f−1(⋆). There are several papers dealing with the local blocks and how to
compute them, for example, Brieskorn singularities by A. Hefez and F. Lazzari [21],
certain singularities and unimodal singularities by A. M. Gabrie´lov [15, 16] and gen-
eral methods like the one which uses real morsifications due to N. A’Campo [1, 2]
and S. M. Gusein-Zade [19, 20] and the one which uses an inductive argument due
to A. M. Gabrie´lov [17]. This is not the situation for the global blocks. There
are some relations between local and global blocks (see W. Neumann and P. Nor-
bury [23, Theorem 3.3]) which can give useful constraints but, nevertheless, usually
these data are computed depending on the particular polynomial f and a practical
complete algorithmic method does not exist in the literature.
Specially interesting is the case of conjugated polynomials in a number field,
i.e., a polynomial with coefficients in a number field and its image by a Galois
isomorphism of the field. Due to the Galois isomorphism both have the same alge-
braic properties (degree, number of components, global Milnor number, Alexander
polynomials, types and position of singularities, ...). In order to topologically dis-
tinguish these polynomials it seems a good idea to compute the global blocks, since
they reflect how the Milnor fibers sit in the fixed regular fiber and this need not be
invariant under Galois isomorphims.
We have constructed a practical complete algorithmic method to compute local
monodromies for a tame polynomial f with n = 2 (see S. A. Broughton [9, Defini-
tion 3.1]). This implies that there exist morsifications f˜ of f whose regular fibers
Date: September 25, 2018.
2000 Mathematics Subject Classification. 14D05, 58K15, 20F36.
Key words and phrases. Monodromy, discriminant, polynomial maps, vanishing cycles.
Partially supported by MTM2004-08080-C02-02.
1
2 M. ESCARIO
are diffeomorphic, and Bf = {ti} contains only critical values coming from affine
singularities. This way we can compute the local monodromies of f from the local
monodromies of f˜ . To obtain the block decomposition of the local monodromies
(hγi)∗ we need to consider special geometric bases of π1(T \Bf˜ ; ⋆) associated with
(γi). We can construct this basis as follows. Let (ti, ⋆i, ri, Si, Di) be the elements
associated with γi (see Figure 1). For a sufficiently small deformation f˜ , Bf˜ ∩Di is
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Figure 1.
the set of those critical values which belong to the morsification of the singularities
in f−1(ti). We order the set Bf˜ ∩ Di in such a way that the critical values corre-
sponding to the morsification of the same critical point in f−1(ti) are together. We
can consider a geometric basis (γik)k=1,...,k(i) of π1(Di \Bf˜ ∩Di; ⋆i) which respects
this order so that (ri · γik · r−1i )i=1,...,#Bfk=1,...,k(i) is a geometric basis of π1(T \Bf˜ ; ⋆). Note
that, for a fixed i, the path ri · (
∏
k γ
i
k) · r−1i is homotopic to γi and hence the or-
dered product of the associated local monodromies gives the block decomposition
of (hγi)∗ (see Remark 5.6). Moreover, the ordered product of the (hγi)∗ produces
the monodromy at infinity.
We will then construct a method to compute the local monodromies for a tame
Morse function. Hence we can assume f to be this tame Morse function. Let
Df := {(t, x) ∈ C2 | discrimy(f(x, y)−t) = 0} be the curve discriminant of the polar
mapping φf,x : C
2 → C2, (x, y) 7→ (t, x) := (f(x, y), x). The method needs two data
which depend on Df . The first one is the classical monodromy m of the projection
π| : f−1(⋆)→ C, (x, y) 7→ x, in particular we need to know the transpositions given
by a geometric basis (µn) associated with the ramification points of π|f−1(⋆) (the set
of k points given by Df ∩ {t = ⋆}). The second ingredient is the braid monodromy
∇ of the projection π| : Df → C, (t, x) 7→ t, in particular we need to know the
braids determined by the geometric basis (γi). The computation of these data can
be done with the help of computer programs such as [6] and [10]. Since our method
uses strongly the discriminant curve Df we call it the discriminant method.
In the following we sketch our method. Let Fk be the free group of k genera-
tors: µ1, . . . , µk and let Bk be the braid group on k strings given by the following
representation
〈σ1, . . . , σk−1 | [σi, σj ] = 1 if |i− j| ≥ 2, σi+1σiσi+1 = σiσi+1σi, i = 1, . . . , k − 2〉 .
Since f is a Morse polynomial, the braid ∇(γi) can be written as a conjugate of
any basis element σj . Let βi be the element which conjugates, for example, σ1 (this
can be obtained from the braid monodromy calculated above). There is a natural
right action Φ : Fk × Bk → Fk such that
µσij =


µi+1 if j = i
µi+1 · µi · µ−1i+1 if j = i+ 1
µj if j 6= i, i+ 1,
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in exponential notation. We compute the elements µβi1 and µ
βi
2 and denote by δi
their product. Note that δi (resp. δ
∇(γj)
i ) is the image by π|f−1(⋆) of a path in f−1(⋆)
defining a vanishing 1-cycle ∆i (resp. the Picard-Lefschetz element (hγj )∗(∆i)).
We construct an appropriate model of the fiber f−1(⋆) that enables us to perform
algebraic computations. This model allows us to express the 1-homology of the
fiber f−1(⋆) in terms of the generators (µn) via the classical monodromy calculated
above. Finally using the expression of δi and δ
∇(γj)
i in the basis (µn) and by means
of the 1-homology model we can express the cycles ∆i and (hγi)∗(∆j) algebraically.
We develop the discriminant method in Section 4. In Section 4.1 we construct the
aforementioned model of the fiber f−1(⋆). Afterwards, in Section 4.2 we explain the
method in the Morse function case and state the main Theorem 4.10 on their local
monodromy. Finally in Section 4.3 we apply the method using generic morsifications
for the tame case. Sections 3 and 6 are mainly technical in order to prove the main
theorem and its application to tame polynomials.
In Section 5 we prove the existence of non-topologically equivalent tame polyno-
mials whose equations are conjugated in the number field Q(
√
3) (we thank E. Artal
and A. Bodin for suggesting these polynomials as worth studying). To do this we
prove that under certain conditions, if two polynomials are topologically equivalent
then their local monodromies should be simultaneously conjugated by the same
invertible matrix. Using the discriminant method we completly compute local and
global blocks in a distinguished basis of vanishing cycles and we show that such
simultaneous conjugation does not exist.
Finally Section 2 is devoted to setting definitions, notations and properties of
geometric bases, braids and Hurwitz moves.
Acknoledgement. We deeply appreciate the support and valuable ideas suggested
by E. Artal and J.I. Cogolludo.
2. Geometric bases, braids and Hurwitz moves
All results and definitions in this section can be found, more extensively, in [5]
and [7]. Notations follow [4].
Definition 2.1. Let S ⊂ C be a finite set of points and to ∈ C \ S. We say the
path ϕ is a meridian in C \ S of the point tϕ ∈ S and based at to (Figure 2) if ϕ
is the union of paths rϕ · Sϕ · r−1ϕ with Sϕ the positive oriented boundary of a disk
Dϕ with center tϕ such that Dϕ ∩ S = {tϕ} and rϕ path from to to t′ϕ ∈ Sϕ such
that Supp(rϕ) ∩ S = ∅. If rϕ has not self intersections ϕ is said simple.
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Figure 2.
Let Ω ⊂ C be a simple compact region, S ⊂ Int(Ω) set with s points and to ∈ ∂Ω.
We consider special families of bases in the fundamental group π1(Ω \ S; to).
Definition 2.2. A geometric basis of the group π1(Ω \ S; to) is an ordered list
(ϕ1, . . . , ϕs) such that:
(i) ϕi is a simple meridian in Ω \S based at to defined by (tϕi , t′ϕi , rϕi , Sϕi , Dϕi).
(ii) Supp(ϕi) ∩ Supp(ϕj) = {to} for all i, j with i 6= j.
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(iii) ϕs · . . . ·ϕ1 is homotopic to ∂Ω which is positively oriented (product from left
to right).
Example 2.3. LetX be a geometric disk centered at 0 ∈ C such that {1, 2, . . . , k} ⊂
Int(X). Let ∗ ∈ ∂X ∩ R+. Figure 3 shows a list of meridians (µ1, . . . , µk) defining
a geometric basis of π1(X \ {1, 2, . . . , k}; ∗). 
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Figure 3.
Definition 2.4. Let V be the topological space of sets with k different points in C.
We write B(s1, s2), s1, s2 ∈ V , the set of braids which start at s1 and end at s2. As
it is usual we denote simply by Bk the group B({1, . . . , k}, {1, . . . , k}).
Proposition 2.5. The group Bk is generated by elements σj , j = 1, . . . , k − 1
(Figure 4) with relations [σi, σj ] = 1 if |i − j| ≥ 2 and σi+1σiσi+1 = σiσi+1σi,
i = 1, . . . , k − 2.
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Figure 4. Braid σj .
Definition 2.6. A base set of braids O is a set such that for every s ∈ V there
exists a unique braid τs,O ∈ O with τs,O ∈ B({1, . . . , k}, s).
Notation 2.7. Let ψ ∈ (0, π).
• Define by πψ(z) := ℜ(z)− (ℑ(z)/ tan(ψ)) a certain projection of C onto R.
Let the lexicographic order <ψ in C (Figure 5) given by
z <ψ w⇐⇒ πψ(z) < πψ(w) or πψ(z) = πψ(w) and ℑ(z) < ℑ(w).
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• For s ∈ V we consider the k-tuple s(ψ) := (s1, . . . , sk), si ∈ s, such that it
verifies s1 <
ψ s2 <
ψ . . . <ψ sk.
• We denote by V(ψ) the set of lists s(ψ), s ∈ V .
• We denote by O(ψ) a base set of braids such that every τs,O(ψ) has a set
of strands {α1, . . . , αk} with (α1(u), . . . , αk(u)) ∈ V(ψ), ∀u ∈ [0, 1], and
αi(0) = i, αi(1) = si. For instance αi(u) = si · u+ i · (1− u), i = 1, . . . , k.
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Let s1, s2 ∈ V and O a base set of braids. One can define the bijection
(2.1) B(s1, s2)
I
s
1,s2,O−−−−−→ Bk, τ 7→ τs1,O τ τ−1s2,O =: τ(O)
Proposition 2.8.
(a) I•,•,O is an isomorphism of grupo¨ıds.
(b) Let O and O¯ base sets of braids and τ ∈ B(s1, s2) then
τ(O¯) = (τs1,O¯ τ
−1
s1,O) τ(O) (τs2,O¯ τ
−1
s2,O)
−1.
In fact if s1 = s2, braids τ(O) and τ(O¯) are conjugated in Bk.
Let τ ∈ B(s1, s2), X a disk such that s1 ∪ s2 ⊂ Int(X) and ∗ ∈ ∂X .
Definition 2.9. AmapH : C×[0, 1]→ C is said a (s1, s2)-special isotopy associated
with τ if H(•, u), u fix, is a preserving orientation homomorphism so that is the
identity in C \ Int(X) and H |s1×[0,1] defines the braid τ .
Definition 2.10. We define the Hurwitz move associated with τ as the isomorphism
Ψτ : π1(X \ s1; ∗)→ π1(X \ s2; ∗), ̺ 7→ Ψτ (̺) =: ̺τ
which defines a (s1, s2)-special isotopy associated with τ and we denote by
Φs1,s2 : π1(X \ s1; ∗)× B(s1, s2)→ π1(X \ s2; ∗)
the right grupo¨ıd action defined by Hurwitz moves.
Example 2.11. Let us consider the situation given in Example 2.3. The action
Φx,x is defined by
(2.2) µσij =


µi+1 if j = i
µi+1 · µi · µ−1i+1 if j = i+ 1
µj if j 6= i, i+ 1.
Also note that for any base set of braids O we have the commutative diagram
(2.3)
π1(X \ s1; ∗)× B(s1, s2)
Φ
s
1,s2−−−−→ π1(X \ s2; ∗)
Ψ−1τ
s
1,O
×I
s
1,s2,O
y xΨτs2,O
π1(X \ {1, . . . , k}; ∗)× Bk Φx,x−−−−→ π1(X \ {1, . . . , k}; ∗)
	

From Proposition 2.5 and action (2.2) we have the following lemma.
Lemma 2.12. Let αs := (σ2σ1)(σ3σ2) . . . (σsσs−1) ∈ Bk, s = 2, . . . , k − 1. Then:
(a) σs = α
−1
s σ1αs.
(b) µs = µ
αs
1 and µs+1 = µ
αs
2 .
3. Discriminant properties
Let f ∈ C[x, y] be a monic polynomial of degree N in the variable y with isolated
singularities. Let
φf,l : C
2 −→ C2, (x, y) 7→ (f(x, y), l(x, y))
the polar map associated with f . We take the linear form l(x, y) = x. In this case
the discriminant curve Df of φf,x (i.e., the image of the critical locus of φf,x) has
the equation
df (t, x) := discrimy(f(x, y)− t) ∈ C[t, x].
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Notation 3.1. We denote by µto,xo the sum of Milnor numbers of the singularities
in f−1(to) whose projection onto the first variable x is xo ∈ C.
Lemma 3.2. Let r be the number of different roots of f(0, y). Then the discrimi-
nant df (t, x) is x-regular of degree µ0,0 +N − r and t-regular of degree N − r.
Proof. Let yj ∈ C, j = 1, . . . , r, root of f(0, y) with multiplicity Nj . By Hensel’s
Lemma [18, page 44] we write f(x, y) =
∏r
j=1 Pj(x, y), x ∈ D, with D small disk
centered at 0 ∈ C and Pj(x, y) Weierstrass polynomial centered at (0, yj) of degree
Nj in the variable y. As f
−1(0) has isolated singularities then Pj is reduced and
so discrimy(Pj) is not zero and we deduce that t does not divide discrimy(Pj − t).
Then discrimy(Pj − t) is x-regular of degree [27, page 317]
(3.1) µ(Pj) +Nj − 1.
By properties of the resultant we have
discrimy(PiPj) = (resulty(Pi, Pj))
2 discrimy(Pi) discrimy(Pj)
where resulty(Pi, Pj) ∈ C{x} is a unit because Pi and Pj do not share their Puiseux
series. Then we deduce that the degree of df (0, x) is the sum of the degrees of
discrimy(Pj), j = 1, . . . , r, and finally by (3.1) df (t, x) is x-regular of degree
r∑
j=1
(µ(Pj) +Nj − 1) = µ0,0 +N − r.
For the second part of the lemma we note that f(0, y) and f ′(0, y) share yj as root
of multiplicity Nj −1. Then df (t, 0) has 0 as a root of multiplicity
∑r
j=1(Nj−1) =
N − r. Then df (t, x) is t-regular of degree N − r. 
Corollary 3.3. Under the notation of Lemma 3.2 the germ (Df , 0) is empty if and
only if N = r, it is smooth if and only if N = r+1 and it is singular if and only if
N > r + 1. Moreover, in the case N ≥ r + 1 the line {t = 0} belongs to its tangent
cone if and only if µ0,0 > 0.
Corollary 3.4. The point 0 ∈ C is a critical value of f if and only if {t = 0}
belongs to the tangent cone of Df .
Proof. The point (px, py) ∈ f−1(0) is a critical point if and only if µ0,px > 0 and
by Corollary 3.3 (at the point (0, px) by change of variable) if and only if {t = 0}
belongs to the tangent cone of Df . 
Corollary 3.5. Let assume that the line {t = 0} is tangent at only one point p of
Df . If p is smooth and (Df , {t = 0})p = 2 then f−1(0) only has one singular point
which is no degenerate.
Proof. Without loss of generality we can suppose that p = 0 ∈ C2. As multiplicity
of {t = 0} in Df is 2 then df (t, x) is x-regular of degree 2. Also as 0 ∈ Df is a
smooth no inflection point by Corollary 3.3 we have N = r+1 then by Lemma 3.2
we have µ0,0 + N − r = 2 so µ0,0 = 1. Then there is only one no degenerate
singular point in f−1(0) with projection onto the first variable 0 ∈ C. Finally, by
Corollary 3.3, there is not other singular point in f−1(0) because {t = 0} is only
tangent at 0 ∈ Df . 
Lemma 3.6. Let us denote by fλ(x, y) := f(x+λy, y). For almost every λ ∈ C the
discriminant Dfλ is a reduced curve in D×C with D small disk centered at 0 ∈ C.
Proof. The polynomials fλ(x, y) have only isolated singularities in the zero fiber for
every λ ∈ C. We consider dfλ(t, x) ∈ C[t, x, λ] as a polynomial in the variable x.
By Lemma 3.2 this polynomial is not zero for any (t, λ) ∈ D × C with D small
DISCRIMINANT METHOD . . . 7
disk centered at 0 ∈ C. We reduce D if necessary such that f−1(t′) is smooth for
every t′ ∈ D \ {0}. We consider discrimx(dfλ(t, x)) ∈ C[t, λ] as a polynomial in the
variable λ. If this polynomial is not zero in D then λo ∈ C is a root (for every
t ∈ D) if and only if the polynomial dfλo (t, x) is not reduced. Then for λ 6= λo the
discriminant Dfλ is reduced in D× C. Therefore lemma will be proved if it exists
a point to ∈ D \ {0} such that discrimx(dfλ(to, x)) is not zero.
Let Fλ,to homogeneous polynomial associated with fλ − to, to ∈ D \ {0}. The
projective curve Z(Fλ,to ) is smooth except for maybe at a finite number of points
on the line at infinity {z = 0}. We can decompose Z(F0,to) = L∪ C where L is the
line components in Z(F0,to). The projective curve C (without lines as components)
has a finite number L′ of tangent lines at inflection points and bitangent at smooth
points (see, for example, [8, Theorem 1, Section 7.3]). Let {aix + biy + ciz = 0}
the union L′ ∪ L. Then only the lines {ai(x + λy) + biy + ciz = 0} are tangent
lines at inflection points or bitangent at smooth points of Z(Fλ,to) for every λ ∈ C.
Let λ 6= − biai . The lines {ax+ cz = 0} are not tangent lines at inflection points or
bitangent at smooth points of Z(Fλ,to), so the line {ax + c = 0} cut to the affine
curve f−1λ (to) in a traversal way or it is tangent at only one smooth no inflection
point. Then the projection of f−1λ (to) onto the variable x has as ramification points
xo ∈ C such as the line {x = xo} is tangent at only one smooth point of f−1λ (to)
and so dfλ(to, x) is reduced and discrimx(dfλ(to, x)) 6= 0. 
4. Discriminant method
Let f be as at the beginning of Section 3. Let P be the set of isolated singularities
of f . We fix T a geometric disk in C such that f(P ) ⊂ Int(T ) and M := X × Y a
2-dimensional polydisk with X and Y geometric disks such as:
(1) P ⊂ Int(X)× Int(Y ) and ∂M ∩ f−1(T ) ⊂ ∂X × Int(Y ).
(2) For every t ∈ T the projection
(4.1) π|Vt(f) : Vt(f) −→ X, (x, y) 7→ x,
with Vt(f) := f
−1(t)∩M , is a covering map with N sheets and ramification
points xt := {xt1, . . . , xtk(t)} ⊂ Int(X), k(t) ∈ N.
(3) x := {1, . . . , k} ⊂ Int(X) where k is the degree of the projection
(4.2) π|Df : Df −→ T, (t, x) 7→ t,
ramified in a set T (note that k(t) = k if t ∈ T \ T ).
Note 4.1. We are interested in the discriminant curve in T ×X then as (4.1) has
its ramification points in Int(X), we write Df as Df ∩ (T ×X). Also x ⊂ Int(X)
is a technical hypothesis due to taking Bk as our base group of braids.
By Corollary 3.4 the projection of the set of points in Df with vertical tangent
line is f(P ) then f(P ) ⊂ T . Finally by Note 4.1 Df has no vertical asymptotes so
T = f(P ) ∪ TSing with TSing projection onto the first variable of Sing(Df ).
Let t ∈ T \ T . Associated with (4.2) we can define the action
(4.3) (π¯|Df )∗ : π1(T \ T ; t) −→ B(xt,xt)
given by π|−1
Df
(t′) = {t′}× π¯|Df (t′), t′ ∈ C,. If we fix O a base set of braids we have
by composition the braid monodromy
(4.4) ∇t,O : π1(T \ T ; t)
(π¯|Df )∗−−−−−→ B(xt,xt) IO,xt,xt−−−−−→ Bk
The indices O and t will be dropped if they are clear from the context.
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4.1. A model of the regular fiber. Let us consider t ∈ T \ T and (ϕ1, . . . , ϕk)
geometric basis of π1(X \ xt; ∗), ∗ ∈ ∂X . We lift in Vt(f) (according to (4.1)) the
sets ⋃
1≤i≤k
Supp(ϕi) ∪Dϕi \ {xϕi} and X \
⋃
1≤i≤k
(Supp(ϕi) ∪Dϕi)
and we glue them with the lifting of ϕk · . . . ·ϕ1. With this we obtain a topological
model of Vt(f)\π|−1Vt(f)(xt) that can be extended to Vt(f) by gluing the lifting of xt.
Notation 4.2. We denote by mt : π1(X \ xt; ∗) → ΣN the classical monodromy
associated with (4.1) and by lmt(α) the image of l ∈ {1, . . . , N} by the permutation
mt(α), α ∈ π1(X \ xt; ∗).
In this subsection we consider the following hypothesis.
Hypothesis 4.3. The permutations mt(ϕi) are transpositions (ai, bi) with ai 6= bi
and 1 ≤ ai, bi ≤ N .
Notation 4.4. For every i = 1, . . . , k and l = 1, . . . , N we denote by:
(1) (∗, y1), . . . , (∗, yN) the lifting of ∗ ∈ ∂X in Vt(f).
(2) (α)l the lifting based at (∗, yl) of the path α with support in X \ xt and based
at ∗ ∈ ∂X .
(3) (Di)l the compact component of the lifting of Supp(ϕi) ∪ Dϕi in Vt(f) which
has the point (∗, yl), l 6= ai, bi, and (Di)l¯ with l¯ := min{ai, bi} (minimum by
convention) which has the points (∗, yai) and (∗, ybi).
The topological model of Vt(f) defines a 2-dimensional CW-complex K with
chain groups
C0(K) :=< [1], . . . , [N ] >,C1(K) :=< (ϕi)l | i = 1, . . . , k , l = 1, . . . , N > and
C2(K) :=< (Di)l | i = 1, . . . , k, , l = 1, . . . , N, l 6= max{ai, bi} >
and boundary operators ∂1 and ∂2 defined by
(4.5) ∂1((ϕi)l) := [l
mt(ϕi)]− [l] =


0 if l 6= ai, bi
[bi]− [ai] if l = ai
[ai]− [bi] if l = bi
(4.6) ∂2(Di,l) :=
{
(ϕi)l if l 6= min{ai, bi}
(ϕi)ai + (ϕi)bi if l = min{ai, bi}
We obtain the homology H1(Vt(f)) := Z1(K)/B1(K) where Z1(K) := Ker ∂1 and
B1(K) := Im ∂2. By (4.6) it has the following relations
(4.7) (ϕi)l = 0 if l 6= ai, bi and (ϕi)ai + (ϕi)bi = 0.
Lemma 4.5. The path (ϕǫi)l, ǫ ∈ {1,−1}, is such that ∂1((ϕǫi)l) = [lmt(ϕi)] − [l]
and its class in C1(K)/B1(K) is (ϕi)l.
Proof. By uniqueness of lifting
(ϕ−1i )l =


(ϕi)
−1
l if l 6= ai, bi
(ϕi)
−1
bi
if l = ai
(ϕi)
−1
ai if l = bi
Then the path (ϕǫi)l as element in C1(K) is
(ϕǫi)l =


ǫ · (ϕi)bi if ǫ = −1 and l = ai
ǫ · (ϕi)ai if ǫ = −1 and l = bi
ǫ · (ϕi)l other cases.
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The lemma is deduced by computing ∂1 (as described in (4.5)), the equalitymt(ϕ
ǫ
i) =
mt(ϕi) and using the relations (4.7). 
Proposition 4.6. Let α = ϕǫ1i1 · . . . · ϕǫnin , ǫs ∈ {1,−1} expressed in the geometric
basis and l ∈ {1, . . . , N}. If we write in a recursive way
l(s+ 1) :=
{
l if s = 0
l(s)mt(ϕ
ǫs
is
) = l(s)mt(ϕis ) if 1 ≤ s ≤ n
then
(a) (α)l = (ϕi1)l(1) + (ϕi2)l(2) + · · ·+ (ϕin)l(n) in C1(K)/B1(K).
(b) (α−1)lmt(α) = −(α)l in C1(K)/B1(K).
(c) (α)l ∈ Z1(K) if and only if lmt(α) = l.
Proof. Since (α)l =
∏n
s=1(ϕ
ǫs
is
)l(s), then by the second part of Lemma 4.5 we have
(α)l =
∑n
s=1(ϕis)l(s) as an element of C1(K)/B1(K) so we have (a).
To prove (b) we proceed by induction. If n = 1 then α = ϕǫi . By the second part
of Lemma 4.5 and the equalitymt(ϕ
ǫ
i) = mt(ϕi) = (ai, bi), we have in C1(K)/B1(K)
(ϕ−ǫi )lmt(ϕǫi ) = (ϕi)lmt(ϕi) =


0 = −(ϕi)l, l 6= ai, bi
(ϕi)bi = −(ϕi)ai = −(ϕǫi)ai , l = ai
(ϕi)ai = −(ϕi)bi = −(ϕǫi)bi , l = bi
Then (b) is true for n = 1. We suppose (b) is true for n − 1 and we denote
α˜ := ϕǫ1i1 · . . . · ϕ
ǫn−1
in−1 . Then
(α−1)lmt(α) = (ϕ
−ǫn
in
)
l(n)mt(ϕin )
· (α˜−1)
lmt(α˜)
and by hypothesis of induction we have in C1(K)/B1(K)
(α−1)lmt(α) = (ϕ
−ǫn
in
)
l(n)mt(ϕin )
+
(
α˜−1
)
lmt(α˜)
= −(ϕǫnin )l(n) − (α˜)l = −(α)l.
Hence (b) is true.
To prove (c), from the first part of Lemma 4.5, we have
∂1((α)l) =
n∑
s=1
∂1((ϕ
ǫs
is
)l(s)) =
n∑
s=1
([l(s+ 1)]− [l(s)]) = [l(n+ 1)]− [l(1)]
then (α)l ∈ Z1(K) if and only if l(n+ 1) = l(1) = l. Finally since l(n+ 1) = lmt(α)
we proof (c). 
Notation 4.7. Let O a base set of braids. Since Ψτ
x
t,O
is an isomorphism, for
α ∈ π1(X \x; ∗) we will denote (α)l andmt(α) the lifting (ατxt,O)l and permutation
mt(α
τ
x
t,O), if no ambiguity seems likely to arise.
4.2. Discriminant method for a Morse polynomial. In this section we con-
sider the following hypothesis.
Hypothesis 4.8.
i. f is a Morse function with critical points P = {(xi, yi)} ⊂ Int(X) × Int(Y )
and µ(f) critical values f(P ) = {ti} ⊂ Int(T ).
ii. Df is reduced.
iii. If (to, xo) ∈ Sing(Df ) then to /∈ f(P ) ∪ ∂T .
By Hypothesis 4.8 we have T ∩ ∂T = ∅ and the set TSing is finite and disjoint
with f(P ).
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Definition 4.9. A list of paths (γ1, . . . , γµ(f)) is said a distinguished basis of f
based at ⋆ ∈ ∂T if it is a basis of π1(T \ f(P ); ⋆) with Supp(γi) ⊂ Int(T ) \ T and
there exist homotopy representatives γ˜i of γi such as (γ˜1, . . . , γ˜µ(f)) is a geometric
basis of π1(T \ f(P ); ⋆).
Theorem 4.10. Let f ∈ C[x, y] be a monic polynomial of degree N in the variable
y which satisfies Hypothesis 4.8 and let (γ1, . . . , γµ(f)) be a distinguished basis of f
based at ⋆ ∈ ∂T . Let O be a base set of braids and (µ1, . . . , µk) as in Example 2.3
with k the degree of df (t, x) in the variable x. Then for any j ∈ {1, . . . , k}:
(1) There exists a braid βi ∈ Bk, depending on j, such that ∇⋆,O(γi) = β−1i σjβi.
(2) With Notation 4.7 for the isomorphism Ψτ
x
⋆,O
we have:
(a) The permutation m⋆(µ
βi
j ) is a transposition (ai, bi), 1 ≤ ai < bi ≤ N .
(b) If we denote δ := µj+1 · µj ⊂ X \ x, then
(i) (∆1, . . . ,∆µ(f)) with ∆i := (δ
βi)ai defines a distinguished basis
of vanishing 1-cycles in H1(V⋆(f)). Also the cycle ∆i is the first
non homologically zero lifting in ((δβi)1, . . . , (δ
βi)N ).
(ii) If we denote βs,i := βs∇⋆,O(γi) ∈ Bk, the Picard-Lefschetz
operators (hγi)∗ satisfy (hγi)∗(∆s) = (δ
βs,i)as . Also the cycle
(hγi)∗(∆s) is the unique lifting in ((δ
βs,i)1, . . . , (δ
βs,i)N ) that can
be written in homology as ∆s − n∆i for some n ∈ Z.
We will prove Theorem 4.10 in Section 6. Note that the paths δβi give us the van-
ishing cycles and δβs,i = Ψ∇⋆,O(γi)(δ
βs) describes the Picard-Lefschetz operators.
Hence we define:
Definition 4.11. For i = 1, . . . , µ(f) paths δβi are said vanishing paths and iso-
morphisms Ψ∇⋆,O(γi) Picard-Lefschetz transformations.
Theorem 4.10 shows us how to compute, in an algebraic way, the elements ∆i
and (hγs)∗(∆i). To do this we need some extra data. To simplify notation we
denote by γ0 the identity path onto ⋆ and so we can extend the definition of the
βs,i to βs,0 := βs∇⋆,O(γ0). The extra data are:
(a) The list of permutations (m⋆(µ
τ
x
⋆,O
1 ), . . . ,m⋆(µ
τ
x
⋆,O
k )) as elements of the per-
mutation group ΣN .
(b) If we fix, for example, j = 1, a representative of ∇⋆,O(γi), i = 1, . . . , µ(f), in
the braid group Bk which is written as β
−1
i σ1βi.
With these data we compute ∆i and (hγi)∗(∆s) algebraically as follows:
1) By (2.2) we compute the paths µ
βs,i
1 and µ
βs,i
2 expressed in the geometric ba-
sis (µ1, . . . , µk).
2) We compute the transposition (as, bs) = m⋆(µ
βs,0τx⋆,O
1 ) using (a).
3) We lift δβs,i = µ
βs,i
2 · µβs,i1 at the point as as it is showed by Proposition 4.6(a)
(using the geometric basis (µ
τ
x
⋆,O
1 , . . . , µ
τ
x
⋆,O
k )) to obtain ∆i and (hγs)∗(∆i).
Items (2) and (3) above can be merged into an unique point:
(2’) For l = 1, . . . , N, with Proposition 4.6(a) we lift (δβs,0)l until we obtain a
non-zero element in homology and we lift (δβs,i)l until it can be written in
homology as ∆s − n∆i for some n ∈ Z.
Remark 4.12. To use Theorem 4.10 in an effective way we can observe that:
1) If f verifies (i) and (ii) in Hypothesis 4.8 then one can check the condition
(to, xo) ∈ Sing(Df )⇒ to /∈ f(P ), as in (iii), if either every ti is a simple root of
the polynomial discrimx(df (t, x)) ∈ C[t] or if every ∇⋆,O(γi) is a conjugated of
σ1 ∈ Bk. Finally, condition (to, xo) ∈ Sing(Df ) ⇒ to /∈ ∂T, is true with only a
small perturbation of T .
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2) It is not necessary to find X in Hypothesis 4.8 explicitly. Let X˜ ⊂ C be a
disk with x⋆ ⊂ Int(X˜) and ∗˜ ∈ ∂X˜. Let (µ˜1, . . . , µ˜k) be a geometric basis of
π1(X˜ \ x⋆; ∗˜) such that there exists a path r that begins at ∗ and ends at ∗˜ ∈ C
so that
µ
τ
x
⋆,O
j = r · µ˜j · r−1
in the group π1(C \ x⋆; ∗). Hence m⋆(µ˜j) and m⋆(µτx⋆,Oj ) are conjugated by
a permutation and if we define the braid β˜s,i := τ
−1
x⋆,Oβs,iτx⋆,O and we write
µ
βs,i
j = µ
ǫ1
j1
· . . . · µǫmjm , ǫn ∈ {−1, 1}, then one has
(4.8)
µ
βs,iτx⋆,O
j = Ψτx⋆,O(µ
βi
j ) = Ψτx⋆,O(µ
ǫ1
j1
· . . . · µǫmjm)
= r · µ˜ǫ1j1 · . . . · µ˜ǫmjm · r−1 = r · µ˜
β˜s,i
j · r−1.
It is easy to prove that permutation m⋆(µ˜
β˜i,0
j ) is a transposition, say (a˜i, b˜i),
1 ≤ a˜i < b˜i ≤ N, and if we define δ˜ := µ˜j+1 · µ˜j , the elements (δ˜β˜s,i)a˜i ,
are, up to sign, (hγi)∗(∆s). Furthermore, by (4.8), computing (δ˜
β˜s,i)a˜i only
requires computing δβs,i using (2.2), changing every µǫnjn by µ˜
ǫn
jn
and, with the
list of permutations (m⋆(µ˜1), . . . ,m⋆(µ˜k)) ⊂ ΣkN , computing the lifting at the
point a˜i as it is showed by Proposition 4.6(a). In other words, up to sign,
(hγi)∗(∆s), i = 0, 1, . . . , µ(f), only needs βs,i and (m⋆(µ˜1), . . . ,m⋆(µ˜k)).
3) If we decompose ∇⋆,O(γi) = β−1i σj(i)βi for some j(i), 1 ≤ j(i) ≤ k, depending
on i, by Lemma 2.12 we obtain ∇⋆,O(γi) = (βiαj(i))−1σ1αj(i)βi and the equality
µ
αj(i)βi
1 = µ
βi
j(i). Then (ai, bi) = m⋆(µ
βi
j(i)) and, if we define δi := µj(i)+1 · µj(i),
δαj(i) = δi. So (δ
βi
i )ai and (δ
βs∇(γi)
s )as are ∆i and (hγi)∗(∆s), again.
Finally note that, by Picard-Lefschetz Theorem, the element n defined in The-
orem 4.10(2.b.ii) is the intersection number between the vanishing cycles ∆s and
∆i, i.e., n = (∆s,∆i). As a corollary we have:
Corollary 4.13. Let E(σj) be the stabilizer of σj by the action Φx,x given in (2.2).
If δβsβ
−1
i ∈ E(σj) then (∆s,∆i) = 0.
Proof. In homotopy we have δβs,i = δβsβ
−1
i σjβi = δβs , then by Theorem 4.10 we
have (hγi)∗(∆s) = ∆s. 
Remark 4.14. Since δβiβ
−1
i = δ ∈ E(σj) by Corollary 4.13 we have (∆i,∆i) = 0
which is already known in the case of two variables (see for example [3, Lemma 1.4]).
4.3. Discriminant method for tame polynomials. In this section we consider
the following hypothesis.
Hypothesis 4.15. The polynomial application f is tame.
Definition 4.16. We will call a morsification of f which satisfies Hypothesis 4.8 a
good morsification.
Proposition 4.17. Almost every perturbation fλ,a(x, y) := f(x+λy, y)+ ax of f ,
λ, a ∈ C, |λ|, |a| sufficiently small, is a good morsification of f .
Proof. Since f has isolated singularities, by Lemma 3.6 the discriminant Dfλ,0 is
reduced in T × C for almost every λ ∈ C. Let λ ∈ C be so that Dfλ,0 is reduced
in T ×C. The polynomial fλ,0 is tame because f is. Then fλ,0 is regular at infinity
and hence the leader coefficient of dfλ,0(t, x), as polynomial in the variable x, is a
non-zero constant and therefore Dfλ,0 has no vertical asymptotes.
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Let |λ| be small enough such that the critical points of fλ,0 are inside M . Since
the discriminant curve Dfλ,0 has a finite number of singularities and inflection
points in T ×X , a generic linear transformation
{(t, x) ∈ T × C | dfλ,0(t− ax, t) = 0}, a ∈ C,
with |a| sufficiently small, is again reduced and has no vertical asymptotes and also
vertical lines {t = to}, to ∈ C, are not tangent to singular points or inflection points.
This curve is the discriminant Dfλ,a .
DiscriminantDfλ,a+a˜ , with |a˜| sufficiently small, has the same properties in T×C
that Dfλ,a and also every vertical line {t = to} is at most tangent at a smooth (non-
inflexion) point and if it is tangent then there is no critical point on it.
From the properties of Dfλ,a+a˜ , Corollary 3.4 and Lemma 3.5 one obtains that
the polynomial fλ,a+a˜ has no degenerated singularities in f
−1
λ,a+a˜(T ). Also, if |a+ a˜|
is sufficiently small, fλ,a+a˜ has no other singularities, because fλ is tame, and they
are in Int(X)× Int(Y ). 
By Proposition 4.17 we deduce the existence of good morsifications of f and thus
we have the following theorem.
Theorem 4.18. Local monodromies of a tame polynomial f(x, y) which is monic
in the variable y can be computed in an algebraic effective way using a good morsi-
fication f˜ of f and Theorem 4.10 for f˜ .
Remark 4.19. If f is good at infinity but not tame we can use Theorem 4.18 with a
good morsification f˜ but we must distinguish between the critical values of f˜ that
come from the morsification of affine critical points of f and the ones that come
from critical points at infinity of f .
5. Topology of conjugated polynomials
At the present section we show two polynomial applications f+ and f−, conju-
gated in a number field that are not topologically equivalent.
5.1. A uniparametric family of polynomials. We consider the family of poly-
nomials f s(x, y) := c(x, y)rs(x, y), s ∈ C, given by the product of a cubic curve
c(x, y) := y2x− (y + 1)3 and a line rs(x, y) := s2 (2 s− 3) y + x− 3 s2.
The polynomial f s(x, y), with s generic, is such that:
(1) The zero fiber is singular with singularities A1 and A3.
(2) There are critical values ts1, t
s
2 6= 0 with only one singularity A1 over their
fibers.
(3) The other fibers are smooth.
(4) It is tame.
Then if s1, s2 ∈ C are generic, the polynomial applications f si : C2 → C, i = 1, 2,
are topologically equivalent because they are in a uniparametric equisingular family
and they have the same link at infinity.
We write the homogeneous polynomial F s(x, y, z) associated with f s(x, y). If we
compute a Gro¨bner basis (with respect to the lexicographic order given by (x, y, t))
of the ideal 〈F sx(x, y, 1), F sy (x, y, 1), F s(x, y, 1)− t〉, the polynomial
(256s2 + 256s+ 64)t2 + (−1647s4 − 1836s3 + 2430s2 + 2916s+ 729)t+ 2916s6
belongs to this ideal. Its discriminant with respect to the variable t is
−2187(s− 1)2(s− 3− 2
√
3)2(s− 3 + 2
√
3)2(5s+ 3)2.
Then the critical values ts1 and t
s
2 are equal if s = 3±2
√
3. We write f+ := f3+2
√
3
and f− := f3−2
√
3. These polynomials satisfy again the properties (1), (3) and (4)
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and they have only one non-zero critical value (t+ := t3+2
√
3 and t− := t3−2
√
3
respectively), with two singularities A1 in the singular fiber Vt±(f
±).
Since the polynomials f+ and f− are conjugated in the number field Q(
√
3),
they have the same algebraic properties. The reason is the existence of the Galois
isomorphism between the two of them. Also the pairs of quartics V0(f
±), Vt±(f±),
and Vt(f
±), t 6= 0, t±, are diffeomorphic because they have the same combinatorial
properties (see, for example, classification in [22, Section 2.2], [11]). In what follows
we will prove that, the polynomial applications f+ and f−, are not topologically
equivalent.
If f+ and f− were topologically equivalent then there would exist Θ and θ
homeomorphisms such that the diagram
(5.1)
C2
Θ−−−−→ C2
f+
y yf−
C
θ−−−−→ C
	
is commutative. Then Θ sends singular fibers to singular fibers and θ critical values
to critical values. Since both singular fibers are not homeomorphic, θ must send 0
to 0 and t+ to t− respectively. Finally note that, using the complex conjugation
¯: z 7→ z¯ if necessary (changing Θ by Θ¯, and θ by θ¯), we can assume that θ preserves
the orientation.
Let T be a geometric disk containing 0 and t±, also let ⋆± ∈ ∂T be regular values
of f± and r : [0, 1]→ C a path with support in T \ {0, t−} such that r(0) = θ(⋆+)
and r(1) = ⋆−. The pair of homeomorphism θ and path r induces the group
isomorphism
θ∗ : π1(T \ {0, t+}; ⋆+) −→ π1(T \ {0, t−}; ⋆−)
γ 7→ r−1 · θ(γ) · r.
Let hr be a diffeomorphism given by lifting the path r. The pair of homeomorphism
Θ and diffeomorphism hr induces the isomorphism
Θ∗ : H1(V⋆+(f+)) −→ H1(V⋆−(f−))
∆ 7→ (hr)∗(Θ(∆))
of free Abelian groups of rank µ(f±) = µ(A1) + µ(A3) + µ(A1) + µ(A1) = 6.
Let B± be a basis in H1(V⋆±(f±)), then Θ∗ is given by an invertible matrix
PΘ ∈ GL(6,Z) which induce the group isomorphism
AutH1(V⋆+(f
+))
B+∼= GL(6,Z) Θ
∗
−→ GL(6,Z) B
−
∼= AutH1(V⋆−(f−))
P 7→ P−1Θ PPΘ
The commutativity of the diagram (5.1) and the isomorphisms of groups θ∗ and
Θ∗ induce the commutative diagram given by the homologic monodromies of f±,
ρ±∗ : γ → (hγ)∗:
(5.2)
π1(T \ {0, t+}; ⋆+) ρ
+
∗−−−−→ AutH1(V⋆+(f+))
B+∼= GL(6,Z)
θ∗
y yΘ∗
π1(C \ {0, t−}; ⋆−) ρ
−
∗−−−−→ AutH1(V⋆−(f−))
B−∼= GL(6,Z)
	
Let (γ±1 , γ
±
0 ) be geometric bases of π1(T \ {0, t±}; ⋆±) where γ±0 are meridians
of 0 and γ±1 are meridians of t
±. Since θ(0) = 0 and θ(t+) = t−, θ∗(γ+0 ) is
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conjugated to γ−0 , θ∗(γ
+
1 ) is conjugated to γ
−
1 , and θ∗(γ
+
0 · γ+1 ) is conjugated to
γ−0 · γ−1 . Therefore there exists γ ∈ π1(T \ {0, t+}; ⋆) such that
θ∗(γ) · θ∗(γ+0 ) · θ∗(γ+1 ) · θ−1∗ (γ) = γ−0 · γ−1 .
Thus if we consider
(5.3) γ˜+i := γ · γ+i · γ−1,
the new basis (γ˜+1 , γ˜
+
0 ) is such that θ∗(γ˜
+
0 ) is conjugated to γ
−
0 , θ∗(γ˜
+
1 ) is conjugated
to γ−1 , and θ∗(γ˜
+
0 · γ˜+1 ) = γ−0 · γ−1 . Therefore (θ∗(γ˜+1 ), θ∗(γ˜+0 )) is a geometric basis
of the group π1(T \ {0, t−}; ⋆−).
By Artin Theorem, there exists a Hurwitz move that sends the geometric basis
(θ∗(γ˜+1 ), θ∗(γ˜
+
0 )) to the geometric basis (γ
−
1 , γ
−
0 ). This move must have σ
2n
1 ∈ B2,
n ∈ Z, as its associated braid since θ∗(γ˜+i ) and γ−i are conjugated, that is, since
fiber order must be respected. Hence
(5.4) Ψσ2n1 (θ∗(γ˜
+
i )) = γ
−
i ,
where Ψσ2n1 is the Hurwitz move associated with σ
2n
1 .
Remark 5.1. The fact that f± has only two singular non-diffeomorphic fibers makes
the study of the commutative diagram (5.1) easier. For example, it was key in order
to deduce that the Hurwitz move had to be of type σ2n1 .
Notation 5.2. We denote by H±0 and H
±
1 the monodromy matrices associated
with the operators (hγ±0
)∗ and (hγ±1 )∗ in the bases B
±, respectively.
By (5.3) we have (hγ˜+i
)∗ = (hγ)−1∗ ◦ (hγ+i )∗ ◦ (hγ)∗. Thus, if Pγ ∈ GL(6,Z) is
the matrix of (hγ)∗ in the basis B+, then the matrices P−1γ H+0 Pγ and P−1γ H+1 Pγ
define the monodromy operators (hγ˜+0
)∗ and (hγ˜+1 )∗ in the basis B
+. Then, using the
commutative diagram (5.2), the matrices P−1Θ P
−1
γ H
+
0 PγPΘ and P
−1
Θ P
−1
γ H
+
1 PγPΘ
define the monodromy operators (hθ∗(γ˜+0 )
)∗ and (hθ∗(γ˜+1 ))∗ in the basis B
−.
We define
α1 := γ
−
0 · γ−1 , αn := ασ
2
1
n−1 · α1 if n > 1.
The isomorphism Ψσ2n1 of π1(T \ {0, t−}; ⋆−) is such that
Ψσ2n1 (̺) =
{
α1 · ̺ · α−11 if n = 1
αn · ̺ · α−1n if n > 1.
Therefore it is an inner automorphism of π1(T \ {0, t−}; ⋆−). By (5.4), γ−i , i = 0, 1,
are conjugated to θ∗(γ˜+i ), i = 0, 1, by the same element αn ∈ π1(T \ {0, t−}; ⋆−). If
we denote by Pαn ∈ GL(6,Z) the associated matrix to (hαn)∗ in the basis B− and
define P := PγPΘPαn , then the matrices P
−1H+0 P and P
−1H+1 P must define the
monodromy operators (hγ−0
)∗ and (hγ−1 )∗ in the basis B
−.
By Notation 5.2, if f+ and f− were topologically equivalent, then they should
satisfy H−0 = P
−1H+0 P and H
−
1 = P
−1H+1 P where P ∈ GL(6,Z), or analogously
(5.5) P H−0 = H
+
0 P, P H
−
1 = H
+
1 P and det(P ) 6= 0.
5.2. Calculus of the homological monodromy. The polynomials f± are monic,
of degree 4 in the variable y, and tame. In order to compute their homological
monodromy we can use Theorem 4.18.
Since df±(t, x) is reduced (since discrimx(df±(t, x)) 6= 0) it is enough to consider
f±0,a(x, y) := f
±(x, y) + ax, a ∈ C, a morsification of f± verifying Hypothesis 4.8
for appropriate disks T,X and Y . We denote such morsifications by f±a .
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Remark 5.3. From now on we will use in this section the lexicographic order <π/2
(see Notation 2.7), but for the sake of simplicity we will omit any reference to it
in the text. Also as coefficients are in Q(
√
3), we will use a computer program
based on a method showed by J. Carmona [10] in order to compute both the braid
monodromy associated with the discriminant of f±a and the classical monodromy
m⋆± of π|V
⋆± (f
±
a )
.
The discriminant method for f±. Let a := 10−1 be a sufficiently small constant.
For this value f±a is a Morse function with a reduced discriminant and without any
vertical asymptotes (since f±a is also tame). The critical values of f
± and f±a are
shown in Figure 6 (note that the critical values associated with the morsification of
the singularities A03 and A
0
1 over the zero fiber and the singularities A
±
1 over the t
±
fiber are enclosed each in a rectangle).
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Figure 6. Critical values of f± and f±a .
The points ⋆+ := 132 and ⋆− := 2 are regular values of f± and f±a . We consider
the paths given in Figures 7 and 8.
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The list (γ1, . . . , γ6), in each figure, is a distinguished basis of f
±
a based at ⋆
±
whereas the list (γ±1 , γ
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in Section 5.1.
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We denote b ∗ a := a−1ba in B9. The braid monodromy for Df+a is:
(5.6)
∇⋆+(γ1) = σ2 ∗ σ−11 ,
∇⋆+(γ2) = σ2 ∗ σ−13 ,
∇⋆+(γ3) = σ8 ∗ σ7σ−16 σ−15 σ−14 σ−13 σ−12 σ−13 σ−17 ,
∇⋆+(γ4) = σ5 ∗ σ6σ−14 σ−13 σ4σ7σ−16 σ−12 σ3σ−11 σ2σ−15 σ−14 σ−13 σ−12 σ−13 σ−17 ,
∇⋆+(γ5) = σ5 ∗ σ6σ4σ7σ−16 σ3σ2σ−15 σ−14 σ−13 σ−12 σ−13 σ−17 and
∇⋆+(γ6) = σ6 ∗ σ7σ−16 σ−15 σ−14 σ−13 σ−12 σ−13 σ−17 .
The braid monodromy for Df−a is:
(5.7)
∇⋆−(γ1) = σ2 ∗ σ3σ5σ4σ6σ3,
∇⋆−(γ2) = σ8 ∗ σ−17 σ8σ7σ6σ−17 σ5σ4σ5σ6σ3,
∇⋆−(γ3) = σ1,
∇⋆−(γ4) = σ4 ∗ σ5σ6σ3,
∇⋆−(γ5) = σ4 ∗ σ−15 σ−16 σ−15 σ23 and
∇⋆+(γ6) = σ7.
Then we obtain the elements βi, σj(i) ∈ B9 of Remark 4.12(3) and we deduce,
by Remark 4.12(1), that f±a is a good morsification for X and Y geometric disks
sufficiently big.
The ordered set of roots of df±a (⋆
±, x) = 0 is the list x⋆
±
= (x±1 , . . . , x
±
9 ) with
• x+9 > 0 and |x+9 | > |x+i |, i = 1, . . . , 8.
• x−1 < 0 and |x−1 | > |x−i |, i = 2, . . . , 9.
We want to use Remark 4.12(2). Let us consider two points ∗˜+ := x9 + 1 and
∗˜− := −x1 + 1 and two geometric disks X˜± with center 0 ∈ C and radius ∗˜±. Let
us consider Example 2.3 with X the big disk fixed above and r± := [∗, ∗˜±]. By
Remark 4.12(2) it is enough to know the classical monodromym⋆± of the geometric
basis (µ˜±1 , . . . , µ˜
±
9 ) of the group π1(X˜ \ x⋆
±
; ∗˜±) where µ˜±j = (r±)−1 · µτx⋆j · r±.
The classical monodromy m⋆+ of the geometric basis (µ˜
+
1 , . . . , µ˜
+
9 ) is the list
(5.8) ((1, 3), (2, 3), (1, 3), (1, 2), (1, 4), (1, 4), (1, 3), (2, 3), (1, 2)),
and the classical monodromy m⋆− of the geometric basis (µ˜
−
1 , . . . , µ˜
−
9 ) is the list
(5.9) ((3, 4), (3, 4), (1, 2), (2, 4), (3, 4), (2, 4), (1, 4), (1, 4), (2, 3)).
Combining the data (5.6), (5.8) and (5.7), (5.9) we can compute the invari-
ants associated with the homological monodromy of f±. In particular, let B±
the distinguished basis of vanishing cycles obtained by lifting the distinguished
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bases (γ1, . . . , γ6) in Figures 7 and 8, then the intersection matrix If± with re-
spect to B± is:
(5.10) If+ =


0 0 -1 1 1 1
0 0 -1 0 0 1
1 1 0 0 0 0
-1 0 0 0 1 1
-1 0 0 -1 0 1
-1 -1 0 -1 -1 0

 and If− =


0 0 -1 1 0 0
0 0 0 -1 -2 -1
1 0 0 0 0 0
-1 1 0 0 1 1
0 2 0 -1 0 1
0 1 0 -1 -1 0

 ,
where number on the i-th column and the j-th arrow is (∆i,∆j).
Example 5.4. We will show in detail how to obtain (∆1,∆3) = 1 from matrix
If+ . The rest of intersection numbers follow the same pattern.
By Remark 4.12(3) we compute µβ12 = µ1 and µ
β3
8 = µ7 ·µ2 ·µ−17 . Transpositions
(a˜1, b˜1) and (a˜3, b˜3), which are defined in Remark 4.12(2), are
m⋆+(µ˜1) = (1, 3) and m⋆+(µ˜7 · µ˜2 · µ˜−17 ) = (1, 2).
We define a˜i to be the lowest in {a˜i, b˜i}, i = 1, 3. This choice only produces a
change of orientation in the vanishing cycles. Thus we have a˜1 = a˜3 = 1.
By Remark 4.12(3) again, vanishing paths are
δβ11 = µ
β1
2 · µβ13 = µ3 · µ1
δβ33 = µ
β3
8 · µβ39 = µ9 · µ7 · µ2 · µ−17
Therefore, by Remark 4.12(2) and Proposition 4.6(a), we have
∆1 = (µ˜3)1 + (µ˜1)3
∆3 = (µ˜9)1 + (µ˜7)2 + (µ˜2)2 + (µ˜
−1
7 )3 = (µ˜9)1 + (µ˜2)2 + (µ˜7)3.
The Picard-Lefschetz transformation Ψ∇(γ1) of the vanishing path δ
β3
3 is
Ψ∇(γ1)(δ
β3
3 ) = δ
β3∇(γ1)
3 = µ9 · µ7 · µ3 · µ−11 · µ2 · µ1 · µ−13 · µ−17 .
Finally, by Remark 4.12(2) and Proposition 4.6(a), we have
hγ1(∆3) = (µ˜9)1 + (µ˜7)2 + (µ˜3)2 + (µ˜
−1
1 )2 + (µ˜2)2 + (µ˜1)3 + (µ˜
−1
3 )1 + (µ˜
−1
7 )3
= (µ˜9)1 + (µ˜2)2 + (µ˜1)3 + (µ˜3)1 + (µ˜7)3
= [(µ˜9)1 + (µ˜2)2 − (µ˜7)1] + [−(µ˜1)1 + (µ˜3)1] = ∆3 +∆1,
and hence (∆1,∆3) = 1. 
Remark 5.5. Note that the matrices in (5.10) have been decomposed into four
blocks. The diagonal ones can be divided as
[
0 0
0 0
]
and

 0 0 0 00 0 1 1
0 -1 0 1
0 -1 -1 0

 .
representing the intersection matrices of the germ f± in the singular points with
singularities A±1 ,A
0
1 and A
0
3 respectively.
We have (see Figures 7 and 8) γ±0 = γ6 · γ5 · γ4 · γ3 and γ±1 = γ2 · γ1 then
(5.11)
(hγ±0
)∗ = (hγ3)∗ ◦ (hγ4)∗ ◦ (hγ5)∗ ◦ (hγ6)∗ and
(hγ±1
)∗ = (hγ1)∗ ◦ (hγ2)∗.
By Picard-Lefschetz Theorem, the intersection matrices If± give us the Picard-
Lefschetz operators (hγi)∗, i = 1, . . . , 6, in the bases B±. Finally, by (5.11) and
Notation 5.2, we have
(5.12) H+0 =


1 0 0 0 0 0
0 1 0 0 0 0
-1 -1 1 0 0 0
0 0 0 0 -1 0
0 -1 0 0 0 -1
1 1 0 1 1 1

 and H+1 =


1 0 1 -1 -1 -1
0 1 1 0 0 -1
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


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in the basis B+ and
(5.13) H−0 =


1 0 0 0 0 0
0 1 0 0 0 0
-1 0 1 0 0 0
1 1 0 0 -1 0
0 -1 0 0 0 -1
0 -1 0 1 1 1

 and H−1 =


1 0 1 -1 0 0
0 1 0 1 2 1
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


in the basis B−.
Remark 5.6. Let f : Cn → C be a polynomial function with isolated singular-
ities (no further hypotheses). As we said in Section 1, given a geometric basis
(γ1, . . . , γ#Bf ) of π1(C \ Bf ; ⋆), we obtain a decomposition of Hj(V⋆(f)). To do
this let Fi,α ⊂ V⋆(f) (1 ≤ i ≤ #Bf ) be Milnor fibers of affine singularities for
1 ≤ α ≤ αi and Milnor fibers at infinity for αi + 1 ≤ α ≤ α′i. Then for j > 0:
(5.14) Hj(V⋆(f)) ∼=
#Bf⊕
i=1

 α′i⊕
α=1
(vi)j (Hj (Fi,α, ∂Fi,α))


where (vi)j is the composition of the variation and inclusion operators
(vi)j : Hj(Fi,α, ∂Fi,α)
var−→ Hj(Fi,α) i→֒ Hj(V⋆(f))
a 7→ a− (hγi)∗(a) 7→ a− (hγi)∗(a).
Using this decomposition (hγi)∗ can be written as

I1 0 · · · 0 0 0 · · · 0
0 I2 · · · 0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∗i,1 ∗i,2 · · · ∗i,i−1 hi ∗i,i+1 · · · ∗i,#Bf
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 0 · · · I#Bf


, hi =


hi,1 0 · · · 0
0 hi,2 · · · 0
.
.
.
.
.
.
.
.
.
0 0 · · · hi,α′
i

 ,
where Ij is the identity matrix, hi is the restriction of (hγi)∗ to the subspace⊕
1≤α≤α′i(vi)j(Hj(Fi,α, ∂Fi,α)) (respecting the sum decomposition) and hi,α, for
1 ≤ α ≤ α′i, is the restriction of (hγi)∗ to (vi)j(Hj(Fi,α, ∂Fi,α)) (see [12, Lemma 2.4],
[23, Theorem 3.1] or [24, Theorem 1.4]). In particular hi,α and ∗i,s are, respectively,
the local blocks and the global blocks that we mentioned in Section 1.
The distinguished bases (γ1, . . . , γ6) in Figures 7 and 8 define a special geometric
basis as we considered in Section 1. Then associated distinguished bases of cycles
B± give the decomposition (5.14). We have shown the aforementioned submatrices
Ij , ∗i,s, hi and hi,α in (5.12) and (5.13).
5.3. The polynomials f± are not topologically equivalent. As we mentioned
in Section 5.1, if f± were topologically equivalent then there should exist P sat-
isfying (5.5). In Section 5.2 we have computed the matrices H±0 and H
±
1 shown
in (5.12) and (5.13). The problem becomes a linear system with 72 equations and
36 variables. The system of solutions is
P (a, b) :=


0 0 a a 0 a
0 0 −a −a 0 −a
0 0 a+ b a+ b 0 a+ b
0 0 b b 0 b
0 0 −b −b 0 −b
0 0 a+ b a+ b 0 a+ b


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with a, b ∈ C (solved with Maple). Since P (a, b) is a singular matrix, the sys-
tem (5.5) has no solution and hence the polynomials f± are not topologically
equivalent.
6. Proof of Theorem 4.10
This last section is dedicated to proving Theorem 4.10. Hence we should assume
that f ∈ C[x, y] is a monic polynomial of degree N in the variable y and satisfying
Hypothesis 4.8.
Lemma 6.1. It is enough to prove Theorem 4.10 for j = 1.
Proof. Let us assume that Theorem 4.10 is true for j = 1. By Lemma 2.12(a) and
Theorem 4.10(1) (case j = 1) we have ∇⋆,O(γi) = (α−1j βi)−1σj(α−1j βi) and thus
Theorem 4.10(1) is true for j > 1.
By Lemma 2.12(b) we have µ
(α−1j βi)
j = µ
βi
1 and µ
(α−1j βi)
j+1 = µ
βi
2 and hence, since
Theorem 4.10(2) it is true for j = 1, it is also true for j > 1. 
6.1. Discriminant properties of a Morse polynomial.
Lemma 6.2. Let to ∈ T \ TSing and let xto ∈ xto be a ramification point of (4.1).
In a neighborhood of xto the function f(x, y)−to is the product of N−1 Weierstrass
polynomials in the variable y centered in the N−1 preimages of the point xto . Also
note that all those polynomials have degree 1 but one which has degree 2 and has
either non-degenerate singularities if (to, x
t) = (ti, xi), for some i, or is smooth if
(to, x
to) 6= (ti, xi).
Proof. Let y¯j ∈ C, j = 1, . . . , r, be a root of f(xto , y) − to. Then (xto , y¯j), for
j = 1, . . . , r, are all preimages of xto . Since xto is a ramification point, r ≤ N − 1.
If r < N − 1, then by Corollary 3.3 the discriminant germ (Df , (to, xto)) is singular
and hence to ∈ TSing which is a contradiction.
Therefore r = N − 1 and hence there exists a root y¯1 of order 2, whereas y¯j ,
for j = 2, . . . , N − 1, are simple roots. By Hensel’s Lemma f(x, y) − to is, locally,
the product of N − 1 Weierstrass polynomials Pj(x, y) in the variable y centered in
(xto , y¯j) and whose degree is the multiplicity of y¯j . Thus Pj(x, y), j = 2, . . . , N−1,
have degree 1 and P1(x, y) has degree 2 where:
• If (to, xto) = (ti, xi), for some i, then yi is root of f(xti , y)− ti, thus y¯1 = yi
and P1(x, y) has a non-degenerate singularity at (xi, yi).
• If to /∈ T , then the fiber Vto(f) is smooth. Finally, if to = ti but xti 6= xi,
then the point (xti , y¯1) is not singular. In either case, P1(x, y) is smooth.

Corollary 6.3. In a neighborhood of to ∈ T \ TSing the function df (t, x) is:
(a) a
∏k
α=1 ℓα(x, t), if to /∈ f(P ).
(b) a q(x, t)
∏k−1
α=2 ℓα(x, t), if to = ti, for some i.
where
ℓα(x, t) := (x− xtoα )+ cα(t)(t− to), q(x, t) := (x− xi)2+ b1(t)(x− xi)+ c1(t)(t− to)
for xtoα ∈ xto , a ∈ C∗, b1, cα ∈ C[t], b1(to) = 0 and cα(to) 6= 0, α = 1, ..., k,
Proof. By Lemma 6.2 and Lemma 3.2 the function df (t˜+ to, x˜+ x
to
α ) is:
- a polynomial x˜-regular of degree 0 + N − (N − 1) = 1 and t˜-regular of degree
N − (N − 1) = 1, if (to, xtoα ) 6= (ti, xi).
- a polynomial x˜-regular of degree 1 + N − (N − 1) = 2 and t˜-regular of degree
N − (N − 1) = 1, if (to, xtoα ) = (ti, xi), for some i.
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The result follows by uniqueness of Weierstrass Theorem, Hensel’s Lemma and the
fact that df (t, x) as polynomial in the variable x has degree k. 
Corollary 6.4. The image of each member of a geometric basis by the classical
monodromy mt : π1(X \ xt; ∗)→ ΣN , t ∈ T \ T , ∗ ∈ ∂X, associated with (4.1) is a
transposition.
Proof. Since t ∈ T \ T , Lemma 6.2 gives us the existence of a smooth Weierstrass
polynomial of degree 2, say P (x, y). If we lift the path xt + ρ e2πu, u ∈ [0, 1], for a
sufficiently small ρ, we obtain, again by Lemma 6.2, a transposition given by the
move of the two roots of P (xt + ρ, y) = 0. So the corollary follows. 
6.2. Braid monodromy. In this section we prove Theorem 4.10(1)
Notation 6.5. To simplify notation, we will denote τxt,O(ψ), t ∈ C, τ(O(ψ)) and
∇⋆,O(ψ) simply by τt,ψ, τ(ψ) and ∇t,ψ.
Proposition 6.6. Let S be a circle with support in T \ T , based at ⋄ ∈ C and
centered at ti ∈ f(P ). If the radius of S, ξ := ||ti − ⋄||, is sufficiently small, then
for almost all ψ ∈ (0, π), ∇⋄,ψ(S) = σj, where 1 ≤ j ≤ k and j depends of ψ.
Proof. Let θ := (π¯|Df )∗(S). The braid θ is the homotopy class of
{(ti + ξe2π
√−1u, x) |x ∈ xti+ξe2π
√−1u
, u ∈ [0, 1]}
By Corollary 6.3(b) the set xti has k − 1 points. Almost every ψ ∈ (0, π) has the
property that all lines with slope tan(ψ) have no more than one point in xti . Let ψ
be one of such angles. Let also be j ∈ {1, . . . , k − 1} such that xi = xtij ∈ xti(ψ).
By Corollary 6.3 (see Figure 9), for a sufficiently small ξ, the points of the
list xti+ξe
2π
√−1u
(ψ) satisfy
xti+ξe
2π
√−1u
j
ξ→0−→


xtij for j < j
xtij = xi for j = j, j + 1
xtij−1 for j > j + 1
and the local equation of Df at (ti, xi) is (x − xi)2 + b1(t)(x − xi) + c1(t)(t − ti),
b1(ti) = 0, c1(ti) 6= 0. Thus the braid ∇⋄,ψ(S) = θ(ψ) = τ⋄,ψ θ τ−1⋄,ψ is equal to
σj ∈ Bk by definition of τ⋄,ψ (see Notations 2.7 and 6.5). 
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Let γi be an element of the distinguished basis of the Theorem 4.10 and let γ be a
meridian homotopic to γi as in Definition 4.9 such that Supp γ ⊂ T \ T . According
to Definition 2.1 the following elements are associated with γ
(6.1) (tγ(= ti), t
′
γ(=: ⋄), rγ(=: r), Sγ(=: S), Dγ(=: D)).
Let ψ ∈ (0, π). We need the following technical hypothesis:
Hypothesis 6.7. Proposition 6.6 is satisfied for the element S of γ and ψ.
Notation 6.8. We denote θ := (π˜|Df )∗(S) and β := (π˜|Df )∗(r−1) the braids
in B(x⋄,x⋄) and B(x⋄,x⋆), respectively.
By the first part of Proposition 2.8(a) and since braid monodromy is a homotopy
invariant we have
(6.2) ∇⋆,O(γi) = ∇⋆,O(γ) = β−1(O)θ(O)β(O)
and, by Proposition 6.6,
(6.3) ∇⋆,ψ(γi) = ∇⋆,ψ(γ) = β(ψ)−1θ(ψ)β(ψ), where θ(ψ) = σj .
By the second part of Proposition 2.8(b) the braid θ(O) is conjugated to θ(ψ) = σj .
Then Theorem 4.10(1) follows from Lemma 2.12(a).
6.3. The vanishing cycle of a critical value. In this section we prove Theo-
rem 4.10(2.a) and (2.b.i). To do this we will first prove it in the special case when
γi is in fact γ and O is the base set of braids O(ψ) with γ and ψ as in Section 6.2.
This is done in the next three subsections. Finally, in the last subsection, we prove
the theorem in the general case.
6.3.1. Construction of the vanishing cycle. Let us parametrize the segment [⋄, ti] as
λ(u) := (1− u) (⋄− ti) + ti, u ∈ [0, 1]. Let s be the segment in {t = ⋄}×C between
the points x⋄j and x
⋄
j+1 of x
⋄(ψ). By Corollary 6.3, while u moves towards 1, the
points x
λ(u)
j , x
λ(u)
j+1 ∈ xλ(u)(ψ) converge to xi then the path s degenerates into a
point (ti, xi) as we move towards ti on the interval [⋄, ti] (see Figure 10).
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For every λ(u) ∈ [⋄, ti) let Hτλ(u),ψ be an (x,xλ(u))-special isotopy associated
with τλ(u),ψ , which is the identity in C \ Int(X) such that the map
(6.4)
H : [0, 1)× (C× [0, 1]) −→ C
(u, x, v) 7→ Hτλ(u),ψ (x, v)
is continuous in the variable u. By continuity we can extend H to [0, 1]×(C×[0, 1]).
22 M. ESCARIO
We define a topological cylinder C with Cu := H
(
u,D1
(
2j+1
2
)
, 1
)
, 0 ≤ u ≤ 1, its
fibers, where j is the element given by Proposition 6.6 for the fixed ψ. The cylinder
C satisfies that
x
λ(u)
j , x
λ(u)
j+1 ∈ Int(Cu), Cu ∩ (xλ(u) \ {xλ(u)j , xλ(u)j+1 }) = ∅, 0 ≤ u < 1,
xi ∈ Int(C1) and C1 ∩ (xti \ {xi}) = ∅,
By Lemma 6.2 the set φ−1f,x({t = λ(u)}×Cu) has N−1 components where N−2 of
them are diffeomorphic to a topological disk and the remaining one is diffeomorphic
to the cylinder S1× [−1, 1] for 0 ≤ u < 1, and to two disks intersecting at the point
(xi, yi) for u = 1.
Let S(0) be the preimage of s in φ−1f,x({t = ⋄}×C0). Note that S(0) is a closed path
according to (4.1). Analogously, one obtains a family of closed paths S(u), 0 < u < 1
as the path s is moved along the segment [⋄, ti]. We denote also S(1) := {(xi, yi)}.
Hence there is a 2-dimensional closed topological disk D satisfying (see Figure 11):
i. S(u) = D ∩ Vλ(u)(f), 0 ≤ u < 1, is diffeomorphic to the circle.
ii. S(1) = D ∩ Vti(f) = {(xi, yi)}.
iii. D =
⋃
S(u).
Therefore S(0) defines a vanishing cycle in V⋄(f).
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6.3.2. Representation of the vanishing cycle in H1(V⋄(f)). Since Supp(γ) ⊂ T \ T
we can use the topological model described in Section 4.1 to give a representation
of S(0) in H1(V⋄(f)).
Let us consider the geometric basis (µ1, ..., µk) as in Example 2.3 associated with
the disk X fixed above and the set x = {1, 2, ..., k} (by (3) in Section 4 x ⊂ X).
By Artin Theorem [5] the Hurwitz move Ψτ⋄,ψ transforms this geometric basis into
the geometric basis (µ
τ⋄,ψ
1 , . . . , µ
τ⋄,ψ
k ) of π1(X \ x⋄; ∗).
For the sake of simplicity we will skip the subindices ⋄, ψ from τ⋄,ψ. By Defini-
tion 2.1 the elements associated with µτn are
(6.5) (xµτn(= x
⋄
n), x
′
µτn
, rµτn , Sµτn , Dµτn).
By construction of the vanishing cycle, the classical monodromy m⋄ satisfies
(6.6) m⋄(µτj ) = m⋄(µ
τ
j+1).
Moreover, by Corollary 6.4 m⋄(µτj ) is a transposition, say (a, b), a, b ∈ {1, . . . , N},
a 6= b.
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Let δ := µj+1 · µj be a path in X \ x. We want to lift Ψτ (δ) = δτ = µτj+1 · µτj
by means of the projection π|V⋄(f) (4.1). This lifting is a union of N closed paths
in the fiber V⋄(f):
(δτ )l = (µ
τ
j+1)l · (µτj )l with l ∈ {1, . . . , N}, l 6= a, b,
(δτ )a = (µ
τ
j+1)a · (µτj )b and (δτ )b = (µτj+1)b · (µτj )a.
The following lemma allows us to find paths that are homologous to the vanishing
cycle S(0) (Section 6.3.1). These paths will let us transport easily S(0) to the
fiber V⋆(f).
Lemma 6.9. The liftings (δτ )l, l = 1, . . . , N, in V⋄(f) are homologous -up to sign-
to the vanishing cycle S(0) if l = a, b and to the zero cycle if l 6= a, b. Also in
homology (δτ )b = −(δτ )a.
Proof. Let us deform the path s continuously in
{t = ⋄} × (X \
⋃
n6=j, j+1
x⋄n)
as shown in Figure 12 (a), so as to turn it into a path with support
[x⋄j , x
′
µτj
] ∪ Supp(r−1µτj ) ∪ Supp(rµτj+1 ) ∪ [x
′
µτj+1
, x⋄j+1],
where these paths are the ones associated with µτj (see (6.5)). The support of δ
τ is
Supp(Sµτj ) ∪ Supp(r−1µτj ) ∪ Supp(rµτj+1 ) ∪ Supp(Sµτj+1).
Therefore the cycles S(0), (δτ )a and (δ
τ )b in V⋄(f) (Figure 12 (b)) are homologous
up to orientation.
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Figure 12. (a) Deformation of s. (b) Paths S(0) and (δτ )a.
By Proposition 4.6(c) and (6.6) the N paths (δτ )l are elements in Z1(K) and
hence, by Proposition 4.6(a) as cycles in H1(V⋄(f)) (see (4.7)) they look like:
(δτ )l = (µ
τ
j+1)l + (µ
τ
j )l = 0 with l ∈ {1, . . . , N}, l 6= a, b,
(δτ )a = (µ
τ
j+1)a + (µ
τ
j )b and
(δτ )b = (µ
τ
j+1)b + (µ
τ
j )a = −(µτj+1)a − (µτj )b = −(δτ )a.

6.3.3. Representation of the vanishing cycle in H1(V⋆(f)). In this subsection we will
compute the homological class of the local vanishing cycle S(0) in the global fiber
H1(V⋆(f)). In order to do so we will use Lemma 6.9 which allows us to work with
(δτ )a or (δ
τ )b and move them from V⋄(f) to V⋆(f) by the diffeomorphism hr−1 given
by lifting the path r−1. Let us first study the diffeomorphism hr−1 more closely.
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The diffeomorphism hr−1 . Let β ∈ B(x⋄,x⋆) the braid defined by r−1 as in Nota-
tion 6.8 and Hβ a (x
⋄,x⋆)-special isotopy associated to β which is the identity in
C \ Int(X). Then we can define
H¯ : {⋄} × C× [0, 1] −→ Supp(r−1)× C.
(⋄, x, u) 7→ (r−1(u), Hβ(x, u))
Let X := {(r−1(u), x) ∈ T × X | u ∈ [0, 1], x /∈ xr−1(u)} and R := φ−1f,x(X ) with
fibers
(6.7) Xu := X ∩ ({r−1(u)} × C) and Ru := φ−1f,x(Xu), u ∈ [0, 1].
Then we have the following N -folded covering maps
φf,x| : R −→ X and (φf,x|, 1) : R0 × [0, 1] −→ X0 × [0, 1]
and a diffeomorphism between the base spaces H¯ | : X0 × [0, 1] → X . Let ∗˜ ∈ R0
be such that φf,x(∗˜) = (⋄, ∗) ∈ X0. Since r−1(u) (u ∈ [0, 1]) are all regular values
of f and π|Df , one has π1(X ; ∗) ≃ π1(X0; ∗) and π1(R; ∗˜) ≃ π1(R0; ∗˜). Therefore,
by Lifting Theorem, the diffeomorphism between the base spaces gives us a unique
diffeomorphism Γ between the covering spaces such as Γ(∗˜, 0) = ∗˜ and such that
the following diagram is commutative
(6.8)
R0 × [0, 1] Γ−−−−→ R
(φf,x,1)
y yφf,x
X0 × [0, 1] H¯|−−−−→ X .
	
By restriction we have the following families of diffeomorphisms
(6.9)
H¯u : {⋄} × C −→ C
(⋄, x) 7→ (r−1(u), Hβ(x, u))
Γu : R0 −→ Ru
(x, y) 7→ Γ(x, y, u).
Each H¯u is such that H¯u(X0) = Xu and each Γu is such that f(Γu(•)) = r−1(u)
and it can be extended continuously to φ−1f,x({t = ⋄} × x⋄). Finally we define the
diffeomorphism hr−1 := Γ1. Note that, by (6.8), the following is a commutative
diagram:
(6.10)
R0 hr−1 |−−−−→ R1
φf,x
y yφf,x
X0 H¯1|−−−−→ X1.
	
Moreover, using a theorem of continuity of the roots for f(x, y) = r−1(u), with
x ∈ C \ Int(X0) and u ∈ [0, 1], and since H¯u is the identity on the second variable
in {⋄} × C \ Int(X0), this diagram can be extended to V⋄(f).
Remark 6.10. Let Hβ−1(•, u) := H−1β (•, u) be an (x⋆,x⋄)-special isotopy associated
with β−1. Analogously as above, one can construct the diffeomorphism hr and the
commutative diagram:
(6.11)
R1 hr |−−−−→ R0
φf,x
y yφf,x
X1 H¯
−1
1 |−−−−→ X0.
	
DISCRIMINANT METHOD . . . 25
Moving the paths (δτ )a and (δ
τ )b. By Artin Theorem (µ
τβ
1 , . . . , µ
τβ
k ) is a geometric
basis of π1(X \ x⋆; ∗). Let Yr−1 be the braid in N strings defined by the equation
f(∗, y) = r−1(u), u ∈ [0, 1]. If we consider Yr−1 as a permutation, by (6.6), we have
(6.12) m⋆(µ
τβ
j ) = m⋆(µ
τβ
j+1) = (a
Yr−1 , bYr−1 ) =: (a¯, b¯).
Lemma 6.11. Let l¯ := lYr−1 , with l = 1, . . . , N . The liftings (δτβ)l¯ in V⋆(f) are
homologous to the vanishing cycle (hr−1)∗(S(0)) if l¯ = a¯, b¯ and are the zero cycle if
l¯ 6= a¯, b¯. Moreover, (δτβ)a¯ = −(δτβ)b¯ = (µτβj+1)a¯ + (µτβj )b¯.
Proof. By the commutative diagram (6.10) and by equation (6.12) we have the
following equalities in homotopy
hr−1((δ
τ )l) = (δ
τβ)l¯ = (µ
τβ
j+1)l¯ · (µτβj )l¯ for l¯ 6= a¯, b¯,
hr−1((δ
τ )a) = (δ
τβ)a¯ = (µ
τβ
j+1)a¯ · (µτβj )b¯ and
hr−1((δ
τ )b) = (δ
τβ)b¯ = (µ
τβ
j+1)b¯ · (µτβj )a¯
By Proposition 4.6(c) the N paths δτβi are elements in Z1(K) and hence by Propo-
sition 4.6(a) as cycles in H1(V⋆(f)) are homologous to (see (4.7)):
(hr−1)∗((δτ )l) = (δτβ)l¯ = 0 for l 6= a¯, b¯,
(hr−1)∗((δτ )a) = (δτβ)a¯ = (µ
τβ
j+1)a¯ + (µ
τβ
j )b¯ and
(hr−1)∗((δτ )b) = (δτβ)b¯ = (µ
τβ
j+1)b¯ + (µ
τβ
j )a¯ = −(µτβj+1)a¯ − (µτβj )b¯
Therefore (δτβ)b¯ = −(δτβ)a¯ in homology and by Lemma 6.9 they are -up to
orientation- the image of S(0) in V⋆(f). 
According to the commutative diagram (2.3), where s1 = x⋄, s2 = x⋆, {1, . . . , k} =
x, and O = O(ψ), we have that Φx⋄,x⋆(µ
τ
n, β) = (Ψτ⋆,ψ ◦ Φx,x) (µn, β) or, in expo-
nential notation,
(6.13) µτβn = µ
βτ⋆,ψ
n ∈ 〈µτ⋆,ψ1 , . . . , µτ⋆,ψk 〉.
In particular, by (6.12), m⋆(µ
βτ⋆,ψ
j ) is a transposition (a¯, b¯). So, we have proved
Theorem 4.10(2.a). Also we have by Lemma 6.11 that in homology
(6.14) (δβτ⋆,ψ)a¯ = −(δβτ⋆,ψ)b¯ = (µβτ⋆,ψj+1 )a¯ + (µβτ⋆,ψj )b¯
defines -up to orientation- the vanishing cycle (hr−1)∗(S(0)) and the remaining
liftings of δβτ⋆,ψ define a zero cycle. So, finally, if we denote by ∆i the first non-
zero lifting in homology, we have proved Theorem 4.10(2.b.i) with decomposition
∇⋆,ψ(γi) = β−1σjβ in the case γi = γ and O = O(ψ).
6.3.4. Independence of construction. Finally in this last subsection we prove Theo-
rem 4.10(2.a) and (2.b.i) for any γi and O with a decomposition as in Theo-
rem 4.10 (1) (for j = 1 according to Lemma 6.1).
Lemma 6.12. We have the decomposition ∇⋆,ψ(γi) = (βαj)−1σ1(αjβ). Note that
with this decomposition Theorem 4.10(2.a) and (2.b.i) are true for the base set of
braids O(ψ).
Proof. The first part of lemma follows from (6.3) and Lemma 2.12(a). For the
second part, by Lemma 2.12(b), we have µ
(αjβ)
1 = µ
β
j and µ
(αjβ)
2 = µ
β
j+1. The
lemma follows from Theorem 4.10(2.a) and (2.b.i) for the base set of braids O(ψ)
and σj . 
Remark 6.13. By Lemma 6.12, we can assume that θ(ψ) = σ1.
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Note that Proposition 2.8(b) and Remark 6.13 imply that
θ(O) = (ττ−1⋄,O)
−1σ1(ττ−1⋄,O),
so, by (6.2), we have
(6.15) ∇⋆,O(γi) = (ττ−1⋄,Oβ(O))−1σ1(ττ−1⋄,Oβ(O)).
Notation 6.14. We denote by ν := ττ−1⋄,Oβ(O) ∈ Bk the conjugation braid in (6.15).
Lemma 6.15. Let C(σ1) the centralizer of σ1 in Bk and ζ ∈ C(σ1). Then one of
the following is true:
(1) µζ1 and µ
ζ
2 are conjugated (by the same element) of µ1 and µ2 respectively.
(2) µζ1 and µ
ζ
2 are conjugated (by the same element) of µ2 and µ1 respectively.
Proof. By [14] C(σ1) = 〈σ2σ21σ2, σj | j 6= 2〉. Then by (2.2):
• µσj1 = µ1 and µσj2 = µ2 for j 6= 1, 2,
• µσ11 = µ2 = µ2 · µ2 · µ−12 and µσ12 = µ2 · µ1 · µ−12 ,
• µσ2σ21σ21 = µ3 · µ1 · µ−13 and µσ2σ
2
1σ2
2 = µ3 · µ2 · µ−13 ,
and the lemma follows. 
By Theorem 4.10(1) and (6.15) ν−1σ1ν = β−1i σ1βi, thus βiν
−1σ1 = σ1βiν−1
and hence βi = ζν with ζ ∈ C(σ1). By Lemma 6.15 there exists η ∈ π1(X \ x; ∗)
such that µβi1 and µ
βi
2 are equal to one of the following:
(i) (ην)−1 · µν1 · ην and (ην)−1 · µν2 · ην , respectively, or
(ii) (ην)−1 · µν2 · ην and (ην)−1 · µν1 · ην , respectively.
By isomorphism (2.1) β(O) = τ⋄,Oβτ−1⋆,O and according to Notation 6.14
(6.16) ντ⋆,O = ττ
−1
⋄,Oβ(O)τ⋆,O = τβ.
Therefore by (6.12) and Remark 6.13 we have
(6.17) m⋆(µ
ντ⋆,O
1 ) = m⋆(µ
ντ⋆,O
2 ) = (a¯, b¯),
and hence
m⋆
(
Ψτ⋆,O((η
ν)−1 · µν1 · ην)
)
= m⋆
(
Ψτ⋆,O((η
ν)−1 · µν2 · ην)
)
is a transposition that we will denote by (ai, bi).
In particular this implies that regardless whether (i) or (ii) holds above, in
fact m⋆(µ
βiτ⋆,O
1 ) = m⋆(µ
βiτ⋆,O
2 ) = (ai, bi). In particular we have proved Theo-
rem 4.10(2.a) (we will assume ai < bi).
As for the path δ := µ2 · µ1, case (i) leads to
(6.18) δβiτ⋆,O = Ψτ⋆,O(δ
ζν) = Ψτ⋆,O(µ
ζν
2 · µζν1 ) = Ψτ⋆,O((ην)−1 · µν2 · µν1 · ην),
and analogously case (ii) leads to
(6.19) δβiτ⋆,O = Ψτ⋆,O((η
ν)−1 · µν1 · µν2 · ην).
Now we lift the path δβiτ⋆,O ⊂ {t = ⋆}×C at the point (∗, yl) ∈ V⋆(f), l = 1, . . . , N .
By Proposition 4.6(a) its class in C1(K)/B1(K) is:
• Case (i) (see (6.18))
(6.20) (δβiτ⋆,O)l = ((η
ντ⋆,O)−1)l1 + (µ
ντ⋆,O
2 )l2 + (µ
ντ⋆,O
1 )l3 + (η
ντ⋆,O)l4
where l1 := l, l2 := l
m⋆((η
ντ⋆,O )−1)
1 , l3 := l
m⋆(µ
ντ⋆,O
2 )
2 and l4 := l
m⋆(µ
ντ⋆,O
1 )
3 .
• Case (ii) (see (6.19))
(6.21) (δβiτ⋆,O)l = ((η
ντ⋆,O)−1)l1 + (µ
ντ⋆,O
1 )l2 + (µ
ντ⋆,O
2 )l3 + (η
ντ⋆,O)l4
where l1 := l, l2 := l
m⋆((η
ντ⋆,O )−1)
1 , l3 := l
m⋆(µ
ντ⋆,O
1 )
2 and l4 := l
m⋆(µ
ντ⋆,O
2 )
3
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In particular, for both cases we have
(6.22)
l = ai ⇒ l1 = ai, l2 = a¯, l3 = b¯ and l4 = a¯,
l = bi ⇒ l1 = bi, l2 = b¯, l3 = a¯ and l4 = b¯,
l 6= ai, bi ⇒ l1 6= ai, bi and (α :=)l2 = l3 = l4 6= a¯, b¯.
Moreover, since the composition of the transpositions m⋆(µ
ντ⋆,O
1 ) and m⋆(µ
ντ⋆,O
2 )
is the identity we have that l4 = l
m⋆((η
ντ⋆,O )−1)
1 . Hence l
m⋆(δ
βiτ⋆,O ) = l and thus,
by Proposition 4.6(b) one concludes
(6.23) ((ηντ⋆,O)−1)l1 = −(ηντ⋆,O)l4 .
Finally by Proposition 4.6(c) the lifting of (δβiτ⋆,O)l is a cycle in H1(V⋆(f)).
Case (i) implies
(δβiτ⋆,O)l
(6.20),
(6.23)
= (µ
ντ⋆,O
2 )l2 + (µ
ντ⋆,O
1 )l3
(6.22)
=
=


(µ
ντ⋆,O
2 )α + (µ
ντ⋆,O
1 )α
(6.17),
(4.7)
= 0, l 6= ai, bi
(µ
ντ⋆,O
2 )a¯ + (µ
ντ⋆,O
1 )b¯
(6.16), (6.13),
(6.14)
= (δβτ⋆,ψ)a¯, l = ai
(µ
ντ⋆,O
2 )b¯ + (µ
ντ⋆,O
1 )a¯
(6.16), (6.13),
(6.14)
= −(δβτ⋆,ψ)a¯, l = bi.
Analogously, we can use (6.21) to deal with case (ii), one has
(δβiτ⋆,O)l =


0, l 6= ai, bi
(µ
ντ⋆,O
1 )a¯ + (µ
ντ⋆,O
2 )b¯ = −(δβτ⋆,ψ)a¯, l = ai
(µ
ντ⋆,O
1 )b¯ + (µ
ντ⋆,O
2 )a¯ = (δ
βτ⋆,ψ)a¯, l = bi.
Finally, just using the notation ∆i := (δ
βiτ⋆,O)ai gives us Theorem 4.10(2.b.i).
6.4. The Picard-Lefschetz operators. Our aim is to prove Theorem 4.10(2.b.ii)
(see Lemma 6.1). In order to do so we need the following Proposition 6.16.
Proposition 6.16. Let γi, 1 ≤ i ≤ µ(f), be as in Theorem 4.10. Let (∗, yl) ∈ V⋆(f),
l = 1, . . . , N , be the preimage of ∗ ∈ ∂X by the projection (4.1). Then for any l
there exists a monodromy hγi of γi satisfying hγi(∗, yl) = (∗, yl) and inducing the
following conmutative diagram
π1(R1; (∗, yl))
(hγi |)∗−−−−→ π1(R1; (∗, yl))
(π˜◦φf )∗
y y(π˜◦φf )∗
π1(X \ x⋆; ∗) −−−−−−−−→
Ψ(π¯|Df )∗(γi)
π1(X \ x⋆; ∗)
	
where R1 is defined as in (6.7) and π˜ is the projection (t, x) 7→ x.
We will first see that Theorem 4.10(2.b.ii) is a consequence of Proposition 6.16.
Proof of Theorem 4.10(2.b.ii). Using the commutative diagram of Proposition 6.16
(for l = as), the one from (2.3) (for s
1 = s2 = x⋆), and the fact that one has the
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equality Ix⋆,x⋆,O
(
(π¯|Df )∗(γi)
)
= ∇⋆,O(γi) one obtains the following diagram
(6.24)
π1(R1; (∗, yas))
(hγi |)∗−−−−→ π1(R1; (∗, yas))
(π˜◦φf )∗
y y(π˜◦φf )∗
π1(X \ x⋆; ∗)
Ψ(π¯|Df )∗(γi)−−−−−−−−→ π1(X \ x⋆; ∗)
Ψ−1τ⋆,O
y yΨ−1τ⋆,O
π1(X \ x; ∗)
Ψ∇⋆,O(γi)−−−−−−−→ π1(X \ x; ∗).
	
	
Let βs,i := βs∇⋆,O(γi) ∈ Bk as in Theorem 4.10(2.b.ii). Then by Theorem 4.10(2.b.i)
and (6.24) we have
(hγi)∗(∆s) = (hγi)∗((δ
βsτ⋆,O)as) = (δ
βs,iτ⋆,O)as .
This proves the first part of Theorem 4.10(2.b.ii).
For the second part, let Yγi be the braid with N strands defined by the roots of
f(∗, y) = γi(u), u ∈ [0, 1]. This is a pure braid by Proposition 6.16, therefore
m⋆(Ψ(π¯|Df )∗(γi)(µ
βsτ⋆,O
n )) = (a
Yγi
s , b
Yγi
s ) = (as, bs), n ∈ {1, 2}.
Also note that Ψ(π¯|Df )∗(γi)(µ
βsτ⋆,O
n ) = µ
βs,iτ⋆,O
n according to (6.24) and hence
(6.25) m⋆(µ
βs,iτ⋆,O
n ) = (as, bs), n ∈ {1, 2}.
By Artin’s Theorem, the list (µ
βs,iτ⋆,O
1 , . . . , µ
βs,iτ⋆,O
k ) is a geometric basis of the
group π1(X \x⋆; ∗). Therefore, by (6.25), relations (4.7) and Proposition 4.6(a) we
have the following equalities in homology
(δβs,iτ⋆,O)α = (µ
βs,iτ⋆,O
2 )α + (µ
βs,iτ⋆,O
1 )α = 0 for α 6= as, bs,
(δβs,iτ⋆,O)as = (µ
βs,iτ⋆,O
2 )as + (µ
βs,iτ⋆,O
1 )bs and
(δβs,iτ⋆,O)bs = (µ
βs,iτ⋆,O
2 )bs + (µ
βs,iτ⋆,O
1 )as = −(µβs,iτ⋆,O2 )as − (µβs,iτ⋆,O1 )bs .
By Picard-Lefschetz Theorem (hγi)∗(∆s) = ∆s − n∆i, n ∈ Z. Then, since the
unique non-zero liftings of δβs,iτ⋆,O are opposite and 〈∆s,∆i〉 has rank 2, both
non-zero liftings can not be written as ∆s − n∆i. This proves the second part of
Theorem 4.10(2.b.ii). 
We will devote the remaining part of the paper to proving Proposition 6.16.
Since the monodromy only depends on the homotopy class of the defining path we
can assume that γi is the path γ considered in Section 6.2. By (6.1) the operator
hγ can be factorized as hr ◦ hS ◦ hr−1 where hr and hr−1 were constructed in
Section 6.3.3. Let us then study the monodromy hS more closely.
6.4.1. The monodromy hS. We will first construct a family of maps
Γu : V⋄(f) −→ VS(u)(f), u ∈ [0, 1],
such that hS := Γ1 is the identity on ∂V⋄(f). To do this we will decompose
Su := VS(u)(f) \ φ−1f,x({t = S(u)} × xS(u))
into two sets S(1)u and S(2)u . Then we will describe the restrictions Γ(1)u and Γ(2)u
of Γu to S(1)u and S(2)u and finally we will reconstruct Γu by adding the set of
points φ−1f,x({t = ⋄} × x⋄) continuously.
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Construction of the sets S(1)u and S(2)u . Let ψ be an appropriate angle as considered
in Section 6.2. Let us consider H as in (6.4) where [⋄, ti) is replaced by the positive
parametrization of S based at ⋄ (taking HτS(u),ψ as special ispotopy). This map is
defined on [0, 1]× (C× [0, 1]) and we could also assume that it satisfies
H(0, x, v) = H(1, x, v), x ∈ C \D1
(
2j + 1
2
)
, v ∈ [0, 1].
Then T :=
⋃
u∈[0,1] Tu is a topological torus whose fibers
Tu := H
(
u,D1
(
2j + 1
2
)
, 1
)
⊂ Int(X), u ∈ [0, 1],
are such that x
S(u)
j , x
S(u)
j+1 ∈ Tu and Tu ∩ (xS(u) \ {xS(u)j , xS(u)j+1 }) = ∅, where the
elements x
S(u)
j , x
S(u)
j+1 ∈ xS(u).
We define S(1)u := φ−1f,x({t = S(u)} × (Tu \ {xS(u)j , xS(u)j+1 )}) ⊂ Su and its comple-
ment S(2)u := Su \ Int(S(1)u ), u ∈ [0, 1]. By Lemma 6.2, the set S(1)u has N − 1 com-
ponents. N−2 of which, say A1u, . . . , AN−2u , are diffeomorphic to Tu\{xS(u)j , xS(u)j+1 }
and one, say AN−1u is diffeomorphic to (S
1 × [−1, 1]) \ {(−1, 0), (1, 0)}.
Construction of the maps Γ
(1)
u and Γ
(2)
u . Let us define ̺ : C× [0, 1]→ C as
̺(x, u) :=
{
2j+1
2 + re
√−1(ω+2πu(1−r)) if x = 2j+12 + re
√−1ω, 0 ≤ r ≤ 1,
x if x /∈ D1(2j+12 )
If we denote ̺u := ̺(•, u), then ̺ is an isotopy from the identity ̺0 to the Dehn
twist ̺1 around the points j and j+1. If we define the diffeomorphism ˜̺u, u ∈ [0, 1],
as a composition
C
˜̺u−−−−→ C
Hτ (•,1)
y xH−1τS(u),ψ (•,1)
C
̺u−−−−→ C
then ˜̺1 is the identity out of Int(T0) and the diffeomorphisms ˜̺u, u ∈ [0, 1], define
an isotopy ˜̺ from the identity ˜̺0 to ˜̺1.
Lemma 6.17. The set of k strands defined by ˜̺(x⋄, u), u ∈ [0, 1], is isotopic to the
braid θ described in Notation 6.8.
Proof. By construction, the image of ˜̺(x⋄, u), u ∈ [0, 1], by Ix⋄,x⋄,O(ψ) is σj . Also,
by Proposition 6.6, the image of θ is again σj . Therefore both braids are equal in
B(x⋄,x⋄) since by Proposition 2.8(a) Ix⋄,x⋄,O(ψ) defines an isomorphism between
B(x⋄,x⋄) and Bk. 
Consider the following diagram for l = 1, . . . , N − 1, u ∈ [0, 1],
(6.26) Alu
π|

Al0 π|
//
33
T0 \ {x⋄j , x⋄j+1} ˜̺u
// Tu \ {xS(u)j , xS(u)j+1 }.
We want to lift ˜̺u ◦ π|Al0 . Let us consider p0 ∈ ∂T0 and pu := ˜̺u(p0) ∈ ∂Tu. Also,
we denote
(6.27) (pu, q
l
u) ∈ ∂Alu, l = 1, . . . , N − 2, (pu, qN−1u ), (pu, qNu ) ∈ ∂AN−1u .
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the preimage of pu by π|Su . Therefore, if l = 1, · · · , N − 2, the covering map
π|Alu is a diffeomorphism and thus its lifting is trivial. Hence the image of (p0, ql0)
is (pu, q
l
u), u ∈ [0, 1].
Remark 6.18. Since ˜̺ is an isotopy from the identity to ˜̺1, lifting ˜̺u◦π|Al0 produces
an isotopy from the identity of Al0, l = 1, . . . , N − 2 to (π|Al0 )−1 ◦ ρ˜1 ◦ π|Al0 .
If l = N−1 let µ, β be generators of the free group F2 ≃ π1(Tu\{xS(u)j , xS(u)j+1 }; pu).
The component AN−1u is diffeomorphic to (S
1 × [−1, 1]) \ {(−1, 0), (1, 0)} and the
covering map π|AN−1u is 2:1, then (π|AN−1u )∗
(
π1(A
N−1
u ; (pu, q
N−1
u ))
)
is generated by
µ2, β2, β · µ, i.e., words from the alphabet µ, β of even length.
Let 0 ≤ u < 1. Since the restriction of ˜̺u on T0 \ {x⋄j , x⋄j+1} induces the identity
on F2, then (˜̺u◦π|AN−10 )∗
(
π1(A
N−1
0 ; (p0, q
N−1
0 ))
)
is again the group of words in the
alphabet µ, β of even length. Let u = 1. Since the restriction of ˜̺1 on T0\{x⋄j , x⋄j+1}
induces in homotopy the isomorphism given by
F2 −→ F2, µ 7→ β, β 7→ β · µ · β−1,
then (˜̺1 ◦π|AN−10 )∗(π1(A
N−1
0 ; (p0, p˜
N−1
0 ))) is again the group of words in the alpha-
bet µ, β of even length. Then by the Lifting Theorem there exists a unique lifting
of the diagram (6.26) such that the image of (p0, q
N−1
0 ) is (pu, q
N−1
u ).
Collecting the liftings of diagram (6.26) we can construct Γ
(1)
u : S(1)0 → S(1)u ,
u ∈ [0, 1], a continuous family of maps such that the image of (p0, ql0) is (pu, qlu),
l = 1, . . . , N − 1. Note that they also verify the commutative diagram
(6.28)
S(1)0
Γ(1)u−−−−→ S(1)u
π|
y yπ|
T0 \ {x⋄j , x⋄j+1}
˜̺u−−−−→ Tu \ {xS(u)j , xS(u)j+1 }.
	
Therefore, the image of (p0, q
N
0 ) is (pu, q
N
u ).
To construct Γ
(2)
u let us consider Vt′(f)
∗ := Vt′(f) \ φ−1f,x({t = t′} × xt
′
), t′ ∈ D,
(see (6.1)). H can be extended to D, then⋃
t′∈D Vt′(f)
∗ \ Int
(
φ−1f,x
(
{t = t′} ×H
(
t′,D1
(
2j+1
2
)
\ {j, j + 1}, 1
)))
yf |
D
is a trivial fibration with fiber S(2)0 . Then a continuous family of diffeomorphisms
Γ
(2)
u : S(2)0 → S(2)u can be constructed, where Γ(2)1 is the identity and such that the
points (6.27) verify that the image of (p0, q
l
0) is (pu, q
l
u), l = 1, . . . , N .
Construction of the continuous family Γu. We will first show that the maps Γ
(1)
u
and Γ
(2)
u agree on S(1)0 ∩ S(2)0 . Note that the intersection S(1)u ∩ S(2)u , u ∈ [0, 1],
consists ofN componentsBlu, whereB
l
u := ∂A
l
u, l = 1, . . . , N−2, and BN−1u ∪BNu :=
∂AN−1u , all of which are homeomorphic to ∂Tu. Hence the following diagram
(6.29) Blu
π|

Bl0 π|
//
66
∂T0
˜̺u
// ∂Tu,
l = 1, . . . , N, u ∈ [0, 1], can be lifted to a unique map such that the points defined
in (6.27) verify that the image of (p0, q
l
0) is (pu, q
l
u), l = 1, . . . , N . Also note that
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the restriction of the maps Γ
(1)
u and Γ
(2)
u to Bl0 coincides, by construction, with the
lifting of diagram (6.29) where the image of (p0, q
l
0) is the point (pu, q
l
u), therefore
both maps are equal by uniqueness. Finally we have the continuous family of maps
Γu : S0 → Su, u ∈ [0, 1], which can be extended to V⋄(f) by adding points of
φ−1f,x({t = ⋄} × x⋄) continuously.
Finally we define the monodromy hS as Γ1. Since Γ
(2)
1 is the identity and Γ
(1)
1
verifies diagram (6.28) then we have the following commutative diagram
(6.30)
S0 hS|−−−−→ S0
φf,x
y yφf,x
X0 1× ˜̺1−−−−→ X0,
	
where X0 is defined as in (6.7).
Remark 6.19. By Remark 6.18 and the fact that Γ
(2)
1 is the identity, there exists
an isotopy from hS to a monodromy which coincides with hS in Int(A
N−1
0 ) and is
the identity in V⋄(f) \ Int(AN−10 ).
6.4.2. The monodromy hγ . By construction hγ := hr−1 ◦ hS ◦ hr is the identity
outside hr−1(Int(S(1)0 )). Also note that, by Remark 6.19, there exists an isotopy
from hγ to a monodromy which is the identity outside hr−1(Int(A
N−1
0 )).
Let (∗, yl) ∈ V⋆(f), l = 1, . . . , N, be the preimage of ∗ ∈ ∂X by π|V⋆(f). By
construction we have
(6.31) hγ(∗, yl) = (∗, yl), l = 1, . . . , N.
Using the diagrams (6.10), (6.11), (6.30), the definition of H¯1 in (6.9), and the
fact that S0 = R0 we have the family of commutative diagrams
(6.32)
R1 hr−−−−→ R0 hS−−−−→ R0 hr−1−−−−→ R1yφf,x yφf,x yφf,x yφf,x
X1 H¯
−1
1−−−−→ X0 1× ˜̺1−−−−→ X0 H¯1−−−−→ X1yπ˜ yπ˜ yπ˜ yπ˜
X \ x⋆ H
−1
β−−−−→ X \ x⋄ ˜̺1−−−−→ X \ x⋄ Hβ−−−−→ X \ x⋆,
	
	
	
	
	
	
where π˜(t, x) := x.
Using Lemma 6.17 and (4.3) one can check that the composition of the bottom
row of maps in (6.32) induces Ψβ ◦Ψθ◦Ψβ−1 = Ψ(π¯|Df )∗(γ) in homotopy. Therefore,
by (6.31), we have the commutative diagram
π1(R1; (∗, yl)) (hγ |)∗−−−−→ π1(R1; (∗, yl))
(π˜◦φf,x)∗
y y(π˜◦φf,x)∗
π1(X \ x⋆; ∗)
Ψ(π¯|Df )∗(γ)−−−−−−−−→ π1(X \ x⋆; ∗)
	
where l = 1, . . . , N , and hence Proposition 6.16 follows.
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