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Abstract
We show that the problem of deciding whether a given rational lattice L has a vector of length
less than some given value r is NP-hard, even under the promise that L has exactly zero or one
vector of length less than r. c© 2001 Published by Elsevier Science B.V.
Keywords: Integer lattices; Shortest vector problem; Unique solutions
1. Introduction
Is it easier to decide instances of NP-hard problems when they are given with the
additional promise that the associated search problem has exactly zero or one solution?
Over a decade ago, Valiant and Vazirani [10] proved a beautiful result that shows that
this is not the case. More formally, they gave a probabilistic many–one reduction from
the NP-complete Boolean formula satis?ability problem to the problem of deciding
whether a Boolean formula is satis?able under the promise that it has either zero
or one satisfying assignment. Virtually all known NP-complete decision problems are
known to be NP-complete under polynomial-time many–one reductions that preserve
the number of solutions (often called parsimonious reductions, see [7, pp. 441–442]).
Therefore, it follows that the zero-or-one promise version of most NP-complete decision
problems are also NP-hard.
In a recent breakthrough, Ajtai [1] showed that the problem of ?nding shortest vectors
in rational lattices is NP-hard under randomized reductions (see also [4, 6]). Recall
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that, for n linearly independent vectors b1; b2; : : : ; bn ∈Rn, L(b1; b2; : : : ; bn) denotes the
(discrete) set of all vectors expressible as integral linear combinations of the bi’s, that
is, L(b1; : : : ; bn)= {
∑n
i=1 cibi | ci ∈Z}. Let ‖v‖2 denote the Euclidean norm of v. Ajtai
showed that the following decision problem associated with shortest lattice vectors is
NP-complete under randomized many–one reductions.
Short lattice vector problem (SVP):
Input: A lattice L=L(b1; b2; : : : ; bn)⊆Rn speci?ed by linearly independent vectors
b1; b2; : : : ; bn ∈Qn, and a rational number r¿0.
Question: Is there a non-zero vector v∈L such that ‖v‖2¡r?
However, a remarkable feature of Ajtai’s reduction from the NP-complete subset
sum problem to the (decision version of) the shortest lattice vector problem is that
it is not parsimonious. Speci?cally, it maps instances of the subset sum problem to
instances (L; r) of the short lattice vector problem where every solution of the subset
sum problem is mapped to one or more vectors of length ¡r in the lattice L.
Thus, it appears that we have an NP-complete problem whose structural properties
are very diJerent from standard NP-complete problems. Speci?cally, the lack of an
NP-hardness proof via parsimonious reductions leaves the question of whether the
following zero-or-one version of the short lattice vector problem is also NP-hard.
Unique short lattice vector problem (USVP):
Input: A lattice L=L(b1; b2; : : : ; bn)⊆Rn speci?ed by linearly independent vectors
b1; b2; : : : ; bn ∈Qn, and a rational number r¿0.
Promise: The number of vectors v∈L such that ‖v‖2¡r is either zero or one. 1
Question: Is there a non-zero vector v∈L such that ‖v‖2¡r?
In particular, the non-parsimoniousness of the reduction used in the NP-completeness
of the short lattice vector problem rules out the following straightforward reduction
from SAT to USVP: given an instance ’ of SAT, apply the reduction of [10] and
produce an instance  of SAT that has either zero or one satisfying assignment, then
map it to an instance (L; r) of the shortest lattice vector problem by applying Ajtai’s
reduction. The diKculty is that (L; r) may have more than one vector of length ¡r
even though  has only one satisfying assignment.
In this note, we show that, notwithstanding the fact that Ajtai’s reduction is not
parsimonious (and the possibility that a parsimonious reduction may not exist at all),
the promise problem USVP is still NP-hard under randomized reductions. Our proof
is essentially an encoding of the reduction of Valiant and Vazirani into instances of
SVP. Given an instance (L; r) of SVP that is produced by Ajtai’s reduction, we show
1 Remarks: (1) This uniqueness, of course, is modulo a factor of ±1, for if ‖v‖2¡r for some non-
zero v∈ L, then also ‖ − v‖2¡r and −v is a non-zero point of L. (2) This notion of uniqueness bears
a resemblance to the notion of “-unique shortest vector problem” that has signi?cance to lattice-based
cryptography [2, 3]. In the latter problem, the promise is that every non-zero vector of length at most 
times the length of the shortest vector in L must be parallel to the shortest vector. The connection appears
to be only super?cial, however; in particular, we see no application of our reduction to the problem of
establishing hardness of ?nding approximately short vectors in lattices.
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how to produce an instance (L′; r) of SVP, where L′⊆L is a “random” sublattice of
L that has the following two properties:
(1) if there is no vector in L of length ¡r, then there is no vector in L′ of length
¡r (since L′ will be a sublattice of L);
(2) if L has one or more vectors of length ¡r, then with probability n−O(1), L′ has
exactly one vector of length ¡r.
In Section 2, we brieOy explain the reason why Ajtai’s reduction from subset sum to
SVP may not be parsimonious. In Section 3, we sketch our main result. We conclude
this Introduction with the following open questions that are suggested by the non-
parsimoniousness of Ajtai’s reduction.
(1) Is there a parsimonious reduction from some well-known NP-complete problem
to the short lattice vector problem?
(2) Is the problem of counting the number of points in a lattice L within a certain
length bound, under the promise that 1(L)¿1, complete for ]P?
2. The non-parsimoniousness of Ajtai’s reduction
In his proof of the NP-hardness of SVP, Ajtai gives a reduction from the NP-
complete subset sum problem to the decision problem SVP. Given an instance 〈a1; a2;
: : : ; a‘;A〉 of the subset problem (where the question is whether there is a subset of the
set {a1; a2; : : : ; a‘} that sums up to A), ?rst a value m= ‘(1) is chosen appropriately,
and a lattice L(m)⊆Rm is constructed. The idea is to search for the solution to the
subset sum problem (viewed as a 0–1 vector) from the set of the coeKcient sequences
of short vectors in L(m). A technical masterpiece that is crucial to achieving this is
the family of lattices L(m) (for an appropriate sequence of integers m) that has the
following properties:
(1) there is a polynomial-time computable set of basis vectors b1; : : : ; bm for L(m);
(2) every non-zero vector of L(m) has length at least 1;
(3) for some absolute constants ¿0 and ¿0 there are at least 2m

vectors in L(m) of
length at most 1+2−m

, and for every such vector all but the last two coeKcients
w.r.t. the basis b1; : : : ; bm are either zero or one.
By property (3) of Lm, there are at least 2m

=2‘
O(1)
vectors of length at most 1+2−m

and every such vector has m − 2 coeKcients that are zero or one. Let X denote the
set of coeKcient sequences of these short vectors. A combinatorial lemma of Sauer [8]
guarantees that if m is suKciently large with respect to ‘, then there is some subset
of ‘ coeKcient positions such that the projection of the set X of sequences on these
positions contains every one of the 2‘ 0–1 patterns of length ‘. The idea will be to
search for the solution to the subset sum problem from among these sequences.
Since Sauer’s lemma is not constructive, Ajtai presents another technical masterpiece,
a probabilistic construction whose eJect is similar to the conclusion of Sauer’s lemma.
Speci?cally, Ajtai shows that if m is suKciently large with respect to ‘, then with
good probability, a random collection of ‘ disjoint sets P1; P2; : : : ; P‘ ⊆{1; : : : ; m − 2}
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of coeKcient positions has the following property: for every z ∈{0; 1}‘, there exists an
x∈X such that for each i, 16i6‘, the number of 1’s in the restriction of x to Pi is
precisely zi. We say that x is a representative of z. Ajtai then proceeds to embed the
lattice L(m) linearly as a lattice L in a higher dimensional space with a new Euclidean
norm on this space (that suitably encodes the subset sum instance) that ensures the
following conditions:
(1) every non-zero vector of L has length at least one;
(2) the subset sum problem embedded has a solution iJ L has a vector of norm
¡
√
1 +  for some , 0¡¡1;
(3) the number of vectors of norm ¡
√
1 +  that correspond to any particular solution
z ∈{0; 1}‘ to the subset sum problem is precisely the number of representatives
that z has, in the application of Ajtai’s lemma.
It is property (3) that violates parsimoniousness. If the solution z to the subset sum
problem being reduced to SVP has more than one representative, then the reduction
produces an instance (L; r) of SVP that has at least two vectors u; v; u = ±v, of length
¡r.
It is not clear if Ajtai’s proof could be modi?ed to ensure that each z has a unique
representative in X . Of course, if one could come up with a magical lattice construction
that, for every integer ‘, gives a lattice L(‘)⊆R‘ s.t. every one of the 2‘ 0–1 com-
binations of the basis vectors is a lattice point of shortest length, then a parsimonious
reduction would become possible. However, the construction of such lattices would be
a tremendous breakthrough (see the book of Conway and Sloane [5] for much related
work that has fallen well short of achieving anything close to this). In fact, the best
known lattice construction in this spirit is a construction from the 1950s, called the
Barnes–Wall lattice, that has 2(log ‘)
2
points of shortest length.
3. USVP is NP-hard
In this section, we present our reduction from any NP decision problem to the
promise problem USVP. By combining Ajtai’s result [1] with a series of reductions
between NP-complete problems, we know that there is a polynomial-time computable
randomized many–one reduction h from the NP-complete problem SAT to SVP. Given
a Boolean formula ’, h(’) is an instance (L; r) of SVP that has the following prop-
erties:
(1) L is a lattice in m dimensions such that every non-zero vector of L has length at
least 1.
(2) L has a vector whose length is less than r=
√
1 + , where 0¡¡1 is some ?xed
small number, if and only if ’ is satis?able.
Our randomized procedure takes the instance (L; r) and ?rst produces a sequence
of lattices L=L0; L1; L2; : : : ; L2m. Then it randomly and uniformly chooses one of the
2m + 1 lattices, say Lk , and outputs the instance (Lk ; r) of SVP. We will then argue
that the following two conditions hold:
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(1) If L has no point of length ¡r, then Lk has no point of length ¡r.
(2) If L has one or more points of length ¡r, then with probability at least 2=(3(2m+
1))− o(1)=Q(m−1), Lk has exactly one point of length ¡r.
Our procedure is very similar in spirit to the reduction of Valiant and Vazirani
from SAT to the promise problem Unique SAT. The key part is to show that the
reduction can be naturally encoded into instances of SVP, and to handle some technical
complications that arise out of probabilistic dependencies.
Suppose that we have produced lattices L=L0; : : : ; Lk for some 06k¡2m. We
will now show how to produce Lk+1. Let b1; : : : ; bm be a basis for Lk . Pick a sub-
set W ⊆ [m] = {1; 2; : : : ; m} uniformly at random from all subsets of [m]. 2 If W = ∅,
let Lk+1 =Lk . Otherwise, pick an element i∈W arbitrarily. For j ∈W , let b′j = bj, and
for every j∈W\{i}, let b′j = bj − bi. Finally, let b′i =2bi. Now Lk+1 is de?ned to be
the lattice spanned by the vectors b′1; b
′
2; : : : ; b
′
m.
This completes the description of our procedure. It is clear that this can be accom-
plished in time polynomial in the dimension of the lattice L and the bit-length of the
representation of L and r. We now proceed to prove the correctness of the procedure;
our proof is an adaptation of the proof of Valiant and Vazirani, together with a sim-
ple but crucial lemma. The lemma essentially sets the stage for the application of the
lemma of Valiant and Vazirani; however, we are unable to apply to the result from
[10] as a black-box because of some probabilistic dependencies. Therefore, we give a
simple adaptation of a proof of this lemma from Sipser’s lecture notes on complexity
theory [9].
We ?rst de?ne a technical notion that is helpful in describing our proof. Let U be a
lattice in some d dimensions, given by a set of basis vectors u1; u2; : : : ; ud. For a lattice
point v∈U given by v= ∑i ciui, ci ∈Z for i=1; : : : ; d, we de?ne the parity vector of
v with respect to the basis u1; : : : ; ud to be the vector p(v)∈Zd2 whose ith coordinate
is ci mod 2. Also, as a matter of convention, we often write “point in lattice” to mean
a non-zero vector in a lattice; since the zero vector doesn’t play any role in the results
of this paper, we omit the explicit quali?cation “non-zero”. Also, even where it is not
stated explicitly, all references to uniqueness of a lattice point is up to multiplication
by ±1.
We begin with a simple geometric lemma.
Lemma 1. If u; v∈Rd satisfy ‖u‖2¡' and ‖v‖2¡'; then either ‖u + v‖2¡
√
2' or
‖u− v‖2¡
√
2'.
Proof. ‖u+ v‖22 + ‖u− v‖22 = ‖u‖22 + ‖v‖22 + 2〈u; v〉+ ‖u‖22 + ‖v‖22 − 2〈u; v〉=2(‖u‖22 +
‖v‖22)¡4'2. Thus, either ‖u + v‖22¡2'2 or ‖u − v‖22¡2'2, and the lemma follows.
(Geometrically, the lemma is very clear: if the angle between u and v is ¡=2, then
2 Technically, we should write something like b(k)1 ; : : : ; b
(k)
m and W (k) to make the association of the bi’s
and W with k clearer; however, we will suppress the superscripting by k for ease of reading. The dependence
should be clear from context.
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‖u − v‖2¡
√
2', and if the angle between u and v is ¿=2, then ‖u + v‖2¡
√
2'; if
the angle = =2, u+ v and u− v have the same length ¡√2'.)
Lemma 2. Let U be a lattice in Rd and let 1(U ) denote the length of the shortest
vector of U . If u and v are two points of U such that u = v; u = −v; ‖u‖2¡
√
21(U )
and ‖v‖2¡
√
21(U ). Then for every basis u1; : : : ; ud of U; the parity vectors of u and
v with respect to the basis u1; : : : ; ud are di;erent.
Proof. Suppose not, and let u and v be lattice points that violate the lemma. Let
u1; u2; : : : ; ud be a basis for U , and let u=
∑
i ciui and v=
∑
i diui. Since the parity
vectors of u and v w.r.t. the ?xed basis are identical, (ci+di) and (ci−di) are both even
for every i, 16i6d. Thus, (u+ v)=2 and (u− v)=2 are both vectors in the lattice U .
Furthermore, since u = ± v, both of these points are non-zero. Now, by Lemma 1, one
of these points has norm ¡ 12 (
√
2
√
21(U ))= 1(U ), which is a contradiction.
Corollary 3. In any lattice U ⊆Rd; the number of points of length ¡√21(U ) is at
most 2d.
Armed with Lemma 2 and Corollary 3, we are now ready for the analysis of the
correctness of our procedure. To do this, we focus on the following question: when
we go from a lattice Lk in our sequence to Lk+1, exactly which points of Lk of norm
¡r survive, and how many of these are there?
We begin our analysis by recalling that the instance of SVP that we started with is
(L; r), and it was produced by applying Ajtai’s reduction.
First we note that for every k, 06k¡2m, Lk is a sublattice of L. Indeed, in going
from Lk to Lk+1, the vectors b′1; b
′
2; : : : ; b
′
i−1; bi; b
′
i+1; : : : ; b
′
m are still a basis of Lk because
each b′j is either bj or bj−bi (this constitutes a unimodular transformation of the basis,
which does not change the lattice). This set of vectors, with bi replaced by b′i =2bi
span a sub-lattice of Lk of the same dimension.
Consider a vector v∈Lk , let v=
∑
j cjbj. After replacing the basis vectors bj, j∈W\{i}
by b′j = bj −bi (and before replacing bi by 2bi), the (unique) representation of v in the
new basis b′1; b
′
2; : : : ; b
′
i−1; bi; b
′
i+1; : : : ; b
′
m of Lk is
∑
j c
′
j b
′
j , where c
′
j = cj for all j = i, and
c′i =
∑
j∈W cj. Now the point v is also present in Lk+1 precisely if c
′
i =
∑
j∈W cj is even.
This is equivalent to the following: Let w∈Zm2 denote the characteristic vector of the
set W , and let · denote inner product mod 2; then v∈Lk+1 if and only if p(v) ·w=0,
where p(v) denotes the parity vector of v with respect to the basis b1; : : : ; bm of Lk .
Since W was chosen uniformly at random, for any point v∈Lk , the probability that
v∈Lk+1 is exactly 12 . Moreover, if u and v are distinct points of Lk of length at most
r¡
√
26
√
21(Lk), by Lemma 2, u and v have distinct parity vectors w.r.t. any basis
of Lk . This implies that the events “u∈Lk+1” and “v∈Lk+1” are independent, since
whether or not u and v belong to Lk+1 depends only on their parity vectors.
At this point, the analysis bears a very strong resemblance to the analysis of Valiant
and Vazirani [10], who showed the following: If we start with a set ∅ = S ⊆Zn2 ,
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randomly pick w1; w2; : : : ; wn ∈Zn2 and de?ne Sk , for k =1; : : : ; n by Sk = {x∈ S | x ·
wj =0 for j=1; 2; : : : ; k}, then with constant probability one of the Sk ’s has exactly
one element.
We may let S = {p(v) | v∈L; v =0; and ‖v‖26r}, and for 16k62m, Sk = {p(v) |
v∈Lk and ‖v‖26r}, and attempt to apply the lemma of [10] directly (as a black-box).
However, it turns out that we have to be a little more careful. This is because as
the basis changes in going from Lk to Lk+1, the parity vectors of lattice points keep
changing. In particular, it is no longer true that the Sk ’s, as de?ned above, are all
subsets of S.
On the other hand, we notice that it is only the “names” (parity vectors) of lattice
points that change, the actual points themselves behave much better (that is, they either
survive or are thrown out). Precisely, let us de?ne the set Tk , 16k62m, to be the
set of non-zero lattice points of length ¡r in Lk . This set does satisfy the nested
subset property: T =T0⊇T1⊇ · · · ⊇T2m. It is immediately clear that if T = ∅, then
every Tk is also empty. Moreover, the essential aspects of the [10] lemma remain
true: |T |62m (by Corollary 3); for every k and any v∈Tk , Pr[v∈Tk+1]= 12 ; for every
v∈T and any k¡‘, the events “[v∈Tk+1 | v∈Tk ]” and “[v∈T‘+1 | v∈T‘; v∈Tk+1]”
are independent; and, ?nally, for u = v∈Tk , the events “u∈Tk+1” and “v∈Tk+1” are
independent. These crucial statements are true for the following reasons: regardless of
what happens in previous rounds, at the beginning of round k, u and v have (?xed)
distinct parity vectors w.r.t. the basis for Lk ; while these parity vectors may depend on
the random choices made in the previous rounds, they may be considered ?xed (and
distinct) with respect to the choice of the set W (equivalently, its characteristic vector
w) which is made uniformly at random and independently of the W ’s picked for earlier
rounds. For the sake of completeness, we present the remainder of the proof, adapted
from Sipser’s complexity theory notes [9].
Lemma 4. Let T = ∅ be a <nite set of size at most 2m; and let T =T0⊇T1⊇ · · · ⊇T2m
be a sequence of subsets of T de<ned by some probabilistic process that satis<es the
following three properties: (1) for every k; 06k¡2m; and every x∈T; Pr[x∈Tk+1 | x∈
Tk ] = 12 ; (2) for every x∈T and any k¡‘; the events “[x∈Tk+1 | x∈Tk ]” and “[x∈
T‘+1 | x∈T‘; x∈Tk+1]” are independent; and (3) for every k; 06k¡2m; and elements
x; y∈Tk ; x =y; the events “x∈Tk+1” and “y∈Tk+1” are independent. Then; with
probability at least ( 23 )− 2−m; one of the Tk ’s has exactly one element.
Proof. First, we note that with probability 1 − 2−m, T2m = ∅. This is because, by
properties (1) and (2), for every x∈T , Pr[x∈T2m] =
∏2m
k=1 (
1
2 )= 2
−2m, and therefore,
the probability that some x belongs to T2m is at most 2m2−2m =2−m.
Assuming that T2m = ∅, let k be the largest index such that Tk has at least two
points. Thus |Tk+1| is either zero or one. We will upper bound the probability that it
is zero. Let u and v be two distinct elements of Tk . The probability that |Tk+1|=0
is clearly upper bounded by the probability that neither of u and v belongs to Tk+1.
Since the events “u∈Tk+1” and “v∈Tk+1” are independent, all four possibilities for
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the memberships of u and v in Tk+1 occur with probability 14 . Since |Tk+1| is either
zero or one, it is not true that both u and v belong to Tk+1. Conditioned on this event,
the probability that neither belongs to Tk+1 is exactly 13 . The proof of the lemma is
complete.
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