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Abstract 
This thesis examines the links between economic time-series innovations and statistical 
risk factors in the UK stock market using principal components analysis (PCA) and the 
general-to-specific (Gets) approach to econometric modelling. 
A multi-factor risk structure for the UK stock market is assumed, and it is found 
that the use of economic `news' (innovations), PCA, the Gets approach, and different 
stock grouping criteria helps to explain the relationships between stock returns and 
economic variables. 
The Kalman Filter appears to be more appropriate than first-differencing or 
ARIMA modelling as a technique for estimating innovations when applying the Gets 
approach. Different combinations of economic variables appear to underpin the risk 
structure of stock returns for different sub-samples. Indications of a possible influence of 
firm size are found in principal components when different stock sorting criteria are used, 
but more definite conclusions require simultaneous sorting by market value and beta. 
Overall it appears that the major factor affecting the identification of specific 
explanatory economic variables across different sub-samples is the general economic 
context of investment. The influence of firm size on stock returns seems in particular to 
be highly sensitive to the wider economic context. There is an apparent instability in the 
economic underpinnings of the risk structure of stock returns (as measured by principal 
components) that might also be a result of changing economic conditions. 
Keywords: economic time-series innovations, stock returns, multi-factor models, CAPM, 
APT, principal components analysis (PCA), sorting criteria, the Kalman Filter, Arima, 
first differences, General-to-specific (Gets), market capitalisation and beta. 
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, chapter 1: Introduction 
1.1- Background 
This thesis gives economic interpretation to statistical risk factors obtained using 
principal components analysis. That is, instead of using the traditional approach of 
selecting pre-specified economic risk factors to explain stock returns, principal 
components analysis is applied to a sample of stock returns to obtain statistical factors or 
components which are further interpreted using innovations in economic variables and 
the Gets methodology to econometric modelling. 
Theories of asset pricing, whether motivated by equilibrium models or no- 
arbitrage arguments, may often be expressed in terms of linear factor models, where the 
asset expected return is linearly related to its exposure to factors. 
The introduction of factor models as instruments to explain the variance- 
covariance relationship between stock returns simplified the Markowitz(1952,1959) 
mean-variance model (which requires a significant number of inputs in order to define 
the covariance matrix for a portfolio of stocks). The Markowitz model is a single-period 
model, where an investor forms a portfolio at the beginning of the period. The investor's 
objective is to maximise expected utility of terminal wealth, which for non-satiable risk- 
averse investors means to maximise the portfolio's expected return, subject to an 
acceptable level of risk. The assumption of a single time period, allied with assumptions 
about the investor's attitude toward risk, allows risk to be measured by the variance (or 
standard deviation) of the portfolio's return. 
In mean-variance analysis the covariance matrix for a portfolio of 250 stocks 
contains 31,125 distinct covariances. Using a factor model (single or multiple) simplifies 
the covariance structure by assuming that the return on a stock is sensitive to movements 
of one or more factors. Factor models assume two forms: (i) a single-index form, where 
stocks move together because of a market influence or a unique factor, usually a market 
index; (ii) a multi-index form where extra factors are introduced in an attempt to explain 
some of the non-market influences that cause stocks to move together. The concept of 
multi-factor models as instruments in both explaining and understanding the pattern of 
Chapter 1: Introduction 
1.1 - Background 
This thesis gives economic interpretation to statistical risk factors obtained using 
principal components analysis. That is, instead of using the traditional approach of 
selecting pre-specified economic risk factors to explain stock returns, principal 
components analysis is applied to a sample of stock returns to obtain statistical factors or 
components which are further interpreted using innovations in economic variables and 
the Gets methodology to econometric modelling. 
Theories of asset pricing, whether motivated by equilibrium models or no- 
arbitrage arguments, may often be expressed in terms of linear factor models, where the 
asset expected return is linearly related to its exposure to factors. 
The introduction of factor models as instruments to explain the variance- 
covariance relationship between stock returns simplified the Markowitz(1952,1959) 
mean-variance model (which requires a significant number of inputs in order to define 
the covariance matrix for a portfolio of stocks). The Markowitz model is a single-period 
model, where an investor forms a portfolio at the beginning of the period. The investor's 
objective is to maximise expected utility of terminal wealth, which for non-satiable risk- 
averse investors means to maximise the portfolio's expected return, subject to an 
acceptable level of risk. The assumption of a single time period, allied with assumptions 
about the investor's attitude toward risk, allows risk to be measured by the variance (or 
standard deviation) of the portfolio's return. 
In mean-variance analysis the covariance matrix for a portfolio of 250 stocks 
contains 31,125 distinct covariances. Using a factor model (single or multiple) simplifies 
the covariance structure by assuming that the return on a stock is sensitive to movements 
of one or more factors. Factor models assume two forms: (i) a single-index form, where 
stocks move together because of a market influence or a unique factor, usually a market 
index; (ii) a multi-index form where extra factors are introduced in an attempt to explain 
some of the non-market influences that cause stocks to move together. The concept of 
multi-factor models as instruments in both explaining and understanding the pattern of 
security returns has been both promising and controversial in financial economics in 
recent years. Ross (1976) presented the APT model (an equilibrium model of stock 
returns in which returns are specified to be a linear function of possibly many factors) as 
an alternative to the CAPM by Sharpe (1964), Lintner (1965), and Mossin (1966) (an 
equilibrium model based on Markowitz 1952,1959 mean-variance framework). Since 
Ross (1976) first introduced the APT academic interest in this type of model has 
increased tremendously. 
The idea that lies behind multi-factor models is in fact an attempt to introduce 
extra variables (factors) in the hope of capturing additional information to explain stock 
returns apart from the market index itself. The researcher believes that influences beyond 
the market factor cause stocks to be correlated with each other (move together). Three 
ways to define the factors have been widely applied to estimate the common factors in 
factor models: 
1. Use of statistical procedures such as factor analytical techniques to determine the 
factors ( Roll and Ross, 1980, Connor and Korajczyk, 1993); 
2. Use of macroeconomic variables as proxies for the factors (Chen, Roll and 
Ross, 1986); 
3. Use of firm characteristics or fundamentals such as earnings/price ratio, 
debt/equity ratio, book-to-market ratio, market capitalisation to form portfolios 
that act as factor proxies (Fama and French, 1992,1993). 
Factor analytical techniques include two approaches. The first one, most popular, is 
Factor Analysis (FA), and the second is Principal Component Analysis (PCA). Although 
factor analysis and principal component are labelled as data reduction techniques, there 
are significant differences between the two. PCA reduces the number of variables to a 
few components such that each component forms a new variable and the number of 
retained components explains the maximum amount of variance in the data. FA on the 
other hand identifies underlying factors that can explain the intercorrelation among the 
variables. The main criticism in relation to these statistical procedures is that they give no 
evidence as what might be an appropriate multi-factor model, as recognised by Elton and 
Gruber (1994) (p. 35) "There is no generally accepted theoretical multi-index equilibrium 
model". The basic problem is the meaning of the factors or components themselves, i. e. 
2 
what they represent: firm characteristics, macroeconomic variables or microeconomic 
variables. In other words the problem is the anonymity of the factors or components. 
While alternative theory suggests certain broad influences on equilibrium returns, these 
influences are not easily translated into empirically measurable variables. 
Major studies in this area are based on tests of the APT. Considering the model as 
a returns-generating process (a statistical model that describes how the return on a 
security is produced), and assuming some pre-specified factors, researchers look for 
factors that are priced in the cross-section of average stock returns. In general these 
factors are related to economic variables that influence stock prices via future expected 
cash flows and the discount rate in a present value analysis. However, as argued by Chen, 
Roll and Ross (1986) identifying economic variables that affect the size of future cash 
flows or the discount rate implies that current beliefs about these variables are 
incorporated in price, and it is only unexpected changes or innovations in these variables 
that can affect returns. In other words, economic variables are supposed to be `surprises' 
and should not be predictable from their own past values, meaning that they need to be 
serially uncorrelated white-noise processes. 
1.2 - Thesis Overview and Aims 
The major aim of this thesis is to investigate the relationships between economic 
variables and stock returns in the UK market. To do this it is necessary to create series 
representing innovations in economic variables, and to use these innovations to give an 
economic interpretation to the results of a Principal Components Analysis applied to 
monthly stock returns. In adopting this line of enquiry we aim to fill a gap identified in 
studies for the UK market (these studies are described in chapter 2) in that (i) tests of the 
APT relationship using pre-specified economic variables have not attempted to use 
statistical risk factors or components to summarise stock returns movements and (ii) 
when statistical factors have been used little economic interpretation has been given to 
these factors or components (Beenstock and Chan, 1986). 
It should be clear that no formal test of the APT is reported in this dissertation. The 
research attempts to provide an economic interpretation of statistical components 
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extracted by the use of principal components analysis applied to a sample to stock returns 
in the UK using an alternative methodology (Gets Approach) that has its origin in the 
London School of Economics (this methodology is fully described in chapter 6). 
1.2.1 - Methodological Choices 
In order to achieve the aims of this research, various methodological choices have been 
made and these have generated additional issues also investigated in this thesis. To 
reduce the complexity of their presentation, the different methodologies have been 
described in separate chapters of this dissertation (chapters 4,5, and 6). In each case the 
discussion of the methodology is accompanied by an analysis of relevant empirical 
results. The methodological issues concern the generation of innovations, the extraction 
of principal components, the implementation of the Gets approach, and the effect of 
grouping stocks using different criteria in the principal components and Gets approach 
results. 
I) Generating Innovations: 
Assuming that the UK has a multi-factor explanation, a set of time-series economic 
variables is selected based on studies such as Beenstock and Chan (1988), Clare and 
Thomas (1994) and Priestley (1996), who used economic variables with an economic 
rationale based on future expected cash flows and discount rates in a present value 
analysis. In other words, the economic variables selected are those that affect the discount 
rate or the future dividend cash flow in the present value model. 
These economic variables are then transformed into innovations using three 
different approaches: (i) first differences, (ii) Arima Models, and (iii) the Kalman Filter. 
The objective of using these three methods is to assess their relative ability to generate 
unexpected news as serially uncorrelated white-noise-processes. Failure to generate 
innovations that are serially uncorrelated imply that investors are able to forecast changes 
in the economic variables, consequently undermining the use of these innovations for 
further analysis (the ability of investors to predict changes in the economy would result in 
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these changes being incorporated to stock prices or would result in investors being 
capable of exploiting arbitrage opportunities). 
Priestley (1996) investigated the impact of using the three methodologies in tests 
of the APT and concluded that the results depended on which method to calculate 
innovations was used. However, limitations can be identified in his study. First, when 
checking whether the innovations were serially uncorrelated Priestley applied a serial 
correlation test using just one lag; second, when testing the cross-section relations of the 
APT, Priestley (1996) eliminated the non-significant economic risk factors based on a 
single path of regressions t-values, creating the possibility of eliminating relevant 
explanatory variables since no further testing was applied. In this dissertation we try to 
avoid these problems by using a larger number of lags to test whether the generated 
innovations are serially uncorrelated and to introduce the Gets approach to econometric 
modelling (that essentially uses intensive testing to eliminate irrelevant explanatory 
variables in a regression). Priestley (1996) also used some instability tests to conclude 
that the coefficients of autogressive models are unstable, undermining the use of the 
method since such models assume that the coefficients are stable over time. Unlikely 
Priestley we will evaluate innovations using the Gets regressions results, so that, when 
interpreting the principal components using Arima and the Kalman Filter innovations, we 
do so using the better methodology. 
In anticipation of the results of this thesis (chapter 4), the method of first 
differences failed to satisfy the serial uncorrelated white-noise process requirement. On 
the other hand, Arima and the Kalman Filter generated satisfactory innovations based on 
a high-order serial correlation test (Ljung and Box 1978). That is, both methodologies 
successfully created serially uncorrelated residuals. The Ljung-Box (1978) test did not 
discriminate between Arima and Kalman Filter. These innovations were used to interpret 
statistical risk factors (the extracted principal components). Which of the methodologies 
produced better results was then evaluated using the Gets approach (chapter 6), an 
evaluation that is completely new in this type of research. Note that therefore this thesis 
adopted a completely different approach from previous studies. Chen, Roll and Ross 
(1986) used innovations directly as factors in cross-sectional tests of the APT, but here 
we are using innovations to examine the economic interpretation of risk factors identified 
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statistically by principal components analysis in a time-series study. Using the Gets 
approach we found that, at least for the first principal component, the Kalman Filter 
produced more consistent results than Arima (chapter 6). Consequently only the Kalman 
Filter innovations were used for further interpretation of the principal components 
(chapter 7). 
II) Principal Components Analysis and Criteria for Grouping Stocks 
The use of principal components analysis (PCA) has the aim of reducing the 
dimensionality of a data set containing a large number of interrelated variables while 
retaining as much as possible of the variation present in the data set. PCA is a technique 
that transforms the original data set under investigation into a new set of variables, the 
principal components (PCs) (or factors, in the factor-models framework), which are 
uncorrelated and ordered so that the first few PCs or factors retain most of the variation 
present in all of the original variables. These components work as risk factors that 
investors use to measure the market by the variance-covariance in stock returns. These 
components will be most informative when they capture the maximum variance of the set 
of reference stock returns over time. As Bai and Ng (2002) pointed out "the idea that 
variations in a large number of economic variables can be modelled by a small number of 
reference variables is appealing and is used in many economic analyses. For example 
asset returns are often modelled as a function of small number of factors" (p. 191). 
Different criteria for grouping stocks are used when applying principal 
components analysis (grouping stocks randomly, by market value and beta). The reason 
for investigating different criteria to group stocks came from Clare and Thomas (1994) 
who found in tests of the APT that grouping stocks according to different criteria altered 
the number of priced risk factors. In particular, stocks grouped according to their betas 
appeared to produce a larger number of priced factors than stocks grouped by their 
market value. Therefore, before attempting any economic interpretation of the principal 
components, this research tries to establish whether different grouping criteria affect the 
extraction of the principal components. It was found (in chapter five) that size and beta 
affect the principal components analysis results. In particular, the number of components 
and percentage of the variance explained tends to decrease from high to low market 
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capitalisation groups, and tends to increase from low to high betas groups. This trend is 
more marked for the first principal component. 
III) Gets Approach 
As the obtained PCs have no intrinsic economic meaning they are further interpreted 
using time-series regressions in which the PCs are dependent variables and the 
innovations in economic variables are independent variables. These regressions use the 
`general-to-specific' approach (Gets) to econometric modelling. Gets model selection is 
a central feature of the London School of Economics (LSE) methodological approach to 
econometric modelling. The methodology has its origin in the theory of reduction 
(Hendry 1995) and relies on intensive testing to eliminate irrelevant explanatory variables 
until a parsimonious model encompassing an initially more complicated model is found. 
When using the approach the intention is to find economic variables that really explain 
the PCs. In other words, the use of the Gets methodology has the objective of avoiding 
the elimination of relevant variables that may occur when just one elimination procedure 
is applied. For example, Clare and Thomas (1994) and Priestley (1996) when testing the 
APT relation for the UK eliminated possible risk factors using only a traditional t-test. 
After estimation they checked the t-values of the explanatory variables, ruling out the 
variable with the smallest value and re-estimated the pricing relation again. The 
procedure was carried on until all irrelevant variables were eliminated. The danger of 
using this approach is that the use of a single simplification path may cause relevant 
variables to be ruled out. As Hendry and Krolzig (2001) have argued, the use of many 
reduction paths and tests embodied in the Gets methodology aims to remove the 
possibility that the process of simplification becomes stuck in a sequence that 
inadvertently eliminates variables that matter and thereby retains other variables as 
proxies. The Gets methodology is fully described in chapter 6 and used further in chapter 
7 to give interpretation to principal components within different sub-periods. 
7 
1.3 - Contribution to Knowledge 
The use of factor analytical approaches (factor analysis or principal components analysis) 
has been criticised by Dhrymes, Friend and Gultekin (1984) because the factors or 
components derived from these techniques cannot be directly interpreted as economic 
factors and therefore lack relevance for many investors. However, as Tucker et al. (1994) 
argue, it is possible to draw inferences from the analysis of the correlations between 
extracted factors or components and economic variables. In their words: "Some studies 
have regressed the extracted factors on various macroeconomic variables to determine 
whether the factors indeed have economic relevance. These results show promise in that 
the factors appear to be related to macroeconomic variables" (p. 280). Thus, factors or 
components should represent economy-wide sources of risk that influence the 
performance of companies and therefore returns. 
The major contribution of this thesis is to link principal components obtained 
from UK data to economic variables. This does not constitute formal test of a multi-factor 
model or the APT pricing relation. 
An additional contribution to knowledge is given by investigating the issue 
initially raised by Chen, Roll and Ross (1986) that innovations need to be serially 
uncorrelated. Priestley (1996) investigated the problem using UK data and found that the 
number and significance of priced risk factors depended on the method used to calculate 
innovations. However, two possible limitations can be identified in his study: (i) he uses 
just one lag to test the generated innovations for serial correlation; (ii) he uses a single 
simplification path to eliminate irrelevant variables in cross-sectional tests of the APT. 
The research in this dissertation extends Priestley's findings by increasing the number of 
lags to test the generated innovations for serial correlation, and by using extensive testing 
through the Gets methodology in order to avoid the elimination of significant explanatory 
variables that can happen when a single path of simplification is applied. 
When evaluating the results of applying principal components analysis (chapter 5) 
to a sample of stock returns, we found that the technique was affected by the way stocks 
were grouped. That is, grouping stocks randomly, by market value and beta affects the 
extraction of the statistical risk factors. The number of principal components and the 
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percentage of the variance explained varied according to the criterion grouping. In 
particular, for stocks grouped by market value the number of components and percentage 
of variance explained decreased when moving from high market value to low market 
value groups. For stocks grouped by beta the number of components and percentage of 
variance explained increased from low to high beta groups. The trend in the percentage of 
variance explained was strongly marked for the first principal component. 
We found evidence for instability of the statistical risk factors when giving 
economic interpretation to them. In particular, different economic variables acquired 
significance at different times. A particular result was the emergence of consumer 
confidence as an explanation of stock returns in the 1991-1996 period (chapter 7) and its 
relation to different grouping criteria. Thus, for market value groups, while consumer 
confidence was an important economic variable associated with the first principal 
component, the same did not happen for random and beta groups. In the latter groups 
consumer confidence and market return were significant in explaining the second 
statistical risk factor (second component). To the best of our knowledge this is a 
completely new result for the UK. For the 1997-2001 (chapter 7) period, when a bubble 
was present in the market, the only explanatory variable that emerged to explain the first 
principal component was market return. This is also a particularly interesting result, since 
using innovations and the Gets approach to interpret the principal components produced 
the same conclusions as Brooks and Katsaris (2003) who applied cointegration tests to 
identify the existence of bubbles in the UK market during the same time period. Our 
findings generated the same conclusions - in the presence of a bubble stock returns 
cannot be explained by economic fundamentals (apart from market returns) that affect the 
dividend cash flow and the discount rate in the present value model. These results for the 
1991-1996 and 1997-2001 periods may also help to undermine criticisms of using 
statistical risk factors. Burmeister, Roll and Ross (2003) argued that factors estimated 
using factor or principal components analysis are unstable over time and attribute this 
instability to the nature of the technique itself, presumably because the analysis is 
sensitive to statistical noise in the observations. Based on the findings of this research it 
appears that this instability may also be a result of changes in the general economic 
context that affect stock returns their correlations. 
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The structure and logic of this thesis also permitted an indirect investigation of the size 
effect (chapter 7), since the analysis is replicated using different grouping criteria. 
However, one might expect a `size factor' to emerge, the evidence does not support this, 
suggesting that `size' may be a proxy for other things. 
1.4 - Structure of Thesis 
There are seven chapters in this thesis. Chapter 1 is this introduction. Chapter 2 is the 
literature review that presents factor models, their definitions, the CAPM, APT and tests 
of multifactor models and the APT using economic sources of risk in the UK. Chapter 3 
presents a brief overview of the UK market. Methodological issues are basically 
described in chapters 4,5, and 6 and the Gets approach is used to interpret statistical risk 
factors in chapter 7. 
Chapter 4 presents the economic variables used in this thesis and the logic for 
choosing them. It also presents a brief literature review of testing for stationarity and 
gives a description of first differences, Arima models and the Kalman Filter. This chapter 
also evaluates the performance of each of these methodologies in deriving serially 
uncorrelated time-series innovations from UK data. 
Chapter 5 describes the principal components methodology, the differences 
between principal components and factor analysis, the choice of the correlation matrix to 
extract components when using PCA and methods of choosing the number of 
components to be retained. In an empirical section the chapter shows the extraction of 
principal components using UK monthly stock returns and examines the effects of 
extracting these components using different grouping criteria (random, market 
capitalisation and beta). 
Chapter 6 discusses the Gets approach and presents Gets results using time-series 
regressions, where the dependent variables are principal components and the independent 
variables are innovations in economic variables. Only Arima and the Kalman Filter 
innovations are used, since the results obtained in chapter 4 show that first differences are 
inappropriate for creating serially uncorrelated innovations. The final aim of this chapter 
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is to examine which of the two remaining methods of calculating innovations (Arima and 
the Kalman Filter) produces more reliable and consistent final parsimonious models. 
Finally, chapter 7 applies the Gets approach to time-series regressions where each 
dependent variable is a principal component and the independent variables are 
innovations in economic variables using the Kalman Filter only (since the results of 
chapter 6 are more reliable and consistent for this method). The analysis is applied to 
four different sub-samples to investigate whether different patterns of economic variables 
explain the components when economic conditions change. The motivation for using 
different sub-samples comes from the general observation that factors or components 
obtained by using factor analysis or principal components analysis are unstable over time. 
The fact that different patterns of underlying economic forces appear to explain risk 
factors at different times is not a problem associated with factor analytical approaches per 
se, but is more probably the result of changes in the economic context a whole. Thus, 
investors' expectations change with the economic context and stock prices and returns 
movements may reflect these changes. A principal component effectively summarises 
these complex changes and is therefore likely to be identified with different patterns of 
explanatory economic variables as a consequence. 
The size effect is also investigated in this chapter. The aim is to investigate 
whether there are different patterns of significance for economic variables in groups of 
stocks that are or are not controlled for size or beta. In general we might expect `factors' 
or `components' to emerge that capture the main significant effects found in cross- 
sectional models, plus a market-wide effect. The size effect has been regularly priced in 
cross-sectional investigations and might therefore be expected to emerge as a `factor'. 
Since the focus of the analysis is on time-series of economic variables we have to 
approach the size effect indirectly by asking whether different explanatory patterns of 
variables emerge when stocks are grouped according their market value, beta or 
randomly. Chapter 8 presents the concluding remarks. 
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Chapter 2: Factor Models, the APT and its Relations with Economic 
Variables: A Literature Review 
2.1 - Introduction 
This chapter has the aim of showing the background and motivation on which this 
research is based. Since the mean-variance model requires a great number of inputs to 
measure risk and to understand how risk affects stock returns, simplified models 
where the number of inputs are substantially reduced have a strong appeal among 
academics and practitioners. These models assume that stock prices and returns move 
together in response to common sources of risk. These can be represented both by a 
returns generating process with a single factor (single factor model) or multiple 
factors (multi-factor model) and by equilibrium models containing single (the CAPM) 
or multiple sources of risk (the APT). 
The CAPM model was developed by Sharp (1964), Lintner (1965) and Mossin 
(1966) and has been subjected to extensive testing and investigation (footnote 2). 
These tests indicate that one source of risk (a market risk factor) appears not to be 
enough to explain variation in stock returns and consequently suggest that more 
explanatory variables are needed. These multiple sources of risk potentially involve a 
great number of different variables such as economic variables, company 
fundamentals and company size. 
The APT developed by Ross (1976) is based on multiple sources of risk. The 
first tests of the APT use statistical procedures (principal components and factor 
analysis) to extract a number of significant factors or components capable of 
explaining cross-section and time-series variation in stock returns. The problem of 
using these statistical procedures is that these factors or components do not have an 
immediately obvious economic interpretation and there still exists a gap in the 
literature despite various attempts to identify risk factors. Investigation tended to rely 
on pre-specifying economic factors (i. e. Chen, Roll and Ross 1986) or company 
fundamentals (i. e. Fama and French 1992,1993) and testing the pricing relations. 
Although this thesis does not include tests of equilibrium pricing models it is 
nonetheless useful to have a literature review centered on tests multi-factor models 
12 
and the APT and its relations with economic variables particularly for UK data 
(chapter 3 briefly describes the importance of the UK as a major global market). 
The mean-variance model is outlined in section 2.2 with brief discussion of the 
single-factor model and the CAPM. Section 2.3 briefly reviews size and the CAPM 
anomalies. Multi-factor models and the APT are reviewed in sections 2.4 and 2.5. UK 
studies relating stock returns and economic variables are reviewed in section 2.6. The 
generation of innovations and the way stocks are grouped are also discussed in this 
section. 
2.2 - Single Factor Model and the CAPM 
More than half a century ago Harry Markowitz (1952,1959) presented the academic 
world with his mean-variance model showing how to construct optimally diversified 
portfolios of stocks. The expected return to a portfolio of stocks is simply the 
weighted average of the returns to the stocks themselves, where the weights are given 
by the proportion of wealth invested in each stock. The volatility of the portfolio 
depends not only on the volatility of the stocks themselves (their variance), but also 
on how stock returns move relative to each other (their covariance or correlation). 
Markowitz realised that a well-diversified portfolio should contain many stocks, 
whose prices are driven by many different forces, such as interest rate, oil prices, 
inflation, weather etc. 
The expected return on a portfolio is defined as (Elton, Gruber, Brown and 
Goetzmann 2003): 
N 
Rp =>X, R, 
i-I 
Here 
Rp = Expected return on the portfolio; 
X; = the fraction invested in the ith stock; 
R; =Expected returns on the individual stocks. 
Risk is defined by the standard deviation of the portfolio return: 
(2.1) 
13 
1/2 
or P=>X? c? + 
j: J: X; X, o, Qj p, ý (2.2) i=I i=1 1 jJ=1 
Here 
aP = standard deviation on portfolio P; 
X; = the fraction invested in the ith stock; 
Q; = standard deviation of stock i; 
Qj = standard deviation of stock j; 
py = correlation between stock i and j. 
The set of all portfolios that have the lowest variance for any given return 
defines the portfolio frontier, while the set of portfolios that have the highest return 
for any given variance defines the efficient frontier. Using Elton, Gruber, Brown and 
Goetzmann (2003) the variance minimisation problem (assuming short-selling') is 
stated as follow: 
minimise 2 QP subject to E(R)=E*, EX t =1 
(2.3) 
n 
where E(RP) = E* is the desired return on the portfolio and X, =1 means that the 
sum of proportions invested in assets equals one. Expressed in full, the Lagrangean 
problem is 
minimise L= 
i tX, 2Q'+ttX, x +/`E*-tX, E(R, ))+22(1-jx, 
)(2.4) 
{x} 2 ,.. ý. ý ,. 1 W ,., 
The solution to this problem is a set of asset weights, found by solving a set of linear 
equations derived from the first-order conditions of 2.4 (with respect to X, ). 
The problem behind this framework is the number of calculations involved. 
Assume a portfolio containing 250 stocks. To start we need 250 variances and 
n(n -1) /2 correlation coefficients resulting in 31,125 correlation coefficients. This is 
a massive number of inputs and the development of models to describe and predict the 
correlation structure between securities became a necessity. 
I-An investor selling a security that he/she does not own. 
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One of these, the single-factor model, is the subject of this chapter. In this model any 
co-movement between stocks is due to a unique common influence or factor. This 
assumption significantly reduces the number of inputs necessary to solve the portfolio 
problem. 
It is known that stock prices tend to move together. Assuming these market 
movements are measured by stock market indices such as FTSE 100, Dow-Jones, S&P 
500, it can be said that that the reason why stock returns might be correlated is 
because of a common reaction to market shocks. Consequently, a measure of this 
relation is obtained by the single-factor model for asset i written as (Elton, Gruber, 
Brown and Goetzmann 2003): 
R. = a, + ß; Rm +e, (2.5) 
where 
a, = Constant 
R. = The rate of return on the market index 
ß, = Sensitivity of the stock return to the market return 
e; = Random term. 
The key assumption of the single-factor model is the independence of e; in relation to 
ej for all values of i and j or E(e, e, ) =0. This means that the only reason stocks 
move together is because of a common co-movement with the market. More 
precisely, there are no effects beyond the market (for example response to changes on 
macroeconomic variables such as inflation, interest rate) that could account for the co- 
movement of security prices. Like any model a single factor-model represents an 
approximation to reality and various assumptions are required to make the model 
valid. Thus the model has the following assumptions (Elton, Gruber, Brown and 
Goetzmann 2003): 
1. R, = a, + ß; R. + e, for all stocks i=1, ..., N (Basic Equation) 
2. E(e; ) =0 for all stocks i=1, ..., N 
3. E[e, (R. - Rm )] =0 for all stocks i= 1, ..., N (Factor unrelated to unique 
return) 
4. E(e, e., ) =0 for all pairs of stocks i= 1, ..., N and j=1, ..., Ni oj. (Securities 
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are only related through their common response to market) 
5. E(e;, er+, E) =OVk, no serial correlation 
6. Variance of e,: E(e; )2 = cr., for all stocks i= 1, ..., N, (the homocedasticity 
condition). 
7. Variance of Rm : E(Rm - 
Rm )Z = 6m 
Consequently we obtain 
R; = a; + ßj R. (Mean return) (2.6) 
QZ = ß; 2Q, 2 +a; (Variance) (2.7) 
Q; 0 =A flja2 (Covariance) (2.8) 
It can be seen that the expected return has two distinguishing components: a, 
as a unique part and a market related part AR.. Its variance also presents the same 
two parts: a unique risk ae; and a market related risk ß? Qm . The covariance on the 
other hand depends only on the market risk. In terms of portfolio formation the risk- 
return under a single-factor framework can be written as: 
NN_ 
Rp = X, a, +XißiRm (2.9) 
NNNN 
(2.10) 6p =Xiß, am +4 
2] 
iX Xj {3! /' j 6m +2: 
X 2a2 
1=1 i-I j=1 , =1 
for the portfolio variance. From the above equations it is clear that expected return 
and risk can be estimated for any portfolio, and the cost of estimation is significantly 
reduced since now we need only estimates of a, , Q, and o for each stock and the 
estimates of the expected return and variance for the market. So if under the 
Markowitz mean-variance framework a portfolio of 250 stocks required 31,625 
estimates under a single-factor model these are reduced to 752 estimates. Obviously, 
it is difficult to neglect the appeal and simplicity of a single-factor model as a return 
generating process. Sharpe (1964) followed by Lintner (1965) and Mossin (1966), 
using this idea of a single explanation for stocks movements, developed the CAPM, 
an ex-ante equilibrium model theoretically capable of explaining expected returns. 
This model not only resulted in the birth of asset price theory but also has been used 
as a reference to build more advanced models. 
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2.2.1 - The Capital Asset Price Model (CAPM)2 
The CAPM is derived by imposing market-clearing condition on the mean-variance 
model. In Markowitz's model, a portfolio is selected by an investor at time t-1 
producing an expected return at time t. The investor wants maximum return for any 
given level of risk (the efficient frontier). In other words, investors look for the 
minimum portfolio variance subject to the desired expected return, and this portfolio 
is mean-variance efficient. Having this in mind Sharpe (1964) and Lintner (1965) 
added three key assumptions to the Markowitz model: 
1. Investors have homogenous expectations, meaning they agree on the joint 
distribution of asset returns from t -1 to t. This gives the same shape to the 
opportunity set derived from the universe of assets. 
2. Investors face the same lending and borrowing rate, a risk free rate, 
independent on the amount borrowed or lent not required in the zero-beta 
CAPM, Black (1972) 
3. All assets are marketable, giving the same universe of assets for each investor. 
Figure 2.1 Efficient Frontier 
Figure 1- Investment Opportunities 
E(R) 
Mean-Variance- 
Efficient Frontier 
with a Riskless Asset 
a 
Minimum Variance 
Frontier for Risky Assets 
b9 
Source: Fama and French (2004) 
G(R) 
2-This CAPM description is based on a working paper by Fama and French (2004) 
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Figure 2.1 describes portfolio opportunities and helps to understand the CAPM 
model. On the horizontal axis we have a(R) measuring portfolio risk and on the 
vertical axis we have the expected return on the portfolio. The abc curve (the 
minimum variance frontier) contains combinations of expected return and risk for 
portfolios that minimize risk at different levels of return. These portfolios do not 
include risk free borrowing and lending. Consequently, if the risk free assumption 
does not exist, only portfolios above point b along the curve abc are mean-variance 
efficient. The tradeoff between risk and expected return for minimum variance 
portfolios is clear. For example, an investor who wants a high expected return, 
represented for example at point a, logically accept more risk. At point T, the investor 
can have an intermediate expected return with less risk. If risk free borrowing and 
lending is not allowed, only portfolios above b along the curve abc are mean-variance 
efficient, since these portfolios maximize expected return given their return variances. 
Adding risk free borrowing and lending turns the efficient set into a tangent line 
where all efficient portfolios are combinations of the risk free security and a single 
risky tangency portfolio, T. With complete agreement about distributions of returns, 
all investors see the same opportunity set (figure 2.1) and they combine the same risky 
tangency portfolio T with risk free borrowing and lending. Since all investors choose 
to hold the same portfolio T of risky securities, this portfolio must be the value- 
weighted market portfolio of risky securities, called now portfolio M (the market 
portfolio). 
The CAPM implies that the market portfolio M must be on the minimum 
variance frontier. Following Roll (1977, appendix) in mean-variance space, if 
unrestricted short-selling is allowed, the portfolio frontier becomes a parabola. A 
property of this parabola is that for any frontier portfolio q exists another frontier 
portfolio Zq that is orthogonal to q such that for any other asset or portfolio p 
E(RP) = E(RZ')+(E(Rq)-E(Rzq)) (2.11) 
If q is an efficient portfolio this equation must be true. Thus, if M (the market 
portfolio) is an efficient portfolio it must be possible to find an orthogonal portfolio Z 
to generate the following algebraic relation that is the CAPM 
E(R) =E(Rw)+[E(RM)-E(Rw)Jßm 1=1,..., N (2.12) 
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ýý - 
cov(R; R,, ) 
(2.13) 
A2 (RM ) 
The first term on the right-hand side of equation (2.12) (the minimum variance 
condition for M), E(RZ,,,, ) is the expected return for assets with market betas equal to 
zero. This means that these assets do not correlate with the market return The second 
term is a risk premium (the market beta of asset i, P., times the premium 
E(Rm) - E(RZ) per unit of beta). Since the market beta of asset i can also be seen as 
the slope of the regression of its returns on the market return, beta measures the 
sensitivity of the asset's return to a variation in the market return. Another way to 
interpret beta is in line with the portfolio model. The risk of the market portfolio 
measured by the variance of its return (the denominator of equation 2.13), is a 
weighted average of the covariance risks of assets in M (the numerator of equation 
2.13 for different assets). Consequently, ß,,, f is the covariance risk of asset i measured 
relative to the average covariance risk of assets (the variance of the market return). 
Black (1972) developed a version of the CAPM ruling out risk free borrowing 
and lending. He showed that the main result of the CAPM (the market portfolio is 
mean-variance efficient) can be obtained by instead permitting unrestricted short sales 
of risky assets (equation 2.12). 
The Sharpe-Lintner CAPM equation simply assumes that E(R. ) is equal to 
the risk free rate Rf and can be written as: 
E(R, )=E(Rf)+[E(RM)-Rf]flm i=1.... N (2.14) 
Put into words, the expected return on asset i is the risk free rate, Rf, plus the risk 
premium ß, (E(Rm) - R1) . Also from the Sharpe-Lintner equation note that ßm can be 
also be seen as the slope of the regression of R; on R. in the single-factor model 
described earlier. 
The relations between the expected returns of the Black and Sharpe-Lintner 
versions of the CAPM differ only in terms of what each says about E(Rz) . The 
Black version states that E(R, ) must be less than the expected market return, 
resulting in a positive risk premium for beta. The Sharp-Lintner version states that 
E(R,,,, ) must be the risk free interest rate, Rf resulting in a risk premium for beta 
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equal to E(RM) - Rf . 
The CAPM model is just an application to the market portfolio of the relation between 
expected return and portfolio beta that holds for any mean-variance efficient portfolio. 
Most of the empirical work testing the CAPM relation found a flat positive 
relationship between beta and expected returns and that beta was not sufficient to 
explain stock returns3 suggesting the need of a more complicated model possibly 
including additional explanatory variables to explain both cross-section and time- 
series differences between stock returns. These models are generally known as multi- 
factor models and its major representative is the APT developed by Ross (1976). 
3- Studies testing CAPM are numerous. Examples include Jensen (1968), Douglas (1968), Blume (1970), Friend 
and Blume (1970,1973), Jensen and Scholes (1972), Fama and MacBeth (1973), Basu (1977), Banz 
(1981), Gibbons (1982), Hansen (1982), Hansen and Hodrick (1983), Gibbons and Ferson (1985), Bhandari 
(1988), Gibbons, Ross, and Shanken (1989), Chao Hamao and Lakonishok (1991), Fama and French (1992,1993), 
Zhou (1994), Jagannathan and Wang (1996), Berk (2000), Cochrane (2001), Davis, Fama and French (2002), 
Wang (2003). 
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2.3 -A Brief Literature Review of Size, Value and CAPM Anomalies 
There are a large number of papers covering the relations between stock returns and 
market capitalisation. However, this literature is not only about size and there is a 
tendency to mix the size effect with other types of effects such as value effect, 
momentum, leverage etc. Next we review a selection of papers from this literature. 
The flat relationship between market beta and average stock returns in tests of 
the CAPM raises questions of whether other asset-specific characteristics are capable 
of explaining differences in average returns that are unrelated to differences in betas. 
Basu (1977,1983), starts the controversy by finding that stocks with low-price 
earnings ratios (PIE) tend to have higher expected returns than stocks with high 
P/E ratios. Banz (1981) defies the CAPM by showing that companies' market value 
explains the cross-sectional variation in average returns on a particular collection of 
assets better than beta. Using a procedure similar to the portfolio-grouping procedure 
of Black, Jensen and Scholes (1972), Banz first assigns assets to one of five 
subgroups based on their historical betas. Stocks in each of the subgroups are then 
assigned to five further subgroups, based on the market value of the firms' equities. 
Portfolios are then updated at the end of each year. Banz uses companies on the 
NYSE and calculates the cross-sectional relation between return, beta and relative size 
using the following equation: 
rp = Yo + Yibp + Y21Ip + Cp (2.15) 
Here rp is an estimate of the expected excess return on portfolio p (the difference 
between the return on the portfolio and the return on a risk-free asset), bp is an 
estimate of beta for portfolio p, y, is the market price of risk, yo is the zero-beta rate 
(the expected return on an asset which has a beta of zero), VP is equal to the relative 
size of the p`h portfolio, and y2 is the risk premium for size. For the 1936-1975 period 
Banz finds that the average return for small firms (those with low market value) is 
substantially higher than the average returns for large firms. In other words, y2 is 
negative and statistically significant (the negative sign implies that market value and 
excess returns are negatively correlated). To assess the significance of these results, 
Banz (1981) does one additional test. He builds two portfolios, each with 20 stocks. 
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One portfolio contains only stocks of small companies, whereas the other contains 
only stocks of large companies. The portfolios are chosen in such a way that they both 
have the same beta. Banz finds that, during the time period 1936-75, the small- 
company portfolio earned on average 1.48 percent per month more than the large 
companies portfolio. These findings became known in the finance literature as the 
`size effect'. 
Reinganum (1982) tests whether the higher average returns of small firms are 
a consequence of betas being estimated with error. Using daily returns from 1964 to 
1978 he forms 10 portfolios grouped by market value. He estimates the beta for each 
of the 10 portfolios using two different approaches: the first approach uses OLS 
regressions and the second approach uses Dimson's (1979) aggregated coefficients 
method. In the aggregated coefficients method proposed by Dimson, lagged leading 
and contemporaneous market returns are regressed on observed market returns. A 
consistent estimate of beta is obtained by summing the slope coefficients from this 
regression. For the period under analysis small companies have yearly average returns 
36 percent higher than the average returns produced by large companies. The results 
of the two methods for calculating betas appear to indicate differences in the beta 
measures with the second method finding higher betas for small firms. Reinganum 
argues however that the differences in the calculated betas using the two methods are 
not sufficient to explain the 36 percent difference of average returns between small 
and large companies and concludes that the size effect is a significant economic and 
empirical anomaly capable of explaining average stock returns. Perez and 
Timmermann (2000) show that small companies have high average returns because 
they are more affected by tight credit conditions. Small companies do not have the 
same access to credit as large companies. Since the availability of credit is tied to 
economic conditions (a credit contraction typically occurs near a recession) small 
companies may be very sensitive to systematic variation in credit market conditions. 
Thus, the high returns to small firms might be compensation for the high sensitivity to 
a credit-related factor. Mills and Jordanov (2003) construct a set of ten size portfolios 
for the period 1982 to 1995 from monthly stocks returns from the LSPD data set. 
They find that average monthly return from these portfolios shows a pronounced size 
effect, in that the smaller the portfolio size, the larger the average returns obtained by 
the portfolio. 
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The controversy of beta not being sufficient to explain average stock returns do not 
stop here and new explanations containing different measures of risk successfully 
challenged the single relation between beta and excess returns. Various examples 
follow. DeBondt and Thaler (1985) identify `losers' as stocks that have had poor 
returns over the past three to five years. `Winners' are those stocks that had high 
returns over the same period. They find that losers have much higher returns than 
winners over the next three to five years. Chopra, Lakonishok, and Ritter (1992), 
investigating losers and winners as defined by DeBondt and Thaler (1985), show that 
beta cannot account for the difference in average returns. There is a tendency of losers 
to become winners and winners to become losers which cannot be picked up by 
market beta. In similar vein, Jegadeesh (1990) finds that stock returns tend to have 
short- term momentum. Stocks that have done well over the previous few months 
continue to have high returns over the next month. In contrast, stocks that have had 
low returns in recent months tend to continue their poor performance for another 
moth. Jegadeesh and Titman (1993) support the momentum explanation of Jegadeesh 
(1990) showing that the momentum lasts for more than just one month. Their study 
also points out that momentum is stronger for companies with poor recent 
performance and weaker for companies with good performance. Jegadeesh and 
Titman note that their results are opposed to studies that found long-term losers to 
becoming winners and long-term winners to becoming losers. In the momentum 
studies short-term winners outperform short-term losers. 
Rosenberg, Reid and Lanstein (1985) show that average returns on US stocks 
with high ratios of book value to market value of common equity (also known as 
book-to-market equity) have significantly higher returns than stocks with low book- 
to-market value. 
Bhandari (1988) finds that companies with high leverage (high debt/equity 
ratios) have higher average returns than companies with low leverage for the 1948- 
1979 period. This result still emerges when size and beta are included as explanatory 
variables. High leverage increases the riskiness of a company's equity, but this 
increased risk should be reflected in a higher beta coefficient and this relation is not 
found in Bhandari's results. 
An influential paper by Fama and French (1992) pulled together much of the 
asset-specific characteristics used to explain differences in stock returns. They bring 
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together size, leverage, earning-price ratio (E/P), book-to-market value ratios, and 
beta in a single cross-sectional study. First they show that the previously well-known 
positive relation between beta and average return is a result of the negative correlation 
between company market value and beta. When this correlation is accounted for the 
relation between beta and average returns disappears: `we find that when portfolios 
are formed on size alone, there are strong relations between average return and either 
size orß; average return increases with ß and decreases with size. For size portfolios 
however, size and Q are almost perfectly correlated (-0.98), so it is difficult to 
distinguish between the roles of size and /3 in average returns' (Fama and French 
1992, pp 452). The analysis reported in this thesis picks up a similar relationship. That 
is, when extracting the principal components in chapter five, the percentage of 
variance explained by the first principal component reduced when moving from high 
market value to low market values groups and increased when moving from low to 
high beta groups. A negative correlation between market value and beta value (these 
are values collected from the LSPD) is observed for the full sample 1979-2001 and 
the four sub-samples (1979-1984,1985-1990,1991-1996, and 1997-2001) and 
reported in table 2.1 
Table 2.1: Correlations between Market and Beta Value for the Full and Four 
Sub-Samples: 
SAMPLE CORRELATION 
1979-2001 -0.44 
1979-1984 -0.58 
1985-1990 -0.70 
1991-1996 -0.67 
1997-2001 -0.54 
Figures 2.2 and 2.3 depict Fama and French (1992) findings. Figure 2.2 plots average 
return for 12 portfolios formed by sorting stocks according their market value. We can 
see from figure 2.2 a positive relation between average return and beta for portfolios 
formed on size alone with a likely trend of increasing average returns to be related to 
higher betas. 
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Figure 2.2: Beta and Average Return for Portfolios formed on Size 
Beta and Average Returns for Portfolios formed on Size (1963- 
1990) 
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Source: Fama and French (1992) `The Cross-Section of Expected Returns' Table II pp436-437 
Figure 2.3 depicts average return and beta for portfolios formed by sorting on both 
firm size and beta. This implies that each portfolio contains stocks that are similar in 
both their market values and their betas. 
Figure 2.3: Beta and Average Return for Portfolios Sorted on Size and Beta 
Beta and Average Returns for Portfolios formed on Size and 
Beta 
(1963-1990) 
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Source: Fama and French (1992) `The Cross-Section of Expected Returns' Table II pp436-437 
From figure 2.3 it can be seen that when beta is allowed to vary in a manner unrelated 
to size, the positive linear relationship between beta and average return disappears. 
Fama and French (1992) estimate the relation using an equation similar to (2.15) for 
the period from July 1963 to December 1990 with y1 representing size. Stocks are 
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grouped for firms listed on the NYSE, AMEX, and NASDAQ into 10 market value 
classes and then into 10 beta classes, for a total of 100 portfolios. From equation 
(2.14) Fama and French find an insignificant coefficient for y, and a significant 
coefficient for y2. Furthermore, when estimating () including only beta they do not 
find a significant positive slope. Their estimates indicate that, for a large number of 
stocks, beta has no ability to explain the cross-sectional variation in average returns, 
whereas size has strong explanatory power. 
The second part of the Fama and French (1992) study compares the ability of 
other attributes to account for this cross-sectional variation. They compare the 
explanatory power of size, leverage, E/P, book-to-market value and beta in cross- 
sectional regressions from 1963 to 1990, finding that book-to-market value and size 
are the variables that show the strongest relation to stock returns. The book-to-market 
value asset characteristic is known in the finance literature as the `value effect'. Fama 
and French (1992) study provoked a fierce debate among academics. Black (1993) 
argues that the Fama and French (1992) findings could be the result of data mining, 
and that the relations between returns size, book-to-market value might disappear if 
another data source or time period were to be analysed. Kothari, Shaken and Sloan 
(1995) attribute the Fama and French results to two different issues. They first argue 
that when including only those companies that survived over the investigated period, 
the observed explanatory power of book-to-market value is likely to suffer from 
survival bias (failed firms excluded from the database are likely to have high book-to- 
market value and low returns). Second they argue that results of empirical studies will 
depend upon which beta estimation procedure is used. Annual betas may be more 
appropriate than monthly betas since the investment horizon for a typical investor is 
likely closer to a year than a month. They show that the relation between betas and 
stock returns is stronger when annual returns on stocks are used to calculate beta. 
They also show that the coefficient for beta estimated by Fama and French while does 
not differ significantly from zero, is not also different from a positive number (a 
positive risk premium of 6% per annum), and suggest that a different test baseline 
might lead to different inference and as a result beta should not be rejected 
automatically. Jagannathan and Wang (1996) criticise the Fama and French findings, 
arguing that the flat relation between average return and beta and the size effect are 
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results likely to be induced by two assumptions embodied in a static version of the 
CAPM. The first is that beta remains constant over time; the second is that the return 
on stocks measures the return on an aggregate wealth portfolio. Jagannathan and 
Wang use a conditional version of the CAPM allowing betas and expected returns to 
vary over time assuming that the CAPM holds period by period. They find a much 
weaker size effect with time-varying betas. They also include in the model a proxy for 
return on human capital to measure aggregate wealth and find that the pricing errors 
of the model are not significant at conventional levels and that firm size does not have 
any additional explanatory power. Campbell and Voulteenaho (2004) propose a two- 
beta model that captures a stock's risk through two risk loadings: a cash-flow beta and 
a discount-rate beta. A stock's cash-flow beta measures the stock's return covariance 
with news about future cash flows and its discount-rate beta measures the return 
covariance with news about the market's discount rate. The return on the market can 
be divided into two parts, one reflecting news about the market's future cash flow and 
the other reflecting news about the market's discount rate. Campbell and Voulteenaho 
assert that bad news about future cash flow should have higher price of risk than good 
news about market's discount rate. Specifically, the ratio of the two risk prices equals 
the risk aversion coefficient that makes an investor content to hold the aggregate 
market, and the good risk price should equal the variance of the return on the market. 
They find that value stocks and small stocks have significantly higher cash-flow betas 
than growth stocks and larger stocks, and this can explain their higher average returns. 
Other studies support the findings of Fama and French (1992). For example, 
Davis (1994) provides one of the first replies against the critics of the Fama and 
French (1992) study. He constructs a database of book values for large US industrial 
firms for the 1940-1963 period. This database is constructed to be free of survivorship 
bias, and it covers a time period that pre-dates the period studied by Fama and French. 
If the Fama and French results are influenced by data mining, this independent time 
period should produce different results. Davis also uses beta estimated using annual 
returns. The results of Davis (1994) confirm those of Fama and French (1992) with 
book-to-market value showing explanatory power for the 1940-1963 period. In 
addition they also confirm the flat relation between beta and average return. Chan, 
Jegadeesh and Lakonishok (1995) provide further evidence in favour of Fama and 
French (1992) by finding a reliable book-to-market effect for companies sorted by 
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size for the period 1968-1991, from a database free from survivorship bias. Barber 
and Lyon (1997) address the issue of data mining in a different way. They argue that 
empirical results caused by data mining should not be repeated for independent 
samples. Using a sample of financial companies for the 1973-1994 period they find a 
reliable book-to-market effect among these companies. Since Fama and French (1992) 
excluded financial companies from their study the results of Barber and Lyon provide 
independent evidence of the importance of book-to-market value in explaining stock 
returns. 
Based on their 1992 results, Fama and French (1993) suggest a risk-based 
explanation of the return dispersion produced by size and book-to-market value. They 
propose a three-factor model that explains the returns on portfolios formed by market 
capitalisation, book-to-market value and other sorting criteria (e. g. dividend yields 
and P/E ratios). The three factors in Fama and French's model are a market factor 
(defined as the return of the US equity market minus the risk-free return of one-month 
treasury bill), a size factor (defined as the return on portfolio on small capitalisation 
companies minus the return on portfolio of large capitalisation companies), and a 
value factor (defined as the return on value companies minus the return on growth 
companies, where value companies have high book to market values and growth 
companies have low book to market value). The three-factor model is: 
R, -Rf = a, +bj[Rm -Rf]+sjSMB+hýHML+e., (2.16) 
Here Rj is the return on asset j, Rf is the return on one-month treasury bills, and R. 
is the return on the total US equity market. The term R. -RJ is the realised equity 
risk premium, SMB (i. e. small minus big) is the size premium and HML (i. e. high 
minus low) is the value premium. The parameters b, s, and h represent sensitivities to 
the unobserved factors and this sensitivity is awarded a risk premium. Portfolios of 
value stocks will have a high value for h, while growth portfolios will have a negative 
h. Large capitalisation portfolios will have a negative s, while small capitalisation 
portfolios will have a positive s. Time-series regressions of (2.16) produce significant 
coefficients for all three factors, and regression R2 values are close to one for most 
portfolios, suggesting that the three factors capture much of the common variation in 
portfolio returns. Size and value factors capture common strong variation in returns 
(both small capitalisation and value stocks have high average returns): that is, both 
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size and value factors can explain the differences in average returns across stocks. 
Fama and French (1993) argue that the size and value premiums are proxies for 
systematic risk that have historically been rewarded with higher returns. 
As highlighted at the beginning of this section the literature on size, value and 
other asset-specific characteristics is very large. Nevertheless, it can be seen how size 
is important to explain stocks returns. The empirical analysis reported in chapter 7 of 
this thesis provides indirect evidence on the size effect with beta being used as a 
control variable in an attempt to find whether beta and size generate different patterns 
of significance for economic variables used to give economic interpretation to the first 
and second principal components. 
2.4 - Multi Factor Models and the APT 
Multi Factor models of asset prices postulate that rates of return can be expressed as a 
linear function of a small number of factors. The model is silent regarding what the 
factors represent but nevertheless this does not diminish the existence of a linear 
relationship between the factor and the rate of return on each asset. Formally a multi 
factor model is represented as follows 
r, =a; +b,, F, +bi2F2 +... +bkFk +s, (2.17) 
This model has the following assumptions (Elton, Gruber, Brown and Goetzmann 
2003): 
1) Residual Variance of stock i equals QE where i =1,2,..., N. 
2) Variance of factor j equals i4 where j=1,..., k. 
3) E(8) =0 for all assets, where i=1,..., N. 
4) Cov(Fj, F) = E[(F1- Fj)(F -F j)] =0 for all factors, where j=1,..., k and 
1=1,..., k (j # k) . 
5) Cov(e,, Fj) = E[s; (Fj - Ff )] =0 for all assets and factors, where i=1,2,..., N 
and j =1,..., k. 
6) Cov(E,, Ek) = E(e, Ek) =0 for all assets where i=1,2,..., N and k=1,..., N 
(kýI). 
Assumption (6) guarantees that the only reason assets co-vary together is their co- 
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movement with the set of factors specified in the model. Also items (4) and (5) imply 
that factors are orthogonal and uncorrelated with the random errors. Thus, the 
properties from single factor models are repeated here with the addition of new 
factors. Values of the factors, F. , in equation (2.17) can be initially observed while the 
sensitivities b's are estimated while respecting the assumptions about the error term 
sj. This means that knowledge of factors can be used to estimate asset returns, albeit 
with error. Nevertheless if asset returns are determined by equation (2.17), then the 
absence of arbitrage opportunities will result in links among the rates of return and 
this is the heart of the APT. The arbitrage principle in the sense of the model is 
approximate given the presence of the error term in equation (2.17). 
2.4.1 - Arbitrage Pricing Theory, APT 
The Arbitrage Pricing Theory (APT) was introduced by Ross (1976) as an alternative 
to the CAPM (Sharpe 1964, Lintner 1965, and Mossin 1966). While the latter is 
characterised by a single-factor structure the former follows a multi-factor framework, 
allowing the introduction of multiple risk factors. It is also important to note that there 
is no explicit role for the market portfolio in this factor structure, since the market 
portfolio is a product of mean-variance analysis. The APT requires three basic 
assumptions (Sharpe, Alexander, and Bailey 1999): 
1. Returns can be described by a multi-factor model 
2. There are no arbitrage4 opportunities in equilibrium 
3. There are large numbers of securities, so that is possible to construct 
portfolios that diversify the firm-specific risk of individual stocks (all non- 
systematic risk is diversified away). 
4- Arbitrage is defined in the context of portfolio analysis as the process by which investors are able to make a risk 
free gain (a gain is just a positive payoff) from a zero initial investment spending. Therefore, assuming that 
investors prefer more wealth to less, when forming their portfolios, an arbitrage portfolio exists if. i) the portfolio 
requires zero initial investment (some assets are held in positive amounts some in negative amounts and some in 
zero amounts), ii) the portfolio is risk free and incurs a positive or zero pay off (although an arbitrage portfolio 
could have a negative payoff, this corresponds to a situation in which the cash provided from assets sold sort, i. e. 
held in negative amounts, exceeds the cost of assets held in positive amounts) Bailey (2005). 
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In its most general form the Arbitrage Pricing Theory provides an approximate 
relation between expected asset returns and an unknown number of unidentified 
factors. The APT assumes that markets are efficient and frictionless and the returns 
generating process for asset return is represented by the following relations (Bailey 
2005): 
r, =a, +b; F+E; (2.18) 
E[s; IF]=0 (2.19) 
E[s; ]=Q? 5 a2 < Q, (2.20) 
where r, is the return for asset i, a, is the intercept of the factor model, b; is a (k x 1) 
vector of factor sensitivities for asset i, F is a (k x 1) vector of common factor 
realisations, and e, is the disturbance term. If we have N assets, 
R=a+BF+e (2.21) 
E[e F] =0 (2.22) 
E[ee'IF]=E. (2.23) 
Here R is an (N x 1) vector with R= [r,, r2,..., rN ]' ,a 
is an (N x 1) vector with 
a=[a,, a2,..., a]', B is an (NxK) matrix with B=[b,, b2,..., bo]', and e is an 
(N x 1) vector with e= [s,, It is further assumed that the factors account for 
the common variation in asset returns so that the disturbance term for large well- 
diversified portfolios vanishes (where a large well-diversified portfolio can be thought 
of as a portfolio with large number of assets with weightings 
I 
). This requires that 
the disturbance terms be sufficiently uncorrelated across assets. Given this 
framework, Ross (1976) shows that in the absence of arbitrage 
e. g. µýLBkkE(R; )=4+b, 1A +b, 
A +... +bkAK (2.24) 
where p is the (N x 1) expected return vector, .0 is the model zero-beta parameter and 
is equal to the risk free rate of return (if it exists) and Xk is a (k x 1) vector of factor 
risk premia, and i is a vector of ones. 
The APT assumes that pure arbitrage profits are impossible. This means that 
because of competition in financial markets, it is unlikely for an investor to earn a 
positive expected rate of return on any combination of assets without undertaking 
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some risk and without making some net investment of funds. 
The absence of arbitrage opportunities in a multi factor model implies the existence of 
risk premia, A1,22,... 2k together with 4. Based on Bailey (2005), rewrite equation 
(2.21) and assume an exact factor model (random errors are identically zero) leading 
to: 
R=µ+Bf (2.25) 
Here It represents a vector of expected rate of returns. Now, assume a portfolio 
Y= {y,, y2... y, } with yj representing price times quantity on asset j. The chosen 
portfolio has a zero total outlay y'i = 0, and rules out systematic risk from the factors. 
Thus, y is chosen to satisfy y'B = 0. In consequence, from equation (2.25), 
y'R = y'p. In words, the overall return on the portfolio is equal to its expected return 
because systematic risk has been erased and unsystematic risk was eliminated by 
assuming away any random errors. 
When arbitrage opportunities are absent we have y'R = y'µ =0 that is, a risk- 
free portfolio with a zero payoff yields a zero return. If this is not true, any non- 
satiable investor would be trying to invest and there would be excess demand (supply) 
for some assets. This would contradict the assumption of equilibrium. The assumption 
of homogeneous expectations is frequently made, there by ensuring instant 
elimination of arbitrage opportunities (all investors simultaneously adjust their asset 
demands). 
An arbitrage opportunity can be expressed by the existence of a portfolio y 
such that y'µ > 0. So, if a positive arbitrage profit exists it can be fixed at any level, 
including (for convenience) y'µ =1. Then, an arbitrage opportunity in the multifactor 
model can be summarised by: 
y'[t, B] =0 and y'µ =1 
here y'[t, B] =0 represents y't =0 and y'B =0. 
(2.26) 
It can be stated that one of the two following results are true: either there exists 
ay with positive prices that satisfies equation (2.26) or there exists a vector A such 
that 
[i, B]A=µ (2.27) 
In other words, either there is an arbitrage opportunity represented by equation (2.26) 
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or equation (2.27) defines an equilibrium pricing relationship, but the two situations 
cannot happen simultaneously. The vector % can be seen as a set of risk premia with 
K +1 elements: Mio (an intercept term, equal to the risk free rate if it is available), plus 
ý, A... 2, k , (a risk premium 
for each factor). 
One of the advantages of the APT is that it does not depend on mean-variance 
assumptions and therefore requires neither quadratic utilitys nor normally distributed 
returns. The model is really a mechanism that allows one to derive an expression for 
the expected return of a security, based on the idea that riskless arbitrage opportunities 
will be instantaneously eliminated. 
Multi-factor models and the APT can assume three different cases depending 
on the assumption imposed on the covariance structure of returns and vectors. 
Examining equations (2.17) and (2.18) two moment conditions are imposed: 
E[e1 ]=0 and E[s, I F] = 0. The significance of these two conditions is that since 
idiosyncratic returns (random errors) are uncorrelated with the risk factors, the 
covariance matrix of returns can be decomposed into (Garrett and Priestley, 1997): 
FR = £F + Et ll 
(2.28) 
where 1F 'S the covariance matrix of factors (representing systematic or pervasive 
factors) and Ee is the covariance matrix of idiosyncratic returns (representing non- 
systematic or idiosyncratic risk). It is the assumption about the form of E, that 
defines whether the factor structure of returns is exact, strict or approximate. The 
variance decomposition described above holds by construction but factor models can 
go further than that, depending on what kind of assumption is imposed on the 
covariance structure of residual returns Ee: 
5- A quadratic utility function exhibits increasing absolute risk aversion meaning that and investor reduces 
investment in risky assets as wealth grows (Elton, Gruber, Brown and Goetzmann 2003). 
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1. If Ee =0 we have an exact factor model, meaning the variance-covariance 
matrix of stock returns is fully explained by the factor model. 
2. If E. is a diagonal matrix this means that the idiosyncratic returns are 
uncorrelated across assets since the off-diagonal elements of the matrix are 
zero. In this case returns are said to have a strict factor structure (this 
assumption about returns having a strict factor structure is implicit in many 
empirical studies of the APT that will be described in the following sections). 
Thus, the residual covariance matrix on a strict factor model is equal to: 
2 
del 
0 
ýýý o 
... QE 
(2.29) 
3. If we relax the off-diagonal condition from (2.29) we have an approximate 
factor model. This means that E. is non-diagonal, such that idiosyncratic 
returns are correlated across assets, for instance, there exists some correlation 
between stocks belonging to the same industry but not such correlation 
between stocks from different industries. In consequence the matrix E. is 
"sparse" and the off-diagonal is not required to have just zero values. 
The next step after these theoretical underpinnings is to describe the empirical 
analysis of the APT. 
2.5 - Empirical Analysis of the APT 
Analyses of the factor structure of asset returns had been performed before the advent 
of the APT. These were not guided by the pricing implications of the APT but were 
primarily motivated by describing the covariance structure of asset returns (King, 
1966, Elton and Gruber, 1973). The covariance matrix of asset returns is a major 
parameter of the portfolio optimisation problem and a single factor model simplifies 
the structure of this matrix when used with a pre-specified factor (a proxy for market 
return). However, as described in the previous chapter, a single factor model may not 
describe all co-movements of assets and in consequence additional benefit may be 
obtained from using a multifactor model. 
Elton, Gruber, Brown and Goetzmann (2003) argue that tests of the APT are 
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particularly difficult to formulate since all the theory defines is a structure for asset 
pricing: the economic or firm characteristics that may affect expected return are not 
specified. They also argue that any test of the APT is based on equations similar to 
(2.21) and (2.23). That is, a multi-factor return generating process is defined as: 
J 
R; =a, +2: b,, Fj+e; i=1,..., j (2.30) 
The APT model that arises from this return-generating process can be written as 
_J R; =Rj+Lb4AJ 
J_] 
(2.31) 
From equation (2.30) it can be seen that each stock i has a unique sensitivity to each 
F, (which has the same value for all stocks). Therefore the factors F, affect the 
returns on more than one stock and are sources of covariance between securities. The 
b,, s are exclusive to each stock and represent an attribute or characteristic of the 
stock. The A, on equation (2.31) is the risk premium required in compensation for 
the stock's sensitivity to the j`h factor. 
Empirical tests of the arbitrage pricing model involve determining whether: 
1. there exist a few factors that explain stock returns according to the assumed 
returns generating model (i. e. whether the factor betas or coefficients b,, s of 
the factors Fj in equation 2.30 are significant); 
2. the factors are priced, that is, whether the risk premia As on equation (2.31) 
are significant. 
In order to test the APT one must test equation (2.31), meaning that estimates of the 
b,, s are needed. In consequence, to test the APT a procedure similar to Fama and 
MacBeth (1973) two-step procedure is commonly applied. That is, equation (2.30) is 
initially estimated to obtain the b,, s for further use in equation (2.31). However, in 
order to estimate the b,,, s definitions of the relevant factors Fj are needed and the way 
those factors are determined may imply different approaches to test the APT. 
Early empirical tests of the APT used a factor or principal components 
analysis methodology to determine factors and sensitivities (principal components 
analysis is described in chapter 5). Factor analysis or principal components analysis 
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extracts common factors (unobservable variables) from the covariation among stock 
returns. Thus, estimates of a specific set of factors (Fs) and sensitivities (bs) are 
obtained such that the covariance of residual returns (returns after the influence of 
these factors has been removed) is as small as possible. Factor or principal 
components analysis is performed for a specific number of hypothesized factors, and 
solutions for 2,3, or k factors or components are obtained. The determination of when 
to stop the extraction of factors or components is subject to various methods and is 
discussed in detail in chapter 5 of this thesis. 
An alternative approach to factor analytical methods is to pre-determine the 
factors Fj in (2.30) and then estimate the stock sensitivities bs to these factors and 
subsequently the As. When pre-specifying the factors two methods have been used. 
The first is to hypothesize a set of macroeconomic influences that may affect stock 
returns and then to use (2.30) to estimate the bs. These influences might include 
variables such as inflation, exchange rate, interest rates, money supply etc. The 
second method uses firm characteristics such as those often used in tests of the CAPM 
to define the factors. These characteristics may include market capitalisation, book-to- 
market value ratios, earning to price ratio etc (Fama and French 1993). A drawback of 
the approaches described above is the necessity to use the two-step procedure 
developed by Fama and MacBeth (1973) that can cause an error-in-variables problem. 
This problem leads to an alternative approach initially used by McElroy and 
Burmeister (1988), in which the model is jointly estimated in one step, writing the 
APT as a system of non-linear seemingly unrelated regressions (NLSUR). 
2.5.1 - Testing the APT Using Factor or Principal Components Analysis6 
The first empirical test of the APT using a factor analytical approach is attributed to 
Gehr (1978). He applied factor analysis in two stages to a set of 41 individual stock 
returns (chosen from different industries) to obtain an initial set of portfolios with 
minimum residual risk for each factor called factor-mimicking portfolios. (Portfolios 
of assets that mimic factor realizations or factor returns are formed by finding a set of 
weights summing to one across stocks, so that the portfolio has minimum residual risk 
and sensitivity of zero to all factors except the one under study. ) In stage one, factor 
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analysis was applied to the sample covariance matrix in order to generate an estimate 
of the matrix of factor sensitivities, B (called factor loadings in the factor analysis 
literature). In the second stage, a cross-sectional regression of stock returns on B as in 
equation (2.21) gave an initial estimate of factor-mimicking portfolios. Then, for a 
second set of assets (24 industry portfolios), the matrix of betas was estimated by 
time-series regressions of stock returns on the returns of up to three initial factor- 
mimicking portfolios. Finally, the average premium vector was estimated from a 
cross-sectional regression of average returns of the 24 industry portfolios on their 
estimated betas. Gehr used 30 years of monthly data to estimate the vector of average 
risk premium. His main hypothesis was to test whether these risk premia were 
different from zero. Using a three factor model he found over the 30-year period that 
only one of these three, the third factor, showed a relevant risk premium. He also 
analysed three 10-year sub-samples, finding one, none and two factors respectively 
with significant risk premia. As for many initial tests of the APT no interpretation was 
given to the significant factors. 
Roll and Ross (1980) divided 1260 US firms into 42 groups of 30 firms to 
estimate factor risk premia and tested the APT restrictions. Using daily returns over a 
10-year period (July 1962 to December 1972) and a six-factor model obtained through 
factor analysis, they found that in over 38% of the groups, there was less than 10% 
chance that a six factor had explanatory power and in over three-fourths of the groups 
there was a chance a 50% chance that five factors were sufficient to explain the 
covariance between stock returns. Their major conclusion was that at least three 
factors were significant in explaining expected returns but that it was unlikely that 
four factors were significant. Repeating the major drawback of factor analytical 
approach to test the APT, Roll and Ross (1980) did not provide an economic 
interpretation of what these factors were. 
Brown and Weinstein (1983), using the same data set and time period as Roll 
and Ross (1980), tested whether the risk premia were constant across subgroups of 
assets. They used 21 groups of 60 stocks each. Each group of 60 assets was then 
divided into two sub-groups of 30 assets each. Brown and Weinstein applied factor 
analysis to obtain the matrix of factor sensitivities. 
6-An excellent technical review of tests of the APT can be found in Connor and Korajczyk (1995) 
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After obtaining the factor sensitivities they used a three-, five- and seven- factor 
models to test the equality of the risk premia. The hypothesis of equal prices of risk 
was rejected in all factor models tested. 
Chen (1983) analysed daily stock returns over a 16-year period (1963-1978). 
Compared to the previous studies, he substantially increased the number of stocks 
being analysed. Dividing his sample into four sub-samples of 4-years each he used 
1064,1562,1580, and 1378, stocks respectively in each of the sub-samples. He chose 
the first 180 stocks by alphabetical order in each sub-sample, and used factor analysis 
to estimate the factor sensitivities for a ten-factor model. In the next stage he formed 
factor-mimicking portfolios for a five-factor model based on the same 180 stocks. The 
factor sensitivities of the remaining stocks were estimated from their covariances with 
the factor-mimicking portfolios. Next, cross-sectional regressions of the form of 
equation (2.24) were estimated for a five-factor APT. He found that the vector of 
average factor risk premia was significantly different from zero. Chen (1983) also 
investigated whether returns on portfolios of high and low variance stocks produced 
different results when testing the APT. If the APT is valid then these two portfolio 
formation criteria should have the same expected returns (since they have the same 
factor sensitivities), he found no significant difference in returns. Chen applied the 
same procedure to portfolios of large and small capitalisation stocks. He found that 
while all of the point estimates indicated that large firms had lower returns than small 
firms with the same factor risk, this difference was statistically significant in only one 
" of the four sub-periods analysed. 
Cho, Elton, and Gruber (1984) repeated the Roll and Ross (1980) 
methodology using a different time-period and found more factors to be significant 
than Roll and Ross. Cho et al. (1984) concluded that finding additional factors to 
explain expected returns gave not only support to the results of Roll and Ross but also 
support to the APT as a better model when compared to the CAPM. 
Lehmann and Modest (1988) applied factor analysis using daily returns from 
750 firms traded on the NYSE and AMEX. The 750 companies were selected 
randomly over the 1963 to 1982 period. This period was divided into four sub-periods 
of five years. The matrix of sensitivities B was obtained by applying factor analysis to 
the full 750 by 750 returns covariance matrix. After estimating the matrix of factor 
sensitivities Lehmann and Modest constructed factor-mimicking portfolios and a zero 
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beta mimicking portfolio by minimising the idiosyncratic risk of the portfolio subject 
to the constraint that the portfolio only has sensitivity to one factor. Given these 
portfolios they calculated weekly returns on factor mimicking portfolios with five, 
ten, and fifteen factor models. Excess returns of these factor-mimicking portfolios 
were used as factors F in time-series regressions using an equation similar to (2.21). 
All NYSE and Amex firms were allocated to quintile and ventile portfolios. They 
formed two sets of portfolios, one with five portfolios and the other with twenty 
equally weighted portfolios. These two sets of portfolios were then tested using 
different sorting criteria: (i) portfolios formed by market capitalisation, (ii) portfolios 
formed by companies dividend yield (the first portfolio containing all companies with 
a zero dividend yield), and (iii) portfolios formed by ranking companies by their 
sample variance. Lehmann and Modest tested the hypothesis of a=0 in equation 
similar to (2.21) where F represents the returns on factor-mimicking portfolios (the 
hypothesis of a=0 implies that the co-movements of stock returns are totally 
explained by the factors). They found for the five `size' portfolios that a*0 for five, 
ten and fifteen factor models. However, using twenty `size' portfolios the hypothesis 
of a=0 was not rejected. For portfolios based on dividend and sample variance the 
hypothesis of a= 0 was not rejected and the authors conclude that the APT was 
capable of explaining anomalies not explained by the CAPM. 
As an alternative to factor analysis Chamberlain and Rothschild (1983) 
applied principal components analysis to extract components (or factors) from the 
covariation of returns (the differences between factor and principal components 
analysis are described in chapter 5 of this thesis). Chamberlain and Rothschild argued 
that in using principal components analysis one of the -restrictions of the APT (the 
non-systematic components of risk are uncorrelated across securities and the APT 
assumes a strict form) could be relaxed. 
Connor and Korajczyk (1988) sampled a large number of individual assets to 
form factor-mimicking portfolios using monthly data on NYSE and AMEX firms over 
a 20-year period (1964-1983). Similarly to Lehmann and Modest (1988), Connor and 
Korajczyk (1988) divided the sample period into four five-year periods. In each sub- 
sample principal component analysis was applied to returns in excess of the one- 
month Treasury bill return for all firms with no missing monthly returns over the sub- 
sample. Using factor mimicking portfolios, Connor et al. (1988) formed two sets of 
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portfolios to test the APT relation. The first set was built by ranking companies 
according to market value and forming ten equally-weighted portfolios. The second 
set used the entire sample of individual stocks for each sub-sample. Following the 
same procedure of Lehmann and Modest (1988), except that there were ten rather than 
five and twenty portfolios, Connor et al. (1988) tested the hypothesis of a= 0 in an 
equation similar to (2.21). Additionally they tested the January effect (hypothesis of 
stocks returns producing abnormal returns in this particular month) by introducing a 
dummy variable in (2.21) (the choice of a January dummy variable was motivated by 
the inability of the CAPM to explain seasonality in stock returns, Keim 1983). For the 
size-based portfolios they rejected the hypothesis of a= 0 with five- and ten-factor 
models, but the dummy variable was highly significant (implying that the APT was 
capable of explaining the January seasonal effect). The tests using individual assets 
were inconclusive and did not provide evidence to favour the APT over the CAPM or 
vice-versa. They also found that as many as five factors could be present but in 
general the evidence that one factor was predominant was strong (this dominant factor 
was highly correlated to a market index factor). 
A major problem in applying factor or principal components analysis to 
determine the composition of a factor model is that the factors or components derived 
from these methods have no direct economic interpretation. This is the major 
motivation of this thesis: economic interpretation of components obtained using 
principal components analysis. 
Next a summary of studies relating macroeconomic variables and stock returns 
under multi-factor framework is presented. This literature is vast and unfortunately 
the majority of studies are focused on the US. However, there are relevant studies 
where the UK market is the centre of attention and these are summarised in the 
following sections. 
2.6 - Studies Relating Stock Returns to Macroeconomic Variables 
In this section we present a summary of the results from the key papers used as 
reference in this research. We have tried to include the relevant conclusions, together 
with the methodologies adopted by each author. We also have tried to focus our 
attention on three points: 
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1. The choice of macroeconomic variables; 
2. The way innovations in these macroeconomic variables are generated; 
3. Other estimation issues. 
2.6.1 - The Seminal Work 
We start with the seminal work of Chen, Roll and Ross (1986) who test whether 
innovations in macroeconomic variables are risks that are rewarded in the stock 
market. The motivation for this study is the apparent gap between the theoretical 
importance of macroeconomic variables in explaining stock returns and a complete 
ignorance about exactly which variables are empirically important. Chen, et al. (1986) 
select the macroeconomic variables to be tested using the present value model as 
reference. They argue that a macroeconomic variable will be a serious candidate to be 
used as source of information to explain stock returns movements when it has the 
ability to change the discount factor and the dividend cash flow in the present value 
model. Thus, their choice of macroeconomic variables is based on this simple relation 
E(c) 
k 
(2.32) 
where p is the stock price, c is the dividend stream and k is the discount rate. 
The variables that are selected and the way that innovations are generated are 
given in tables 2.2 and 2.3. 
Table 2.2! Chpn_ Rn1L and Ross (1986)-Economic Variables 
Basic Series 
Symbol Variable Definition 
I Inflation Log relative of US consumer price index 
TB Treasury bill rate End of period return 1 month bills 
LGB Long term government bonds Return on long term government bonds 
IP Industrial production Monthly Industrial production 
Baa Low grade bonds Return on bonds rated Baa and under 
EWNY Equally weighted equities Return on equally weighted portfolio NYSE 
VWNY Value weighted equities Return on value weighted portfolio NYSE L 
CG Consumption Growth rate in real per capita consumption 
OG Oil prices Log relative of producer price 
source: linen, Kou ana Koss (i vsoit conomic Forces and the Stock Market" Journal of Business pp383-4U3 
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Table 2.3: Chen. Roll. and Ross (1986)-Innovations 
Innovations or derived series 
MP 
r 
Monthly growth industrial production 10 IP / IP gei r r-ý) 
yp 
r 
Annual growth industrial production 10 IPr / IP ge U pt ) 
E(I, ) Expected Inflation Fama and Gibbons (1984) 
UIr Unexpected Inflation Ir - E(1 rlr-1) 
RHO, Real interest (ex post) TBr-, - Ir 
DEIr Change in expected inflation E(I r,. t, r) - 
E(Iar-t ) 
UPp Risk premium Baa 
r- 
LGBr 
UTSr Term structure LGB, -TB r_, 
source: Chen, Roll and Koss (l9 b)'lconomIc t"orces and the JtOCK Marke! Journal of tsusmess pp. i5)-4u3 
Chen, Roll, and Ross (1986) use simple differencing and log transformations to create 
the innovations on the selected economic variables. The use of innovations in 
economic variables instead of their levels is justified by Chen et al. (1986) as a way to 
create unexpected changes in these variables not incorporated into the pricing relation 
(2.32) and which consequently affect stock prices and returns. They argue that they 
could have proceeded by identifying and estimating a vector autoregressive model and 
used its residuals as the unanticipated innovations in the economic factors. They 
further argue, however, that it seems more interesting and perhaps more robust out-of- 
sample to employ theory to find single equations that could be estimated directly. 
They point out that monthly rates of return tend to be uncorrelated and first 
differencing usually makes the series stationary. The problem of calculating 
innovations using simple differencing and log transformations is that, although the 
final series may be stationary, most of the time the observations are serially correlated 
and as a result the innovations cannot be considered unexpected since investors will 
be able to predict them (the innovations problem is discussed in detail in chapter 4). 
Chen, Roll and Ross (1986) actually fail to produce serially uncorrelated time series 
innovations, as be seen in table 2.4. The Box-Pierce statistic is significant for 24 lags 
at 5% for all macroeconomic variables. The authors recognise the autocorrelation 
problem but unfortunately do not present a solution. 
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Table 2.4: Economic Variables Innovations-Box-Pierce Statistics 24 Lags 
ECONOMIC VARIABLE BOX-PIERCE STATISTIC 24 LAGS 
YP 1,639 
MP 632.9 
DEI 43.33 
UI 85.50 
UPR 52.81 
UTS 57.15 
CG 53.06 
OG 159.0 
EWNY 40.43 
VWNY 37.24 
source: Chen, Kou and Koss (l9Sb)ybconomic Forces and the stock marker Journal of business ppsai-4w 
The inclusion of market indices (EWNY and VWNY, the return on the equally 
weighted NYSE index and the return on the value weighted NYSE index) in the group 
of economic variables is justified by arguing that most macroeconomic time series 
present smoothing and averaging characteristics in short holding periods, such as a 
single month, and consequently these series cannot be expected to capture all the 
information available to the market in the same period. So, the inclusion of market 
indices is a logical step to see how far they are able to explain stock returns when 
other explanatory variables are included in the model. Using a version of the Fama 
and MacBeth (1973) technique, the procedure is as follows. 
a) A sample of assets is chosen. 
b) The assets' exposure to the economic state variables is estimated by regressing 
their returns against unanticipated changes in the economic variables over 
some estimation period. 
c) The resulting estimates of exposure (betas) are used as the independent 
variables in cross-sectional regressions; one for each of the next 12 months, 
say, with asset returns for the month being the dependent variable. Each 
coefficient from a cross-sectional regression provides an estimate of the risk 
premium associated with the economic variable and the unanticipated 
movement in the economic variable for that month. 
d) Steps (b) and (c) are then repeated for each year in the sample, yielding for 
each macro variable a time series of estimates of its associated risk premium. 
The time-series means of these estimates are then tested by a t-test for 
significant difference from zero. 
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To control the error-in-variables? problem that arises at step (c) from using the beta 
estimates obtained in step (b), and to reduce the noise in individual asset returns, 
Chen, Roll and Ross use the standard Fama and MacBeth (1973) procedure and 
group the selected stocks into portfolios. They group stocks using different 
approaches such as beta, firm market value, and level of stock price and after 
alternative experiments conclude that different results are obtained (although they do 
not provide any further evidence of these results). They end up using only market 
capitalisation groups. Chen et al. (1986) results on 20 equally weighted portfolios, 
grouped according to the total market values broken into four sub-periods show 
industrial production, changes in the risk premium (default risk), shifts in the yield 
curve (term structure), changes in expected inflation and unexpected inflation 
(when these variables were highly volatile) to be significant in explaining stock 
returns. The market indices appear to be relevant in the time series regressions (step b) 
with the other macroeconomic variables. However, they do not explain cross-sectional 
differences in the average returns. They come up with a factor model of the form: 
R= a+bMPMP+bDE, DEI +btUI +bUpRUPR+b UTS+e (2.32) 
Chen, Roll, and Ross (1986) also use a consumption series in an attempt to test the 
consumption-based asset pricing model. The results show that the rate of change in 
consumption does not seem to be significantly related to asset pricing when other 
economic variables are included. Finally, they check whether innovations in oil prices 
have the same degree of influence on asset pricing. They find that the overall 
coefficient for the entire sample (1958-1984) is not significant. They also investigate 
the critical period 1968-77 (oil crises in the middle seventies) but again the 
innovations in oil prices appear not to be significant. Despite the drawbacks regarding 
the autocorrelation and the error-in-variables problem, the study is a success not only 
in identifying macroeconomic variables as possible sources of risk but also in 
confirming the existence of a multi-factor explanation of stock returns in the 
American market. 
7- The error-in-variables problem arises in tests of the CAPM and APT using the Fama and MacBeth (1973) two-step procedure 
as the main method of estimation. In the case of factor models (single or multiple), the sensitivities (betas) to the factors are 
assumed to be known (or are first estimated probably with error) and are used as inputs in cross-sectional regressions (the second 
step of the Fama and MacBeth method). If the error-in-variables persists, any further estimation procedure will affect the results 
by producing spurious regression results. 
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They conclude: "Stock returns are exposed to systematic economic news, that they are 
priced in accordance with their exposures, and that news can be measured as 
innovations in economic variables whose identification can be accomplished through 
simple and intuitive financial theory" (Chen, Roll and Ross, 1986 pp 402). 
2.6.2 - Two Early Studies Covering the UK Market 
Beenstock and Chan (1988), after testing the APT using traditional factor analysis, 
find that approximately 20 statistical factors are present in the UK market (see 
Beenstock and Chan 1986). However, they recognise the basic problem that the factor 
analysis methodology does not lead to interpretation of the factors obtained. 
Therefore, they propose to test an alternative methodology for testing the APT where 
they try to identify variables that economic theory suggests would influence stock 
returns. The test of the APT consists of checking if expected returns depend linearly 
on the sensitivity of returns to innovations in systematic variables chosen by 
economic theory. The APT equation is 
K 
E(R,, )=Rft+ 11kbk 
k=1 
(2.34) 
where R, 1 
is the return on a stock i during time t, Rf is the riskless rate of interest, 
IIk, = E(Zk, ) - Rn and Zk is the return to a risk factor as measured by some portfolio 
of stocks. To test this relationship empirically, a proxy for expected returns and 
estimates of the bs are needed. To justify the proposed methodology, Beenstock and 
Chan argue that factor analysis has exclusively been applied to estimating the factor 
sensitivities (the bs). Since such estimates (although statistically efficient) do not 
have any economic interpretation, they suggest an alternative methodology for 
forming estimates that would be related to economic variables. They use the following 
economic variables: The choice of economic variables was based on data availability 
as well as their importance in economy-wide models of the UK (Wallis et al. 1984). 
45 
Table 2.5: Beenstock and Chan (1988)-Economic Variables 
Basic Series 
Symbol Variable 
RTB TREASURY BILL RATE 3 MONTHS 
£M3 STERLING M3 
FM INDEX OF PRODUCER'S PRICE 
RPI UK RETAIL PRICE INDEX 
CMP UK RELATIVE EXPORT PRICES 
WAG AVERAGE EARNINGS IN THE UK PRODUCTION INDUSTRIES 
IDS UK INDUSTRIAL STOPPAGES 
XPT UK EXPORT VOLUME INDEX 
RTL UK RETAIL VOLUME INDEX 
GDP INDEX OG UK GDP AT CONSTANT FACTOR COST 
WP INDEX OF OECD COUNTRIES PRODUCTION 
Beenstock and Chan (1988) begin by defining explicit risk factors. They use the 
discounted dividend model representing the current price of stock, 
co 
it , 
Er(D, 
r+j)Si+ý+yr 
j. o 
(2.35) 
where 8 is the discount rate. They then propose the dividend-generation model 
D, 1= aºX, +ß, 
Y, ß +u11 
(2.36) 
Here X is a vector of K economic variables such as GDP, interest rates, and exchange 
rates, Y is a vector of idiosyncratic variables and u; is a random error indicating that 
the dividend model is stochastic. They insert (2.35) and (2.36) into (2.37) below 
P-P 
R, t 
., +D1, = pit 
(2.37) 
that represents the return on a stock during period t. Here I is the price of stock i at 
the beginning of period t and D, denotes the dividend assumed to be paid at the end of 
the period. The substitution leads to the following solution for ex-post returns: 
R,, =1 
ja, (a, E,., (X,,, )-a, '"'E(X,., )) +ß, (a, E+, (Y", )-a, J+'E(Y+v+u (2.38) 
P , vo 
with yr=y r+i - v,, 
Equation (2.38) states that ex-post returns depend on the current forecast errors of the 
systematic and idiosyncratic variables as well as revisions to expectations about the 
values of those variables in the future. Assuming that forecast revisions are related to 
current forecast errors, then for the of k`" economic variable Beenstock and Chan 
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assert that 
Er+, (Xkt+j)-SEr(X+, ) _ Akzý (2.39) 
with xk, = X,, - S; E, (X,, ) . If 0< 2, k <1 then near expectations are more heavily 
revised than expectations regarding the more distant future. It also implies that 
equation (2.38) can be rewritten as: 
K 
R1, =LbkxL/P., +e;, (2.40) 
k=1 
where bk = 
a'k 
and et= 
Q' (Y` - S' E, (Y`) + v + u, t 
1. 
(1-Sº. lx) 1- > Pºt 
Since the systematic and idiosyncratic variables are defined to be orthogonal, and P., 
is predetermined, then E (x'e,, ) = 0. Hence equation (2.40) yields OLS estimates of 
b, k based on time series regression using observations on R; and xk . 
Before estimating equation (5.25), data are required for the xk variables 
shown in table 2.5. Assuming the discount rate as 8, ý' =I+ E(R,, ) the iterative 
methodology proposed by Beenstock and Chan consists of the following steps: 
i. Generate time series for E, (Xk, ) using, for example, ARIMA models for the 
economic variables under investigation. 
ii. Form the series for xL by making initial assumptions about 8,,, (h = 0) as 
described below, i. e. 
xk,, = X,, - 8, E, (X,, ) where h=1,2,..., H refers to the iteration number. 
iii. Estimate equation (2.40) using x, ý, h (h=1) to obtain initial estimates of bk, (h=1) 
for each of the n securities or portfolios. 
iv. Estimate equation (2.34) using the initial estimates of b, k,, (h=1). If equation 
(2.34) is estimated by cross section methods over the n securities, the fitted 
values may be denoted by E(Rth) . This completes the first iteration (h=1). 
v. Start the second iteration by repeating step (ii) but define x'L2 = X,, -ö' Et (Xk, ) 
where 8, -z' =1+E(R; 1). 
vi. Repeat steps (iii) and (iv) to form E(Ri2) . 
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vii. Repeat step (v) and E(R, 2) from the second iteration. 
viii. Repeat step (vi) to form E(R, 3) and so on. 
ix. Terminate at iteration H E(R, H) = E(R, H_1) within some defined tolerance 
limit. 
According to Beenstock and Chan (1988) "this procedure is similar to the 
`substitution method' that is used to estimate rational expectations (RE) models and 
the econometric principles that are involved are similar. In the RE case the solutions 
from the estimated model are repeatedly proxied for expectations until the implied 
expectations are consistent with the solutions for the model. So it is here, and just as 
in the RE case convergence cannot be guaranteed if the model is misspecified, so in 
our case there is no guarantee of convergence" (pp 33). 
In practice the iteration procedure is initiated by assuming in step (ii) that 
91V =1 + RTB where RTB is the mean value of the Treasury Bill rate over the fitting 
period. This implies that for all stocks or portfolios the Ss are time-invariant. 
Alternatively if the discount rate and the Treasury bill rate vary over time then 
8, -,,; =1 + RTB, + E(R, h_, ) - RTB. In the first iteration E(R, h_, ) = RTB and the discount 
factor is assumed to vary over time as the Treasury bill rate varies. The authors refer 
to this as the `time varying method' of iteration since it depends upon the changing 
value of the Treasury bill rate. 
Beenstock and Chan (1988) collect monthly returns from 760 securities 
extracted from the London Share Price Database and formed 76 portfolios of 10 
securities over the period of testing (October 1977 to December 1983). They 
investigate two methods of testing the APT in terms of equation (2.34). Method A 
consists of using the first T observations to generate innovations in the Xs from 
ARIMA models and estimating equation (2.40) in order to obtain estimates of the bs. 
The remaining T -T, observations are then used to estimate equation (2.34) from 
cross sectional data where expected security returns are proxied by their means. In 
method B, the bs are estimated from odd observations while equation (2.34) is 
estimated from even observations over all T observations. They justify these 
procedures arguing that they parallel the alternatives proposed by Chen (1983) and 
Beenstock and Chan (1986) (both papers refer to early tests of the APT). They find 
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that the interest rate, fuel and material costs, money supply and inflation are priced 
as factors in the UK market. 
Finally when testing the APT they find that method 4 is more sensitive to the method 
of iteration than method B. 
Clare and Thomas (1994) also investigate the relations between 
macroeconomic factors, the APT and the UK stock market. They argue that in the 
long run the return on an individual asset must reflect any systematic influence of 
economic variables. Clare and Thomas look for empirical evidence of the pricing of 
macroeconomic factors in the UK stock market between 1983 and 1990 when sorting 
portfolios by beta and market value. Following the standard procedure for this type of 
study, the economic variables selected by Clare and Thomas are those influencing 
expected dividends or the discount rate in the present value model relation. Clare and 
Thomas select 18 macroeconomic factors and generate their innovations using the 
level of the variable (L), first difference (FD) and first difference of the log (FDL). 
Monthly data were collected, mainly from Datastream. 
Table 2.6: Clare and Thomas (1994) Economic Variables and Innovations 
Basic Series 
Symbol Variable Form 
DEB-GL DEFAULT RISK L 
GL-TB3 TERM STRUCTURE L 
TB3 3 MONTH TREASURY BILL RATE FD 
GOLD PRICE OF GOLD FD 
RC REAL RETAIL SALES FDL 
IND INDUSTRIAL OUTPUT FDL 
CAB CURRENT ACCOUNT BALANCE FD 
OIL OIL PRICE FD 
RPI RETAIL PRICE INDEX FDL 
DY DIVIDEND YIELD FD 
UL UNEMPLOYMENT FDL 
MO MONEY SUPPLY FDL 
DOLL DOLLAR/POUND EX RATE FDL 
TRN STOCK MARKET TURNOVER FDL 
DEB-GL DEBENTURE & LOAN REDEMPTION YIELD FDL 
GL YIELD ON LOG GOVT BONDS L 
GS YIELD ON SHORT GOVT BONDS L 
CNDV CONSOL YLD/DY FD 
BL PRIVATE SECTOR BANK LENDING FDL 
ERM EXCESS RETURN ON THE MARKET L 
source: Glare, Andrew U. and Stepnen, H. 1 nomas (1994). 'Macroeconomic Vactors, l he API and The UK Stock 
Market', Journal of Business Finance and Accounting, 21,3, April, pp309-330. 
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Clare and Thomas (1994) raise an important issue concerning the modelling of 
innovations in the economic time-series. Referring to Chen, Roll and Ross (1986), 
they point out a major problem that arises because simple changes in the rates of 
growth of the variables fail to generate surprises. As we will see in chapter four a 
series generates true innovations if the new transformed series is serially uncorrelated. 
Clare and Thomas (1994) estimate autoregressive models up to lag 12 to avoid 
this autocorrelation problem. Autocorrelation is tested using the LM-test for serial 
correlation at the 12`h order (see table 2.7 below). 
Table 2.7: Clare and Thomas (1994)-LM Test for the Innovations 
VARIABLE LM-TEST LAGS 
Default Risk 1.30 1 
Term Structure 1.12 1 
3 Month T-Bill 0.75 0 
Gold Price 2.01 0 
Real Retail Sales 3.67 1-12 
Industrial Output 1.35 1 
Current Account Balance 1.39 1,2 
Oil Price 1.71 0 
Retail Price Index 2.01 1,12 
Unemployment 4.62 1-12 
MO 1.82 1-12 
$/£ Exchange Rate 0.43 1 
Stock Market Turnover 1.58 1,2,12 
Debenture & Loan Redemption Yield 0.58 0 
Yield on Long Government Bonds 1.04 1 
Yield on Short Government Bonds 1.46 1 
Consol YLD/Dy 0.69 0 
Private Sector Bank Lending 1.93 0 
Source: Clare, Andrew D. and Stephen, H. Thomas (1994). 'Macroeconomic Factors, The APT and The UK Stock 
Market', Journal of Business Finance and Accounting, 21,3, April, pp309-330. 
The F-statistic for the LM-test of 12th order is F(12,150)=1.94. Consequently, Gold 
Price, Real Retail Sales, Retail Price Index and Unemployment still show 
autocorrelation, but nevertheless the results are far superior to those obtained by 
Chen, Roll and Ross (1986) where most of the innovations are autocorrelated, 
indicating that autoregressive models could be a better methodology for estimating 
innovations in the selected economic variables. Clare and Thomas (1994) use the 
following equation to represent the returns- generating process: 
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R;, -Rft = a, +/3,77, +u, (2.41) 
Here R,, is the vector of holding period returns on well diversified portfolios, a, is a 
constant, ß, is the vector of loadings associated with the economic variables, u; is a 
stochastic disturbance term specific to the ith stock, and 77, is a vector of 
macroeconomic surprises at time t. R., is the risk free rate for period t. Estimation of 
the model is done in two steps using a variant of the Fama and MacBeth (1973) 
procedure. The first step uses equation (2.41) to estimate 8, the exposure of the asset 
returns to the economic variables. These coefficients are then used as independent 
variables (betas) in monthly cross-sectional regressions, to provide estimates of the 
risk premia associated with each economic variable. At this stage these are the risk 
premia for each particular month. 
Clare and Thomas (1994) collect end-of-month returns (adjusted for stock 
splits and dividends) on 840 UK stocks chosen randomly from the equity data base 
service of the London Business School for the period January 1978 to December 
1990. This number of stocks is quite surprising since it is well-known that the UK 
market is characterised by thin trading and concentration of business into few big 
companies. Unfortunately, the authors do not address to the thin-trading problem. 
These stocks are grouped into 56 portfolios of 15 equally-weighted stocks using the 
two ordering methods, beta and market value. The portfolio formation is justified by 
Clare and Thomas as an approach to eliminate diversifiable risk and to reduce the 
error-in-variables problem. They cite Fama (1981), who suggests that a portfolio 
containing 15 randomly selected stocks is capable of achieving the benefits of 
diversification. Following Blume (1970) and Friend and Blume (1970), they further 
argue that betas of portfolios are more precise estimates of the true betas than those of 
individual stocks. Clare and Thomas target two main issues: the significance of the 
economic variables in explaining stock returns; and whether alternative portfolio 
formation procedures produce different results. 
Having formed the portfolios they run the time series regressions using 
equation (2.41). They then use the A3; coefficients plus a constant to explain the actual 
cross-sectional return for each month, i. e. one regression for each month, with 56 
portfolios for each element of ß, and the constant. This results in equation (2.42), for 
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each month t, 
R,, - Rft _ A0, +ß,,, /3p+vp, (2.42) 
The A,, are the estimates of the risk premium associated with the economic variables 
and v., is a random disturbance term. Finally, the time-series of .s are tested for 
significance using the following t-test: 
Nfn- 
(2.43) 
where A, is the mean value of the ith estimated risk premium, s(2, ) is the standard 
deviation of 2, and n is the number of observations. In order to achieve the final 
results the authors start by estimating a general model and using relation (2.43) to 
eliminate factors with no statistical power. Thus, after each estimation they eliminate 
the least significant variable and re-start the process, stopping when all the remaining 
variables are statistically significant. The results found by Clare and Thomas are both 
encouraging and disappointing. Disappointing, because the constant is positive and 
significant, indicating that the factors used are not an adequate description of the 
returns-generating process (a large portion of excess returns is not explained by the 
factors selected). Encouraging, because using beta-sorted portfolios they find seven 
macro variables to be significant. They are: oil price, debenture and loan redemption 
yield, default risk, consol, yld/dy8, retail price index, private sector bank lending, 
and current account balance. When using market value sorted portfolios they find 
only the consoL yld/dy, and retail price index to be significant but here the constant 
term seems to be insignificant. They note that a zero intercept is an important property 
of a sensible asset-pricing model explaining excess returns. They conclude by 
suggesting that the significance of the macro-factors might be sensitive to the 
portfolio grouping method applied, and that this sensitivity might arise because beta 
and market value portfolios produce different spreads of risk and return (affecting the 
ability of the model to distinguish between the competing macroeconomic 
innovations). 
8- Variable defined by market practitioners as the ratio of the consol to the equity market dividend yield. 
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2.6.3 - Alternative Models, Innovations and the APT Factor Structure 
This section is also focused on studies for the UK market. However, each of the 
papers summarised presents a particular issue to be investigated. These issues cover 
alternative models, the generation of innovations and assumptions about the APT 
factor structure. 
2.6.3.1 - An Alternative Model 
Cheng (1995) presents a study using UK data in which the main objectives are to 
analyse the relationships between stock returns and economic indicators and to 
identify the set of economic variables corresponding most closely to stock market 
factors obtained from traditional factor analysis. He introduces the use of canonical 
correlation to this type of study, arguing that the technique is be able to identify the 
linkage between the factor scores on a set of stock returns and those of a set of 
economic variables, thereby allowing the researcher to go one step further than 
traditional factor analysis. Canonical correlation analysis is defined as a way of 
measuring the linear relationship between two multidimensional variables. It finds 
two bases, one for each variable, that are optimal with respect to correlations. At the 
same time it finds the corresponding correlations. In other words, canonical 
correlation analysis focuses on the correlation between a linear combination of the 
variables in one set and a linear combination of the variables in another set. The idea 
is first to determine the pair of linear combinations having the largest correlation and 
next to determine the pair of linear combinations having the largest correlation among 
all pairs uncorrelated with the initially selected pair and so on. The pairs of linear 
combinations are called canonical variables and their correlations are called canonical 
correlations. The canonical correlations measure the strength of association between 
two sets of variables. The maximisation aspect of the technique represents an attempt 
to concentrate a high-dimensional relationship between two sets of variables into a 
few pairs of canonical variables. 
9-Canonical correlation analysis (CCA), developed by Hotelling (1936), is used in different fields of research such as economics, 
medical studies and meteorology. 
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Cheng (1995) collects 288 monthly stock returns from January 1965 to December 
1988 using the London Share Price Database. To apply factor analysis on this sample 
of stocks he emphasises that two basic requirements should be followed. First, 
variables with missing observations for any variable in the analysis have to be omitted 
(zero is a legitimate observation, so it might have been possible to insert zero to 
replace the missing observation, although Cheng is silent about this possibility) 
because calculation of correlations requires simultaneous observations. Second, the 
returns of the securities are required by factor analysis to have a multivariate normal 
distribution. Cheng applies the Kolmorogov-Smirnov test to check whether a set of 
observations is from a completely specified continuous distribution. This test is used 
to decide if a sample comes from a population with a specified distribution (e. g. 
univariate normality). The final sample, after applying the above procedures, is 
reduced to sixty-one stocks (this sample could be size-based if there is a 
preponderance of missing observations in small capitalisation stocks, but again Chen 
is silent about this matter). The sixty-one sample securities are grouped according to 
the industry classification used by the Stock Exchange and the Institute of Actuaries 
(for example, industries are classified as capital goods, commodity goods, consumer 
goods durable, consumer goods non durable, financial and others). 
Cheng (1995) estimates the number of factors affecting UK stock returns by 
maximum-likelihood factor analysis (MLFA). This method identifies not only the 
number of factors but also their factor loadings and factor scores. He finds two factors 
as significant in the UK market. Next, he selects economic variables using the present 
value model as a framework. Innovations are estimated by first-differencing, for three 
reasons: 
1. Differences facilitate comparison with stock returns; 
2. First-differencing tends to make the series stationary; 
3. Innovations imply unexpected changes in the economic variables. Thus if 
macroeconomic variables follow random walks, the first differences can be 
seen as unexpected values which are then unanticipated innovations in the 
selected economic variables. 
Cheng, however, does not provide any evidence that the estimated innovations are 
really random walks (no serial correlation tests such as Ljung-Box or LM test for 
high-order serial correlation were performed). Cheng also applies factor analysis to 
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build up independent economic factors from his choice of economic variables in the 
UK. The monthly returns of the economic and financial variables are subjected to 
MLFA to determine the number and factor loadings of the common factors. Table 2.8 
shows the economic variables identified and grouped by their factor loadings. 
Table 2.8: Economic Variables Grouped by Factor Loadings 
IDENTIFICATION OF THE ECONOMIC VARIABLES GROUPED BY FACTOR LOADINGS 
Factor 1 FT Actuaries Industrial Share price Index 0.9590 
FT Actuaries Goods Share price Index 0.9070 
FT Actuaries Financial group Share price Index 0.8875 
Financial Times actuaries 500 Share price Index 0.8822 
FT 30 Share price Index 0.5876 
Central Statistical Office's Longer leading Indicator 0.3401 
Average gross redemption Yield on 20 year Government 
Securities 
-0.3725 
Factor 2 Central Statistical Office's Longer leading Indicator 0.8061 
Money supply M1 End Quarter Level 0.4167 
UK FT Government Securities Price Index 0.3306 
Wholly Unemployed Rate in Great Britain 0.3249 
Lagging Indicator -0.6267 
UK Interest Rate on 3-Month Bank Bills -0.5369 
UK Gross Redemption Yield on 20 Year Gilts -0.3997 
Factor 3 Coincident Indicator 0.8595 
Gross Domestic production Average 0.7687 
Shorter Leading Indicator Estimate 0.7292 
industrial Production - Total (volume) 0.4101 
Consumers Expenditure on Durable Goods 0.3903 
Source: Cheng, A. C. S. (1995), ""lbe UK stock market and economic factors: A new approach". Journal of 
Business Finance & Accounting 22(l), January 
Based on the table above, Cheng (1995) emphasises that factors 1 and 2 embody the 
major macroeconomic variables representing the stock market, money supply, 
industrial production, and the labour market. He then investigates the relationship 
between UK security returns and economic indicators. The canonical correlations are 
the association between the factor scores of the security returns and the scores of the 
economic factors. If the correlations between the factor scores for corresponding pairs 
of factors are statistically significant, then they imply the factor comparability of stock 
returns and economic forces. The results show that market return remains the 
dominant factor although the second factor is positively related to the longer leading 
indicator, money supply, government securities price index, and unemployment 
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rate. Cheng concludes that "the market factor alone appears to incorporate most of 
the information contained in the underlying multiple factors" (Cheng 1995, p. 141). 
2.6.3.2 - The Generation of Innovations 
Priestley (1996) criticises the way innovations are generated in studies such as Chen, 
Roll and Ross (1986) and Clare and Thomas (1994). He argues that when testing the 
APT using pre-specified factors, the tests rely on the assumption that stock prices 
react to news regarding macroeconomic and financial variables. If stock prices react 
to unanticipated news regarding macroeconomic and financial variables agents will 
form expectations of the factors that command a risk premium in asset markets. This 
implies that when testing the APT it is necessary to have an expectations-formation 
process in order to generate the unanticipated components that enter the APT 
specification. Priestley's criticism starts from this point. Studies such as Chen et al 
(1986) Clare and Thomas (1994) fail to provide unanticipated components. In other 
words, these studies do not generate innovations in macroeconomic and financial 
variables that are mean-zero and serially uncorrelated white-noise processes. 
Consequently, Priestley aims to show that, depending on the way innovations in 
macroeconomic and financial variables are generated, results could be misleading in 
terms of identifying the appropriate set of risk factors. In particular he criticises the 
two techniques that are extensively applied to calculate innovations: the rate of 
change and autoregressive models. 
The rate of change uses the first difference of the selected economic variable. 
It is assumed that after differencing the variable follows a random walk so that the 
expectation is simply the current value. This means that all information is included in 
the most recent observation and therefore that agents do not make use of past 
information beyond this. As observed by Chen et al. (1986), this technique fails to 
create serially uncorrelated innovations. Thus, the basic criteria of zero 
autocorrelation and white-noise processes are not achieved. 
Autoregressive models, on the other hand, are capable of generating 
innovations that are white-noise processes. This means that investors or economic 
agents use autoregressive models to form expectations and that innovations are the 
residuals from these models. However, Priestley (1996) argues that autoregressive 
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models do not stop agents from making systematic forecast errors. Furthermore, to 
achieve serially uncorrelated residuals the information requirements of such models 
are very restrictive (economic agents are supposed to know the true structure of the 
model up to a set of white-noise errors). This suggests the necessity of an alternative 
model to generate forecast errors that are mean zero and serially uncorrelated. The 
alternative procedure assumes that, rather than knowing the true model and its 
parameters, agents use a simple linear model with time-varying parameters that 
approximates a true complex model. Under this framework agents learn and update 
their expectations as more information becomes available, such that the problem of 
estimating an expectations series and generating the unanticipated components 
becomes one of signal extraction. This can be modelled using the Kalman Filter. 
The idea that different ways of generating innovations causes different results 
in terms of identifying the relevant economic variables comes from Ross (1976) who 
uses a return generating process as a function of k systematic risk factors; 
R, 
r = 
E[R1, ]+b, l fl, +... +bk fk +u; 1 
(2.44) 
Here R,, is the return on asset i in time t; E[. ] is the expectations operator; bk is the 
sensitivity of asset i to the k" factor; fk, is the k`h factor with E[fk, ]=0 and u;, is 
an error term which represents idiosyncratic returns, with E[u;, ]=0, E[fk,, u ]=0 
and E[u,,, ui, ]=0 when iýj. Rearranging (2.44) leads the following expression for 
unanticipated returns: 
R,, -E[R,, ] =bý1f, +... +b, kfk, +u,, (2.45) 
The 1: h factor is defined as 
.fr= 
(X,, - E, -, 
[X 1) (2.46) 
where X,, is the actual value of the 11h observed factor at time t and E, _, 
[X ] is the 
expectation taken at time t -1. This definition of factors raises two issues. First, the 
assumption E[ f ]=0 must be satisfied. This can be achieved if f., has zero mean by 
construction. Second, the expectations-formation process regarding X may alter the 
form of f,., depending on the way this process is represented (rate of change, 
autoregressive models or the Kalman Filter). We will next present the basic equations 
(Priestley 1996) to create innovations using the Kalman Filter, but a more detailed 
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explanation of this methodology will be given in chapter 4. 
In its simplest case the Kalman Filter specifies an expectations-generation 
process as a simple unobserved components model. Let X, be the variable of interest 
and XX the expectation of X, . Shocks to X1 and 
X, are statistically independent and 
changes to X; are time-varying, with parameter y, _, evolving as a random walk. 
The 
model is defined as: 
X, =x, * +U, (2.47) 
x, = X; , +Y, _, +ý', 
(2.48) 
= Yt-l + Cot (2.49) 
Here u,, ý, and co, are white-noise processes. Equation (2.49) is the measurement 
equation while equation (2.48) is the transition equation determining the path of the 
expectation X, . This type of model is intuitively appealing when information evolves 
as a random process, because these equations characterise the stochastic environment 
that agents face when expectations are assumed to be generated by a stochastic trend 
model. The residuals from these models, if not auto-correlated, are inputs into the 
APT or factor model as unexpected components. In the case of autocorrelated 
residuals a more general structure is specified, using an autoregressive model with 
time-varying parameters as the expectations-generating process. The measurement 
and transition equations then take the form: 
X, =, 6,, x, -; +c1 (2.50) 
9, =8,, _, +w 
(2.51) 
where (2.50) is the measurement equation and (2.51) is the transition equation which 
models the time-varying parameter as a random walk. Using the notation of Harvey 
(1989), the workings of the Kalman Filter are demonstrated in estimating equations 
(2.47) and (2.48) setting up the model in state space form by defining the following 
vectors and matrices: 
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Z' = [1, o], 
a, =[xx, y, , 
10 (2.52) 
0 
01' 
V=[ß,, w, } 
The measurement and transition equations are: 
ý'ý = z'a1 + U, (2.53) 
at = Oa, _, + v1 
(2.54) 
where u, has variance QZh, and v, has variance a2Q1. Defining ä., _, as 
the best 
estimate of a, _, and 
P, 
_, as 
the covariance matrix of ä, _, 
leads to the following 
prediction equations: 
ä1r-1 = oat-] (2.54) 
P,,, 
-, =OPr-1D'+Q, 
(2.55) 
The prediction equations are updated as observations on X, become available, 
thereby updating the estimate of XX . The updating equations are given by: 
ýxý =alb, -t +Pr1r-, z, 
(X, -z, ä111_1)/ztP,,, -, zr 
+hr (2.56) 
Pi = Pr1r-t -Pr1r-1z1z'Pr, r-t 
/z Prir-1Z, +hr (2.57) 
The prediction and updating equations define the Kalman filter. The likelihood 
function can then be expressed as a function of the one-step-ahead prediction errors 
and the model can be estimated by maximum likelihood. 
The macroeconomic and financial factors selected by Priestley (1996) are in 
table 2.9: 
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Table 2.9: Priestley (1996)-Economic Variables 
Macroeconomic and Financial Factors 
Factor Variable 
f1 Default Risk 
f2 Industrial production 
f3 Exchange Rate 
f4 Retail sales 
f5 Money Supply 
f6 Unexpected Inflation 
f7 Change in Expected Inflation 
f8 Term Structure of Interest Rate 
f9 Commodity Prices 
f10 Market Portfolio 
Source: Priestley, Richard (1996). 'The Arbitrage Pricing Theory, Macroeconomic and Financial Factors, and 
Expectations Generating Process', Journal of Banking and Finance, 20, pp 869-890. 
Priestley's choice of variables is based on previous studies from Chen et al. (1986), 
Beenstock and Chan (1988) and Clare and Thomas (1994). He argues that the 
rationale for choosing these factors stems from the results of the cited studies. He 
obtains innovations on these selected variables using the rate of change, the 
autoregressive time-series methodology, and the Kalman Filter. Since the unexpected 
components must be mean-zero and serially uncorrelated, he first applies the rate of 
change procedure to the selected variables, followed by a , r2 test for first-order serial 
correlation. He finds that only industrial production is serially uncorrelated. 
Consequently he argues that the rate of change fails to meet the requirements for 
innovations. Next he specifies a time-series regression, with the aim of removing any 
time dependence in the series by using lags of the dependent variable. In order to 
achieve a stationary form of the variables he uses 12 lags of the dependent variable in 
the following equation 
X, = a0 + S; X, _, + u, 
(2.57) 
The model is simplified by eliminating insignificant lags to find a parsimonious 
version, which is considered to be the model employed by agents to generate 
expectations. The Z test for first-order serial correlation is applied in order to show 
that the autoregressive methodology satisfies the requirement of serially uncorrelated 
residuals. Priestley then checks the stability of the equations using recursive least- 
squares estimation (RLS). The RLS estimator provides an estimate at each point in 
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time for the coefficient on the lagged variables in the autoregressive model. One 
requirement of the autoregressive models is that the estimated parameters must be 
stable if they are to be employed as mechanisms for expectations generation. That is, 
if agents are assumed to use past information efficiently, then they would take account 
of these changes over time. He finds that with the exception of inflation all the 
parameters exhibit instability as shown by one-step ahead Chow (1960) tests. 
Priestley (1996) concludes that if agents use past information efficiently, then they 
should take into account of changes in coefficients over time. The use of 
autoregressive models appears to eliminate this possibility and may result in agents 
making systematic forecast errors. Therefore, the use of autoregressive models, 
although providing the requirement of serially uncorrelated residuals provides an 
expectations formation process that allows out agents to make systematic forecast 
errors. 
To estimate the innovations using the Kalman Filter, Priestley (1996) employs 
two years of data prior to the APT estimation period, arguing that this approach 
should provide estimates that agents can be assumed to use, and subsequently update, 
as each new period arrives. He uses equations (2.47) and (2.48) to estimate the 
unobserved factors and tests for first-order serial correlation in the same way as for 
the rate of change and autoregressive models. When first-order serial correlation is 
detected he uses equations (2.50) and (2.51) (which are time-varying auto regressive 
models) and again tests the residuals for serial correlation. In the first estimation, 
money supply, retail sales, industrial production, and the term structure show 
evidence of serial correlation. Applying the time-varying equations to these variables 
results in elimination of the serial correlation problem. 
To compare the Kalman Filter with the auto regressive results, Priestley 
(1996) plots the time-varying coefficients from the models (coefficients are obtained 
from the RLS regressions) with time-varying parameters and concludes that these 
plots show a substantial variation over time. The variation detected in the innovations 
from the Kalman Filter plots is an indication of the updating process that follows the 
arrival of new information. This means, in his view, that the expectations generated 
from the Kalman Filter overcome the restrictive nature of the autoregressive models 
regarding the stability of the parameters of the model and allow investors to use a 
learning process. As a result the Kalman Filter is more likely to reflect investors' 
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expectations, and meets the requirement that the unanticipated components are 
innovations. Nevertheless he tests the APT using the unexpected components 
generated by all three methodologies described. 
When testing the APT, Priestley (1996) avoids the Fama and MacBeth (1973) 
two-step cross sectional regression methodology because of its well known 
econometric flaws. The estimation process used by Priestley is based on a non-linear 
three-stage least-squares technique from Burmeister and McElroy (1988). The 
expected return on stock i is defined as 
k 
E[R; 1 l= 
20 +by Aj (2.60) 
i=1 
where, b, is the sensitivity of stock i to the j' factor, 20 is the return on a risk free 
asset and A_, is the price of risk associated with the Jib factor. Substituting (2.60) into 
(2.44) and expressing the equation in terms of excess returns results in 
kk 
Pu =Eb, ýA, ý +ýbyf" +u, 
(2.61) 
J. 1 J-1 
where p,, is the excess return on stock i, defined as R,, - A0 , 
and f = (X,, - E, _, 
[X ]). The non-linear three-stage least-squares technique 
provides joint estimates of the risk premia and the sensitivities and allows testing of 
the cross-equation restriction that the price of risk is equal for all assets. To see how 
the cross-equation restrictions arise, assume the following unrestricted version of the 
model: 
k 
=a, + bof, +ear 
j. 1 
(2.62) 
Looking at equations (2.61) and (2.62) the cross-equation restriction that the price of 
risk is equal across assets is a, =j bAj for all i. 
k 
Priestley (1996) selects stock prices for 69 randomly selected United Kingdom 
companies from December 1979 to August 1993, providing a system of sixty-nine 
equations plus an extra equation for the market index. For each of the three methods 
used to calculate innovations he begins by estimating the 70 equations with all factors, 
testing the cross-equation restrictions. Given that the restrictions hold, he deletes 
insignificant factors and reestimates the model. This procedure is repeated until only 
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significant factors are left. The inclusion of the market index is justified by Priestley 
as follows: `Burmeister and McElroy (1988) raise the issue of whether it is 
appropriate to treat the market index as an exogenous variable when it is included as a 
factor. The possible endogeneity of the market arises because it is possible to 
generalise the APT to allow for unobserved factors which are proxied by individual 
securities not included in the sample. In substituting out the unobserved factors the 
resultant model contains an error term which is not, in general, independent of the 
unobserved factor' Priestley (1996 pp883). For the APT model with factors obtained 
from the rate of change method Priestly finds seven significant factors: default risk, 
unexpected inflation, real industrial production, commodity prices, the change in 
expected inflation, the money supply and the return on the market portfolio. For the 
APT model with the factors generated from the autoregressive method he finds five 
factors: real industrial production, unexpected inflation, real retail sales, commodity 
prices and the return on the market portfolio. Finally, for the APT with the factors 
calculated from the Kalman Filter method he finds the significant variables to be 
default risk, exchange rate, money supply, unexpected inflation and the return on 
the market portfolio. 
According to Priestley (1996), these results reveal little consistency between 
the alternative methods with regard to the factors found to be significant and their 
estimated signs. To assess the best methodology Priestley tests the relative 
performance of the APT using the three different methods, using both in-sample and 
out-of-sample analysis. In order to assess the in-sample performance of the model he 
follows Mei (1993) and calculates a measure of mispricing in the APT models. The 
measure of mispricing is 
r =Yo +Y1E[r, ]+v, (2.63) 
where r, is the actual return on asset i, E[r, ] is the expected return on asset 
i calculated as b is the measure of mispricing, and v; is an error term. , ýý, ý , yo k 
The in-sample analysis clearly favours the Kalman Filter methodology, as shown in 
table 2.10. 
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Table 2.10: Measure of Annual Mispricing based on Innovations Methodology 
INNOVATIONS METHODOLOGY MEASURE OF ANNUAL MISPRICING 
Rate of Change 3.1% 
Auto Regressive Models 2.1% 
The Kalman Filter 1,63% 
Source: Priestley (1996) 
To assess the out-of-sample results, Priestley (1996) estimates the three models with 
and without the market index, plus a further model with the market index as the only 
factor. The aim of omitting the market index is to test single-factor and multi-factor 
explanations. To analyse the performance of each model he calculates the mean- 
square error between the forecasted stock returns and their actual values. The out-of- 
sample results suggest that the APT model (market index included) with the Kalman 
Filter innovations provides the smallest mean-square error (although the differences 
between the Kalman Filter and autoregressive innovations are small). The models 
where the market index is omitted also show the Kalman Filter to perform better than 
the two remaining models (which both show a reduction in ability to explain out-of- 
sample returns). Finally the model containing only the market index as a factor 
presents mean-squared errors greater than all the other APT models. These results 
confirm the existence of a relationship between economic variables and stock returns 
(the superiority of the multi-factor over a single factor explanation). They also 
suggest that the Kalman Filter innovations perform better than the rate of change and 
autoregressive models. 
2.6.3.3 - Other Estimations Issues in Identifying Economic Variables 
Clare, Priestley and Thomas (1997) raise two main issues in their empirical test of the 
APT in the UK Market: the use of Fama and MacBeth (1973) two-step methodology 
and the structure of the variance-covariance matrix of stock returns. They compare the 
Fama and MacBeth procedure against an alternative methodology and simultaneously 
test the impact of assuming strict or approximate structures for the variance- 
covariance matrix of asset returns. The alternative methodology, developed by 
McElroy, Burmeister and Wall (1985) and subsequently applied by Burmeister and 
McElroy (1988), involves a joint estimation of the parameters of the APT, employing 
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a simultaneous non-linear least squares estimator (NLLS). Clare et al. (1997) argue 
that the main advantage of NLLS estimation over the Fama and MacBeth (1973) 
methodology is the absence of the errors-in-variables problem. 
Clare, Priestley and Thomas (1997) begin by using the APT of Ross (1976) 
where the vector of n asset returns R can be written as: 
R=E[R]+Bf+u (2.64) 
Here f denotes a vector of k factors, B is a (N x k) matrix of asset sensitivities to the 
k factors and u is a vector of n idiosyncratic returns. Equation (2.64) has the 
assumptions E[f]=O, E[u]=O and E[fu'] =0. The assumption that factors are 
uncorrelated with idiosyncratic returns, E[fu'] = 0, allows the covariance matrix of 
asset returns E to be written as the sum of two matrices. Thus 
ER-FrF-FEU (2.65) 
Here EF is the covariance matrix of the factors, and EU is the covariance matrix of 
idiosyncratic returns. It is the assumption about the form of EU that determines 
whether the factor structure of returns is strict or approximate. Ross (1976), for 
example, assumes that EU is a diagonal matrix, which means that idiosyncratic 
returns are uncorrelated across stocks (since the off-diagonal elements of the matrix 
are zero). In this case, the returns are said to have a strict factor structure. As an 
alternative, Chamberlain and Rothschild (1983) show that the APT still holds under 
the much weaker assumption where Eu is non diagonal, meaning that the 
idiosyncratic returns are correlated across assets. The non-diagonality of Eu implies 
that the first k eigenvalues of ER are unbounded as the number of stocks approaches 
infinity, while the k`" +1 eigenvalue is bounded. That is, the first k eigenvalues 
increase as the number of stocks increase while k`" +1 eigenvalue of ER is less than 
the largest eigenvalue of EU. In this case returns have an approximate k-factor 
structure. The question here then is the extent to which the assumed structure of Eu 
matters. 
To overcome the error-in-variables problem inherited by the Fama and 
MacBeth two-step procedure, Clare, Priestley and Thomas (1997) adopt the approach 
of Burmeister, McElroy and Wall (1985). This approach treats the APT as a system 
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of non-linear seemingly unrelated regressions (NLSUR) and permits a joint estimation 
of all parameters at the same time (sensitivities and prices of risk are estimated 
jointly). The error-in-variables problem does not arise and there is no need to form 
portfolios when NLSUR is the method of choice. This technique also allows the factor 
structure assumption to be tested. This specification of the APT under the nonlinear 
time series methodology used by Burmeister, McElroy and Wall (1985) is obtained by 
substituting the risk premium equation E[R] ), i +AkB and stacking equations for 
the n securities to give 
R-. ý _ {IN 0 [(2'®l. )+F]}B+u (2.66) 
Here R is an (NT x 1) vector of stock returns, A is a (k x 1) vector of prices risk, F is 
a (T x k) matrix of observations on the k factors, B is an (Nk x 1) vector of 
sensitivities, IN is an (N x N) identity matrix and 0 is the Kronecker product 
operator. If the system is not supplemented by an equation for the market index from 
which the equity market risk premium can be estimated, and the market index is not 
included as a factor, then the NLSUR estimators for the APT model are those values 
of B and % that solve the following minimisation problem: 
minz, B u'(Ü ®I,. )u (2.67) 
In equation (2.67) u is derived from (2.66), X is the residual covariance matrix 
from estimating (2.66) with (A' G tr)B replaced by a constant and IT is an 
(T x T) identity matrix. The system can be extended to include an equation for the 
market index, in which case the market index must be treated as endogenous and the 
system estimated by non-linear three stage least squares (NL3SLS). To obtain 
estimates of A and B from a strict factor structure the variance-covariance matrix of 
idiosyncratic returns E' for the system is constrained to be diagonal, otherwise the 
A and B are estimates from an approximate factor model. 
The data used in the study were taken from Clare and Thomas (1994). 
According to Clare et al. (1997) this allows then to compare the two methodologies 
directly. The data consists of 56 size-sorted portfolios each comprising 15 equally- 
weighted stocks from a random subset of the London Share Price Data Service 
(LSPD). The portfolios are reordered according to market capitalisation at the 
66 
beginning of each year. The selected economic variables represent a simplified set of 
the 18 macroeconomic factors considered by Clare and Thomas (1994). All the 
variables are collected from DataStream 
In order to generate innovations in the economic variables Clare et al. (1997) 
estimate autoregressive models up to lag 12 for each of the variables. They simplify 
these models according to misspecification tests and collect the residuals as the 
innovations in each of the underlying macroeconomic factors. They emphasise that 
the residuals used as innovations are all mean-zero, and serially uncorrelated. The 
macroeconomic variables are transformed using primarily the first differences and 
first differences in logs, except for the default risk measure which is the difference 
between two rates. These transformations are all calculated before estimating the 
autoregressive models, to rend the series as stationary. The transformed series are 
given in table 2.11: 
Table 2.11: Transformed Economic Variables 
Variable Transformation 
Retail Price Index 1st difference of logs 
The Gilt to Equity Yield Ratio(GEYR) 1st difference of the ratio of the yields on UK government consols 
to the aggregate equity market dividend yield 
Oil Prices 1st difference in the dollar per barrel oil price 
Debenture Yield 1st difference 
Default Risk difference between the debenture yield and a long UK Bond 
Retail Bank Lending 1st difference of logs 
Source: Clare et a[. (1991) 
When using the non-linear least squares method to estimate a strict factor version of 
the APT for the UK market, none of the factors is found to be significant. However, 
when an approximate factor structure is considered using the non-linear estimation 
five factors are found to be significant. They are Retail Price Index, The Yield on an 
Index of Debenture and Loan Stock, Default risk, Private sector Bank lending, and 
Excess return on UK market. The main conclusion is that the error-in-variables 
problem (EIV) attached to the Fama and MacBeth estimation may arise from the 
assumed form of EU 9 i. e. strict or approximate structure. In the authors' own words: 
"Our results indicate that employing the traditional two-step procedure and employing 
a correction for EIV can lead to the conclusion that the APT is not an empirically 
valid model for the UK stock market. However, the traditional two-step estimator is 
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consistent with the results from a non-linear simultaneous equation estimator when 
the covariance matrix of residuals is constrained to be diagonal. This should be of no 
surprise since they are asymptotically equivalent, i. e. they both assume that returns 
follow a strict factor model. We show that by allowing for the existence of an 
approximate factor structure, five factors are priced in the UK stock market "(Clare, 
Priestley and Thomas 1997, pp653-654). 
Garret and Priestley (1997) also investigate the importance of the factor 
structure when empirically testing the APT. This study is very similar to that of Clare 
et al. (1997) and investigates the extent to which the assumed structure of the 
covariance matrix of idiosyncratic returns delivers different results when testing the 
APT. Quoting Connor and Korajczyk (1993), Garret and Priestley believe that, under 
a strict factor structure, industry-specific factors that are assumed to be diversified 
away might show strong correlations across idiosyncratic returns of firms within an 
industry. As a result they should be treated as pervasive, implying a lifting of the off- 
diagonal restriction imposed by a strict factor structure. Consequently the main issue 
investigated by Garret and Priestley is whether returns in the UK market have a strict 
or an approximate factor structure and they analyse the empirical importance of the 
factor structure assumption. The methodology applied is exactly the same as that 
adopted by Clare, Priestley and Thomas (1997). They apply non-linear seemingly 
unrelated regression estimation (NLSUR) to estimate all parameters simultaneously, 
arguing that this technique not only avoids the EIV problem inherent in the Fama and 
MacBeth methodology but also allows testing of the APT relation using a strict or an 
approximate factor structure. To generate the innovations in the selected economic 
and financial variables the Kalman Filter technique is applied in the same way as 
Priestley (1996). The models are either simple unobserved-components models or 
time-varying parameter autoregressive models, reflecting the fact that agents learn and 
update their expectations over time. The model chosen is that which generates white 
noise residuals. The data for the macroeconomic variables and the models used to 
obtain the factors are listed in the table below: 
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Table 2.12: Transformed Economic Variables 
Unexpected Inflation ; Tt - Er-1 irr ) where a is the change in the log of the UK 
retail price index. The model used to generate the expectations 
is an AR(1) model 
Expected inflation Er (91,1 )- Er-1 (irr) where a and the model used to 
generate the expectations are defined above 
Real Industrial Production Log of UK industrial production deflated by the UK producer 
price index; unobserved components model 
Real Retail Sales Log of UK retail sales deflated by RPI; AR(I) model 
Real Money Supply Log of UK currency in circulation deflated by RPI; AR(2) 
model 
Commodity Prices Log of the IMF All commodity price index; unobserved 
components model 
Term Structure 1, - l1_1 where I is the yield on the UK government long 
term bonds and I is the yield on the UK short term bonds; 
AR(1) model 
Default Risk Defined as the difference between the FTA debenture loan 
stocks redemption yield and the yield on the UK government 
long term bonds; unobserved components model 
Exchange Rate Log of the sterling effective exchange rate; unobserved 
components model 
Market Portfolio Returns on the FT all share index minus the one month 
treasury bill rate 
Source Garret and Priestley (1997), `Journal of Business Finance & Accounting, 24(2) March pp259'. 
Garret and Priestley (1997) obtain similar results to those of Clare, Priestley and 
Thomas (1997). Under a strict factor structure no economic variables are found to be 
significant. However under an approximate factor structure they find six factors 
significant at the 10% level or less. They are unexpected inflation, industrial 
production, money supply, default risk, exchange rate, and the excess returns on 
the market portfolio. 
Priestley (1997) adds a new ingredient to studies using multifactor models. In 
this paper he investigates not only the relation between stock returns and economic 
variables but also seasonality, arguing that it is well known that security returns 
exhibit seasonal patterns. However, researchers are not sure why these seasonal 
patterns exist. Priestley asserts that higher returns might be explained as a 
compensation for the risk associated with some macroeconomic factors at certain 
times of the year. Thus, he estimates a multifactor model to examine this issue, 
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applying the methodology of Clare et al. (1997) and Garret and Priestley (1997). He 
assumes an approximate factor structure and uses a non-linear seemingly unrelated 
regression estimation to estimate all parameters simultaneously. He departs from the 
basic model of equation (2.64), questioning the traditional use of this model in 
empirical tests that impose constancy in the expected returns across all months. He 
proposes an alternative representation by estimating two separate models in order to 
arrive at a solution that explicitly allows for the presence of non-constant seasonal 
elements of B and A. For example, assume that there are two seasonal months and 
that the remaining ten months are non-seasonal. Also assume that the two seasonal 
months are a product of the risk-return relationship. In this case the returns generating 
process, equation (2.64), can be split into two parts, a non-seasonal model that 
contains data on the returns and factors in non-seasonal months, and a seasonal model 
that contains data on returns and factors in seasonal months. The separate effects of 
each seasonal month on B and % in the seasonal model can be obtained by pre- 
multiplying the seasonal model data with dummy variables for each seasonal month. 
Consequently, estimates of B and A for the non-seasonal months are obtained from 
the first model and estimates of B and A for each individual seasonal month from the 
seasonal data are obtained from the second. 
An important issue pointed out by Priestley (1997) concerns the generation of the 
unexpected components. According to Priestley, failure to generate unexpected 
components that do not have seasonal means may lead to factors seeming to be 
relevant in explaining seasonal variation in returns when in reality they are not. He 
also argues that seasonality in a series can assume different forms: deterministic, 
stochastic, or slowly changing over time (trigonometric). Incorrectly specifying the 
form of seasonality can lead to dynamic misspecification and may result in the 
expectations-generating process being misspecified, consequently affecting the form 
of the unexpected component and thus biasing the results from the multifactor model. 
To overcome these issues he uses the Kalman Filter to provide an updating process 
for each type of seasonality. The factors considered in this study are given in table 
2.13 (their choice is based on previous studies from Chen, Roll and Ross 1986 and 
Beenstock and Chan 1988): 
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Table 2.13 Selected Economic Factors 
Factor 
Default risk 
Money Supply 
Term structure of Interest rate 
Unexpected inflation 
Change in Expected Inflation 
Market Index 
Source: Priestley (1997) 
The results from estimating the expectations models show that default risk, term 
structure, and changes in expected inflation have slowly changing seasonal patterns. 
Industrial production and unexpected inflation have stochastic seasonal patterns, 
while money supply has deterministic seasonal patterns. 
Data on fifty-nine randomly selected individual stock traded on the London 
Stock exchange plus an equation for the stock market index are collected from 
October 1968 to December 1993. To check for consistency in his data Priestley also 
regresses the returns of the FT All Share Index on zero-one dummy variables for 
January, April, September, and December, finding seasonal patterns in January, April 
and December. He justifies his choice of months by citing Barsky and Miron (1989), 
who provide evidence that the business cycle in the United States is mirrored by a 
seasonal cycle with increases in the second and fourth quarters and decreases in the 
first quarter. For example, sales and output are generally strong in the holiday period 
around Christmas. Announcements of the level of macroeconomic activity (through, 
for example, industrial production, money supply and inflation) around this period 
provide important information regarding the performance of the economy and 
subsequent levels of activity in the coming year. This has implications not only for the 
general state of the economy but also for the investment policy and cash flows of 
firms. With regard to the April seasonal effect, Priestley mentions two informational 
reasons. First, March is the month in which the UK Chancellor of the Exchequer 
announces the yearly Budget containing the government's income plans and 
information on fiscal and monetary policy and targets. Second, April is the end of the 
UK tax year. He does not provide any reason for choosing September. 
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Priestley (1997) also tests for stability of the factor betas, under the null hypothesis 
that the factor betas are the same in seasonal and non-seasonal months. Evidence of 
non-stable betas would imply seasonality in the multifactor pricing relationship and 
consequently seasonality in expected returns. The results indicate that in the seasonal 
model there are eight factors, corresponding to the unstable betas, and in the non- 
seasonal model there are the seven original factors. This provides the first indication 
that seasonality in returns may be due to seasonality in the risk-return relationship. 
His findings show that seasonal months are priced differently from the non-seasonal 
months: in January, shocks to industrial production and shocks to default risk are 
important; in April, shocks to inflation are important and in December, shocks to 
industrial production and shocks to the money supply are important. In the non- 
seasonal model all factors except industrial production are important. 
Antoniou, Garret and Priestley (1998), investigate the performance of the APT 
for securities traded on the London Stock Exchange, focusing on the issue of the 
uniqueness of the returns-generating process (equation 2.64). By `unique' they mean 
that the returns-generating process has the same factors pricing different subsets of 
assets and that these factors carry the same prices of risk for different subsets of 
assets. This point is also emphasised by Connor and Korajczyk (1995), who argue that 
a testable implication of the APT is the equality of the prices of risk across different 
subsample of assets. Determining the macroeconomic factors that are priced, then, is 
not enough to empirically test the APT. Any test of the APT must also focus on its 
ability to price assets outside of the sample considered for estimation. 
In order to check the uniqueness of the return generating process, Antoniou et 
al. (1998) analyse the performance of a multi-factor model using two different 
samples of stocks: one for examining the links between stock returns and 
macroeconomic variables and one for the purpose of validating the model. The 
authors present various arguments as possible reasons for invalidating the APT. The 
first is the error-in-variables problem. The second is the application of factor analysis 
to portfolios, where estimates of factor loadings need not be unique. There is no 
guarantee that the first factor for one portfolio will be the same for another portfolio, 
so that the estimated prices of risk are not invariant to the arbitrary partitioning of 
assets into portfolios. Finally, evidence from studies such as Shanken and Weinstein 
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(1990) for the USA and Clare and Thomas (1994) for the UK suggests that tests of the 
APT depend on the criteria adopted to sort portfolios. That is sorting portfolios, for 
example, by market capitalisation or beta may affect the number of factors found to be 
statistically significant. 
To overcome these problems Antoniou et al. (1998) use the same 
methodology as Priestley (1996,1997), Clare et al. (1997) and Garret and Priestley 
(1997): non-linear seemingly unrelated regression (NLSUR) estimators. This 
econometric method allows the APT to be tested using individual stock returns. Since 
the sensitivities and prices of risk are obtained simultaneously, the EIV problem does 
not arise and consequently there is no need to form portfolios of stocks. Estimation 
using individual stock returns instead of portfolios of stock returns may stop the 
results from being sensitive to the way the portfolios are sorted. 
To examine the empirical validity of the APT on the London Stock Exchange 
Antoniou et al. (1998) collect monthly data on both stock returns and macroeconomic 
variables covering the period January 1980 to August 1993. The final stock returns 
sample consists of 138 stocks selected randomly from those stocks for which data 
exist. The authors raise the possibility of survivorship bias having a potential impact 
in the results, but they argue that survivorship bias is unimportant in their study. The 
central focus of the study is to check the uniqueness of the factor structure across 
different samples, randomly selecting stocks where data exists and randomly splitting 
them into two samples. Since the stocks are selected randomly and then divided into 
two samples randomly, any survivorship bias should be the same in both samples. The 
selected economic variables are the same as those reported on table 2.12 and the 
innovations are generated using the Kalman Filter. When testing the first sample 
Antoniou et al. find that the following economic variables carry a risk premium: 
unexpected inflation, expected inflation, money supply, default risk, the exchange 
rate, and the market portfolio. If the APT is valid the same factors should be priced 
in a separate subsample of assets and the prices of risk for the factors should be the 
same in the two samples. To test this, Antoniou et al. begin by specifying the six 
factors priced in the first sample as potential sources of risk in the second sample. The 
results reject the hypothesis of the uniqueness of the returns-generating process. This 
means that this multi-factor process does not always have the same factors priced in 
different samples. Specifically, five factors are priced in the second sample: expected 
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inflation appears as insignificant and default risk and exchange rates present both 
different signs and different prices of risk. The authors emphasise however, that the 
results are not necessarily disappointing. They argue that three factors (unexpected 
inflation, the market index and the money supply) have the same sign and are similar 
in magnitude as in the first sample. This implies that three factors can be used to price 
assets in the two sub samples, providing some support for the APT. 
Antoniou et al. (1998) also test the cross-sectional variation in average excess 
returns. To do so, they calculate the average excess returns stock returns (denote this 
return by r, ) and construct the expected excess return predicted by the APT for stock 
i, denoted by E(r. ) where E(r) =Zb, 
ý, and by is the estimate of the sensitivity of 
; _1 
stock i to the j``" factor and . %j is the estimated price of risk for factor j. They then 
estimate a cross-sectional regression of the average return stock returns on predicted 
expected excess returns. The results of these regressions, with their R2 values, are 
presented in panel A of table 2.14. 
Table 2.14: APT Cross-Sectional Results (Antoniou et al. 1998) 
Panel A: First sample of assets, 6 priced factors 
Samplel Adjusted R2 = 0.751 
Panel B: Second sample of assets, 5 priced factors, unexpected inflation, the money supply and excess returns on 
the market portfolio constrained to have the same prices of risk as the first sample 
Sample 2 Adjusted R2 = 0.783 
Source: Antoniou et al. (1998) 'Macroeconomic Variables as common pervasive risk factors and the empirical 
content of the arbitrage pricing theory' Journal of Empirical Finance 5 pp 221-240. 
The results (panel A) show that an APT specification with six priced factors provides 
a good description of the cross-section of the average stock returns with expected 
returns predicted by the APT explaining seventy five per cent of the cross-sectional 
variation in average returns. For the second sample three of the five priced factors are 
constrained to carry the same prices of risk as they do for the first sample. The RZ for 
the second sample is presented in panel B of table 2.14 showing that the APT 
specification is capable of explaining seventy eight percent of the cross-sectional 
variation in returns. Antoniou et al. argue that these findings suggest that the APT 
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specification of the linear factor model is capable of explaining cross-sectional 
variation in observed stock returns. 
2.7 - Summary 
Table 2.15 summarises the findings of each paper described in this chapter. The table 
contains the authors' name, year, country in which the research was centrered and the 
variables found as significant. 
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Table 2.15: Identified Economic Variables 
Author Year Market Economic Variables Identified 
Chen, Roll and Ross 1986 US Industrial Production, Default Risk 
Term Structure, Expected and 
Unexpected Inflation 
Beenstock and Chan 1988 UK Interest Rate, Fuel and Material Costs 
Money Supply and Inflation 
Clare and Thomas 1994 UK Beta Portfolios: Oil Price, Debenture and loan 
redemption yield, retail price index, 
Private sector banking lending, Consol Yld/Dy, and 
Current account balance. 
Market Value Portfolios: 
Consol Yld/Dy, and Retail price index 
Cheng 1995 UK Market Return, Longer leading Indicator, 
Money Supply, Government Securities, and 
Unemployment Rate 
Priestley 1996 UK Rate of Change: Default Risk, Unexpected Inflation, 
Real Industrial Production, Commodity Prices, 
Change in Expected Inflation, the Money Supply, 
and the Return on the Market Index 
Autoregressive Model: Real Industrial Production, 
Unexpected Inflation, Real retail Sales 
Commodity Prices, and Return on the Market Index 
Kalman Filter: Default Risk, Exchange Rate, 
Money Supply, Unexpected Inflation, and 
Return on the Market Index 
Clare, Priestley and Thomas 1997 UK Strict Factor Model: No economic variables found 
as significant 
Approximate Factor Model: Retail Price Index, 
The Yield on and Index of Debenture and Loan Stock, 
Private sector banking lending, and Excess Return on the 
UK 
Market 
Garret and Priestley 1997 UK Strict Factor Model: No economic variables found 
Approximate Factor Model: Unexpected Inflation, 
Industrial Production, Default Risk, Money Supply, 
Exchange Rate, and Excess Return on the Market 
Index 
Priestley 1997 UK Non-seasonal: Default Risk, Money Supply 
Term Structure, Expected and Unexpected 
Inflation, Exchange Rate, and Market Index 
January Seasonal: Default Risk, Market Index, 
and Industrial Production 
April Seasonal: Unexpected Inflation, and Market 
Index 
December Seasonal: Money Supply, Market Index, 
and Industrial Production 
Antoniou, Garrett and Priestley 1998 UK First Sample: Unexpected and Expected Inflation, 
Money Supply, Default Risk, The exchange rate, 
and the Return on the Market Index 
Second Sample: Unexpected Inflation, Money 
Supply, Default Risk, Exchange rate, and 
the Return on the Market Index 
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2.8 - Conclusion 
This chapter summarises the papers that emphasise the links between a multi-factor 
structure and economic variables to explain historical stock returns mainly, for the UK 
market. Chen et al. (1986), covering the US market, is a seminal paper for work in the 
UK market. 
The aim of this thesis is the economic interpretation of statistical factors or 
components, extracted using principal components analysis. The published literature 
has paid little attention to this issue and the majority of the studies have tested APT 
pricing relations using pre-specified macroeconomic variables as proxies for factors. 
Using factor analytical approaches (principal components or factor analysis) 
and looking for underlying economic variables may lead to a different view of the 
structure of risk. Pre-specifying economic variables might reveal `5 or 6' priced 
variables but there is no particular reason to think of these as risk factors (Antoniou et 
al. 1998 found in cross-sectional tests of the APT for the UK market that the priced 
factors changed over time). Indeed, the evidence suggests that they are not, because 
economic variables apparently cluster on factors (Cheng, 1995). Which approach is 
the more valid is still a matter for discussion. 
The aim of the chapter was to review the APT literature to discover which 
economic variables seem to be important in explaining the cross-section of average 
stock returns. This review suggests the choice of economic variables to be used to 
interpreting the principal components. Our choices (see chapter 4) are aligned with the 
various studies described in this chapter and are based on the use of the dividend 
discount model. 
The review of UK studies is organised according to various estimation issues 
in multi-factor models and the APT. These include innovations in economic variables, 
portfolio formation, the structure of the APT and the stability of the APT factors. The 
innovations problem is one of the most important issues raised in these papers, 
because the number and relevance of economic variables explaining stock returns co- 
movements depends on the way innovations are calculated. Innovations measure 
unexpected changes in economic variables and it is very important that they are 
serially uncorrelated white-noise processes. Failure to generate serially uncorrelated 
innovations may imply incorrect inferences regarding the number and importance of 
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economic variables found as explanations of stock returns. The innovations problem 
is discussed by Priestley (1996) and is also investigated in this thesis in chapter 4. We 
expand on Priestley (1996) by (i) using more than one lag to test the generated 
innovations for serial correlation (ii) applying the Gets methodology to eliminate 
irrelevant economic variables to interpret the principal components. The use of a 
single path of simplification may result in relevant explanatory variables being 
eliminated, and the use of the Gets approach, which relies on extensive testing, may 
prevent it. 
Other papers examine whether different criteria for portfolio formation affect 
the identification of economic variables (Clare and Thomas, 1994), whether the APT 
different factor structures (strict or approximate) produce similar factors (Garret and 
Priestley, 1997) and whether seasonalities affect the links with economic variables 
(Priestley, 1997). The cited papers find that the identification of economic variables is 
sensitive to all of these issues. 
The number of papers addressing the UK market is very small, since the 
majority of the studies cover the American market. Nevertheless, the papers selected 
are highly relevant to an investigation of a multi-factor framework in the UK stock 
market and they seem to provide evidence of links between stock returns and 
innovations in economic variables. A few of the estimation issues raised by these 
papers are explored in this thesis: in particular, the way innovations are created and 
the way portfolios are sorted. There is a suggestion that cross-sectional tests of the 
APT are sensitive to the way stocks are grouped (Clare and Thomas, 1994; Antoniou 
et al., 1998) and consequently it is worth grouping stocks according different criteria 
(random, market value and beta) to investigate the effect on the interpretation of 
principal components. 
78 
Chapter 3: The UK Stock Market an Overview 
3.1 - Introduction 
The objective of this chapter is to provide a brief overview of the UK stock market. 
As mentioned in chapter 2 the majority of studies testing the APT and multi-factor 
models refer to the USA (the US has the most accurate historical records available), 
but it is relevant to describe the UK stock market not only because of its relative size 
but also to justify its choice as the major subject of this research. 
3.2 - The UK market versus the World's stock markets today 
Today there are stock markets in at least 111 different countries around the world. At 
start of 2000 the total value of shares traded on these markets was about 36 trillion 
American dollars (Dimson, Marsh and Stauton 2002). 
The American market is by far the dominant market with an estimated market 
value of 16.635 trillion American dollars, accounting for 46 percent of the world 
markets. The UK market from the start of year 2000 is ranked as the third largest 
market and accounts for 8 percent of the world market with an estimated market value 
of 2.9 trillion American dollars. 
79 
Table 3.1: Capitalization of world stock markets at start-2000 
Country Market Capitalization $billion % of World Rank in World 
United Sates 16,635 46.1 1 
Japan 4,547 12.6 2 
United Kingdom 2,933 8.1 3 
France 1,475 4.1 4 
Germany 1,432 4.0 5 
Canada 801 2.2 6 
Italy 728 2.0 7 
The Netherlands 695 1.9 8 
Switzerland 693 1.9 9 
Hong Kong 609 1.7 l0 
Australia 478 1.3 11 
Spain 432 1.2 12 
Taiwan 376 1.0 13 
Sweden 373 1.0 14 
Finland 349 1.0 15 
China 331 0.9 16 
South Korea 309 0.9 17 
South Africa 262 0.7 18 
Brazil 228 0.6 19 
Greece 204 0.6 20 
Belgium 185 0.5 22 
Denmark 105 0.3 27 
Ireland 65 0.2 32 
World subtotal 34,248 94.9 
Other Asia-Pacific 1,065 3.0 21' 
Other Europe 365 1.0 31' 
Other South/Central America 359 1.0 24' 
Other Africa 62 0.2 41' 
World total 39,099 100 1-111 
Source: Global Financial Data (market capitalisations); World Bank (UDF's) * Indicates highest ranked country in 
this regional grouping 
3.3 - The Structure of the UK Stock Market 
Over the last 100 years the composition of the UK market has changed dramatically 
and industries or sectors once having a big weight in the market have almost 
disappeared. On the other hand others have increased steadily and of course due to 
technological innovation new industries have been created. For example in 1899 the 
major sectors in the UK equity market the major sectors are banks and finance, 
utilities, breweries and distillers and mining but by 2000 the major sectors are banks 
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and finance, pharmaceuticals, telecommunications and oil and gas. Table 3.2 shows 
the evolution of the composition of the UK equity market: 
Table 3.2: Sector Weights in the UK Equity Markets: 
Sector Weights in the UK Equity Markets 
Year 
Industry 2000 1950 1899 
Information Technology 4.70 0.00 0.00 
Banks and Finance 16.80 9.70 15.40 
Pharmaceuticals 11.00 0.40 0.00 
Telecommunications 14.00 0.00 2.50 
Retailers 4.40 7.30 0.70 
Oil and Gas 11.00 12.90 0.20 
Diversified Industrials 0.00 1.00 0.00 
Insurance 4.40 11.50 1.90 
Utilities 3.60 0.20 3.10 
Media and Photorah 5.90 0.40 0.60 
Breweries and Distillers 2.10 8.80 3.90 
Mining 2.00 5.30 6.70 
Sectors that are small in 2001 20.10 42.50 65.00 
Source: Dimson Elroy, Marsh Paul and Stauton Mike (2002) 'Triumph of the Optimists 101 years of Global 
Investments Returns, Princeton University Press 
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The number of companies and securities, and the total market value has also varied 
over the years, as reported on table 3.3 and figure 3.1 
Table 3.3: UK No of Companies and Market Capitalisation 1966-2002 
UK - Number of Companies and market capitalisation 1966-2002 
Year No of Companies No of Securities Market Value (£m) 
1966 3852 3630 27147.9 
1967 3764 2574 25055.3 
1968 3763 3470 35643.2 
1969 3546 3311 43266.3 
1970 3418 3197 37793.3 
1971 3307 3074 36936.2 
1972 3132 2989 60074.4 
1973 3585 3301 40841.2 
1974 3343 3033 17465.7 
1975 3230 2914 42874.9 
1976 3093 2717 41326.4 
1977 2992 2615 60795.5 
1978 2930 2486 64202.6 
1979 2814 2395 67715.6 
1980 2747 2283 86720.2 
1981 2485 2132 100151.9 
1982 2357 2044 122278.6 
1983 2295 1995 156800.4 
1984 2248 1920 205605.1 
1985 2188 1854 246505.9 
1986 2173 1829 324060.1 
1987 2135 1964 366437.3 
1988 2054 2041 398487.9 
1989 2015 2022 514854 
1990 2006 2081 450544.4 
1991 1915 1982 536301.5 
1992 1878 1958 624393.3 
1993 1927 2050 810102.7 
1994 2070 2531 774556.5 
1995 2078 2563 900329.6 
1996 2171 2606 1011678.4 
1997 2157 2676 1251424.9 
1998 2087 2591 1422480 
1999 1945 2393 1820076.9 
2000 1904 2272 1796810.7 
2001 1809 2117 1523523.5 
2002 1701 1962 1147827.3 
Source: Market Information Analysis-London Stock Exchange 
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Figure 3.1: UK Equity Market Value 1970-2002 
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The participation of international companies is substantial in the UK market both in 
terms of numbers of companies and market value as shown in table 3.4 and figure 3.2 
83 
Figure 3.1: UK Equity Market Value 1970-2002 
UK Equity Market Value 
1970 - 2002 
2000 
1800 ----------------------------------------------------------- 
1600 ----------------------------------------------------------- --- 
1400 -- ------------------------- --- -- --- -- --------------------------------- ------- - 
1200 ----------------------------------------------------------- 
1000 --------------------------------------------------- - 
800 --------------------------------------------------------------------------- - 
600 -------------------------------------------"------------------- Q 
W 
400 ---------------------------------------------- 
200 --------------------------------------------- 
ONQ iL` CO 
cD 
ry 
aD c8 
S 
n n- m 
ýJ NNNN (V NN !V (v Nh 'V N ýti -; J 
M ý'1 tý c`') c'I tý c'I hMM t': M t7 M r, tý'ý 
' 1970 - 1994 Ind, eputy values art for UK 8 inch comp. m s 
Source: Market Information Analysis-London Stock Exchange 
The participation of international companies is substantial in the UK market both in 
terms of numbers of companies and market value as shown in table 3.4 and Iigure 3.2 
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Table 3.4: UK Number of International Companies 
Year No of Companies Market Value (£m) 
1966 417 29123.6 
1967 426 31708.0 
1968 420 42489.6 
1969 399 64989.2 
1970 387 57135.0 
1971 384 57150.1 
1972 387 93570.2 
1973 397 115770.5 
1974 398 111815.1 
1975 383 171665.1 
1976 378 211374.2 
1977 376 166750.9 
1978 374 192949.9 
1979 376 143614.7 
1980 394 183846.6 
1981 396 222824.0 
1982 407 341800.9 
1983 437 486795.7 
1984 505 675856.7 
1985 500 671100.4 
1986 512 818962.2 
1987 523 709835.9 
1988 526 926069.1 
1989 544 1456181.9 
1990 553 1124131.0 
1991 541 1332173.7 
1992 514 1552750.4 
1993 485 1918431.3 
1994 464 1982838.3 
1995 525 2357003.0 
1996 533 2388349.2 
1997 526 2429069.9 
1998 522 2804583.9 
1999 499 3577483.8 
2000 501 3525701.4 
2001 453 2580359.2 
2002 419 1901688.6 
Source: Market Information Analysis-London Stock Exchange 
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Figure 3.2: Market Value of International Companies on the London Stock 
Exchange 
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An issue of concern is the concentration of the UK of market. In the UK, it has been 
noted that the biggest companies have grown so large that they predominate in two 
major indexes (FTSE 100, FTSE All-Share). This is a matter for concern since mutual 
funds by regulation are not allowed to hold more than 10 percent of a single index in 
their portfolios. At the start of 2001 Vodafone alone accounted for 11 and 9 percent of 
the FTSE 100 and FTSE All-Share respectively. Furthermore, the three largest 
companies (Vodafone, BP, and GlaxoSmithKline) accounted for 22 percent of the UK 
equity market. The top 10 largest companies represent almost 60 percent of the FTSF. 
100 (Dimson et al., 2002). 
3.4 - Dividends 
Dividends play a major role in equity investment. While annual performance is driven 
by capital gains, long-term returns are heavily weighted by reinvested dividends. The 
longer the horizon the more important is the income generated by dividends 
payment'. Using numbers obtained by Dimson et al., (2002), we provide an overview 
of dividends in the UK. These authors showed that over 101 years (1900-2000) the 
total return with dividends reinvested reached a nominal 10.1 percent year annual of 
ýý 
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return while capital gains only over the same period produced a nominal 5.1 percent 
annual rate of return. They illustrated these figures by showing that one pound 
invested at the start of 1900 would have grown to 16,160.00 pounds at the end of 
2000. The same pound without reinvested dividends would have generated only 
149.00 pounds. 
Dimson et al., (2002) found evidence that the importance of dividends has 
diminished in the UK market. This trend is also very strong in the USA and well 
documented by Fama and French (2000). In the UK, from the 1950s until the late 
1980s, 90 percent of UK stocks paid dividends, but these figures had fallen to 71 
percent by 2000 and to 63 percent by 2001. They did not give a main reason for this 
fall, but suggested that this path could be driven by repurchase strategies (firms 
buying back their own shares instead of paying dividends) that were almost non- 
existent before 1989, but which had grown to 16% of firms by 1998. In the USA 
repurchase strategies are attributed to taxes. Because capital gains are taxed at a lower 
rate than dividends, companies have an incentive to substitute repurchases for 
dividends. Rau and Vermaelen (2002) show that repurchases in the UK have also 
been strongly influenced by a series of changes in tax rules. However, since 1997 the 
UK tax system has been neutral with respect to the dividend repurchase decision. On 
the other hand, of the largest UK stocks accounting for 77 percent of total market 
value, only 3 percent do not pay dividends. 
1- This evidence of the importance of dividends is illustrated by the results obtained in chapter 6 of this thesis, 
where the first principal component is strongly related to dividend yield over a period of 22 years (1979-2001). 
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3.5 - Risk Premium 
Dimson et al. (2002) have provided estimates of historical risk premia for the UK and 
the other major markets. They argue that the equity risk premium is a major economic 
variable used to project future investment returns, to calculate the cost of equity 
capital for companies, to value companies and shares, to appraise investments 
proposal, and to determine fair rates of return for regulated business. In practice the 
historical risk premium is mostly used as a proxy for the unobservable near future risk 
premium. To calculate the risk premium the authors used two approaches. The first 
used treasury bills as the risk free investment while the second used a long-term 
default-free government bonds. When the risk premium was calculated relative to 
treasury bills over a period of 101 years (1900-2000) the UK risk premium was 4.8 
percent (just below the world index with 4.9 percent, but far below countries such as 
the USA 5.8 percent, France 7.4 percent or Japan 6.7 percent). A similar result was 
found when the risk premium was calculated using long bond returns, with an 
estimated UK equity risk premium of 4.4 percent (again just below the world index 
4.6 percent but still far from countries such as Germany 6.7 percent, Japan 6.2 percent 
and the USA 5.0 percent) (Dimson et al. 2002 pp166-173). 
3.6 - Conclusion 
In this chapter we have provided a brief overview of the UK stock market 
emphasising its importance as a major global market. Some key figures were reported 
showing the basic structure of the UK market, its value, the number of companies, the 
participation of international companies in the London stock exchange, the 
importance of dividend policy and the size of the risk premium. 
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Chapter 4: Innovations in Macroeconomic Variables using UK Data 
4.1 - Introduction 
In chapter two one, of the issues raised when examining the relations between multi- 
factor models and economic variables was the method of generating innovations in these 
variables and how this could influence the results of empirical tests of the APT. In 
econometric terms innovations must be mean-zero, serially-uncorrelated white-noise 
processes. Any expectations process providing unanticipated changes must satisfy these 
conditions. The aim of this chapter is to evaluate different methods of generating 
innovations in economic time-series. We will expand on Priestley (1996) by examining 
both in detail stationarity and serial correlation issues. Priestley did not apply any 
stationarity test and used only one lag to test for serial correlation when investigating 
which method to generate innovations was most appropriate. 
Three techniques have been reported in the literature: first differences (also 
referred to in the literature as rate of change'), autoregressive models, and state-space 
models using the Kalman Filter. First differencing it is a way of transforming variables so 
that they become stationary. Autogressive models require economic series to be 
stationary but stationarity is not compulsory when using state-space models and the 
Kalman Filter. The Kalman Filter appears to be most theoretically appropriate, due to its 
ability to incorporate an updating process that mimics investor behaviour. News from a 
set of selected economic and financial variables should lead to changes of expectations 
and consequently to changes in investors' perceptions regarding security prices and 
returns. 
Chen, Roll and Ross (1986) argued that expected `news ` or changes in economic 
variables are incorporated in stock prices, therefore only unexpected `news' (innovations) 
will affect movements in stock returns. So, if innovations are serially correlated investors 
will be able to forecast and incorporate these changes to stock prices and as consequence 
1- Rates of change and first differences are only equivalent when the variables are in logarithms. 
88 
innovations will fail to represent unexpected changes in economic variables. Before 
generating innovations using a set of UK economic variables each of the methodologies 
will be formally described and innovations in these variables using first differences, 
autoregressive models, and the Kalman Filter will be calculated. To check for serial 
correlation the Ljung-Box (1978) test for high order serial correlation will be applied. 
Stationarity theory and tests will also be reviewed. There is an apparent lack of 
tests of stationarity in studies described in chapter 2. Authors such as Clare and Thomas 
(1994), Cheng (1995) and Priestley (1996) argue that first differences will render the 
series stationary but none of them presented stationarity tests to confirm the assertion. 
Therefore in this chapter stationarity tests will be applied to the selected economic 
variables in their levels and after transformation using first differences and first 
differences in logarithms. 
4.2 - Stationarity and Autocorrelations 
The concepts, definitions, and equations described in this section are taken from Brooks 
(2002) chapter 5, pp 229-301, who provides two definitions of stationarity: a strict 
stationarity process and a weak stationarity process. Brooks (2002) asserts that a series 
follows a strict stationary process if the distribution of its values does not change as time 
progresses, implying that the probability of a variabley falling within a particular interval 
is the same. In other words, its properties are unaffected by a change of time origin. 
Formally, for any t,, t2,... ItT E Z, any k r= Z and T =1,2,..., co 
F[x,,, x, 2,... xr(x,,..., xr)]=F[x, I+k, x, 2+k,..., x, T+, (x,,..., x, )] (4.1) 
where F denotes the joint distribution of the set of random variables. 
A series that follows a weak stationary process is defined as a series that has a 
constant mean, a constant variance and a constant autocovariance. Formally a variable y 
for t =1,2,..., oo, is said to be weakly stationary if (Brooks 2002 pp 231) 
E(Y) =it 
E(y, -Fj)(m _' 1)=a2 <oo 
(4.2) 
(4.3) 
E(Y1, -p)(Y, 2 -P)= 712-11 
btu$t2 (4.4) 
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Equation (4.4) defines the autocovariance and determines how y is related to its previous 
values. For stationary series these values depend only on the difference between t, and t2 , 
meaning that the covariance between y, and y, _, 
is the same as the covariance between 
y, _* and y, -,,.,. 
The moment 
E(y, - E(Y, ))(y, _ - 
E(v, 
-, 
)) = Ys s=0,1,2,... (4.5) 
is known as the autocovariance function. When s=0, the autocovariance at lag zero is 
equal to the variance of y. The covariances represented by y, are also known as 
autocovariances since they represent the covariances ofy with its own previous values. 
Brooks (2002) points out that the autocovariances are not usually used to infer 
anything about the relationship of y and its previous values because they depend on the 
units of measurement of y, and as a result they do not have a straightforward 
interpretation. To overcome this problem the autocovariances are normalised dividing by 
the variance, creating the autocorrelation: 
t, - , s=0,1,2,... with -1<r<l (4.6) )0 
The plot of r, is known as the autocorrelation function (ACI) graph or correlogram. 
A process is defined a white-noise if it has constant mean and variance, and zero 
autocovariances (except at lag zero). This means that each observation in uncorrelated 
with all values in the sequence. Formally a white-noise process is defined as follows 
(Brooks 2002, pp 232): 
E(y) =p (4.7) 
var(y, ) = a2 (4.8) 
_ 
oZ if, t=r 
y`-' 0, otherwise 
(4.9) 
If p=0, and the three conditions stated by equations (4.7), (4.8), and (4.9) hold, the 
process is known as zero mean white-noise. 
As stated previously, the condition to have innovations in macroeconomic 
variables is that the innovations series can be characterised as a serially uncorrelated 
white-noise process. Intuitively, if investors are able to predict unexpected changes in 
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economic and financial variables they will be able to exploit arbitrage opportunities. 
Consequently, these series should have a no discernible or predictable structure, and such 
structure is absent in white-noise processes. Significance tests can be conducted by 
building up a confidence interval for an estimated autocorrelation coefficient to find 
whether or not it is equal to zero. Following Brooks (2002) it is assumed that y, is 
normally distributed, implying that the sample autocorrelation coefficients are also 
approximately normally distributed 5., --N(0,1IT) (here T is the sample size and y, 
represents the correlation coefficient at lag s obtained from a sample). Then, for example, 
a 95% confidence interval can be constructed from ±1.96 *1/J. Thus, if the sample 
autocorrelation coefficient, z,, is not included in the interval for a given value of s, then 
the null hypothesis that the true value of the coefficient at lag s is zero will be rejected. 
Another test suggested by Brooks (2002) is the joint test that all j of the f, correlation 
coefficients are simultaneously equal to zero. The test was developed by Box and Pierce 
(1970) and is expressed by 
TL f, ' 
$-I 
(4.10) 
where T is equal to the sample size and j is equal to the lag length. The Q statistic is 
asymptotically distributed as a Xý under the null hypothesis that all j autocorrelation 
coefficients are zero. The Box-Pierce test, as for many statistical tests, has poor small 
sample properties that can lead to the wrong inference (rejection of the null hypothesis 
when it is true or acceptance of alternative when false). As a result, a variant of the Q 
statistic with better small sample properties was developed by Ljung and Box (1978). The 
Ljung-Box test is represented by the following relation: 
i 
-Xý Q' =T(T+2)1 f, / T-s 
Jr. [ 
(4.11) 
The Ljung-Box test is the test of our choice to check for serial correlation in the 
generated innovations. 
We now return to the non-stationarity problem. Regressions containing non- 
stationary variables will often lead to spurious results. This means that although the 
results suggest the existence of statistically significant relationships between the variables 
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in the regression model, what is really being obtained is evidence of correlations rather 
than proper casual relations between the variables. Following Harris and Sollis (2003, 
chapter 2 pp 26-32) and starting from a very simple first-order autoregressive model, 
AR(1), assume that a variable y, is generated by 
yl = py, -l 
+ ut (4.12) 
Thus, current values of the variable y, depend on the prior-period value y, _, and a 
disturbance term u, . The variable y, will 
be stationary ifi p 1< I. On the other hand if 
p =1 then y, is non-stationary. A stationary series tends to fluctuate around its mean 
within a more or less constant range (i. e. it has constant variance), while a non-stationary 
series has a variance that increases with the sample size. 
Formally, if y, is non-stationary, then p =1. By successive substitution in (4.12) it 
is possible to accumulate y, over different periods, starting with an initial value for y, _, 
to find 
n-I 
Yý = Y, -n 
+E ul-i 
/=o 
(4.13) 
Thus, the current value of y, is determined by its initial value and all disturbances 
accruing between 1-n+1 and t, while the variance of y, is tae and increases without 
limit. When Ip (< 1 y, is stationary and equation (4.13) can be written as: 
n-I 
Y, =n"v, -n+EP, U, -l 
f=o 
(4.14) 
If n --+ oo and Ip j< 1, y, is characterised by a finite moving average process (MA) of 
order n, with most weight being placed on the first elements of the disturbance term i. e. 
u, + pu, _l 
+ p2u, _2 
+ p3ut_3 +.... Thus, if y, is stationary, it has constant mean, variance 
and covariance that are independent of time and follows a weakly stationary process 
defined by equations (4.2) to (4.4). 
The question of whether a variable is stationary or not depends on whether this 
variable has a unit root. Roughly speaking a series can become stationary after it is 
differenced. That is if y, is non-stationary its first difference Ay, = (y, - y, _, 
), will be 
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stationary if the series has only one unit root. Most economic series become stationary 
after first differencing. The number of times a variable needs to be differenced in order to 
induce stationary depends on the number of unit roots it contains. Now we rewrite 
equation (4.12) from (Harris and Sollfis 2003) 
(1-pL)y, =u, (4.15) 
Here L is the lag operator defined by Ly, = y, -,. 
If the roots of the characteristic equation 
defined by 11- pL 1= 0 are all greater than one in absolute value then y, is stationary. In 
this example there is only one unit root, L =1 /p, and the stationarity condition is that 
Ip j< I. Generally speaking, an n`h order AR process is given by: 
. v, =VIYI-, +V2Yt-2 +... +VpYi-p +U, (4.16 
while using the lag operator gives: 
V(L)y, = 
with V(L) = (1-yr, L-yr2L2 -... -yipL"). This forms the characteristic equation 
(1-yr, L-V2LZ -... - iipLf)=0 (4.18) 
If the roots of (4.18) are all greater than one in absolute value (noting that some roots 
might be complex) then y, is stationary. Using differences in the series implies that 
equation (4.16) is an unknown AR(p) process involving up to p unit roots and can be 
represented as: 
Ay, ='/y, -1 +w14. v, -l +Vf2Ay, -2 +... +yip-SAY, -p +u, (4.19 
where Vi = yr, +yr2 +... + yi, -I . Consequently, to show that an AR(p) process is 
stationary it needs to be tested for the hypothesis that yi =0 against yr' <0. If we accept 
the null hypothesis then the process is non-stationary. 
Another way to consider stationarity is to look at the time trends that can be found 
in the variables. Going back to the AR(1)process expressed by equation (4.12), we 
include a non-zero intercept to obtain 
Y, = +PY, -1+u, 
(4.20) 
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If p=1, then rearranging and accumulating y, for different periods, starting with an 
initial value of yo, will result in a non-stationary series represented by 
Yr = Yo + fit + 
J=j 
(4.21) 
In examining equation (4.21) it can be seen that y, does not return to a fixed 
deterministic trend (y0 +ßt) due to the accumulation of the random errors. In reality, 
when p=1, y, follows a stochastic trend (going upward or downward depending on the 
sign of Q). This can be seen by taking the first difference of y,, giving Ay, = ß+u,, with 
the expected value of Ay, being equal to /3, the growth rate of y, . 
Since the first 
difference of y, is stationary (Ay, fluctuates around its mean of ß and has a finite 
variance), then y, itself is referred to as difference-stationary. Now consider the 
following process containing a deterministic trend a +, 8t: 
x, =a+ßt+u, (4.22) 
Since u, is stationary, x, is said to be trend-stationary. In comparing equations 
(4.21) and (4.22) we can see they have the same form, each having a linear trend. The 
difference is that equation (4.21) does not have a stationary random error term. So, these 
two equations help to characterise variables that exhibit difference-stationary and trend- 
stationary features, and the presence of a stochastic trend (which is non-stationary) as 
opposed to a deterministic trend (which is stationary) will entail more elaborate tests of 
stationarity. 
4.2.1 - The Dickey and Fuller (DF), the Augmented Dickey-Fuller (ADF), and the 
Phillips Perron Tests 
The Dickey and Fuller (1979) approach tests the null hypothesis that a series contains a 
unit root (non-stationary) against an alternative hypothesis of stationary. The following 
description is taken from (Harris and Sollis 2003 chapter 3 pp 42-51) who assume an 
AR(1) process given by equation (4.12). Taking the first difference leads to 
(I-L)y, = Ay, _ (no -1)y, _ß +u, 
(4.23) 
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The Dickey-Fuller (DF) test has the null hypothesis that Ho : pQ =1, with the alternative 
H, : po < 1. When using first differences the test is equivalent to Ho = (pp -1) = pp =0 
tested against the alternative hypothesis of p, * < 0. The acceptance of the null hypothesis 
implies the existence of a unit root, characterising a non-stationary process. The usual 
approach is to construct a t-test of the above hypothesis. Dickey and Fuller noticed that 
non-stationary processes do not follow a standard t-distribution and therefore constructed 
a table of critical values for the DF test, with the aim of preventing repeated rejection of a 
true hypothesis. 
In order to compute the table, Dickey and Fuller (1979) used Monte Carlo 
simulation, with equation (4.12) as the underlying data generate process, imposing the 
null hypothesis by fixing pQ =I and randomly drawing samples of the random error term 
u, from the normal distribution. This procedure resulted in thousands of samples of y, , 
all of which are consistent with the process y, = y, _, 
+ u, . Thus, 
for each of the y, ,a 
regression based on equation (4.12) was undertaken, with pQ free to vary, in order to 
compute the percentage of times that the model would reject the null hypothesis of a unit 
root. The critical values were calculated using various significance levels (e. g. 10%, 5%, 
and I%) based on the DF distribution of[(po -1) / SE(p, )] . In constructing the table for 
the DF test, Dickey and Fuller also computed the critical values for the following model 
(containing a constant) 
AY, - Pb + (Pb - l)Yt-I + ut (4.24) 
with u, - iid(O, o2) and for a model containing both a constant and a trend 
AY1 =PC+Yet+(PC-1)Y, -, +u, 
(4.25) 
with u, -- iid(O, o2) . According to Harris and 
Sollis (2003) for the two models 
represented by equations (4.24) and (4.25), neither the values nor the significances of the 
constant and trend terms are of interest. The constant and trend are not under test, they 
are simply allowed for in the unit root testing procedure. Table 4.1 shows a sample of the 
critical values for the DF test containing the three suggested models. 
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Table 4.1: Critical Values for the DF test 
11 CRITICAL VALUES FOR TIIE DF TEST 
Sample Size Critical Values Model with no 
Constant and Trend T 
Critical Values Model with a 
Constant T. 
Critical Values Model with a 
Constant and Trend TT 
Significance Level Significance Level Significance Level 
DF Distribution 1% 5% 10% 1% 5% 10% 1% 5% 10% 
25 -2.66 -1.95 -1.60 -3.75 -3.00 -2.63 -4.38 -3.60 -3.24 
50 -2.62 -1.95 -1.61 -3.58 -2.93 -2.60 -4.15 -3.50 -3.18 
100 -2.60 -1.95 -1.61 -3.51 -2.89 -2.58 -4.04 -3.45 -3.15 
source: Hams and Sollfis (2003) chapter 3 and huller (1976) 
The null hypothesis of a unit root is rejected in favour of the stationary alternative in each 
case if the test statistic is more negative than the critical value. The DF test is based on a 
simple AR(l) process, assuming that the error term u, is a white-noise process. However, 
if y, is characterised by an AR(p) process the error term will be autocorrelated, and 
consequently the test will be oversized. This means that the true size of the test (the 
proportion of times a correct null hypothesis is incorrectly rejected) will be higher than 
the normal size used (e. g. 5%). To solve the problem, additional p lags of y, are included 
in the test. The procedure is known as an Augmented Dickey-Fuller (ADF) test and is 
given by (Harris and Sollis 2003) 
Ay, = V'Y, -, 
ý 
4i, OV, _, 
+ u, (4.26) 
where yr' =(yr, + u2 +... +yuP)-l and the null hypothesis is yi' =0 (non-stationary) 
against yr' <0 (stationary). The model can be extended to include a constant and a trend 
and is given by 
AY, = V'Y, -i V, 
DY, 
-, +u+ yt + u, r=ý 
(4.27) 
To test the null hypothesis the DF t-statistic [yi / SE(i1/ )] is calculated and 
compared against the critical values in table 4.1 for t, r,, TT, depending on whether a 
constant or a constant and a trend are included. Note that the DF critical values are the 
same for the ADF tests for large samples only. Thus, the ADF test is comparable to the 
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simple DF test, but it involves including an undefined number of lagged first differences 
of the dependent variable y, to capture autocorrelated omitted variables that would 
otherwise, by default, enter the error term u, . 
Harris and Sollis (2003) continue their exposition of unit-root tests by describing 
an alternative approach to the ADF test suggested by Phillips and Perron (1988). Rather 
than taking into account extra terms in the data generating process (DGP) by adding them 
to the regression model, a non-parametric correction to the t-test is performed to account 
for the autocorrelation that will be present (assuming the DGP is not an AR(1) process). 
Therefore, the DF-type equations (4.24), (4.25), and (4.26) are estimated in line with the 
Phillips and Perron (PP) testing approach and the t-test statistic is amended to include any 
bias caused by autocorrelation in the error term of the DF-type regression model. This 
bias is a result of the true variance of the population, u2 = limE(T"ST), being different r-+o 
from the variance of the residuals in the regression equation 
T 
Qy =limT-'E(u? ) (4.28) 
r-+O 1_ 
Consistent estimators of Qü and QZ are respectively defined as 
T 
S2 =Tý(u? ) (4.29) 
rrr 
S, 27=T- 'E(u; )+2T-'E Z u, u, _, 
(4.30) 
º_1 1-1 f=j+l 
Here 1 is the lag truncation parameter used to ensure that the autocorrelation of the 
residuals is fully captured. From equations (4.29) and (4.30) it can be observed that when 
there is no autocorrelation the last term of equation (4.30) is zero and consequently 6 . 
1= 
a2. The Phillips Z-test is based on equations (4.29) and (4.30). Assuming equation 
(4.24), an asymptotically valid test that Pb =I when the underlying DGP is not 
necessarily an autoregressive process of first order, is defined as: 
T 
Z(rN)=(S/Sý)rr-2(Sr, -S, ý){S, [T'2Z(Y, -i-y_1)2]1/2) 
(4.31) 
s2 
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where t is the t-statistic associated with testing the null hypothesis of Pb =I in equation 
(4.24). The critical values for this test statistic are the same as those for rN in table 6.1, 
and Z(, r,, ) reduces to the DF test statistic zN when autocorrelation is not present 
(SM S). 
The reason for discussing the stationarity concept and ways to test for stationarity 
is to fill the gap identified in studies summarised in chapter 2. These claim to use 
stationary innovations series without reporting any results to corroborate the assertion. 
Chen, Roll and Ross (1996) and Cheng (1995) assert that first differences in the selected 
economic variables provide unanticipated information following a random walk, usually 
represented by equation (4.12). Arima models assume stationary series with 
autoregressive and moving average components. The ADF and PP are the tests applied in 
this research. To apply both tests the Eviews econometric software has been used. In the 
next section we discuss the selection of the economic variables to be used in this 
research. This is followed by the ADP and PP tests for stationarity. 
4.3 - Selecting Economic Variables in the UK 
The selection of economic variables used in this thesis is based on previous studies for 
the UK such as Beenstock and Chan (1988), Clare and Thomas (1994), Cheng (1995) and 
Priestley (1996), and on the dividend discount model. The selection of economic 
variables used in the cited studies is the natural way to link this thesis with previous 
studies and to follow standard procedures adopted by the authors referred to above (who 
also base their choices of economic variables on past research and the present value 
model). For example, Chen, Roll and Ross (1986) base their choice on the dividend 
discount model asserting that `only general economic state variables will influence the 
pricing of larger stock aggregates. Any systematic variables that affect the economy's 
pricing operator or that influence dividends would also influence stock returns' (p. 384). 
Beenstock and Chan (1988) justify their selection by using the dividend discount model 
to choose economy-wide variables such as GDP, interest rates and the exchange rate. 
Their choice is also based in data availability and the importance of the economic 
98 
variable. In their words `This choice is based on data availability as well as their 
importance in economy-wide models of the UK. The list is not intended to be exhaustive, 
but it will suffice for our essentially methodological purposes' (p. 35). Clare and Thomas 
(1994) say `any economic variable which influences expected dividends or the discount 
rate will affect stock prices' (p. 311). Priestley (1996) says `the rationale for choosing 
these factors stems from the results of previous studies. For example, we specify the 
factors used by Chen et al. (1986) and also include a number of others which reflect 
previous findings in the UK' (p. 874). 
The present value model relates the real stock price, P, to discounted expected 
future real dividends, D, , using either a constant or a time-varying expected return or 
discount rate. From Cochrane (2001): 
p_ 
E[d, ]+ E[dt+21 
+... + 
E[d, 
+J 
] 
(4.32) 
I+r (l+r)Z (l+r)' ýý 
or 
P, = E, [ý(l+r)-ýd,, f] (4.33) 
1=ý 
The discount rate r is the expected rate of return the investor requires to hold this asset 
and will depend on the risk of the asset. 
The relation expressed in equations (4.32) and (4.33) implies that share prices 
move in response to anything that changes the expected value of dividends (such as new 
products or inventions, changes in regulatory rules, increases in corporate taxes) or 
anything that causes investors to change their required rates of return (such as changes in 
interest rate, inflation, government monetary policy, unemployment, exchange rate, or 
changes in how investors assess risk). In other words anything that causes the expectation 
of the dividend to be paid in the future to rise/fall will cause stock prices to rise/fall, and 
anything that causes investors to require a higher/lower rate of return causes shares prices 
to fall/rise. Therefore, the way the present value model relates to macroeconomic 
variables is quite simple. Any systematic variable that affects the economy's pricing 
operator or that influences the dividend stream E[d, +1] should also 
influence stock market 
returns. Thus the candidate macroeconomic variables to explain movements in stock 
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returns are those that affect the discount factor r and the expected cash flow provided 
by E[d, 
+j 
]. 
Using the results of the studies reviewed in chapter two and the present value 
relation expressed by equations (4.32) and (4.33) we selected the following monthly 
series of economic variables for the period 1976-2001: 
Table 4.2: Economic Series in Levels 1976-2001 
LEVEL SERIES FROM (1976 TO 2001) 
UK Industrial Production (UKCKYW) 
UK Consumer Confidence Indicator (UKCNFCON) 
UK Debenture and Loan Redemption Yield (UKCNSYLD) 
UK Retail Price Index (UKCONPR) 
UK FTA All Share Index Dividend Yield (UKFTAALD) 
UK 3 Months Treasury Bill Yield (UKGBILL3) 
UK Gross Redemption Yield on 20 Years Gilts (UKGBOND) 
UK Gold National Valuation (UKGOLD) 
UK Money Supply MO (UKMO) 
UK Retail Sales (UKRETSAL) 
UK FTA All Share Index (UKSHR) 
UK Unemployment Rate (UKUNEMP) 
UK US$ to £1 Exchange Rate (UKXRUSD) 
IMF Commodity Prices Index (WDI76AX) 
IMF Crude Petroleum Price (WDI76AZA) 
Source: DataStream 
The choice of economic variables could have been separated into those variables that 
affect future cash flows and those which influence the discount rate. However as Clare 
and Thomas (1994) argue, `such a distinction will be somewhat arbitrary if ones 
considers a complete structural model of the economy' (p. 311). 
Expected dividends will be affected by anything that influences cash flows. 
Changes in the inflation rate measured by the UK retail price index should affect both 
nominal cash flows and interest rates. Changes in industrial production measured by UK 
Industrial Production should affect profits and hence dividends. Changes in exchange 
rates measured by Dollar/Sterling exchange rate will influence the value of foreign 
earnings and export performance affecting profits and hence dividends. The effect of 
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exchange rates is difficult to anticipate because (i) some firms can be either importers or 
exporters (ii) a surge in the stock market could cause a cash inflow and a rise in the 
pound but conversely, a rise in the pound could cause stocks to appear expensive leading 
to a fall in stock prices. Default risk may be captured by the spread between the yield on 
UK corporate debentures and loan redemption and the UK Gross redemption of 20 years 
gilts. The spread can be interpreted as is a measure of risk aversion implicit in the 
market's pricing of stocks (though Clare and Thomas, 1994, argue that such variables 
simply reflect financial leverage). Indicators of economic activity such as unemployment 
might also have an influence on expected future cash flows (the effects of unemployment 
on stock returns are discussed in more detail in chapter 7). Oil and commodity prices 
measured respectively by the IMF Commodity prices index and the IMF Crude petroleum 
price might influence industry costs, and may influence revenues and profits and 
consequently dividends. 
The discount rate in equations (4.32) and (4.33) is an average of rates over time 
that changes with both the level of rates and the term-structure spreads across different 
maturities. Hence changes in the term structure of interest rates measured using the 
spread between the UK Gross redemption yield on 20 years gilts and the UK 3 Months 
Treasury Bill rate are likely to influence stock prices. In addition, changes in exchange 
rates, the money supply, industrial production, oil prices and the price of gold could all 
alter the outlook for interest rates and consequently the discount rate. Gold is also an 
alternative investment item in difficult times. Stocks, bonds and other commodities have 
a portfolio balance in any equilibrium so one might expect, in general, equilibrating 
changes in stock prices in response to changes in the prices of gold, bonds and 
commodities and vice-versa. However, a full structural model of the economy complete 
with portfolio balance equations is beyond the scope of this dissertation. Money supply 
was measured using MO, a choice of aggregate based purely on data availability (the 
other money supply aggregates are not available for the entire period investigated in this 
research). On the demand side, changes in the indirect marginal utility of real wealth 
could result in changes in the discount rate. These changes might be captured by changes 
in UK Retail Sales (which can be seen as a proxy for real consumption). We also include 
a psychological variable which is the Consumer Confidence Indicator which reflects 
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investors' expectations about their investments, wealth and the economy, with possible 
influences on required rate of returns and stock prices (the effects of consumer 
confidence on stocks returns is discussed in more detail in chapter 7). Finally, a market 
index represented by the UK FTA All shares index is also included. The reason for 
including a market index comes from Chen, Roll, and Ross (1986) who argue that since 
macro-economic time-series are usually smoothed, averaged and then substantially 
revised at subsequent dates, they are unlikely to reflect information actually available to 
the market, and hence stock returns may respond slowly to changes in economic time- 
series. Nevertheless, there is may be residual variability in stock returns not predicted by 
a market factor index that can be explained by innovations in macroeconomic and 
financial variables. 
In summary, the choice of economic variables can be justified using Cheng 
(1995) argument: `The major categories of macroeconomic variables considered in the 
analysis are those representing the stock market, money supply, industrial production, 
and labour market, as well as international trade. The variables are measured by widely 
used indicators which cover a wide spread of economic process and sectors of the 
economy. In addition, these macroeconomic variables are measured to influence either 
future cash flows or the risk-adjusted discount rate, two key variables when stocks are 
priced by the expectation of the present value of future cash flows' (p. 136). 
In order to create innovations in the selected economic variables, three 
methodologies (First differences, Arima models, and the Kalman Filter) will be used. 
These models have specifications that allow the extraction of information based on 
current and past values of the series, unobserved components such as trend and 
seasonalities, and current and past values of the error term. Before applying the ADF and 
PP tests we graphic all series basic series in their levels: 
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Figure 4.1: The Monthly Basic Series from 1976 to 2001 
UKCKYW UKCNFCCN UKCNSYLD 
UKFTMLLD UKGBIU3 UKGBOND UKGOLD 
UIQ O UKRETSAL 
UIOMSo M176AX 
UKCONPR 
UNSHR UI J9AP 
V070AZA 
A first look in the 15 economic series selected appears to show that none of them are 
stationary. A few of the series show trends, such as MO, retail sales and FTA all share 
index (UKSHR). Other series such as unemployment and consumer confidence appear to 
show distinct seasonalities. 
4.3.1 - Applying the ADF and the PP tests to the Basic Series 
Table 4.3 shows the results of the ADF and PP tests for the basic series. Both tests are 
performed assuming a model containing a trend and a constant and 14 lags (Eviews 
default). 
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Table 4.3: UK Economic Series in Levels ADF and PP Tests for Unit Root 1976- 
2001 
UK ECONOMIC SERIES IN LEVELS ADF AND PP TESTS FOR UNIT ROOT 1976- 
2001 
TEST CRITICAL VALUES: 
1% LEVEL -3.9916e** 
5% LEVEL -3.4261** 
10% LEVEL -3.1363' 
*MACKINNON (1996) ONE-SIDED P-VALUES. 
Basic Series ADF Test (Trend and Constant) PP Test (Trend and Constant) 
UK Industrial Production -1.774295 -2.502807 
(UKCKYW) 
UK Consumer Confidence Indicator -3.141102' -3.289767' 
(UKCNFCON) 
UK Debenture and Loan Redemption -3.239227' -3.173261" 
Yield (UKCNSYLD) 
UK Retail Price Index (UKCONPR) -1.867845 -0.577145 
UK FTA All Share Index Dividend -3.598385" -3.586866** 
Yield (UKFTAALD) 
UK 3 Months Treasury Bill Yield -2.437728 -2.898770 
(UKGBILL3) 
UK Gross Redemption Yield on 20 -3.972489*' -3.363277' 
Years Gilts (UKGBOND) 
UK Gold National Valuation -2.215364 -2.249221 
(UKGOLD) 
UK Money Supply MO (UKMO) 4.542591 4.311323 
UK Retail Sales (UKRETSAL) 0.030188 -1.469234 
UK FTA All Share Index (UKSHR) -2.440353 -2.374062 
UK Unemployment Rate -2.562944 -1.281972 
(UKUNEMP) 
UK US$ to £1 Exchange Rate -2.639840 -2.318235 
(UKXRUSD) 
IMF Commodity Prices Index -2.073329 -2.239606 
(WDI76AX) 
IMF Crude Petroleum Price -3.099109 -2.623361 
(WDI76AZA) 
The results shown in table 4.3 indicate that, in their levels, most of the basic economic 
series contain a unit root. The null hypothesis of unit root was rejected at 10% and 5% for 
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the UK consumer confidence indicator, the UK debenture and loan redemption yield, the 
UK FTA all share index dividend yield and the UK long term government bond. 
4.4 - Calculating Innovations using First Differences 
In the studies described in chapter two, Chen, et al. (1986) and Cheng (1995) have 
justified the use of first differences as a method of choice to obtain economic time- series 
innovations. These authors argued that first differences not only make the series 
stationary but also are nearly serially uncorrelated for monthly observations. Cheng 
(1995) further asserted that if macroeconomic variables follow a random walk process, 
first differences are equivalent to unexpected values and are the unanticipated 
innovations in the economic and financial variables. Nevertheless, Chen et al. (1986) 
recognised that the methodology might not generate serially uncorrelated white-noise 
processes, and allowed the possibility of more elaborate methods being more appropriate. 
Unfortunately Cheng (1995) did not provide any empirical justification for his arguments. 
As we will see, although successful in generating stationary time series, first differencing 
fails to produce serially uncorrelated innovations. Table 4.4 shows how innovations were 
calculated by first differencing the basic series. 
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Table 4.4: First Difference Innovations 
FIRST DIFFERENCE INNOVATIONS UK ECONOMIC SERIES 1976-2001 
Basic Series Derived Series Form 
IMF Commodity Prices Index ComPrices I" differences in the logs of 
(WDI76AX) WDI76AX 
UK Consumer Confidence Indicator Concnf I" differences in the UKCNFCON 
(UKCNFCON) 
UK FTA All Share Index Dividend Dividend I" difference of UKFTAALD 
Yield (UKFTAALD) 
Default Risk DRisk UKGBOND-UKCNSYLD/I" 
difference applied to the result from 
above 
UK US$ to LI Exchange Rate ERate I" difference in the logs of 
(UKXRUSD) UKXRUSD 
UK Gold National Valuation GoldPrices 1" difference in the logs of 
(UKGOLD) UKGOLD 
UK Industrial Production IndProd I" difference in the logs of 
(UKCKYW) UKCKYW 
UK FTA All Share Index (UKSHR) MktReturns 1" difference in the logs of UKSI IR 
UK Money Supply MO (UKMO) MoneySupply 1" difference in the logs of UKMO 
IMF Crude Petroleum Price OilPrices I" difference in the logs of 
(WDI76AZA) WD176AZA 
UK Retail Sales (UKRETSAL) RetSales 1" difference in the logs of 
UKRETSAL 
UK Retail Price Index (UKCONPR) RPI 1" difference in the logs of 
UKCONPR 
Term Structure TStructure UKGBOND-UKGBILL3 
1" difference applied to the result 
from above 
UK Unemployment Rate Unemp at difference in the UKUNEMP 
(UKUNEMP) 
To test whether these new derived series contain a unit root we applied the ADF and PP 
tests of the derived series. The results are reported in table 4.5. We also graphed the 
series as show in figure 4.2. 
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Table 4.5: ADF and PP Tests for the First Difference Innovations 
ADF AND PP TESTS FOR 1 DIFFERENCES 1976-2001 
TEST CRITICAL VALUES: 
1% LEVEL -3.9916" 
5% LEVEL -3.4261" 
10% LEVEL -3.1363' 
"MACKINNON (1996) ONE-SIDED P-VALUES. 
Derived Series ADF Test (Trend and Constant) PP Test (Trend and Constant) 
ComPrices -12.83995 -12.83995 
Concnf -19.30111 -19.25475 
Dividend -14.55591 -14.33204 
DRisk -4.727603 -4.961402 
ERate -12.35015 -12.15291 
GoldPrices -17.80214 -17.90035 
IndProd -23.77848 -23.48494 
MktRetums -14.65157 -17.02357 
MoneySupply -14.44051 -17.59110 
OilPrices -12.73113 -12.35620 
RetSales -11.90514 -28.40060 
RPI -3.195313" -13.88734 
TStructure -2.382905 -2.743641 
TStructure 1 -14.53078 -14.62727 
Unemp -2.893404 -10.54063 
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Figure 4.2: The Monthly Derived Series from 1976 to 2001 
cca. pRIces caacas 
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Examining table 4.5 it can be seen that using first differences in general turns a non- 
stationary series into a stationary integrated series (the term integrated is used to define 
the number of times the series must be differenced). The ADF test for the null hypothesis 
is rejected at 10% for the RPI. However, the same result was not repeated using the PP 
test and the null hypothesis of unit root is rejected at 1%, 5%, and 10% for the RPI. The 
unemployment variable also shows different results for the ADF and PP tests (the former 
cannot reject the presence of unit root). The term structure is defined as an interest 
difference between the UK long term bond and the UK 3-month Treasury bill. It shows 
the presence of unit root in both ADF and PP tests. To overcome the problem we 
DMDEND 
7STRUCnJREI UNUlP 
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calculated the first differences using the results from the simple differences applied 
initially to the level of both interest rates. The new series called TStructurel, rejected the 
null hypothesis of non-stationary in both PP and ADF tests. The question now to be 
answered is to see if they fulfil the requirement of being serially uncorrelated white-noise 
processes. For this we use the Ljung-Box test for serial correlation up to lag 24: 
Table 4.6: Test for Serial Correlation Rate of Change Innovations 1979-2001 (24 
lags) 
LJUNG-BOX* TEST FOR SERIAL CORRELATION RATE OF CHANGE INNOVATIONS 1979- 
2001 (24 LAGS) 
Derived Series 
Q* =T(T+2)±f, 21T-s- X2 
ComPrices 70.191(0.0000)* 
Concnf 29.733 (0.1938) 
Dividend 37.012 (0.0436)* 
DRisk 2238.0(0.0000)* 
ERate 52.550(0.0007)* 
GoldPrices 29.370 (0.2065) 
IndProd 53.325(0.0005)* 
MktRetums 28.901 (0.2239) 
MoneySupply 30.501 (0.1687) 
OilPrices 70.940(0.0000)* 
RetSales 89.164(0.0000)* 
RPI 332.72(0.0000)* 
TStructurel 38.427 (0.0313)* 
Unemp 1335.10(0.0000)* 
The probability values in bold indicate the existence of serial correlation. 
From table 4.6 we can see that only Gold Prices, Market Returns, Money Supply and 
Consumer Confidence are not autocorrelated. The Ljung-Box test indicates that the 
majority of the innovations series obtained by first differencing are autocorrelated, and 
consequently fail to meet the criteria for innovations. In the next section we will 
investigate if the residuals from ARIMA models are more satisfactory. 
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4.5 - Calculating Innovations Using Arima Models 
An Arima model is defined by identifying the number of autoregressive and moving 
average components in the data generating process. Such a model states that the current 
value of some series y depends linearly on its own previous values plus a combination of 
current and previous values of a white noise error term. A time-series model classified as 
an ARMA(p, q) is not the same as an ARIMA (p, q). The latter is an integrated stationary 
process after the series has been differenced. Thus, an ARIMA model means that it is an 
integrated autoregressive moving average model where the term `integrated' represents 
how many times the series must be differenced to achieve stationarity. 
Following Harvey (1989, chapter 2, pp 65-67), if an ARMA process is stationary 
then it can be expressed as an MA (co) process given by 
n-I 
I piu, _j 
(4.34) 
J. 0 
in which the MA coefficients satisfy the condition that 
00 Y2< oo (4.35) 
/=o 
Since it is assumed that the white-noise disturbances, u, , have finite variance, the 
condition expressed in equation (4.35) guarantees that the variance of y, is also finite. 
According to Harvey (1989), the condition that an ARMA model is invertible means that 
the model can be expressed as an AR(co)process. The invertibility condition is 
mathematically the same as the stationary condition (described earlier in this chapter) 
except that it now refers to an MA process rather than an AR process. Stated formally an 
ARMA(p, q) is defined as (Harvey 1989) 
Y, _ clv, -I +... +u, +01u, -, +OqU#-q 
Using the lag operator L for both autoregressive and moving average parameters 
q(L) =1- cp, L -... cp, LP (AR components), 
O(L) =I+ OL+... +BQLL (MA components) 
The ARMA model can be written as 
(4.36) 
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ýp(L)y, = O(L)u, (4.37) 
or 
Y= 
OM 
ut = 9-'(L)O(L)u, (4.38) 
Harvey (1989) points out that the conditions for stationarity can be expressed for the 
autoregressive polynomial, cp(L), by the requirement that its roots lie outside the unit 
circle. No restrictions are needed on 6(L) for the process to be stationary. Suppose that 
the series y is stationary after it has been first differenced d times. Such a derived series 
is said to be integrated of order d and may be represented by y, -1(d) .A model in 
which the observations are taken to follow a stationary and invertible ARMA(p, q) 
process after they have been differenced d times is known as an autoregressive- 
integrated-moving average process of order (p, d, q) or ARIMA (p, d, q) (Harvey 1989, p. 
66). This model is expressed by 
(p(L)Od y, = O(L)u, (4.39) 
where u, is a white-noise process with mean zero and variance o2. 
The order of integration (all series were first differenced once) is already defined when 
we calculate the innovations in the economic series using first differences. The next step 
is to find in our selected economic variables the presence of AR, MA, or both. 
4.5.1 - Building ARIMA models: the Box-Jenkins approach 
In section 4.2 we defined autocovariances and the autocorrelation function. Now we can 
also define the partial autocorrelation function or PACF (denoted rkk ). Following Brooks 
(2002, pp 247-248) the partial autocorrelation measures the correlation between an 
observation k periods ago and the current observation, after controlling for observations 
at intermediate lags. For example, the PACF for lag 4 would measure the correlation 
between y, and y, _4 after controlling 
for the effects of y, _1, y,. 2 and y, _3. 
At lag I the 
autocorrelation and partial autocorrelation coefficients are equal because there are no 
intermediate lag effects to eliminate. 
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Box and Jenkins (1976) presented the first attempt at estimating an ARIMA model in a 
systematic way. Their approach is summarised by Brooks (2002) and involves three 
steps: 
1. Identification 
2. Estimation 
3. Diagnostic Checking. 
The process of choosing the optimal (p, d, q) structure in an ARIMA model is known as 
identification. This process involves some guesswork, since the theory does not indicate 
the optimal length of lag or degree of differencing. As we have seen when calculating 
innovations using the rate of change, in virtually all cases, d was equal to 1. 
Consequently, the focus of the identification process is centered on determining the 
optimal values of p and q (AR and MA components in the differenced series). 
Determining the optimal values of p and q involves checking the ACF and PACF 
graphics. For example, an autoregressive process presents a geometrically decaying ACF 
and a number of non-zero points of PACF-i. e. the PACF cuts off to zero after p lags, 
defining the AR order. A moving average process presents a geometrically decaying 
PACF and a number of non-zero points of ACF-i. e. the ACF cuts off after p lags, 
defining the MA order. Finally, a process characterised by AR and MA components has a 
both the ACF and PACF decaying geometrically. `The second step involves estimating 
the parameters of the model specified in step 1. This can be done using least squares or 
maximum likelihood estimation, depending on the model' Brooks (2002) (p. 255). The 
third step involves determining whether the model is specified and estimated adequately. 
Box and Jenkins recommend two approaches: overfitting and residual diagnostics. 
Overfitting implies fitting a larger model than required to capture the dynamics of the 
series being analysed and identified in the first step. However, if the model specified in 
the first step is adequate, the inclusion of extra terms into the ARIMA model would be 
insignificant. Residual diagnostics are based in the Ljung-Box test and involve checking 
whether autocorrelation is present in the residuals. 
The innovations in economic variables using ARIMA modelling are the residuals 
of these models. Thus, residual diagnostic testing is an essential tool to verify if the 
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residuals are uncorrelated white-noise processes, giving the researcher the assurance that 
the residuals are true innovations. 
According to Brooks (2002) one of the criticisms of the identification process is 
the use of ACF and PACF graphics to identify the AR and MA components in the 
economic series because real data rarely exhibit single patterns that are easily identifiable 
by checking the ACF and PACF. This means that the ACF and PACF are very difficult to 
interpret. However the information criteria approach is an alternative technique which 
removes some of the subjectivity attached in interpreting the ACF and PACF. 
Information criteria embrace two factors: a term which is a function of the 
residual sum of squares (RSS), and a penalty for the loss of degrees of freedom from 
introducing extra parameters to the model. In other words, the addition of a new variable 
or an extra lag to a model affects the information criteria first by decreasing the (RSS) 
and second by increasing the value of the penalty. The objective is to find the number of 
parameters that minimises the value of the information criterion. There are several 
different criteria, which vary according the severity of the penalty term. In this research 
we have used two of the most popular: the Akaike's (1974) information criterion (AIC) 
and Schwarz's (1978) Bayesian information criterion (SBIC). Formally, they are given 
by (Brooks, 2002 chapter 5 pp 257): 
and 
AIC 1n(a2)+ (4.40) 
T 
SBIC=1n(ä2)+T1nT (4.41) 
Here ä2 is the residual variance (also equivalent to the residual sum of squares divided 
by the number of degrees of freedom, T-k), k=p+q+1 is the total number of 
parameters estimated and T is the sample size. The information criteria are minimised 
subject top <- p, q <_ q. This means that an upper limit is defined by the number of 
moving average (q) and autoregressive terms (p) specified in a model. When 
examining both criteria Brooks (2002) points out that the SBIC criterion imposes a more 
severe penalty than that imposed by the AIC. The SBIC is strongly consistent but not 
efficient, while the AIC is not consistent but generally more efficient. This means that the 
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SBIC will asymptotically deliver the correct model order, while the AIC will indicate on 
average a larger model. On the other hand, the average variation in selected model orders 
from different samples within a given population, will be greater in the context of the 
SBIC than AIC. Brooks (2002) asserts, that overall, no criterion is definitely superior to 
others. Kennedy (2004) argues that each criterion is defended on the basis of the loss 
function on which its derivation rests. That is, the AIC minimises ln(62)+ while the 
SBIC minimises 1n(ä2)+ 
k 
lnT where T is the sample size and k the number of 
regressors. The AIC tends to select models that are overparameterised, whereas the SBIC 
criterion is consistent in that, as the sample size grows, it tends to pick the true model if 
this model is among the choices. According to Kennedy (2004) most researchers consider 
the SBIC to be the best criterion because it has performed well in Monte Carlo studies. 
Mills and Prasad (1992) for example, have examined several model selection criteria with 
respect to their robustness when faced with complications such as non-normal errors and 
col linearity, and recommend the SBIC criterion. 
4.5.2 - Constructing Innovations Using ARIMA models 
We start by using the derived series from obtained using first differences. These derived 
series are shown in table 4.5 and are all stationary according to the ADF and PP tests. 
Graphs of the autocorrelation and partial autocorrelation functions of the derived series 
are given in figures 4.3 to 4.16 below. 
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Figure 4.3: Commodity Prices ACF and PACF 
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Figure 4.4: Consumer Confidence Index ACF and PACF 
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Figure 4.5: Dividend Yield ACF and PACF 
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Figure 4.6: Default Risk ACF and PACF 
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Figure 4.7: Dollar-Sterling Exchange Rate ACF and PACF 
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Figure 4.8: Gold Prices ACF and PACF 
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Figure 4.9: Industrial Production ACF and PACF 
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Figure 4.10: Market Returns ACF and PACF 
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Figure 4.11: Money Supply ACF and PACF 
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Figure 4.12: Oil Prices ACF and PACF 
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Figure 4.13: Retail Sales ACF and PACF 
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Figure 4.14: Retail Price Index ACF and PACF 
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Figure 4.15: Term Structure ACF and PACF 
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Figure 4.16: Unemployment ACF and PACF 
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A first examination of the ACF and PACF confirms the hazards of using the graphics to 
identify the AR and MA components (the observed patterns are not as clear as the theory 
describes). We therefore used the AIC and SBIC criteria as auxiliary instruments to model 
each series. We initially assumed three lags on each component and checked the criteria 
(the model with the lowest value of AIC and SBIC should be chosen) to form a 
parsimonious model. After selecting the model we tested for serial correlation. Any series 
that showed the presence of serial autocorrelation were modelled again with the inclusion 
of more components until the serial correlation in the residuals disappeared. 
Table 4.7 exhibits the initial model selected using the AIC and SBIC criteria for the 
derived series. 
Table 4.7: Initial Model Selected Using the AIC and SBIC Criteria 
Defining the AR and MA Components for the Derived Series Using AIC and SBIC Criteria 
Derived Series Model(p, q)p=AR component and 
q=MA component 
AIC SBIC 
Commodity Prices (1,0) -4.9066 -4.882531 
Consumer Confidence (1,0) 5.152115 5.176222 
Dividend Yield (0,1) -3.334925 -3.3100875 
Default Risk (1,2) 0.890841 0.939054 
Exchange Rate (0,1) -4.624723 -4.600673 
Gold Prices (0,0) -1.688277 -1.676252 
Industrial Production* (1,0) -4.056867 -4.030632 
Market Returns (0,0) -3.148891 -3.136866 
Money Supply* (1,3) -7.56148 -7.500881 
Oil Prices (0,1) -2.348386 -2.324336 
Retail Sales (3,3) -4.215538 -4.130763 
Retail Price Index * (0,2) -7.599025 -7.562865 
Term Structure (2,2) 1.638801 1.699211 
Unemployment* (3,0) -4.206941 -4.154471 
*I hese variables presented serial correlation in the residuals and were re-estimated again until serial correlation was 
eliminated 
The residuals from these selected models are then tested for serial correlation using the 
Q-statistic from the Ljung-Box test. These residuals are considered innovations if they do 
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not break the assumption of a serially uncorrelated white-noise process. The final 
selected models and the Q-statistic values are reported in tables 4.8 and 4.9 respectively: 
Table 4.8: Final Selected Parsimonious Model using Arima modelling 
Derived Series: Commodity Prices 
ComPrices = 0.000562+ 0.313110 AR(1) R2 = 0.098419 (0.327387) (5.798460) 
Derived Series: Consumer Confidence 
Concnf = 0.016411- 0.095942 AR(1) R2 = 0.009214 (0.099881) (-1.692396) 
Derived Series: Dividend Yield 
Dividend= -0.002160+0.215079MA(1) R2 = 0.040160 (-0.689174) (3.870533) 
Derived Series: Default Risk 
DRisk = 0.331723+ 0.972669 AR(1) - 0.359421 MA(1) - 0.245173 MA(2) R'=0.724188 (1.066568) (60.59440) (-6.109750) (-4.208560) 
Derived Series: Dollar-Sterling Exchange Rate 
ERate = -0.001087+0.412755 MA(I) R'=0.138179 (-0.568212) (7.966232) 
Derived Series: Gold Prices 
The best fit model is the 1s` differences in the logs, there are no AR or MA components 
for this series 
Derived Series: Industrial Production 
IndProd = 0.000755- 0.284692 AR(1) + 0.141535 AR(3) + 0.141727 AR(8) (1.099932) (-3.061135) (2.513434) (2.545997) 
R2 = 0.122773 
Derived Series: Market Returns 
The best fit model is the 1st differences in the logs, there are no AR or MA components 
for this series 
Derived Series: Money Supply 
MoneySupply = 0.004842+ 0.956757 AR(1) -1.030779 MA(1) + 0.15403 8 MA(3) (5.297123) (40.70949) (-24.13201) (3.959514) 
RZ = 0.120491 
Derived Series: Oil Prices 
OliPrices = 0.001389+0.375770MA(1) R'=0.113088 (0.239034) (7.127166) 
R2 = 0.113088 
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Table 4.8 
continued 
Derived Series: Retail Sales 
RetSales = 0.002483+ 0.392968 AR(1) - 0.678991 AR(2) - 0.363276 AR(3) (6.257517) (7.370373) (-16.36452) (-7.006898) 
-0.894196 MA(1) + 1.088414 M4(2) - 0.120196 M4(3) (-94.09563) (1439.279) (-22.68181) 
R2 = 0.275833 
Derived Series: Retail Price Index 
RPI = 0.003786+ 0.623371 AR(12) + 0.294170 M4(1) + 0.182023 M4(2) (3.297324) (14.07112) (5.377201) (3.308744) 
+0.273944 MA(6) (5.033802) 
R2 = 0.496389 
Derived Series: Term Structure of Interest Rates 
TStructure =-0.013592+ 0.495605 AR(1) - 0.734215 AR(2) - 0.465455 M4(1) (-0.409312) (3.811098) (-8.434213) (-4.069327) 
+ 0.795475 MA(2) 
(9.665137) 
R2 = 0.061501 
Derived Series: Unemployment 
Unemp =-0.000332+ 0.182256 AR(1) + 0.261125 AR(2) + 0.377899 AR(3) (0.000163) (0.134713) (0.282608) (0.378976) 
+0.083356 AR(4) + 0.149865 AR(S) - 0.202270 AR(10) (0.124748) (0.197020) (-0.270048) 
R2 = 0.726303 
It is also important to point out that researchers, for example, (Clare and Thomas, 1994; 
Priestley, 1996) frequently do not report how well their Arima models explain the 
variable being investigated. That is, the final selected models may not be reported (Clare 
and Thomas 1994) or are reported without showing the RZ values (Priestley 1996). The 
reason for not reporting the measure of goodness of fit is that RZ quite often takes on 
higher values (sometimes close to 0.9) for time series regressions, and hence it is not 
good at discriminating between models, since a wide array of models will frequently have 
broadly similar and high values ofR2 (Brooks 2002, p. 137). 
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Table 4.9: Test for Serial Correlation Innovations from Final Arima Models 1979- 
2001 (24 lags) 
LJUNG-BOX* TEST FOR SERIAL CORRELATION INNOVATIONS FROM ARIMA MODELS 
1979-2001 (24 LAGS) 
Derived Series 
Q* =T(T+2)2: i; /T-s-X) 
s=1 
ComPrices 21.085(0.6338) 
Concnf 22.228(0.5657) 
Dividend 24.291(0.4451) 
DRisk 23.962(0.4638) 
ERate 19.882(0.7635) 
GoldPrices 29.370(0.2065) 
IndProd 22.735(0.5355) 
MktRetums 28.901(0.2239) 
MoneySupply 24.121(0.4547) 
OilPrices 30.859(0.1579) 
RetSales 32.517(0.1147) 
RPI 24.940(0.4090) 
TStructure 12.255(0.9769) 
Unemp 23.314(0.5013) 
*Values in parenthesis indicate the probability of rejecting the existence of serial correlation in the residuals 
A comparison of table 4.6 (the Ljung-Box test for the first differences innovations) and 
table 4.9 above shows a substantial improvement in the Q-statistics. Unlike the first 
differences the innovations produced by ARIMA models appear to satisfy the 
requirement of unpredictable residuals (serially uncorrelated white-noise processes) and 
as result can be considered as "real" innovations. Therefore from the results for the 
period investigated in this research it can be said that Arima models are a superior 
methodology to generate innovations than first differences. 
4.6 -A Learning updating process: The Kalman Filter 
One of the assumptions embodied in economic models is the rational expectations 
hypothesis (REH) originally described by Muth (1961). The REH in the context of this 
research assumes that investors use all information at their disposal together with the 
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appropriate models of the economy in forming their expectations of what the future 
holds. Thus, investors use whatever information is available in an efficient way, and act 
as if they know the true structure of the economy. This does not mean they do not make 
mistakes, it means only that they are not able to forecast their own mistakes. These 
assumptions are very strong and are subject to severe criticism, and a relaxed hypothesis 
where investors learn from their own mistakes seems more realistic. 
The first differences and Arima (using the Box-Jenkins method) approaches do 
not address the way agents can learn about the time series behaviour of economic 
variables, they simply transform the variables to satisfy a stationarity condition. 
However, a differenced univariate time series y, containing a trend, seasonal and 
irregular components will lose some of its structure and characteristic properties. In 
consequence, changes in the structure of the system over time are not modelled by these 
approaches and a process capable of mimicking an adaptive learning process by investors 
could be a better way to model innovations in economic variables. Such models have 
been used in the engineering field for more than four decades. A process where investors 
learn (update their expectations as new information becomes available) is possible to 
analyse using the Kalman Filter (KF) (Kalman, 1960). The KF may be seem as a form of 
adaptive expectations where the time series being analysed is updated each period as new 
information arrives. This seems to provide a tractable alternative to the extreme 
information assumption of the REH. 
4.6.1 - Understanding the Kalman Filter 
With its origins in the engineering field, the Kalman Filter has only recently been 
considered as a method of choice in the analysis of economic time series. There was an 
early lack of reasonably straightforward and intuitive explanations of the Kalman Filter 
for applications in economics that has now been partly addressed by Cuthbertson (1988). 
He presents an example using measured income to show how the Kalman Filter works, 
mixing the formal mathematical approach with an economic explanation of expectations 
formation. 
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The starting point is to investigate how agents form expectations of their permanent 
income under a variety of informational assumptions other than the unrealistic REH. 
Cuthbertson (1988) starts his discussion with a fixed adaptive expectations model and 
later relaxes it to include time varying adaptive coefficients. 
4.6.1.1 - Fixed Coefficient Adaptive Models 
Assume that measured income y, is accurately specified by an ARIMA (0,1,1) integrated 
moving average process of order one (Cuthbertson, 1988, footnote p. 228) 
Y, _. v, -1 +8, -(I-6)e, _, (4.42) 
The optimal updating equation for expected income is 
Ay, = E, - (l - 9)E, _, (4.42a) 
Taking expectations of (4.42a) gives 
E, 
-, 
(Y) = y, -, 
(1- B)Er-, (4.42b) 
Re-arranging (4.42a) using the lag operator L 
E, = Ay, /[1- (i - 9)L] (4.42c) 
Substituting for e, _, 
from (4.42c) in (4.42b) and re-arranging gives 
E, 
_1(y, 
) = y,. - (1-O)Dy, _, 
/[l - (I - 9)L] 
or (4.43) 
E, 
_1(Yr) - 
E, 
_2 
(Yr-1) = e(Yr-1- E, _2 
(Yº-I )) 
Equation (4.43), the updating equation for expected income, is nothing more than first- 
order adaptive expectations with the fixed updating coefficient (1-0) equal to the 
moving average in the data generation process. Under the rational expectations 
hypothesis the first-order adaptive model applied to the growth in income is optimal, but 
due to its fixed coefficient the model does not allow agents to learn about their new 
environment as new information becomes available. For this model to be optimal in 
Muth-REH equilibrium when new information becomes available, agents must 
instantaneously acquire knowledge of the new moving average coefficient. This implies 
an information requirement in a stochastic world that seems to be quite unrealistic. 
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4.6.1.2 - Variable Parameter Adaptive Expectations 
Cuthbertson (1988, p. 229), assumes an agent who has sequential observations on his/her 
measured income, y, , which he/she views as consisting of an unobserved permanent 
component 7r, and a zero mean (unobserved) surprise element s, Now consider that the 
agent has an initial or previous estimate of his/her permanent income 7ro and wants to 
update this estimate every time information on measured income becomes available. To 
solve this problem the agent needs to have some idea of how income varies over time. 
The model assumed by the agent can be represented by the following equations 
(Cuthbertson 1988): 
y, _ 7r, + (1- k, )s, "Measurement equation" (4.44) 
2c, _ 7c, _, +k, s, 
"Transition equation" (4.45) 
The transition equation describes the evolution of n, as a random walk. The model also 
assumes that the agent perceives that a fraction k, of the surprise s, in measured income 
constitutes permanent income while (1- k, )s, is considered to accrue to transitory income. 
Note that k, varies through time and at this stage its value is assumed to be known by the 
agent (the Kalman Filter provides a method of estimating and optimally updating k, ). In 
(4.44) and (4.45) it is also assumed that E, -, s, = s, 
`ß, 
_1 =0 and 
E(n, s, _, 
) =0 
for(j =0,..., oo). The measurement equation has measured income y, as the sum of 
permanent n, and transitory income (1-k, )s, , while the transition equation comprises the 
assumed evolution of ir, through time. 
The next step is to form a variable parameter adaptive model. Thus, substituting 
(4.45) in (4.44) gives: 
yr = 1Cr_, + Sr (4.46) 
Multiplying equation (4.46) by k, and substituting from (4.45) for k, s,, gives the 
updating equation for n, in the form of a variable-parameter model: 
r, =r, _, +k, 
(y, -ir, -, 
) (4.47) 
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Thus, given an initial estimate of permanent income ; co , and knowing k, and y, , allows 
the use of equation (4.47) to estimate all future values of permanent income. 
The analogy with the fixed parameter adaptive model can be seen by writing 
equations (4.44) and (4.45) as an ARIMA (0,1,1) process with a time-varying moving 
average coefficient. Taking equation (4.44) and subtracting itself lagged one period 
results in 
Ay, =&r (1-k, )s, -(1-k, -, )s, -, (4.48) 
Substituting for Az, from equation (4.45) yields the ARIMA (0,1,1) representation: 
Ay, =s, -(t-k, -, 
)s, 
-, 
(4.49) 
In using the updating equation (4.47), the key question is how the agent forms and 
updates the coefficient k1 , which is the "Kalman Gain". Before demonstrating how 
agents estimate the Kalman gain we need to define the concept of state-space models. 
4.6.1.3 - State Space Models 
Durbin and Koopman (2001, p. 1) argue that "state-space modelling provides a unified 
methodology for treating a wide range of problems in time series analysis. In this 
approach it is assumed that the development over time of the system under study is 
determined by an unobserved series of vectors with which are associated a 
series of observations y,, -.., y,,. The purpose of state-space analysis is to infer the 
relevant properties of the al's from a knowledge of the observations y1 ,..., y ". The 
state-space form is an enormously powerful tool which opens the way to handling a wide 
range of time series models. Once a model has been put in state-space form, the Kalman 
Filter can be applied. 
Following Harvey (1989, chapter 3, pp 100-113), we present the general state- 
space form representations. The general state-space form (SSF) applies to a multivariate 
time series y, , containing N elements. These observable variables are related to amxI 
vector a,, known as the state vector, via the measurement equation 
yt=Ztat+d1+c ,t =1,... T (4.50a) 
129 
where Z, is an Nxm matrix, d, is an NxI vector and c, is an Nxl vector of serially 
uncorrelated disturbances with mean zero and covariance matrix H,. That is 
E(c) =0 and Var(c, ) = H, (4.50b) 
In a univariate model, N =1 and the measurement equation is represented by 
y, = z, a, + d, + e, (4.51) 
whereVar(s) = h,, 1=1,..., T. Generally the elements of a, are not observable. 
However, they are known to be generated by a first-order autoregressive process, 
a, =T, a, _, 
+ct+Rt% (4.52) 
where Tt is an in xm matrix, c, is an mx1 vector, R, is an mxg matrix and q is a 
gx1 vector of non-autocorrelated disturbances with E(q1) =0 and Var(q, ) = Q, . 
Equation (4.52) is the transition equation. The specification of the state-space system is 
finalised by two further assumptions: 
l. the initial state vector ao has mean ao and a covariance matrix Po E(a(, ) = ao 
and Var(ao)=Po. 
2. the disturbances et and % are uncorrelated with each other in all time periods, 
and uncorrelated with the initial state. That is 
E(c, t; ) =0 for all s, t =1,... T and E(c, aö) = 0, E(ti, aö) =0 for all t =1,... T . 
The matrices Z,, d, and H, in the measurement equation and the matrices 
TT, c,, R,, and Q,, in the transition equation are referred to as the system matrices. 
Unless otherwise stated, it is assumed that they are non-stochastic. Thus, although they 
may change with time they do so in a way which is predetermined. As a result the system 
is linear and for any value of t and y, can be expressed as a linear combination of present 
and past values of c and q and the initial vector ao. As an example we write an MA(l) 
model in a state-space form. For simplicity we have omitted the residual terms 
y, _, +9ý, _,, 
t =1,... T . First define the state vector a, = 
[y, Of and then write 
y, =[1 O]a,, t=1,... T (4.53a) 
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a, _00a, -ý +0 
(4.53b) 
Once a model has been put in a state-space form, the Kalman Filter can be applied. The 
Kalman Filter algorithm is a recursive procedure for computing the optimal estimator of 
the state vector at time t, based on information available at time t. This information 
consists of observations up to including y, . The system matrices together with ao and 
Po are assumed to be known in all time periods and so do not need to be explicitly 
included in the information set. 
4.6.1.4 - Generalised Stochastic Trend Model 
We now go back to Cuthbertson's (1988) measured income example and the estimation 
of the Kalman gain. For this a generalised stochastic trend model will be assumed and 
represented in state space-form. The model assumes that the agent knows k, , and the 
proportion of any surprise s, that accrues as permanent income. The model also adopts 
the weaker assumption that shocks to permanent and measured income are statistically 
independent. Finally, the growth in permanent income, Ay,, is time-varying with 
parameter y, _, evolving as a random walk. 
Based on these assumptions Cuthbertson 
(1988) defines the generalised stochastic model by the following equations: 
yr = ir, + cr 
Jr, =7r, 
-I 
+yr-1 +S, 
Y, = Y, -i 
+ CO, 
The above model can be written in state-space form yielding: 
Y, =[1 0] 
7r` 
+c,; and 
S' 
or 01 Yý-ý CO, 
y, = x'ß, +e, t=1,2,... n "Measurement equation" 
Pt = Tß, _, +'it 
"Transition equation" 
11, 
. Here x'=[l 0], P, =(r, Y, 
ý 
, T= 01 , and tl, _(S, co, 
) 
(4.54a) 
(4.54b) 
(4.54c) 
(4.55a) 
(4.55b) 
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The residual terms e,, s,, uw, are zero-mean error terms independent of each other with 
var(e, ) = QE ; var(s, ) = ac'; var(w)= Q.. 
In the measurement equation, observed data on income y, consists of a permanent sr,, 
and a transitory component, c,. The growth in permanent income, fir, , is assumed to 
equal a stochastic growth coefficient y, _, plus a random error 
term q,. 
Cuthbertson (1988) points out that in this unobservable components model only 
data on income y, is observed and that agents face a problem in determining how much 
of any change in y, can be attributed to a change in permanent income and how much to 
transitory income e, . This determination problem is known in the state-space Kalman 
filter methodology as the "signal extraction problem" with the change in permanent 
income defined as the "signal" and the change in transitory income known as the "noise". 
To explain the signal extraction problem Cuthbertson (1988) starts from a simple 
case in which co, = Qw = 0, where agents know the values of oe and Q,. He also assumes 
that with information on y up to period t -I, agents have formed prior estimates of their 
unobservable permanent income for time t, defined as The major question is how 
agents optimally use information to update their estimate of n when new information on 
y, becomes available. In two extreme cases Cuthbertson assumes that c r, 2= 0 and 
cr =0. In the first case, there is no measurement noise and as a result y, = n, . 
This 
means that all of the forecast error v, = (y, (y, will be inserted in the 
agent's estimate of permanent income, giving 7r, = 7r, i, _, +(y, 
The converse 
applies for Q, = 0, where r, In the intermediate case (as ,c:; 6 0) the proportion 
of forecast error added to n, i, _, will 
depend upon the agent's perception of the relative 
variance of as and var(ir, i, _, 
). The latter is equal to the sum of the agent's previous 
estimates of the variance of 7r (say, Qö) and the agent's sampling error for7r (i. e. o ). 
Thus, if the updating equation is 
n, = ac, i, _, + 
k, (y, ) (4.56) 
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then 
2+ 2)/ 2 +( 2+ 2)) ao al; (as ao orc (4.57) 
The adjustment parameter k, is defined as the Kalman gain, and equation (4.56) is the 
updating equation for the unobservable permanent income variable. Given an initial 
estimate it and knowing k, , equation (4.56) provides a recursion formula for updating 
r, when information on y, arrives. We next present the general form of the Kalman 
Filter. 
4.6.1.5 - General Form of the Kalman Filter 
We now present a general form of the Kalman Filter, based on Harvey (1989, chapter 3 
pp 105-106). Consider the state-space model described using equations (4.50a) to (4.52). 
Let a, _, 
be the optimal estimator of a, _, 
based on the observations up to and including 
y, _, . 
P, 
_, 
is the mxm covariance matrix of the estimation error, given by 
P, 
-, = 
E[(a, 
-, - a, -1)(a, -, -a, -, 
)'] (4.58) 
If a, _, and 
P, 
_, are given, 
then the optimal estimator of a, is 
aýi, _, =1a, _, 
+c, (4.59a) 
and the covariance matrix of the estimation error is 
T, + R, Q, Rr (4.59b) Pill_I = TAP, -1 
Equations (4.59a) and (4.59b) are known as the prediction equations. When new 
observations y, arrive the estimator of a,, a,,, _, can 
be updated. The updating equations 
are 
ar =a,,, -1 
+ Prýr-ýZrr'r ýYr - Trarýr-t - dt 
and 
P, =P, 1, -, -P, 
F, TitZ, P, 
1r-t 
where 
F, =Z, P, i, _, 
Z''+H,, t=l,... T 
(4.60a) 
(4.60b) 
(4.60c) 
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Taken together, equations (4.59a) to (4.60c) make up the Kalman Filter. They can also be 
written as a single set of recursions going directly from a, _, 
to a, or alternatively from 
a,,, -,. 
In the latter case 
a, +, 1, = 
(Tr+, - K, Z1)a1iº-, + K, y, + (c,., - K, d, ) (4.61a) 
The Kalman gain is represent by matrix K, which is given by 
K, =T, +1P,,, -, 
Z, F, ', t=1,... T 
The recursion for the error covariance matrix is 
(4.61 b) 
P, 
+ný - 
T*1(PIV-ý -Pi, -. 
Z: F, 'Z, P, i, -. 
)Tº+ý +R, +, 
Q, 
+, 
Rr. 1, t=1,... 
T (4.61c) 
The starting values for the KF may be specified in terms of ao and Poor a, io and P, 10. 
Given these initial conditions, the KF delivers the optimal estimator of the state vector as 
each new observation arrives. When all T observations have been processed, the filter 
arrives at the optimal estimator of the current state vector and/or the state vector in the 
next period, based on the full information set. This estimator has all the information 
needed to make optimal predictions of future values of both the state vector and the 
observations. 
4.6.1.6 - The Advantages of State -Space Models over Arima Models 
A natural question to raise is why the Kalman Filter should be used analyse economic 
time series, and what the advantages are over Arima models using the Box-Jenkins 
approach. The following discussion is based on Durbin and Koopman (2001) and Durbin 
(2000). 
Durbin and Koopman (2001, p. 52) argue that the major advantage of the state- 
space approach is that it is based on a structural analysis of the time series. Structural 
time series analysis involves the decomposition of the series into unobserved 
components. In this type of analysis, researchers identify the presence or absence of the 
level, trend, seasonality, cyclicity, autoregresiveness, or irregularity inherent in a 
particular series. When identifying these components, researchers designate those 
contained in the model as nonexistent, stochastic or deterministic. The developed model 
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helps researchers to identify interventions and structural breaks in the underlying data- 
generating process. They can construct their models with maximum likelihood estimated 
parameters for these components and try to optimise model fit by adding or adjusting 
interventions, level shifts, autoregressive components to explain the series under 
investigation. Durbin and Koopman assert that conversely, the Arima model based on 
the Box-Jenkins approach can be seen as a type of `black box', in which the chosen 
model depends only on the data without previous analysis of the structure of the system 
that generated the data. They also emphasise that state-space models are flexible. Their 
recursive nature allows for changes in the structure over time, while Arima models are 
invariant over time since they are based on the assumption that the differenced series are 
stationary. The requirement that the differenced series need to be stationary is a weakness 
of this type of model. In the economic and social fields, real series are never stationary 
and much differencing is done. In Arima models it is relatively difficult to handle 
situations such as missing observations, adding explanatory variables or changes in 
behaviour over time. The latter point is crucial when modelling agent's expectations 
about the economy and share prices. 
Durbin and Koopman (2001) also point out that state-space models are very 
general, covering a wide range of models, including all Arima models. Multivariate 
observations (meaning the dependent variable is a Nx I matrix of observations) can be 
handled by extensions of the univariate theory, but the same does not apply to Arima 
models. Furthermore, explanatory variables can be easily incorporated into the model 
while the associated regression coefficients are permitted to vary stochastically over time 
(as illustrated in the previous sections). The recursive nature of the methodology enables 
large models to be handled with efficacy and no extra theory is required for forecasting. 
All that is needed is to project the Kalman Filter forward into the future. This gives the 
required forecasts together with their estimated standard errors using the standard 
formulae used earlier in the series. 
There are few disadvantages of state-space models when compared to the Box- 
Jenkins approach. According to Durbin and Koopman (2001, p. 52) "the only 
disadvantages are the relative lack of knowledge and software regarding these models in 
the statistical and econometric communities". Durbin and Koopman argue that "Arima 
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modelling forms a core part of university courses on time series analysis with numerous 
text books and software available on the subject. On the other hand, state-space 
modelling for time series is taught in relatively few universities and on the statistical side, 
differently from the engineering side, very few books are available. There is little state- 
space options in general statistical packages and only recently has specialist software on 
the subject been published" (p. 53). 
To summarise, state-space models are based on the observed structure of the data. 
They are more general, more flexible and more transparent than Box-Jenkins models and 
can deal with features of data which are hard to handle in the Box-Jenkins system. Next 
we present the results of calculating the innovations using our selected economic, 
financial time series using the state space methodology. 
4.7 - Generating Innovations Using the State-Space, Kalman Filter approach 
In order to generate innovations in our selected economic and financial variables 
specialist software called STAMP has been used. The full name of STAMP is Structural 
Time Series Analyser, Modeller and Predictor. Structural time series models are 
formulated directly in terms of components of interest (level, trend, seasonals, and 
cycles). The Kalman Filter is used by STAMP to fit the unobserved components 
considered by the researcher. STAMP was developed by Koopman, Harvey, Doornik and 
Shephard (1999), and it is published and distributed worldwide by Timberlake 
Consultants Ltd. 
We used the default definition of components suggested by STAMP. The default 
setting is called the Basic Structural Model (BSM). The BSM specifies a `Stochastic 
Level', and `Stochastic Slope', making up the trend, a (stochastic) `Trigonometric 
Seasonal' and an `Irregular'. The model is estimated via maximum likelihood. When 
convergence is not reached the model is re-estimated with insignificant components 
eliminated and lags of the explanatory variables included if necessary. Once convergence 
is reached the residuals are checked for autocorrelation. The residuals from the final 
models are the innovations for the selected economic and financial variables. Since the 
innovations must be serially uncorrelated white-noise processes they can be checked by 
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the Ljung-Box test for high-order serial correlation. Before reporting the selected final 
models and the Ljung-Box test for the residuals we briefly explain the maximum 
likelihood estimation followed by the basic components equation suggested by STAMP. 
4.7.1 - Maximum Likelihood Estimation 
This explanation of maximum likelihood is based on Pindyck and Rubinfeld (1998, 
chapter 2, pp 51-53) and on Kennedy (2004, chapter 2, pp23-24). Maximum likelihood 
estimation focuses on the fact that different populations generate different samples, so 
that any sample being investigated is more likely to have come from some populations 
than from others. In other words, the maximum likelihood principle of estimation is 
based on the idea that the sample of data in hand is more likely to have come from a "real 
world" characterised by one particular set of parameter values than from a "real world" 
characterised by any other set of parameter values. For example, if one were sampling 
coin tosses and a sample mean of 0.5 were obtained (representing half heads and half 
tails), the most probably population from which the sample was drawn would be a 
population with a mean of 0.5. 
Assume we want to estimate the value of a parameter ß, we define the maximum 
likelihood estimator of this parameter as the value of ß that would most likely generate 
the observed sample observations y,, y2,... y,,. In general, if y, is normally distributed and 
each y is drawn independently, the maximum-likelihood estimator maximises 
p(y, )p(y2)... p(y), where each p represents a probability associated with the normal 
distribution. Thus, the calculated maximum-likelihood estimate is a function of the 
particular sample of y chosen. A different sample would result in a different maximum- 
likelihood estimate. 
The likelihood function depends not only on the sample values but also on the 
unknown parameters of the problem (in state-space form these are the y and the 
unobserved components, a). In describing the likelihood function, the unknown 
parameters will vary while y is fixed. Maximum likelihood estimation involves a search 
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over the alternative parameter estimators to find those estimators which would most 
likely generate the sample. 
To apply the maximum likelihood principle, note that if X is normally distributed 
with mean p and standard deviation a the probability distribution of X is equal to 
(Pindyck and Rubinfeld 1998) 
Uz 
PAX = X, ) = 
[21 
exp - 2c2 
The likelihood function is then given by: 
_1 L(X, p, c2) 2; i I 
N/2 (x1 
-, U)2 
exp - 2c2 
(4.62) 
(4.63) 
Taking the logarithm on both sides results in the log-likelihood function 
In L= -N In o-N ln(2, r)"2 - (1 / 262) (X, _, U)2 (4.64) 
To obtain the maximum-likelihood estimator of the meant, the value of the likelihood 
function needs to be maximised. This is done by minimising j: (X, -p)2. It follows that 
if X is normally distributed, the sample mean is the maximum-likelihood estimator of the 
population mean. To obtain the maximum-likelihood estimator of Q2, lnL is 
differentiated with respect to a, to find the following first order condition: 
d1nL_-N/a-I/21(X, 
-N)Z(-2/Q3)=0 du 
(4.65) 
This can be solved for Q2 , by multiplying 
both sides by -a3 /N to give an estimator of 
the population variance 
Q2 =E(X, -4u)2IN 
4.7.2 - STAMP Model Definitions 
(4.66) 
To fully understand the output of STAMP it is useful to understand the way in which the 
models are defined. The algorithms used to carry out the computations are based on the 
state-space form. Explanations and the underlying ideas and proofs of the algorithms can 
be found in Harvey (1989, Chs. 3 and 4) and Durbin and Koopman (2001). 
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Following Doornik, Harvey, Koopman and Shephard (1999, chapter 10, pp 140-142) the 
basic structural model (BSM) is one in which the trend, seasonal and error terms plus 
other relevant components are modelled explicitly. Therefore a univariate time series 
model including these components is given by 
=ý, +Y, +e,, e, -NID(O, a, ), t=1,..., T (4.67) 
Here q, is the trend, y, is the seasonal and E, is the error term or irregular component. 
The model can be expanded with two new components: 
fir = ýr-ý + Qr-ý + flr ýlr NID(O, 
A =ß, -, 
+c,, c, --NID(O, a ) 
(4.67a) 
(4.67b) 
Here ß, is the slope of the trend u, . The error term c,, the level of 
disturbance r/, and the 
slope disturbance S, are mutually uncorrelated. The seasonal component can assume two 
different forms: a dummy form or a trigonometric form. The number of seasonal 
frequencies in a period (e. g. a year) is given by integer s. When s is even, [s / 2] =s/2 
and when s is odd, [s / 2] = (s -1) / 2. The trigonometric form was used here (the default 
in STAMP). This is given by 
[s/2] 
Y. _ Yi., (4.68) 
with each y,,, generated by 
cos Aj sin A, [7j * It-i 
[ct)jlt 
j+I j=1,..., [s/2] andt=1,... T. yj, t -sinA, j cosAj yjr_, Will 
Here A, = 2; rj /s is the frequency, in radians, and the seasonal disturbances co, and co; 
are two mutually uncorrelated normally and independently distributed disturbances with 
mean zero and common variance Qw . If s is even, the component at j=s/2 is equal to 
71.1 = yj-I COS. Ij + CUB" . 
After estimating the default model above, the residuals were checked. 
Autocorrelation in the residuals was removed by eliminating the irrelevant components 
and including lagged values of the dependent variable when necessary. Thus equation 
(4.67) with lagged values of the dependent variable is given by 
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Y, =µr+Y1+f c9Y, -r+ei 
(4.69) 
r=1 
Multivariate models have a similar form to univariate models, except that y, becomes an 
NxI vector of observations which depends on a vector of unobserved components. 
Thus, in the special case of a multivariate local level model where p, is a random walk, 
no seasonal is present and all random variables are normally distributed and e, has 
constant variance. 
y Fit+Et, Et -- NID(O, EB) 
µý-µý ý+T1t, qqt - NID(O, ) 
(4.70) 
Here E8 and En are both NxN variance matrices and q, and c, are mutually 
uncorrelated in all time periods. The other disturbances in the general model (4.67) 
similarly become vectors which have NxN variance matrices. Models of this kind are 
called seemingly unrelated time series equations (SUTSE). 
4.7.3 - The Final Selected Models 
The selected economic variables have a monthly frequency starting in January 1976, 
ending in December 2001. When generating the univariate models using STAMP for 
each of our economic variables, the sample size is automatically re-dimensioned 
depending on the number of components used to estimate the model. The basic structural 
model includes the relevant components being investigated and, unlike the Box-Jenkins 
ARIMA models, none of the variables are adjusted by first differencing. 
Table 4.10 reports the final model obtained (where the residuals and the 
associated innovations are serially uncorrelated white-noise processes). Once the 
estimation is done the number of iterations necessary to achieve converge is also 
reported. `VERY STRONG' convergence signalled by the STAMP programme indicates 
that successful maximum likelihood estimation has been carried out by numerical 
optimisation. Failure to achieve convergence may be an indication of a poorly specified 
model. 
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Table 4.10: Selected Univariate Time Series Models By State Space Methods 
Series: Industrial Production-UKCKYW 
Final Model: Level + Lagged Values + Irregular (Very strong convergence in 4 
iterations) 
Lagged Values of Industrial Production: (lags 1,3 and 8 of industrial production) 
R2 = 0.99076 
Series: Consumer Confidence-UKCNFCON 
Final Model: Level + Irregular (Very strong convergence in 5 iterations) 
RZ = 0.87977 
Series: Retail Price Index UKCONPR 
Final Model: Trend (Level plus its slope) + Trigonometric seasonal + Lagged Values + 
Irregular (Very strong convergence in 17 iterations) 
Lagged Values of Retail Price Index: (lags I and 6 of retail price index) 
RZ = 0.27313 
Series: Dividend Yield-UKFTAALD 
Final Model: Trend (Level plus its slope) + Trigonometric seasonal + Lagged Values + 
Irregular (Very strong convergence in 13 iterations) 
Lagged Values of Dividend Yield: (lagsl, 2 and 11) 
Rs2 = 0.12455 
Series: Gold Prices-UKGOLD 
Final Model: Level + Irregular (Very strong convergence in 9 iterations) 
R2 = 0.94924 
Series: Retail Sales-UKRETSAL 
Final Model: Trend (Level plus its slope) + Irregular (Very strong convergence in 6 
iterations) 
Rd2 = 0.25643 
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Table 4.10 Continued 
Series: Money Supply-UKMO 
Final Model: Trend (Level plus its slope) + Lagged Values + Irregular (Very strong 
convergence in 6 iterations) 
Lagged Values of Money Supply: (lags 1 and 2) 
Rd2 = 0.19183 
Series: Market Returns-UKSHR 
Final Model: Trend (Level plus its slope) + Lagged Values + Irregular (Very strong 
convergence in 8 iterations) 
Lagged Values of Market Returns: (lags 2,3,5,6,7, and 10) 
Rd2 = 0.043632 
Series: Unemployment-UKUNEMP 
Final Model: Level + Lagged Values + Irregular (Very strong convergence in 8 
iterations) 
Lagged Values of Unemployment: (lags 1,2,3,5, and 10) 
R2 = 0.99927 
Series: Dollar-Sterling Exchange Rate-UKXRUSD 
Final Model: Trend (Level plus its slope) + Lagged Values + Irregular (Very strong 
convergence in 3 iterations) 
Lagged Values of Exchange Rate: (lags 1,2,3,5, and 12) 
Rd' = 0.11040 
Series: Commodity Prices-WDI76AX 
Final Model: Trend (Level plus its slope) + Lagged Values + Irregular (Very strong 
convergence in 2 iterations) 
Lagged Values of Commodity Prices: (lags 1,2,4, and 7) 
Rd2 = 0.033091 
Series: Oil Prices-WDI76AZA 
Final Model: Level + Trigonometric seasonal + Lagged Values + Irregular (Very strong 
convergence in 5 iterations) 
Lagged Values of Oil Prices: (lags 1,2,3, and 4) 
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Table 4.10 Continued 
Rs2 = 0.15299 
Series: Term Structure of Interest Rate- UKGBOND minus UKGBILL3 
Final Model: Level + Fixed seasonal + Lagged Values + Irregular (Very strong 
convergence in 2 iterations) 
Lagged Values of Term Structure: (1,10, and 11) 
Rs2 = 0.060916 
Series Default Risk- UKGBOND minus UKCNSYLD(-1) 
Final Model: Level + Trigonometric seasonal + Lagged Values + Irregular Very strong 
convergence in 6 iterations) 
Lagged Values of Default Risk: (lag 1) 
Rs' = 0.036235 
The conventional measure of goodness of fit RZ is obtained dividing the sum of squared 
residuals (RSS) by the sum of squares of observations about the mean (TSS) and 
subtracting from unity. That is, 
R2 =I-RSSITSS (4.71) 
Harvey (1989) argues that the R2 statistic does not provide a useful measure for assessing 
goodness of fit. On his own words: `Time series observations normally show strong 
upward or downward movements and any model which is able to pick up a trend 
reasonably well will have an R2 close to unity. The statistic is therefore of little value, 
except when the series is stationary or close to being stationary. Indeed, the situation is 
very similar when a regression is carried out on time series data, but the use of R2 is so 
well entrenched that is not only invariably quoted but is quite often used as evidence that 
the model is a good one'(Harvey, 1989, Chapter 5, p. 268). Consequently Harvey (1989) 
provides two different measures of goodness-of-fit which are useful for non-stationary 
time series data. The first measure defined as Rd2 is obtained by replacing the sum of 
squares of the observations (TSS) in the original R2 statistic by the sum of squares of 
observations first differences, that is 
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T 
R2 =l -RSS/ý(AY, -Zv)2 
=z 
(4.72) 
The second measure is defined as Rs2, and takes into account the existence of seasonals 
in the model being estimated. As a result the TSS in (4.71) is replaced the sum of squares 
of first differences around the seasonal means 
Rs' =I- RSS / SSDSM (4.73) 
Here SSDSMis the sum of squares of first differences around the seasonal means. 
Harvey (1989) emphasises that any negative value for Rd' or Rs' implies 
rejection of the model being estimated and positive values close to zero indicates that the 
gains of estimating a more complex model are marginal. STAMP software automatically 
adjusts R2 statistic to Rd2 or Rs2 when the model requires these measures. 
Examination of table 4.10 appears to be in line with Harvey (1989) explanations. Some 
economic variables have R2 close to unity (suggesting that the model was able to pick up 
a trend reasonably well), others Rd2 or Rs2 values reported when necessary. 
Nevertheless as we are interested in generating residuals that are serially uncorrelated, 
measures of goodness of fitness for those models are irrelevant for the aims of this 
chapter. 
The next step is to analyse the residuals from the models reported in table 4.10. 
These residuals are innovations generated from the selected economic variables. To be 
considered as innovations, these residuals must be serially uncorrelated white-noise 
processes. Therefore, high-order serial correlation (up to lag 24) is again tested, applying 
the Q-statistic generated by Ljung-Box test. The results are given in table 4.11 below: 
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Table 4.11: Ljung-Box Test for Serial Correlation Innovations from KF Models 
1979-2001 (24 lags) 
LJUNG-BOX* TEST FOR SERIAL CORRELATION INNOVATIONS FROM KF MODELS 1979- 
2001 (24 LAGS) 
Derived Series 
Q =T(T+2)j: zf /T-s-X2 
s=ý 
ComPrices 14.069(0.8856) 
Concnf 22.897(0.5259) 
Dividend 18.573(0.7744) 
DRisk 29.248(0.2109) 
ERate 22.307(0.5609) 
GoldPrices 31.703(0.1345) 
IndProd 21.499(0.6091) 
MktReturns 10.944(0.9844) 
MoneySupply 14.935(0.8514) 
OilPrices 19.115(0.7458) 
RetSales 21.004(0.6385) 
RPI 21.809(0.5907) 
TStructure 24.484(0.3291) 
Unemp 20.564(0.6643) 
" Values in parenthesis indicate the probability or rejecting the existence of serial correlation in the residuals 
The sample used to apply the Q-statistic starts from 1979, although data were collected 
from 1974. The reason is that the estimation process uses the state-space approach 
(depending on the number of components being investigated) where some preceding 
years of data are needed to initialise the Kalman Filter algorithm. This provides the initial 
estimates that agents are assumed to use (and subsequently update as new information 
arrives). The State-Space Kalman Filter methodology successfully generates residuals 
and subsequent innovations that are serially uncorrelated. 
In order to asses which methodology is likely to be more appropriate to generate 
innovations in economic variables the results for the three methods (first differences, 
Arima and the Kalman Filter are summarised in table 4.12 below). 
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Examination of table 4.12 clearly suggests that the first differences are not a good 
methodology to calculate innovations in economic variables that are serially uncorrelated 
white-noise processes. Arima and the Kalman Filter successfully generated innovations 
that are serially uncorrelated processes, and but using the Ljung-Box Q-statistic does not 
allow the conclusion that one method is superior to the other. However, on theoretical 
grounds it could be argued that the Kalman Filter would have a slight advantage over 
Arima due to its updating features. These can be used to mimic the way an investor might 
regard the way unexpected changes in the economy would affect share prices and returns. 
In chapter 6 (using a different approach from Priestley, 1996) we will attempt to infer 
whether one method is superior to the other when investigating the relations between 
principal components and innovations for both Arima and the Kalman Filter. 
4.8 - Conclusion 
In this chapter we have discussed innovations in economic variables and the importance 
of using the appropriate technique to generate them. The major condition for innovations 
to be seen as unexpected changes that are considered as true surprises is that they need to 
be serially uncorrelated white-noise processes. The innovations problem was first 
mentioned by Ross (1976) and first investigated by Priestley (1996) who found that the 
determination of risk factors in the APT tests appeared to be sensitive to the methodology 
used to calculate innovations. Therefore as the major aim of this thesis is to interpret 
principal components using innovations in economic variables, the right choice of 
methodology appears to be a sensitive issue. Another issue investigated in this chapter is I 
the lack of stationary tests in previous studies (Clare and Thomas 1994, Cheng 1995, and 
Priestley 1996). The results obtained suggest that first differences are sufficient to render 
most of the selected economic variables as stationary. 
First differences are not recommended to create innovations because they fail to generate 
innovations characterised by serially uncorrelated white-noise processes. Nevertheless, 
creating innovations using the first differences was not wholly without value, since the 
first differences rendered the series stationary, allowing a pre-condition for using the Box 
-Jenkins Arima approach. 
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The second method to be investigated was the traditional ARIMA approach. This method 
proved to be successful in generating innovations that were serially uncorrelated white- 
noise processes but it can be criticised for its imprecision in defining the number of 
autoregressive and moving average components. The use of ACF and PACF, allied to 
major criteria such as AIC and SBIC, involves a fairly high degree of subjectivity. In 
addition, the Box-Jenkins approach appears to something of a "black box" where the 
model adopted depends purely on the data, without prior analysis of the structure of the 
system. Furthermore, the method does not allow structural changes in its structure as new 
observations become available. 
Assuming that agents are rational and capable of learning from their mistakes, a method 
capable of creating an environment where they can update their expectations as new 
information arrives appeared in this context to be more appropriate. This method exists in 
the form of the Kalman Filter and has recently been used by applied economists to 
investigate economic time series. The major advantage of the method is that it is based on 
a structural analysis of the problem, where different components are modelled separately 
before being put together in a state-space model. The Kalman Filter itself is an algorithm 
that allows the variable being analysed to be updated as soon as new information 
becomes available. In fact, the methodology permits some relaxation of the rather 
unrealistic hypothesis of strict rational expectations because it allows agents to learn from 
their mistakes and consequently update their expectations about the economy and stock 
prices. The methodology can be seen as an adaptive expectations process. To model 
innovations using the state-space form, a specialist software called STAMP is used. The 
software automates the state-space form and the Kalman Filter algorithm, allowing the 
different components to be modelled using maximum likelihood to find the most 
appropriate model. The final results: innovations are serially uncorrelated white-noise 
processes that have the advantage of allowing the system to change with time. 
A comparison of the results of the three methods clearly suggested that the first 
differences method is not appropriate for generating innovations in economic variables. 
No clear conclusion could be drawn regarding Arima and the Kalman Filter. Both 
techniques successfully serially uncorrelated white-noise innovations and using only the 
Ljung-Box Q-statistic alone did not identify one method as superior to the other. This 
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issue is investigated in chapter 6 where we attempt to infer which methodology (Arima or 
the Kalman Filter) is the more appropriate in this type of research. The Gets approach to 
be used in chapter 6 differs from Priestley (1996) who used (i) instability tests using 
regression coefficients and (ii) a single simplification path to eliminate irrelevant 
economic risk factors to chose between the Kalman Filter and autoregressive models. 
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Chapter 5: Extracting "Components" from UK Stock Returns: A 
Principal Component Analysis 
5.1 - Introduction 
Many financial markets are characterised by a high degree of collinearity between 
returns. Stock returns may exhibit a very high level of correlation, that is, they are highly 
collinear. Variables are highly collinear when there are only few important sources of 
information in the data that are common to many variables. This chapter is about a 
standard method for extracting the most important sources of variation in multivariate 
system, which is called principal components analysis (PCA). 
In mean-variance analysis the correlation matrix for a portfolio of 250 stocks 
contains p(p-1)/2 (p = number of stocks) or 31,125 distinct correlations. Using a 
single or multiple-index model simplifies the covariance structure through the assumption 
that covariation between returns of any two stocks arises through the independent 
influence a single market-wide source of risk or multiple sources of risk that capture the 
non-market influences that cause securities to move together. More generally, a method 
capable of reducing the dimensionality of a data set containing a large number of 
interrelated variables and at the same time able to retain as much as possible of the 
variation present in the data set would be extremely helpful in this type of analysis. 
Fortunately this method exists and is called principal components analysis (PCA). 
PCA is a technique that transforms the original data set under investigation into a 
new set of variables, the principal components (PCs), which are uncorrelated, and which 
are ordered so that the first few PCs retain the most of the variation present in all of the 
original variables. Principal components analysis is a variable reduction procedure. It is 
useful when investigating a data set containing some redundancy in those variables. In 
this case redundancy means that some of the variables (stock returns) are correlated with 
one another, possibly because they are affected by common influences. This redundancy 
permits a reduction in the number of observable variables into a small number of 
principal components that will account for most of the variance in the observed variables. 
150 
In summary, PCA can be seen as a technique that seeks to describe the multivariate 
structure of the data. 
Principal components analysis has been extensively used in risk analysis and to 
build statistical multi-factor models like the ones described in chapter 2. Applications for 
modelling multiple yield curves, volatility, skewness, and even futures prices can be also 
successfully constructed using PCA (see Alexander (2003) for more details). 
In this chapter PCA will be used to reduce the dimensionality of a data set 
consisting of a final sample of monthly returns for 240 stocks from the London Stock 
Exchange, covering 1979 to 2001. Assuming that the UK stock market is represented by 
a multi-factor model we will investigate these returns to determine if a few principal 
components are capable of explaining their co-movements. We will also investigate 
different stock grouping procedures (random, market capitalisation, and beta) in an 
attempt to determine whether these influence the PCA results. The sorting procedure is 
here a sampling procedure, not a portfolio construction. The reason for investigating 
whether different sorting criteria affect the PCA results comes from Clare and Thomas 
(1994) who found in tests of the APT that grouping stocks by market value or beta 
produced different numbers of priced factors (beta portfolios tended to have more priced 
factors than market value portfolios). In order to facilitate an economic interpretation of 
principal components in a later chapter we check at this stage how different grouping 
criteria affect the extraction of principal components. 
5.2 - Defining Principal Components Analysis 
The method of principal components analysis (PCA), originally developed by Hotelling 
(1933), is concerned with explaining the variance-covariance structure of data through a 
few linear combinations of the original variables. Its general objectives are: 
1. Data reduction 
2. Interpretation. 
Although the original data set contains p variables, often much of the variability can be 
accounted by a smaller number (m) of principal components, where there is (almost) as 
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much information in the m new variables (principal components) as in the original p 
variables. Thus, data reduction means that the original data set consisting of n 
observations on p variables is reduced to one consisting of n observations on m principal 
components. Interpretation means that a PCA can show relationships that were not 
previously suspected, and it allows interpretations that would not ordinarily result. The 
interpretation of the extracted principal components will be undertaken in chapters 6 and 
7 where we will relate the first and second components of each stocks group criterion to a 
group of economic time-series innovations. 
Technically, principal components can be defined as a linear combination of 
optimally-weighted observed variables. The transformed variables have the property of 
being uncorrelated with each other. The number of original variables transformed is 
exactly the same as the number of new variables. Thus, if we are investigating 240 stocks 
the number of components generated will be also 240. However, it is expected that a 
smaller number, m<p, of components can explain the variability encountered in the p 
variables. As we are assuming that the UK stock market is characterised by a multi-factor 
structure, the principal components extracted from the monthly stock returns can be seen 
as a group of factors explaining the way these stocks co-vary. 
The method of principal components is based on a key result from matrix algebra 
(Jackson, 1991) where the covariance matrix E may be reduced to a diagonal matrix L 
by premultiplying and postmultiplying it by a particular orthonormal matrix U (an 
orthogonal set of vectors S is called an orthonormal set provided that each of its vectors 
has length equal to 1, so that is x'x = 1, for each x in S) such that U'E U=L. The 
diagonal elements of L, 11,12.... 1p, are called characteristic roots or eigenvalues. The 
columns of U, u,, u2,... u,, are called characteristic vectors or eigenvectors of E. The 
eigenvalues are obtained from the solution of the determinental equation called the 
characteristic equation IE -ill= 0, where I is the identity matrix. This equation produces 
a p-degree polynomial in 1 from which the values of 1,, 12,... 1p are obtained. The 
characteristic vectors or eigenvectors are obtained by the solution of equations 
[E-111t, =0 and u, . Now let the random vector x=[x,, x2,..., xP]` have the 
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covariance matrix E (or the correlation matrix) with eigenvalues 1, z 2, >_ ... >_ 1p z0 
and following Johnson and Wichern (1998, chapter 8) consider the linear 
transformations, 
Y =brx=bi1x1+b12x2+... +b, pxp 
Y2 =b2x=b21x, +b22x2+... +b2pxp 
YP =bPZ=bP, x, +bPZx2+... +bPPzP 
(5.1) 
The Ys are known as the principal components, x, is an original variable, and the b, is 
the coefficients of variable x, on component Y. 
The principal components are uncorrelated linear combinations Y,, Y2.... YY whose 
variances are as large as possible. Thus, the first component Y, is the linear combination 
with maximum variance. It maximises Var(Y, ) = b, `Eb, , constrained 
by b; b, =1. As the 
variance of Y, can be increased by multiplying any b, by some constant there is an 
indeterminacy that can be eliminated by constraining the coefficient vectors to have unit 
length, that is bib, =1. Thus the PCs are defined as follows: 
Y, (First PC) is the linear combination b, "x that maximises Var(b, x) subject to b, b, = 1. 
YZ (Second PC) is the linear combination bbX that maximises Var(b2X) subject to 
bZb2 =I and is uncorrelated with b, x (Cov(b; x, bzx) =0). 
YP (ph PC) is the linear combination bpx that maximises Var(bpx) subject to b, b,, =I 
and is uncorrelated with bbx (Cov(bbX, bkX) = 0, for k< p). 
The coefficients for Y, are chosen so as to maximise its variance, while the 
coefficients for YZ are chosen to maximise the combined variance of Y, and Y2 subject to 
the restrictions that Y, and Y2 are uncorrelated. The process continues until YP, with all 
coefficients being chosen to maximise the next component and with each component 
uncorrelated with every other. These principal components are the eigenvalues of the 
covariance matrix. Next we present the formal definition of principal components, based 
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the notation and explanations of Anderson (2003). 
Assume that a random vector x ofp elements has the covariance matrix E. Also assume 
that the mean vector is equal to zero. Now let b be a p-element column vector such that 
b'b = 1. The variance of b'x is defined as (Anderson 2003): 
E(b'x)Z = Eb'xx'b = b'Eb (5.2) 
To find the linear combination b'x with maximum variance, a vector b that satisfies 
b'b =I must be found (constrained optimisation problem). This vector b maximises 
equation (5.1). Let 
rp = b'Eb - l(b'b - 1) _ ýb, Q, bj -2(2: b? -1) (5.3) 
where A, is a Lagrange multiplier. The vector of partial derivatives (äcp/öb, ) is given by 
a(P 
=2Eb-22b (5.4) Ob 
Setting the vector of partial derivatives (5.4) to zero results in the final solution 
(E - 2I)b =0 (5.5) 
where I is an identity matrix. In order to get a solution for equation (5.5) calculate the 
determinant of the characteristic equation 
IE-2II=O (5.6) 
The function IE -III is a polynomial in Z of degree p. This means that equation (5.6) 
hasp roots; ), >_ .2 >_ ... >_ A,,. Multiplying equation (5.5) by b' , yields 
b'Eb 2b'b =A (5.7) 
Equation (5.7) shows that if b satisfies equation (5.5) and b'b =1, then the variance of 
b'x is A. Thus, for the maximum variance we should use in (5.5) the largest root A, . 
Therefore, if b' is the solution of (E - 111)b = 0, then Y, = b''x is a linear combination 
(the first principal component) with maximum variance. Now find the linear combination 
b'x that has maximum variance of all linear combinations uncorrelated with Y,. Since 
Eb' =1b' . Thus b'x 
is orthogonal to Y in both a statistical (lack of correlation) and 
geometric sense (the inner product of the vectors band b' being zero). In other words, 
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2, b'b' =0 only if b'b' =0 when )#0 and )#0 if E#0. Lack of correlation implies: 
E(b'xY, ) = E(b'xx'b') = b'Eb' = Wb' (5.8) 
Since Eb' = Ab'. Thus b'x is orthogonal to Y in both a statistical (lack of correlation) 
and geometric sense (the inner product of the vectors band b' being zero). In other 
words, ), b'b' =0 only if b'b' =0 when A#0 and ý#0 if E#0. 
To find the second principal component which is uncorrelated with the first 
component, the second largest root 12 must be found such that there is a vector b 
satisfying respectively (E - 121)b = 0, b'b = 1, and equation (5.7). Call this vector b2 and 
the corresponding linear combination YZ = b2'x . This 
defines the second component with 
maximum variance uncorrelated with Y,. YZ explains the maximum of the remaining 
variance (i. e. excluding the portion attributed to Y, ). This procedure continues until the 
number of components is equal the number of variables being analysed. Thus we want to 
find a vector b such that b'x has maximum variance of all linear combinations which are 
uncorrelated with Y,,..., Y,. Thus, 
E(b'xY, ) = E(b'xx'b') = b'Eb' =A b'b', i=1,... r (5.9) 
and the function to be maximised being equal to: 
r 
rpr+, = b'Eb-1(b'b-1)-21: v, b'Eb' 
i-I 
(s. 10) 
where ). and v, are Lagrange multipliers. Again we have a classical constrained 
optimisation problem. This is solved by calculating the vector of partial derivatives with 
respect to b and set equal to zero: 
=2Eb-21b-2ýv, Eb` =0 (5. l l) Ob ;. 1 
Pre-multiplying equation (5.11) by b3 yields 
2bj'Eb - 21bj'b - 2v, bj'Eb' =0 (5.12) 
If I, * 0, this results in -2v12, =0 and v, = 0. If 2; = 0, then Eb' _ 22b1= 0 and the 
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j'" term in the sum in (5.12) disappears. Consequently b must satisfy equation (5.5) and 
therefore, A must satisfy equation (5.6). A proof of each of the relations described above 
can be found in Johnson and Wichern (1998). 
5.2.1 - Covariance or Correlation Matrices: Justifying the Use of Correlation 
Matrices 
The mechanics of principal components considered in the previous section have been 
based on eigenvectors and eigenvalues of the covariance matrix. However, there are 
situations where the correlation matrix should be used instead of the covariance matrix. 
This is the case in this research and the main reason is the possibility of having variances 
that may differ widely. In other words, as this research is using stock returns, and the 
covariance matrix is centred on variances, if these variables differ widely (often because 
they are related to their means), this variability will give undue weight for certain 
variables and these variables will have more influence on the shaping of the principal 
components since PCA is concerned with explaining variability. The solution is to 
transform the covariance matrix into a correlation matrix. Following Johnson and 
Wichern (1998) the original x variables are transformed into new z standardised 
variables: 
Z1 = (x1 - pI) 
/ Qn 
I2 
Zz = (xz - /tz) / Qnvz 
vz Zp =(X, -/! P)/QPP 
(5.13) 
Where u is the mean of the original variable and a12 is the standard deviation of the 
original variable. In matrix notation 
(5.14) L--(V", )-, (X-P) 
Where V"2 is the diagonal standard deviation matrix: 
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0 """ 0 
vl/2 
0 Q22 ... 0 (5.15) 
00 "". QPP 
If E(Z) =0 and Cov(Z) = (V12)-' E(V"2)-' = p, this is the correlation matrix of the 
original variables x. Therefore, the principal components of Z will be obtained from the 
eigenvectors of the correlation matrix p of X. All previous relations are still valid for 
the correlation matrix p, except that the principal components now refer to the 
transformed variables z instead of the original variables x, and that the variance of each 
new z variable is equal to one. 
As emphasised by Jolliffe (1986), it is important to note that the principal 
components for the correlation and covariance matrices do not give exactly equivalent 
information and cannot be derived directly from each other. It might seem that the 
principal components for a correlation matrix could be obtained from those for the 
corresponding covariance matrix since the transformed variables z are related to the 
original variables x by a very simple transformation. However, this is not the case: the 
eigenvalues and eigenvectors of the correlation matrix have no simple relationship with 
those of the corresponding covariance matrix. In particular, if the principal components 
found from the correlation matrix are expressed in terms of the original variables, by 
transforming back from z to x, then these components are rarely the same as the 
components found from E. Jackson (1991) also argues that there is no one-to-one 
correspondence between the principal components obtained from a correlation matrix and 
those obtained from a covariance matrix. The more heterogeneous are the variances, the 
larger the difference will be between the two sets of vectors. For example, if the 
covariance matrix has (p-k) roots, then the correlation matrix has (p-k) equal roots, but if 
the covariance matrix has (p-k) equal roots, the correlation matrix will not necessarily 
have the same number. Thus, if the correlation matrix is patterned such that all 
correlations are equal, the last p-1 roots will be equal, but those of the covariance 
matrix will be equal only if all of the variances are equal. 
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Jollife (1986) presents a series of points emphasising the advantages of using correlation 
instead of covariance matrices. He argues that the biggest drawback of principal 
components analysis based on covariance matrices is the sensitivity of the PCs to the 
units of measurement used for each element of X. If there are large differences between 
the variances of the elements of X, then those variables whose variances are largest will 
tend to dominate the first few PCs. However, it could be argued that extracting PCs from 
stock returns means that all measurements are made in the same units and the covariance 
matrix might be more appropriate. Nevertheless as mentioned at the beginning of this 
section, the variances of these returns may differ substantially (quite likely for stock 
returns) and problems can be avoided by using the correlation matrix. Another problem 
with the use of covariance matrices is that it is more difficult to compare informally the 
results from different analyses than with correlation matrices. As we are grouping stocks 
using different approaches (random, market capitalisation and beta size) this itself 
justifies the use of the correlation matrix. Thus patterns of coefficients in PCs can be 
readily compared to examine whether two correlation matrices give similar PCs. This 
comparison is more difficult for covariance matrices. 
5.3 - Principal Components Analysis versus Factor Analysis 
Principal components analysis has often been referred to in statistical textbooks as a 
special case of factor analysis. However, PCA and factor analysis, as usually defined, are 
quite distinct techniques. The confusion may be related to the fact that both principal 
components analysis and factor analysis aim to reduce the dimensionality of a set of data, 
but the techniques for doing so are different. Following Jollife (1986), the basic idea 
underlying factor analysis is that p observed random variables x can be expressed, except 
for an error term, as linear functions of (m < p) hypothetical random variables or 
common factors. Thus if x,, x2.... xp are the variables and f,, f2,..., f, are the factors then 
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x1 = "1IJ1 +'i2 2 
+"' 
lmJm 
+e1 
x2 =. 121. E+222.2+... 'imfm+e2 (5.14) 
................................................... 
Xp =A 1f; 
+Ap2f2 +... 2pmfm +e1 
Here A,.,, j =1,2,..., p; k =1,2,... m are constants called factor loadings, and e., 
j =1,2,..., p are error terms, sometimes called specific factors (because e1 is specific to 
xi, whereas the ft's are common to severalx, 's). The common factors fk are 
unobservable and must be estimated from the structure of the observable x,. The true 
variables driving the system, of which the common factors (f), are an estimate, are called 
latent variables. The true values of the observed variables, (x), before any error term has 
been added in are called manifest variables. It can be seen from these definitions the basic 
difference between pre-specified economic factors described in chapter 2 and the concept 
of latent factors here. Factors created by using factor analyses are statistical factors 
obtained, for example, directly from stock returns, while the studies on chapter 2 instead 
of using statistical factors, used pre-specified economic factors based on the assumption 
that the economic variables used as proxies for factors are those variables that affect the 
dividend stream and the discount rate in the present value model. Equation (5.14) can be 
expressed in matrix form, yielding: 
x=Af+e (5.15) 
Although (5.15) is invertible, that is, x can be expressed as linear function of the common 
factors f, this new relation in not quite the same as the one obtained when using PCA 
since there is an error term in (5.15) and the solution of the referred equation (unlike 
PCA) is not unique. This means that generally some restrictions should be imposed on 
A, since without any restrictions there will be a multiplicity of possible As giving 
equally good solutions. 
From (5.15) the difference between principal components analysis and factor 
analysis is immediately apparent. Factor analysis attempts to achieve a reduction from p 
to m hypothetical variables using a hypothetical model whereas there is no explicit model 
underlying PCA. In other words, factor analysis assumes that the covariation in the 
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observed variables is due to the presence of one or more latent variables (factors) that 
exert causal influence on the observed variables. PCA transforms the original variables 
into components but while these are also latent variables no explicit model is assumed. 
There are a number of assumptions associated with factor models, as follows: 
E [ee ]= %V, E [fe ]=0, and E [ff' ]=I.. 
The first assumption is that the error terms are uncorrelated, meaning that all of x which 
is attributable to common influences is contained in Af , while e, and ek, j*k are 
therefore not correlated. The second assumption states that common factors are 
uncorrelated with error terms. The third assumption implies an orthogonal factor model 
stating that the common factors are uncorrelated. Estimation of the model is usually done 
initially in terms of the parameters in A and W, with estimates of f being found at a 
later stage. Given the three assumptions the covariance matrix is calculated using the 
following relation: 
E=AA'+ (5.16) 
Estimation of A and yr is usually performed in two steps with different estimation 
methods being applied (see Jackson, 1991, chapter 17). In the first step, some restrictions 
are placed on A in order to find a unique initial solution. After finding an initial 
solution, other solutions can be found by multiplying A by an orthogonal matrix T (this 
procedure is called rotation of A), and the best one is chosen according some particular 
criterion. There are several possible criteria, but all are designed to make the structure of 
A as simple as possible, with most elements of A either close to zero or far from zero as 
possible, and with as few elements as possible taking intermediate values. 
Both factor analysis and principal components can be seen as techniques that try 
to represent the covariance or correlation matrix as efficiently as possible. Nevertheless, 
PCA concentrates on the diagonal elements, while factor analysis focuses on the off- 
diagonal elements. Jollife (1986) argues that in PCA the objective is to maximise the 
variance of Y (the transformed variable or the PC) to account for as much as possible of 
the sum of diagonal elements of E, but that the first m PCs also do a good job of 
explaining the off-diagonal elements of E (this is true when the PCs are derived from the 
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correlation matrix but is less valid when the covariance matrix is used and the variances 
of the elements of x are extremely different - see Jolliffe, 1986, ppl 1-12. On the other 
hand, in (5.15) and (5.16) w is diagonal and the common factor term Af accounts 
completely for the off-diagonal elements of E in a perfect factor model. However, there 
is no guarantee that the diagonal elements will be well explained by the common factors. 
This means that the elements , V1,, j=1,2,..., p, of yr will all 
be low if all of the variables 
have considerable common variation, but if a variable, x1, is almost independent of all 
other variables then yr, = var(e) will be almost as large as var(x, ). In terms of the 
single-factor model this means that the non-systematic risk is very high and the 
systematic risk is very low (the second right hand-side term of the stock return variance 
expressed by Q? = ßi2Qm +o will be large). 
In other words, in factor analysis a common factor may turn out to explain very little of 
the total variation because so much is idiosyncratic to the original variables. The same 
result would occur using PCA with the same data in the sense that the eigenvalues would 
all be small. Thus, factor analysis concentrates on explaining only the off-diagonal 
elements of E by a small number of factors, while principal components analysis focus 
on the diagonal elements of E but also explains the off-diagonal elements when the 
correlation matrix is used. 
Another difference between the two techniques is related to the number of PCs 
and factors. In PCA, if some individual variables are almost independent of all other 
variables, then there will be a PC corresponding to each of those individual variables, and 
the PC will be almost equivalent to the corresponding variable. In contrast, a common 
factor in factor analysis must contribute to at least two of the variables, since it is not 
possible to have a single variable attached to a common factor. Therefore, for a given set 
of data, the number of factors required for an adequate factor model may be less than the 
number of PCs required to account for the most variation in the data. 
A final difference between principal components and factors is that the PCs can 
be exactly calculated from x, while factors typically cannot. As showed earlier, the PCs 
are exact linear combinations of x and can be generated from Y, = B'X. On the other 
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hand, the factors are not exact linear combinations of x; instead x is defined as a linear 
function of f plus an error term, and when the relationship is reversed it does not result 
in an exact relationship between f and x. 
To summarise we present the main differences based on (Malle, 2004, p. 1) 
between principal components analysis and factor analysis: 
" "Principal Components Analysis (PCA) is a mathematical transformation of the 
data. It operates on the manifest level only: that is it takes the variables as they 
are. Factor analysis (FA) is a theoretical reinterpretation of the data. It 
distinguishes between two levels, manifest and latent. All manifest variables are 
reinterpreted as combinations of an error component and a common factor 
component (= communality). The error component includes measurement error 
(the unique characteristics of a variable) while the common factor component is 
the part of a variable that it shares with one or more of the "common" factors. 
These factors are latent, in that they are not measured directly but inferred from 
the systematic covariance among variables". 
" "The main aim of PCA is to form composites that explain a greater proportion of 
the total sample variation. The main aim of FA is to find the underlying structure 
among the variables. This structure is the systematic covariation (correlation) 
among the variables. This covariation is explained by latent factors that "drive" 
the similarity between variables". 
" "PCA extracts components from the original correlation matrix in which the 
diagonal elements are equal to one, indicating that all the variance of a variable is 
analysed. In factor analysis, a PCA is run on a reduced correlation matrix. In this 
reduced matrix, the diagonal elements are less than 1, because an estimate of their 
error variance has been removed. The removal of error variance yields a starting 
value that is a first approximation of each variable's communality (i. e., the 
variance it shares with the latent factors)". 
" "PCA attempts to redistribute all the variance in the original data such that a few 
components account for most of the variance. But the complete set of principal 
components preserves 100% of the original variation. FA attempts to redistribute 
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the communalities of the original variables such that a few latent factors account 
for these communalities. No latent factor structure ever preserves 100% of the 
manifest variance (because error variance is always removed)". 
" "PCA has no theoretical error model for the variables. FA is based on an explicit 
error model that has its roots in classical test theory. Error is the residual variance 
of the original variable after all factors have been extracted. Error is thus the part 
of a variable's variance that is not accounted for by the factors in the model, it is a 
variable's "unique" variance". 
" "In PCA, a principal component is a weighted linear combination of the original 
variables that can be inverted, so that any variable X can be written as a weighted 
linear combination of the principal components. This reversibility is a 
consequence of the purely mathematical transformation of the data. In addition, 
we can compute a score on each PC for each xj in the sample, based on the 
variable's scores on the original variables. These PC scores are not estimators; 
they stand for what they are: composites that we compute in a given sample. In 
FA, the fundamental equation is not reversible. The model defines the scores on 
the manifest variables as a function of latent factor scores plus error. But we 
cannot write a model of the factor scores. Because a variable's score on a factor is 
a latent variable, we can only estimate it. This estimation is highly influenced by 
the variables and the sample that entered the analysis. Moreover, the variances 
(the eigenvalues) of these latent scores are also merely estimated". 
To finalise, table 5.1 reproduces a comparison between the two techniques: 
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Table 5.1: Comparison of Factor Analysis and Principal Components Analysis 
PRINCIPAL COMPONENTS ANALYSIS FACTOR ANALYSIS 
Mathematical Transformation Reinterpretation 
Explains Variability Explains Correlations 
Goal: Data Reduction Goal: Find Latent Structure 
Redistribute variance to find few components Redistribute communalities to identify fewest latent factors 
Can reconstruct 100% variance Never reconstructs 100% variance 
No explicit model Explicit Model 
Reversible Not Reversible 
PC scores are computed Factor scores are the only estimates 
One estimation procedure. Solution is unique Several estimation procedures. Estimates are not unique 
Adding another PC will leave earlier PCs unchanged. Addin another factor may change the earlier ones. 
Source: Jackson (1991) and Malle (2004) 
From the discussion of section 5.3 it should be clear that it does not really make sense to 
ask whether PCA is better than factor analysis or vice versa because they are quite 
distinct techniques. In this research PCA is the method of choice, due to its simplicity and 
availability in major econometric packages such as Eviews and PcGive. Other two 
reasons can be given for using PCA. First we want to reduce the number of inputs when 
investigating the relations between stock returns and innovations in economic variables. 
Therefore, instead of using individual stocks as dependent variables we will use 
components significantly reducing the number of dependent variables to be investigated. 
Second the major aim of this research is to explain variation in stock returns what is well 
summarised by the extracted components. 
5.4 - Criteria for Retaining Principal Components 
Earlier in this chapter it was stated that the number of components extracted is equal is to 
number of variables being analysed, raising the question of how many of these 
components are truly meaningful. There is no definitive answer to this question. In 
general we expect that only the first few components will account for meaningful 
amounts of variance. This section will describe criteria ranging from a simple graphing 
procedure to inferential tests to determine the number of components to be retained. We 
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will see that none of these procedures can guarantee that the correct number of PCs is 
identified. 
5.4.1 - The Eigenvalue equal to Unity Criterion 
This rule is probably the most widely used criterion and was originally formulated by 
Kaiser (1960). Basically, it retains only those components whose eigenvalues are greater 
than unity. The idea behind the rule is that if all elements of x are independent, implying 
that the PCs are the same as the original variables, then all have unit variances in the case 
of the correlation matrix (as a matter of fact this rule was formulated specially for use in 
correlation matrices). As a result, any principal component with variance smaller than 
one contains less information than the original variables and should not be retained. In 
other words, each observable variable contributes one unit of variance to the total 
variance in the data set. Any component that displays an eigenvalue greater than one is 
accounting for a greater amount of the variance that had been contributed by one 
variable. Such component is therefore accounting for a meaningful amount of variance, 
and is worthy of being retained. On the other hand a component with an eigenvalue 
smaller than one accounts for less variance than is contributed by one variable. In 
consequence, PCs with eigenvalues smaller than one are seen as trivial and not retained. 
Nevertheless the eigenvalue equal to unity criteria rule is far from perfect and, as in any 
procedure where some arbitrary value is established as a parameter to define the number 
of significant parameters, mistakes are likely to be made. 
5.4.2 - Cumulative and Individual Percentage of the Explained Variance 
The logic of this criterion (also known as proportion of trace explained) is to suggest a 
cumulative percentage of the total variation that the selected PCs should account for. So 
if a percentage of 50% is chosen as the cumulative value of that total explained variance 
all PCs included in this range will be maintained. To define the percentage of variation 
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accounted for by the first m PCs we remember that principal components are successively 
chosen to have the largest possible variance, where the total variance is defined as the 
trace of the covariance matrix, tr(E). As the principal components are the eigenvalues of 
the diagonal matrix of the transformed variables, the total variance equals 
r 
tr(E)=Q; +QZ +... +Qp Var(Xf) (5.17) 
P 
tr(E)+APVar(Yh) (5.18) 
h-I 
The proportion of the total variance due to the h" principal component for the covariance 
ph 
matrix is therefore t. = lh t and in the case of the correlation matrix th = Aj /p. 
h=I =I 
Choosing a cut-off percentage, t*, will imply retaining m PCs, where m is the smallest 
integer, h, for which, th > t*. This provides a rule which, in practice, preserves within the 
first m PCs most of the information in x (if the cut-off percentage is somewhere between 
70% and 90%, most of the information is preserved). This rule involves retaining a 
component if it accounts for a specified proportion of the variance in the data set. This 
proportion can be calculated by a simple formula: 
Proportion= 
Eigenvalue of the component of interest (5.19) 
Total of the Eigenvalues of the Correlation matrix 
where the total of the eigenvalues of the correlation matrix is equal to the total number of 
variables being analysed (i. e. the total is equal to p), because each variable contributes 
one unit of the variance to the analysis. As in the case of the first rule, this approach 
suffers from arbitrariness in choosing the individual and accumulated percentage used to 
retain the components. 
166 
5.4.3- The Scree Graph and the Log-Eigenvalue Diagram 
The scree graph, also known as the scree test, was discussed and named by Cattell 
(1966). The test involves a high degree of subjectivity, since it involves looking at a plot 
of the eigenvalues against the number of components extracted in the analysis. The way 
that Cattell formulated the rule was to look for the point beyond which the scree graph 
defines a more-or-less straight line, not necessarily horizontal. In other words, the logic 
of the test is to look for a break between the components with relatively large eigenvalues 
and those with small eigenvalues. The components that appear before the break are 
assumed to be meaningful and should be retained while those appearing after the break 
are assumed to be unimportant and consequently eliminated. Sometimes a scree graph 
will display several large breaks. When this is the case, we should look for the last big 
break before the eigenvalues begin to level off. Only the components before this last 
large break should be retained. A typical scree graph should look like figure 5.1 as 
follows: 
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Figure 5.1: Scree Plot and (LEV) Plot 
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Visually, we can see that after the fourth component the eigenvalues appear to level off, 
so that four components should be kept. An alternative approach is to plot the log of the 
eigenvalues (see also figure 5.1) against the number of components. This is known as the 
log-eigenvalue or (LEV) diagram and is attributed to Craddock and Flood (1969), Farmer 
(1971) and Maryon (1979). The LEV might be used when eigenvalues that correspond to 
`noise' decay in a geometric progression (the first few eigenvalues are widely separated). 
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Such eigenvalues will appear as a straight line on the LEV diagram, so to decide on how 
many PCs to retain we should look for a point beyond which the LEV diagram becomes, 
approximately, a straight line. 
5.4.4 -A Statistical Test for Equality of the Eigenvalues 
So far, the procedures described to define the number of components to be retained are 
basically based more on subjective judgement than a proper formal proposition. 
However, there is a statistical test (Bartlett, 1950) that helps to identify the number of 
components to be retained. This test is based on the assumption that the eigenvalues 
associated with the deleted PCs are not significantly different from each other. It tests if 
the last p-q eigenvalues are equal, against the alternative hypothesis that at least two of 
the last p-q eigenvalues are different. Formally Haq : 1, q+1 _ 
2q+z = ... = AP against the 
alternative H, that at least two of the last p-q eigenvalues are different. In using this 
test for various values of q, it can be found how many of the PCs contribute substantial 
amounts of variation and how many are simply noise. Therefore, if m, the number of 
significant PCs, is defined as the number that are not noise, then the test can be used 
sequentially to find m, that is, H0 _2 
is tested first (1P_, = A,, ), if Ha p_2 
is accepted, then 
Ho. 
p_3 
is tested. If accepted, HO, P-4 
is tested. This sequence continues until Hog is first 
rejected. Assuming multivariate normality, this is a likelihood ratio test given by (see 
Jolliffe, 1986; Jackson, 1991): 
p-q n/2 
Q= fJ2'k1 2k/(P-q) 
k-q+l k=q+l 
(5.20) 
The distribution of Q is complicated to find, but -2log, Q has approximately a 
XZ d istribution with degrees of freedom given by v =1 / 2(p -q+ 2)(p -q -1) . So, under 
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Hog a chi-squared distribution is obtained: 
_r 
n 
[(p 
- q) log, ý, - log, 2k - XZ (v) (5.21) 
k-q+l 
_r Here A=1: A, k 1(p-q). 
k-q+l 
It should be noted that this applies only in the case in which the covariance matrix 
is used and cannot be applied to correlation matrices. In general, inference using 
correlation matrices is more complicated, since the off-diagonal elements of a correlation 
matrix are non-trivial functions of the random variables which make up the elements of a 
covariance matrix. For example, the asymptotic distribution of the test statistic 
represented by equation (5.20) is no longer X2 for the correlation matrix. Lawley (1963) 
provides an alternative statistic for the correlation matrix, which does have a limiting X' 
distribution. However, whether used for correlation or covariance matrices, this test for 
equality of the eigenvalues has some disadvantages, as discussed by Jollife (1986). The 
first drawback is the assumption that equation (5.20) is based on x being multivariate 
normal, which seems to be a very strong assumption. The second drawback is that, unless 
Ho,,, 2 is rejected, there are several tests to be done, so that the overall significance level 
of the sequence of tests is not the same as the individual significance levels of each test. 
According to Jolliffe it is extremely difficult to get even an approximate idea of the 
overall significance level, because the number of tests done is not fixed, and the tests are 
not independent of each other. Although the Sequence Test can be used to estimate the 
number of meaningful PCs, it seems dangerous to treat the procedure as a reliable 
statistical inference procedure, since the significance levels are almost completely 
unknown. Furthermore, this procedure seems to continue selecting PCs that explain very 
little of the total variance because it checks how many PCs are statistically significant 
rather than whether they account for a substantial proportion of the total variation. For 
correlation matrices Jolliffe (1970) found that applying the Bartlett test corresponds to 
170 
choosing a cut-off eigenvalue of about 0.1 to 0.2 instead of 1.0. 
Other procedures to define the number of components exist but they are not as 
widely applied as the ones described. These can be found in Jolliffe (1986), Jackson 
(1991) and Anderson (2003). Finally, a few tests have also been developed for 
applications involving multifactor models of stock returns. These tests are focused mainly 
on approximate factor models (these models relaxed the assumption that the off-diagonal 
elements are zero in the covariance matrix, and have already been discussed in chapter 2). 
Since in this research no formal test of strict or approximate APT models is being 
proposed, and since we are interested in the economic interpretation of principal 
components using innovations in economic time-series, the correct number of principal 
components is not a major issue and these tests are only referred to for further interest. 
These tests are attributed to Chamberlain (1983), Chamberlain and Rothschild (1983), 
Connor and Korajczyk (1993), and more recently, Bai and Ng (2002). 
5.5 - Preparing the Data Set to Apply the Principal Components Analysis 
Principal components analysis was applied to a sample of stock returns collected from the 
London Share Price Data (LSPD). This database was set up in October 1972 and is 
supported directly by the Institute of Finance at the London Business School. The LSPD 
consists predominantly of company-specific information dating back to January 1955. 
The database contains information such as capital changes, dividends, market 
capitalisation, betas, monthly returns, prices, industry codes. The edition of the data set 
used in this thesis is the LSPD 2001. In order to implement the analysis we used the 
Eviews software (published by Quantitative Micro Software, 2005) to provide PCA 
results, eigenvalues, eigenvectors and the scores for each component. 
5.5.1 - The Selected Sample 
An initial sample of 516 monthly stock returns was initially collected for the period 1975 
to 2001. This initial sample included financial companies, investment trusts and building 
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societies. The first group of stock returns to be eliminated were the companies in the 
financial sector. The finance sector represents 16.8 % of the UK stocks market (see table 
3.2 in chapter 3) and as the UK market is extremely concentrated, in order to avoid any 
bias towards this sector, the returns of financial were eliminated. The excluded financial 
companies included banks, investment trusts, building societies and insurance companies. 
Fama and French (1992), when investigating how size effect influence expected stock 
returns eliminated financial companies because of their high leverage levels. They argue 
that financial companies do not have the same type of interpretation as non-financial 
firms where high leverage levels are seen by the market as a sign of financial distress. 
Banks are major players in the London stock exchange and consequently including them 
in the sample would bias our sample towards their procedures and investment policies. 
Furthermore the nature of the banking business (borrowing and lending money) would 
result in very high leverage levels and possibly very high betas. In general, excluding 
financial companies is a non-neutral decision, since this might replace one possible bias 
with another, because banking is a real activity that has its own risks. If banking is seen 
as a `barometer' or `thermometer' of the economy as a whole then exclusion may be a 
valid procedure. 
The second group to rule out are the investment trusts. Investment trusts invest in 
managed portfolios of stocks and although we have monthly information available (they 
are individual stocks) they should not be mixed with individual stock returns in order to 
extract PCs. The nature of investment trusts business is to invest in stocks of other 
companies and hence add no information. 
Building societies make money from taking deposits and lending, and like banks 
are excluded for similar reasons. Insurance companies make money by collecting 
premiums, but they also have large managed portfolios for pensions endowments and 
payment benefits and they act rather like investment trusts in a major part of their 
business. Therefore they are also excluded. 
This first process of exclusion reduced the initial sample from 516 to 312 
companies. In the next step we refined this intermediate sample by eliminating any 
company with zero or missing observations for more than 20% of the sample period. 
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Jollife (1986) asserts that the presence of heavy-zero data highly influences the 
correlation structure and hence alters the results of the principal components analysis. 
Jollife, however, does not present a number or estimate of what is considered 'heavy- 
zero' data. This second step of exclusion resulted in a final sample of 240 companies 
covering the sample period starting in 1975 and ending in 2001. The monthly stock 
returns provided by the LSPD are adjusted for dividends and capital changes and are 
calculated as 
r, =In((p, +d) /Pp-i) (5.22) 
where r, is the logarithm of the return in month t, p, is the last traded price in month t, 
and d, is the dividend going xd (ex dividend) during month t (and included only if xd 
date falls in the date range of the traded prices). The dividend is adjusted to a month-end 
basis and p, _, 
is the latest traded price in the month t-1 adjusted on the same basis. All 
adjustments are based on the principle that the total value of all classes of shares in a 
company is unaltered by a change in capital structure, that is the LSPD uses two 
adjustment factors: 
Scrip Adjustment Factor = 
Number of Old Shares 
(Number of Old + Number of New Shares) 
and 
Rights Adjustment Factor = 
(Old Shares x Cum Price + New Shares x Issue Price) 
(Old + New)Shares x Cum Price 
where cum price is the price of share in new pence on the day before the ex date of a right 
issue. 
In order to apply principal components analysis the final sample was divided into 
10 groups of 24 stocks each. The choice of 10 groups comes from the nature of the PCA 
analysis. The number of observations must always be greater than the number of 
variables being analysed, usually at least twice the number (Stevens, 1996). This means 
that 24 companies require a minimum of 48 observations each (four years of monthly 
data). The sample chosen for these 240 companies was 1979 to 2001, a period restricted 
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by the availability of company data on market capitalisation and beta (these data were 
required for group sampling). The possible effects of grouping procedures on PCA results 
are examined using three sorting approaches: random, by market capitalisation and by 
beta. 
In the LSPD, a company's market capitalisation is a monthly time series 
containing the market value of the company's ordinary shares in millions of pounds. Beta 
is the monthly sensitivity of the company shares to market movements. When grouping 
the stocks using these three approaches we adopted the following procedures. 
1. Random: Companies were grouped by alphabetical order 
2. Market Capitalisation: Companies were grouped starting from the biggest 
companies and ending with the smallest (by market capitalisation). We calculated 
the average market capitalisation for the full sample and for four sub-samples and 
ranked the companies accordingly 
3. Beta: Companies were grouped according to their sensitivities to market 
movements. The first group contains 24 companies with the smallest betas while 
the last group contains the last 24 companies with the highest betas. We 
calculated the average betas for the full sample and for four sub-samples and 
ranked the companies accordingly. 
The analysis embraces the full period sample from 1979-2001 and four sub- 
samples, including three sub-samples of five years each (1979-1984,1985-1990,1991- 
1996) and one sub-sample of 4 years (1997-2001). Increasing the data period would have 
allowed more stocks in each group, but this would also increase the risk of finding 
spurious components because the underlying risk factor structure cannot be assumed to 
be constant over longer sample periods. Hence the final choice reflects the trade-off 
between (a) enough stocks to generate a sample from which to extract the PCs and (b) a 
short enough time period that stability of the underlying risk structure may be assumed. 
The final 240 companies used to extract the principal components in both full sample and 
the four sub-sample periods are listed on table 5.2. 
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Table 5.2: List of The Final 240 Companies used to Extract PCs 
LSE COMPANY 
NUMBER 
COMPANY NAME LSE COMPANY 
NUMBER 
COMPANY NAME 
C0098 Allied Domecq Holdings CI 154 Charter lc'Re ' 
C0286 Associated British Foods Cl 184 CHUBB & SONS LTD. 
C0304 API Group pie C1275 Six Hundred (600) Grp 
C0306 Blue Circle Industries C1367 Coo er (Frederick) plc 
C0359 Avon Rubber Co plc C1395 Cosalt 
C0365 BBA Group plc C1404 Countryside Props 
C0374 BPB plc C1422 Arriva plc 
C0380 Ba erid e Brick plc C1436 Anite Group 
C0390 Baird William) plc C1441 Crest Nicholson 
C0447 B A. G & Co plc C1450 Croda International 
C0465 Six Continents pic C1491 Daejan Holdings 
C0487 Beattie (James) plc C1493 Daily Mail Trust 
C0520 4imprint Group plc C1497 Sygen International pic 
C0547 Enodis plc C1529 Davis Service Group plc 
C0634 Bodycote International C1539 Dawson International 
C0650 Boosey & Hawkes ple C1542 De La Rue Co plc 
C0655 Boots Co plc C1555 Delta pic 
C0674 Rexam plc C1611 Diploma plc 
C0679 S irent ple C1620 Dixons Group plc 
C0686 BPT pic C1659 Dowding & Mills 
C0697 Andrew Sykes Group plc C1736 Linton Park pic 
C0698 Brammer plc C1761 Safeway plc 
C0753 British American Tobacco C1772 Eleco plc 
C0798 Balfour Beatty plc C1778 Electrocom nents plc 
C0801 British Land C1915 Premier Farrell plc 
C0814 BOC Group C1930 Fenner plc 
C0817 BP plc C1946 Findet ple 
C0832 BSS Group plc C1984 Cobham plc 
C0844 British Vita plc C2088 Galliford Try plc 
C0851 Brixton plc C2101 Garton Engineering 
C0878 Brown(N) Group plc C2108 Gaskell pic 
C0922 Bullough plc C2124 Marconi plc 
C0924 Bulmer H P) Hldgs plc C2146 Gieves & Hawkes plc 
C0927 Bunzl lc C2160 GlaxoSmithKline ple 
C0946 Arcadia Group plc C2162 Gleeson MJ Grp lc 
C0949 Burtonwood Brewery C2178 AGA Foodservice Group 
C0973 City Centre Restaurants C2221 Grampian Holdin s plc 
C0985 Cadbury-Schweppes C2222 Granada plc 
C1019 Laird Group C2241 Great Portland Estates 
C1036 Ca lc C2243 GUS pie 
C1049 Carclo plc C2255 De Vere Group plc 
CI068 Carrs Milling Industrs plc C2257 Greene Kin plc 
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Table 5.2 Continued 
LSE COMPANY 
NUMBER 
COMPANY NAME LSE COMPANY 
NUMBER 
COMPANY NAME 
C2265 Barratt Developments C3626 Morrison(W) Su ermkts pie 
C2304 GKN pie C3632 Moss Bros Group pie 
C2307 Diageo pie C3647 Mountview Estates 
C2356 Halma Investments C3649 Mowlem J& Co plc 
C2357 Halstead(James) Grp pie C3652 Mucklow(A. & J )Gr. 
C2365 Hammerson pie C3662 North ate pie 
C2369 Ham son Industries pie C3808 Northern Foods 
C2381 Hanson pie C3843 Exel pie 
C2389 Hardys & Hansons pie C3844 Ocean Wilsons Hld s 
C2407 Elementis pie C3853 OEM pie 
C2460 Helical Bar pie C3968 Paterson Zochonis 
C2478 Next pie C3986 Pearson pie 
C2491 Heywood Williams C4002 Peninsular & Oriental 'Did' 
C2504 Swan Hill Group pie C4021 Nationwide Accident Repair 
C2516 McLeod Russel Hldgs pie C4050 Photo-Me Internatnl plc 
C2520 Hill & Smith Hldgs pie C4061 Pilkington pie 
C2591 Carbo pie C4069 Pittards pie 
C2650 Hunting pie C4077 Henlys Group pie 
C2675 Imperial Chemical Industries C4118 Premier Oil pie 
C2679 IMI plc C4196 Quicks Group pie 
C2687 Inchca plc C4238 Rank Group pie 
C2756 Johnston Group pie C4248 Signet Group pie 
C2776 Jarvis pie C4256 RMC Group pie 
C2810 Johnson Service Group C4259 Reckitt Benckiser pie 
C2813 Johnson, Matthey C4276 Austin Reed Grp lc'Ord' 
C2815 Firth Rixson pie C4277 Reed Executive pie 
C2837 Jourdan plc C4279 Whatman pie 
C2856 Kalamazoo Computer Group is C4289 Reed International pie 
C2903 Securicor plc C4298 Renold pie 
C2998 Hilton Group pie C4300 Rentokil Initial pie 
C3003 Lam (John) pie C4325 Ricardo pie 
C3011 Lambert Howarth Group pie C4345 Rio Tinto 
C303I Land Securities pie C4412 Rotork pie 
C3066 Cookson Group C4513 Saville Gordon Estates pie 
C3081 Leeds Group pie C4519 Scapa Group pie 
C3113 Lex Service pie C4526 British Polythene Industries 
C3154 Trinity Mirror pie C4561 Scottish & Newcastle 
C3210 London Merchants Secs C4658 Mayflower Corporation pie 
C3250 Lonmin C4676 Shell Trns t&Trd'Re d' 
C3259 Montpellier Group C4699 Invensys pie 
C3261 Low & Bonar pie C4718 Simon Group pie 
C3306 Glenmorangie pie 'A LVR' C4730 Sirdar pie 
C3312 McKay Securities C4744 Slough Estates pie 
C3361 Chrysalis Group C4751 Smith (DS) pie 
C3376 Manganese Bronze C4754 Smith & Nephew pie 
C3393 McAlpine (Alfred) pie C4758 Smith WH 
C3400 Marks & Spencer C4763 Smiths Group pie 
C3417 Marshal Is pie C4836 S irax-Sarco En r. 
C3468 Me itt Ic C4837 Coats pie 
C3486 Menzies J. Hld s C4897 Alexon Group pie 
C3503 Novar pie C4935 Adam & Harvey Group pie 
C3507 Metalrax Grp 1c C4970 Stylo Shoes plc 
C3614 Morgan Crucible C5027 S Itone lc 
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Table 5.2 Continued 
LSE COMPANY 
NUMBER 
COMPANY NAME LSE COMPANY 
NUMBER 
COMPANY NAME 
C5061 Tate & Lyle plc C5719 Kingfisher plc 
C5077 Taylor Woodrow plc C5755 Yorkshire Group ple 
C5118 Tesco lc C5757 Young & Co Brew'A'Ord 
C5121 Tex Hldgs C5760 Yule Catto & Co 
C5152 EMI Group plc C6006 Management Consulting Group 
C5162 Interserve pic C6013 Silentnight FIId s lc 
C5187 Tomkins pic C6028 Lookers plc 
C5199 Town Centre Secs C6030 Macfarlane Group pic 
C5216 TDG C6033 Benchmark Group 
C5289 Uni Ic C6041 Vp Pic 
C5290 Unilever plc C6046 Sainsbury(J) plc 
C5331 United Business Media plc C6047 Smurfit Jefferson Ir 
C5338 Alvis lc C6063 Bett Brothers plc 
C5415 The Vitec Group C6076 Pressas plc 
C5440 Wagon pic C6104 Black Arrow Grp plc 
C5472 Volex Group C6106 Boot(lfcnry) & Sons plc 
C5486 Warner Estate Hld plc C6109 Chemrin Group pic 
C5504 Allda s plc C6250 Aggregate Industries plc 
C5524 Weir Group plc C6296 Nichols plc 
C5595 Whitbread plc C6318 SMG plc 
C5666 Wilson C. Hld . 
C6340 Iliorpe (F. W. ) 
C5672 Wim e (George) pic C6360 WPP Group plc 
C5694 Wolseley plc C6536 Castings ple 
C5698 Wolverhampton & Dud Brew C6579 Daily Mail Trust'A' 
C5706 Wyndeharn Press Group lc 
1. 
C6585 1 Paterson Zochonis'A'N. V 
5.5.2 - Survivorship Bias 
As explained in the previous section, from an initial selection of 516 companies 
we obtained a final sample of 240. This may have introduced some survival bias since 
only companies which survived the entire sample period and with non-zero returns for at 
least 80% of the period under investigation were included. 
Survivorship bias arises from the fact that companies with particular 
characteristics are excluded from the sample (failures). Cheng (1995) justifies the 
exclusion of failed firms arguing that `This survival bias will exclude failed firms, 
takeover and merger victims, and newly listed companies, therefore those risk factors 
peculiar to these type of firm will not be represented in the sample. Furthermore, over 
time, a company can change its basic character through acquisitions and purposeful 
strategic choices as well as by changes in its exposure to underlying economic factors. 
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This survival bias will increase with the length of the sample period and will, therefore, 
be common to all tests which require long data series' (pp 131). 
Cornell (1999) reinforces Cheng's views, arguing that, after the Second World 
War, markets such as the American and the UK stock markets were not subject to large 
economic disturbances and therefore tended to have companies that lived longer. 
Consequently, studies involving these markets from using long periods of data and 
excluding failed companies will inevitably induce the existence of survivorship bias. On 
the other hand, the exclusion of failed firms may avoid distortion in the correlation matrix 
that can be induced by `zeros' or missing values. 
5.5.3 - Re-Balancing of Stock Groups 
When using market capitalisation or beta criteria to sort stocks the constitution of these 
groups changed within sub-samples because of changes in market value and beta. This 
means, for example, that companies included in a group containing the biggest companies 
by size or beta the 1979-1984 are not the same as those included in the 1985-1990 period. 
Tables 5.3 and 5.4 illustrate these group changes. 
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A close examination of tables 5.3 and 5.4 shows that the composition of the groups under 
analysis changes when a new sub-sample is introduced. The composition of the large 
capitalisation group changed less than that of middle and low capitalisation groups, and 
groups formed by beta were generally more variable in composition than those formed by 
market value. 
5.5.4 - The Full Sample (1979-2001) PCA Results 
One of the aims of this research (to be developed in chapters 6 and 7) is to give economic 
interpretation to principal components, using innovations in economic time-series. These 
principal components can be seen as statistical risk factors and our focus is on trying to 
understand the links between factors and economic news. That is, we are trying to find 
why stock returns tend to move together.. 
Clare and Thomas (1994), when investigating the APT model, for the UK market 
found that grouping stocks by beta or market size results in different risk factors being 
identified. Therefore the major aim of this chapter is to investigate whether different 
sorting criteria will also affect the extraction of principal components. That is does the 
number of significant principal components, their eigenvalues and percentage of 
explained variance change when we use different grouping criteria? 
The results for the principal components analysis are therefore presented for each 
sorting criterion, showing eigenvalues and the percentage of variance explained. The 
intention is to discover whether groups built randomly, by market capitalisation or beta 
produce distinctive PCA results. 
5.5.4.1 - Random Groups 
Table 5.5 reports the eigenvalues and the accumulated percentage of variance explained 
for the random groups: 
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Table 5.5: Eigenvalues and Cumulative Variance Random Groups 
Ei envalues and Cumulative Variance Random Groups 1979-2001 All 24 PCs 
Groupl Group 2 Group 3 Group 4 Grou p5 
5.737147 32.24% 5.040684 29.34% 5.343335 30.60% 5.32509 30.52% 5.295529 30.40% 
1.525537 38.59% 1.360539 35.01% 
1.234382 43.74% 1.182152 39.93% 
1.072653 48.21% 1.158838 44.76% 
1.027139 52.49% 1.064198 49.19% 
0.967235 56.52% 0.997459 53.35% 
0.924713 60.37% 0.930589 55.23% 
0.844913 63.89% 0.885825 60.92% 
0.794981 65.20% 0.876961 64.57% 
0.763994 70.39% 0.82445 68.01% 
0.725904 73.41% 0.787873 71.29% 
0.684721 76.26% 0.728765 74.33% 
0.65879 79.01% 0.704787 75.26% 
0.649911 81.72% 0.662684 80.02% 
0.570628 84.09% 0.623344 82.62% 
0.54369 86.36% 0.596345 85.11% 
0.52195 88.53% 0.545397 85.38% 
0.497822 90.61% 0.528318 89.58% 
0.465921 92.55% 0.503531 91.68% 
0.436254 94.37% 0.496987 93.75% 
0.398722 96.03% 0.434122 95.56% 
0.352585 95.50% 0.411232 95.27% 
0.312102 98.80% 0.356543 98.76% 
0.288306 100.00% 0.298379 100.00% 
1.392802 36.40% 1.28592 35.88% 1.35737 36.05% 
1.255822 41.63% 1.26381 41.15% 1.202746 41.07% 
1.09142 46.18% 1.134814 45.87% 1.128643 45.77% 
0.999106 50.34% 1.068307 50.32% 1.070466 50.23% 
0.979941 54.43% 1.016314 54.56% 0.984143 54.33% 
0.936479 58.33% 0.979921 58.64% 0.97332 58.38% 
0.897206 62.07% 0.91353 62.45% 0.912097 62.18% 
0.850283 65.61% 0.8752 66.10% 0.869904 65.81% 
0.807725 68.98% 0.83817 69.59% 0.811301 69.19% 
0.764675 72.16% 0.73798 72.66% 0.77713 72.43% 
0.726639 75.19% 0.693143 75.55% 0.694949 75.32% 
0.697645 78.10% 0.690479 78.43% 0.692357 78.21% 
0.667565 80.88% 0.648695 81.13% 0.634695 80.85% 
0.632645 83.51% 0.605438 83.65% 0.593607 83.33% 
0.590211 85.97% 0.57262 86.04% 0.570908 85.70% 
0.583303 88.40% 0.534104 88.26% 0.544142 85.97% 
0.520176 90.57% 0.506639 90.38% 0.511538 90.10% 
0.47898 92.57% 0.476019 92.36% 0.498003 92.18% 
0.458896 94.48% 0.457015 94.26% 0.451739 94.06% 
0.400663 96.15% 0.414649 95.99% 0.412913 95.78% 
0.360405 95.65% 0.364527 95.51% 0.393753 95.42% 
0.338892 99.06% 0.319666 98.84% 0.315802 98.74% 
Grou p6 I Grou p7 Grou p81 Grou p91 Group 10 
6.703973 25.93% 5.012129 29.22% 5.078729 29.49% 5.762099 32.34% 5.549885 23.12% 
1.285132 33.29% 1.445353 35.24% 1.388258 35.28% 1.433812 38.32% 1.331002 28.67% 
1.216047 38.35% 1.215297 40.30% 1.285336 40.63% 1.277582 43.64% 1.213272 33,73% 
1.182233 43.28% 1.121791 44.98% 1.118483 45.30% 1.083712 48.16% 1.099119 38.31% 
1.134747 48.01% 1.058036 49.39% 1.029686 49.59% 1.007761 52.35% 1.032783 42.61% 
1.097736 52.58% 0.979967 53.47% 0.999677 53.75% 0.960623 56.36% 1.024831 46.88% 
0.957527 56.57% 0.949063 55.42% 0.973959 55.81% 0.907369 60.14% 1.003148 51.06% 
0.91972 60.40% 0.89899 61.17% 0.909146 61.60% 0.893176 63.86% 0.916362 54.88% 
0.895979 64.14% 0.822546 64.60% 0.841433 65.10% 0.843527 65.37% 0.904809 58.65% 
0.825902 65.58% 0.791477 65.89% 0.835033 68.58% 0.787349 70.65% 0.879706 62.31% 
0.790911 70.87% 0.74127 70.98% 0.773603 71.81% 0.745291 73.76% 0.844318 65.83% 
0.783375 74.14% 0.728385 74.02% 0.754737 74.95% 0.688332 76.63% 0.829613 69.29% 
0.734480 75.20% 0.714047 76.99% 0.690308 75.83% 0.639379 79.29% 0.772742 72.51% 
0.663406 79.96% 0.66366 79.76% 0.65666 80.56% 0.627327 81.91% 0.759851 75.67% 
0.620956 82.55% 0.633742 82.40% 0.631479 83.19% 0.592873 84.38% 0.725637 78.70% 
0.604865 85.07% 0.623871 85.00% 0.5782 85.60% 0.566081 86.73% 0.696479 81.60% 
0.550522 85.36% 0.58408 85.43% 0.525934 85.79% 0.510566 88.86% 0.686308 84.46% 
0.535114 89.59% 0.550493 89.73% 0.519163 89.96% 0.505649 90.97% 0.654526 85.19% 
0.481614 91.60% 0.492589 91.78% 0.508866 92.08% 0.435132 92.78% 0.615695 89.75% 
0.465318 93.54% 0.468432 93.73% 0.467177 94.02% 0.412303 94.50% 0.585982 92.19% 
0.442143 95.38% 0.445257 95.59% 0.417744 95.77% 0.371503 96.05% 0.523035 94.37% 
0.418621 95.13% 0.407446 95.28% 0.375747 95.33% 0.350712 95.51% 0.498912 96.45% 
0.354098 98.60% 0.352592 98.75% 0.342989 98.76% 0.308052 98.79% 0.445129 98.30% 
0.335581 100.00% 0.299487 100.00% 0.297653 100.00% 0.28979 100.00% 0.406856 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
With the exceptions of groups 6 (6.703973) and 10 (5.549885) all groups have first 
eigenvalues greater than 5.0 with group 9 (5.762099) showing the highest eigenvalue. 
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When looking at the cumulative percentage of the explained variance together with 
eigenvalues greater than one it appears that the number of components differs across 
groups. For example, groups 1,2,5,7,8, and 9 all have five PCs with eigenvalues greater 
than one. These five PCs are able to explain a percentage of the variance in a range of 
49.19 to 52.49. The situation changes for the remaining four groups with groups 4 and 6 
having six PCs showing eigenvalues greater than one. Group 3 shows four PCs although 
the fifth eigenvalue could be considered equal to one. Finally group 10 (the one with the 
smallest first eigenvalue) has seven PCs. Although the number of PCs varies from four to 
seven the percentage of the variance explained is very close across groups. We can infer 
from these numbers that grouping stocks randomly seems to produce similar results in 
terms of eigenvalues and percentage of the explained variance, with just one group 
(group 10) appearing to be slightly different (a lower first eigenvalue). Note, however, 
that seven eigenvalues greater than one represent 51.06% of the total variance in group 
10, which is similar to the other groups. 
5.5.4.2- Market Capitalisation Groups 
Table 5.6 reports the PCA results for the groups formed by sorting stocks according their 
market value. The first group contains the largest 24 companies and the last group the 
smallest, by market capitalisation: 
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Table 5.6: Eigenvalues and Cumulative Variance Market Capitalisation Groups 
Eigenvalues and Cumulative Variance Market Capitalisation Groups 1979-2001 All 24 
PCs 
Group 1 (Largest) Group 2 Group 3 Group 4 Group 5 
9.07991 35.83% 9.040011 35.67% 8.887886 35.03% 9.187419 38.28% 8.260729 34.42% 
1.661469 44.76% 1.520144 44.00% 1.297436 42.44% 1.57609 44.85% 1.310258 39.88% 
1.265422 50.03% 1.151924 48.80% 1.199516 45.44% 1.234528 49.99% 1.249817 45.09% 
1.224363 55.13% 1.088899 53.34% 1.038669 51.76% 0.980538 54.08% 1.043668 49.44% 
0.984113 59.23% 0.938326 55.25% 0.965588 55.79% 0.92038 55.91% 1.022016 53.69% 
0.945487 63.17% 0.832026 60.71% 0.926154 59.65% 0.855122 61.48% 0.912219 55.49% 
0.84349 66.68% 0.811391 64.09% 0.849787 63.19% 0.824378 64.91% 0.847305 61.03% 
0.796984 70.01% 0.744218 65.20% 0.827799 66.64% 0.73976 65.99% 0.776854 64.26% 
0.689 72.88% 0.704007 70.13% 0.727524 69.67% 0.716202 70.98% 0.749999 65.39% 
0.652644 75.60% 0.69193 73.01% 0.67837 72.49% 0.688208 73.84% 0.741524 70.48% 
0.641627 78.27% 0.666562 75.79% 0.655551 75.23% 0.680249 76.68% 0.694307 73.37% 
0.605855 80.79% 0.606505 78.32% 0.636987 75.88% 0.646013 79.37% 0.660387 76.12% 
0.516675 82.95% 0.591555 80.78% 0.603482 80.39% 0.565264 81.73% 0.625893 78.73% 
0.494857 85.01% 0.565376 83.14% 0.599805 82.89% 0.547418 84.01% 0.583649 81.16% 
0.472668 86.98% 0.545926 85.41% 0.551458 85.19% 0.523227 86.19% 0.577609 83.57% 
0.436986 88.80% 0.514279 85.55% 0.515973 85.34% 0.491884 88.24% 0.556809 85.89% 
0.424757 90.57% 0.455555 89.45% 0.487591 89.37% 0.468973 90.19% 0.518873 88.05% 
0.41429 92.29% 0.442656 91.30% 0.443183 91.22% 0.420716 91.94% 0.506509 90.16% 
0.403954 93.98% 0.423348 93.06% 0.419876 92.97% 0.385697 93.55% 0.461782 92.08% 
0.365963 95.50% 0.409334 94.77% 0.391481 94.60% 0.352445 95.02% 0.437978 93.91% 
0.299257 96.75% 0.364723 96.29% 0.367514 96.13% 0.348388 96.47% 0.404573 95.59% 
0.292195 95.97% 0.3482 95.74% 0.337318 95.54% 0.311253 95.77% 0.38248 95.19% 
0.27355 99.11% 0.274978 98.88% 0.31123 98.83% 0.280311 98.94% 0.355995 98.67% 
0.214484 100.00% 0.268127 100.00% 0.279824 100.00% 0.255537 100.00% 0.318765 100.00% 
Group 6 Group 7 Group 8 Group 9 Group 10 
(Smallest) 
5.179721 29.92% 6.561157 25.34% 6.091507 25.38% 5.591517 23.30% 5.113194 21.31% 
1.348274 35.53% 1.695933 34.40% 1.418555 31.29% 1.271188 28.59% 1.361738 26.98% 
1.165458 40.39% 1.23114 39.53% 1.270871 36.59% 1.235342 33.74% 1.307955 32.43% 
1.103559 44.99% 1.198411 44.53% 1.179992 41.50% 1.154677 38.55% 1.165383 35.28% 
1.051045 49.37% 1.067824 48.98% 1.073635 45.98% 1.098439 43.13% 1.109291 41.91% 
0.963939 53.38% 1.039871 53.31% 1.011733 50.19% 1.067355 45.58% 1.060105 46.32% 
0.948179 55.33% 0.965837 55.33% 0.967486 54.22% 1.017971 51.82% 1.015224 50.55% 
0.899001 61.08% 0.883782 61.02% 0.939947 58.14% 0.990925 55.95% 0.98885 54.67% 
0.834508 64.56% 0.855274 64.58% 0.887857 61.84% 0.90298 59.71% 0.981744 58.76% 
0.826227 68.00% 0.836078 68.06% 0.833935 65.31% 0.85884 63.29% 0.945212 62.70% 
0.795353 71.31% 0.812482 71.45% 0.824708 68.75% 0.830866 66.75% 0.877135 66.36% 
0.771802 74.53% 0.745532 74.56% 0.763202 71.93% 0.801327 70.09% 0.848698 69.89% 
0.701496 75.45% 0.707045 75.50% 0.726008 74.96% 0.763756 73.27% 0.790051 73.19% 
0.660642 80.21% 0.69324 80.39% 0.684057 75.81% 0.736419 76.34% 0.740897 76.27% 
0.643672 82.89% 0.65749 83.13% 0.672029 80.61% 0.698973 79.25% 0.716674 79.26% 
0.573164 85.28% 0.605734 85.65% 0.638808 83.27% 0.686489 82.11% 0.664568 82.03% 
0.548849 85.56% 0.566674 88.01% 0.61897 85.85% 0.648384 84.81% 0.653267 84.75% 
0.516509 89.71% 0.546913 90.29% 0.592412 88.32% 0.619984 85.40% 0.625693 85.36% 
0.491777 91.76% 0.515354 92.44% 0.580926 90.74% 0.603934 89-91% 0.605448 89.88% 
0.464734 93.70% 0.488003 94.47% 0.545454 93.01% 0.546241 92.19% 0.539108 92.13% 
0.421618 95.46% 0.439529 96.31% 0.505673 95.12% 0.522657 94.37% 0.52481 94.31% 
0.400344 95.12% 0.413465 98.03% 0.420551 96.87% 0.485395 96.39% 0.518228 96.47% 
0.372041 98.67% 0.383418 99.63% 0.406761 98.56% 0.434844 98.20% 0.43828 98.30% 
0.318088 100.00%__ 
_0.089815__ _100.00% 
0.344922 100.00% 0.431499 100.00% 0.408446 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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The PCA results for market capitalisation groups suggest a different pattern of results 
from the random sort. The number of eigenvalues greater than one seems to increase as 
market capitalisation decreases. From groups 1 to 4 there are between three and four PCs 
with eigenvalues greater than one, increasing to five PCs for groups 5 and 6, six PCs for 
groups 7 and 8, and seven PCs for groups 9 and 10. These results indicate a possible 
relation between company market value and the number of PCs. In other words, there is 
an indication here that the structure of risk may be influence by firm size (a potential size 
effect). 
When comparing the results from market capitalisation with those for random 
groups it is evident that the first five market capitalisation groups all have greater 
eigenvalues and greater percentage of the explained variance than any random groups, 
whereas the last five groups show a decreasing eigenvalue trend for market capitalisation 
and a mixed picture for random groups. One possible explanation for this pattern of 
results is that large companies are more likely to have important sources of risk in 
common. Small companies maybe be strongly affected by one or two sources of risk but 
together they may be equally affected by lots of `smaller' risks. It seems that PCA as a 
reduction technique is sensitive to grouping criteria (see also figures 5.2 and 5.3). 
5.5.4.3 - Beta Groups 
Table 5.7 reports the PCA results for groups formed by betas. The first group includes 24 
companies with the smallest betas while the last group contains 24 companies with the 
biggest betas. 
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Table5.7: Eigenvalues and Cumulative Variance Beta Groups 
Eigenvalues and Cumulative Variance Beta Groups 1979-2001 All 24 PCs 
Group l(Low Beta) Group 2 Group 3 Group 4 Group 5 
4.857634 20.24% 5.645786 23.52% 6.210316 25.88% 6.535575 25.23% 6.321483 26.34% 
1.709166 25.36% 1.411484 29.41% 1.371354 31.59% 1.458053 33.31% 1.687346 33.37% 
1.309977 32.82% 1.282309 34.75% 1.206759 36.62% 1.249171 38.51% 1.159707 38.20% 
1.266379 38.10% 1.186526 39.69% 1.145713 41.39% 1.162 43.35% 1.092295 42.75% 
1.187514 43.04% 1.127321 44.39% 1.034294 45.70% 1.08039 45.86% 1.060648 45.17% 
1.152636 45.85% 1.068348 48.84% 1.011703 49.92% 1.001884 52.03% 0.984612 51.28% 
0.996184 52.00% 0.983375 52.94% 0.980197 54.00% 0.961236 56.03% 0.930071 55.15% 
0.976643 56.07% 0.929654 56.81% 0.924301 55.85% 0.92652 59.90% 0.877263 58.81% 
0.963297 60.08% 0.914884 60.62% 0.895023 61.58% 0.890748 63.61% 0.855132 62.37% 
0.932179 63.97% 0.856303 64.19% 0.872577 65.22% 0.872059 65.24% 0.837986 65.86% 
0.898982 65.71% 0.836779 65.68% 0.843244 68.73% 0.814363 70.63% 0.821498 69.28% 
0.854426 71.27% 0.791006 70.97% 0.777971 71.97% 0.710327 73.59% 0.769843 72.49% 
0.812045 74.65% 0.776062 74.21% 0.764565 75.16% 0.696193 76.49% 0.706874 75.44% 
0.751394 75.79% 0.726172 75.23% 0.724898 78.18% 0.658528 79.24% 0.693623 78.33% 
0.719247 80.78% 0.711807 80.20% 0.692231 81.06% 0.642709 81.92% 0.642809 81.01% 
0.69028 83.66% 0.638773 82.86% 0.657866 83.80% 0.597465 84.41% 0.605364 83.53% 
0.628714 86.28% 0.632502 85.50% 0.604673 86.32% 0.596233 86.89% 0.598823 86.02% 
0.615595 88.84% 0.609316 88.04% 0.556084 88.64% 0.538461 89.13% 0.582076 88.45% 
0.580457 91.26% 0.600539 90.54% 0.52598 90.83% 0.525615 91.32% 0.541301 90.70% 
0.558895 93.59% 0.545752 92.81% 0.504232 92.93% 0.499764 93.41% 0.502011 92.79% 
0.514174 95.73% 0.495783 94.88% 0.467943 94.88% 0.446929 95.27% 0.47536 94.78% 
0.485111 95.75% 0.444764 96.73% 0.453169 96.77% 0.422967 95.03% 0.462317 96.70% 
0.4526 99.64% 0.41573 98.46% 0.405844 98.46% 0.362867 98.54% 0.43549 98.52% 
0.086473 100.00% 0.369025 100.00% 0.369062 100.00% 0.349944 100.00% 0.356067 100.00% 
Group 6 Group 7 Group 8 Group 9 Group 10 (High 
Beta) 
6.753024 28.14% 8.452004 35.22% 5.781314 32.42% 10.4794 43.66% 10.32278 43.01% 
1.413662 34.03% 1.410113 41.09% 1.21868 35.50% 1.233516 48.80% 1.338664 48.59% 
1.19674 39.01% 1.165268 45.95% 1.174171 42.39% 1.057036 53.21% 1.151585 53.39% 
1.078729 43.51% 1.097822 50.52% 1.031082 46.69% 0.932578 55.09% 1.017279 55.63% 
1.059127 45.92% 1.0393 54.85% 0.981676 50.78% 0.895672 60.83% 0.9145 61.44% 
0.997913 52.08% 0.941374 58.77% 0.969339 54.82% 0.809665 64.20% 0.848648 64.97% 
0.990678 56.21% 0.841053 62.28% 0.941685 58.74% 0.692617 65.09% 0.742448 68.07% 
0.923556 60.06% 0.81875 65.69% 0.882176 62.42% 0.686101 69.94% 0.721042 71.07% 
0.919188 63.89% 0.786969 68.97% 0.824675 65.85% 0.657941 72.69% 0.623514 73.67% 
0.84905 65.42% 0.729217 72.01% 0.808116 69.22% 0.62652 75.30% 0.587206 76.12% 
0.796739 70.74% 0.691454 74.89% 0.763204 72.40% 0.612108 75.85% 0.558667 78.44% 
0.68814 73.61% 0.686724 75.75% 0.703079 75.33% 0.579114 80.26% 0.545885 80.72% 
0.673121 76.42% 0.603372 80.26% 0.662959 78.09% 0.543994 82.53% 0.508668 82.84% 
0.64806 79.12% 0.573477 82.65% 0.636905 80.75% 0.528143 84.73% 0.491484 84.88% 
0.641897 81.79% 0.53564 84.89% 0.597762 83.24% 0.502613 86.82% 0.460915 86.81% 
0.597179 84.28% 0.52707 85.08% 0.580381 85.66% 0.451538 88.70% 0.453257 88.69% 
0.56815 86.65% 0.511614 89.21% 0.543765 85.92% 0.43899 90.53% 0.433632 90.50% 
0.538235 88.89% 0.50398 91.31% 0.516676 90.07% 0.393706 92.17% 0.410927 92.21% 
0.524219 91.07% 0.430969 93.11% 0.480596 92.08% 0.375646 93.74% 0.373759 93.77% 
0.503362 93.17% 0.4083 94.81% 0.438993 93.91% 0.355086 95.22% 0.354312 95.25% 
0.464285 95.10% 0.383655 96.41% 0.409413 95.61% 0.335085 96.61% 0.32699 96.61% 
0.445095 96.96% 0.326321 95.77% 0.378943 95.19% 0.314922 95.92% 0.304511 95.88% 
0.396821 98.61% 0.293531 98.99% 0.346525 98.63% 0.253734 98.98% 0.265965 98.99% 
0.333027 100.00% 0.242022 100.00% 0.327886 100.00% 0.24428 100.00% 0.243365 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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The PCA results for beta groups show that the number of PCs decreases as beta increases. 
Beta group 1 (which includes the companies with the smallest betas) has the smallest first 
eigenvalue of all groups, while group 9 has the largest. Beta groups also appear to show a 
smaller number of PCs when the size of beta increases, although this trend is less distinct 
than is the case for the market capitalisation groups. 
Overall, the pattern of results for beta sort appears to be inverse of that for the 
market capitalisation sort. In part this is a consequence of a negative correlation between 
f inn size and beta. This negative correlation between market size and beta has been found 
elsewhere by Banz (1981), Fama and French (1992,1993,1996), Davis (1994), Chan, 
Jegadeesh and Lakonishok (1995), Perez and Timmermann (2000), Cochrane (2001), 
Mills and Jordanov (2003). Table 5.8 shows that this negative correlation between market 
value and beta is also present in the data sample used in this research. 
Table 5.8: Correlations between Market and Beta Value for the Full and Four Sub- 
Samples: 
SAMPLE CORRELATION 
1979-2001 -0.44 
1979-1984 -0.58 
1985-1990 -0.70 
1991-1996 -0.67 
1997-2001 -0.54 
5.5.4.4 - Summarising the Results 
Overall the PCA results are affected by sorting groups of stocks according to different 
criteria. Random groups seem to produce a less clear pattern than market capitalisation 
and beta groups. When groups are sorted by market capitalisation the number of PCs 
appears to increase as capitalisation decreases. An opposite pattern is observed for beta 
groups, although it is slightly less distinct. Similar results arise for the magnitude of the 
measured eigenvalues. These trends can be seen in Figure 5.2 (which shows the first 
eigenvalues for each of the 10 groups for each sort) and Figure 5.3 (which shows 
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variance explained by the first PC). On the other hand, the three different sorting 
procedures produce results that are similar in one respect, in that 5-6 PCs show (between 
45% and 57%) accumulated percentage of explained variance regardless of the type of 
sorting criterion being considered. 
Figure 5.2: First PCs Eigenvalue Values: 
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Figure 5.3: First PCs % Explained Variance 
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5.6- The Four Sub-Samples PCA Results 
Tables 5.9 to 5.20 report the PCA results for each sorting criterion and each selected sub- 
sample: 
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Table 5.9: Eigenvalues and %Variance Explained Random Groups 1979-1984 
Eigenvalues and Cumulative Variance Random Grou s 1979-1984 All 24 PCs 
Group 1 Group 2 Group 3 Group 4 Group 5 
8.50814 35.45% 6.765569 28.19% 8.012974 33.39% 5.735934 32.23% 5.052661 29.39% 
1.612443 42.17% 1.751073 35.49% 1.747566 40.67% 1.738333 39.48% 1.860546 35.14% 
1.506053 48.44% 1.516312 41.80% 1.529753 45.04% 1.607854 46.18% 1.637349 43.96% 
1.345393 54.05% 1.47127 45.93% 1.418056 52.95% 1.347079 51.79% 1.475684 50.11% 
1.174268 58.94% 1.270802 53.23% 1.252576 58.17% 1.318734 55.28% 1.28736 55.47% 
1.064493 63.38% 1.089922 55.77% 1.141398 62.93% 1.09057 61.83% 1.207093 60.50% 
0.99615 65.53% 1.076909 62.26% 0.990958 65.06% 0.998642 65.99% 1.125128 65.19% 
0.880874 71.20% 0.990783 66.39% 0.928983 70.93% 0.981483 70.08% 0.954634 69.17% 
0.833681 74.67% 0.882359 70.06% 0.876116 74.58% 0.916846 73.90% 0.929535 73.04% 
0.793911 75.98% 0.860464 73.65% 0.797743 75.90% 0.710757 76.86% 0.847698 76.57% 
0.672429 80.78% 0.820675 75.07% 0.718326 80.89% 0.688657 79.73% 0.725155 79.60% 
0.595437 83.26% 0.739027 80.15% 0.657083 83.63% 0.638633 82.39% 0.671421 82.39% 
0.555775 85.58% 0.707762 83.10% 0.547868 85.91% 0.584845 84.83% 0.630629 85.02% 
0.474452 85.56% 0.6242 85.70% 0.527295 88.11% 0.533552 85.05% 0.548204 85.30% 
0.454753 89.45% 0.548618 85.98% 0.44655 89.97% 0.47946 89.05% 0.494982 89.37% 
0.401107 91.12% 0.492732 90.04% 0.429133 91.76% 0.446901 90.91% 0.41755 91.11% 
0.39317 92.76% 0.433639 91.84% 0.396047 93.41% 0.404947 92.60% 0.38218 92.70% 
0.359894 94.26% 0.402129 93.52% 0.320138 94.74% 0.338641 94.01% 0.380031 94.28% 
0.311011 95.56% 0.386213 95.13% 0.286613 95.94% 0.333179 95.40% 0.310523 95.58% 
0.285539 96.75% 0.321506 96.47% 0.264643 95.04% 0.32746 96.76% 0.304327 96.84% 
0.248466 95.78% 0.278346 95.63% 0.250088 98.08% 0.253441 95.82% 0.237214 95.83% 
0.226012 98.72% 0.219065 98.54% 0.210081 98.96% 0.213949 98.71% 0.194497 98.64% 
0.189182 99.51% 0.192709 99.34% 0.142011 99.55% 0.180812 99.46% 0.169603 99.35% 
0.117369 100.00% 0.157915 100.00% 0.108 100.00% 0.129289 100.00% 0.155996 100.00% 
Group 6 Group 7 Group 8 Group 9 Group 10 
5.118228 29.66% 6.541 25.25% 5.063394 29.43% 5.93428 33.06% 4.584862 19.10% 
1.733146 36.88% 1.663399 34.19% 1.768315 36.80% 1.655281 39.96% 2.095448 25.83% 
1.647064 43.74% 1.590029 40.81% 1.624303 43.57% 1.414243 45.85% 1.79877 35.33% 
1.47517 49.89% 1.476013 46.96% 1.548018 50.02% 1.366753 51.54% 1.613922 42.05% 
1.239222 55.05% 1.387023 52.74% 1.256861 55.25% 1.224522 56.65% 1.444476 48.07% 
1.159555 59.88% 1.317505 58.23% 1.163576 60.10% 1.129985 61.35% 1.306405 53.52% 
1.088828 64.42% 1.165508 63.09% 1.097495 64.67% 1.087942 65.89% 1.191619 58.48% 
0.926632 68.28% 1.037124 65.41% 1.013848 68.90% 0.973412 69.94% 1.148463 63.27% 
0.894949 72.01% 0.946583 71.35% 0.873185 72.54% 0.894979 73.67% 1.024057 65.53% 
0.845536 75.53% 0.817117 74.76% 0.732434 75.59% 0.790882 76.97% 0.990268 71.66% 
0.795606 78.85% 0.755995 75.91% 0.707163 78.54% 0.69431 79.86% 0.902693 75.42% 
0.678311 81.68% 0.704547 80.84% 0.653581 81.26% 0.668498 82.65% 0.747213 78.53% 
0.647549 84.37% 0.646585 83.54% 0.591684 83.72% 0.595795 85.13% 0.688791 81.40% 
0.574789 86.77% 0.619626 86.12% 0.546044 86.00% 0.536536 85.36% 0.654974 84.13% 
0.523533 88.95% 0.540207 88.37% 0.527335 88.20% 0.463781 89.30% 0.599262 86.63% 
0.428866 90.74% 0.513997 90.51% 0.49979 90.28% 0.418322 91.04% 0.539706 88.88% 
0.421687 92.49% 0.439337 92.34% 0.467245 92.23% 0.356478 92.53% 0.526314 91.07% 
0.416761 94.23% 0.361725 93.85% 0.422213 93.99% 0.34631 93.97% 0.450105 92.95% 
0.33783 95.64% 0.31698 95.17% 0.334356 95.38% 0.324466 95.32% 0.382899 94.54% 
0.30852 96.92% 0.298691 96.41% 0.315661 96.69% 0.284199 96.50% 0.339807 95.96% 
0.214982 95.82% 0.286252 95.61% 0.28557 95.88% 0.264434 95.61% 0.287483 95.16% 
0.191998 98.62% 0.234937 98.58% 0.179641 98.63% 0.206627 98.47% 0.284379 98.34% 
0.179675 99.37% 0.213965 99.48% 0.170048 99.34% 0.20127 99.31% 0.217629 99.25% 
0.151562 100.00% 0.125852 100.00% 0.158242 100.00% 
___0.166696 
100.00% 0.180456 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.10: Eigenvalues and %Variance Explained Market Capitalisation Groups 
1979-1984 
Eigenvalues and Cumulative Variance Market Capitalisation Groups 1979-1984 All 24 
PCs 
Group 1(Largest) Group 2 Group 3 Group 4 Group 5 
9.549139 39.79% 10.51932 43.83% 9.207151 38.36% 9.146143 38.11% 8.565402 35.69% 
1.976363 48.02% 1.664718 50.77% 1.583753 44.96% 1.672096 45.08% 1.810158 43.23% 
1.557918 54.51% 1.269535 56.06% 1.431428 50.93% 1.561101 51.58% 1.352268 48.87% 
1.199815 59.51% 1.159478 60.89% 1.35083 56.55% 1.258421 56.82% 1.258579 54.11% 
1.099506 64.09% 1.046261 65.25% 1.255841 61.79% 1.105516 61.43% 1.228849 59.23% 
1.014621 68.32% 0.920564 69.08% 1.149058 66.58% 1.020477 65.68% 1.178199 64.14% 
0.904425 72.09% 0.790024 72.37% 0.90192 70.33% 0.946529 69.63% 0.953897 68.11% 
0.783923 75.36% 0.705029 75.31% 0.820107 73.75% 0.771348 72.84% 0.876455 71.77% 
0.744572 78.46% 0.697195 78.22% 0.724921 76.77% 0.766294 76.03% 0.802604 75.11% 
0.650449 81.17% 0.57713 80.62% 0.670031 79.56% 0.7393 79.11% 0.783141 78.37% 
0.609721 83.71% 0.551398 82.92% 0.63217 82.20% 0.639469 81.78% 0.700162 81.29% 
0.575556 86.11% 0.514186 85.06% 0.570133 84.57% 0.623514 84.38% 0.556087 83.61% 
0.507724 88.22% 0.485672 85.09% 0.546293 86.85% 0.530943 86.59% 0.540427 85.86% 
0.424918 89.99% 0.471251 89.05% 0.501209 88.94% 0.500741 88.67% 0.525747 88.05% 
0.382842 91.59% 0.443479 90.90% 0.461915 90.86% 0.459886 90.59% 0.447837 89.92% 
0.370259 93.13% 0.389417 92.52% 0.418486 92.61% 0.458675 92.50% 0.426727 91.69% 
0.301272 94.39% 0.340961 93.94% 0.376508 94.17% 0.37056 94.05% 0.398243 93.35% 
0.276486 95.54% 0.325618 95.30% 0.332708 95.56% 0.319122 95.38% 0.372704 94.91% 
0.255105 96.60% 0.245702 96.32% 0.257839 96.63% 0.250963 96.42% 0.310481 96.20% 
0.22758 95.55% 0.240281 95.32% 0.209711 95.51% 0.221437 95.34% 0.243786 95.22% 
0.214452 98.44% 0.204917 98.18% 0.188591 98.29% 0.193301 98.15% 0.237277 98.20% 
0.151751 99.08% 0.179572 98.92% 0.16614 98.99% 0.167066 98.85% 0.201611 99.04% 
0.137089 99.65% 0.150302 99.55% 0.136774 99.56% 0.160516 99.51% 0.170953 99.76% 
0.084514 100.00% 0.107991 100.00% 0.106484 100.00% 0.116579 100.00% 0.058404 100.00% 
Group 61 Group 71 Group 81 Group 9I Group 1O(Smallest) 
5.270518 30.29% 5.641592 23.51% 5.511197 22.96% 4.973734 20.72% 4.211895 15.55% 
1.820011 35.88% 1.939535 31.59% 1.946196 31.07% 1.757867 28.05% 1.963038 25.73% 
1.605875 44.57% 1.51538 35.90% 1.732459 38.29% 1.633087 34.85% 1.79916 33.23% 
1.515936 50.88% 1.464182 44.00% 1.576525 44.86% 1.475851 41.00% 1.600765 39.90% 
1.326545 56.41% 1.384368 49.77% 1.489099 51.06% 1.358465 46.66% 1.435072 45.87% 
1.229513 61.54% 1.194016 54.75% 1.24785 56.26% 1.267357 51.94% 1.322262 51.38% 
1.062091 65.96% 1.104297 59.35% 1.166768 61.13% 1.253809 55.17% 1.195933 56.37% 
0.960271 69.96% 1.050413 63.72% 1.068445 65.58% 1.128925 61.87% 1.162668 61.21% 
0.901472 73.72% 0.97913 65.80% 0.986419 69.69% 1.041119 66.21% 1.123504 65.89% 
0.802057 75.06% 0.935472 71.70% 0.931028 73.57% 1.026805 70.49% 0.984835 70.00% 
0.683628 79.91% 0.837662 75.19% 0.839749 75.07% 0.918689 74.32% 0.908255 73.78% 
0.633735 82.55% 0.736788 78.26% 0.75659 80.22% 0.827592 75.76% 0.858159 75.36% 
0.612482 85.10% 0.691595 81.14% 0.692239 83.10% 0.780808 81.02% 0.77683 80.59% 
0.549415 85.39% 0.639218 83.81% 0.639163 85.77% 0.731927 84.07% 0.691073 83.47% 
0.494054 89.45% 0.595614 86.29% 0.618889 88.34% 0.668631 86.85% 0.641775 86.15% 
0.473443 91.42% 0.554121 88.60% 0.542549 90.60% 0.621049 89.44% 0.567657 88.51% 
0.457331 93.33% 0.462897 90.53% 0.425347 92.38% 0.502389 91.53% 0.542774 90.77% 
0.380168 94.91% 0.423881 92.29% 0.394958 94.02% 0.454384 93.43% 0.447886 92.64% 
0.344089 96.34% 0.410933 94.00% 0.344655 95.46% 0.415216 95.16% 0.441838 94.48% 
0.276695 95.50% 0.379669 95.59% 0.295156 96.69% 0.315763 96.47% 0.355425 95.96% 
0.210163 98.37% 0.336333 96.99% 0.262519 95.78% 0.273676 95.61% 0.294674 95.19% 
0.186042 99.15% 0.290384 98.20% 0.223065 98.71% 0.232964 98.58% 0.269958 98.31% 
0.157 99.80% 0.239559 99.20% 0.173646 99.44% 0.188608 99.37% 0.227428 99.26% 
0.047465 100.00% 0.19296 100.00% 0.13549 100.00% 0.151289 100.00% 0.177135 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.11: Eigenvalues and %Variance Explained Beta Groups 1979-1984 
Eigenvalues and Cumulative Variance Beta Size Grou s 1979-1984 All 24 PCs 
Group 1(Low Beta) Group 2 Group 3 Group 4 Group 5 
4.470725 18.63% 4.170969 15.38% 5.531465 23.05% 6.450598 26.88% 6.866067 28.61% 
1.969955 26.84% 1.902239 25.31% 1.94613 31.16% 1.675502 33.86% 2.031114 35.07% 
1.7532 34.14% 1.638298 32.13% 1.693219 38.21% 1.56411 40.38% 1.637494 43.89% 
1.565911 40.67% 1.577663 38.70% 1.598561 44.87% 1.435667 46.36% 1.439689 49.89% 
1.36768 46.36% 1.488366 44.91% 1.311035 50.34% 1.344321 51.96% 1.28192 55.23% 
1.290138 51.74% 1.31638 50.39% 1.197274 55.32% 1.228192 55.08% 1.186862 60.18% 
1.236637 56.89% 1.260114 55.64% 1.137592 60.06% 1.173534 61.97% 1.040681 64.52% 
1.189903 61.85% 1.112154 60.28% 1.026003 64.34% 1.047846 66.33% 0.956071 68.50% 
1.126962 66.55% 1.042343 64.62% 0.953222 68.31% 0.874846 69.98% 0.878519 72.16% 
0.932604 70.43% 0.955602 68.60% 0.946211 72.25% 0.815064 73.37% 0.850164 75.70% 
0.898906 74.18% 0.916335 72.42% 0.806375 75.61% 0.768149 76.57% 0.71998 78.70% 
0.825585 75.62% 0.881641 76.09% 0.757635 78.77% 0.749598 79.70% 0.677222 81.52% 
0.793364 80.92% 0.847774 79.62% 0.65129 81.48% 0.686863 82.56% 0.62244 84.12% 
0.699087 83.84% 0.775103 82.85% 0.619576 84.06% 0.624186 85.16% 0.590647 86.58% 
0.653777 86.56% 0.719394 85.85% 0.547518 86.35% 0.605067 85.68% 0.535399 88.81% 
0.599344 89.06% 0.567807 88.22% 0.542737 88.61% 0.472877 89.65% 0.474634 90.79% 
0.544749 91.33% 0.545371 90.49% 0.516801 90.76% 0.429218 91.44% 0.434094 92.60% 
0.45047 93.20% 0.485557 92.51% 0.459646 92.68% 0.412596 93.16% 0.39682 94.25% 
0.40248 94.88% 0.407975 94.21% 0.399378 94.34% 0.366392 94.69% 0.329915 95.62% 
0.335037 96.28% 0.386373 95.82% 0.368656 95.88% 0.362189 96.20% 0.281874 96.80% 
0.295504 95.51% 0.323889 95.17% 0.30974 95.17% 0.288057 95.40% 0.260397 95.88% 
0.238405 98.50% 0.272223 98.31% 0.244406 98.19% 0.274337 98.54% 0.241322 98.89% 
0.208059 99.37% 0.222376 99.23% 0.228198 99.14% 0.205785 99.40% 0.164603 99.57% 
0.151517 100.00% 0.184053 100.00% 0.207332 100.00% 0.145006 100.00% 0.102073 100.00% 
Group 6 Group 7 Group 8 Group 9 Group 10 (High 
Beta) 
6.999437 29.16% 8.028497 33.45% 8.535675 35.57% 10.10684 42.11% 11.66309 48.60% 
1.828961 36.79% 1.85719 41.19% 1.513938 41.87% 1.51069 48.41% 1.509337 54.89% 
1.463933 42.88% 1.806519 48.72% 1.37556 45.60% 1.387835 54.19% 1.200469 59.89% 
1.380636 48.64% 1.541408 55.14% 1.267706 52.89% 1.209012 59.23% 1.107562 64.50% 
1.235993 53.79% 1.349781 60.76% 1.163539 55.74% 1.010011 63.44% 0.969945 68.54% 
1.18758 58.74% 1.228933 65.88% 1.08119 62.24% 0.915601 65.25% 0.91219 72.34% 
1.033958 63.04% 0.978146 69.96% 1.015223 66.47% 0.832262 70.72% 0.817161 75.75% 
0.912436 66.85% 0.884934 73.65% 0.884263 70.15% 0.77274 73.94% 0.650316 78.46% 
0.904309 70.61% 0.803972 75.00% 0.789927 73.45% 0.732605 76.99% 0.619317 81.04% 
0.841289 74.12% 0.704998 79.93% 0.760882 76.62% 0.678976 79.82% 0.594982 83.52% 
0.771682 75.33% 0.617502 82.51% 0.727836 79.65% 0.600285 82.32% 0.55017 85.81% 
0.769051 80.54% 0.568844 84.88% 0.649076 82.35% 0.551074 84.62% 0.537246 88.05% 
0.660248 83.29% 0.546523 85.16% 0.566674 84.71% 0.523243 86.80% 0.458815 89.96% 
0.601987 85.80% 0.458989 89.07% 0.555933 85.03% 0.475391 88.78% 0.366612 91.49% 
0.53822 88.04% 0.428107 90.85% 0.525714 89.22% 0.437746 90.60% 0.334148 92.88% 
0.495781 90.11% 0.39797 92.51% 0.438232 91.05% 0.411293 92.32% 0.318128 94.21% 
0.462621 92.03% 0.342245 93.94% 0.355621 92.53% 0.354533 93.79% 0.284947 95.39% 
0.411695 93.75% 0.316957 95.26% 0.339047 93.94% 0.32979 95.17% 0.239883 96.39% 
0.354893 95.23% 0.276152 96.41% 0.318908 95.27% 0.260492 96.25% 0.213746 95.28% 
0.327915 96.59% 0.252311 95.46% 0.293872 96.50% 0.24073 95.25% 0.184842 98.05% 
0.305564 95.87% 0.223429 98.39% 0.27601 95.65% 0.198968 98.08% 0.147866 98.67% 
0.193201 98.67% 0.170796 99.10% 0.230116 98.60% 0.176247 98.82% 0.132832 99.22% 
0.185698 99.45% 0.132104 99.65% 0.174937 99.33% 0.153355 99.46% 0.099428 99.64% 
0.132913 100.00% 0.083694 100.00% 0.16012 100.00% 0.130279 100.00% 0.086963 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.12: Eigenvalues and %Variance Explained Random Groups 1985-1990 
Eigenvalues and Cumulative Variance Random Groups 1985-1990 All 24 PCs 
Group I Group 2 Group 3 Group 4 Group 5 
10.892 45.38% 10.45686 43.57% 11.22826 46.78% 10.14786 42.28% 10.80197 45.01% 
1.354694 51.03% 1.396485 49.39% 1.474147 52.93% 1.7378 49.52% 1.47419 51.15% 
1.143945 55.79% 1.310044 54.85% 1.246775 58.12% 1.371212 55.24% 1.368003 56.85% 
1.048681 60.16% 1.142393 59.61% 1.182979 63.05% 1.2164 60.31% 1.196435 61.84% 
1.014386 64.39% 1.061034 64.03% 1.01165 65.27% 1.079343 64.80% 1.120966 66.51% 
0.935257 68.29% 0.90703 65.81% 0.841895 70.77% 0.972004 68.85% 0.972776 70.56% 
0.892823 72.01% 0.831386 71.27% 0.790239 74.07% 0.92242 72.70% 0.813603 73.95% 
0.806793 75.37% 0.781808 74.53% 0.728289 75.10% 0.783863 75.96% 0.761536 75.12% 
0.72912 78.41% 0.75007 75.65% 0.659624 79.85% 0.772894 79.18% 0.68685 79.98% 
0.64624 81.10% 0.68874 80.52% 0.629748 82.47% 0.689472 82.06% 0.679814 82.82% 
0.606064 83.63% 0.654252 83.25% 0.614056 85.03% 0.64856 84.76% 0.607252 85.35% 
0.537388 85.86% 0.576652 85.65% 0.566165 85.39% 0.560896 85.09% 0.554334 85.66% 
0.484072 85.88% 0.516489 85.81% 0.490708 89.44% 0.484071 89.11% 0.437341 89.48% 
0.434581 89.69% 0.451515 89.69% 0.454524 91.33% 0.427094 90.89% 0.392056 91.11% 
0.389774 91.32% 0.403897 91.37% 0.344006 92.76% 0.364158 92.41% 0.367548 92.64% 
0.372492 92.87% 0.370286 92.91% 0.332496 94.15% 0.328838 93.78% 0.334117 94.04% 
0.348458 94.32% 0.339588 94.33% 0.274103 95.29% 0.285626 94.97% 0.29654 95.27% 
0.305599 95.59% 0.292637 95.55% 0.268954 96.41% 0.2621 96.06% 0.259393 96.35% 
0.283385 96.77% 0.259383 96.63% 0.230774 95.37% 0.239668 95.06% 0.21443 95.25% 
0.196939 95.59% 0.22836 95.58% 0.185811 98.15% 0.198 95.88% 0.180417 98.00% 
0.171663 98.31% 0.17835 98.32% 0.161321 98.82% 0.185697 98.66% 0.161158 98.67% 
0.168913 99.01% 0.159167 98.99% 0.105482 99.26% 0.152365 99.29% 0.134858 99.23% 
0.140079 99.60% 0.123984 99.50% 0.103073 99.69% 0.105911 99.73% 0.103285 99.66% 
0.096649 100.00% 0.119589 100.00% 0.074919 100.00% 0.063744 100.00% 0.081128 100.00% 
Grou p6 Grou p7 Grou p8 Grou p9 Grou p 10 
9.313829 38.81% 9.762009 40.68% 11.43795 45.66% 10.58059 44.09% 8.04773 33.53% 
1.612619 45.53% 1.628736 45.46% 1.577583 54.23% 1.642185 50.93% 1.621744 40.29% 
1.341522 51.12% 1.438876 53.46% 1.228315 59.35% 1.369152 56.63% 1.482553 46.47% 
1.245156 56.30% 1.138549 58.20% 1.109246 63.97% 1.12742 61.33% 1.245406 51.66% 
1.120724 60.97% 1.099432 62.78% 0.964535 65.99% 1.022134 65.59% 1.211635 56.70% 
1.013258 65.20% 1.040135 65.12% 0.826134 71.43% 0.947232 69.54% 1.083259 61.22% 
0.978287 69.27% 1.004234 71.30% 0.786184 74.71% 0.808308 72.90% 0.962396 65.23% 
0.934399 73.17% 0.795678 74.62% 0.687174 75.57% 0.748476 76.02% 0.934664 69.12% 
0.822712 76.59% 0.707295 75.56% 0.631305 80.20% 0.687771 78.89% 0.844067 72.64% 
0.769592 79.80% 0.674331 80.37% 0.556899 82.52% 0.633803 81.53% 0.812893 76.03% 
0.711062 82.76% 0.626791 82.98% 0.516368 84.67% 0.610535 84.07% 0.712148 78.99% 
0.629914 85.39% 0.604543 85.50% 0.494993 86.74% 0.538271 86.32% 0.655041 81.72% 
0.518314 85.55% 0.529782 85.71% 0.448314 88.60% 0.5084 88.43% 0.615463 84.29% 
0.447933 89.41% 0.426276 89.49% 0.408818 90.31% 0.415399 90.17% 0.544832 86.56% 
0.412293 91.13% 0.403925 91.17% 0.371703 91.86% 0.390023 91.79% 0.495066 88,62% 
0.375864 92.70% 0.34335 92.60% 0.32891 93.23% 0.337511 93.20% 0.452569 90.51% 
0.326659 94.06% 0.338978 94.01% 0.308315 94.51% 0.321669 94.54% 0.431039 92.30% 
0.30378 95.32% 0.28825 95.21% 0.281146 95.68% 0.262484 95.63% 0.37413 93.86% 
0.286879 96.52% 0.2669 96.33% 0.251584 96.73% 0.228733 96.58% 0.360082 95.36% 
0.252681 95.57% 0.244489 95.34% 0.218939 95.64% 0.211875 95.47% 0.301943 96.62% 
0.182602 98.33% 0.198545 98.17% 0.194361 98.45% 0.183886 98.23% 0.263157 95.72% 
0.168377 99.04% 0.179957 98.92% 0.146369 99.06% 0.178145 98.98% 0.211241 98.60% 
0.125808 99.56% 0.154773 99.57% 0.122472 99.57% 0.125655 99.50% 0.188703 99.38% 
0.105736 100.00% 0.104166 100.00% 0.102385 100.00% 0.120347 100.00% 0.148241 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.13: Eigenvalues and %Variance Explained Market Capitalisation Groups 
1985-1990 
Eigenvalues and Cumulative Variance Market Capitalisation Groups 1985-1990 All 24 PCs 
Group I (Largest) Group 2 Group3 Group 4 Group 5 
13.39514 55.81% 12.37966 51.58% 13.31665 55.49% 12.08127 50.34% 11.24281 46.85% 
1.570599 62.36% 1.503832 55.85% 1.276747 60.81% 1.170842 55.22% 1.410075 52.72% 
1.26495 65.63% 1.148267 62.63% 1.196894 65.79% 1.092516 59.77% 1.309846 58.18% 
0.954798 71.61% 1.082252 65.14% 0.93641 69.69% 0.976445 63.84% 1.142738 62.94% 
0.845305 75.13% 0.832874 70.61% 0.784921 72.97% 0.951341 65.80% 1.035775 65.26% 
0.655483 75.86% 0.763492 73.79% 0.745258 76.07% 0.841691 71.31% 0.933876 71.15% 
0.579743 80.28% 0.663615 76.56% 0.694545 78.96% 0.809689 74.68% 0.882354 74.82% 
0.556853 82.60% 0.610598 79.10% 0.607644 81.50% 0.70881 75.64% 0.779287 78.07% 
0.530507 84.81% 0.560116 81.44% 0.59387 83.97% 0.647297 80.33% 0.744317 81.17% 
0.468772 86.76% 0.554983 83.75% 0.495807 86.04% 0.623144 82.93% 0.593686 83.64% 
0.402845 88.44% 0.509707 85.87% 0.433379 85.84% 0.533542 85.15% 0.562896 85.99% 
0.392797 90.07% 0.501094 85.96% 0.373243 89.40% 0.483088 85.17% 0.466737 85.94% 
0.371788 91.62% 0.417092 89.70% 0.355703 90.88% 0.449055 89.04% 0.407075 89.63% 
0.319679 92.96% 0.38084 91.29% 0.324377 92.23% 0.399326 90.70% 0.37965 91.21% 
0.301083 94.21% 0.332534 92.67% 0.279026 93.39% 0.383494 92.30% 0.32979 92.59% 
0.277138 95.36% 0.328389 94.04% 0.259542 94.48% 0.368802 93.83% 0.323325 93.93% 
0.203527 96.21% 0.300503 95.29% 0.240074 95.48% 0.290341 95.04% 0.27022 95.06% 
0.193232 95.02% 0.249032 96.33% 0.221207 96.40% 0.254782 96.11% 0.241597 96.07% 
0.168224 95.72% 0.209455 95.20% 0.185639 95.17% 0.21859 95.02% 0.237102 95.05% 
0.140445 98.30% 0.1929 98.01% 0.171803 95.89% 0.202214 95.86% 0.193195 95.86% 
0.128011 98.84% 0.168182 98.71% 0.156999 98.54% 0.180771 98.61% 0.166926 98.56% 
0.107604 99.29% 0.114763 99.18% 0.132869 99.09% 0.145872 99.22% 0.138079 99.13% 
0.087622 99.65% 0.111756 99.65% 0.121584 99.60% 0.109516 99.68% 0.135132 99.69% 
0.083859 100.00% 0.08406 100.00% 0.095813 100.00% 0.077565 100.00% 0.073514 100.00% 
Group 6 Group 7 Group 8 Group 9 Group 10 (Smallest) 
10.01262 41.72% 9.848528 41.04% 9.507306 39.61% 8.004658 33.35% 5.451425 31.05% 
1.521698 48.06% 1.714349 48.18% 1.531786 46.00% 1.617575 40.09% 1.652944 35.93% 
1.432784 54.03% 1.307066 53.62% 1.352551 51.63% 1.417559 46.00% 1.414351 43.83% 
1.36152 59.70% 1.146502 58.40% 1.191972 56.60% 1.22161 51.09% 1.366434 49.52% 
0.964505 63.72% 1.031764 62.70% 1.074087 61.07% 1.140343 55.84% 1.216943 54.59% 
0.900151 65.47% 0.947343 66.65% 0.962724 65.09% 1.069718 60.30% 1.162802 59.44% 
0.882853 71.15% 0.880714 70.32% 0.877443 68.74% 0.97791 64.37% 1.053139 63.83% 
0.790823 74.45% 0.778838 73.56% 0.83645 72.23% 0.938448 68.28% 1.016492 68.06% 
0.778009 75.69% 0.769285 76.77% 0.733432 75.28% 0.870361 71.91% 0.882345 71.74% 
0.714573 80.66% 0.743552 79.87% 0.696247 78.18% 0.839628 75.41% 0.812718 75.12% 
0.668243 83.45% 0.589251 82.32% 0.621802 80.77% 0.795921 78.72% 0.769837 78.33% 
0.60401 85.97% 0.572634 84.71% 0.589981 83.23% 0.672699 81.53% 0.74518 81.44% 
0.509213 88.09% 0.550004 85.00% 0.572651 85.62% 0.627582 84.14% 0.607008 83.97% 
0.448719 89.96% 0.525194 89.19% 0.52952 85.82% 0.585181 86.58% 0.559949 86.30% 
0.40419 91.64% 0.468145 91.14% 0.507402 89.94% 0.529387 88.79% 0.529211 88.50% 
0.339351 93.06% 0.406249 92.83% 0.399453 91.60% 0.455467 90.68% 0.499898 90.59% 
0.327631 94.42% 0.348188 94.28% 0.380263 93.19% 0.425484 92.46% 0.427351 92.37% 
0.283434 95.60% 0.31396 95.59% 0.343967 94.62% 0.377271 94.03% 0.383594 93.97% 
0.238399 96.59% 0.290596 96.80% 0.28754 95.82% 0.363353 95.54% 0.349924 95.42% 
0.203136 95.44% 0.226103 95.74% 0.259113 96.90% 0.27232 96.68% 0.283668 96-61% 
0.192879 98.24% 0.207545 98.61% 0.23746 95.89% 0.232238 95.64% 0.266041 95.71% 
0.165784 98.94% 0.180692 99.36% 0.210243 98.76% 0.229929 98.60% 0.218654 98.62% 
0.139812 99.52% 0.139267 99.94% 0.161813 99.44% 0.210304 99.48% 0.192129 99.43% 
0.115663 100.00% 0.014229 100.00% 0.134793 100.00% 0.125053 100.00% 0.137962 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
193 
Table 5.14: Eigenvalues and %Variance Explained Beta Groups 1985-1990 
Ei envalues and Cumulative Variance Beta Groups 1985-1990 All 24 PCs 
Group 1 (Low 
Beta) 
Croup 2 Group 3 Group 4 Group 5 
5.107537 29.61% 8.521966 35.51% 9.271867 38.63% 10.97368 45.72% 9.510318 39.63% 
1.600253 36.28% 1.52237 41.85% 1.936157 46.70% 1.618115 52.47% 1.446769 45.65% 
1.388646 42.07% 1.346615 45.46% 1.528966 53.07% 1.3777 58.21% 1.361968 51.33% 
1.29956 45.48% 1.229411 52.58% 1.376242 58.81% 1.255111 63.44% 1.160984 56.17% 
1.222295 52.58% 1.173838 55.48% 1.118276 63.46% 1.118792 68.10% 1.041697 60.51% 
1.166844 55.44% 1.040295 61.81% 1.058061 65.87% 0.973917 72.16% 0.949341 64.46% 
1.072636 61.91% 0.947454 65.76% 0.954001 71.85% 0.889595 75.86% 0.913627 68.27% 
1.03477 66.22% 0.87836 69.42% 0.865741 75.46% 0.725069 78.88% 0.860596 71.86% 
1.030709 70.51% 0.808657 72.79% 0.723106 78.47% 0.654242 81.61% 0.828835 75.31% 
0.803508 73.86% 0.716062 75.77% 0.710017 81.43% 0.610841 84.15% 0.742102 78.40% 
0.760178 75.03% 0.693671 78.66% 0.659603 84.18% 0.548123 86.44% 0.650164 81.11% 
0.687719 79.89% 0.678187 81.49% 0.612996 86.73% 0.492646 88.49% 0.641389 83.78% 
0.667233 82.67% 0.57728 83.89% 0.508548 88.85% 0.443011 90.34% 0.537699 86.02% 
0.591232 85.14% 0.52915 86.10% 0.463561 90.78% 0.413479 92.06% 0.487418 88.05% 
0.549393 85.43% 0.491044 88.14% 0.403856 92.46% 0.3277 93.43% 0.416104 89.79% 
0.490535 89.47% 0.476345 90.13% 0.307588 93.74% 0.291875 94.64% 0.407508 91.49% 
0.458416 91.38% 0.427929 91.91% 0.294394 94.97% 0.265963 95.75% 0.374215 93.04% 
0.415694 93.11% 0.392023 93.54% 0.264113 96.07% 0.20537 96.61% 0.3557 94.53% 
0.3695 94.65% 0.361772 95.05% 0.25275 95.12% 0.19585 95.42% 0.297261 95.77% 
0.356704 96.14% 0.314476 96.36% 0.217891 98.03% 0.179956 98.17% 0.258232 96.84% 
0.28755 95.34% 0.273873 95.50% 0.185239 98.80% 0.141754 98.76% 0.234439 95.82% 
0.280344 98.51% 0.236209 98.49% 0.175154 99.53% 0.114935 99.24% 0.21918 98.73% 
0.193252 99.31% 0.194101 99.30% 0.09379 99.92% 0.099452 99.65% 0.18221 99.49% 
0.165495 100.00% 0.168914 100.00% 0.018083 100.00% 0.082824 100.00% 0.122241 100.00% 
Group 6 Group 7 Group 8 Group 9 Group 10 (High 
Beta 
10.36345 43.18% 9.967535 41.53% 11.42488 45.60% 13.17242 54.89% 14.02742 58.45% 
1.528796 49.55% 1.499187 45.78% 1.387318 53.38% 1.22325 59.98% 1.233524 63.59% 
1.348889 55.17% 1.317208 53.27% 1.285236 58.74% 1.056782 64.39% 1.119102 68.25% 
1.170172 60.05% 1.245093 58.45% 1.156211 63.56% 0.957341 68.37% 0.799162 71.58% 
0.988093 64.16% 1.056196 62.86% 0.996957 65.71% 0.885491 72.06% 0.776684 74.82% 
0.928515 68.03% 0.930974 66.73% 0.809177 71.08% 0.780243 75.31% 0.689777 75.69% 
0.899981 71.78% 0.857117 70.31% 0.769114 74.29% 0.680937 78.15% 0.631184 80.32% 
0.853797 75.34% 0.814339 73.70% 0.721329 75.29% 0.596481 80.64% 0.572473 82.71% 
0.787983 78.62% 0.789232 76.99% 0.683654 80.14% 0.582857 83.07% 0.473677 84.68% 
0.643801 81.31% 0.652352 79.71% 0.606056 82.67% 0.509591 85.19% 0.461053 86.60% 
0.627776 83.92% 0.630161 82.33% 0.580647 85.09% 0.468843 85.14% 0.374818 88.16% 
0.545842 86.20% 0.545245 84.60% 0.559625 85.42% 0.431228 88.94% 0.368137 89.70% 
0.515192 88.34% 0.540183 86.85% 0.495592 89.48% 0.410481 90.65% 0.317418 91.02% 
0.435834 90.16% 0.485271 88.88% 0.391415 91-11% 0.346658 92.09% 0.308723 92.30% 
0.408862 91.86% 0.450901 90.75% 0.358483 92.61% 0.290949 93.31% 0.285031 93.49% 
0.341783 93.29% 0.402615 92.43% 0.300352 93.86% 0.269335 94.43% 0.275526 94.64% 
0.322933 94.63% 0.364226 93.95% 0.287714 95.06% 0.251216 95.48% 0.235455 95.62% 
0.301558 95.89% 0.305802 95.22% 0.246019 96.08% 0.236747 96.46% 0.220834 96.54% 
0.237676 96.88% 0.279598 96.39% 0.225576 95.02% 0.19946 95.29% 0.20367 95.39% 
0.214477 95.77% 0.243706 95.40% 0.191159 95.82% 0.187532 98.07% 0.165929 98.08% 
0.167615 98.47% 0.206662 98.27% 0.166108 98.51% 0.153833 98.72% 0.150788 98.71% 
0.162267 99.15% 0.170972 98.98% 0.130148 99.05% 0.13653 99.28% 0.143998 99.31% 
0.110711 99.61% 0.141897 99.57% 0.125625 99.58% 0.099394 99.70% 0.095183 99.71% 
0.093996 100.00% 0.103526 100.00% 0.101604 100.00% 0.072399 100.00% 0.070437 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.15: Eigenvalues and %Variance Explained Random Groups 1991-1996 
Ei envalues and Cumulative Variance Random Groups 1991-1996 All 24 PCs 
Group 1 Group 2 Group 3 Group 4 Group 5 
5.72891 32.20% 6.785103 28.27% 5.103922 29.60% 5.430865 30.96% 5.142512 29.76% 
2.801509 43.88% 1.725444 35.46% 2.104249 38.37% 1.97356 39.19% 1.675971 36.74% 
1.601666 50.55% 1.697693 42.53% 1.46745 44.48% 1.560688 45.69% 1.526618 43.10% 
1.365762 56.24% 1.53979 48.95% 1.423741 50.41% 1.328816 51.22% 1.329912 48.65% 
1.159196 61.07% 1.384587 54.72% 1.32313 55.93% 1.245468 56.41% 1.258606 53.89% 
1.070298 65.53% 1.259432 59.97% 1.122642 60.60% 1.132288 61.13% 1.222913 58.99% 
0.928946 69.40% 1.125528 64.66% 1.060224 65.02% 1.073976 65.61% 1.106247 63.59% 
0.819822 72.82% 1.049683 69.03% 0.971802 69.07% 0.958434 69.60% 1.011303 65.81% 
0.807705 76.18% 0.905435 72.80% 0.835701 72.55% 0.929937 73.48% 0.935795 71.71% 
0.735876 79.25% 0.810207 76.18% 0.788105 75.84% 0.829061 76.93% 0.834787 75.19% 
0.67124 82.05% 0.733323 79.23% 0.765329 79.03% 0.773063 80.15% 0.788641 78.47% 
0.614383 84.61% 0.682601 82.08% 0.66282 81.79% 0.704209 83.08% 0.692802 81.36% 
0.561391 86.94% 0.57199 84.46% 0.568594 84.16% 0.61263 85.64% 0.634069 84.00% 
0.517527 89.10% 0.561635 86.80% 0.526109 86.35% 0.525136 85.83% 0.592817 86.47% 
0.408168 90.80% 0.512822 88.94% 0.496534 88.42% 0.512367 89.96% 0.548338 88.76% 
0.370896 92.35% 0.443402 90.79% 0.436104 90.24% 0.404388 91.65% 0.446054 90.61% 
0.360246 93.85% 0.425576 92.56% 0.412023 91.95% 0.37853 93.22% 0.444697 92.47% 
0.315852 95.16% 0.363177 94.07% 0.384195 93.55% 0.347989 94.67% 0.360498 93.97% 
0.288189 96.36% 0.343108 95.50% 0.364877 95.07% 0.32878 96.04% 0.343553 95.40% 
0.243603 95.38% 0.282958 96.68% 0.326671 96.43% 0.286558 95.24% 0.298943 96.65% 
0.18705 98.16% 0.246013 95.71% 0.305765 95.71% 0.250762 98.28% 0.24847 95.68% 
0.169412 98.87% 0.215991 98.61% 0.210916 98.59% 0.187115 99.06% 0.21142 98.56% 
0.156974 99.52% 0.188105 99.39% 0.189833 99.38% 0.159825 99.73% 0.187073 99.34% 
0.115379 100.00% 0.146396 100.00% 0.149266 100.00% 0.065555 100.00% 0.157961 100.00% 
Grou p6 Grou p7 Grou p8 Grou p9 Grou p 10 
5.065283 29.44% 5.380231 30.75% 5.866134 32.78% 8.725107 36.35% 6.252107 26.05% 
2.040237 35.94% 2.043213 39.26% 1.857557 40.52% 2.108976 45.14% 1.638607 32.88% 
1.485391 44.13% 1.583709 45.86% 1.535228 46.91% 1.416042 51.04% 1.507287 39.16% 
1.435772 50.11% 1.486369 52.06% 1.365885 52.60% 1.361037 56.71% 1.435101 45.14% 
1.310815 55.57% 1.288132 55.42% 1.271 55.90% 1.225399 61.82% 1.316849 50.62% 
1.153581 60.38% 1.05797 61.83% 1.136147 62.63% 1.083322 66.33% 1.124475 55.31% 
1.070154 64.84% 0.99037 65.96% 1.069312 65.09% 0.995258 70.48% 1.085046 59.83% 
0.952281 68.81% 0.938877 69.87% 0.969497 71.13% 0.891952 74.20% 1.010085 64.04% 
0.90831 72.59% 0.901716 73.63% 0.890657 74.84% 0.826894 75.64% 0.940662 65.96% 
0.857847 76.17% 0.810885 75.01% 0.792236 78.14% 0.658807 80.39% 0.87606 71.61% 
0.777962 79.41% 0.759719 80.17% 0.740795 81.23% 0.595698 82.87% 0.839899 75.11% 
0.664103 82.17% 0.677104 82.99% 0.660981 83.98% 0.578405 85.28% 0.742528 78.20% 
0.58477 84.61% 0.560471 85.33% 0.578815 86.39% 0.532425 85.50% 0.735045 81.27% 
0.574126 85.00% 0.545469 85.60% 0.515399 88.54% 0.443871 89.35% 0.69048 84.14% 
0.504021 89.10% 0.475398 89.58% 0.461646 90.46% 0.440148 91.18% 0.638252 86.80% 
0.479116 91.10% 0.400791 91.25% 0.403101 92.14% 0.401288 92.85% 0.526559 89.00% 
0.403298 92.78% 0.391761 92.88% 0.36397 93.66% 0.332901 94.24% 0.461162 90.92% 
0.345141 94.22% 0.34183 94.31% 0.296657 94.90% 0.291677 95.46% 0.432728 92.72% 
0.310432 95.51% 0.300846 95.56% 0.282745 96.07% 0.276452 96.61% 0.388471 94.34% 
0.271518 96.64% 0.261762 96.65% 0.255861 95.14% 0.206406 95.47% 0.359483 95.84% 
0.258997 95.72% 0.231663 95.62% 0.229926 98.10% 0.202054 98.31% 0.301737 95.09% 
0.210897 98.60% 0.212951 98.51% 0.178632 98.84% 0.174739 99.04% 0.290865 98.31% 
0.185749 99.37% 0.19016 99.30% 0.152388 99.48% 0.137452 99.61% 0.237286 99.29% 
0.150202 100.00% 0.168601 100.00% 0.125431 100.00% 0.09369 100.00% 0.169226 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.16: Eigenvalues and %Variance Explained Market Capitalisation Groups 
1991-1996 
Eigenvalues and Cumulative Variance Market Capitalisation Groups 1991-1996 All 24 PCs 
Group 1 (Largest) Group 2 Group 3 Group 4 Group 5 
8.685827 36.19% 10.30677 42.94% 9.951465 41.46% 10.79113 44.96% 9.107144 35.95% 
2.113432 45.00% 1.72084 50.12% 1.908839 49.42% 1.63063 51.76% 1.549178 44.40% 
1.473035 51.13% 1.329372 55.65% 1.402618 55.26% 1.248174 56.96% 1.463011 50.50% 
1.235258 56.28% 1.245087 60.84% 1.140306 60.01% 1.128812 61.66% 1.245321 55.69% 
1.150575 61.08% 1.127059 65.54% 1.023587 64.28% 1.024437 65.93% 1.200676 60.69% 
1.095495 65.64% 1.001056 69.71% 1.01048 68.49% 0.971962 69.98% 1.090677 65.23% 
1.045912 70.00% 0.787802 72.99% 0.951645 72.45% 0.838161 73.47% 0.921693 69.07% 
0.889305 73.70% 0.696732 75.89% 0.821911 75.88% 0.727908 76.51% 0.818387 72.48% 
0.794438 75.01% 0.651028 78.61% 0.744012 78.98% 0.662308 79.26% 0.80535 75.84% 
0.730917 80.06% 0.624078 81.21% 0.721023 81.98% 0.642336 81.94% 0.71629 78.82% 
0.663615 82.82% 0.535534 83.44% 0.591285 84.45% 0.597341 84.43% 0.678653 81.65% 
0.602976 85.34% 0.524755 85.63% 0.552517 86.75% 0.526633 86.62% 0.539378 83.90% 
0.501649 85.43% 0.512486 85.76% 0.507508 88.86% 0.486234 88.65% 0.522647 86.08% 
0.469268 89.38% 0.449137 89.63% 0.422968 90.63% 0.409057 90.35% 0.458248 85.99% 
0.4156 91.11% 0.42594 91.41% 0.361026 92.13% 0.344691 91.79% 0.417014 89.72% 
0.394727 92.76% 0.376204 92.97% 0.340684 93.55% 0.32511 93.15% 0.407464 91.42% 
0.345802 94.20% 0.35346 94.45% 0.305047 94.82% 0.298033 94.39% 0.369596 92.96% 
0.323684 95.55% 0.288618 95.65% 0.286977 96.02% 0.287748 95.59% 0.35815 94.45% 
0.259886 96.63% 0.255249 96.71% 0.238926 95.01% 0.242668 96.60% 0.318803 95.78% 
0.231086 95.59% 0.218109 95.62% 0.206191 95.87% 0.21906 95.51% 0.299634 95.03% 
0.159042 98.26% 0.195106 98.44% 0.172692 98.59% 0.1937 98.32% 0.238142 98.02% 
0.155637 98.90% 0.164462 99.12% 0.127762 99.12% 0.158666 98.98% 0.205082 98.88% 
0.137651 99.48% 0.132716 99.67% 0.121505 99.63% 0.13409 99.54% 0.155443 99.52% 
0.125182 100.00% 0.078404 100.00% 0.089026 100.00% 0.111115 100.00% 0.114017 100.00% 
Grou p6 Grou p7 Grou p8 Grou p9 Group 10 
8.615132 35.90% 8.652112 36.05% 5.919087 24.66% 6.248096 26.03% 4.00262 16.68% 
1.503723 42.16% 1.812323 43.60% 1.875359 32.48% 1.889909 33.91% 2.057811 25.25% 
1.455639 48.23% 1.605535 50.29% 1.675687 39.46% 1.697748 40.98% 1.798452 32.75% 
1.268636 53.51% 1.265587 55.56% 1.48048 45.63% 1.525084 45.34% 1.634274 39.55% 
1.254746 58.74% 1.107843 60.18% 1.445686 51.65% 1.329349 52.88% 1.389281 45.34% 
1.169358 63.61% 1.06241 64.61% 1.410732 55.53% 1.211914 55.93% 1.333419 50.90% 
1.011574 65.83% 0.956779 68.59% 1.14975 62.32% 1.156383 62.74% 1.201557 55.91% 
0.931604 71.71% 0.836061 72.08% 0.924104 66.17% 1.052095 65.13% 1.19029 60.87% 
0.768565 74.91% 0.800866 75.41% 0.897363 69.91% 0.98725 71.24% 1.086741 65.39% 
0.708235 75.86% 0.72094 78.42% 0.843602 73.42% 0.87073 74.87% 1.060556 69.81% 
0.686527 80.72% 0.706181 81.36% 0.776381 76.66% 0.832234 78.34% 0.967301 73.84% 
0.603302 83.24% 0.680695 84.20% 0.727662 79.69% 0.775202 81.57% 0.880886 75.51% 
0.54971 85.53% 0.601263 86.70% 0.684642 82.54% 0.641755 84.24% 0.834896 80.99% 
0.51645 85.68% 0.499459 88.78% 0.62084 85.13% 0.580395 86.66% 0.747708 84.11% 
0.473833 89.65% 0.441656 90.62% 0.576366 85.53% 0.545371 88.93% 0.629412 86.73% 
0.420975 91.41% 0.438782 92.45% 0.505778 89.64% 0.434589 90.74% 0.54261 88.99% 
0.382209 93.00% 0.387583 94.07% 0.482984 91.65% 0.426547 92.52% 0.495073 91.05% 
0.340185 94.42% 0.313774 95.37% 0.4199 93.40% 0.362412 94.03% 0.420367 92.81% 
0.30352 95.68% 0.256966 96.45% 0.371172 94.95% 0.327811 95.40% 0.392978 94.44% 
0.26316 96.78% 0.230341 95.40% 0.312465 96.25% 0.288295 96.60% 0.378093 96.02% 
0.246294 95.81% 0.216501 98.31% 0.290562 95.46% 0.273665 95.74% 0.286146 95.21% 
0.19411 98.61% 0.194684 99.12% 0.240863 98.46% 0.216372 98.64% 0.242123 98.22% 
0.177043 99.35% 0.140443 99.70% 0.202993 99.31% 0.17562 99.37% 0.223337 99.15% 
0.155469 100.00% 0.071214 100.00% 0.165543 100.00% 0.151174 100.00% 0.20407 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.17: Eigenvalues and %Variance Explained Beta Groups 1991-1996 
Eigenvalues and Cumulative Variance Beta Groups 1991-1996 All 24 PCs 
Group 1 (Low 
Beta 
Group 2 Group 3 Group 4 Group 5 
4.971172 20.71% 5.748721 23.95% 6.081202 25.34% 6.431716 26.80% 6.575289 25.40% 
1.954885 28.86% 2.2617 33.38% 1.92917 33.38% 2.035169 35.28% 2.6153 38.29% 
1.691831 35.91% 1.687028 40.41% 1.802791 40.89% 1.74005 42.53% 1.564509 44.81% 
1.612499 42.63% 1.422854 46.33% 1.461622 46.98% 1.505706 48.80% 1.368554 50.52% 
1.485547 48.82% 1.310979 51.80% 1.418784 52.89% 1.191604 53.77% 1.346203 56,12% 
1.424873 54.75% 1.262281 55.06% 1.282822 58.24% 1.183269 58.70% 1.022238 60.38% 
1.346674 60.36% 1.100693 61.64% 1.208004 63.27% 1.020537 62.95% 0.993969 64.53% 
1.147747 65.15% 1.068885 66.10% 1.046734 65.63% 0.971955 65.00% 0.943375 68.46% 
1.006062 69.34% 0.98751 70.21% 0.938637 71.54% 0.927607 70.87% 0.883334 72.14% 
0.953151 73.31% 0.836894 73.70% 0.80476 74.89% 0.851554 74.41% 0.872037 75.77% 
0.866028 76.92% 0.820469 75.12% 0.765259 78.08% 0.835615 75.89% 0.776272 79.00% 
0.759259 80.08% 0.782552 80.38% 0.686938 80.94% 0.718421 80.89% 0.72228 82.01% 
0.653111 82.80% 0.66369 83.14% 0.671882 83.74% 0.670201 83.68% 0.687114 84.88% 
0.644614 85.49% 0.618131 85.72% 0.584063 86.18% 0.636228 86.33% 0.568399 85.25% 
0.590384 85.95% 0.609548 88.26% 0.551899 88.48% 0.530881 88.54% 0.539104 89.49% 
0.554929 90.26% 0.524497 90.44% 0.472746 90.45% 0.470306 90.50% 0.48358 91.51% 
0.493637 92.32% 0.45415 92.34% 0.405323 92.14% 0.43923 92.33% 0.388854 93.13% 
0.415798 94.05% 0.408684 94.04% 0.390268 93.76% 0.364949 93.85% 0.336699 94.53% 
0.337625 95.46% 0.362034 95.55% 0.344654 95.20% 0.339684 95.27% 0.312275 95.83% 
0.313078 96.76% 0.292523 96.77% 0.311497 96.50% 0.315274 96.58% 0.259976 96.91% 
0.287062 95.96% 0.253731 95.82% 0.265287 95.60% 0.248476 95.62% 0.223865 95.85% 
0.227987 98.91% 0.1976 98.65% 0.214214 98.49% 0.218044 98.53% 0.217546 98.75% 
0.190645 99.70% 0.169516 99.35% 0.203138 99.34% 0.193801 99.33% 0.152719 99.39% 
0.0714 100.00% 0.155329 100.00% 0.158307 100.00% 0.159722 100.00% 0.146508 100.00% 
Group 6 Group 7 Group 8 Group 9 Group 10 (High 
Beta) 
8.361221 34.84% 9.675128 40.31% 8.653693 36.06% 10.26504 42.77% 10.60077 44.17% 
1.715717 41.99% 1.772755 45.70% 1.789368 43.51% 1.581809 49.36% 1.689351 51.21% 
1.511919 48.29% 1.526778 54.06% 1.625525 50.29% 1.414773 55.26% 1.394844 55.02% 
1.42228 54.21% 1.269992 59.35% 1.441868 56.29% 1.068702 59.71% 1.257025 62.26% 
1.191249 59.18% 1.069801 63.81% 1.139941 61.04% 1.025142 63.98% 1.104646 66.86% 
1.155406 63.99% 1.022203 68.07% 1.070756 65.50% 0.985608 68.09% 0.921216 70.70% 
1.066109 68.43% 0.895389 71.80% 0.923583 69.35% 0.921337 71.93% 0.841136 74.20% 
0.923256 72.28% 0.837785 75.29% 0.839143 72.85% 0.839225 75.42% 0.775144 75.43% 
0.810962 75.66% 0.808674 78.66% 0.805858 76.21% 0.702713 78.35% 0.710751 80.40% 
0.765835 78.85% 0.671204 81.46% 0.704876 79.14% 0.658704 81.10% 0.640694 83.06% 
0.706926 81.80% 0.625307 84.06% 0.669518 81.93% 0.589355 83.55% 0.553065 85.37% 
0.638261 84.45% 0.559207 86.39% 0.634829 84.58% 0.583928 85.98% 0.498506 85.45% 
0.532515 86.67% 0.509359 88.51% 0.518302 86.74% 0.496424 88.05% 0.454452 89.34% 
0.487046 88.70% 0.464079 90.45% 0.505331 88.84% 0.439183 89.88% 0.419971 91.09% 
0.435738 90.52% 0.402866 92.13% 0.472328 90.81% 0.375326 91.45% 0.348235 92.54% 
0.417781 92.26% 0.352369 93.60% 0.42575 92.59% 0.334429 92.84% 0.301889 93.80% 
0.376126 93.83% 0.341174 95.02% 0.37878 94.16% 0.327768 94.21% 0.297755 95.04% 
0.32103 95.16% 0.288576 96.22% 0.291405 95.38% 0.285259 95.39% 0.259529 96.12% 
0.290171 96.37% 0.211878 95.10% 0.278754 96.54% 0.271447 96.53% 0.212811 95.01% 
0.237959 95.36% 0.193095 95.91% 0.272265 95.67% 0.227095 95.47% 0.20704 95.87% 
0.20043 98.20% 0.15737 98.56% 0.176866 98.41% 0.197144 98.29% 0.176572 98.61% 
0.171569 98.91% 0.143896 99.16% 0.152718 99.05% 0.160206 98.96% 0.154418 99.25% 
0.151335 99.55% 0.104132 99.60% 0.137702 99.62% 0.146446 99.57% 0.107392 99.70% 
0.109161 100.00% 0.096986 100.00% 0.09084 100.00% 0.102936 100.00% 0.072785 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.18: Eigenvalues and %Variance Explained Random Groups 1997-2001 
Eigenvalues and Cumulative Variance Random Groups 1997-2001 All 24 PCs 
Group I Group 2 Group 3 Group 4 Group 5 
5.643881 23.52% 5.359886 22.33% 5.711187 23.80% 5.833572 24.31% 5.963342 24.85% 
2.406383 33.54% 2.153681 31.31% 2.174791 32.86% 1.968383 32.51% 2.270128 34.31% 
1.901244 41.46% 1.817635 38.88% 1.955524 41.01% 1.876695 40.33% 1.853401 42.03% 
1.529288 45.84% 1.689394 45.92% 1.697123 48.08% 1.647427 45.19% 1.697662 49.10% 
1.471655 53.97% 1.513887 52.23% 1.599367 54.74% 1.406279 53.05% 1.384785 54.87% 
1.291157 59.35% 1.255189 55.46% 1.409922 60.62% 1.299181 58.46% 1.292048 60.26% 
1.166411 64.21% 1.150196 62.25% 1.082977 65.13% 1.176353 63.37% 1.181313 65.18% 
1.105814 68.82% 1.054122 66.64% 0.972257 69.18% 1.124222 68.05% 1.050378 69.55% 
0.962703 72.83% 1.006213 70.83% 0.925444 73.04% 0.967465 72.08% 1.014288 73.78% 
0.878958 76.49% 0.921481 74.67% 0.821136 76.46% 0.819479 75.50% 0.886574 75.47% 
0.80846 79.86% 0.767002 75.87% 0.770049 79.67% 0.808596 78.87% 0.807908 80.84% 
0.716245 82.84% 0.730519 80.91% 0.716936 82.65% 0.645386 81.55% 0.702617 83.77% 
0.664444 85.61% 0.691453 83.79% 0.629555 85.28% 0.592043 84.02% 0.656691 86.50% 
0.575227 88.01% 0.598133 86.29% 0.601652 85.78% 0.576621 86.42% 0.545723 88.78% 
0.493245 90.06% 0.584679 88.72% 0.489679 89.82% 0.528462 88.63% 0.476134 90.76% 
0.458471 91.97% 0.514043 90.86% 0.471843 91.79% 0.477886 90.62% 0.447745 92.63% 
0.377077 93.54% 0.460435 92.78% 0.421011 93.54% 0.45509 92.51% 0.402964 94.31% 
0.353421 95.02% 0.394086 94.43% 0.338685 94.95% 0.351967 93.98% 0.321447 95.65% 
0.300515 96.27% 0.35007 95.88% 0.296895 96.19% 0.341157 95.40% 0.254612 96.71% 
0.245945 95.29% 0.29588 95.12% 0.234971 95.17% 0.287076 96.60% 0.208764 95.58% 
0.193103 98.10% 0.202295 95.96% 0.218784 98.08% 0.270988 95.73% 0.18792 98.36% 
0.192126 98.90% 0.192815 98.76% 0.18698 98.86% 0.247898 98.76% 0.161002 99.03% 
0.144401 99.50% 0.168427 99.46% 0.151178 99.49% 0.192125 99.56% 0.123975 99.55% 
0.119826 100.00% 0.12848 100.00% 0.122054 100.00% 0.105649 100.00% 0.10858 100.00% 
Group 6 Group 7 Group8 Group 9 Group 10 
5.678758 23.66% 5.733685 23.89% 5.854186 24.39% 6.136108 25.57% 5.099916 21.25% 
2.225183 32.93% 2.119152 32.72% 2.144031 33.33% 2.030292 34.03% 2.345385 31.02% 
1.822632 40.53% 1.98136 40.98% 1.877451 41.15% 1.785538 41.47% 1.800179 38.52% 
1.535424 46.93% 1.841541 48.65% 1.568333 45.68% 1.688498 48.50% 1.644464 45.37% 
1.452948 52.98% 1.305544 54.09% 1.474147 53.83% 1.544177 54.94% 1.411211 51.25% 
1.330209 58.52% 1.27516 59.40% 1.263108 59.09% 1.302454 60.36% 1.344475 56.86% 
1.093523 63.08% 1.08175 63.91% 1.176947 63.99% 1.10254 64.96% 1.230351 61.98% 
1.031192 65.37% 1.028275 68.19% 1.111796 68.63% 1.060197 69.37% 1.088067 66.52% 
0.947305 71.32% 0.938564 72.10% 1.043352 72.97% 0.869462 73.00% 0.970295 70.56% 
0.914443 75.13% 0.840558 75.61% 0.901435 76.73% 0.862456 76.59% 0.942055 74.49% 
0.824314 78.57% 0.724374 78.62% 0.809071 80.10% 0.792539 79.89% 0.835904 75.97% 
0.69549 81.46% 0.685228 81.48% 0.700953 83.02% 0.649971 82.60% 0.786459 81.24% 
0.601174 83.97% 0.64301 84.16% 0.614226 85.58% 0.607891 85.13% 0.72721 84.27% 
0.572824 86.36% 0.580864 86.58% 0.568698 85.95% 0.558093 85.46% 0.64026 86.94% 
0.533885 88.58% 0.530364 88.79% 0.477568 89.94% 0.504623 89.56% 0.524933 89.13% 
0.477066 90.57% 0.502488 90.88% 0.397654 91.60% 0.488663 91.60% 0.473624 91.10% 
0.43092 92.36% 0.464204 92.82% 0.38055 93.18% 0.432739 93.40% 0.410744 92.81% 
0.400856 94.03% 0.439876 94.65% 0.35815 94.67% 0.364478 94.92% 0.379374 94.40% 
0.365968 95.56% 0.353927 96.12% 0.329086 96.04% 0.334262 96.31% 0.345541 95.84% 
0.320202 96.89% 0.271013 95.25% 0.307425 95.33% 0.285975 95.50% 0.313668 95.14% 
0.226118 95.84% 0.258773 98.33% 0.216249 98.23% 0.225213 98.44% 0.253853 98.20% 
0.193289 98.64% 0.164346 99.02% 0.155374 98.87% 0.141763 99.03% 0.159025 98.86% 
0.169895 99.35% 0.132176 99.57% 0.140079 99.46% 0.121718 99.54% 0.147799 99.48% 
0.156381 100.00% 0.103768 100.00% 0.13013 100.00% 0.110348 100.00% 0.125205 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.19: Eigenvalues and %Variance Explained Market Capitalisation Groups 
1997-2001 
Eigenvalues and Cumulative Variance Market Capitalisation Groups 1997-2001 All 24 PCs 
Group I (Largest) Group 2 Group 3 Group 4 Group 5 
6.309328 26.29% 5.976778 24.90% 8.137569 33.91% 8.006888 33.36% 6.99669 29.15% 
3.06048 39.04% 2.783132 36.50% 2.172047 42.96% 2.208319 42.56% 1.938363 35.23% 
1.800935 46.54% 1.939732 44.58% 1.613003 49.68% 1.72529 49.75% 1.827417 44.84% 
1.766036 53.90% 1.583806 51.18% 1.464867 55.78% 1.443397 55.77% 1.63437 51.65% 
1.455278 59.97% 1.389498 56.97% 1.369856 61.49% 1.390231 61.56% 1.445147 55.67% 
1.318032 65.46% 1.26046 62.22% 1.257025 66.73% 1.117413 66.21% 1.336904 63.25% 
1.129029 70.16% 1.119735 66.89% 1.014587 70.95% 1.078567 70.71% 1.217012 68.32% 
1.062443 74.59% 1.027594 71.17% 0.9525 74.92% 0.88898 74.41% 1.047967 72.68% 
0.843361 78.10% 0.830776 74.63% 0.840633 78.43% 0.844649 75.93% 0.937195 76.59% 
0.766217 81.30% 0.78307 75.89% 0.725937 81.45% 0.734643 80.99% 0.722846 79.60% 
0.641362 83.97% 0.717006 80.88% 0.621157 84.04% 0.658669 83.74% 0.624218 82.20% 
0.592771 86.44% 0.685151 83.74% 0.60569 86.56% 0.556674 86.06% 0.578326 84.61% 
0.504132 88.54% 0.560541 86.07% 0.574434 88.96% 0.517621 88.21% 0.560356 86.95% 
0.430756 90.33% 0.508511 88.19% 0.453559 90.85% 0.429823 90.00% 0.534283 89.17% 
0.409456 92.04% 0.494986 90.25% 0.397265 92.50% 0.382451 91.60% 0.508738 91.29% 
0.348403 93.49% 0.462805 92.18% 0.336619 93.90% 0.368439 93.13% 0.406474 92.98% 
0.322804 94.84% 0.416344 93.92% 0.315599 95.22% 0.332067 94.52% 0.32288 94.33% 
0.294967 96.07% 0.359254 95.41% 0.303891 96.48% 0.263003 95.61% 0.301184 95.58% 
0.242434 95.08% 0.274647 96.56% 0.236005 95.47% 0.228497 96.57% 0.233944 96.56% 
0.219584 95.99% 0.254564 95.62% 0.176019 98.20% 0.217359 95.47% 0.215327 95.46% 
0.183433 98.76% 0.182953 98.38% 0.16153 98.87% 0.181355 98.23% 0.196744 98.28% 
0.126078 99.28% 0.169713 99.09% 0.118712 99.37% 0.167926 98.93% 0.165929 98.97% 
0.0987 99.69% 0.134805 99.65% 0.083451 99.72% 0.149324 99.55% 0.134213 99.53% 
0.073982 100.00% 0.084139 100.00% 0.068047 100.00% 0.108415 100.00% 0.113471 100.00% 
Grou p6 Grou p7 Grou p8 Grou p9 Group 10 (Smallest) 
6.922383 28.84% 5.626906 23.45% 4.688888 19.54% 4.905022 20.44% 3.856779 16.07% 
2.182866 35.94% 1.976711 31.68% 1.966488 25.73% 2.177996 29.51% 1.887676 23.94% 
1.815167 45.50% 1.891108 39.56% 1.752964 35.03% 1.855235 35.24% 1.81344 31.49% 
1.702602 52.60% 1.713088 46.70% 1.625522 41.81% 1.669235 44.20% 1.714666 38.64% 
1.362039 58.27% 1.347297 52.31% 1.460145 45.89% 1.561867 50.71% 1.510912 44.93% 
1.265563 63.54% 1.322792 55.82% 1.282073 53.23% 1.329993 56.25% 1.386524 50.71% 
1.143155 68.31% 1.161118 62.66% 1.185423 58.17% 1.142993 61.01% 1.308948 56.16% 
0.994519 72.45% 1.056919 65.07% 1.169801 63.05% 1.120757 65.68% 1.248105 61.36% 
0.931874 76.33% 0.964291 71.08% 1.022129 65.31% 1.028069 69.96% 1.113967 66.00% 
0.792518 79.64% 0.938543 74.99% 0.984054 71.41% 0.888499 73.67% 1.0733 70.48% 
0.710797 82.60% 0.896279 78.73% 0.960565 75.41% 0.877594 75.32% 0.96004 74.48% 
0.644994 85.29% 0.748683 81.85% 0.793709 78.72% 0.804034 80.67% 0.837435 75.97% 
0.544448 85.55% 0.670644 84.64% 0.723715 81.73% 0.69727 83.58% 0.819077 81.38% 
0.452214 89.44% 0.583682 85.08% 0.704826 84.67% 0.639347 86.24% 0.7487 84.50% 
0.443867 91.29% 0.551843 89.37% 0.562441 85.01% 0.521272 88.41% 0.717829 85.49% 
0.368334 92.82% 0.460136 91.29% 0.519188 89.17% 0.491727 90.46% 0.535834 89.72% 
0.334764 94.22% 0.414291 93.02% 0.499941 91.26% 0.463002 92.39% 0.500149 91.81% 
0.309609 95.51% 0.341077 94.44% 0.452893 93.14% 0.423503 94.16% 0.418316 93.55% 
0.261711 96.60% 0.302556 95.70% 0.387358 94.76% 0.336063 95.56% 0.366709 95.08% 
0.244708 95.62% 0.286336 96.89% 0.354252 96.23% 0.257157 96.63% 0.335073 96.47% 
0.213384 98.51% 0.257978 95.97% 0.265323 95.34% 0.256381 95.70% 0.281381 95.65% 
0.174868 99.23% 0.201189 98.81% 0.262501 98.43% 0.229225 98.65% 0.237099 98.63% 
0.112201 99.70% 0.161151 99.48% 0.201232 99.27% 0.172259 99.37% 0.185871 99.41% 
0.071417 100.00% 0.12538 100.00% 0.174568 100.00% 0.151501 100.00% 0.142171 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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Table 5.20: Eigenvalues and %Variance Explained Beta Groups 1997-2001 
Ei envalues and Cumulative Variance Beta Groups 1997-2001 All 24 PCs 
Group 1 (Low 
Beta) 
I Group 2 Group 3 Group 4 Group 5 
3.901867 16.26% 5.530639 23.04% 4.515171 18.81% 4.944569 20.60% 4.973749 20.720Ya 
2.476747 26.58% 2.476561 33.36% 2.229937 28.10% 2.72567 31.96% 2.427781 30.84% 
1.776072 33.98% 1.898513 41.27% 1.811695 35.65% 2.134659 40.85% 1.916178 38.82% 
1.695078 41.04% 1.630784 48.07% 1.603977 42.34% 1.572215 45.40% 1.588529 45.44% 
1.515726 45.36% 1.394979 53.88% 1.446773 48.36% 1.548328 53.86% 1.453662 51.50% 
1.307997 52.81% 1.230709 59.01% 1.354925 54.01% 1.423376 59.79% 1.367188 55.20% 
1.290577 58.18% 1.158526 63.84% 1.286552 59.37% 1.250319 65.00% 1.188641 62.15% 
1.194534 63.16% 1.039436 68.17% 1.147487 64.15% 1.115511 69.64% 1.088205 66.68% 
1.051455 65.54% 0.908891 71.95% 1.028289 68.44% 0.976438 73.71% 1.009976 70.89% 
0.991852 71.67% 0.877532 75.61% 0.955069 72.42% 0.815882 75.11% 0.925427 74.75% 
0.904473 75.44% 0.799997 78.94% 0.87215 76.05% 0.774308 80.34% 0.863313 78.34% 
0.827698 78.89% 0.748343 82.06% 0.814947 79.45% 0.677022 83.16% 0.825502 81.78% 
0.761431 82.06% 0.657631 84.80% 0.764684 82.63% 0.664026 85.93% 0.767454 84.98% 
0.731418 85.11% 0.616182 85.37% 0.739464 85.71% 0.526895 88.12% 0.59944 85.48% 
0.620338 85.70% 0.447965 89.24% 0.572282 88.10% 0.491249 90.17% 0.502274 89.57% 
0.583087 90.13% 0.43936 91.07% 0.508649 90.22% 0.446516 92.03% 0.483699 91.59% 
0.488031 92.16% 0.406496 92.76% 0.428759 92.00% 0.427035 93.81% 0.420858 93.34% 
0.474602 94.14% 0.352195 94.23% 0.401536 93.68% 0.32871 95.18% 0.366636 94.87% 
0.395723 95.79% 0.308814 95.51% 0.350087 95.14% 0.241491 96.18% 0.305156 96.14% 
0.31954 95.12% 0.283917 96.70% 0.27871 96.30% 0.22702 95.13% 0.264404 95.24% 
0.250191 98.16% 0.250789 95.74% 0.269279 95.42% 0.213148 98.02% 0.22676 98.19% 
0.221616 99.08% 0.21821 98.65% 0.25272 98.47% 0.188751 98.80% 0.167654 98.89% 
0.174937 99.81% 0.172964 99.37% 0.229573 99.43% 0.166664 99.50% 0.147042 99.50% 
0.045011 100.00% 0.150567 100.00% 0.137285 100.00% 0.120198 100.00% 0.120473 100.00% 
Group 6 Group 7 Group 8 Group 9 Group 10 (High 
Beta) 
5.228597 21.79% 5.964823 24.85% 5.397784 30.82% 5.760534 32.34% 10.94683 45.61% 
2.045898 30.31% 2.173617 33.91% 2.016425 39.23% 1.946305 40.45% 2.232135 54.91% 
1.882156 38.15% 1.739821 41.16% 1.774659 46.62% 1.711744 45.58% 1.432457 60.88% 
1.725643 45.34% 1.509137 45.45% 1.456669 52.69% 1.52397 53.93% 1.046574 65.24% 
1.385284 51.11% 1.461036 53.54% 1.258807 55.93% 1.298106 59.34% 0.963429 69.26% 
1.321729 56.62% 1.308934 58.99% 1.216199 63.00% 1.171449 64.22% 0.88777 72.96% 
1.266195 61.90% 1.194129 63.96% 1.142058 65.76% 1.043729 68.57% 0.784489 76.22% 
1.167178 66.76% 1.05961 68.38% 0.956511 71.75% 0.945181 72.50% 0.765205 79.41% 
1.122987 71.44% 0.921414 72.22% 0.867671 75.36% 0.900234 76.26% 0.63825 82.07% 
0.972799 75.49% 0.856415 75.79% 0.818 78.77% 0.795081 79.57% 0.599203 84.57% 
0.834314 78.97% 0.806943 79.15% 0.785434 82.04% 0.662905 82.33% 0.530265 86.78% 
0.736213 82.04% 0.705561 82.09% 0.588173 84.49% 0.636101 84.98% 0.463672 88.71% 
0.633053 84.68% 0.579093 84.50% 0.552162 86.79% 0.516883 85.13% 0.41357 90.43% 
0.595802 85.16% 0.550894 86.80% 0.501747 88.88% 0.510481 89.26% 0.369547 91.97% 
0.573538 89.55% 0.525148 88.99% 0.432913 90.69% 0.444735 91.11% 0.326076 93.33% 
0.482012 91.56% 0.483384 91.00% 0.385667 92.30% 0.419734 92.86% 0.304231 94.60% 
0.444214 93.41% 0.469571 92.96% 0.350013 93.75% 0.351313 94.33% 0.269064 95.72% 
0.378287 94.98% 0.353532 94.43% 0.314541 95.06% 0.295078 95.56% 0.22191 96.64% 
0.30603 96.26% 0.340017 95.85% 0.268464 96.18% 0.283661 96.74% 0.218416 95.55% 
0.252342 95.31% 0.273239 96.98% 0.258885 95.26% 0.23586 95.72% 0.16502 98.24% 
0.231862 98.28% 0.236249 95.97% 0.216544 98.16% 0.194771 98.53% 0.126959 98.77% 
0.175278 99.01% 0.192478 98.77% 0.204981 99.02% 0.169658 99.24% 0.111826 99.24% 
0.137321 99.58% 0.169196 99.48% 0.132683 99.57% 0.105949 99.68% 0.099236 99.65% 
0.10127 100.00% 0.125758 100.00% 0.10301 100.00% 0.076535 100.00% 0.083864 100.00% 
Values in bold represent the last eigenvalue in the group with a value greater than one 
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The analysis of tables 5.9 to 5.20 supports the results of the full sample PCA. The sorting 
criteria seem to affect both the values of the first eigenvalues and how much of the 
variance these eigenvalues explain. Furthermore, there is a clear pattern in the number of 
PCs greater than one for market capitalisation and beta groups that is distinct from the 
pattern for random groups. 
Market Capitalisation groups tend to show higher eigenvalues and percentage of 
variance explained for the first PC in the first five groups (I to 5), which are those 
containing the largest companies by market value. These eigenvalues and percentage of 
explained variance also tend to decrease from companies with high market value to 
companies with low market value and group 10 (the smallest companies) tends to have 
the smallest eigenvalue for the first PC in all sub-samples. 
Beta groups present a similar but opposite pattern to the one for market 
capitalisation. In all sub-samples companies less sensitive (small betas) to market 
movements have the lowest first PC eigenvalues while companies with high sensitivity 
(high betas) have the highest. Thus, the eigenvalue and percentage of explained variance 
for the first PC tends to increase as we move from low beta companies to high beta 
companies. Beta groups also appear to produce the highest percentage of variance 
explained for the first PC when compared to the other two grouping sorts. Furthermore, 
beta groups tend to have higher more variable first PC eigenvalues, more eigenvalues 
greater than one and greater percentage of variance explained when compared to random 
and market value group for all sub-samples. 
Figures 5.4 to 5.8 summarise the results for the four sub-samples: 
201 
Figure 5.4: First PC Eigenvalue All Sorting Criteria 1979-1984 
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Figure 5.5: First PC Eigenvalue All Sorting Criteria 1985-1990 
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Figure 5.6: First PC Eigenvalue All Sorting Criteria 1991-1996 
12 
10 
8 
6 
v 
a4 
ii 2 
0 
k 
123456789 10 
Groups 1 to 10 
-+- Random First PC 19 
91-1996 
-- Mkt Cap_First Pc 19 
91-1996 
- ý-- - Beta_First_Pc_1991- 
1996 
Figure 5.7: First PC Eigenvalue All Sorting Criteria 1997-2001 
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Figure 5.8: First Eigenvalue by Sorting Criterion and Four Sub-Samples 
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Overall, grouping stocks by different criteria appears to affect the results of PCA. While 
random groups seems to produce less variable first PCs eigenvalues and percentage of 
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explained variance, market capitalisation and beta groups do not. Market Capitalisation 
tends to present decreasing first PC eigenvalues and percentage of the explained variance 
as we move from groups containing high market value companies to groups containing 
low value companies. Beta groups, on the other hand, probably due to the negative 
correlation between beta and market value, show an opposite pattern to those of market 
value groups with first PC eigenvalues and percentage of explained variance increasing 
as we move from groups containing low beta companies to groups containing high beta 
companies. To make the PCA results less cumbersome the full and sub-sample results are 
summarised in table 5.21: 
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5.7 - Conclusion 
This chapter reports an application of principal components analysis to a sample of 
monthly stock returns in the UK market. The reason for applying PCA was to reduce the 
dimensionality of stock market data without losing the major characteristics of the 
sample. PCA was chosen in preference to Factor Analysis. While principal components 
analysis generates a new set of variables which are linear combinations of the original 
variables, factor analysis assumes a specific model containing factors that are common to 
the original variables, together with an error term. In consequence, principal components 
generates components that are orthogonal to each other while factor analysis has factors 
which are common to more than one variable. In other words, a principal component can 
exist for a single variable only, while a factor requires the presence of two or more 
variables. Therefore, the number of principal components created exactly matches the 
number of variables being investigated while in factor analysis the same does not happen. 
Principal components analysis is focused on explaining the variability of the 
original variables by a small number of components, while factor analysis is focused on 
explaining the structure of the data and the relationships between variables. As we are 
interested in investigating the variability of stock returns, principal components analysis 
appears to be the appropriate method. Furthermore, principal components analysis is 
simple to use and is available in major econometric packages such as Eviews and PcGive. 
One of the drawbacks of this analysis relates to the number of components to be 
retained. Although different methods have been developed to tell us how many 
components are worth retaining (eigenvalue equal to one, scree plot, percentage of 
accumulated variance explained, and statistical tests), they do not always produce 
consistent results and are all subject to strong criticism (Jolliffe 1986, Jackson 1991 and 
Anderson 2003). Consequently there has been no attempt here to determine the exact 
number of principal components representing historical stock returns. Nevertheless, based 
on the results obtained and comparing with studies described in chapter 2, ( such as 
Beenstock and Chan 1988, Clare and Thomas 1994, Priestley 1996) it seems that the UK 
market is well summarised by a maximum number of 5 to 6 components, with a major 
part of the variance concentrated in the first two components. 
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The effects of grouping stocks using different sorting criteria on the PCA were also 
investigated. The motivation for investigating different sorting procedures comes from 
studies such as Clare and Thomas (1994) or Antoniou, Garret and Priestley (1998) who 
recognised that different stocks sorting criteria can affect the number of factors found to 
be statistically significant in cross-sectional tests of asset pricing models. 
When using random, market capitalisation and beta groups over a full sample and 
four different sub-samples, it was shown that results may be sensitive to sorting 
procedures. That is, while for random groups no pattern of results could be inferred, the 
same did not happen when market capitalisation or beta groups were used. In particular, 
high market capitalisation groups have larger eigenvalues than low market capitalisation 
groups. The same is observed when looking at the percentage of variance explained. 
Furthermore those results for both eigenvalues and percentage of explained variance are 
stronger for the first PCs. That is, there is a trend of decreasing first PC eigenvalues when 
moving from high to low market capitalisation groups. On the other hand, beta groups 
show a similar but opposite pattern to that for market capitalisation groups. That is, beta 
groups present larger eigenvalues and percentage of explained variance for high-beta than 
for low-beta groups. This pattern, as observed for market value groups, is also stronger 
for the first PCs. Thus, there is a tendency of increasing first PC eigenvalues and 
percentage of variance explained when moving from low-beta to high-beta groups. There 
were also suggestions that the PCA results could be influenced by the time-period under 
investigation. For example, for the 1985-1990 period the values of the first principal 
component eigenvalues were substantially larger then for the other periods while, in 
contrast the 1997-2001 showed smaller eigenvalues for the first principal components. 
Further interpretation of the principal components is left to chapters 6 and 7, 
where innovations in economic time-series are used to explain the first and second 
components obtained in this current chapter. 
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Chapter 6: The Kalman Filter versus Arima Innovations and their 
Relationships with Principal Components 
6.1 - Introduction 
In the last two previous chapters we investigated the role of innovations and transformed 
stock returns, summarising their variance-covariance information in a unique identity 
called a principal component. In chapter four, when investigating the way innovations in 
economic time-series are generated, we concluded that the first difference methodology 
was not appropriate as a method of generating innovations. However, from a theoretical 
and technical point of view, and based on previous studies such as Priestley (1996) and 
Clare and Thomas (1994), innovations in economic time-series must be serially 
uncorrelated white-noise processes. Since the first differences did not fulfil this condition, 
this method has been excluded from for further analysis. The reason for exclusion comes 
from the view that innovations should mimic unexpected "news" of general economic 
conditions. Therefore, if these innovations are not serially uncorrelated and stock returns 
are sensitive to these innovations, investors will have the ability to forecast these "news" 
and consequently will be able to exploit arbitrage opportunities. The remaining 
techniques (Arima and the Kalman Filter) satisfied the serially uncorrelated white-noise 
processes condition. In both techniques the residuals from the selected final models form 
the innovations in the economic time-series to be investigated. 
From theoretical considerations (described in chapter four) the Kalman Filter 
appears to be most appropriate, due to its ability to incorporate an updating process that 
mimics investor behaviour. News from a set of selected economic and financial variables 
should lead to changes of expectations and consequently to changes in investors' 
perceptions regarding security prices and returns. However, which method is the more 
appropriate still needs to be investigated, since from chapter four we could not infer 
which of these two remaining techniques was the better methodology (the results from 
high serial correlation test showed that both methods created serially uncorrelated 
residuals). 
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In chapter five we applied principal components analysis to monthly stock returns in 
order to extract components that summarise the variance-covariance relationships 
between these stocks. Principal components analysis has the property of generating 
components that are orthogonal to each other and that explain as much as possible of the 
co-variation between stocks. Investigating further, it appeared that the identification of 
principal components was sensitive to grouping approaches (stocks grouped randomly, by 
market capitalisation or by beta) suggesting a possible size effect pattern. 
In chapter two, a selection of studies was described showing the relationships 
between stocks returns and economic variables. These studies were the basis for 
generating innovations in economic time-series and for extracting principal components 
from samples of stock returns. However, the links between economic variables and 
principal components need to be established, and this is the main aim of this thesis: to 
give economic interpretation to extracted principal components using innovations in 
selected UK economic time-series. To investigate these relationships, principal 
components (dependent variable) will be regressed against economic time-series 
innovations (independent variables). However, two related questions still need to be 
addressed. The first question has to do with the way innovations are generated and how 
these innovations influence the relationships between principal components and 
economic variables. That is, in using the two remaining methodologies (Arima and the 
Kalman Filter) in the above regressions it is useful to choose the more appropriate 
method. The second question is based on a pattern observed when extracting the principal 
components. That is, when using groups sorted by market capitalisation (more evident) or 
beta (less evident) the eigenvalues and percentage of the variance explained appeared to 
be sensitive to a type of size effect. Groups containing companies with large market 
values or large betas tend to produce a small number of principal components greater 
than unity, a substantially larger eigenvalue and a higher percentage of the cumulative 
explained variance attached to the first principal component. This pattern may imply that 
if size is an important characteristic of a stock then a `size effect' could be detected by 
different patterns of significance for economic variables in groups that are or are not 
controlled for size. 
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The first question will be investigated in this current chapter. So, after regressing the 
principal components against a set of economic time-series innovations using Arima and 
the Kalman Filter we will attempt (based on the results obtained) to infer which of the 
methods delivers better results. It should be remembered that we will not be discussing 
the econometric properties of the methodologies, the inference will be only based on the 
consistency and precision of the regression results, and on a few diagnostic tests. The 
second question, covering the size effect, will be investigated in chapter 7. 
The studies described in chapter two (e. g. Priestley, 1996) to establish the links 
between stock returns and economic variables usually start from a model using all 
independent variables (which are proxies for risk factors) in an initial regression. After a 
first estimation the t-value is used to check the significance of each explanatory variable 
(usually at 5% or 10% significance level), the variable with the smallest t-value is 
eliminated and the model is estimated again. The process continues until all irrelevant 
variables have been eliminated. The major problem of this approach is that eliminating 
variables by such a simple decision rule can result in relevant variables being deleted. 
Therefore further testing is needed to discover which explanatory variables really matter. 
To avoid this type of problem we will apply the `general-to-specific' approach (Gets) to 
econometric modelling. Thus, unlike Priestley (1996), who used instability tests to 
choose between autoregressive models and the Kalman Filter, this research applies a new 
methodology (Gets approach) to choose the best method. 
Gets model selection is a central feature of the London School of Economics 
(LSE) methodological approach to econometric modelling (the LSE approach is 
described in Gilbert (1986), Hendry (1995,1997), Pagan (1987), Phillips (1988), Ericsson 
et al. (1990), and Mizon (1995)). The LSE methodology relies on an intuitively 
appealing idea. A sufficiently complicated model can, in principle, depict the prominent 
characteristics of the economic world. Any more parsimonious model is an improvement 
on such an elaborated model if it uses all of the same information in a simpler, more 
compact form. Such a parsimonious model would necessarily be superior to all other 
restricted versions of the completely general model. The method has its origin in the 
theory of reduction (Hendry 1995). The aim in the LSE framework is to search for 
models that are: 
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i. valid parsimonious restrictions of the completely general model 
ii. not superfluous, in the sense that they do not have even more parsimonious 
models nested within them that are also valid restrictions of the completely 
general model. 
Hoover and Perez (1999) enhanced the methodology by using Monte Carlo studies to 
reveal that the basic stages of econometric modelling can be automated. They found that 
by simplifying the model, using multiple search paths and checking the models at each 
stage for misspecification, they could obtain a final parsimonious and congruent model. 
Hoover and Perez developed the Gets algorithm, which was transformed into an 
econometric package by Hendry and Krolzig (2001). 
Briefly, the general-to-specific approach (Gets) starts with a general unrestricted 
model (GUM) which is based on data evidence and looks for a final congruent model by 
eliminating statistically insignificant variables. Diagnostics tests are used to check the 
validity of the reductions to ensure a congruent final selection. In this research we use the 
Gets approach to find those economic variables that are most important in explaining the 
variance-covariance of the sample of stock returns (as summarised in the extracted 
principal components). Next we will describe the Gets approach and the automatic 
algorithm created by Hendry and Krolzig (1999,2001,2003a, 2003b, 2003c and 2004a, 
2004b). 
6.2 - The General to Specific Framework 
The theoretical embodiment of the general-to-specific modelling is the theory of 
reduction. The theory of reduction explains how the `data generating process' (DGP) is 
reduced to a local DGP (LDGP), which is the joint distribution of the subset of variables 
under analysis. In order to understand the DGP process and the derivation of the LDGP 
we present next the notion of an empirical model in economics. 
Following Hendry (1995, chapter 9) and Hendry and Krolzig (2001, pplOl-102), 
an empirical model is defined as an experiment where outputs are caused by inputs and 
the process can be treated as if it were a mechanism. Formally, if y, is the observed 
outcome in an experiment, z, the experimental output, f(. ) is the mapping from input to 
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output and v, is a small zero-mean random perturbation, which varies between 
experiments conducted at the same values of z then, 
Y, _ . 
f(Z1) + v, 
[output] [input] [pertubation] 
(6.1) 
Given the same inputs {z, }, repeating the experiment gives essentially the same outputs 
(otherwise the experiment is not reproduced and is viewed as invalid). As a result, the 
right-hand side generates the left in (6.1). In an econometric model of observational data 
we have (Harvey 1989): 
Y, = g(z, )+e, 
[observed] [explanation] [remainder] 
(6.2) 
Any outcome {y, } always can be split into two components, the explained part g(z, ) and 
the unexplained element e,. The relation between the observed and explained elements 
does not invalidate equation (6.2) even when y, is independent from g(z, ). In that sense, 
equation (6.2) can be written as 
e, =Y, -S(z, ) (6.3) 
The unexplained element results from the researcher's choice of z, , therefore e, is a 
derived entity, not an autonomous input. This implies that models can be designed to 
achieve pre-assigned criteria and it is the design criterion that must be analysed, leading 
to a congruent model (the model that matches the data evidence on all the measured 
attributes). 
A congruent approximation to the LDGP is given by formulating a general 
unrestricted model (GUM), which is based on the theoretical and empirical framework 
that the researcher is investigating (in our case the relations between economic 
innovations and principal components). The empirical analysis starts from this GUM, 
after testing for mis-specifications. If none are evident, the GUM is simplified to a 
parsimonious congruent model with each simplification stage being checked by 
diagnostic testing. Hoover and Perez (1999) contributed to the development of the 
algorithm that is used to automate the econometric model selection in PcGets (Hendry 
and Krolzig 1999,2001). 
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In this research many of the steps required by the reduction theory are already fulfilled by 
the generation of innovations in the economic series and the extraction of principal 
components. Our main interest in the automated model selection is the elimination of 
irrelevant economic variables and, by implication, the discovery of innovations that may 
explain the principal components. This gives reassurance that economic variables 
revealed as relevant are indeed those that really matter. Furthermore, from the final 
results we hope to discover which innovation-generating methodology (the Kalman Filter 
or Arima) does a better job in explaining the principal components. 
6.2.1 - The PcGets Selection Algorithm 
PcGets software was released in 2001, automating the Gets approach. It is written in Ox, 
a objected-oriented matrix language (Doornik 2001) and is published and distributed 
worldwide by Timberlake Consultants Ltd. 
In order to understand how the full process works, a summary provided by 
Hendry and Krolzig (2004a, pp3-4) sketches the main steps involved in the selection 
algorithm. The fully detailed algorithm can be found in Hendry and Krolzig (2001 
Appendix A 1, pp 212-214). 
PcGets has four basic stages in its selection of a parsimonious representation of 
the GUM: stage 1, estimation and testing of the GUM (items 1-4 below); stage 2, a pre- 
search process (items 5-6 below); stage 3, a multi-path search procedure (items 7-13 
below); stage 4, a post-search evaluation (item 14 below). 
1. Formulate the GUM based on theory, institutional knowledge, historical events 
and measurement information, making sure the GUM encompasses previous 
evidence. 
2. Select the set of m mis-specification tests (e. g. residual autocorrelation, volatility 
in the residuals) and their forms (e. g., of rth order), and the desired information 
criteria (e. g. Schwarz criterion). 
3. Set the significance levels of all tests and mis-specification tests to ensure the 
desired null rejection frequencies, which can be done by selecting one of the pre- 
set strategies available: either a liberal strategy that aims to keep as many as 
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possible of the GUM variables, or a conservative strategy that works in the 
opposite way (to avoid retaining irrelevant variables) (see Hendry and Krolzig 
2003b). 
4. Estimate the GUM, and check by mis-specification tests whether the GUM 
captures the essential characteristics of the data (congruence). 
5. Undertake pre-search reductions defining the significance level (these include lag- 
order pre-selection, F-tests on successively shorter lag groups, and cumulative F- 
tests based on t-tests ordered from the smallest up, and largest down). 
6. Eliminate the resulting insignificant variables to reduce the search complexity, 
then estimate a new GUM as the baseline for the remaining stages. 
7. Multiple path reduction searches now commence from each feasible initial 
deletion (to avoid path-dependent selections). 
8. The validity of each reduction is diagnostically checked to ensure the congruence 
of the final model. 
9. If all reductions and diagnostic tests are acceptable and all remaining variables are 
significant (or further reductions induce mis-specification), that model becomes a 
terminal selection and the next path search commences (i. e. back to 7). 
10. When all paths have been explored, and all distinct terminal models have been 
found, they are tested against their union to find an encompassing contender. 
11. Rejected models are removed, and the union of the surviving terminal models 
becomes the GUM of a repeated multi-path search iteration. 
12. The entire search process (i. e., from 7) continues until a unique choice of final 
model emerges, or the search converges to a set of mutually encompassing and 
undominated contenders. 
13. In the latter case, all selected models are reported, and a unique final choice is 
made by the pre-selected information criterion. 
14. The significance of every variable in the final model is assessed in two over- 
lapping sub-samples to check the reliability of the selection. 
All the econometrics of PcGets selection can be find in Hendry and Krolzig (2001, 
Chapter 10). 
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In other words, the formulation of the initial GUM is based on theory, data significance 
and testing. Next the GUM is rigorously tested for congruence, which is maintained 
throughout the selection process by diagnostic checking (using the same statistics) at 
every supposed simplification. This ensures a final congruent model. Statistically- 
irrelevant variables are ruled out by selections tests, both in blocks and individually. 
Many reduction paths are searched to prevent the algorithm from becoming stuck in a 
sequence that inadvertently eliminates a variable that actually matters (thereby retaining 
other variables as proxies). Such path searches end either when no variable meets the pre- 
set elimination criteria or no diagnostic test becomes significant. Non-rejected models are 
collected and tested against each other by an `encompassing' procedure (roughly 
speaking, one model `encompasses' another if it includes all the information brought by 
the other model). If several models remain acceptable (congruent and undominated by 
mutually-encompassing representations) the reduction process recommences from their 
union (providing that this union is a reduction of the original GUM). The sequence is 
repeated till a unique outcome is obtained. If several models are selected, encompassing 
choice rests with a model-selection criterion (i. e. AIC or SBIC) working as a final arbiter. 
Finally, sub-sample significance helps to identify spuriously significant regressors. 
6.3 - Refuting Criticisms of the Gets Approach 
Major advances in the physical and life sciences have often followed the development of 
new or improved instruments. The Gets approach is a new instrument for social sciences, 
where model formulation is often vague, with potentially a high number of variables to 
explain the phenomenon under investigation. Nevertheless, with any new approach the 
level of criticism is high (see Hansen 1999, Faust and Whiteman 1997) and this is no 
different for the case of the general-to-specific methodology. Hendry (2000a) and Hendry 
and Krolzig (2001) argue that much of the criticism has been based on theoretical 
arguments without any examination of the operational features of the Gets approach. The 
major problems usually mentioned by the critics are: 
1. Data-based model selection 
II. Measurement without theory 
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III. Data Mining 
IV. Pre-test biases 
V. Ignoring selection effects 
VI. Repeated testing 
VII. Arbitrary choice of significance levels 
VIII. Lack of identification 
IX. Potential path dependence of any selection. 
The list seems to be quite comprehensive but Hendry (2000a) asserts that this type 
of problem afflicts any form of data modelling and has refuted all of them (Hendry 1995 
and Hendry and Krolzig 2001). Hendry and Krolzig (2001) additionally argue that most 
of the mentioned problems are either rebutted by or incorporated in the Gets algorithm. In 
their own words: "Data basing is essential to ensure empirical relevance; theory alone is 
rarely an adequate basis for an empirical specification; data mining can sift out the gold 
from the dross; pre-test biases from test-based selection can be corrected; reported 
standard errors are not distorted by selection; repeated testing has only a small effect on 
adventitious significance; care is required in setting the significance levels of search 
strategies; identification is unhelpful unless the result corresponds to reality; and by 
exploring multiple searches; path dependence is removed. We believe our disciplines 
stand to benefit greatly from the power and efficiency of automatic model selection 
approaches (Hendry and Krolzig 2003c p. 7). " 
The best reply to criticism is a procedure that works. For example, Hoover and 
Perez (1999) find important evidence in support of the Gets approach in a major Monte 
Carlo simulation. The study is based on a previous `data mining' study by Lovell (1983) 
who used 20 annual macroeconomic variables covering various measures of real activity: 
government fiscal flows, monetary aggregates, financial market yields, labour market 
conditions and time trend. Lovell generated one variable (denoted y) as a function of 0 to 
5 others and regressed y on all 20 variables plus lags thereof and an intercept, and 
examined the performance of various methods, finding that none produced significant 
results. Hoover and Perez reconsider Lovell's experiments using the Gets approach, 
letting their algorithm simplify the GUM till it finds a congruent irreducible model. They 
check up to 10 different search paths, testing at every stage for mis-specification, collect 
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the results from each, then select one choice from the remainder. By exploring many 
paths, the algorithm is protected from a false route. Their findings are largely favourable 
to the general-to-specific approach, delivering an undominated congruent model most of 
the time. Hendry and Krolzig (2001) repeat a model to measure money demand in the UK 
used by Hendry and Ericsson (1991) and the Gets algorithm produces exactly the same 
results. 
6.4 - The Theoretical General Unrestricted Model 
Two empirical issues have already been addressed in this research: the first investigates 
the way innovations in economic time-series are generated, and the second transforms a 
group of individual stock returns into principal components. 
When generating innovations using the Arima approach most of the original 
variables were transformed and checked for stationarity. Innovations obtained through 
three methods were all tested for higher serial correlation (first differences were excluded 
from further analysis for not being able to generate serially uncorrelated white-noise 
processes). These procedures are important in terms of preparing the data to be used in 
the Gets approach. 
The relevant economic background is also established by the assumption of a 
multi-factor modelling framework and by empirical work (chapter two). The dividend 
discount model and previous studies for the UK (chapter two) were used as basic 
framework for selecting the economic variables used in this research. 
These procedures satisfy general good practice for pre-selection of economic 
variables and allow the formulation of the general unrestricted model. In the proposed 
GUM the obtained principal components (dependent variables) are regressed against the 
innovations in the selected economic variables (independent variables) in time-series 
regressions, using the Gets methodology. The idea is to obtain final congruent models 
with the irrelevant variables eliminated. We use the two remaining methodologies to 
calculate innovations (Arima and The Kalman Filter) in order to identify the preferred 
method for this type of research. We also investigate whether different sorting approaches 
provide distinct final models, with different significant economic variables being related 
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to the principal components. The size effect hypothesis will be discussed in a subsequent 
chapter. The sample period investigated in this chapter include is the full sample (1979- 
2001). In the next chapter four sub-samples (1979-1984,1985-1990,1991-1996, and 
1997-2001) will be used. 
The first five components for each sorting criterion (random, market capitalisation 
and beta) are regressed against the final 14 economic innovations, plus a constant term, 
resulting in a total of 660 basic regressions, plus the Gets selection procedure for each of 
them. Only the first and second components are considered in the subsequent analysis. 
6.4.1 - Formulating the GUM 
Campos, Hendry and Krolzig (2003) formally define a general unrestricted model in 
which y, (here principal component) is a function of n candidate regressor variables 
(here economic time-series innovations) z, = (z, ... z), over a sample I= T,...,: 
n 
Y, a,., + v, (6.4) 
! =1 
Here v, -IN[O, a, ], E[z, v, ]=0, and if y'=(y,... y,. )and Z'= (z,... zT)then: 
y= (Z'Z)-' Z'y (6.5) 
which satisfies E[j] = y. The variance of 1 is equal to: 
Var[Y] = a, (Z'Z)'' (6.6) 
and for v, =y, -y'z,: 
T 
Y, ý11 
QZ = `°' (6.7) T-n 
where E[ä, ', ]=Q, 2. Thus, the estimates in the GUM are unbiased, but inefficient when 
some of the y, are zero. The DGP equation only involves m: 5 n variables, that is 
ß1Z!. 
1 
+ S, 
Jýý 
(6.8) 
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where E, - IN[O, o ], so the DGP (equation 6.8) is therefore in the GUM (equation 6.4). 
For convenience, equation (6.8) is written as if the first m: 5 n regressors are assumed to 
be the relevant ones, but the researcher does not know this information. We adapt 
equation (6.4) to produce the GUM model used to apply the general-to-specific approach: 
PC,,, = a, +ylZi,, +y2Z2,, - ... +y, z,,, 
+V, 
PC,, are time-series observations for the principal component; 
a, is a constant term or intercept; 
y, is the coefficient term, 
z,,, are time-series observations for each of the economic series; 
V, is a random error term. 
It is assumed thaty, - IN[O, cr ], cov(v,, v, ) =0 for toi and E[z, v, ] = 0. 
(6.9) 
The GUMs for Arima and the Kalman Filter innovations differ with respect to the 
form of z,.,. For Arima models, z,,, are the time-series residuals obtained from the final 
models using the Arima methodology for each of the economic variables selected. These 
residuals are obtained from a model that does not vary through time. For the Kalman 
Filter, z,,, are the time-series residuals obtained from the final models used to create 
innovations using the state space-form and the Kalman Filter algorithm. That is, each 
observed economic variable was decomposed into the following unobserved components 
(Harvey 1989) 
Observed Series=trend+seasonal+irregular+lags of observed series (6.10) 
The difference from Arima models is that (i) the series are described in terms of 
components of interest and (ii) the regression coefficients of these components change 
over time. These time-series models are therefore nothing more than regression models in 
which the explanatory variables are functions of time and the parameters are time- 
varying. The key for handling these time-series models is the state-space form, with the 
state system representing the various unobserved components such as trend and 
seasonals. Once in state-space form the Kalman Filter provides the means for updating 
the state as new observations become available (the state-space form and the Kalman 
Filter were described in detail in chapter 4). 
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The constant term in equation (6.9) is also expected to be equal to zero in the final results. 
This means that the economic variables selected in the final model are capable of giving a 
satisfactory explanation to the variance-covariance of stock returns as summarised by the 
principal component being investigated. Clare and Thomas (1994) highlight this point 
when testing the APT using UK data, arguing that the existence of a significant constant 
term in their results is a indication that that factors used to explain the return generating 
process are not adequate. This means that a large portion of stock return variation is not 
explained by the factors they used as explanatory variables. 
6.5 - Analyzing the Full Sample Results 
We start the analysis using the results obtained for the full sample period (1979-2001). As 
stated, we will focus this analysis on the first two components only. The explanatory 
variables are 14 economic time-series innovations generated by the Arima and the 
Kalman Filter methods. The aim is to infer which method delivers better results in terms 
of finding the relationships between economic variables and principal components. 
6.5.1 - First Component Results 
Table 6.1 contains the final results for the first component obtained for all sorting criteria. 
On the left side are the results for the Gets regressions using the Kalman Filter, and on 
the right side are the Arima results. Each row corresponds to a group. Therefore the first 
row reproduces the final selected model (economic innovation found to be significant in 
explaining the first principal component plus, its sign) for group I and the last row the 
final model for group 10. 
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Table 6.1: Gets Full Sample Results for the Kalman Filter, Arima Innovations and 
the First Component 
GETS FULL SAMPLE RESULTS (1979-2001) FOR THE KALMAN FILTER, ARIMA 
INNOVATIONS AND THE FIRST COMPONENT 
Kalman Filter Innovations-1" Com ponent Arima Innovations-1" Com onent 
Groups Random Market Beta Groups Random Market 
Beta 
Groups Capitalisation Groups Groups Capitalisation Groups 
Groups Groups 
Group 1 DY(-), DY(-), DY(-), Group I C(-), C(-), 
MR(+), DY(-), 
1" Pc MR(+) MR(+) MR(+) 1" Pc DY(-), RPI (+) 
MR(+). 
DR(-) M R(+), (+)CF 
RPI(+) 
Group 2 DY(-), DY(-), MR(+) DY(-), Group 2 C(-), 
C(-), MR(+). C(-), 
1" Pc MR(+) MR(+), Is' Pc DY(-), 
DY(-), 
CF(+) MR(+), MR(+), 
DF(+) CF(+), 
MS + 
Group 3 DY(-), DY(-), MR(+) DY(-), Group 3 C(-), C(-), 
DY(-), C(-), 
V Pc MR(+) MR(+) 1" Pc DY(-), MR(+), 
DR(+) M (), 
M R(+), R 
(+)CNF 
Group 4 DY(-), DY(-), MR(+) DY(-), Group 4 C(-), 
C(-), DY(-), C(-), 
1'' Pc MR(+) MR(+) 1" Pc MR(+), 
MR(+), DR(+), DY(. ), 
OP(-) RPI(+) MR(+), 
CF(+), 
DR + 
Group 5 DY(-), DY(-), MR(+) DY(-), Group 5 C(-), 
C(-), DY(-), C(-), DY(- 
1" Pc MR(+) MR(+) 1'' Pc DY(-), 
MR(+), MR(+), 
MR(+), 
Group 6 DY(-), DY(-), MR(+) DY(-), Group 6 C(-), 
C(-), DY(-), C(-), 
1"' Pc MR(+) MR(+) i" PC DY(-), 
MR(+), DY(-), 
M R(+), M R(+), 
DR(+), 
llNP - 
Group 7 DY(-), DY(-), MR(+) DY(-), Group 7 CO. 
C(-), DY(-), C(-), 
1-' Pc MR(+) MR(+) 1" Pc DY(-), 
MR(+), CF(+), MR(+). 
MR(+), DR(+) 
CF(+), 
MS(+), 
RPI + 
Group 8 DY(-), DY(-), MR(+), DY(-), Group 8 C(-), C(-), DY(-), 
C(-), 
" Pc MR(+) CF(+) MR(+) 1" Pc DY MR(+), CF(+) 
DY(-), 
MR(+) MR(+), 
RPI + 
Group 9 DY(-), DY(-), MR(+) DY(-), Group 9 C(-), C(-), DY(-), CO. 
1" Pc MR(+) MR(+) i" PC DY(-), MR(+), CF(+), 
DY(-), 
MR(+), DR(+) MR(+), 
CF + 
Group 10 DY(-), DY(-), MR(+), DY(-), Group 10 C(-), C(-), DY(-). C(-), 
1" Pc MR(+) GP(+) MR(+) I" PC DY(-), MR(+), CF(+), DY(-), 
MR(+), DR(+), GP(+) MR(+), 
CF(+), MS(+) 
DF(+) 
DY=Dividend Yield, MR=Market Returns, DR=Default Kisk, cr : consumer uonuucnce, urýuuw rnccs, %, -... umwiir, n, 
Price Index, OP Oil Prices, MS=Money Supply, UNP=Unemployment, 
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6.5.1.1 - Regression Results for the First Principal Component: Arima versus the 
Kalman Filter Compared 
First examination of table 6.1 indicates two clear differences between the Kalman Filter 
and Arima Innovations. First, the Arima innovations reveal more variables relevant to 
explaining the first principal component than the Kalman Filter. Second, a negative 
constant term systematically appears in the Gets results for Arima Innovations. The 
presence of a significant constant term may be seen as a first signal in favour of the 
Kalman Filter as an appropriate method of generating of innovations. It should be 
remembered that in the GUM it is expected that the constant term does not appear as a 
significant variable. Since it appears in all ten groups for all sorting criteria (with the 
exception of one beta group), this suggests that innovations generated using the Arima 
method cannot fully explain the stock returns variance-covariance relationships 
summarised by the first principal component. 
The Kalman Filter results indicate that a negative dividend yield and positive 
market return are the main economic variables important in explaining the first 
component. These two variables consistently appear in all ten groups, independent of the 
sorting criterion used. That is, for random, market capitalisation and beta groups dividend 
yield and market returns satisfactorily explain the first component. A minimum number 
of additional significant economic innovations are found in the Gets results for the 
Kalman Filter innovations. These additional variables are found for market capitalisation 
sorts (three groups) and for beta sorts (one group). For market capitalisation groups the 
additional variables are default risk (negative), consumer confidence (positive), and gold 
prices (positive). For beta groups consumer confidence (positive) is an additional 
variable. Random groups invariably produce only the dividend yield and market return as 
important variables related to the first component. 
The Arima results also reveal the significance of dividend yield and market return 
(as does the Kalman Filter). However, the existence of a significant constant term in all 
groups for all sorting criteria (except one beta group) is a matter of concern. This may be 
an indication that innovations created using the Arima methodology fail to fully explain 
stock-returns movements summarised in the first component. Furthermore, the substantial 
number of significant variables aside from market return and dividend yield found in all 
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groups may suggest that the innovations are less accurately measured by the Arima 
method when compared to the Kalman Filter, as shown next. 
I) Random Groups 
For all ten random groups, the first component is mainly explained by a constant 
(negative), dividend yield (negative), market return (positive) and few extra variables. 
Market return, dividend yield and constant are found in nine of the ten groups (in one 
group dividend yield is not relevant) but in contrast with the Kalman Filter results for the 
random sort, these three variables appear by themselves in only two groups. In all the 
remaining groups dividend, market return and a constant are accompanied by additional 
significant explanatory variables. The extra variables are retail price index (positive in 
two groups), default risk (positive in two groups), oil prices (negative in one group), 
money supply (positive in one group), and consumer confidence (positive in three 
groups). 
II) Market Capitalisation Groups 
Arima innovations in market capitalisation sorts also indicate the existence of extra 
variables (the constant term, dividend yield and market return are found by themselves in 
only two groups). The extra variables are retail price index (positive in two groups), 
default risk (positive in five groups), consumer confidence (positive in four groups), and 
gold prices (positive in one group). Grouping stocks by market value appears to indicate a 
pattern of significance for economic variables that is different from that obtained by 
random grouping, where there is little discernible pattern in the extra variables that are 
identified. The market capitalisation sort highlights the importance of default risk and 
consumer confidence as explanatory variables. In particular, default risk (less evident) 
and consumer confidence (more evident) are systematically found in groups containing 
smaller companies. 
Beta Groups 
Beta Groups and Arima innovations also deliver a higher number of significant variables 
other than the constant term, dividend yield and market return. Interestingly, for one 
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group (companies with smallest betas) the constant term does not appear as significant. 
As observed for random and market capitalisation, the initial trio of explanatory 
variables appears in very few (just two) groups. Of the remaining groups, in one case 
only the constant term and market return have explanatory power. In the other cases the 
additional variables include consumer confidence (positive in four groups), money supply 
(positive in two groups), default risk (positive in two groups), unemployment (negative in 
one group), and retail price index (positive in one group). Consumer confidence follows 
the pattern observed for market capitalisation, consistently appearing in the first four 
groups (companies with small betas). 
6.5.1.2 - Arima versus Kalman Filter Compared General Overview 
Generally, the Kalman Filter appears to produce more consistent results independent of 
sorting criteria. The final model selected by the Gets algorithm points to a market 
component embracing market return and dividend yield as independent variables to 
explain the first component. This pair of variables appears almost in all groups 
considered and almost always as a pair alone. These results are quite remarkable, since 
for three different sorting criteria over a of 22 years they are consistently repeated. In 
contrast, this pattern is not clear in the Arima results, where there is little clear economic 
structure. Furthermore, this consistency could be an indication that the use of time- 
varying parameters to create innovations together with the updating process embodied in 
the Kalman Filter allows variables that do not really help to explain the first component 
to be swept away. Overall, this suggests that the Kalman Filter may be preferred to the 
Arima methodology. 
6.5.2 - Diagnostic Tests 
Although the Gets results seem to favour the Kalman Filter methodology over Arima for 
the first component, it could be argued that consistency in the results is not enough to 
guarantee the supremacy of one method over the other. Consequently some diagnostic 
tests could help to clarify the matter. Tables 6.2 to 6.7 reproduce some of these statistics 
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plus a confirmation that the Gets algorithm successfully found a parsimonious model 
encompassing the GUM. For all sorting criteria and for all groups, each table contains the 
results for an LM-test for serial correlation, an ARCH-test for volatility, the R' of each 
regression, an F-test (FpGUM) of the null hypothesis of the original GUM as the best 
model against the final selected model, and a confirmation (or not) that the Gets approach 
finds a reduced encompassing model. 
From the GUM expressed in equation (6.9) it is assumed that cov(v,, v, ) =0 for 
t#i. This means that the errors of equation (6.9) are uncorrelated with one another. If 
this assumption is broken then the error term of equation (6.9) is serially correlated. The 
consequence of ignoring the problem is severe. The coefficient estimates derived using 
the OLS estimation are inefficient and in consequence the standard errors of the estimates 
might be wrong. This implies the possibility that wrong inferences could be made about 
whether a variable is or is not an important determinant the dependent variable. 
Furthermore, R2 is likely to be inflated if serial correlation is present but neglected, since 
residual serial correlation will lead to an underestimate of the true error variance (for 
positive serial correlation) (Brooks 2002, Kennedy 2004). 
As a diagnostic for residual autocorrelation PcGets provides the Lagrange 
multiplier test for high order residual autocorrelation (the LM-test). The LM test is 
calculated by regressing the residuals on all regressors of the original GUM plus lagged 
values of the residual term (four lagged terms are used as default by PcGets were used 
here to perform this test). In general, 
ü, =a, +) z1,, +Yzzir+.. +Yzu+PA-1+PA_Z+... +P, ü, -, 
+V (6.11) 
The LM statistic is distributed as X2 (r) and the existence (or not) of serial correlation in 
the residuals is defined as 
Z (T-r)R - X; (6.12) 
Here T denotes the number of observations, r the number of lags in the residual term and 
RZ is taken from equation (6.11). If the test statistic exceeds the critical Chi-Square 
value the null hypothesis of no serial correlation is rejected (Harvey and Krolzig 2001, 
Brooks 2002). 
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PcGets also provides a test to measure the presence of volatility in the residuals: the 
ARCH test (Engle, 1982). The ARCH test checks the presence of a form of 
heteroscedasticity in which the variance of the residuals depends on the size of previous 
disturbances. It is assumed in our GUM that the variance of the residual term is constant 
(homoscesdastic) so that v, - IN[O, c ]. If this assumption is broken (the variance of the 
residuals is not constant) then heteroscedasticity is present and could affect the standard 
errors of the estimates in the regression. 
An important feature of many financial time-series that makes the investigation of 
the presence of ARCH effects important is volatility clustering. Volatility clustering 
describes the tendency of large changes in asset prices (of either sign) to follow large 
changes and small changes (of either sign) to follow small changes. This means that the 
current level of volatility tends to be positively correlated to its level during the 
immediately preceding periods. An autoregressive conditionally heteroscedastic (ARCH) 
model parameterises this volatility correlation. To understand how the model works, a 
definition of conditional variance of a random variable u, is necessary. Following 
Brooks (2002, pp445-448), the conditional variance of u,, namely q,, is defined as 
or, = var(u, I u, _1, u, _2,... ) = E[(u, -E(u, ))21 u, -1 9 u, -z,... ]. (6.13) 
It is usually assumed that E(u, ) = 0, so that 
(F 2= var(u, I u, -1 uI-x,... 
) = E[(ul)x 1 u1->, uI-x,... ] . (6.14) 
Equation (6.14) states that the conditional variance of a zero-mean normally distributed 
random variable u, is equal to the conditional expected value of the square of u,. Under 
the ARCH model the autocorrelation volatility is modelled by allowing the conditional 
variance of the residual term cr to be dependent on q lags of squared residuals: 
a, = a,, +a, u?, +a2u, -2+... 
+a, u?, (6.14) 
The ARCH test then will check the null hypothesis that all a's are equal to zero (no 
ARCH effect is present in the variance of the residuals). In other words, if the null 
hypothesis is accepted cr = ao the variance is constant. If the null hypothesis is rejected 
then the squared error term can be explained by its own lags, the variance is not constant 
and volatility in the recent past makes volatility today more likely. The consequence of 
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the existence of an ARCH effect is that the linear model assumed by the GUM in (6.9) is 
not adequate to explain the principal component. That is, squared residuals of the error 
term also have an important explanatory role. PcGets automatically tests the existence of 
autocorrelated volatility using four lags. 
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6.5.2.1 - Diagnostic test results for Arima and the Kalman Filter Random Grouping 
(First Principal Component) 
Tables 6.2 and 6.3 contain the diagnostics statistics for random groups. The results for the 
LM-test for serial correlation and the ARCH-test strongly favour the Kalman Filter over 
Arima innovations. For the Kalman Filter innovations, just one group shows a serial 
correlation problem. The ARCH-effect is also present in just only one group. On the 
other hand, when Arima innovations are used serial correlation in the residuals is detected 
in nine of the ten random groups, while the ARCH-effect is present in eight of the ten 
groups. 
The existence of serial correlation in the residuals is clearly reflected in the RZ 
values of the regressions using Arima innovations, which are much larger than for the 
Kalman Filter innovations. As pointed out, one of the consequences of serial correlation 
is an inflation of the R2 and a higher number of explanatory variables. This appears to be 
the case here when using Arima innovations. Furthermore, the strong presence of ARCH- 
effects for Arima innovations may be an indication that the linearity assumption of the 
GUM is violated. Thus, Arima innovations have squared residuals as a possible relevant 
variable in explaining the first component, as well as a significant constant term. These 
two results suggest that the Kalman Filter may be a preferred method for this type of 
research. 
The F-test in favour of a final model rejected the GUM as a better model in all ten 
groups for both Arima and Kalman Filter Innovations. However the average probability 
of the test is larger for the Kalman Filter than for Arima (i. e. more strongly rejected in the 
Kalman Filter). 
The Gets algorithm success in finding a reduced encompassing model is also 
greater for the Kalman Filter, with just one group failing (this means that although the 
Gets algorithm successfully eliminated irrelevant explanatory variables it had failed to 
find a final encompassing model). For Arima the algorithm failed in three groups. Next 
follows the diagnostics results for market capitalisation sort summarised in tables 6.4 and 
6.5. 
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6.5.2.2 - Diagnostic test results for Arima and the Kalman Filter Market 
Capitalisation Grouping (First Principal Component) 
In examining tables 6.4 and 6.5 the first point to be noticed is a possible sensitivity of the 
LM and ARCH tests to sorting procedure. In other words, the problems of serial 
correlation and volatility in the residuals for both the Kalman Filter and Arima 
Innovations increased. In the case of the Kalman Filter, when using random groups serial 
correlation was a problem for only one group, but sorting stocks by market value resulted 
in four groups showing autocorrelated residuals. The changes in ARCH effects are even 
more evident, with six groups now showing the problem (the random sort just one group 
exhibited the ARCH-effect). Nevertheless the problem is more severe in the case of 
Arima innovations, where seven groups show autocorrelated residuals and nine groups 
show ARCH-effects. Overall, the LM and ARCH tests also appear to suggest that the 
Kalman Filter is a better methodology than Arima when sorting stocks by market value. 
Evidence of an influence from size is observed for both Arima and Kalman Filter 
innovations when examining the R2 statistics, which appear to be larger for groups 
containing stocks with bigger market value. That is, as we move from larger 
capitalisation to smaller capitalisation groups the value of the R2 decreases. 
With respect to the F-test in favour of the GUM, both the Arima and the Kalman 
Filter methodologies provided successful encompassing models superior to the GUM. As 
before, on average the Kalman Filter innovations produce higher probabilities of rejecting 
the GUM in favour of a reduced model than do the Arima innovations. There is also an 
improvement for market capitalisation sort in the number of groups where the Gets 
approach was successful in finding a final encompassing model. For Kalman Filter 
innovations the algorithm managed to find a final model in all ten groups, while for 
Arima innovations the algorithm succeeded in nine of the ten groups. Remember that for 
the random sort the Gets approach found for the Kalman Filter innovations nine groups 
finding encompassing models and for Arima innovations seven groups. Next summarised 
in tables 6.6 and 6.7 we present the results for beta sort. 
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6.5.2.3 - Diagnostic test results for Arima and the Kalman Filter Beta Grouping 
(First Principal Component) 
The results for beta groups seem to corroborate the previous findings for random and 
market capitalisation sorts suggesting that the Kalman Filter is a better methodology to 
generate innovations in economic variables. 
Serial correlation in the residuals is detected in a higher number of beta groups 
(seven) for Arima innovations than for the Kalman Filter innovations (four groups). The 
picture is repeated using the ARCH-test, with Arima innovations again showing a higher 
number of groups (seven) not rejecting the null hypothesis of ARCH than for the Kalman 
Filter innovations (four groups). 
The F-test for the GUM also confirms the findings for random and market 
capitalisation sorts, with Kalman Filter innovations also exhibiting larger average 
probabilities in favour of an encompassing model than Arima innovations. The Gets 
algorithm is also successful for the beta sort, managing to find a final congruent model 
for all 10 groups for the Kalman Filter, and nine out of the ten groups for Arima. 
Overall, considering both the consistency of the economic findings and the 
diagnostics tests, it seems that the Kalman Filter is a better methodology of calculating 
innovations in economic variables, at least for this sample period. 
Next the results for the second principal component will be analysed and the 
question to be answered is: do the second component also favour the Kalman Filter 
innovations to the detriment of Arima innovations? 
6.5.3 - Second Component Results 
Table 6.8 contains the final results for the second component obtained for all sorting 
criteria. On the left side are the results for the Gets regressions using the Kalman Filter, 
and on the right side are the Arima results. Each row corresponds to a group. Therefore 
the first row reproduces the final selected model for group one and the last row the final 
model for group ten. 
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Table 6.8: Summary of Gets Full Sample Results for the Kalman Filter, Arima 
Innovations and the Second Component 
GETS FULL SAMPLE RESULTS (1979-2001) FOR THE KALMAN FILTER, ARIMA 
INNOVATIONS AND THE SECOND COMPONENT 
Kalman Filter Innovations-2° Component Arima Innovations-2" Com onent 
Groups Random Market Beta Groups Random Market Beta 
Groups Capitalisation Groups Groups Capitalisation Groups 
Groups Groups 
Group I DR(-), DR(+), MS(+), TS(-), Group 1 DR(-), CF DR(+), MR(+), Not related 
2"° Pc CF(-) MR(+), OP(+) MR(+) 2° Pc (. )1 UNP(-) to any 
DY(+), economic 
MR + innovation 
Group 2 MR(+) DR(+), MR(+), DR(+) Group 2 DR(+), DY DR(+) DR(+) 
2" Pc 2"d Pc +, MR+ 
Group 3 RS(+) TS(+) CF(-), Group 3 RS(+) DR(-), TS(+) CF(-), 
2"d Pc MR(+), 2'a Pc DY(+), 
ER(+) DR(-), 
MR(+), 
UNP + 
p4 Group CF(-), Not related to DY(-), RS Group 4 DY(+), Not related to DR(-) 
Pc MR(+) any economic (-) 2'' Pc MR(+) any economic 
innovation innovation 
Group 5 DY(-) DR(+), RS(+) UNP(-) Group 5 DY(-), DR(+), RS(+) DY(-), 
2'° Pc MR(-), 2'° Pc MR(. ), MR(-), 
UNP - GP + UNP (-) 
Group 6 Not related ER(+) CF(-), Group 6 Not related DY(+), MR(+) CF(-), 
2id Pc to any MR(+) Y' Pc to any DY(+), 
economic economic MR(+) 
innovation innovation 
Group 7 Not related TS(-) ER(+) Group 7 DR(-), TS(-) ER(+) 
2° Pc to any 2'd Pc DY(+), 
economic M R(+) 
innovation 
Group 8 DY(-), Not related to TS(-) Group 8 DR(-), CP(+) DR(+), 
2" Pe MS(-), any economic 2'" Pc TS(+) TS(-) 
ER +) innovation 
Group 9 CF(+) RPI(-) CF(-) Group 9 CF(+), RPI(. ) CF(-). 
2i' Pc 
- 
2na Pc DR + TS(-) 
Group 10 TS(+), RPI(+), ER(-) TS(-) 
7 Group 10 TS(+), ER(-), GP(-) TS(-) 
2° Pc ER(+) 2"' Pc ER + 
DY=Dividend Yield, MK=Market Keturns, ur=uetawt Klsk, cr=Lonsumer Lonnaence, ur-tiola rrices, I. constant, KPI=Ketail 
Price Index, OP=Oil Prices, MS=Money Supply, UNP=Unemployment, ER=Exchange Rate, TS=Term Structure, CP Commodity 
Prices, RS=Retail Sales 
6.5.3.1 - Regression Results for the Second Principal Component: Arima versus the 
Kalman Filter Compared 
The next set of results follows the same framework used to analyse the first principal 
component. That is, we present first the results of the random sorting procedure followed 
by market capitalisation and beta sorts. 
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1) Random Groups 
From the results obtained in chapter five it is known that the second principal component 
for random sorts is able to explain on average only about six percent of the variance not 
explained by the first component. This means that of the second principal component 
may be explained by noise rather than a significant pattern of economic variables. This 
seems to be reflected in the regression results more noticeably for the Kalman Filter 
innovations. The Kalman Filter results appear to be quite random and no clear path can 
really be extracted. That is, while for the first principal component market return and 
dividend yield are the only economic sources of explanation, for the second principal 
component these two variables have their significance strongly reduced while there is a 
scattered pattern of significance for other variables. These variables are default risk 
(negative), consumer confidence (negative in two groups and positive in one group), 
retail sales (positive), unemployment (negative), money supply (negative), exchange rate 
(positive in two groups), and the term structure (positive). Dividend yield (negative in 
two groups) and market return (positive in two groups, and negative in one group) 
complete the list of economic variables. Two groups have no economic explanation, that 
is, the GUM is insignificant and none of the economic innovations are able to explain the 
second component. 
For Arima innovations the most noticeable difference from the first principal 
component results is the disappearance of the significant negative constant term. A 
second point of interest is that market return and the dividend yield still have substantial 
significance. The two variables are still found in five of the ten groups. Additionally the 
pair is joined by default risk (found in five groups). However, although these three 
economic innovations appear with a higher frequency they do not always have the same 
sign. Thus, market return is positive in four groups and negative in one, dividend yield is 
positive in four groups and negative in one, and default risk is positive in three groups 
and negative in two. Interestingly, for two groups (3 and 10) the significant economic 
variables are the same for both Kalman Filter and Arima innovations (retail sales is 
positive in group 3, term structure and exchange rate are positive in group 10). The 
second principal component is also explained by consumer confidence (negative in one 
group and positive in one) and gold prices (positive in one group). For one group the 
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GUM is insignificant and consequently none of the economic variables are capable to 
explain the second component. 
11) Market Capitalisation Groups 
Moving to market capitalisation, the results are similar to the random sort for the Kalman 
Filter. That is, the apparent randomness of the second component is still reflected in the 
number and variety of different explanatory variables that are found to be relevant, and 
no pattern of significant economic variables can be identified. The significant variables 
for the Kalman Filter innovations are default risk (positive in three groups), money 
supply (positive in one group), market return (positive in two groups), term structure 
(positive in one group, and negative in one group), retail sales (positive in one group), 
exchange rate (positive in one group and negative in one), and retail price index (positive 
in one group and negative in one). There is more frequent changing in signs for market 
capitalisation when compared to the random sort. That is, with exception of default risk 
and market return, all variables found in more than one group did not keep the same sign 
in their relationship with the second principal component. As in the case of the random 
sort the GUM is insignificant for two groups (4 and 8). 
Controlling by market value appears to have an effect in the results for Arima 
innovations. Whereas for random groups market return and dividend yield were still 
important, this pattern mainly disappeared for market capitalisation groups, with market 
returns appearing in just two groups and dividend yield in only one group. The constant 
term also disappeared. The economic variable appearing with higher frequency is default 
risk (positive in three groups and negative in one). Thus, in the move from first 
component to second component we see the following for Arima innovations: 
" random grouping: market return and dividend yield still important, constant term 
vanishes; 
" market capitalisation: market return and dividend yield no longer important, 
constant term vanishes. 
" Other variables assume importance in both random and market capitalisation 
groups. 
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For four groups the results are the same for both Arima and the Kalman Filter 
innovations. In group 4 the GUM is insignificant; in group 5 default risk and retail sales 
are significantly positive; in group 7 term structure is significantly negative and in group 
9 retail price index is significantly negative. Additionally, for Arima innovations 
unemployment (negative in one group), commodity prices (positive in one group), gold 
prices (negative in one group), and exchange rate (negative in one group) appear as 
significant determinants of the second component. 
III) Beta Groups 
Grouping stocks by beta only reinforces the randomness of the second principal 
component for both the Kalman Filter and Arima innovations. Again, for both 
methodologies, the variety and number of significant variables excludes any clear 
conclusion regarding a possible economic explanation of the second component. For the 
Kalman Filter innovations the following variables are found to be relevant: term structure 
(negative in three groups), market return (positive in three groups), default risk (positive 
in one group), consumer confidence (negative in three groups), exchange rate (positive in 
two groups), dividend yield (negative in one group), retail sales (negative in one group), 
and unemployment (negative in one group). Unlike the random and market capitalisation 
groupings the significant economic variables found using Kalman Filter innovations did 
not change their signs across the beta groups. 
Unlike the random and market value sorts where in two groups none of the 
economic variables were related to the second component, for all ten beta groups using 
the Kalman filter innovations at least one economic variable was found to be related to 
the second principal component For Arima innovations as was found for the market 
capitalisation sort, default risk is the economic innovation appearing the highest number 
of times for the beta sorts (positive for two groups and negative for two). For three groups 
the significant variables are the same as those found for the Kalman Filter: group 3 
default risk (positive), group 7 exchange rate (positive), and group 10 term structure 
(negative). Term structure (negative) is also found in two groups. The remaining 
variables found using Arima innovations for the beta sorts are: consumer confidence 
(negative in three groups), dividend yield (positive in two groups and negative in one), 
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market return (positive in two groups and negative in one), and unemployment (positive 
in one group and negative in one). The regularity of sign that was observed for the 
Kalman Filter, was not repeated for Arima innovations across beta groups. Finally, for 
one group (smallest betas) the GUM was insignificant. 
Overall, the results from table 6.8 suggest that the second principal component 
has little systematic economic explanation regardless of the method of generating 
innovations. Whereas results from the first principal component suggest that the Kalman 
Filter may be the better method for creating innovations, the same cannot be inferred for 
the second principal component. 
6.5.4 - Diagnostic Tests 
We will again use a few diagnostics tests to investigate further whether method is 
superior to the other. The summary of these diagnostics tests is reproduced in tables 6.9 
to tables 6.14. 
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6.5.4.1 - Diagnostic test results for Arima and the Kalman Filter Random Grouping 
(Second Principal Component) 
In examining tables 6.9 and 6.10 it seems that for the random sorts and the second 
principal component neither the Kalman Filter nor Arima innovations can be said to be 
superior. The LM test for serial correlation is significant for two groups for the Kalman 
Filter and one group for Arima innovations. The existence of volatile error terms also 
produced close results: six groups for the Kalman Filter and five for Arima accept the 
ARCH-effect. 
The RZ for the Arima regressions results appear on average to be larger than the 
Rz for the Kalman Filter. However, it is difficult to infer that Arima innovations deliver 
better results using only a simple measure of goodness of fit. Since Arima innovations 
usually find more explanatory variables than the Kalman Filter this is promptly reflected 
on the R2 statistic, which is sensitive to the number of explanatory variables. So when 
the Gets approach finds a parsimonious model the final diagnostics statistics are based on 
this final selected model and if more explanatory variables are maintained this will result 
in higher R2 , as seems to 
be the case here. 
The F-test of whether the final encompassing model is superior to the initial GUM 
appears to show that Arima innovations produced slightly higher probabilities in favour 
of the final model. Additionally, the Gets algorithm finds eight final encompassing 
models for Arima innovations against seven for the Kalman Filter. Overall the results as a 
whole seem too close to drop one method in favour of the other. Next in tables 6.11 and 
6.12 we report the diagnostics statistics for market capitalisation sorts. 
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6.5.4.2 - Diagnostic test results for Arima and the Kalman Filter Market 
Capitalisation Grouping (Second Principal Component) 
The diagnostics tests for market capitalisation groups are even closer than before and 
again it is practically impossible to select one method of generating innovations over the 
other. The LM-test for serial correlation shows five groups with serial correlated residuals 
for Arima innovations against six groups for the Kalman Filter. The number of groups 
where the ARCH-effect is detected is the same for both Arima and Kalman Filter 
innovations (eight groups). 
The RZ values for Arima and the Kalman Filter are very close. The number of 
economic variables explaining the second principal component for market capitalisation 
sort is very similar for both types of innovations giving further support to the view that 
the size of the RZ is sensitive here to the number of explanatory variables retained by the 
final encompassing model. 
Both the F-test and the success of the Gets algorithm in finding a final 
encompassing model slightly favour Arima innovations. On average the F-test comparing 
the final model with the initial GUM has higher probabilities of rejecting the GUM for 
Arima innovations than for the Kalman Filter. Furthermore, the Gets algorithm selected 
seven final encompassing models for the Kalman Filter against nine for Arima. Overall 
the results are too close to each other to form a basis on which to choose between 
methods. Next in tables 6.13 and 6.14 we report the diagnostics tests for the beta sort. 
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6.5.4.3 - Diagnostic test results for Arima and the Kalman Filter Beta Grouping 
(Second Principal Component) 
Moving to the beta sorts does not change the previous findings for random and market 
capitalisation sorts. That is, from the diagnostics statistics tests it seems difficult to decide 
whether Arima is superior to the Kalman Filter innovations, or vice-versa, in Gets 
regressions used to explain the second principal component. The LM-test for serial 
correlation in the residuals detected one group showing the problem for the Kalman Filter 
innovations against three groups for Arima. Volatility in the error term measured through 
the ARCH-test found exactly the same number of groups for both Arima and the Kalman 
Filter innovations (five). The RZ statistic on average is higher for Arima than for the 
Kalman Filter, but as discussed before, for random and market capitalisation sorts, the 
Gets algorithm keeps more explanatory variables for Arima innovations than for the 
Kalman Filter and this is reflected in the final value to the R. The F-test favouring the 
final encompassing model is too close for both Arima and the Kalman Filter. Finally, the 
closeness of the results is reinforced by the number of times the algorithm failed to find a 
final congruent model: two groups for the Kalman Filter and one group for Arima. 
The results for the second principal component are quite disappointing since it is 
not really possible to identify the best methodology for creating innovations in economic 
variables. Also no obvious economic structure can be attached to the second component. 
It rather seems to reflect random noise and sample specific events. 
6.6 - Conclusion 
In this chapter we aimed to find the methodology for calculating innovations that 
delivered better results when investigating the relationships between principal 
components and economic variables. In order to achieve this aim we applied the Gets 
approach to econometric modelling. The Gets approach starts from an initial general- 
unrestricted-model (GUM) and uses individual and multi-path searches to find a reduced 
encompassing model that is superior to the initial GUM and does not contain irrelevant 
variables. So, with a principal component as dependent variable and innovations in 
economic time-series as independent variables in the initial GUM, the Gets methodology 
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successfully found reduced models eliminating irrelevant economic variables that were 
incapable of explaining the principal component under investigation. 
The analysis of the results was centred on the first and second principal 
components for the full sample only, and at least for the first component the Kalman 
Filter emerged as the better method of calculating innovations. The Kalman Filter 
innovations produced more consistent, constant and reliable results than Arima 
innovations when the Gets algorithm was applied. That is, after sorting stocks randomly, 
by market value and by beta, and running regressions using the Gets approach, the 
Kalman Filter innovations systematically found a market component constituted by a 
negative dividend yield and a positive market return for all groups. The same type of 
result was not repeated for Arima innovations, where a greater number of different 
economic explanations was found for the first component. Furthermore, for Arima 
innovations a stubborn significant constant term appeared mainly in all regression results 
for all three sorting procedures, suggesting that the economic innovations generated using 
Arima methodology did not suffice to explain the first component. Diagnostics tests also 
corroborated the superiority of the Kalman Filter over Arima innovations for the first 
principal component. These diagnostics included a test of serial correlation in the 
regression residuals (LM-test), a test of volatility in the regression error term (ARCH- 
test), an F-test comparing the initial GUM to the final selected encompassing model and 
an observation of how many times the Gets algorithm succeeded in finding a final 
congruent model. These diagnostics again favoured the Kalman Filter over Arima 
innovations. 
The results for the second principal component were disappointing, with the 
results between the Kalman Filter and Arima innovations being too close to each other to 
allow a choice between methods. The second principal component also appeared to 
capture random events reflected in the wide variety of different economic variables found 
as possible economic explanations for both Arima and the Kalman Filter innovations. It 
appears from these results that the second principal component has little systematic 
explanation. 
Overall, we may use the results for the first principal component to argue that the 
Kalman Filter is a better methodology to generate innovations in economic time-series 
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than Arima (the Kalman Filter methodology performed better on diagnostic tests and 
showed a non-significant constant term). Consequently in the next chapter only the 
Kalman Filter innovations for the four sub-samples will be used. 
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Chapter 7: Principal Components and The Kalman Filter Innovations: 
`Investigating whether Distinct Patterns of Explanatory Variables can 
be identified when stocks are sorted by Size and Beta' 
7.1 - Introduction 
In chapter six we investigated the relations between principal components and economic 
time-series innovations for the full-sample period (1979-2001). We aimed to find out 
whether principal components could be explained by economic variables and which 
methodology of calculating innovations in economic time-series (Kalman Filter or 
Arima) delivered better results. The Gets approach was used for both lines of enquiry. In 
particular, within the time period and sample data used in this research, Kalman Filter 
innovations delivered better and more consistent results than Arima innovations. 
In chapter five we found indications that the extraction of the principal 
components was affected by grouping procedures. That is, in using different sorting 
criteria, both the value of the eigenvalues attributed to the first component and the 
number of principal components showing eigenvalues greater than one significantly 
changed for stocks sorted by market value and beta. Specifically for size and beta sorts 
the value and percentage of explained variance attributed to the first principal component 
showed a decreasing pattern when moving from high to low market value groups and an 
increasing pattern when moving from low to high beta groups. Further sorting criteria 
effects were also noted in chapter six. For the full-sample period the measure of 
goodness-of-fit (R2) in the Gets regressions decreased as the market value of groups 
decreased. The same effect was observed for stocks sorted by beta: the RZ increased as 
the beta value of groups increased. Therefore, the aim of this chapter is to investigate 
whether there are different patterns of significance for economic variables in groups of 
stocks that are or are not controlled for size or beta. That is, in sorting stocks by market 
value, beta and randomly does the pattern of significance of economic variables found to 
explain the first and second components differ? If differences emerge can they be 
attributed to the sorting criterion, to the wider economic context, or both? 
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The logic of the experiment is simple. If, for example, there is a size effect in stock 
returns, this should be reflected in the results of the principal components analysis and 
the economic variables affecting the observed components. Randomly sorted stocks 
might be expected to show a first principal component that is related to a market factor 
and a second component related to size. However, the economic determinants of the 
second component are very hard to observe, because of the high degree of sample 
specificity in the results. Observations of a size effect should therefore be facilitated by 
the pre-sorting of stocks by size. Beta and size were found to be negatively correlated in 
studies such as Banz (1981), Fama and French (1992,1993). Therefore a beta sort can be 
used as a partial control on the size sort. This means that if size is a true proxy for beta 
the two sorts should yield the same results. In other words, these sorting criteria should 
yield the same sources of explanation for the principal component under investigation. 
On the other hand, if they do not produce the same results - that is they identify different 
economic variables related to the principal component under investigation - it may be due 
to the existence of separate beta and size effects. 
In order to answer these questions further we split the full sample period (1979- 
2001) into four sub-sample periods. The sub-sample analysis has the objective of 
revealing changes in the structure over time. That is, if different patterns of significance 
for economic variables are identified for different sorting criteria, do the patterns remain 
unchanged in different sub-samples? The sub-sample analysis is particularly important 
because of possible changes in the risk structure of stock markets over time, particularly 
with respect to the business cycle and important geopolitical events such as general 
elections, wars, and crashes in the world markets. 
7.2 - UK Economic Performance between 1979-2001 
This overview is based on Buxton, Chapman and Temple (1998). These authors edited a 
collection of articles analysing the performance of the UK economy until 1996. These 
articles describe the major economic events of the period, together with a comprehensive 
analysis of monetary, fiscal, external and political actions and their consequences for the 
UK economy. 
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In 1979 Margaret Thatcher came to power in a UK economy with an increasing rate of 
inflation and government spending. To tackle the situation Margaret Thatcher committed 
fiscal and monetary policy to a Medium Term Financial Stability (MTFS) plan, in which 
strict monetary policy was allied to strict control of public spending. The impact of the 
MTFS plan resulted in a reduced rate of inflation in June 1983 (3.7%) remaining around 
4-5% through the mid-1980s. Public spending was successfully restrained throughout the 
1980s and the public deficit was eliminated altogether by the end of the decade. Although 
there was clear improvement in the financial stability of the UK economy in this period, a 
heavy price was paid by the work force with a sharp rise in the unemployment rate in 
1981/82 culminating in three million jobless people by 1983. This high level of 
unemployment continued until mid-1987 when 10.7% of the average labour force was 
unemployed. Taking the 1980s as a whole, the UK unemployment was higher than for 
any other G7 economy. 
The period covering 1979-1992 is also seen as a time characterised by what is 
known as "boom and bust" periods: periods of relative instability, followed by temporary 
economic boom; reduction in inflation and unemployment followed by increase in 
inflation and unemployment, with an inefficient fiscal and monetary policy. The MTFS 
plan adopted by Thatcher's government resulted in "the Lawson Boom" (reference to the 
chancellor of Exchequer in the period, Nigel Lawson). The Lawson Boom over 1986/88 
saw the economy growing at an average rate of 4.5% with consumer spending at a rate of 
6.5%. From mid-1986 to mid-1990 unemployment was reduced from 3.1 million to 1.6 
million. The inflationary consequences of the boom were severe (the inflation rate 
reached 10.9% in the autumn 1990), resulting in another sharp increase in 
unemployment, reduction in economic growth and rise in interest rates to 15% in 1987. 
The monetary policy that worked well in the early 1980s due to strict control on 
monetary aggregates (M3) and the MTFS plan broke down after 1984. The reason given 
by Buxton et al. (1998) is that it was unrealistic to base monetary policy on the control of 
M3 in a era of financial deregulation. Direct restrictions on the financial sector 
(especially banks) established in the 1970s were abolished, making the control of the 
money supply wholly dependent on adjusting short-term interest rates. The lack of 
control of the money supply was not solely responsible for the economic boom. The 1986 
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to 1989 budgets introduced substantial tax rate cuts, with the basic income tax rate 
reduced from 30% to 25%, and the top rate from 60% to 40%. These tax cuts were made 
possible by a short-term improvement in public finances arising from increasing revenue 
(created by the strength of consumer demand). All this encouraged a relaxation in fiscal 
policy. In 1987 a strong depreciation was observed in the world stock markets an event 
known as the Black Monday (the mayhem caused by the NYSE crash on 19`" of 
October). 
With rising inflation, and inefficient monetary and fiscal policy, the government 
decided to join the exchange rate mechanism (ERM) (October 1990). This was an attempt 
to control inflation using the sterling-deutschmark exchange rate bands as a major 
instrument. In the short-term the measure had some effect, reducing the inflation rate to 
4% at the beginning of 1992. The economic boom of the late 1980s helped John Major to 
win a fourth term for the Conservatives. However, his government faced an economic 
crisis that culminated with the UK abandoning the ERM at a cost of 20 billion pounds in 
a failed attempt to defend the pound. The previous mechanism of attaching the pound to 
a 2.95DM under a narrow fluctuation band of 6% proved deadly when in the mid-1992 
Germany raised interest rates to 8.75% to deal with the inflationary pressures created by 
German re-unification. Norman Lamont, the Chancellor of the Exchequer had no 
alternative but to increase interest rates to defend the pound at a time the economy was in 
recession, with unemployment reaching again the 3 million people mark. On September 
the 16th the markets opened with the pound under intense pressure at the bottom of its 
permitted band. In attempting to improve the demand for sterling Lamont and Major 
increased the interest rate from 10% to 12% and then from 12% to 15% in less than 4 
hours. By the end of the day the government announced its withdrawal from the ERM, 
leaving interest rates at 12%. This event is now known as the "Black Wednesday". The 
effects of these events were devastating for the economy in the mid-1990s and 
substantially weakened consumer confidence on Major's government. The rest of the 
Major government was characterised by a return to financial stability with the 
introduction of inflation targets, resulting in an average 2.8% rate of inflation, steady 
economic growth and lower unemployment. Nevertheless, the Conservatives lost the 
1997 general election, to the labour party. 
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The period covering 1997-2001 saw Gordon Brown as the Chancellor of Exchequer. This 
period is marked by low inflation, low unemployment, low interest rates, a 10% rise in 
real income, a decaying manufacturing sector (due to lower global economic growth and 
the high value of sterling), and the existence of a speculative bubble in the world's stock 
markets including the London Stock Exchange. This bubble, known as the `dot. com 
bubble', showed staggering stock market gains for internet firms with little revenue and 
no profits (between 1999-2000 these companies produced a 128% gain, according to the 
NASDAQ index). This period is also characterised by a major geopolitical event: the 
9/11 attacks to the twin towers in New York. 
In summary, the period covered in this research is characterised by high volatility 
in the UK economy, with periods of expansion, recession, stability, and high inflation, 
low and high-unemployment, and inefficient economic policy, finally culminating in a 
period of economic stability (1997-2001). Figure 7.1 shows the time paths of interest 
rates (UK Treasury bill and UK Long term Bond rates), the FTA all share index and 
unemployment. 
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Figure 7.1: Evolution of Interest Rates Stock Returns and Unemployment (1979- 
2001) 
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7.3 - Principal Components and the Kalman Filter Innovations: Analysing the Four 
Sub-Sample Periods 
In this section we analyse four sub-samples (1979-1984,1985-1990,1991-1996, and 
1997-2001) using the same approach adopted in chapter six. That is, the first and second 
principal components are regressed against economic time-series innovations created 
using the Kalman Filter. Using the general-unrestricted-model (GUM) expressed by 
equation (6.9) (derived in chapter 6) the Gets approach is applied in all four sub-samples 
using three criteria to sort stocks (random, market value and beta). Arima innovations 
were not used in this further analysis since using the full sample period (chapter 6) 
suggested that the Kalman Filter produced (at least for the first principal component) 
more consistent results both in terms of economic findings and diagnostic tests. 
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For each sub-sample we investigate: (i) whether different patterns of significance for 
economic variables are observed in explaining the first and second components when 
stock samples are or are not controlled for size and beta (ii) whether the general 
economic conditions for each sub-sample might help to explain the results. Furthermore, 
since economic conditions changes over time we may expect different variables to 
emerge as important explanatory variables for the principal components. That is, as 
economic and social conditions change, so different variables assume importance, and 
stock sensitivities to these variables adjust in consequence. 
7.3.1 - The First Sub-Sample (1979-1984) Results and Analysis 
The 1979-1984 period is characterised by considerable internal economic volatility. 
Margaret Thatcher came to power in 1979 inheriting an increasing rate of inflation and 
public spending from the previous government. To tackle the problem she launched a 
Medium Term Financial Stability Plan (MTFS). The MTFS achieved its targets reducing 
inflation and public spending at a cost of substantial increase in the unemployment rate 
and reduction in economic growth. 
The results for the first and second components are summarised in two distinct 
tables for each sorting criterion (random, market value and beta). In each table, the sign 
and coefficient values of the relevant economic variables selected for the final congruent 
model by the Gets algorithm are reproduced. In addition each table contains a measure of 
the regression goodness-of fit the R2, the ARCH test for volatility up to the fourth lag, 
and an indication of whether a successful encompassing model is found by the Gets 
algorithm. 
7.3.1.1- Random Sort 
Tables 7.2 and 7.3 summarise the Gets results for the first and second principal 
components for the random groups. 
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1) The First Principal Component 
The 1979-1984 period suggests that market return and the dividend yield are the major 
sources of explanation for the first principal component. Market return appears as 
significant variable in all groups and the dividend yield in five of the ten groups. Only 
four extra economic variables are found, apart from dividend yield and market return. 
These variables are commodity prices (positive), money supply (positive), retail price 
index (positive) and retail sales (negative). These additional variables separately appear 
in only one group each. The RZ of the regression results for the fi rst component are very 
high. A final congruent model including market return, dividend yield is capable of 
explaining between 64% to 81% of the variance-covariance relationships summarised by 
the first principal component. The Gets algorithm is fully successful in finding a final 
congruent model. For all ten groups a reduced model encompassing the initial GUM is 
found. Volatility measured by the Arch test is not detected in any of the ten groups. 
II) The Second Principal Component 
In contrast, the second component for random groups appears to have no economic 
explanation. That is, significant economic variables are found for two groups only. For 
one of these groups the Gets algorithm succeeds in eliminating irrelevant explanatory 
variables but finds no final encompassing model. The other (group 6) has a weak 
economic explanation for the second component which is related to the term structure 
(negative). For all the remaining groups the GUM is insignificant. It could be case that 
the second principal component may be picking up sample-specific effects that is 
unrelated to economic events, with a general lack of economic explanation for this 
component for this particular sub-sample. 
7.3.1.2 - Market Capitalisation Sort 
Next, in tables 7.4 and 7.5 we present the results for the 1979-1984 period for groups 
formed according to market value. That is, group one is formed from companies showing 
the highest market values and group ten contains companies with the smallest market 
values. 
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I) First Principal Component 
The results for the size sort do not differ substantially from those of the random sort 
(market return and the dividend yield are still the major source of explanation for the first 
principal component). However, sorting stocks by market size appears to have induced 
some changes in the combination of dividend yield and market return. While for the 
random sort the pair of explanatory variables when together do not follow any specific 
pattern (they appear randomly across groups), for the market capitalisation sort the two 
variables are sequentially found in the first five groups. The first five groups are those 
containing the largest companies by market value. The significance of the dividend yield 
disappears from groups six to nine, and appears again together with market return in 
group ten (ten containing the smallest companies by market value). 
Clare and Thomas (1994), in testing of the CAPM and APT for the UK, find 
indications that a size ordering does not provide evidence for a `small-firm effect'. 
Rather, for the 1983-1990 period, they find that large companies outperform small 
companies. The same is true in the results reported for this sub-sample, as can be seen 
from figure 7.2, where, if anything, the average group return tends to decrease as market 
capitalisation decreases. This is a size effect but it is a reverse of the `small-firm effect'. 
Figure 7.2: Average Returns for Groups Ordered by Market Value (1979-1984) 
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This result might be seen as a first indication that size may change the way that economic 
variables explain the first principal component. Although the dominant effect is basically 
the same for random and size groupings (the first component is predominantly explained 
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by dividend yield and market return), the secondary effect induced by size cannot be 
ignored. Indications of perturbations induced by market value in the first component can 
also be noted in the regressions RZ values, which show a tendency to decrease when 
moving from groups containing companies with large market values to groups containing 
companies with small market values. Specifically, for group one (largest market value) 
dividend yield (negative), and market return (positive) are capable of explaining 80% of 
the variance-covariance relationship summarised in the first principal component, while 
for group ten (smallest market value) RZ is reduced to 57.8%. It would have been nice to 
see a size effect in a distinct second component, rather than as a perturbation of the first 
component, but unfortunately it appears not be the case for this sub-sample. 
Other relevant economic variables are also found to be related to the first 
component, commodity price (positive in two groups), default risk (negative in one 
group), exchange rate (negative in one group), retail price index (positive in one group), 
and retail sales (negative in one group). Again, these findings appear to be more sample- 
specific than indicating any real economic significance. 
An Arch effect is detected in two groups (one and four), for these two groups the 
economic explanations are not sufficient to explain the first component since part of the 
variability in these groups is explained by some unidentified source of volatility. 
Finally, for the first principal component Gets algorithm again managed to find a 
final model encompassing the original GUM for all ten market capitalisation groups. 
11) The Second Principal Component 
The market value results for the second component are effectively the same as for the 
random sort. That is, in general no economic variables are found to be relevant in 
explaining the second principal component. However, a slight improvement can be seen 
for market capitalisation groups in terms of the number of times that the Gets approach 
succeeds in finding a final congruent model. For random groups no final model is found, 
for the most while for market capital isation a final encompassing model is found for three 
groups. The explanatory variables found for these three groups are: default risk 
(negative), dividend yield (negative), consumer confidence (positive), commodity price 
(negative), and term structure (negative). Commodity price was also found to be 
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positively related to the first component (in a different group) but changed sign 
(becoming negative) when related to the second component. Nevertheless these results 
for the second principal component do not seem to show a systematic effect and are likely 
to reflect sample-specific random outcomes for this component. 
7.3.1.3 - Beta Sort 
Next we present the results for the beta sort. Beta groups are formed according beta 
values provided by the LSPD, with the first group containing stocks with smallest betas. 
As singled out in section 7.1 the reason for sorting beta is to check whether beta can be 
used as a proxy for size. If the results of the beta sort are very similar to those of the 
market value sort then beta may simply be a proxy for size. However, if the results are 
different this means that beta has a separate effect that is not related to size. As Fama and 
French (1992) assert: "we show that when common stock portfolios are formed on size 
alone, there seems to be evidence for the CAPM central prediction: average return is 
positively related to beta. The betas of size portfolios, are however, almost perfectly 
correlated with size, so tests on size portfolios are unable to disentangle beta and size 
effects in average returns. Allowing for variation in beta that is unrelated to size breaks 
the logjam, but at the expense of beta. Thus, when we subdivide size portfolios on the 
basis of pre-ranking betas we find a strong relation between average returns and size, but 
no relation between average return and beta" (p. 432). The Gets results for the first and 
second principal components are summarised in tables 7.5 and 7.6. 
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I) First Principal Component 
Figures from table 7.5 suggest that the beta sort deliver basically the same results that 
were observed for the random and market value sorts. The first principal component is 
basically explained by market return and dividend yield. The pair of explanatory 
variables appears consistently in groups containing bigger betas. If size and beta are 
proxies and if size and beta are negatively correlated then dividend yield should be 
related to large companies and low betas. However, results from tables 7.3 and 7.5 show 
that dividend yield is related to high market value companies and high betas. These 
contrasting results therefore suggest that beta and market value are not perfect proxies. 
As Fama and French (1992) have argued, beta and size effects cannot be 
separated if size portfolios are not pre-ranked by beta. In other words, in order to observe 
distinct size and beta effects we need a simultaneous market value-beta sort. 
Unfortunately this is not possible in this research because there are too few stocks in the 
sample under investigation. Although the pattern of economic variables is an alternative 
check on whether market value and beta effects are separate we cannot clearly say what is 
a size effect and what is a beta effect. 
Figure 7.3 plots the average returns for stocks sorted by beta for the 1979-1984 
period. It can be seen that group I (lowest beta) and group 10 (highest beta) have a 
similar level of average return, and that this is different from figure 7.2 in which average 
returns tend to decrease from high to low market value groups. Average returns do not 
appear to increase when moving from low beta to high beta groups and the line seems 
quite flat if groups 5 and 6 are removed from the plot. Thus comparison of figures 7.2 and 
7.3 seems to suggest that high betas are not equivalent to high market values. There is 
further confirmation of this. The negative correlation between size and beta (table 2.1 in 
chapter 2) is strong but not hugely strong. Furthermore, high market values, low betas 
and high betas are all associated with similar average returns, suggesting that size and 
beta capture different things. These results appear to confirm the argument of Fama and 
French (1992) about the difficulty of identifying separate size and beta effects when 
stocks are not simultaneously sorted by market value and beta. 
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Figure 7.3: Average Returns for Groups Ordered by Beta (1979-1984) 
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Returning to table 7.5 the resemblance with the two previous sorting criteria (random and 
market value) can also be seen in the number of extra significant variables only four 
economic variables are found and these are all in different groups. 
The Gets approach is also successful in finding a final congruent model. For all 
ten beta groups the Gets algorithm manages to find a final parsimonious model 
encompassing the initial GUM. Volatility is not a problem for the beta sort since for all 
groups no Arch effects were found. 
11) The Second Principal Component 
The results for the second principal component for the beta sort identify more economic 
variables than those for the random and market capitalisation sorts but still with no 
obvious pattern. For the beta sort half of the ten groups have some economic explanation 
for the second principal component. The Gets algorithm manages to find four final 
encompassing models and one model where the irrelevant variables are eliminated (when 
this happens it means that the Gets approach is capable of eliminating the irrelevant 
variables, but is not able to find a final congruent model, implying that both the GUM 
and final model are not exact models for explaining the component under scrutiny). 
Nevertheless, for four beta groups the second principal component is related to economic 
variables and these variables are dividend yield (negative in one group), consumer 
confidence (positive in one group), commodity price (negative in one group), exchange 
0 
0/ 0 4.76% 1.77' 
0 
. 31 °k 
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rate (positive in one group, and negative in another), gold prices (negative in one group), 
term structure (negative in one group), and unemployment (negative in one group). Retail 
price index (positive) and retail sales (positive) are found in group six, but for this group 
the Gets algorithm only succeed in eliminating irrelevant variables. 
The findings for the beta sort that the second principal component for the 1979- 
1984 period is explained by more variables than for the size sort appears to be in line with 
Clare and Thomas (1994). When testing the APT in the UK, they find a substantial 
number of economic sources of risk when portfolios are sorted by beta, but that only two 
factors are priced when portfolios are sorted by market value. In their on words: `our 
evidence suggests that the use of beta sorting reveals more macro-economic factors than 
the more conventional size sorting' (p. 326). 
7.3.2 - The Second Sub-Sample (1985-1990) Results and Analysis 
The 1985-1990 period is characterised by events such as the `Lawson Boom', the 1986 
reforms of the London Stock Exchange know as the "Big Bang", a big fall in world oil 
prices, and a big fall in the world stock markets led by what is known the "Black 
Monday" (NYSE crash in 19th of October 1987). 
The analysis of the second sub-sample follows the same framework as for the first 
sub-sample. The Gets results for the first and second principal components are 
summarised in separate tables for each of the sorting criteria. Again, the aim is to identify 
different patterns of significance for economic variables when grouping is or is not 
controlled by size and beta. 
7.3.2.1 - Random Sort 
The Gets results for the first and second principal components using the random sort are 
summarised in tables 7.7 and 7.8. 
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1) The First Principal Component 
The 1985-1990 period shows a substantial increase in the importance of dividend yield as 
explanatory variable for the first principal component. For all random groups market 
return (positive) and dividend yield (negative) are the major sources of explanation (as a 
reminder, for the first sub-sample dividend yield appeared in only five of the ten groups). 
Another noticeable difference between the first and the second sub-samples is the number 
of additional variables (other than market return and dividend yield) related to the first 
principal component. These variables are: consumer confidence (positive in one group), 
commodity price (positive in one group), exchange rate (positive in three groups), oil 
prices (negative in one group), retail price index (positive in one group), term structure 
(positive in one group) and unemployment (negative in two groups). Take into 
consideration the economic conditions of this period is interesting to note that some of 
these economic variables appear to be sample-related. The 1985-1990 period is mainly 
characterised by boom and bust periods: high economic growth, low interest rates, low 
unemployment followed by recession, high unemployment and interest rates. Some of 
these conditions are suggest by term structure, unemployment and retail price index, 
which emerge as explanatory variables in this sub-sample. As hypothesised at the 
beginning of section 7.3, different economic explanations for the principal components 
should be expected when economic conditions change over time and this appears to 
happen in this sub-sample. 
The regression RZ values increase for the second sub-sample; with an average 
value of 85% (for the first sub-sample the average value was around 73%). Volatility in 
the residuals (measured by the Arch test) is not found in any of the random groups. The 
Gets algorithm succeeds in finding final encompassing model for eight of the ten groups. 
For two groups (4 and 10) the Gets approach only manages to eliminate irrelevant 
variables. 
II) The Second Principal Component 
Perhaps the major difference between the first and second sub-samples is the appearance 
of a significant second principal component for the random sort. This second principal 
component emerges in four of the ten groups and is largely explained by dividend yield 
276 
(negative) and market return (negative). This result suggests that although market return 
and dividend yield are consistently identified for the first principal component some of 
the residual importance of these variables is being picked by the second principal 
component with market return changing its sign (becoming negatively related to the 
second component). The existence of a second principal component related to economic 
variables is reinforced by R2 statistics between 12% and 30% (for groups where market 
return and dividend yield are present). The size of these RZ are remarkable, given that for 
the first sub-sample practically no economic explanation could be given for the second 
principal component. 
Other economic variables are also found as important in explaining the second 
principal component: industrial production (positive in one group), money supply 
(negative in one group), oil prices (negative in one group), retail price index (negative in 
one group), retail sales (negative in one group), and unemployment (negative in one 
group). 
Finally, the existence of economic explanations for the second principal 
component is emphasised by the number of times in which the Gets approach 
successfully finds a final congruent model (six out of the ten groups). The question now 
to raise is how far these results change when stocks are sorted by market value. 
7.3.2.2 - Market Capitalisation Sort 
Tables 7.9 and 7.10 summarise the Gets results for the first and second principal 
components when stocks are sorted by market value. 
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1) The First Principal Component 
The results for the market capitalisation sort for the 1985-1990 period continue to suggest 
that, as observed for the random sort, the first principal component is mainly explained 
by dividend yield and market return. The number of additional economic variables is 
substantially smaller than the number found for random groups. These variables are 
exchange rate (positive), industrial production (positive), and money supply (negative). 
As was the case for random groups, the R2 statistics for market capitalisation are larger 
in the second sub-sample than in the first. That is, the percentage of the first principal 
component explained by economic variables increased to an average RZ of 81 % (for the 
first sample the average value is 68% for market capitalisation). 
An influence from firm size seems to appear in the dividend and market return 
coefficients as well as in the goodness-of-fit measure (R2) for the regression results. 
There is a tendency for both market return coefficients and R2 values to reduce as market 
capitalisation decreases. Furthermore, unlike the first sub-sample, this phenomenon now 
can also be observed for the dividend yield coefficients. Figures 7.4 and 7.5 illustrate 
these findings. 
It would be nice to have indistinguishable first component results for all 
groupings, leaving differences between random, size and beta to be captured by different 
results for the second component. However, we obtain different results for the random 
and market value sorts for the first principal component. This may suggest that the second 
component is not clearly picking up a firm size effect. Rather it appears that the influence 
of the firm size runs through both components. 
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Figure 7.4: Market Returns and Dividend Yield Coefficients for the 1" Principal 
Component-Random and the Market Capitalisation Sorting Criterion-(1985-1990) 
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The top lines in figure 7.4 depict the market return coefficients for random and market 
capitalisation groups. The random sort line is quite flat in contrast with a decreasing 
market capitalisation line moving from group one to group ten. The same pattern is 
observed for the lower lines that depict the dividend yield coefficients. That is, the line 
representing the results for the random sort seems to show approximately equal 
coefficients, while the line representing the dividend yield results for market 
capitalisation shows generally declining coefficients from group one (high market value) 
to group ten (low market value). The same pattern can be seen for R2 in figure 7.5, 
where it is evident for the market capitalisation sort but not for the random sort. 
281 
123456789 10 
Groups 
--*- DYMKTCAP --f- MRMKTCAP 
-}- DYRANDOM --*- MRRANDOM 
Figure 7.5: Regressions R2 for the 1st Principal Component-Random and the 
Market Capitalisation Sorting Criterion (1985-1990) 
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Arch effects are generally absent, although they are detected for one group (group 6). The 
Gets algorithm successfully manages to find final congruent models encompassing the 
initial GUM for all ten market capitalisation groups. 
11) The Second Component 
The results for the second principal component for this second sub-sample appear to 
indicate that sorting stocks by market capitalisation removes the systematic effects in the 
second principal component that were found for the random sort. That is, explanation of 
the second component by dividend yield (negative) and market return (negative) virtually 
vanishes when using a size sort, since dividend yield and market return are only present 
in one group. The number and variety of economic variables explaining this second 
component basically suggests sample-specific noise compared to the systematic results 
for the second principal component for random groups. A total of eight different 
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economic innovations are picked up for the second component using the market 
capitalisation sort. These variables are consumer confidence (positive in one group, and 
negative in another), default risk (positive), exchange rate (negative), gold price 
(positive), oil price (positive in two groups), retail sales (negative), and term structure 
(negative in two groups). These results for the second component when sorting by market 
value appear to indicate that although the size sort seems capable of removing systematic 
effects for the second component, it is not strong enough to influence the randomness 
attached to this component (it seems to be explained by all sorts of economic variables). 
This result suggest that size helps to explain returns, but in rather subtle ways. The Gets 
algorithm successfully manages to find final encompassing models in eight of the ten 
market capital isation groups. Next we present the results for the beta sort. 
7.3.2.3 - Beta Sort 
Tables 7.11 and 7.12 summarise the Gets results for the first and second principal 
components using the beta sorting criterion. Group I contains companies with the 
smallest betas, and group 10 contains companies with the largest. As was the case for the 
first sub-sample, the major issue to be investigated in this section is whether the beta sort 
delivers the same kind of results as those from the market capitalisation sort. If the results 
are similar, beta may be seen as a proxy for size. On the other hand, if the results are 
different, the principal components should be reflecting an influence of beta that is not 
related to size. Of course the allocation of separate specific effects to size and beta groups 
is not possible within this design since stocks were not simultaneously sorted by beta and 
market value. 
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1) The First Principal Component 
The results for the beta sort for the 1985-1990 period summarised in tables 7.11 and 7.12 
corroborate some of the previous findings for the random and market capitalisation sorts. 
The first principal component is mainly explained by dividend yield (negative), and 
market return (positive), with a few other economic variables being significant. The other 
variables are: commodity price (positive), exchange rate (positive), oil price (negative), 
retail price index (positive), term structure (positive in two groups), and unemployment 
(negative in two groups). Interestingly the results for the beta sort are much closer to the 
random sort than those for market capitalisation, in terms of the additional variables other 
than market return and dividend yield. In particular all the six economic variables listed 
above were also found in random groups but not in market capitalisation groups. 
Furthermore, dividend yield and market return appears in all ten groups for both the 
random and beta sorts but not for market capitalisation. 
An effect reflecting the correlation between beta and market value appears to be 
captured by the market return and dividend yield coefficients. That is, there exists a 
tendency for the coefficient values of both market return and dividend yield to increase, 
when moving from low to high beta groups. The same path is weakly picked up in the R2 
(see figures 7.6 and 7.7) values. 
It is important to point out that the results for the beta sort for this second sub- 
sample suggest two contrasting directions. First, the results are in general very similar to 
those from the random sort. Second, the apparent influence of firm size, as captured by 
the coefficients for market return and dividend yield for the beta sort, is closer to the 
market value results. Although stocks are not simultaneously sorted by market value and 
beta, so that their separate effects cannot be clearly distinguished, it nevertheless seams 
that beta may not be a proxy for size. Furthermore, this is an indication that there maybe 
separate size and beta effects. Even if size and beta are proxies for each other, they are 
imperfect proxies. 
Volatility measured by the Arch test is just detected in one group, consequently 
the assumption of residuals variance being constant is maintained and the linearity of the 
relation between principal components and economic variables is supported. The Gets 
algorithm succeeds in finding final congruent models for the first principal component in 
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nine of the ten groups. Figures 7.6 and 7.7 depict the cross-group relative magnitude of 
the market return and dividend yield regression coefficients, and R2 for the I" principal 
component (all sorting criteria). 
Figure 7.6: Market Return and Dividend Yield Coefficients for the 1st Principal 
Component for All Sorting Criteria- (1985-1990) 
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In figure 7.6 the top lines depict market return coefficients while the bottom lines depict 
dividend yield coefficients. It can be seen that for market return coefficients the line 
representing market capitalisation decreases from group I to 10 (high to low market 
value), while the line representing the beta sort increases (low betas to high betas). The 
line representing the random sort suggests approximately equal coefficients for both the 
dividend yield and market return. 
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Figure 7.7: Regressions R2 for the 1st Principal Component All Sorting Criteria- 
(1985-1990) 
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Figure 7.7 shows variation in R2 across all groups for the first component. There is a 
systematic effect that appears to be stronger for market capitalisation than for beta, 
moving from groups 1 to 10. 
II) The Second Principal Component 
The systematic pattern of explanatory variables that was found for the random sort again 
disappears for the beta sort. Market return is not detected in any of the beta groups for the 
second principal component, while dividend yield is found for just one group. A total of 
seven different economic variables is found to explain the second component, again 
suggesting sample-specific noise rather than a systematic explanation for the beta sort. 
These seven explanatory variables suggest that the beta sort is not really distinguishable 
from either the random or the market value sorts. That is, for the seven economic 
variables found as explanatory variables for the second principal component using the 
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beta sort, five were also found for the random sort (dividend yield, money supply, oil 
prices, retail price index, and unemployment), while five were also found for market 
capitalisation (dividend yield, exchange rate, oil prices, retail sales, and term structure). 
Overall, it can be said for this second sub-sample that the first component is mainly 
explained by dividend yield and market return with the significance of the two variables 
increasing their importance for groups containing high market values or high betas. 
Regarding the second principal component, perhaps the most important result found for 
this period is that a systematic pattern of significant economic variables is observed for 
the random sort. This systematic effect occurs through dividend yield (negative) and 
market return (negative). This effect seems to disappear when stocks are sorted by beta, 
just as it did when they were sorted by size. For both market capitalisation and beta 
groups it seems that the second principal component is more random in nature, various 
significant economic variables are found but no overall explanatory pattern is evident. 
Thus, it appears that there are effects arising from size and/or beta but that the effects are 
likely to be confounded by the correlation between market value and beta. 
7.3.3 - The Third Sub-Sample (1991-1996) Results and Analysis 
The 1991-1996 sub-sample can be divided into two periods. One period there is 
characterised by high inflation, high interest rates, high unemployment and a disastrous 
external economy policy amplified by participation in the Exchange Rate Mechanism 
(ERM), followed by exit and strong depreciation of the pound. After 1993, there are low 
interest rates, steady economic growth, return to financial stability with the introduction 
of inflation targets, resulting in an average 2.8 percent rate of inflation, and low 
unemployment. This third sub-sample can be also characterised by bullish stock markets 
and the Gulf-War. Following the same procedures adopted for the two previous sub- 
samples, the analysis of this third sub-sample is based on tables summarising the Gets 
regression results for the first and second components for all three sorting criteria 
(random, market value and beta). 
7.3.3.1 - Random Sort 
Tables 7.13 and 7.14 reproduce the major results for the first and second principal 
components using the random sorting criterion. 
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1) The First Principal Component 
Comparing the third-sample results against the two previous sub-samples, it is clear that 
market return and dividend yield still appear in the majority of the random groups with 
significant explanatory power, but that a number of other variables are also important. 
Two of these variables appear in four random groups: commodity price (positive) and 
unemployment (positive). Other significant variables are: consumer confidence (positive 
in three groups), default risk (negative in two groups), oil prices (positive in two groups), 
and term structure (positive in two groups). 
Economic variables evidently vary in their significance in relation to the principal 
components across different time periods. For example, unemployment is identified in the 
second sub-sample as having a negative relation with the first principal component. In 
this third sub-sample unemployment shows a positive sign. This type of behaviour 
suggests that different variables may produce different signals that are interpreted by 
markets according their expectations about current economy-wide conditions. This 
change of sign is also observed by Farber and Hallock (1999) and Boyd, Hu and 
Jagannathan (2005). In particular, Boyd et al. (2005) investigate the relation between 
unemployment and stock returns in the US market, basing their explanation for the 
relation between the two variables on the economic conditions during an expansion or 
contraction of the labour market. Therefore, if the economy is in expansion, rising 
unemployment is seen by markets as good news for stocks while for periods of recession 
it is seen as bad news. This is because unemployment news usually contains two types of 
information for valuing stocks: information about future interest rates and information 
about future corporate earnings and dividends. A rise in unemployment could imply a 
decline in interest rates which is good news for stocks, but could also imply a decline in 
future corporate earnings and dividends, consequently bad news for stocks. Therefore, if 
the economy is in expansion, a rise in unemployment followed by a reduction in interest 
rates would imply a positive relation between stocks returns and unemployment. If the 
economy is in recession a rise in unemployment could cause companies to lose profits 
and the impact on stock returns is negative. 
Another noticeable result obtained for this sub-sample is that more variables are 
significant for this sub-period than the preceding sub-samples. Commodity price is a clear 
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example, appearing positively related in four groups. Gorton and Rouwenhorst (2004) 
investigate the relations of commodity indexes (used to measure the performance of 
commodity futures) and a group of different classes of assets (including stock returns) 
plus inflation in the US, UK and Japan. They find that for monthly returns commodities 
and stock returns are positively correlated, but for longer periods (quarterly, annually) the 
relation is negative. The relation picked up by the first principal component seems to be 
in line with Gorton and Rouwenhorst (2004) with commodity prices being positively 
related to the first component (which is extracted using monthly stock returns). 
Going back to the results for the first principal component in table 7.13, the R2 
for the first principal component shows some variability with values between 41% and 
82%. The Arch test shows no evidence that volatility affects the results for the first 
principal component. The Gets algorithm performs well, finding final encompassing 
models for all ten random groups. 
11) The Second Principal Component 
The results for the second principal component for the 1991-1996 period indicate the 
existence of systematic determinants for the second component for the random sort. The 
second component for this sub-sample is different from that found for the second sub- 
sample, being determined by market return and consumer confidence. These two 
explanatory variables systematically appear with mixed signs. Market return and 
consumer confidence do not always keep the same sign, although they always have 
opposite signs. In the seven groups where the two variables are statistically significant, 
when market return is positive consumer confidence is negative and when consumer 
confidence is positive market return is negative. 
Consumer confidence indicators are usually constructed by asking individuals for 
their perceptions about the future of their financial position, the economic situation, the 
level of unemployment, and their intention to save in the next twelve months. In 
particular, the UK consumer confidence indicator is a composite of expectations of the 
general economic situation and household financial position, perceptions of how these 
have changed over the last twelve months and views on major household purchases. The 
volatile situation of the UK economy may indicate why consumer confidence appears to 
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be particularly important in this sub-sample. As mentioned at the beginning of this 
section, this sub-sample can be divided into two periods. One period attached to constant 
bad news for the economy such as high interest rates, high unemployment, disastrous exit 
of the ERM, falling house prices, negative housing equity all together contributing to a 
weakened consumer confidence. On the other hand, after this turmoil the last period is 
characterised by economic stability and a bullish stock market. The ups and downs in the 
mood of individuals suggestively appears to be depicted in the figure 7.10 that plots the 
level of consumer confidence between 1991 and 1996 
Figure 7.8: Consumer Confidence Level (1991-1996) 
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Otoo (1999) demonstrates that for the US, high stock returns can lead to an increase in 
consumer confidence for two reasons. First, high stock returns mean higher wealth, 
therefore boosting consumer confidence. Second, high stock returns are a leading 
indicator of rising income since stock markets are a leading indicator of the economy. 
This `leading indicator' property of stock returns provides a channel through which stock 
returns may influence the behaviour of consumers and investors, regardless of whether 
they have a direct stake in the stock market or not. This positive relationship between 
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consumer confidence and stock returns is weakly reflected in the results for the first 
principal component and is in line with the findings of Jansen and Nahuis (2003), who 
investigate the relationship between stock markets and consumer confidence in eleven 
European countries (including the UK) over the years 1986-2001. Overall Jansen and 
Nahuis find that the short-run relationship (two weeks or one month) between stock 
returns and consumer confidence is positive. The authors also test explanations for the 
relationship between stock returns and consumer confidence in European stock markets. 
After disaggregating the consumer confidence index into four sub-indices (two based on 
expectations regarding personal finances, and two on expectations about future economic 
conditions) Jansen and Nahuis investigate whether wealth effects on personal finances or 
economic expectations are more important. They find that expectations about the general 
economic situation in the next 12 months display strong positive correlations with stock 
markets for nine of the eleven countries in the sample (the UK is among the nine 
countries). 
Fisher and Statman (2002) find a positive relationship between S&P 500 Index 
returns and changes in consumer confidence. This relationship is particular strong for 
changes in the expectations component of consumer confidence. The authors also find a 
negative relation between consumer confidence and stock returns. In particular they find 
that the relationship is negative between the level of consumer confidence in one month 
and the future stock returns in the following month for the NASDAQ but not for the S&P 
500 Index. Therefore, it could be the case that the second principal component is picking 
up changes in the UK investor expectations for the stock market in the near future. The 
significance of consumer confidence in explaining the variability of stock returns is 
reflected in the R2 values for the regression results. In the seven groups for which both 
market return and consumer confidence are significant, RZ has an average value of 24%, 
which is substantially higher than for most other second component regressions across 
the four sub-samples. Next we present the results for the market capitalisation sort. 
7.3.3.2 - Market Capitalisation Sort 
Tables 7.15 and 7.16 below report the Gets results for the first and second principal 
components using market capitalisation sorting criterion. 
295 
c 
e 0 
ca 
0 
"r 
C 
E 
.r 
C 
O 
E 
O 
U 
a. 
C 
i. 
N 
rl 
C' 
C' 
E 
. ýi 
L 
M 
.r 
NE 
N U 
cl F 
. r: 
L 
00 C_ 
O 
O 
CC 
"r 
. 
ý1 
ai 
CC 
. L' r. + 
1. bo Z 12 
äU 
r ,. w~ 
0 CM U 
4) > 
y 
4111 
c 
uvi 
CC 
LY 
4) 
Ö 
ýj "ý 
Q 
0wÜ 
0p. r- 
-a 4) 
(n OZ 
Z. 2 0) 
rI -00 0 
yý Cpy=! 
+0 
. 1111 
rR CD 
0C0ö 
0' 
CE 
a ý' 
ed 
w ä 
OH 
II "- d 
WýÜ 
-. 0 
*I ö 
O 
oCZ r 
t"9 
0 
a 
aý 40 .c Yrý 
0 
O 
I 
"C 
. 
bNA 
" 
w 
bQ 
eý 
0 
h 
ON N 
y 
O 
"r 
O 
C 
C 
0-4 
C 
C9 
E 
as 
ao c 
Gn 
C 
O 
E 
O 
a 
fr 
CIA 
O. ' 
rl 
rl 
ON 
rl 
ä 
E 
I- 
4w 
r.. 
N 
"C L 
Z, 
"r 
ec 
"r r. + 
C 
C 
C 
"r 
.H 
"rý 
w 
L 
YýCAS 
C 
C'C 
V z z > .m z z 
'm 
ä z ä 
ý ä 
ý 
ä 
Q R 
O 
h 
O O O O O , 
00 N N Ö ~ O r 
0 
N 
C) 
U 
Q ö 
H 
ö  
0-4 
ä ö 
ö 
a _ M 00 00 O 1 O 
a ä ä 4 4 
Ü ö 
. 
o ;ý 00 
7ö ý? 0 
Ö 
W 0 
n ei 1. w° 
M 
U 
O 
öIý4 
bU 
k 
II 
tY 
W 
Uv 
U 
aý 
0 
ö. 
II 
N 
}N-. 
II 
UN 
'ti 
U 
U 
U 
O 
a 
N 
0 
C 
Q. 
lý 
H 
"Cy 
C 
9 
c 
ii 
0 J 
to a .y 
a E 
8 
C 
N 
0 
N 
a 
h 
O 
C 
w O 
w° 
m 0 
ö WU 
> 
"H 
01) lCý 
"aJ 
"N 
r. + y 
4i « 
CZ d E .ý o U* 
IO 
a. 
'. ö 
U 
N 
U 
. t5 
10 
aV 
U .C oS 
o 
ö 
*o Z 
"N 
"y V-i 
*ý Ö 
ö 
(A f+ 
y 
Ö 
cd 
U 
j 
. 
OCyA 
* 
* 
GG 
V'1 
I- 
(-4 
1) The First Principal Component 
Compared to the random sort when stocks are sorted by market value, the results from 
tables 7.15 and 7.16 indicate substantial changes in the number and significance of 
economic variables found to explain the first and second principal components. The first 
principal component for market capitalisation groups is mainly composed of market 
return (positive), dividend yield (negative), consumer confidence (positive), and 
unemployment (positive). Compared to the random sort the number of significant 
economic variables is substantially reduced. Other than market return and dividend yield 
additional significant variables are consumer confidence (positive in six groups), 
unemployment (positive in four groups), commodity price (positive in two groups), 
default risk (negative in one group) and gold price (positive in one group). Indications of 
a size effect can be seen in the market return coefficients that show the same decreasing 
pattern that was observed for the first and second sub-samples, moving from high to low 
market value groups. 
Dividend yield and consumer confidence share in equal portions their importance 
in explaining the first principal component (both variables are detected in six groups), 
and both appear to be linked to groups containing stocks with low market values. In 
particular, consumer confidence is significant for groups 5 to 10. The stock market in this 
sub-sample is a bull market and it may be that small stocks are uniquely affected by 
consumer confidence in such a market. Fisher and Statman (2002) show that consumer 
confidence rises and falls with the sentiment of individual investors. In other words, an 
increase in consumer confidence is accompanied by a significant (statistically) increase in 
the bullishness of individual investors. It could be the case that in this sub-sample 
individual investors follow small stocks more closely than they follow large stocks, and 
that their sentiments are reflected in the positive relation captured by the first component 
between size and consumer confidence. These findings differ from those of Fisher and 
Statman (2002) who find a negative relationship between stocks with low market values 
and consumer confidence in the US. The relationship we find is positive. 
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H) The Second Principal Component 
The results for the second principal component indicate that all the economic significance 
of the consumer confidence is picked up by the first principal component where 
consumer confidence is positive and appears to be related to groups with low market 
value. For the second component its economic significance almost disappears, being 
found in just one group (for which the Gets algorithm only succeeding in eliminating 
irrelevant variables). This is a very important result, since it appears to confirm the 
hypothesis that different groups of economic variables are detected according to the way 
stocks are sorted. Specifically, compared to the random sort, grouping stocks by market 
value resulted in complete disappearance of the explanatory power of market return and 
consumer confidence for the second principal component. Hence it seems that when size 
is controlled for the impact market return and consumer confidence on the second 
component disappears. Furthermore, the results for the second principal component for 
market capitalisation suggest that no specific pattern of economic variables is 
identifiable, with nine economic variables showing statistical significance across six 
groups. These variables are dividend yield, market return, consumer confidence, 
commodity prices, exchange rate, money supply, retail price index, retail sales and 
unemployment. Next we present the results for the beta sort. 
7.3.3.3 - Beta Sort 
Tables 7.17 and 7.18 summarise the Gets results for the 1991-1996 period using the beta 
sorting criterion. 
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Table 7.17: Gets Results 3Id Sub-Sample (1991-1996) for the 1St Principal Component Using the Kalman Filter Innovations and 
the Beta Sorting Criterion 
GROUPS C DY MR CF CP DR ER GP IP 'S OP RPI RS TS UNP R ARCH GETS 
1 Low Beta -0.949'0 - 0.722'" - 0 425' 0.360 0 274 Yes 
2 1670** 0.613" - 
P 
0 440 0 814 Yes 
3 1947** 0 630"" 0 537 0 889 Yes 
4 -0.368"'" -0.870"" 1.652"" 0.362' - -0.657"" 0 651 0 625 0 685 No 
5 - 2 473'" - - - 0 626 0 585 Yes 
6 -0.999*" 2.274"" - - - - 0.680 0.587 Yes 
7 -0595" 2 8230" 0 714"" 0424"" 0.795 0 264 Yes 
8 -0 848" 2.440** 0 683 0 166 Yes 
9 -1.210"" 2501"" 0.747'" 1.487' - - - 0.526"" 0.775 0.005 Yes 
1 Hi h Beta) -0.991*0 2.6800" . 0473""" 0.709 0.042 No 
C---constant DY=dividend Yield, MR=market return, CF=consumer confidence, CP-commodity prices, DR=default risk, ER=exchange rate, GP=gold prices, IP= industrial 
production, MS=money supply, OP=oil prices, RPI=retail price index, RS retail sales, TS=term structure, UMP=unemployment. ARCH=Arch test for volatility up to lag four, 
GETS: YES=Gets successfully find a final encompassing model, NO= Gets eliminates irrelevant variables but no superior encompassing model is found, and NO*= the GUM is 
insignificant and no economic explanation can be found for the principal component for that group. The values for ARCH test are the probabilities of no Arch effects, so values 
below 0.10 (in bold) implies the existence of Arch effects. **Indicates significant at 1%, *significant at 501a, and ***significant at 10°/a 
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I) The First Principal Component 
We might expect the results for the beta sort for both the first and second principal 
components to be close to the results obtained for the market capitalisation sort because 
there is a negative correlation between beta and market value. The consumer confidence 
results might therefore look like the results for market capitalisation for the first 
component. In other words if size is a proxy for beta (or vice-versa) we would expect the 
results for beta and market capitalisation to be similar to each other. Thus, the aim of 
using the beta sort is to find whether effects for beta and market value are consistent. If 
they do not have the same sort of results, beta and size effects may have different 
economic underpinnings. 
The first principal component is mainly explained by dividend yield and market 
return, but consumer confidence is also found for groups with low betas (groups one to 
four). Since beta and size are negatively correlated we would expect consumer 
confidence to be related to high beta groups since consumer confidence is related to low 
market value groups. However, this seems not to be happening here, with low beta groups 
capturing the significance of consumer confidence in explaining the first principal 
component. The results for tables 7.14 and 7.16 would appear to suggest that beta and 
market value should be positively correlated if they are proxies for each other. But they 
are negatively correlated (table 2.1) and so the beta and market value results are 
inconsistent with each other, suggesting that beta and size effects are distinct from each 
other. 
11) The Second Principal Component 
The results for the first principal component suggest that size and beta have separate 
effects on stock returns. We therefore expect different results for market capitalisation 
and beta sorts with respect to the second principal component also. If the effects of beta 
and size on stock returns are similar, the results of the beta sort for the second principal 
component should be similar to the results obtained for the market capitalisation sort. 
Jagannathan and Wang (1996) show that a size variable becomes unimportant 
when they `correctly' estimate beta in a conditional model, raising the issue of what it is 
that `size' really represents. We find that whereas sorting stocks by size changes the 
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results quite markedly from the random sort, sorting by beta does not. That is, while for 
market value groups no systematic explanation could be given to the second component, 
both random and beta sorts found a second principal component related to market return 
and consumer confidence. This means that sorting stocks by market value removes the 
economic explanation of the second component for the random and beta sorts suggesting 
that: (a) there is a size effect in stocks for this sub-sample and that beta is not a general 
proxy for size; (b) there may be to be some general correspondence (not perfect) between 
the first component results for beta and random groups, and even closer correspondence 
for the second component; (c) size effects may be related to consumer confidence, for 
this sub-sample. Other than market return and consumer confidence, dividend yield, 
exchange rate, gold prices and unemployment are also found as sources of explanation 
for the second component for beta groups. 
It appears that for the 1991-1996 period something special is happening. The 
results for random, market capitalisation and beta sorts suggest that the economic 
conditions of the period influence the way economic agents see the stock markets and the 
economy. Maybe the fact the Gulf war did not lead to economic catastrophe, and relief at 
the exit from ERM were particularly good news for investors. Such `good news' occurred 
in very volatile times and could have raised the general importance of consumer 
confidence as an important determinant of stock prices. 
7.3.4 - The Fourth Sub-Sample (1997-2001) Results and Analysis 
The 1997-2001 period is characterised by economic stability: low unemployment, low 
interest rates, steady economic growth, high consumer expenditure and substantial 
increase in real income. On the other hand, the period is also seen as a negative time for 
manufacturing in general, due to fierce external competition and a very strong pound. The 
period is also characterised by the 09/11 terrorist attack on the twin towers in New York, 
a strong systematic increase in stock prices (the `dot. com bubble') and an end of period 
price crash. 
As observed in the analysis for the previous sub-samples, the identification of 
economic variables related to the first and second component appears to be affected by 
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both the general economic conditions and the way stocks are sorted. The common feature 
of the previous periods (1979-1984,1985-1990, and 1991-1996) is considerable volatility 
in the economy, in contrast with fairly stable economic conditions for 1997-2001. This 
economic stability, however, was not observed in the financial markets, which 
experienced a speculative bubble driven by the internet boom, followed by a big crash. 
The variables identified in the first and second components differ in part from those 
found for the preceding sub-samples, confirming that economic significance of different 
variables may vary according to the wider economic context. In other words, a measured 
level of a variable, or an innovation of given magnitude may have a different impact on 
stock prices at different times, depending on the wider context. There are also suggestions 
in this sub-sample that in the presence of a speculative bubble, the way stocks are sorted 
will not affect the identification of explanatory variables in explaining the first and 
second principal components. 
7.3.4.1- Random Sort 
The Gets results for the first and second principal components using the random sorting 
criterion are summarised on tables 7.19 and 7.20 below: 
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I) The First Principal Component 
The results in tables 7.19 and 7.20 appear to confirm the idea that the explanatory 
variables vary according to the general conditions in a sample period. For the fourth sub- 
sample, market return is without any doubt the strongest variable in the first principal 
component, but in contrast to results for the other sub-samples, dividend yield is not 
found in any of the ten random groups. The second variable showing relative economic 
significance aside to market return is retail sales (positive in four groups). The existence 
of significant positive retail sales seems to be in line with the economic climate of high 
consumer expenditure, and increasing real income observed in this period. The exchange 
rate (negative in two groups) and the retail price index (positive in one group) are also 
found as explanatory variables for the first principal component. 
The disappearance of dividend yield is quite intriguing, but three explanations for 
this result can be suggested. 
1. Stock returns showed a huge boom in the late 1990s (in particular the Financial 
Times All Share Index offered investors a return of more than 200% over 1993- 
1999). Thus, if total return is defined as capital gains plus dividend yield, this 
huge increase in the stock markets must have reduced dividend yield as a 
proportion of total return to a marked extent. This could explain its reduced 
significance in explaining stock returns. 
2. Dimson et al. (2002) observed a trend of UK companies failing to pay dividends 
post 1980s. The authors note that from the 1950s to the 1980s, 90% of UK stocks 
paid dividends. These figures fall to 71% by 2000 and to 63% by 2001. 
Unfortunately no further comment was given by these authors to explain this 
reduction in dividend payments. 
3. There was a bubble in the stock markets in the late 1990s. Bubbles are apparently 
characterised by irrational pricing, implying that stock prices diverge significantly 
from their fundamental values. There are various ways to define "fundamental", 
but the most common is to say that it is that value which can be justified on the 
basis of expected future dividends. The simplest way to operationalise this is to 
assume that actual prices must always be equal to a constant multiple of 
dividends. In effect, dividends are assumed to grow at a constant rate into the 
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infinite future and to be discounted back to the present at a constant rate (this is 
the dividend discount model). So, in terms of the dividend discount model a 
speculative bubble exists when both the fundamental and the bubble component 
of the price grow by at least the required rate of return. Speculative bubbles are 
generated when investors include expectations of the future price in their 
information set. This means that although investors probably realise that the stock 
market is overvalued they do not close their positions, because the bubble 
component offers the required rate of return. 
The bubble explanation appears to be more seductive since its existence is well 
documented in various studies, such Fisher and Statman (2002a, 2002b) for the US, and 
Brooks and Katsaris (2003,2003a) for the UK. 
Brooks and Katsaris (2003) test the divergence of London Stock Exchange equity 
prices from dividends between January 1965 and March 1999, examining whether this 
divergence can be explained by the existence of bubbles. They use three empirical 
methodologies to test the existence of bubbles: variance bound tests, bubble specification 
tests, and cointegration tests. All three methodologies measure the extent to which market 
prices are driven by economic fundamentals. Divergence between stock prices and 
fundamentals implies the existence of speculative bubbles. Brooks and Katsaris find that 
the long run relationship between prices and dividends almost disappears in the late 
1990s. They suggest that this result implies that economic fundamentals do not suffice to 
explain stock prices and that other variables drive the prices at such times. One of these 
variables may be a speculative bubble. Figure 7.9 shows the evolution of the FT All 
Share Index and the dividend-based fundamental value between January 1 965-January 
2003. It is evident from figure 7.9 below the deviation of dividends fundamental value 
from the FT All Share Index in the late 1990s. 
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Figure 7.9: Real FT All Share Index and Dividend Multiple Fundamental Values 
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The results in table 7.19 appear to reflect the results obtained by Brooks and 
Katsaris (2003): Dividend yield shows no explanatory power for the first principal 
component in a period characterised by the existence of a speculative bubble in the 
London Stock Exchange. 
II) The Second Principal Component 
For the second principal component it appears that there is no systematic pattern to the 
explanatory variables. Six different economic variables show explanatory power in eight 
different groups. These variables are dividend yield (positive in two groups and negative 
in one), market return (positive in two groups), commodity price (positive in one group), 
gold price (negative in two groups), money supply (negative in one group), and retail 
sales (negative in two groups and positive in one). This is in contrast to the results of 
1985-1990, and 1991-1996 periods for which specific patterns of explanatory variables 
seemed to emerge for the random sort. 
It is interesting to single out that although market return and dividend yield appear 
as explanatory variable for the second component, they do not appear as a pair of 
explanatory variables in any of the groups in which they are identified as statistically 
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significant in the second component. Overall, the results appear to confirm the general 
idea that different variables produce signals that are interpreted by markets within their 
total economic context. Next we will check if the existence of a speculative bubble will 
change the way the first and second principal components are related to economic 
variables when stocks are sorted by market value. 
7.3.4.2 - Market Capitalisation Sort 
Tables 7.21 and 7.22 report the Gets results for the first and second principal components 
using stocks sorted according to market value. 
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I) The First Principal Component 
In the 1985-1990 and 1991-1996 periods the contrast between the results for market 
capitalisation and random sorts is quite marked. For the 1985-1990 period there is an 
effect of market return and dividend yield that is captured by the second component for 
the random sort that disappears when stocks are sorted by market value. For the 1991 - 
1996 consumer confidence is also important, but while this variable mainly appears in the 
second principal component for the random sort it appears mainly in the first principal 
component for market capitalisation. These results suggest that the determinants of the 
second component in the random sort change sharply when stocks are sorted by size. 
In the 1997-2001 period this type of conclusion cannot be drawn, since the results for 
both the random and market capitalisation sorts are very similar: dividend yield is no 
longer important and the first principal component is strongly affected by market return. 
This result suggestively indicates that dividend yield is not an important source of 
explanation for the stock returns variability in the presence of a speculative bubble. It also 
appears that if a speculative bubble is present in the stock market it will not make any 
difference whether a sorting criterion is used or not. That is, the deviation from economic 
fundamentals is so marked that the stocks sorting criterion would not affect the pattern of 
significance for economic variables in their relations with the first principal component. 
In addition to market return, retail sales (positive in three groups) is the only explanatory 
variable identified in this sub-sample capable of explaining the first component. 
Interestingly, the influence of this speculative bubble does not alter the results 
from previous sub-samples, that market return regression coefficients decline as market 
capital isation decreases (as shown on figure 7.10 below). 
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I) The First Principal Component 
The results for the beta sort corroborate the findings for the random and market 
capitalisation sorts with the first principal component being primarily explained by 
market return and in four groups conjointly with positive retail sales. As observed for the 
market capitalisation and random sorts, dividend yield is practically eliminated as 
possible source of explanation for the first principal component, although the variable is 
detected in one group (group 7). 
The findings also confirm two characteristics attributed to the 1997-2001 period. 
First, a speculative bubble drives investors to form their expectations based mainly on 
capital gains in the stock market. That is, if a bubble exists, investors form their 
expectations as if they believe that a bullish market (inflated bubble) will continue to 
inflate while a bearish market (deflated bubble) will continue to deflate. In other words, 
even though investors believe that the stock market is overvalued/undervalued, they also 
expect the bubble to continue, bringing high/low future returns. This type of herd 
behaviour may justify the deviation of stock prices from fundamental value and 
contribute to the disappearance of dividend yield as possible source of explanation for the 
first principal component. Second, the economic significance of variables can be linked 
to the wider economic context. The existence of significant retail sales in 40% of the 
groups seems to illustrate this point, given that the 1997-2001 period witnesses a 
substantial increase in consumer expenditure and real income. 
Overall, deviations of stock market valuation from economic fundamentals 
suggest that a speculative bubble inhibits the impact of other economic variables on stock 
returns. The 1997-2001 period delivers the same type of results for all sorting criteria. 
That is, for random, market capitalisation, and beta sorts the first principal component is 
mainly explained by market return, and the sorting criterion appears to have no influence 
in the identification of explanatory variables when a speculative bubble exists. 
It is interesting to note that a possible beta effect appears to be present in the 
market return regression coefficients since these increase when moving from low to high 
beta groups, as we can see in figure 7.11. 
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Figure 7.11: Market Return Regression Coefficients-Beta and Random Sorting 
Criteria (1997-2001) 
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Nevertheless, the effect observed through the market return coefficients appears not to be 
strong enough to have any influence in the identification of economic variables related to 
the first principal component, suggesting that (i) when markets behave irrationally it does 
not really matter whether stocks are sorted randomly, by market value or beta, (ii) 
possibly the identification of explanatory variables is much more influenced by general 
economic conditions than anything else. 
II) The Second Principal Component 
The results for the second principal component have no obvious systematic 
determinants with seven economic significant variables spread over six groups. These 
variables are dividend yield (positive in two groups and negative in one), market return 
(negative in two groups and positive in one), consumer confidence (positive in two 
groups), money supply (positive in one group), oil price (positive in one group), retail 
price index (negative in one group), and term structure (positive in one group). 
Furthermore as observed for the random sort, although dividend yield and market return 
are found in three beta groups this particular pair of explanatory variables does not occur 
together. 
Overall, this last sub-sample appears to confirm that, (i) the identification of 
explanatory variables is sharply affected by wider economic context, (ii) sorting stocks by 
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different criteria seems to have no effect in the results in the presence of a speculative 
bubble. 
7.4 - Conclusion 
In this chapter the relations between principal components and innovations in economic 
time-series have been investigated. The aim of the chapter was to find out whether 
different patterns of significance for economic variables emerged to explain the variance- 
covariance relationships between stock returns that were summarised in the first and 
second principal components, when stocks were or were not controlled for size and beta. 
If size is a strict proxy for beta (or vice-versa) we would expect the results for both 
market capitalisation and beta sorts to be essentially the same. However, if the results are 
not the same then the results are inconsistent and size and beta may be interpreted as 
having different effects. To investigate this we divided the 1979-2001 sample into four 
sub-samples (1979-1984,1985-1990,1991-1996, and 1997-2001). The division of the 
full sample into four periods addressed another important question: whether variables 
produce signals whose interpretation is influenced by the economic context. 
The results support the view that specific variables vary in their significance 
according to the wider economic context, with different economic variables showing 
statistical significance in explaining the first and second principal components across the 
four sub-samples. For example, in the 1991-1996 sub-sample the economy was subjected 
to a mix of bad and good news with clear effects on consumer confidence indicators. 
These waves of good and bad news appeared to have raised the general importance of 
consumer confidence as an important determinant of stock prices. Consumer confidence 
was found as an important source of explanation for the first and second principal 
components for both random and beta sorting criteria. The explanatory variable was also 
found for market capitalisation but for the first component only. The 1997-2001 period 
(when a bubble was present in the stock market) saw the disappearance of dividend yield 
as major economic explanatory variable for the first principal component, for all sorting 
criteria, giving another indication that the relation between stock returns and economic 
variables changes according to the wider economic context. 
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The identification of different patterns of significance for economic variables in stock 
samples that were controlled by size was also confirmed across sub-samples. In particular 
the 1985-1990 and 1991-1996 periods supported the findings. For the 1985-1990 period 
the second component that was explained by market return and dividend yield 
disappeared when stocks were sorted by market value and beta. For the 1991-1996 period 
the second component explained by market return and consumer confidence also 
disappeared when stocks were formed according market value but not when formed by 
beta. The influence of firm size were mainly observed through market return regression 
coefficients. The coefficient decreased with market value and increased with beta. 
However, this influence was not observed for other economic variables and in two sub- 
samples the results indicated that size and beta cannot be seen as strict proxies for each 
other. For the 1991-1996 sub-sample consumer confidence appeared to be related to size 
but beta groups did not pick out this relationship. In particular there seemed to be a 
general correspondence (not perfect) between the first principal component results for 
beta and random sorts, and even closer correspondence for the second component (both 
sorting criteria revealed consumer confidence as important explanatory variable for the 
second component, while market value groups revealed this for the first component only). 
Furthermore in the 1997-2001 period the pattern of economic variables that emerged to 
explain the first and second components was essentially the same for all sorting criteria, 
suggesting that a speculative bubble inhibited the impact of other economic variables 
than market return on stock returns. It was also found that, in a bull market, the way 
stocks were sorted did not have any influence in the identification of explanatory 
variables. 
Overall, it appears that the major factor affecting the identification of specific 
explanatory economic variables across different sub-periods is the general economic 
context to which investors are subjected and this result may also explain the reason why 
statistical factors varies over time (this is a criticism against the use of factor analytical 
techniques since it is argued that the obtained factors or components are likely to change 
between different sub-periods). The identification of an influence of firm size in stock 
returns seems in particular to be highly sensitive to the wider economic context. 
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Chapter 8: Concluding Remarks 
The major aim of this thesis was to investigate the relationships between economic time- 
series innovations and possible risk factors obtained using principal components analysis 
applied to historical stock returns in the UK market. This aim was achieved by the using 
the following framework: 
1. The UK market was assumed to have a multi-factor structure to explain stock 
returns; 
2. Time-series economic variables were transformed in order to mimic `news' that 
are unexpected by investors. These transformations are called innovations and 
these new variables need to be serially uncorrelated white-noise processes; 
3. The variance-covariance relationships in stock returns were transformed into 
principal components that explain as much as possible of the co-variation 
between stock returns. These principal components are candidates for factors in 
a multi-factor returns generating process; 
4. The relationships between economic time-series innovations and principal 
components were examined by the use of the `general-to-specific' (Gets) 
approach to econometric modelling. 
The assumption of a multi-factor explanation for correlation between stock returns in the 
UK comes from the inability of one-factor models to explain stock returns co- 
movements. (Factor models assume that the return on a security is sensitive to 
movements of various factors while a returns-generating process is a statistical model that 
describes how the return on a security is produced). 
Empirical tests the Sharpe (1964), Lintner (1965) and Mossin (1966) CAPM have 
not supported the view that the market index is the only source of variation in stock 
returns. Furthermore, the CAPM appears to be incapable of explaining anomalies such as 
links with macroeconomic variables, leverage, momentum, or asset size, indicating the 
need for a more complex model. In the UK, for example, studies on the APT by 
Beenstock and Chan (1988), Clare and Thomas (1994), Cheng (1995), and Priestley 
(1996,1997) have suggested the existence of additional economic sources, apart from a 
market factor, which have the ability to explain stock returns. 
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The links between economic news and stock returns are supported by the view that in the 
long-run the return on an individual asset must reflect any influence of systematic 
economic variables. That is, asset prices and returns are commonly believed to react 
sensitively to economic news. To model this economic news it is assumed that any 
economic variable that affects either the size of future cash flows or the discount rate 
used to value cash flows may be considered as possible sources of explanation for 
variation in stock prices and returns. However, as Chen, Roll and Ross (1986) have 
argued, these variables cannot be used in their levels because current beliefs about these 
variables are incorporated in price, and it is only innovations or unexpected changes in 
these variables that can affect returns. Furthermore, if investors are capable of forecasting 
changes in these economic variables they will be able to exploit arbitrage opportunities. 
In order to generate innovations, three methods have been applied: first 
differences, Arima models and State-Space models using the Kalman Filter. The first two 
techniques have been used more extensively by researchers than the last. The accepted 
rule is that innovations must be a mean zero, serially uncorrelated white-noise process. 
Thus, economic variables are surprises or `innovations' when they cannot not be 
predicted from their own past values (serially uncorrelated). These three methods were 
investigated in this thesis. 
If economic variables follow a random walk process, first differences are 
equivalent to unexpected values and are the unanticipated innovations in the economic 
and financial variables. An Arima model is defined by identifying the number of 
autoregressive and moving average components in the data-generating process. Such a 
model states that the current value of some series y depends linearly on its own lagged 
values plus a combination of current and lagged values of a white noise error term. A 
time-series model classified as an ARMA (p, q) is not the same as an ARIMA (p, q). The 
latter is an integrated stationary process after the series has been differenced. Thus, an 
ARIMA model means that it is an integrated autoregressive moving average model where 
the term `integrated' represents the number of times the series must be differenced to 
achieve stationarity. The residuals from the selected final models for each economic 
variable are the generated innovations. Finally, assuming that agents are rational and 
capable of learning from their mistakes, a method capable of creating an environment 
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where they can update their expectations as new information arrives, appears in this 
context to be more appropriate. This method exists in the form of the Kalman Filter. The 
major advantage of the method is that it is based on a structural analysis of the problem, 
in which different components are modelled separately before being put together in a 
state-space model. The Kalman Filter itself is an algorithm that allows the variable being 
analysed to be updated as soon as new information becomes available. The methodology 
permits some relaxation of the rather unrealistic hypothesis of strict rational expectations 
because it allows agents to learn from their mistakes and consequently update their 
expectations about the economy and stock prices. The methodology can be seen as an 
adaptive expectations process. The residuals from the final models for each economic 
variable are the generated innovations. 
The general conclusion was that the first-differencing appears not to be an 
appropriate method for generating innovations in economic time-series, since for the 
majority of the selected economic variables it failed to produce innovations that were 
serially uncorrelated. The results were based on the traditional Ljung-Box test for higher 
serial correlation. Regarding Arima models and the Kalman Filter, both methodologies 
successfully created innovations that were serially uncorrelated white-noise processes. 
However, the results based from the Ljung-Box test were unable to indicate which 
method was superior. 
Many financial markets are characterised by a high degree of correlation between 
returns. Variables are highly correlated when there are only few important sources of 
information in the data that are common to many variables. In a multi-factor world, this 
means that a small number of factors are capable of explaining the variance-covariance 
relationships of stock returns. Principal component analysis (PCA) is a method that is 
used to extract the most important uncorrelated sources of variation common to all 
observations in a data set. That is, PCA extracts from a historical variance-covariance 
matrix (or correlation matrix) of stock returns a component, or factor, that explains the 
variance of the original data. This component or factor is called the first principal 
component. PCA then proceeds to extract a second component that explains as much as 
possible of the variance of the original data not explained by the first component, where 
the second component is constrained to be uncorrelated with the first component. PCA 
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proceeds to sequentially construct extra components, ensuring that each component 
explains as much as possible of the variation in the data that has not been explained by 
previous components, given that each new component extract is uncorrelated with each 
component previously obtained. The extraction of components continues until the 
number of components constructed equals the number of stocks whose covariance matrix 
is being examined. At this point the principal components can exactly reproduce the 
historical covariance matrix. However, since the first principal component explains as 
much as possible of the historical covariance matrix, the second component explains as 
much as possible of the remaining variance, and so on, it is expected that the last few 
principal components have almost no explanatory power. Thus, PCA is a method capable 
of reducing the dimensionality of a data set containing a large number of interrelated 
variables and at the same time able to retain as much as possible of the variation present 
in the data. The extracted principal components are in the context of this thesis are 
candidates for risk factors. 
PCA was applied in this research in a sample of 240 monthly stock returns over a 
21 year sample (1979-2001) and four sub-samples (1979-1984,1985-1990,1991-1996, 
and 1997-2001). The aim was to reduce the dimensionality of the data and to extract 
components or factors that summarise the variance-covariance relationships of these 240 
stocks. In the analysis it was examined whether different stock sorting criteria (random, 
market capitalisation and beta portfolios) affected the PCA results. The general results 
showed that, on average, five to six components are sufficient to capture a substantial 
portion of the explained variance, with the greatest percentage of this explained variance 
concentrated in the first and second components. The results also suggested that PCA is 
affected by the way stocks are sorted, suggesting the existence of a possible `size effect'. 
For groups formed by size and beta there is a tendency to have a small number of 
components with eigenvalues greater than one for high market capitalisation and high 
beta groups. This trend is stronger when looking at the first principal component. This 
shows decreasing eigenvalues and decreasing percentage of explained variance when 
moving from high to low market value groups. Similarly, increasing eigenvalues and 
percentage of explained variance for the first component are shown when moving from 
low-beta to high-beta groups. 
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Given the transformation of stock returns into principal components, a natural further 
step is to examine the relationships between principal components and innovations in 
economic time-series. That is as principal components analysis creates statistical 
components or factors that should represent systematic sources of risk, this thesis aimed 
to give economic interpretation to these components. 
The relations between the first and second principal components and economic 
variables was examined by applying the `general-to-specific' (Gets) approach to 
econometric modelling. The Gets approach starts from an initial general-unrestricted- 
model (GUM) and uses individual and multi-path searches to find a reduced 
encompassing model that (i) is superior to the initial GUM and (ii) does not contain 
irrelevant variables. With a principal component as the dependent variable and 
innovations in economic time-series as independent variables in the initial GUM, the 
Gets methodology was generally successful in finding reduced models by eliminating 
irrelevant economic variables. 
The Gets approach was applied to the full sample period to investigate which of 
the two methods of calculating innovations (Arima and the Kalman Filter) produced the 
better results when investigating the links between principal components and innovations 
in economic time-series. Overall, the Kalman Filter emerged as probably the better 
method of calculating innovations. The Kalman Filter innovations produced more 
consistent, constant and reliable results than Arima innovations when the Gets algorithm 
was applied. That is, after sorting stocks randomly, by market value and by beta, and 
running regressions using the Gets approach, the Kalman Filter innovations consistently 
found a market component constituted by a negative dividend yield and a positive market 
return for all sorting criteria. The same type of result was not repeated for Arima 
innovations, where a greater number of different economic explanations was found for 
the first principal component. In addition, for Arima innovations, a stubbornly significant 
constant term appeared in all regression results for all three sorting criteria, suggesting 
that innovations obtained using Arima methodology did not suffice to explain the first 
component. 
Diagnostic tests (LM-test, ARCH-test, an F-test comparing the initial GUM to the 
final selected encompassing model, and an observation of how many times the Gets 
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algorithm succeeded in finding a final congruent model) were also used to examine 
which method was superior. For the first component, these tests generally suggested the 
superiority of the Kalman Filter over Arima innovations. The results for the second 
principal component, both in terms of economic findings and diagnostic tests, were very 
disappointing, with the results between the Kalman Filter and Arima innovations being 
too close to each other to permit a choice between methods. The second principal 
component also appeared to be subject to random influences, reflected in the wide variety 
of economic variables found as significant for both Arima and the Kalman Filter. These 
results appeared to suggest that the second component has little systematic explanation. 
It was also found that the extraction of the principal components was affected by 
grouping procedures. That is, for market capitalisation and beta sorts, both the value of 
the eigenvalues and the percentage of explained variance attributed to the first principal 
component appeared to change when stocks were sorted by size or beta. Suggestions of 
other sorting effects were also noted when applying the Gets approach to the full sample 
period, with the measure of goodness-of-fit (R2) in the Gets regressions showing 
decreasing values as the market value of stocks decreased. The same effect was observed 
for beta sorts: the R2 increased with beta. In consequence, a natural line of enquiry was 
to investigate whether there were different patterns of significance for economic variables 
in stocks that were or were not controlled for market value and beta. The motivation was 
to discover any differences in the number and significance of economic variables that 
explained the first and second principal components, and whether these differences could 
be attributed to the sorting criterion, the wider economic context or a combination of 
both. The logic of the experiment is simple. If, for example, there is a size effect in stock 
returns, this should be reflected in the results of the principal components analysis and 
the economic variables affecting the observed components. Randomly sorted stocks 
might be expected to show a first component that is related to a market factor and a 
second component related to size. However, the economic determinants of the second 
component are very hard to observe, due to a high degree of sample specificity in the 
results. Observations of a size effect should therefore be facilitated by the pre-sorting of 
stocks by size. Beta and market value have been found to be correlated in studies such as 
Banz (1981), Fama and French (1992.1993). Therefore, the beta sort is a control on the 
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size sort. This means that if size is a true proxy for beta the two sorts should yield the 
same results. On the other hand if the results are different this implies the possibility of 
separate beta and size effects. 
In order to answer these questions the Gets approach was applied using the first 
and second principal components as dependent variables and the Kalman Filter 
innovations as explanatory variables. The full sample period (1979-2001) was split into 
four sub-samples. The sub-sample analysis has the objective of revealing changes in the 
risk structure of stock returns over time. 
Overall, the results supported the view that specific variables vary their 
significance according to the wider economic context, with different economic variables 
showing statistical significance in explaining the first and second principal components 
across the four sub-samples. For example, in the 1991-1996 sub-sample the UK economy 
was subjected to a mix of bad and good news with clear effects on consumer confidence 
indicators. These waves of good and bad news distinctively appeared to raise the general 
importance of consumer confidence as an important determinant of stock prices. 
Consumer confidence was found as a significant source of explanation for the first and 
second principal components for both random and beta sorts. This explanatory variable 
was also found for market capitalisation but for the first component only. In the 1997- 
2001 period (when a bubble was almost certainly present in the stock market) the 
dividend yield variable completely disappeared as major explanatory variable for the first 
principal component for all sorting criteria despite having been very important in other 
sub-samples. This gives another indication that the links between stock returns and 
economic variables change according to the wider economic context. 
The identification of different patterns of significance for economic variables in 
stock groups that were controlled by size was also confirmed across sub-samples. In the 
1985-1990 period the second principal component was explained by market return and 
dividend yield for the random sort, but was unexplained when stocks were sorted by 
market value and beta. For the 1991-1996 sub-sample, market return and consumer 
confidence were found to be important explanatory variables for the second component 
for both random and beta sorts but not for market capitalisation. In particular, for this 
sub-sample, consumer confidence appeared to be related to market value but not to beta. 
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Furthermore, in the 1997-2001 period the pattern of economic variables that emerged to 
explain the first and second principal components was essentially the same for all sorting 
criteria, suggesting that a speculative bubble inhibited the impact of economic variables 
other than the market index on stock returns. In particular, it was found that in a bull 
market the sorting criterion did not have any influence in the identification of explanatory 
variables. 
Effects were observed through market return regression coefficients that appear to 
confirm the negative relationship between beta and market value. The coefficient on the 
market return decreased with market value and increased with beta. However, this effect 
was not found for other economic variables and the results for all sub-samples, especially 
the 1985-1990 and 1991-1996, suggest that size and beta cannot be seen as strict proxies 
for each other. 
Overall, it appears that the identification of (i) specific explanatory economic 
variables across different sub-samples and (ii) size effects in stock returns is sensitive to 
the wider economic context of the investment period. 
The interpretation of principal components using economic time-series 
innovations and the general-to-specific approach to econometric modelling seems to help 
to explain the historical variance-covariance relationships between stock returns and their 
links with economic variables. Finally, further research using the framework developed 
in this thesis the following can be suggested: 
I. Repeat some of the points examined in this thesis using factor analysis instead of 
principal components analysis; 
2. Construct a returns-generating process using higher frequency economic time- 
series innovations as factors and test the forecasting power of the model; 
3. Identify behavioural and geopolitical factors and examine how these factors may 
affect the variance-covariance relationships between stock returns; 
4. Re-examine of the size effect by simultaneously sorting stocks by market value 
and beta, in order to identify whether there exist separate size and beta effects in 
stocks returns. 
5. Perform tests of whether the resulting factors are `priced' in the market. 
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