Abstract. We consider the branching process in random environment {Zn} n≥0 , which is a population growth process where individuals reproduce independently of each other with the reproduction law randomly picked at each generation. We describe precise asymptotics of upper large deviations, i.e. P[Zn > e ρn ]. Moreover in the subcritical case, under the Cramér condition on the mean of the reproduction law, we investigate large deviations-type estimates for the first passage time of the branching process in question and its total population size.
Introduction
This work concentrates on the branching process in random environment (BPRE), which is a population growth process where individuals reproduce independently of each other with the reproduction law randomly picked at each generation. Formally speaking, let Q be a random measure on the set of nonnegative integers N, that is a function taking values in M = M(N) the set of all probability measures on N, which is measurable with respect to the total variation distance. Then a sequence of independent identically distributed (iid) copies of Q, say Q = {Q n } n≥0 is called a random environment. The sequence Z = {Z n } n≥0 is called a branching process in random environment (BPRE) Q if Z 0 = 1, and
where given Q, ξ n k are iid and independent of Z n with common distribution Q n . Introduced by Smith and Wilkinson [31] , BPRE is one of possible generalizations of the classical GaltonWatson process. We would like to mention that, apart from being interesting on its own merits, as pointed out by Kesten, Kozlov and Spitzer [26] BPRE bear some connections to the path structure of nearest neighbour random walk in site-random environment (RWRE). For a more detailed discussion regarding BPRE itself, we refer the reader the classical book of Athreya and Ney [7] or more recent monograph of Haccou, Jagers and Vatutin [24] .
One of the first questions arising after introducing the process Z concerns the survival probability. It turns out, that like in the case of classical Galton-Watson process, the answer can be expressed solely in terms of the mean on the reproduction law, i.e. A k .
As we will see, the typical behaviour of the BPRE Z is similar to the process Π n = n k=1 A k . Our aims in this paper are twofold. First, we describe the set of parameters ρ, for which the asymptotics of large deviations
as n → ∞, under mild regularity conditions on the associated multiplicative random walk {Π n } n≥0 , is completely described by some rate function related to {Π n } n≥0 . This problem got some attention over the past few years resulting in the precise asymptotic of (1.2) in the case of geometric reproduction law obtained by Kozlov [27, 28] and on the logarithmic scale asymptotic of (1.2) which was described by Bansaye and Berestycki [9] , Bansaye and Böinghoff [10] , Böinghoff and Kersting [12] . Recently Grama, Liu and Miqueu [22] proved precise large deviation in the sublinear regime. However, up to our best knowledge, a robust argument yielding a precise asymptotic of (1.2) is still missing from the literature. In the present article we prove that the precise asymptotic behaviour of (1.2) takes the form
for ρ > 0, some "rate function" I(ρ) and constant C 1 (ρ) (see Theorem 2.1 below). Note that, up to a multiplicative constant, the event P Z n > e ρn possesses the same asymptotics as P Π n > e ρn , as seen from result of Bahadur-Rao [8] or Petrov [30] .
In the second part of the paper we assume that the branching process is subcritical, i.e. E log A < 0. Then the nonextinction probability at general n, i.e. P[Z n > 0], decays exponentially fast and the exact asymptotic was given by Geiger, Kersting and Vatutin [20] (see also [11] ). Although the process usually dies out relatively quickly, the size of the population can be large. Thus, the above results still provide description of asymptotics of large deviations of Z n . However, further investigation of our techniques reveals that apart from knowing the probability of large deviation, we can also point out the moment when it arises. More precisely, we consider the exceedance time (or first passage time) for Z defined viz.
The first passage time T Z t was considered in a sequel of papers by Afanaseev (see e.g. [1, 2, 3] ) under the Cramér condition
for some positive constant α 0 . Then as shown by Afanasyev [1] , one has as t → ∞
for some positive constant c. Moreover, the asymptotic behaviour of T Z t conditioned on T Z t < ∞ is also understood to some extent, since recently Afanasyev [2] proved the law of large numbers
and the corresponding central limit theorem [3] 
, and
denotes convergence in probability (resp. in distribution).
We study the corresponding precise large deviations of the first passage time, that is we establish asymptotics (see Theorem 2.2)
for ρ < ρ 0 for some constants C 2 (ρ), C 3 (ρ). In fact we describe the probability that Z exceeds some threshold t precisely at some given moment, that is we show (see Theorem 2.2)
for some constant C 4 (ρ). As one may expect from (1.4) and (1.5), I(ρ) attains its biggest value at ρ 0 which is I(ρ 0 ) = α 0 .
Next process of our interest is W = {W n } n≥0 , the total population size up to time n:
In Theorem 2.3 we state the large deviations results for W n . We also investigate the corresponding first passage time, that is T W t = inf{n ≥ 0 | W n > t} as t → ∞. Then, by the arguments presented by Kesten et al. [26] and Afanaseev [1] (
After comparing (1.4) and (1.6) one may expect that T W t possesses the same normalisation for the law of large numbers and central limit theorem as T Z t . This is in fact the case and in Theorem 2.4 we establish the conditional limit theorems for T W t . We organized the paper as follows. In Section 2 we present a precise statements of our results. In Section 3 we provide preliminary results used in the proofs for the branching process Z in Section 4 followed by arguments for the total population size W in Section 5. We will denote the constants by c i , i ∈ N and if a constant is not of our interest, will be denoted by a generic c, which may change from one line to the other. Constants appearing in our claims will be denoted by C i with i ∈ N.
Main Results

Definitions and assumptions.
As mentioned in the previous section, the multiplicative random walk {Π n } n≥0 plays a crucial role in our analysis, for this reason put
We denote α ∞ = sup{α > 0 | λ(α) < ∞} and α min = arg min λ(α). Then the domain of λ and Λ is [0, α ∞ ) and both functions are smooth and convex on the interior of the domain. Below we denote some standard parameters related to the function Λ, that is
Let ρ ∞ = sup{ρ(α)|α < α ∞ }. Recall that the convex conjugate (or the Fenchel-Legendre transform) of Λ is defined by
This rate function appears in the study of large deviations problems for random walks. Its various properties can be found in Dembo, Zeitouni [19] . Given α and ρ = ρ(α) we consider
The parameter α arises in the classical large deviations theory for random walks. As we will see below, α will play also the crucial role in our results. This parameter has a geometric interpretation. Namely the tangent line to Λ at point (α, Λ(α)) intersects the x-axis at (α, 0). Lastly, for a technical reason we also assume (2.1) the law of log A | A > 0 is non-lattice.
Large deviations of Z.
First we state large deviations principle for the BPRE Z.
where the constant C 1 (ρ) can be represented viz.
and the limit on the right-hand side exists and is finite.
For the chosen set of parameters ρ, this result says that up to a constant, large deviations of Z n and Π n coincide. However recall that Kozlov [27, 28] and Böinghoff, Kersting [12] 
Under this relation we are able to provide exact asymptotic of P T
] < ∞ for some ε > 0, and suppose additionally that n and t are related via (2.3). Then, there are constants C 2 (ρ) and
Moreover for some constant C 4 (ρ)
Up to our best knowledge precise large deviations of T Z t of the form (2.6) were not studied in the literature. Result in the same vein but for the sequence of products {Π n } n≥0 was recently obtained by Buraczewski and Maślanka [17] incorporating techniques used previously in work of Buraczewski, Damek and Zienkiewicz [15] in the context of perpetuities. Here large deviations for Z are caused by deviations for the environment, that is the multiplicative random walk {Π n } n≥0 . Whence, we were also able to use similar techniques.
Large deviations of W and T
W t . Turning our attention to the total population size, we will approximate W n by its conditional mean, that is
Note that {R n } n≥0 forms a perpetuity sequence and the structure of this sequence is more complicated than the one of {Π n } n≥0 . Working with perpetuities requires usually more advanced techniques and sometimes this process reveals some new properties (we refer to [14] for more details). Nevertheless, in many aspects the asymptotic behaviour of {R n } n≥0 is similar to the one of {Π n } n≥0 . Thus our main results concerning the total population remind those stated above, but are slightly weaker.
We assume below the Cramér condition (1.3) and formulate large deviations for α > α 0 (Theorem 2.3), the law of large numbers and the central limit theorem (Theorem 2.4).
In particular if n and t are related via (2.3), then
From our approach and results stated so far, we know how the deviations of Z and W can occur and more importantly, what is the most probable moment of such deviation. With that knowledge, we were able to derive the corresponding law of large numbers and central limit theorem for T ] < ∞ for some ε > 0. Then
,
Observe that the result in Theorem 2.3 is weaker than those in Theorems 2.1 and 2.2. However similar situation holds when we compare the results concerning {Π n } n≥0 and perpetuities {R n } n≥0 . Then for α < α 0 the asymptotic behaviour of both processes can be different, see [13, 15] .
The same techniques can be used to study BPRE with immigration having applications to random walk in random environment. Similar scheme allows to describe precise large deviations for RWRE [16] improving the one by Dembo et al. [18] .
2.5. The heuristics behind the method. Our arguments benefit from the fact, that the large deviations of Z and W come from the deviations of the environment. We mentioned previously, that from the Bahadur-Rao [8] and the Petrov [30] result
We obtain the same order of the deviations of Z, which is no coincidence. The heuristic argument can be stated as follows. The branching structure of Z provides us with the formula for m < n,
where
n−m 's are independent of Z m and given Q are iid with the mean
On the event {Z n(t) > t}, there must be some m = m(t) < n(t) for which Z m admit a big, fixed value, then due to (2.7), Z n can be regarded as a large sum of iid terms, and thus
It turns out that the dominating term in the approximation of Z n is the product on the right-hand side. Whence, up to some multiplicative, random term, Z will behave like {Π n } n≥0 . The results corresponding to the deviations of W follow a similar idea, with {Π n } n≥0 replaced with {R n } n≥0 .
Auxiliary results
3.1.
Moments of Z n . Before we proceed to the analysis of the exceedance times, we will study the asymptotic behaviour of moments of Z n , as n → ∞. Next Proposition investigates E[Z α n ] as n → ∞, and shows that one can distinguish two regimes for α, where the asymptotic behaviour of αth moment of Z n is different.
exists, is finite and c Z (α) ≥ 1;
• if α ≤ 1, the limit (3.1) exists and is finite;
Note that the last case is only possible in the so-called strongly subcritical case (E[A log A] < 0).
Proof of Proposition 3.1. During the proof, we need to distinguish between regimes of α and thus, we will proceed in several steps. In what follows, we consider only α ∈ (0, α ∞ ).
Step 1: We prove first that the function
and by the virtue of conditional Jensen's inequality and taking the expectation we infer that
. Which constitutes the desired monotonicity. In particular, the existence of the limit (3.1) follows. For α ∈ [1, α ∞ ) apply the exact same argument with the direction of Jensen's inequality reversed.
Step 2: Lower bound for α ∈ [1, α ∞ ) The estimate (1) n combined with the previous step yields for any n > 0
Step 3: Auxiliary upper bound for α ∈ [1, α ∞ ). We recall the idea presented by Dembo et al. [18] . Note that Z n can be decomposed in the following fashion
where ξ n k − A n−1 , given Q, are iid with zero mean. By the convexity of the function x → x α , we have for any ε > 0, |x + y|
−α as ε → 0. This yields that for any ε, t > 0
with the second term having an upper bound
where c = c(α) > 0 and α * = α 2 ∨ 1. The first inequality follows from a bound on α-th moment of randomly stopped sum, which is a direct consequence of the Marcinkiewicz-Zygmund inequality (see e.g. Theorem I.5.1 in [23] ). We end up with the following estimate
Step 4: Upper bound for α ∈ (1, 2]. The bound established in the previous step takes the form
Take ε dependent on n via ε n = n −2 . Since 1 + x ≤ e x for x ≥ 0, (3.5) implies that
By iterating this inequality we obtain
where c has been increased in the last inequality. Consider two possibilities, first of which being λ(α) > λ (1) . Then from the established bound we are allowed to infer that for a suitable choice of c we have
If on the other hand λ(α) ≤ λ (1), then
Step 5: Upper bound for α ∈ (2, α ∞ ). We will prove, inductively on m, that the necessary bound holds for α ∈ (2 m , 2 m+1 ], i.e.
for
some constants c = c(m).
The case m = 0 was treated in previous step. For m > 0, we have α ≥ 2 and for this reason (3.4) takes the form
, for any n, ε > 0. As before, take ε n = n −2 and iterate the inequality above along the lines of the previous arguments then (3.6) becomes
Consider the first possibility, namely λ(α) > λ (1) .
n the term on right-hand side of (3.7) is of the order λ(α) n and for a proper choice of c we get
and thus
If we plug it in (3.7), we get, for suitable choice of c,
This completes the proof of the Proposition.
Proof. The first inequality is just a repetition of formula (3.3) above. Since Z k are integer valued,
which proves the claim.
A thoughtful revision of the proof presented above gives us the following uniform estimates of constants. 
Next, we recall Lemma 3.5 established in [13] as Lemma 3.1, followed by its counterpart in terms of W .
Using the same technique as in the proof of Lemma 3.5 we will establish a similar estimate for
Proof. By Proposition 3.1, we have
Using Lemma 3.6 we are able to immediately establish the second claim of Theorem 2.3.
where n = ⌊n − D log(n)⌋.
Proof. If we invoke Lemma 3.6 with N = n, M = log(t) and ε = log(t) −1/2 we infer, that for some constant c (which is bounded by Corollary 3.3)
By the choice of D the last expression is of correct order.
3.2. Large deviations of {Π n } n≥0 and its perturbations. Now we recall classical results concerning large deviations for random walks due to Bahadur, Rao [8] and Petrov [30] .
uniformly with respect to
The first part of the Lemma 3.8 is just statement of Petrov's results [30] . The second part with a slight perturbation of time parameter is proved in [15] as Lemma 2.4. Note that whenever ρ ∞ = ∞, then the convergence in Lemma 3.8 is almost uniform in ρ, i.e. in this case one should interpret ρ ∞ − ε as any finite constant.
We will need one more version of Petrov's result, allowing a perturbation of the product Π n by some random factor with suitable asymptotic behaviour. In what follows, we will write 
Then for j n = O(log(n)) one has
Proof. Recall that for ρ ∈ (E log A + ε, ρ ∞ − ǫ) we have
where α > 0 is uniquely determined by Λ ′ (α) = ρ. Note that due to the restriction on ρ, necessarily α ∈ (α 1 , α 2 ) for some 0 < α 1 < α 2 . From here, the proof consists of three steps.
Step 1: big values of H jn . We will show that for β ∈ (1/2, 1) The first factor in the term of the series can be bounded using the Markov inequality and (3.10) viz.
In order to treat the second factor, take any ε ∈ (0, ε 0 ) and write where the third inequality holds true, provided that c ≥ sup α∈[α1,α2] Λ ′′ (α). If we put this two bounds together and sum over m ≥ 0, we are allowed to infer that
From this point, the desired bound (3.11) follows, if one takes ε = log −1/2 n.
Step 2: truncated moments of H jn . We have
where c H is the value of the limit in (3.9). To make this evident, note that 
So the claim in this step follows.
Step 3: conclusion. As n → ∞,
One has, by Lemma 3.8 and since H is integer valued
.
An appeal to the
Step 2 concludes the proof.
Large deviations of Z n and T
Z t
4.1. Large deviations of Z n . The best way to introduce our approach is by presenting a relatively short proof of our first result.
Proof of Theorem 2.1. To prove the result we estimate deviations of Z n from the environment. We proceed as follows. Take n = ⌊log t/ρ⌋ and n ′ = K⌊log n⌋ for some large K that will be specified below. Note that
and whence by Corollary 3.2 and the Chebyshev inequality
and for some γ < 1
Whence we obtain
if only K is large enough. Since for any ε > 0
applying (4.2), Proposition 3.1, Lemma 3.9 and and finally passing with ε → 0, the result follows.
Preliminary bounds for T
From the arguments presented in the last proof one may predict that the principal behind our arguments is to show the corresponding precise large deviations for the first passage time of max
where n ′ = K⌊log(n)⌋ for big enough K and, as always, n = ⌊ρ −1 log(t)⌋. In what follows, we will use the convention Π n ′ −1,n ′ = 1. We will approximate Z via the mentioned process to conclude the large deviations results for the former which is of our interest. To ease the notation, suppress n and write simply
] < ∞ and that n and t are related by (2.3). Then, for any fixed δ ∈ (0, 1)
and
Proof. Since the arguments for both claims are similar, we prove here only the first part. Consider the following bound
Now we use (4.1) to justify the first inequality and Markov inequality to justify the third and get
P [Z j ≤ at, Z n ′ Π n ′ ,j > (1 + δ)at] ≤ P j k=n ′ +1 (A k−1 Z k−1 − Z k )Π k,j−1 > δat ≤ j k=n ′ +1 P (A k−1 Z k−1 − Z k )Π k,j−1 > δat 2k 2 ≤ j k=n ′ +1 cE[Z α/2∨1 k−1 ]λ(α) j−k k 2α δ −α a −α t −α .
By Corollary 3.2, for some
Whence, the bound
holds and if we sum over n ′ ≤ j ≤ n − 1 we arrive at
if only K is big enough.
Lemma 4.2. Let L and N be two integers such that L ≥ 1 and −1 ≤ N ≤ L and let K be a fixed constant. Then for α min < β < α and sufficiently large t,
Proof. We may write
We will bound the right-hand side of above inequality term by term. To do so, we will need to distinguish between big and small values of j.
λ(α) < 1. We will compare n − j − L with Q log(n) for some integer Q such that δ −Q log(n) > log(t).
Step 1. First we present a bound for j ≤ ⌊n − Q log(n) − L⌋ = n 1 . Since X n−N = X j Π j+1,n−N for j ≤ n − L, we can write
If we now sum over j ≤ ⌊n − Q log(n) − L⌋ = n 1 , we will arrive at
Step 2. Now we give a bound for j > ⌊n − Q log(n) − L⌋ = n 1 . Take B > 0 to be any constant such that −αB + 1 < 0, whenever α ≥ α 0 and −αB + 1 − Λ(α)Q < 0 for α < α 0 . Consider the decomposition
Invoke Markov's inequality in order to bound the first term viz.
Turning our attention to the second term I 2 we apply Lemma 3.8, which gives the uniform estimates, combined with the same procedure as the one used in the previous step.
Now combine bound for I 1 and I 2 to get
Summing over n − L ≥ j > n − Q log(n) − L establishes a bound sufficient for our needs
Step 3. Lastly, combine the claims of previous steps to derive that for sufficiently large t,
This completes the proof.
Lower and upper estimates.
We will focus our attention on establishing that first passage time for {Z n ′ Π n ′ ,j } j≥0 is of the correct order.
Proposition 4.3. For any constant K there is a positive constant c such that for t big enough one has
Proof. Firstly, note that the upper bound in (4.3) follows by invoking Lemma 4.2,
To establish the lower bound, we denote for nonnegative integer L and any pair of positive reals 0 < γ < r < 1
Then, by a direct calculations, it can be easily verified that
By independence of A and B we are allowed to treat probabilities of respective events separately. To bound P[B] note that
The first probability, by Lemma 3.9 exhibits the following asymptotic behaviour
while asymptotic of the second probability can be bounded by another appeal to Lemma 4.2 with
If we put everything together, we will arrive at the conclusion that, uniformly in a
log(t) .
We need to ensure, that for a proper choice of γ, r and L,
To do so, first take r such that P[A > r −2 ] > 0 and then take γ sufficiently small such that
The constants chosen in this way allow us to write
Conclusions. Lemma We have
, where K is a fixed constant.
Proof. All what is left is to show that there exists limit
In order to achieve that, take large L and write
Using Lemma 4.2 we infer that the first term on the right-hand side has arbitrarily small contribution since it can be bounded uniformly with respect to a viz.
where α min < β < α and as a consequence δ =
small. Whence for existence of the limit (4.4) it will be sufficient to show that
converges for L large enough. For this reason note, that the probability in question can be decomposed in the following fashion
Consider the first term for the moment. Our aim to prove that its contribution is negligible. We will utilize the same procedure as the one used in the proof of Lemma 4.2. For β > α we have
Left with an investigation of J 2 we note that by the same arguments as above one can deduce that
and as a consequence
Now, apply Lemma 3.9 with j n = L + K log(n), δ n = Cn
. We conclude that
Proof of Theorem 2.2. We focus on the proof of precise pointwise estimates (2.6), since it implies almost immediately both (2.4) and (2.5). Let us mention that (2.4) and (2.5) can be proved in a much simpler way, e.g. using similar techniques to those presented in Lalley [29] and in particular omitting the tedious proofs of Lemmas 4.2 and 4.4.
Step 1. First we prove that for any fixed constant K we have
Observe that formula (4.6) implies (2.6). Indeed for n, t, Θ as in (2.3)
Uniform estimates in (4.6) are needed to deduce (2.4) and (2.5). During the proof of (4.6), n ′ = K log(n) will come into play, with sufficiently big constant K. In view of all previous considerations, we are left with approximation of Z n with Z n ′ Π n ′ ,n as n → ∞.
Step 1a. First we prove upper estimate
For this purpose we write
In view of Lemma 4.4 the last expression has the required asymptotic. Thus we need to prove that the other terms are negligible. The first one, namely I, is of the order
by the merit of Lemma 4.1. Argue like in the proof of the latter, to show that
By an appeal to Lemma 3.9 we estimate III viz.
(4.10)
where h(δ) → 0 as δ → 0. Combining (4.8), (4.9), (4.10) with Lemma 4.4 and then passing with δ to 0 we conclude (4.7).
Step 1b. To get the lower bound, apply the same procedure. To be precise, first we have that
then by a similar argument P max
One can use the above to deduce that (4.11)
Where the term on the left hand side satisfies
Step 1c. If we combine (4.7) and (4.11), we get the limit
If we now let δ → 0 we can infer the desired asymptotics.
Step 2. Now we prove (2.4). Note, that we only consider ρ > ρ 0 , so in particular λ(α) > 1. First note that by 3.7, we have for
Therefore, by (4.6)
which completes the proof of (2.4).
Step 3. To prove (2.5) we proceed as above. This time ρ < ρ 0 and λ(α) < 1. Applying the Chebyshev inequality and reasoning as in Lemma 5.3 one can prove that for large D and n = n + D log n 
Estimates for W
The arguments leading to large deviation estimates for W follow the same idea as the one for Z, namely approximation of W n by its conditional mean. In order to be able to execute a similar procedure, denote for n > m
In view of Corollary 3.7 it suffices to investigate P[W n,n > t]. For the moment, we will focus our attention on showing how to approximate W n,n by its conditional mean.
Lemma 5.1. For n > m the following formula holds
Similarly, taking a shorter telescopic sum yields, for m < j,
If we sum the expression above over m + 1 ≤ j ≤ n and change the order of summation on the right-hand side we will arrive at
which proves the lemma.
Lemma 5.2. Assume that
where n = n − D log(n) and n ′ = K log(n) with K large enough.
< 1. Combining Corollary 3.2, Lemma 5.1 and Lemma 3.5 we obtain
provided that K is chosen large enough. Next, by Lemma 5.1 we may write
Since by Lemma 3.5, for n ′ + 1 ≤ k ≤ n and ε = log(t) −1/2 with t big enough
for appropriately large K.
Proof of Theorem 2.3. By previous considerations, we only need to consider
Denote H jn = Z n ′ (1 + R n,n ) and apply 3.9 to infer that
Limit Theorems of T
We start with the following Lemma.
Lemma 5.3. Assume ρ = ρ 0 and let n 1 = n − b √ n log n and n 2 = n + b √ n log n. Then for any δ > 0 one can pick b > 0 large enough such that
Proof. Applying Lemma 3.6 and choosing ε = log n/n we obtain
for appropriately large b.
To prove the second part of the Lemma we proceed similarly as above, but this time ε depends also on the parameter k: ε = ε(k, n) > 0. We estimate
Now for some large N we consider separately two cases when k ≤ N n and k > N n. First we consider large values of k and then we just choose ε(k, n) = ε 2 for some small fixed ε 2 . Let
for appropriately large N .
In the second case choose ε(k, n) = ε 1 = log n/n and recall λ(α 0 − ε) ≤ e −ερ0+cε
2 . Then
Lemma 5.4. For ρ = ρ 0 we have
where n y = n 1 + c 0 y √ log n, n 1 as in Lemma 5.3 and n ′ = K log n for large K and c 0 = σ 0 ρ
This Lemma can be proved exactly in the same way as Lemma 5.2. We left details for the reader.
Proof of Theorem 2.4.
Step 1. Law of large numbers. The SLLN is a direct consequence of Lemma 5.3 and (1.6). Indeed, for any ε > 0, we have
Step 2. Central limit theorem. The second part of the Theorem can be proved using similar arguments as in the proof of Theorem 2.2 in [13] . However in our case some additional problems arise. Thus we focus here on the main arguments, emphasising the differences. We refer the reader to [13] for all the details.
Step 2a. Petrov's result. The result follows essentially from Petrov's Theorem (Lemma 3.8) and first we explain how it should be applied. In view of Lemma 5.4 we need prove that
For 'fixed' Z n ′ R n1,ny−1 we want to apply Lemma 3.8. This can be done only for some restricted set of values. The details are as follows. Let σ 0 = σ(α 0 ) and
Below we apply Lemma 3.8 with (n, t, δ n ) replaced by (n 1 − n ′ , e ρ0(n1−n ′ ) , ρ0(n−n1+n ′ )−s n1−n ′ ). Let F t be the distribution function of V n (recall that n depends on t), then P V n Π n ′ ,n1−1 > t, V n ∈ I(t) = Step 2b. Uniform convergence. To proceed further we need a technical observation that for −∞ < a < b < y We will prove that the first term gives the asymptotic and the second one is negligible. To estimate the latter, by the Hölder inequality and (5.6), we may write
I(t)
√ n/q E Z Step 2c. Convergence to the Lebesgue measure. Now our aim is to prove that for any f ∈ C C (−∞, y) (continuous, compactly supported function in (−∞, y)): 
Finally applying the standard procedure and approximating an arbitrary f by Riemann sums we obtain (5.9).
Step 2d. Conclusion. Now we are able to conclude. For large N and small δ we split the integral Step 2e. The negligible part. To complete the proof we need to justify that the remaining part is negligible, i.e. lim t→∞ t α0 P V n Π n ′ ,ny−1 > t, V n / ∈ I(t) = 0.
However we omit the arguments here and refer to [13] (proof of Theorem 2, step 4) for more details.
