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Quantum reservoir computing provides a framework for exploiting the natural dynamics of quan-
tum systems as a computational resource. It can implement real-time signal processing and solve
temporal machine learning problems in general, which requires memory and nonlinear mapping of
the recent input stream using the quantum dynamics in computational supremacy region, where the
classical simulation of the system is intractable. A nuclear magnetic resonance spin-ensemble system
is one of the realistic candidates for such physical implementations, which is currently available in
laboratories. In this paper, considering these realistic experimental constraints for implementing
the framework, we introduce a scheme, which we call a spatial multiplexing technique, to effectively
boost the computational power of the platform. This technique exploits disjoint dynamics, which
originate from multiple different quantum systems driven by common input streams in parallel.
Accordingly, unlike designing a single large quantum system to increase the number of qubits for
computational nodes, it is possible to prepare a huge number of qubits from multiple but small quan-
tum systems, which are operationally easy to handle in laboratory experiments. We numerically
demonstrate the effectiveness of the technique using several benchmark tasks and quantitatively
investigate its specifications, range of validity, and limitations in detail.
I. INTRODUCTION
Recent developments in sensing and Internet of Things
technology follow big data, which consists of a massive
amount of complex time series data. Accordingly, a novel
information processing technique that can deal with these
data efficiently in real time is eagerly required. Conven-
tional computers are, however, based on the von Neu-
mann architecture, where the processor and memory are
separately aligned, and this structure causes an intrinsic
limitation in processing speed, which is called the von
Neumann bottleneck. Furthermore, the schemes of the
von Neumann type models stipulate that to handle com-
plex information processing, the computational system
should be also built in a complex manner systematically.
While biological systems are complex systems that are
constantly exposed to massive sensory data, they perform
successful real-time information processing with lower
computational costs and energy consumptions. Their
way of information processing is a typical non-von Neu-
mann type, capitalizing on its natural and diverse dy-
namics, and has been a source of inspiration for many
researchers [1].
Reservoir computing is a framework for recurrent neu-
ral network training inspired by the way the brain pro-
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cesses information [2–4], and it provides a typical ex-
ample of a non-von Neumann type computation [5]. A
reservoir computing system consists of a high dimen-
sional dynamical system, called a reservoir, driven by
time-varying input streams, which generates transient
dynamics with fading memory property and can perform
nonlinear processing on inputs. Its framework can be
used for real-time information processing with complex
temporal structures, which makes it particularly suited
to machine learning problems requiring memory, such as
speech recognition, prediction of stock markets, and au-
tonomous motor controls for robots. Conventionally, this
scheme is implemented through randomly coupled artifi-
cial neural networks (i.e., echo state network (ESN) [2])
or through spiking neural networks (i.e., liquid state ma-
chine [3]) in the software program running on a PC. As
long as it runs on a conventional PC, the resulting com-
putation is inevitably a von Neumann type. On this ba-
sis, the physical implementations of the reservoir have
been proposed to exploit the dynamics of native physics
for information processing. The implementations include
the dynamics of the water surface [6], photonics [7, 8],
spintronics [9], and the nanomaterials structured in the
neuromorphic chip [5]. Even the diverse body dynamics
of soft robots have been shown to be used as a successful
reservoir [10–13], suggesting that this framework could be
applied to physical systems in various scales. Recently,
quantum reservoir computing (QRC) has been proposed,
ar
X
iv
:1
80
3.
04
57
4v
1 
 [q
ua
nt-
ph
]  
12
 M
ar 
20
18
2which implements reservoir computing powered by quan-
tum physics [14].
Quantum dynamics is difficult to simulate using a con-
ventional or classical computer due to the exponentially
large degrees of freedom. This is generally termed a
quantum computational supremacy, and the framework
of QRC relies heavily on this property of quantum dy-
namics. Quantum reservoir (QR) dynamics are expressed
as transitions of the basis states for quantum bits (qubits)
driven by an input stream (Fig. 1A), which evolve over
time through a unitary operator based on Hamiltonian.
Signals are obtained through projective measurements
from the system, called true nodes, which are used as
direct reservoir states. An exponential number of de-
grees of freedom exist behind the measurement called
hidden nodes, which affect the time evolution of the true
nodes. The framework of QRC naturally takes into ac-
count the exponential degrees of freedom of quantum dy-
namics, which is intractable for the classical computer,
for information processing. Furthermore, the framework
implements non-von Neumann type computing through
a reservoir computing scheme, suggesting the full ex-
ploitation of assets from physical quantum dynamics. It
has been shown that the QR system can emulate non-
linear dynamical systems, including classical chaos, and
exhibit robust information processing against noise [14].
As candidates for the physical experimental platform of
the scheme, nuclear magnetic resonance (NMR)-spin en-
semble systems [15, 16] have been proposed. In these
systems, nuclear spins in molecules are used as the ensem-
ble qubit system. Usually, when monitoring a quantum
system, its observables are affected by projective mea-
surements, a process called backaction. In the NMR en-
semble system, this effect of backaction can be neglected,
and the signal can be successfully obtained by averaging
the massive amount of copies of molecules existing in the
ensemble system.
In this paper, we present a scheme to boost the compu-
tational power of QRs. The most prominent and straight-
forward approach to improve the computational capabil-
ity of the computational system is to increase its com-
putational nodes. In QRC, this primarily corresponds to
increasing the number of qubits. However, when viewed
from a physical implementation standpoint (e.g., using an
NMR spin-ensemble system), this approach requires a re-
design or reconstruction of the sample molecules, which is
operationally difficult and is energy and time consuming.
To overcome this problem, we introduce an effective
approach to boost the computational power of the sys-
tem using readily available small sample molecules, which
are operationally easy to handle in the experiments. Our
scheme is called spatial multiplexing, in which we pre-
pare multiple different small-sample molecules and inject
common input streams to each system and use all the sig-
nals obtained from these systems as a big single reservoir
system (Fig. 1B). This procedure has previously been
proposed in the applications of conventional ESNs, and
many examples have demonstrated its effectiveness (e.g.,
[2]). Here, we apply the scheme to QRC and present
that its procedure is particularly suited to overcome the
difficulty in a physically implemented reservoir setting.
In a software-implemented RC, since the scheme of spa-
tial multiplexing exploits multiple disjoint ESNs as a new
reservoir, it is operationally equivalent to assuming a sin-
gle ESN having the same total number of computational
nodes in the first place with a specific sparse internal
weight matrix. However, when viewing this scheme from
physical RC perspectives, the situations are different. In
the NMR-implemented QRC, for example, even if the
number of computational nodes are the same, the oper-
ational cost of preparing one huge sample molecule and
that of preparing multiple small sample molecules are
different. By focusing on this operational difference, we
can secure the scheme as one of the realistic and practi-
cal options to improve the computational power of phys-
ical reservoirs, which are often difficult to design freely
and easily. In the following sections, we argue the ef-
fectiveness of the spatial multiplexing technique for the
NMR spin-ensemble system based QRC and quantita-
tively demonstrate how the scheme improves the compu-
tational performance in QRC. We also provide a detailed
theoretical explanation of the specifications and range of
validity of the scheme, which will be useful for evaluating
other reservoir systems.
This paper is organized as follows. In the next section,
we overview the formalization of QRC [14] and introduce
spatial multiplexing into the setting. Subsequently, we
theoretically examine the effect of spatial multiplexing
in detail from a general standpoint. We then numeri-
cally demonstrate the power of the spatial multiplexing
technique on QRC using conventional benchmark tasks in
a machine learning context. Several approaches to engi-
neer QRs through spatial multiplexing are also discussed.
Finally, its practical aspect, future application domains
in solving real world machine learning problems, and its
implication to reservoir computing framework in general
are discussed.
II. QUANTUM RESERVOIR COMPUTING
THROUGH SPATIAL MULTIPLEXING
A. Quantum reservoir dynamics
Let us consider a quantum state of an N -qubit system,
which is described by a density operator ρ. By denoting
the Pauli operators to be
I = σ00, X = σ10, Z = σ01, Y = σ11, (1)
an N -qubit Pauli product is defined by 2N -bit string i:
P (i) =
N⊗
k=1
σi2k−1i2k . (2)
By using the Pauli products {P (i)} as a basis of the
operator space, the quantum state ρ is represented by
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FIG. 1. Schematics explaining a spatial multiplexing
technique for QRC. A. A QRC system without spatial mul-
tiplexing for comparison, showing a quantum system with 5
qubits; the input is injected into the 1st qubit. B. A QRC
system with spatial multiplexing. It shows multiple disjoint
quantum systems, each containing 5 qubits; the input is in-
jected into the 1st qubit for each system. C. Schematic of
an experimental implementation of QRC with a spatial mul-
tiplexing technique for the NMR system.
4N real vectors:
ρ→ r =
 r00...0...
r11...1
 (3)
where each element ri is given in terms of the Schmidt-
Hilbert inner product for the operator space as
ri = Tr[P (i)ρ]/2
N . (4)
From the properties of the density operators,
r00...0 = 1/2
N ,−1 ≤ ri ≤ 1,
∑
i
r2i ≤ 1. (5)
In QRC, each element ri is regarded as a hidden node
of the network. In quantum mechanics, any physical op-
eration can be written as a linear transformation via a
4N × 4N matrix W :
r′ = Wr. (6)
The matrix W can be constructed explicitly from the
quantum operation W as follows:
Wji = Tr{P (j)W[P (i)]}/2N . (7)
For example, a unitary dynamics under the Hamiltonian
H with a time interval τ is given by
(Uτ )ji = Tr[P (j)e
−iHτP (i)eiHτ ]/2N . (8)
In order to exploit quantum dynamics for informa-
tion processing, we have to introduce an input and the
signals of the quantum system (see Fig. 1A). Suppose
{uk} is an input sequence, which is a continuous variable
(uk ∈ [0, 1]). (We consider the setting of one-dimensional
input for simplicity, but its generalization to a multidi-
mensional case is straightforward.) A temporal learning
task here is to find, using the quantum system, a nonlin-
ear function yk = f({ul}kl=1) such that the mean square
error between yk and a target output yˆk for a given task
becomes minimum. Note that, as we see from Eq. (6),
there is no nonlinearity in each quantum operation W .
Instead, the time evolution W can be changed accord-
ing to the external input uk, namely Wuk , allowing the
quantum reservoir to process the input information {uk}
nonlinearly, by repetitively feeding the input.
Specifically, as an input, we replace the first qubit to
the quantum state (Fig. 1A)
ρuk =
I + (1− 2uk)Z
2
. (9)
Corresponding matrix Suk is given by
(Suk)ji = Tr
{
P (j)
I + (1− 2uk)Z
2
⊗ Tr1st[P (i)]
}
/2N ,
where Tr1st indicates a partial trace with respect to the
first qubit. A unit time step is written as an input-
depending linear transformation:
r((k + 1)τ) = UτSukr(kτ). (10)
where r(kτ) indicates the hidden nodes at time kτ .
A set of observed nodes, which we call true nodes,
{xl}Ml=1 is defined by a 4N ×M matrix R,
xl(kτ) =
∑
i
Rliri(kτ). (11)
The number of true nodes M has to be a polynomial
in the number of qubits N . That is, from exponentially
many hidden nodes, a polynomial number of true nodes
are obtained. For simplicity, we take the single-qubit
Pauli Z operator on each qubit as the true nodes, i.e.,
x1 = r010...0, x2 = r00010...0, ..., xn = x0...01. (12)
4Therefore, there is M = N true nodes. Figure 2A shows
the typical reservoir dynamics driven by the input stream
{uk}, and they consist of signals obtained from the true
nodes. Here we assume that the system is an ensem-
ble quantum system, which consists of a huge number of
copies of single quantum systems. Therefore, the signals
from the true nodes are obtained without any backac-
tion. Actually, the NMR spin ensemble system is such
a system. A sample of an NMR spin-ensemble system
contains typically 1018−20 copies of the same molecules.
The magnetization of 1014−16 spins out of the sample can
be measured with an RF coil with a sufficient SN ratio,
while the remaining is not affected.
The unique feature of QRC in the reservoir comput-
ing context is that the exponentially many hidden nodes
that originate from the dimensions of the Hilbert space
are monitored from a polynomial number of signals de-
fined as the true nodes. Based on this setting, in the next
section, two coordinated schemes are introduced to har-
ness QR dynamics in a physically natural setting. The
first is called temporal multiplexing, which was already in-
troduced in Ref. [14, 17], and the second is called spatial
multiplexing, which is a procedure applied to the QRC
from this study.
B. Temporal multiplexing
In Ref. [14], temporal multiplexing has been found to
be useful to extract complex dynamics on the exponen-
tially large hidden nodes through the restricted number
of true nodes. In temporal multiplexing, the signals are
sampled from the QR not only at the time kτ , but also at
each of the subdivided V time intervals during the uni-
tary evolution Uτ to construct V virtual nodes, as shown
in Fig.2B (the upper diagram). After each input by Suk ,
the signals are obtained for each subdivided intervals af-
ter the time evolution by Uvτ/V (v = 1, 2, ...V ), i.e.,
r(kτ + (v/V )τ) ≡ U(v/V )τSukr(kτ). (13)
Accordingly, as the QR system has N true nodes, we have
NV corresponding computational nodes at each input
timestep k in total, and the virtual nodes are defined by
xl(kτ + (v/V )τ) =
∑
i
Rliri(kτ + (v/V )τ). (14)
This procedure allows us to make full use of input-driven
transient dynamics, which can potentially include the in-
fluence of hidden nodes. Using this technique, it is pos-
sible to effectively increase the total number of computa-
tional nodes employed in the learning process. A similar
technique can also be found, for example, in Ref. [7] un-
der the same motivations.
It is important to note that, as is obvious from the set-
ting, the parameter τ modulates directly the dynamics of
QR, while the parameter V defines how we observe the
dynamics. In Ref. [14], the relevance of these parame-
ters to the computational capability of the QR system
is investigated. It was observed that, according to the
choice of the parameter τ , the type of computation that
can be performed well has changed, and the increase in
the parameter V essentially contributes to an improved
computational performance.
C. Spatial multiplexing
Now, we consider boosting the computational power in
QRC further. The most straightforward and promising
approach that comes to mind would be increasing the
number of computational nodes. This naturally leads
to an increase in the number of qubits in the QR sys-
tem. (The approach of temporal multiplexing, which se-
cures virtual nodes from the signals, is also reasonable in
terms of increasing the number of computational nodes.)
Considering the physical implementations of QRC to the
NMR system, however, as we explained previously, this
procedure of increasing the number of qubits corresponds
to the enlargement and redesign of sample molecules, and
it is not always easy in practice. In the NMR system, the
local control and measurement of a qubit is accomplished
with the difference of the resonant frequency. The reso-
nant frequency differs from the nuclear species. Among
many species, only few species such as 1H, 13C, 15N,
and 19F are easy to handle and thus used as qubits be-
fore. The resonant frequency is also slightly shifted due
to the difference of the chemical environment even with
the same species, which enable us the local control of
them. However, it is not easy to design and synthesize a
molecule that includes many addressable spins with the
different species and environment. Since a 12 addressable
spin system in a liquid has been developed in 2006 [18],
the record still remains unbroken.
In this study, based on these physical constraints of the
experimental settings, we introduce an effective and prac-
tical procedure to increase the computational resource,
which is relatively easy to implement under the practi-
cal condition. The procedure is called spatial multiplex-
ing. We prepare multiple disjoint QR systems, which
are spatially distant or uncoupled, and we drive them
with a common input stream in parallel (Fig. 1B). Sub-
sequently, we collect the signals from each QR system
in the previously explained manner, and we use all of
these signals from different QR systems as one entire set
of reservoir dynamics. For the NMR-implemented QRC,
this approach enables the exploitation of readily available
sample molecules, which already exist in the laboratory,
to increase the number of computational nodes. Com-
pared to redesigning the sample molecules as a computa-
tional resource, this approach should be relatively handy
and practical for experimenters. For example, the afore-
mentioned 12 qubit molecule and another one developed
in 2017 [19] can be potentially utilized for spatial multi-
plexed reservoirs (Fig. 1C). To synthesize other 12 qubit
molecules based on the developed molecules with chem-
ical modifications may be easier than a molecule with
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FIG. 2. Preparing computational nodes through spa-
tial multiplexing. A. A typical example of reservoir dy-
namics (time series of signals obtained from true nodes) in
multiple disjoint quantum systems driven by a common in-
put stream. The plot overlays reservoir dynamics from three
different quantum systems with the number of qubits set to
5 and τ∆ = 8. B. Illustrating the temporal and spatial mul-
tiplexing scheme. The upper diagram focuses on the time
interval when the input uk is injected. Signals from the three
QR systems are overlaid, where the parameters τc, Vc, and Nc
are set to be the same among the systems for simplicity. The
lower diagram expresses how to prepare the computational
nodes in our settings. The linear and static readout weight
is attached to each computational node and the learning is
performed by training the weights. See text for details.
more qubits.
Let us consider C different QRs driven by a common
input stream uk in parallel. For each QR system c, which
hasNc qubits with a corresponding number of true nodes,
the time interval to inject input τc and the correspond-
ing unitary evolution Uτc can be set differently (Fig. 2B).
Each QR system is also equipped with temporal multi-
plexing having Vc virtual nodes (Fig. 2B). As a result,
the spatial multiplexing induces
∑C
c=1NcVc nodes in to-
tal, and these computational nodes are exploited as a sin-
gle reservoir. We investigate systematically whether the
procedure of spatial multiplexing really boosts the com-
putational power of the QRC or not and, furthermore, to
what extent it improves the performance in detail in the
later sections.
D. Output settings and learning procedure
In the reservoir computing approach, the output is ob-
tained as a weighted sum of the reservoir states, and the
learning of a target function is executed by training lin-
ear and static readout weights attached to the reservoir
nodes in a supervised manner. Here, we explain how to
train the readout weights from the observed signals of
QR after the procedures of temporal and spatial multi-
plexing. According to the previous sections, temporal
and spatial multiplexing introduces Ntotal =
∑C
c=1NcVc
computational nodes in total (Fig. 2B). The state of the
computational node i at timestep k is expressed as x′ki
by rearranging the subscript from the original, and we
introduce a constant bias term x′k0 = 1.0. The system
output of the system is then expressed as
yk =
Ntotal∑
i=0
x′kiwi, (15)
where wi is a linear and static weight attached to node i.
Let {yˆk}Lk=1 be the target sequence for learning, where
L is the length of the training phase that is assumed
much greater than Ntotal+1 and the training of the read-
out weights {wi}Ntotali=0 is to minimize
∑L
k=1(yk − yˆk)2.
By collecting the target output yˆ = [yˆ1, yˆ2, ..., yˆL]
T
and the corresponding Ntotal + 1 reservoir states in the
learning phase as the training data matrix X, which
is a L × (Ntotal + 1) matrix, the optimal weight wˆ =
[wˆ0, wˆ1, ..., wˆNtotal ]
T can be obtained as a least squares
solution wˆ = (XTX)−1XTyˆ.
As we see later in detail, when we actually let the QR
system perform the computational tasks in this study, the
experimental trial consists of a washout phase, training
phase, and evaluation phase. The washout phase is to
eliminate the influence of initial transients of the reservoir
states, and the trained readout weights in the training
phase are exploited to generate outputs in the evaluation
phase.
6E. Theoretical insights into the effect of spatial
multiplexing
In this section, we investigate theoretically the effect
of spatial multiplexing, and we show its range of validity
and limitations. The argument in this section is not lim-
ited to quantum system but is generally applicable to any
reservoir system. Initially, we prove concisely that the
procedure of spatial multiplexing always improves com-
putational performance (or, at worst, will not change the
performance).
Let us assume that we have two reservoirs, reservoirs
A and B, which have NA and NB computational nodes,
respectively. Consider the corresponding regression equa-
tions, y = XAwA + rA and y = XBwB + rB , where XA
is a T × NA matrix and XB is a T × NB matrix with
realizations T satisfying NA + NB ≤ T , and rA and rB
are residuals. We assume that XA and XB are full rank,
and wA and wB are least squares solutions expressed as
wA = (X
T
AXA)
−1XTAy and wB = (X
T
BXB)
−1XTBy, re-
spectively. With projectors PA = XA(X
T
AXA)
−1XTA and
PB = XB(X
T
BXB)
−1XTB , XAwA = PAy and XBwB =
PBy. Accordingly, the residuals can be expressed as r
2
A =
||y −XAwA||2 = ||(I − PA)y||2 and r2B = ||y −XBwB ||2
= ||(I − PB)y||2. We consider combining reservoirs A
and B and constructing a new reservoir “A+B.” Simi-
larly, for XA+B =
(
XA XB
)
, y = XA+BwA+B + rA+B ,
where wA+B is a least squares solution expressed as
wA+B = (X
T
A+BXA+B)
−1XTA+By and rA+B is a resid-
ual. We assume that XA+B is full rank. With projectors
PA+B = XA+B(X
T
A+BXA+B)
−1XTA+B , XA+BwA+B =
PA+By, and a residual can be expressed as r
2
A+B =
||y −XA+BwA+B ||2 = ||(I − PA+B)y||2. Because wA+B
is a least squares solution,
r2A+B = ||(I − PA+B)y||2
= ||y −XA+BwA+B ||2
≤ ||y −XA+B
(
wA
0
)
||2
= ||y − (XA XB)(wA0
)
||2
= ||y −XAwA||2
= ||(I − PA)y||2 = r2A.
The equal sign can be used only when PA+B = PA. Like-
wise, r2A+B ≤ r2B and r2A+B ≤ min{r2A, r2B} holds. Actu-
ally, this relation shows the reason why the performance
improves by increasing the computational nodes in the
system in general. It also suggests that the couplings
and interactions within the reservoir are not explicitly
required for this improvement in theory.
Estimating the upper limit of the improvement in
performance in terms of how the residual decreases by
adding the reservoir B to the reservoir A is also possible.
In general, projector P satisfies P = PT, PP = P , and
if P is a projector, then I − P is also a projector. Ap-
plying these properties to the above results, with a few
transformations, we obtain
0 ≤ r2A − r2A+B = 〈(PA+B − PA)y, y〉,
where 〈·, ·〉 is an inner product. This relation suggests
that QA,A+B := PA+B −PA is positive semidefinite, and
the largest eigenvalue is
λQA,A+B := sup
y 6=0
〈(PA+B − PA)y, y〉
〈y, y〉 .
Thus,
0 ≤ r2A − r2A+B ≤ λQA,A+B ||y||2,
where λQA,A+B expresses the supremum of the reduc-
tions of a normalized residual when adding reservoir B
to reservoir A. Similarly, we obtain 0 ≤ r2B − r2A+B ≤
λQB,A+B ||y||2, where QB,A+B := PA+B − PB is also pos-
itive semidefinite and λQB,A+B is the largest eigenvalue
of QB,A+B . Using the above relations for r
2
B− r2A+B and
r2A − r2A+B , and r2A+B ≤ min{r2A, r2B}, we obtain
max{(r2A − λQA,A+B ||y||2), (r2B − λQB,A+B ||y||2)}
≤ r2A+B ≤ min{r2A, r2B},
where 0 ≤ max{(r2A − λQA,A+B ||y||2), (r2B −
λQB,A+B ||y||2)}. Thus, we can evaluate and pre-
dict the extent of the improvement without actually
performing the task using reservoir A+B.
We should be careful because the above facts do not
always hold in practice. Two points should be noted.
The first is overfitting. Spatial multiplexing can increase
computational nodes drastically, so we should be care-
ful when balancing between the size of training data set
and the system size. Since spatial multiplexing always
results in an improved performance for training data set,
if the performance worsens with spatial multiplexing in
the evaluation phase, we can infer back that it is caused
by overfitting.
Second, the above facts are based on the assumption
that XA, XB , and XA+B are full rank. This condition
does not always hold in practice. A typical example
is a case in which synchronization occurs, which makes
the reservoir dynamics identical or low-dimensional. No-
tably, even if no coupling exists between the reservoirs in
spatial multiplexing, the synchronization can still occur.
This is a phenomenon often called common input syn-
chronization [20], or when the driving input is a random
signal, it is called common noise synchronization [21].
Ironically, as investigated in [20], the property of com-
mon input synchronization is rather a required property
for reservoirs in terms of the reproducibility of the sig-
nals (the opposite case is chaotic dynamics). For robust
information processing, the same reservoir is preferred to
respond the same according to the identical input stream,
even if the initial states of the reservoir differ. For the
scheme of spatial multiplexing, however, this property
acts as a drawback that avoids the duplication of the
7same reservoir in use. Accordingly, for spatial multiplex-
ing, preparing a different reservoir or the same setting of
the reservoir with different input scaling or with a differ-
ent choice of qubit for input injections is recommended.
III. PERFORMANCE ANALYSES
In this section, we use numerical experiments to in-
vestigate the effect of spatial multiplexing. By assessing
the memory capacity and by using a benchmark task
that evaluates the information processing capability to
emulate nonlinear dynamical systems called nonlinear
auto-regressive moving average (NARMA) systems, we
demonstrate how the order of spatial multiplexing af-
fects the performance of our QR system systematically.
These evaluation schemes adopted here are popular in
the context of recurrent neural network learning.
For the dynamics of QR system, we employ the sim-
plest quantum system, a fully connected transverse-field
Ising model, as an example:
H =
∑
ij
JijXiXj + hZi, (16)
where the coupling strengths are randomly assigned such
that Jij is distributed randomly from −J/2 to J/2. Fur-
thermore, a scale factor ∆ is introduced to make τ∆ and
J/∆ dimensionless. In our numerical experiments, quan-
tum dynamics of the above Hamiltonian is exactly calcu-
lated without employing any approximation.
Here, the spatial multiplexing is implemented using
QR systems having the same number of qubits Nc, the
input interval τc, and the virtual nodes Vc (which we
simply denote N , τ , and V , from now on) but with dif-
ferent random coupling strengths of Jij . In the following,
we see the case when the number of qubits N of a sin-
gle QR system, which implies the case without spatial
multiplexing, is set to 5. As an example, we demon-
strate in detail when the parameter τ∆ is set to 1 and 2
for the memory capacity analyses and for the NARMA
tasks, respectively. We varied the number of the virtual
nodes V as 1, 5, and 25 and checked the dependence on
the performance. (Note that the analyses for the differ-
ent parameter settings, such as the cases for N = 3, 4
and τ∆ = 0.5, 1, 2, 3, 4, 8, 16, and 32, are given in the
Appendix.) Throughout the following experiments, the
input stream is randomly drawn from the range [0, 1] and
injected to the 1st qubit of each QR system. The order
of spatial multiplexing, which is defined as the number of
QR system driven by a common input stream in parallel,
is varied from 1 (without spatial multiplexing) to 5 for
the analyses.
A. Memory Capacity
As discussed earlier, the information processing capa-
bility of reservoir dynamics can be characterized by its
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FIG. 3. Dependence of the order of spatial multiplex-
ing on memory functions according to the delay and
on the memory capacity. A. The averaged memory func-
tions MFd are shown with the order of spatial multiplexing
varied from 1 to 5. Each plot is calculated using 100 trials
of different runs with different QR systems, where the vir-
tual nodes are set to 25. B. The averaged MCs are shown
according to the order of spatial multiplexing. Each plot is
calculated using 100 trials with different QR systems, and
the cases with virtual nodes set to 1, 5, and 25 are over-
laid. As a reference, each plot contains the performance of
the conventional ESN. The notation “ESN20,” for example,
represents the averaged MC of the ESN with 20 nodes. For
all the plots, the error bars show the standard deviations. A
single QR system has 5 qubits, and the parameter τ∆ is fixed
to 1 throughout this analysis.
property of transforming the input stream. In partic-
ular, one of the important characteristics for the com-
putational systems in solving a temporal machine learn-
ing task is short-term memory, which is a property to
store information of recent inputs to the system’s cur-
rent states. Focusing on this point, a measure to eval-
uate the system’s short-term memory property, which is
called memory capacity [22], is commonly used. In this
section, we aim to analyze the memory capacity of the
QR system and to quantify the effect of the spatial mul-
tiplexing in terms of it. To calculate the measure, the
computational system should first learn to reproduce the
injected random input of d timesteps before using the
current states of the system. This is equivalent to set-
ting the target output as yˆk = uk−d, where uk−d is set
as a random sequence ranged in [0, 1] in this study.
To evaluate the system’s emulatability of the target
sequence, the memory function MFd is defined as
MFd =
cov2(yk, yˆk)
σ2(yk)σ2(yˆk)
, (17)
where cov(x, y) and σ(x) express the covariance between
x and y and the standard deviation of x, respectively.
8This measure can take the value from 0 to 1, and as the
value gets larger, it suggests that the system’s capability
to reconstruct the previous input uk−d gets higher. The
memory capacity MC is defined as follows:
MC =
150∑
d=0
MFd. (18)
As explained in the earlier section, the training scheme
of our QR system is based on supervised learning, and
for each setting of d, the experimental trial consists of a
washout phase (2,000 timesteps), a training phase (2,000
timesteps), and an evaluation phase (2,000 timesteps).
Using the time series data of 2,000 timesteps in the train-
ing phase and the linear regression explained in Section
II D, we optimize the readout weights, which we use to
calculate the corresponding system output in the evalu-
ation phase. For each order of spatial multiplexing, we
iterated the above procedure by using new QR systems
with different random coupling strengths for 100 trials
and obtained the averaged MFd and MC.
Figure 3A shows the averaged MFd over the input de-
lay d. By observing the behavior of MFd against delay
d, we can see that, according to the increase of the or-
der of spatial multiplexing, the performance gradually
improves, showing the relatively large value of MFd in
the region of the larger delay. This tendency can be cap-
tured more clearly in the behavior of MC (Fig. 3B). Fig-
ure 3B plots how the order of spatial multiplexing affects
the memory capacity of the QR system in each setting
of virtual nodes. We can observe that, in all cases, the
increase of the order of spatial multiplexing induces the
improvement of memory capacity. Even in other param-
eter regions (e.g., for different settings of the parameter
τ∆ and the number of qubit) of the system, the improved
memory capacity, according to the increased order of spa-
tial multiplexing, was generally observed (see Fig. 8 in
Appendix A for details). Interestingly, according to the
setting of the parameter τ∆, the amount of memory ca-
pacity that can be induced was different (Fig. 8 in Ap-
pendix A). That is, the memory capacity reaches rela-
tively larger values when τ∆ = 0.5 and 1 than the other
settings of τ∆.
B. NARMA tasks
The NARMA task is a commonly used benchmark task
for evaluating the computational capability of the learn-
ing system to implement nonlinear processing with long
time dependence. By calculating the deviations from the
target trajectory in terms of errors, the NARMA task
tests how well the target NARMA systems can be emu-
lated by the learning system. According to the choice of
the target NARMA system, it is possible to investigate
which type of information processing can be performed in
the learning system to be evaluated. The first NARMA
system that we introduce is a second-order nonlinear dy-
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FIG. 4. Typical system output time series for the
NARMA tasks during the evaluation phase according
to the order of spatial multiplexing. The uppermost plot
shows the random input sequence, and the lower plots show
the corresponding task performances for NARMA2, 5, 10, 15,
and 20 in order from top to bottom. Each plot overlays the
time series of the target output and system outputs, which
exhibit multiplexing until 5 quantum systems with the num-
ber of qubits set to 5, the number of virtual nodes set to 25,
and the parameter τ∆ set to 2.
namical system, which was used in [23], expressed as fol-
lows:
yk = 0.4yk−1 + 0.4yk−1yk−2 + 0.6u3k + 0.1. (19)
We call this system NARMA2 in this paper. The next
NARMA system is the nth-order nonlinear dynamical
system, which is written as follows:
yk = αyk−1 +βyk−1(
n−1∑
j=0
yk−j−1) +γuk−n+1uk + δ, (20)
where α, β, γ, and δ are 0.3, 0.05, 1.5, and 0.1, respec-
tively. Here, n varies as 5, 10, 15, and 20, and the cor-
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and the parameter τ∆ is fixed to 2. The averaged NMSE is calculated using 100 trials with different QR systems. Note that
the y-axis for the plots of NARMA2 and NARMA5 tasks are in the logarithm scale. As a reference, each plot contains the
performance of the conventional ESN. The notation “ESN20,” for example, represents the averaged NMSE of the ESN with 20
nodes. For all the plots, the error bars show the standard deviations. See text for details on the experimental conditions.
responding systems are called NARMA5, NARMA10,
NARMA15, and NARMA20, respectively. In particular,
NARMA10 is frequently used in the context of evaluat-
ing the learning capability of recurrent neural networks
(e.g., [4, 23]). Here, we adopt the multitasking scheme,
where the system should simultaneously emulate all the
NARMA systems according to the input stream. For the
input stream to the NARMA systems, the range is lin-
early scaled from [0, 1] to [0, 0.2] to set the range of yk
into the stable range.
The learning scheme of our QR system is exactly the
same as explained in the previous MC analysis. Each
experimental trial consists of a washout phase (2,000
timesteps), a training phase (2,000 timesteps), and an
evaluation phase (2,000 timesteps). We evaluate the per-
formance by comparing the system output with the tar-
get output, which is the normalized mean squared error
(NMSE), expressed as follows:
NMSE =
∑6000
k=4001(yˆk − yk)2∑6000
k=4001 yˆ
2
k
, (21)
where yˆk and yk are the target output and the system
output at timestep k, respectively. For each τ setting,
NMSEs for all the trials are calculated and averaged for
the analysis. For each order of spatial multiplexing, we
iterated the above procedure by using new QR systems
with different random coupling strengths for 100 trials
and obtained the averaged NMSE.
Figure 4 shows the typical output time series for the
NARMA tasks in the evaluation phase. First, it is clearly
observed that according to the increase in the order of
the NARMA system, the overall task performance grad-
ually worsens, reflecting an increase of the difficulty of
the tasks. For each NARMA task, according to the in-
crease of the order of spatial multiplexing, we can see
that the traceability of the QR system is improved (we
can visually confirm this especially for the NARMA5,
NARMA10, and NARMA15 tasks in Fig. 4). These
observations can be quantitatively confirmed in the anal-
yses of the averaged NMSE in Fig. 5. For each setting
of the number of virtual nodes (V=1, 5, and 25), the fig-
ure plots how the averaged NMSE behaves according to
the increase of the order of spatial multiplexing in each
NARMA task. Figure 5 shows that for all the NARMA
tasks, the increase of the order of spatial multiplexing
induces improvements in the task performance. In par-
ticular, when the order of the NARMA system is 2, 5,
and 10, the effect of the increase of the order of spa-
tial multiplexing is significantly high. We have checked
that this tendency of the effect generally holds for other
parameter settings of the QR system (see Fig. 9 in Ap-
pendix A for details). Furthermore, we have found that,
for each NARMA task, a different setting of τ∆ exists
that shows the best performance through spatial multi-
plexing. For example, in the case for the NARMA2 task
and NARMA5 task, the averaged NMSE shows the min-
imum value when τ∆ = 32, while in the case for the
NARMA15 task and NARMA20 task, τ∆ = 1 shows the
minimum, both through spatial multiplexing of order 5
(Fig. 9 in Appendix A). These findings imply that the
parameter τ∆ can regulate which type of task the QR
system is good at.
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C. Temporal versus spatial multiplexing
Sections III A and III B have demonstrated that, as
the order of spatial multiplexing increases, the memory
capacities increase and the performance of the NARMA
tasks improves. In this section, we analyze the extent to
which the order of spatial multiplexing plays a part in
these improvements quantitatively.
Figure 6 plots how the improvement ratio behaves ac-
cording to the increase of spatial multiplexing in each
experimental case. The improvement ratio is defined by
setting the performance (in terms of the averaged NMSE
or MCs) when the order of spatial multiplexing is set to 1
as a basis. For both analyses, it is calculated by dividing
each averaged MC and NMSE by those when the order of
the spatial multiplexing is 1 in each parameter setting,
respectively. As a comparison, the improvement ratios
when the number of virtual nodes is increased from 1 to
5, from 1 to 25, and from 5 to 25, without spatial mul-
tiplexing (reflecting the effect of temporal multiplexing
only), are shown in each plot of Fig. 6. We can clearly
observe that in almost all cases, the increase of the order
of spatial multiplexing induces the improvements of the
performance.
For the memory capacity, we can observe remarkable
improvements, where the improvement ratio marks more
than twice in all of the setting of virtual nodes, when
increasing the order of the spatial multiplexing from 1
to 5 (Fig. 6, left diagram). In particular, the effect of
increasing the order of spatial multiplexing from 1 to 5
with the virtual node fixed to 1 (ratio(order = 1 → 5))
is similar or slightly superior to that of increasing the
number of virtual node from 1 to 5 without spatial mul-
tiplexing (ratio(V = 1 → 5)) in terms of capacity (Fig.
6, left diagram). These features were commonly observed
in all the experimented parameter settings in this study.
For example, when the order of spatial multiplexing was
varied from 1 to 5, the averaged improvement ratio of
the memory capacity calculated using all the parameter
settings was 2.11, and the maximum improvement ratio
among all was 3.23 when τ∆ = 0.5, V = 1, and N = 5
(Fig. 7, upper left diagram). Furthermore, we observed
“ratio(order = 1 → 5) > ratio(V = 1 → 5)” in almost
all the parameter settings (Fig. 7, upper right diagram),
which characterizes the range of effectiveness of the spa-
tial multiplexing.
For the NARMA task, by increasing the order of spa-
tial multiplexing, the value of the improvement ratio is
decreased, suggesting the improvements of the perfor-
mance (Fig. 6, right diagrams). In particular, in the
NARMA5 task when V = 25, the value decreased by a
factor of 10 when the order of spatial multiplexing was
varied from 1 to 5. Interestingly, this improvement ratio
is much superior to that of increasing the virtual node
from 1 to 25 despite the larger increase in the computa-
tional nodes, which implies that cases exist in which the
increase of the order of spatial multiplexing behaves su-
perior to that of temporal multiplexing. These tendencies
follow in all the experimented parameter settings in this
study. The performance of each NARMA task improves
in each parameter setting by increasing the order of spa-
tial multiplexing (Fig. 7, lower left diagram). For ex-
ample, when the order of spatial multiplexing was varied
from 1 to 5, the averaged improvement ratio calculated
using all the parameter settings was 0.39 in the NARMA5
task, and the minimum improvement ratio among all was
0.15 when τ∆ = 2, V = 25, and N = 5 in the NARMA5
task (Fig. 7, lower left diagram). Similarly to the case for
the memory capacity, in each NARMA task, we observed
“ratio(order = 1 → 5) < ratio(V = 1 → 5)” in almost
all the parameter settings (Fig. 7, lower right diagram).
These results suggest that in some cases, spatial multi-
plexing adds a more effective number of computational
nodes than does temporal multiplexing.
IV. TOWARD ENGINEERING QUANTUM
RESERVOIR THROUGH SPATIAL
MULTIPLEXING
As we saw in Section II E and demonstrated in III, spa-
tial multiplexing improves the performance of the system.
In this section, we provide a few notes on the possibility
to engineer QR through the spatial multiplexing scheme.
As we discussed in Section II E, although we can improve
performance by increasing the order of spatial multiplex-
ing in theory, this does not always apply in actual ex-
periments because of overfitting. In such cases, limiting
the number of computational nodes is preferable. Given
a fixed number of computational nodes, we investigate in
this section a method to engineer the efficient combina-
tions of reservoirs.
Similar to Section II E, let us assume that we have
three reservoirs, A, B, and C, with reservoir A hav-
ing N computational nodes, and reservoirs B and C
having the same number of nodes N ′. We also as-
sume that these reservoirs satisfy the basic properties
of the regression equation setting and least squares so-
lutions presented in Section II E. At first, the inequality
r2A+B+C ≤ min{r2A, r2B , r2C , r2A+B , r2B+C , r2A+C} suggests
that combining reservoirs A, B, and C performs best if we
could avoid overfitting in practice. Now, by retaining the
total number of nodes fixed to N +N ′, we determine the
better choice between reservoir B or C for combination
with reservoir A to improve performance.
At first glance, choosing the reservoir that has better
performance is preferable. However, this is not always
the case. Given that reservoir B has better performance
than reservoir C, that is, r2B ≤ r2C , r2A+B ≤ r2A and
r2A+C ≤ r2A hold, but r2A+B ≤ r2A+C does not hold in
general. (We can easily find a counter example such as
y =
(
1 1 1
)T
, XA =
(
0.25 1 0
)T
, XB =
(
1 0 0
)T
,
XC =
(
0 1 −1)T.) We then apply the relations we ob-
tained in Section II E to reservoir A+B and A+C, which
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FIG. 6. Analyses of the effect of the spatial multiplexing based on the improvement ratio and comparisons
with that of the temporal multiplexing. Improvement ratios according to the order of spatial multiplexing in terms of
the averaged memory capacity (left) and the averaged NMSE for the NARMA tasks (right) are investigated (the parameter
settings are the same with the analyses in Sections III A and III B). In the plot for the memory capacity, the solid line expresses
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analyses, the averaged MC and NMSE used to calculate the improvement ratio in each condition are obtained from the results
of 100 trials with different QR systems.
are
max{(r2A − λQA,A+B ||y||2), (r2B − λQB,A+B ||y||2)}
≤ r2A+B ≤ min{r2A, r2B},
and
max{(r2A − λQA,A+C ||y||2), (r2C − λQC,A+C ||y||2)}
≤ r2A+C ≤ min{r2A, r2C}.
Given r2B ≤ r2C , to evaluate r2A+B and r2A+C , we need
to check how these ranges overlap. Only if no overlap
exists, can we safely predict the reservoir to add without
actually performing the task. When r2A ≤ r2B ≤ r2C ,
these two ranges always overlap because r2A+B ≤ r2A and
r2A+C ≤ r2A. When r2B ≤ r2A ≤ r2C or r2B ≤ r2C ≤ r2A, and
if r2B < max{(r2A − λQA,A+C ||y||2), (r2C − λQC,A+C ||y||2)}
holds, then we can safely decide to choose reservoir B as
the appropriate partner for combination without actually
performing the task, because it satisfies r2B < r
2
A+C and
accordingly r2A+B < r
2
A+C holds.
Furthermore, although we demonstrated spatial mul-
tiplexing by combining QR systems that have different
coupling strengths with the other parameters fixed in
our numerical experiments, note that the combination
can consist of any reservoirs if they are not synchronized.
The choice of the combination depends on the efficiency
of the usage in each experimental setting. For example,
parameter τ∆ is dependent on the energy applied to the
experimental platform and can be regulated if we con-
sider energy efficiency.
V. DISCUSSION
In this paper, we have introduced a scheme, spatial
multiplexing, to boost the computational power in QRC.
Considering the physical experiment, this scheme is op-
erationally easy to implement but is remarkably effec-
tive, and we have theoretically shown that the scheme
inevitably increases the computational power. The effect
was demonstrated through numerical experiments using
a number of benchmark tasks, and the performance of
learning was observed to be improved. We have also
examined the theoretical implications of the proposed
scheme and discussed its range of validity and limita-
tions, which would be useful and applicable not only for
QRC but also for reservoir computing in general, includ-
ing the case for conventional software implementations.
Although the scheme of spatial multiplexing allows us
to efficiently increase the computational nodes, we should
be sensitive to the case of overfitting in practical appli-
cations. In our experiments, we observed several perfor-
mances, which were thought to be caused by overfitting
(e.g., the results of NARMA tasks in higher values of τ∆
(Fig. 9 in Appendix A)). To avoid these situations, one
can introduce a Ridge regression or Lasso for the train-
ing procedure, which assigns a penalty to readout weights
for regressions. By combining with these sparse regres-
sions, one can establish a scheme to selectively exploit
effective degrees of freedom from massive computational
nodes increased by spatial multiplexing.
NMR ensemble system has been regarded as a strong
candidate for physical platform of QRC. In NMR quan-
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FIG. 7. Analyses of the averaged improvement ra-
tios in terms of the averaged memory capacity (upper
row) and the averaged NMSE for the NARMA tasks
(lower row). According to the order of spatial multiplexing,
the improvement ratios are calculated in all the combinations
of a number of qubit (3, 4, and 5), virtual node (1, 5, and 25),
and τ∆ (0.5, 1, 2, 3, 4, 8, 16, and 32), and they are averaged
using all these combinations (left diagram in each row). Note
that the solid line in the upper left diagram expresses y = x
as a reference. The error bars show standard deviations, and
the maximum or minimum improvement ratio among all the
experimental conditions in each order of spatial multiplexing
is also plotted. The right diagram in each row shows the
averaged improvement ratios for spatial multiplexing against
those for temporal multiplexing in each analysis. The ratio is
calculated when the order is increased from 1 to 5 with vir-
tual node fixed to 1 for the spatial multiplexing (x axis) and
when the virtual node is increased from 1 to 5 without spatial
multiplexing for the temporal multiplexing (y axis) to make
the increased number of the computational nodes the same
for comparisons. The plots for all the experimental condi-
tions are overlaid. For all the analyses, the averaged MC and
NMSE used to calculate the improvement ratio in each condi-
tion are obtained from the results of 100 trials with different
QR systems.
tum reservoir system, the spatial multiplexing with some
different molecules, introduced in Sec.II C, is an easier
option to increase the computational power than increas-
ing the number of addressable qubits. Another option is
increasing the number of unaddressable qubits and vir-
tual nodes, which will be introduced with a detail in
our future work. We can also introduce an easier im-
plementation of spatial multiplexing even with the same
molecule with NMR pulse techniques to change the inter-
action Hamiltonian effectively [24, 25]. The pulse tech-
niques are often utilized for quantum simulation exper-
iments. For example, Ising type Hamiltonian XiXj can
be changed to XiXj+YiYj+aZiZj for any parameters a,
with applying the multiple pulse sequence with a param-
eter for spacing between pulses, a [26]. It was shown in a
quantum simulation experiment [27] that the dynamical
behavior of a nuclear spin system with the interactions
XiXj + (2a− 1)YiYj − 2aZiZj are substantially different
depending on a. Just with changing the parameter of ap-
plying pulse, we can easily implement the spatial multi-
plexing with some different quantum dynamical systems
in the same molecule.
Spatial multiplexing will offer an opportunity to in-
crease the computational nodes and boost the computa-
tional power not only for QRs but also for any interacting
systems that contain components that are operationally
or experimentally difficult to manipulate and increase.
By extending this line of thought, we can develop a con-
cept of composing multiple reservoirs, each with different
physical systems. For example, it might be worth com-
posing photonic and quantum systems and treating them
as one entire reservoir in some applications. According
to how this scheme is applied in the real world, this con-
cept would create options from which to flexibly choose
the physical systems to use as a computational resource
in a given situation.
Finally, one of the intriguing flavors in the framework
of QRC is its exploitation of the quantum computational
supremacy region, where the system possesses exponen-
tial degrees of freedom as hidden nodes. We reiterate
that, as spatial multiplexing increases true nodes pro-
portionally to its order, its increase of hidden nodes is
also proportional, while increasing the number of qubits
in the interacting system will directly lead to exponen-
tial increase in hidden nodes. This fact implies that, even
if we have the same number of true nodes, the number
of hidden nodes can differ according to how the spin-
ensemble molecular samples were prepared; hence, the
computational power and preference would also differ.
We suggest each experimenter to regulate how to prepare
their reservoirs based on their given experimental condi-
tions and their operability of the system, and we believe
that the spatial multiplexing technique will become one
of the common and practical options for boosting the
computational power of QRs in the near future.
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Appendix A: Extended numerical experiments and
analyses
In the main text, we showed the results of the nu-
merical experiments for the QR system with its system
parameters set to N = 5 and τ∆ = 1, 2. In this section,
we show thorough and systematic analyses of different
parameter settings, varying N as 3, 4, and 5 and varying
τ∆ as 0.5, 1, 2, 3, 4, 8, 16, and 32, which are summarized
in Fig. 8 and Fig. 9.
Appendix B: Echo state network settings for
comparisons
To characterize the computational capability of our
system, in the main text, we compared its performance of
the NARMA tasks and its memory capacity with those of
a conventional ESN [2, 28, 29]. This section explains in
detail the settings of the ESN used for the comparisons.
The ESNs are a type of random recurrent neural net-
work that consists of internal computational nodes (the
number of internal computational nodes is denoted as
NESN ), input nodes, and output nodes. The activation
of the ith internal node at timestep k is expressed as xik.
The weights wij for the internal network connect the ith
node to the jth node, and the input weights wiin con-
nect the input node to the ith internal node. Internal
computational nodes with one bias are connected to the
output unit through readout weights wiout, where x
0
k = 1
and w0out is assigned for the bias term. Learning of the
readout weights wiout is performed using the same pro-
cedure explained in the main text for each task. The
internal weights wij are randomly determined from the
range [−1.0, 1.0], and the spectral radius of the weights
is regulated according to the setting for each task, as
explained below. Similarly, the input weights wiin are
randomly determined from the range [−σ, σ], where σ is
a scaling parameter explained later. The time evolution
of the ESN is expressed as follows:
xik = f(
NESN∑
j=1
wijxjk−1 + w
i
inuk), (B1)
yk =
NESN∑
i=0
wioutx
i
k, (B2)
where f(x) is set as tanh(x) in this paper. To make a
fair comparison of the task performance, the I/O setting
of the ESN was set to be the same as that of our system
for each task. For example, the lengths of the washout,
training, and evaluation phases and the evaluation pro-
cedures were kept the same. The detailed experimental
conditions are given for each of these comparisons below.
For the NARMA task, we first prepared 10 different
ESNs for each setting of NESN , which vary as 5, 10, 20,
30, 40, 50, 100, 150, 200, 250, and 300. The scaling pa-
rameter of the input weights σ is varied as 1.0, 0.5, 0.2,
0.1, 0.05, 0.01, 0.005, and 0.001, and the spectral radius
of the internal weights is also varied from 0.1 to 2.0 in
increments of 0.1. For each ESN, by fixing the spectral
radius and the parameter σ, we ran 10 different trials,
driven by different random input sequences, and test the
emulation tasks of all the NARMA systems (NARMA2,
5, 10, 15, and 20) using a multitasking scheme for each
trial. After performing all the trials of the NARMA tasks
with all the parameter settings varied for each ESN hav-
ing the computational node NESN , we collected the low-
est NMSE, which indicates the best performance in this
experiment corresponding to the ESN, and calculated the
averaged NMSE for each NARMA task over 10 different
ESNs for each setting of NESN . These averaged NMSEs
were used for comparison.
To evaluate the memory capacities, 100 different ESNs
were driven by different random input sequences with a
spectral radius fixed at 0.9 and the scaling parameter of
the input weights fixed to σ = 0.01. The emulation tasks
of 5 dynamical systems with different degrees of nonlin-
earity, which are explained in the main text, were per-
formed for each trial using a multitasking scheme. Anal-
yses of the performance were conducted using the same
procedures used by our system and defined in the main
text, and the averaged capacities were calculated using
these 100 trials and used for comparison.
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FIG. 8. Plots showing the effect of the spatial multiplexing in terms of the averaged MC for each number of
qubits of a single QR system, each number of virtual nodes, and each parameter τ∆. For each plot, the horizontal
axis represents total computational nodes in a QR system, and the vertical axis represents the averaged MC. The parameter
τ∆ is varied as 0.5, 1, 2, 3, 4, 8, 16, and 32. The number of qubits in a single QR system is represented by different point shapes
(square, circle, and triangle indicate the cases for 3, 4, and 5 qubits, respectively). The number of virtual nodes is represented
as a difference in color (the number of virtual nodes V = 1, 5, and 25 are represented as black, red, and green, respectively).
The plots connected with lines represent the results when the order of spatial multiplexing is increased from 1 to 5 (this can be
seen from the increase in the total number of computational nodes) with other system parameters fixed. As a reference, each
plot contains the performance of the conventional ESN. The notation “ESN20,” for example, represents the averaged MC of
the ESN with 20 nodes.
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FIG. 9. Plots showing the effect of the spatial multiplexing in terms of the averaged NMSE for the NARMA
tasks for each number of qubits of a single QR system, each number of virtual nodes, and each parameter τ∆.
The cases for NARMA2, 5, 10, 15, and 20 are investigated. For each plot, the horizontal axis represents the total computational
nodes in a QR system, and the vertical axis represents the averaged NMSE. The parameter τ∆ is varied as 0.5, 1, 2, 3, 4, 8, 16,
and 32. The number of qubits in a single QR system is represented by different point shapes (square, circle, and triangle
indicate the cases for 3, 4, and 5 qubits, respectively). The number of virtual nodes is represented as a difference in color (the
number of virtual nodes V = 1, 5, and 25 are represented as black, red, and green, respectively). The plots connected with lines
represent the results when the order of spatial multiplexing is increased from 1 to 5 (this can be seen from the increase in the
total number of computational nodes) with other system parameters fixed. As a reference, each plot contains the performance
of the conventional ESN. The notation “ESN20,” for example, represents the averaged NMSE of the ESN with 20 nodes.
