Abstract-Simulated Kalman Filter (SKF) is a population based optimization algorithm inspired by the Kalman filtering method. It had been successfully used for optimization of many engineering problems. In this work SKF is applied for wireless sensor networks (WSN) coverage optimization problem, where the objective is to maximize the area covered by the sensors in a region of interest. Coverage is an important issue in WSN. It is used as one of the measurement metric for a WSN's quality of service. Many metaheuristics algorithms had been applied to solve this problem. Here, SKF is tested over several WSN and found to be able to perform better than particle swarm optimization (PSO) and genetic algorithm (GA) in improving WSN coverage.
I. INTRODUCTION
Simulated Kalman filter optimization algorithm (SKF) was introduced in 2015 as a population-based algorithm for optimization of continuous unimodal problems [1] . SKF one of estimator inspired optimization algorithm along with the heuristic Kalman algorithm [2] and single agent finite impulse response optimizer [3] . Specifically, SKF was developed based on the scalar Kalman filter state estimator algorithm. In SKF, the agents work like Kalman filters, where like the Kalman filters they go through prediction, measurement, and estimation process in every iteration. However, unlike the normal Kalman filter, these agents use simulated measurements to guide their estimation of the optimal solution for the problem considered.
Since its introduction SKF had been adapted to suite binary optimization problems [4] and also combinatorial optimization problems [5] - [8] . SKF has also been improved through hybridization with particle swarm optimization (PSO) algorithm in [9] , [10] and with gravitational search algorithm in [11] , [12] . An attempt to make SKF a parameterless algorithm is reported in [13] . SKF has also been applied for various problems such as, adaptive beamforming in wireless cellular communication [14] , [15] , airport gate allocation problem [16] , [17] , feature selection of EEG signal [18] , ARX system identification [19] and PCB drill path optimization [20] .
Here, the SKF is implemented for solving WSN coverage problem. WSN is a large network of sensor nodes that able to collect and transmit data from the monitored region of interest (ROI). WSN is one of the enabling technology for the internet of things (IoT) [21] , [22] . The WSN might be deployed over hostile or human inaccessible environment such as at steep terrain of mountains or in a battlefield for military surveillance. These deployments can be done randomly where the sensors can be dropped from an unmanned aerial vehicle (UAV) flown over the ROI. However, the random deployment might result in the sensors falling too far from each other causing coverage holes or too near causing overlapping coverage. On the other hand, these sensors are often equipped with limited mobility. The mobility assisted sensor nodes are able to move themselves to improve the coverage. With this assumption many works based on metaheuristics algorithms for coverage improvement had been proposed [23] - [27] .
The binary sensing model is used in this work to estimate the coverage of a network. The performance on SKF is tested using several networks of various density and compared with PSO and genetic algorithm (GA). The findings show that SKF is able to perform better than both state of the art optimization algorithms; PSO and GA, in improving the coverage of WSN. This paper is divided into 5 sections. After this introductory section the binary sensing model is describe in section 2, followed by the SKF for WSN coverage maximization algorithm in section 3. Experimental settings are presented in section 4. The experiments conducted, result and discussion are presented in section 5. Finally, this work is concluded in section 6
II. WSN BINARY SENSING MODEL
Coverage is an important issue of WSN. It indicates how efficient the network is able to do its job to sense for event of interest in its surrounding. Therefore, coverage it is often used as a measure for WSN quality of service (QoS) [26] - [28] .
The WSN's coverage can be measured using binary sensing model. In binary sensing model the area to be monitored is divided into grids and the coverage is measured, as per Eq. (1). (1) Where is the set of sensors which are deployed to cover the grid , is the coverage of all sensors at grid point and is the total number of grid point. Thus, and .
The coverage at grid point is;
Where is the distance between the grid point with sensor , represent the sensor number and the total number of sensor is . The represents the sensing ranges of sensor, .
A simplified binary sensing model calculation with only one sensor and taking just a single grid point into consideration is shown in Fig. 1 . The first figure shows example of which result in while the second figure shows which gives . . In WSN coverage problem, these estimated values represent the possible coordinate of the sensors distributed over the ROI. This is shown in Fig. 3 .
The iterative procedure of SKF begins after the random initialization.
In each iteration the fitness of the agents' estimate are evaluated using Eq. (1). Coverage optimization is a maximization problem, hence, the objective of SKF is to maximize the agents' fitness.
Once the evaluation is completed, the agent with the highest fitness value is identified as the best solution of the current population, . Next, the from the first iteration with the highest coverage is selected as . After fitness evaluation and identification of and , the agents are updated following the Kalman filter procedure of predict, measure and estimate. During the prediction phase, the current predicted state, , is assumed to be the estimated value; (3) Measurements are simulated in SKF using an agent's prediction and . The dimensional wise calculation of measured value for dimension j th of agent i th is calculated as follow; (4) The is a random value within the range of [0,1]. The estimation phase follows the measurement phase. The estimated next value is updated using Eq. (5); (5) where is the Kalman gain, which is calculated as follow; (6) In Eq. (6), is the measurement noise, which is suggested to be set to 0.5 [1] . The current transition error , is calculated using current error covariant estimate, , and the process noise, .
In [1] , is suggested to be set to and the initial error covariant, is set to . The current error covariant estimate is updated in estimation phase using eq. (8); (8) These steps continue until stopping conditions is met, either 100% coverage is achieved of maximum iteration is reached.
IV. EXPERIMENTAL SETTING
The application of SKF for WSN is tested here using one sparse network, one optimal number of sensors and three dense networks. In sparse network the number of sensor is not enough to provide 100% coverage, while network with optimal number of sensor has just enough sensor to provide 100% coverage and finally dense networks have more than enough sensor for 100% coverage. The ROI considered here is a square area with the size of and the sensors' sensing range is 10m. For the coverage calculation, the ROI is divided into square grid of size (i.e.: 10201 grid points). Table I shows the networks setting and the ideal coverage value. Each of the networks is tested for 30 runs where the maximum iteration for each run is set to 500 iterations. For benchmarking purpose particle swarm optimization (PSO) and genetic algorithm (GA) are used and both algorithms also adopt the binary sensing model for their fitness evaluation. The size of population for all algorithms is set to 50. The SKF's , and values follow the recommendation of the original SKF [1] , which are 1000, 0.5 and 0.5 respectively.
V. RESULTS AND DISCUSSION
The mean, maximum (the best of 30 run), minimum (the worst of 30 run) and standard deviation of the coverage obtained by the algorithms are compared and tabulated in Table II . The best values are highlighted in grey. It can be seen that SKF achieved the best mean, maximum (with exception of WSN40), minimum and standard deviation for WSN40, WSN60, WSN80 and WSN100. However, the results show that PSO is the best algorithm for sparse network. PSO gives the best mean, maximum, maximum and standard deviation for WSN20, GA performs worse than SKF for all networks but has better mean, minimum and standard deviation than PSO for the highly dense networks, WSN80 and WSN100.
The convergence curves for the best solution found by each algorithm are shown in Fig. 4 . From the graphs it can be seen that SKF converges gradually for all cases. This indicates that the agents of SKF are allowed to explore and look for better solution before terminating their search. Whereas, the PSO and GA exhibits faster convergence, where GA converges the fastest. For the sparse network (WSN20), even though SKF is not able to outperform PSO but it can be seen that its convergence curve is closely trailing PSO's where PSO settles at 62.15% and SKF at 61.75%. For WSN40, the coverage of SKF gradually increased and surpassed PSO during the last 100 iterations. In the dense networks (WSN60, WSN80 and WSN100), SKF is able to surpass the performance of other algorithms before the first 100 iteration. In WSN80, SKF achieved 100% coverage by the 450th iteration while in WSN100, it is achieved much earlier which is before the 300th iteration. Fig. 5 shows the best sensor positioning found by SKF. It can be seen that SKF is able to distribute the sensors within the ROI in such a way that the coverage is maximized. This can be clearly observed for WSN20. The sensors are distributed in WSN with minimum overlap so that the coverage is maximized. In this case the coverage is 61.75% which is very close to the ideal coverage. VI. CONCLUSION SKF is a population-based optimization algorithm which had been successfully applied in multiple areas. Its usage in WSN coverage maximization is evaluated here using binary sensing model. The results are compared with PSO and GA which also adopted the binary sensing model. The findings show that SKF is able to give the best coverage for most of the networks tested. From the literature, it can be seen several improved SKF with better performance had been proposed, hence the application of these algorithms can be considered for the future work. Additionally, a more advanced coverage estimation such as probabilistic sensing model and Voronoi diagram-based model can be applied for a more accurate coverage estimation.
