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Abstract—In this paper we investigate the achievable rate of
LOS MIMO systems that use 1-bit quantization and spatial
oversampling at the receiver. We propose that by using addi-
tional antennas at the receiver, the loss incurred due to the
strong limitation of the quantization can be decreased. Mutual
information results show that considerable rate gains can be
achieved depending on the number and arrangement of the
antennas. In some of the cases, even the full available rate from
the transmitter can be attained. Furthermore, the results also
reveal that two-dimensional antenna arrays can benefit more
from spatial oversampling than one-dimensional arrays, when
using 1-bit quantization in the LOS MIMO scenario.
I. INTRODUCTION
To achieve the projected high data rates for forthcoming
wireless communications systems, MIMO techniques, with
their high spectral efficiencies, and millimeter wave carrier
frequencies, with their high available bandwidth, are two of
the main focus points. High bandwidths typically require high
sampling rates, for which the conventional high-resolution
analog-to-digital converter (ADC) becomes one of the main
power consumers in the system. The usage of MIMO tech-
niques only enhances this effect due to the fact that multiple
ADCs are utilized. Two approaches are taken in order to
alleviate this problem. One is the consideration of hybrid
signal processing approaches, to reduce the number of ADCs,
e.g., hybrid beamforming, or to reduce the required resolution
of the ADCs, e.g., analog equalization [1]. The other approach
looks at the applicability of low-resolution ADCs, down to the
extremest case of only one bit of amplitude resolution, as such
converters can be built to be very power efficient. Systems
operating at millimeter wave carrier frequencies may also
make use of line-of-sight (LOS) MIMO designs achieving high
spectral efficiencies through, for example, spatial multiplexing,
by separating the transmit and receive antennas such that the
spherical wavefronts generate orthogonal channels [2], [3].
In the literature low-bit, and specifically 1-bit, quantization
has been investigated for SISO and MIMO systems. For SISO,
it was shown in [4], [5], [6] that oversampling a signal in
the temporal domain can deliver significant information rate
improvements, when using 1-bit ADCs. In [7] the authors
showed that the capacity loss with 1-bit quantization for
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Rayleigh fading MIMO channels is small at low SNRs and that
QPSK is the best of the investigated input distributions, if there
is no channel knowledge at the transmitter. A capacity analysis
with channel knowledge at the transmitter was performed
in [8]. The authors provide capacity bounds, for finite and
infinite SNR, and a method to find suitable input distributions
for this case. In [9] spatial and temporal sigma-delta signal
acquisition for beamforming arrays with coarse quantization is
considered. By oversampling the signal in both time and space,
and using a sigma-delta structure, a noise shaping is achieved
and the performance can be improved. A more complete
treatise on parallel spatial sigma-delta receiver design with low
precision quantization for channels with a dominant path can
be found in [10]. In [11] a strategy to improve the decoding
success in low-quantized multiantenna systems is presented.
The idea is to add a specific amount of pseudo-random white
Gaussian noise in order to provide a dithering effect across
the receive antennas that allows for a better symbol recovery
after quantization.
In this paper we show that if 1-bit quantization is used at the
receiver side of LOS MIMO systems, adding additional spatial
sampling points improves the achievable rate depending on the
antenna array setup and the input alphabet. Therefore, just as
in the temporal domain, some of the information that would
otherwise be lost due to the quantization can be recovered by
oversampling the received signal spatially. In contrast to other
channel types [12], the LOS channel is very specific in that
the spatial multiplexing gain is often limited by the maximum
allowed array sizes rather than the number of antennas [2].
As a consequence the loss incurred by the low resolution
quantization will be less severe compared to other system
types, even at higher SNR levels.
Consider (·)T and (·)H to denote transpose and conjugate
transpose, respectively. Boldface small letters, e.g., x, are used
for vectors while boldface capital letters, e.g., X, are used for
matrices. Furthermore, IN is the N × N identity matrix and
E[·] is the expected value.
II. SYSTEM MODEL
Assume the narrowband discrete-time received vector of a
MIMO system in equivalent complex baseband as
y = Hx+ n, (1)
NH
Q1[·]
Q1[·]
Q1[·]
Q1[·]
Q1[·]
M = S ·N
Fig. 1. Concept of spatial oversampling at the receiver for LOS MIMO
systems.
where y = [y1, . . . , yM ]
T
, x = [x1, . . . , xN ]
T
and n =
[n1, . . . , nM ]
T
, with n = 1 . . . N and m = 1 . . .M being
the index and number of transmit and receive antennas,
respectively. Considering one independent front end for each
receiving antenna and assuming that they are the main source
of noise, the noise samples are uncorrelated and have a
complex Gaussian distribution of n ∼ CN (0, σ2IM ).
The 1-bit quantized receive vector is given as
yQ = Q1 [y] , (2)
where yQ = [yQ,1, . . . , yQ,M ]
T
and where Q1[·] denotes the
1-bit quantization of the whole system, which is given per
receive antenna as
yQ,m = Q1 [Re {ym}] + j ·Q1 [Im {ym}] , (3)
i.e., there are two ADCs per receive antenna quantizing the
real and imaginary part independently.
III. LOS MIMO
In LOS MIMO the channel matrix entries are modeled by
spherical wave propagation [2], [3], i.e.,
(H)mn = amn · exp
(
−j2pirmn
λ
)
, (4)
where amn is the corresponding attenuation coefficient, rmn is
the distance between transmit antenna n and receive antenna
m, and λ is the wavelength of the carrier frequency. The
value of amn should in a LOS scenario be approximately
equal across the different paths and can thus be neglected.
Notice that we focus on pure LOS propagation here, which
is a realistic assumption for, e.g., short-range indoor and
highly directive backhaul outdoor links at millimeter wave
frequencies.
In LOS MIMO systems the spatial degrees of free-
dom (SDoF), i.e., number of spatially multiplexed streams, is
determined by the size of the array [2], [13]. This is different
from other channel types, in that the largest gain is given
by the size of the arrays instead of the number of antennas.
Hence, for a certain array size and transmission distance, we
get the number of spatial streams that can be supported as
well as their corresponding spatial sampling points, given that
we have infinite resolution digital-to-analog converters (DACs)
and ADCs. Note also that for most LOS MIMO systems the
optimal antenna spacing is relatively large as compared to
other systems.
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Fig. 2. Best known two-dimensional antenna arrangements in a square with
maximum minimum distance between the antennas for M = 4 and M = 10,
according to [14].
A. Spatial Oversampling
We take a different approach here in that we assume the
antenna outputs at the receiver are quantized with one bit. In
that case, the full spatial multiplexing gain cannot be achieved,
if we only sample at the optimal points. By using more spatial
sampling points (antennas) than the optimal ones, each of
them quantized with one bit, we hope to recover some of
the information that is initially lost due to the quantization,
comparable to the time domain oversampling gain shown in
[4], [5]. Due to the spherical wavefronts propagating across the
receiver array, different spatial combinations of the transmit
vectors are seen at different points in space, which can in
certain scenarios generate sufficiently distinct spatial samples
even when quantizing with one bit.
Similarly to an oversampling factor in the temporal domain,
an oversampling factor can also be defined in the spatial
domain. When oversampling in time, one takes a fixed number
of additional samples per symbol interval compared to the
number required for Nyquist rate sampling. An analog defini-
tion can be given for LOS MIMO when sampling additional
points in space. If more antennas, than required for spatial
multiplexing, are employed in the system, we speak of over-
sampling in space. To give an example, throughout this work
we will assume a symmetric scenario, i.e., same array size at
the transmitter and receiver. Then, the optimal sampling points
and number of required antennas for spatial multiplexing at the
transmitter and receiver are the same [2], [3]. Given that there
are N spatial streams and transmit antennas, and M receive
antennas, the spatial sampling factor can be defined as
S =
M
N
, (5)
where we speak of spatial oversampling if S > 1. This idea is
illustrated in Fig. 1. Note that for fair comparison, the array
size should be kept constant when adding more antennas at the
receiver, since increasing the overall array size (or aperture)
always improves spatial multiplexing capabilities and thereby
performance in the LOS case, as discussed earlier.
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Fig. 3. Mutual information for N = 2 input antennas in optimal arrangement, M = SN receiving antennas, and one-dimensional transmit and receive arrays
of sizes DTx,1D = DRx,1D = 0.5m: (a) 4-QAM; (b) 16-QAM.
B. Antenna Arrays
The choice of sampling points, i.e., the antenna arrange-
ment, is critical for LOS MIMO as discussed previously.
It has been shown [15] that uniform linear arrays (ULAs)
and uniform rectangular arrays (URAs) have the smallest
size yielding the most SDoF with high resolution converters
for the one- and two-dimensional case, respectively. On the
transmitter side we will henceforth always choose the optimal
ULA/URA according to the array size and SDoF number.
For the 1-bit quantized receiver array, we make the as-
sumption that maximally separated spatial sampling points
(antennas) will yield the best performance, as they give us the
most distinct samples. For one-dimensional arrays, the antenna
spacings dRx,1D and positions are then found from the receiver
array size DRx,1D and the number of antennas M as
dRx,1D =
DRx,1D
M − 1 . (6)
In the two dimensional case, where we wish to find the
arrangement of points in a square with maximum minimum
distance among them, this is known as the circle packing in a
square problem. No general solution exists for an arbitrary
number of M points. However, some of the best known
solutions, which are not necessarily optimal, can be found in
[14]. The arrangements for M = 4 and M = 10 are given in
Fig. 2.
IV. MUTUAL INFORMATION
To evaluate the achievable throughput of the quantized
system, we compute the mutual information I(·), assuming
a memoryless channel, between the discrete input variable X
and the discrete output variable YQ, corresponding to the input
and output symbol vectors of the system. In the general form
it is given by
I (X;YQ) =
∑
x,yQ
p(x,yQ) log2
p(x,yQ)
p(x)p(yQ)
(7)
= H (X)−H (X|YQ) , (8)
where p(·) denotes probability mass functions and H(·) de-
notes entropies. With the equivalencies
p(x,yQ) = p(yQ|x)p(x) = p(x|yQ)p(yQ), (9)
it suffices to compute the conditional probability p(yQ|x).
Starting point is a multivariate complex Gaussian distribution
p(y|x) = 1
piM det(N)
exp
(−(y − µx)HN−1(y − µx))
(10)
with covariance matrix and mean vector defined by
N = E
[
nnH
]
= σ2IM and µx = Hx.
Then, the conditional probabilities for the quantized output
symbol vectors are gained by integrating
p(yQ|x) =
qu∫
ql
p(y|x) d y (11)
where ql and qu are the complex integration limits corre-
sponding to the output vector yQ, i.e.,
yQ,m ∈


1 + j : ql,m = [0, 0], qu,m = [∞,∞]
1− j : ql,m = [0,−∞], qu,m = [∞, 0]
−1 + j : ql,m = [−∞, 0], qu,m = [0,∞]
−1− j : ql,m = [−∞,−∞], qu,m = [0, 0]


with the first and second entry in ql,m and qu,m being the real
and imaginary limit, respectively.
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Fig. 4. Mutual information for N = 2 input antennas in optimal arrangement, M = SN receiving antennas, and one-dimensional transmit array, two-
dimensional receive array, of sizes DTx,1D = DRx,2D = 0.5m: (a) 4-QAM; (b) 16-QAM.
A. High SNR Regime
When σ → 0, i.e., the high SNR regime, the integration
reduces to
p(yQ|x) =
qu∫
ql
δ(y − µx) dy (12)
where δ(·) is the multidimensional Dirac delta distribution,
and the boundary case is defined as
p(yQ,m = −1|µx,m = 0) = p(yQ,m = 1|µx,m = 0) (13)
0∫
−∞
δ(ym) d ym =
∞∫
0
δ(ym) d ym =
1
2
(14)
assuming that the quantizers will decide for each of the two
possible values the same amount of the time.
For a transmit vector design exploiting the results shown
further on and improving on them, which will not be part of
this work, a unique matching between µx and yQ in (12) is
desired. Transmit vectors generating, e.g., an all zero vector
in µx, should thus be avoided as they cannot be uniquely
decoded without additional effort.
V. NUMERICAL RESULTS
For the following results we consider two complex input
alphabets, 4-QAM and 16-QAM, and investigate their perfor-
mance for different system setups. The array sizes are fixed
to DTx,1D = DRx,1D = 0.5m and DTx,2D = DRx,2D = 0.5m,
the transmission distance is 100m and the wavelength is λ =
5mm. Furthermore, the broadsides of transmit and receive
array are always facing each other, i.e., perfect alignment
no rotations or translations are considered. For comparison
we have added, where applicable, the unquantized channel
capacity with Gaussian input for the standard case of M = N
or, equivalently, S = 1 and the unquantized mutual infor-
mation I(X;Y ) for the corresponding input and the highest
spatial sampling factor, which is for the considered cases
at high SNRs equal to the source entropy H(X), i.e., the
highest achievable rate with this input alphabet and number
of antennas. Finally, under a transmit power constraint, i.e.,
E
[
xxH
]
= 1
N
IN , the signal-to-noise ratio is defined as
SNR = 10 log10(
1
σ2
).
A. Uniform one-dimensional Antenna Arrays
In Fig. 3 we show the mutual information results in
bits per channel use (bpcu) for the two input alphabets with
an optimally arranged transmit ULA with N = 2 for different
spatial sampling factors S, where the receiver array is spaced
according to equation (6). It is visible that by increasing S
the mutual information increases. At high SNRs there seems
to exist a limit beyond which the rate cannot be improved,
even when oversampling more. This is likely due to the fact
that either the receive array is not optimized for the given
situation or that the given channel cannot generate sufficiently
different spatial sampling points. Generally, the higher the
dimensionality of the system, i.e., number of transmit antennas
and cardinality of input alphabet, the higher the required
resolution or, equivalently, the more helpful oversampling
becomes.
A parallel to time domain oversampling can be drawn when
looking at the SNR region between 0 dB and 10dB in Fig. 3a.
In that region, the same effect of a stochastic resonance [4],
whereby the channel noise effectively acts as a dithering
signal and thus improves the mutual information, occurs. We
conjecture that as S → ∞ the full rate available from the
source is achieved for that region, i.e., I(X;YQ) → H(X),
as is the case for the time domain process.
B. Two-dimensional Antenna Arrays
Fig. 4 shows the case where the one-dimensional array at
the transmitter from above is kept and a two-dimensional array
is used at the receiver, in order to evaluate the benefit of the
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Fig. 5. Mutual information for 4-QAM, N = 4 input antennas in optimal
arrangement, M = SN receiving antennas, and two-dimensional transmit
and receive arrays of sizes DTx,2D = DRx,2D = 0.5m.
second dimension. The receiver array is chosen according to
[14] as explained in section III-B. It can be seen that compared
to Fig. 3, the second dimension improves the performance in
all cases significantly. For 4-QAM it is possible to achieve
the full rate of 4 bpcu that is available from the transmitter
input with S = 4 and S = 5. Again, for the higher cardinality
alphabet of 16-QAM the overall rate is improved, but there is
a gap between source entropy H(X) and mutual information
I(X;YQ) at high SNRs.
In Fig. 5 we have computed the results for two-dimensional
arrays on both sides of the link. At the transmitter we use
an optimally arranged URA with N = 4, at the receiver the
arrays are again arranged according to [14]. Similar to the
other results, the performance improves when S increases.
When comparing the results with the ones in Fig. 4, one can
see how the performance changes for different transmitter ar-
rangements, as they both use the same numbers and structures
for the receive antenna arrays. For example, comparing the
results for S = 2.5 with the results in Fig. 4b for S = 5, both
yielding M = 10, shows that the two-dimensional transmit
array with N = 4 is preferable in this case as its mutual
information is significantly higher, and almost achieves the
available rate from the source, which is for both cases 8 bpcu.
Note that this comes at the cost of an increased largest array
dimension at the transmitter.
C. Spatial Sampling Factor
Finally, we show the performance for all of the considered
cases so far versus the spatial sampling factor S at SNR =
20dB in Fig. 6. Note that for a fair comparison we have fixed
the largest array dimension for all cases to 1/
√
2m, i.e., the
one-dimensional ULAs are slightly larger than in the previous
cases. As for the preceding results, in the one dimensional
transmit array case N = 2 while in the two dimensional
transmit array caseN = 4. Significant gains can be achieved in
all cases when increasing S. Furthermore, a difference between
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Fig. 6. Mutual information for the different input alphabets and antenna
arrangements, array sizes of DTx,1D = DRx,1D = 1/
√
2m, DTx,2D =
DRx,2D = 0.5m, and SNR = 20dB.
one- and two-dimensional arrays is visible. While for large
values of S the performance is very similar when comparing
one- and two-dimensional receive arrays, for low values of
S the two-dimensional case has superior performance. The
reason for this could be, that for lower oversampling factors
the actual position of the spatial sampling points has a bigger
impact, which was not optimized in this work, or that the
two-dimensional case offers inherently more diverse samples.
The non-continuous behavior of the 2D cases can similarly
be explained by the receiver array assumption for these cases.
We assumed that maximally separated antennas would yield
the best results, because the spatially sampled points are max-
imally different. From the results in Fig. 6 we infer, however,
that for certain numbers of receive antennas, e.g., M = 4 and
M = 8, there should be other antenna arrangements that have
a better performance and generate a more continuous curve,
as is the case for the one-dimensional arrays.
VI. CONCLUSION
In this paper we have discussed the applicability of spa-
tial oversampling at the receiver for 1-bit quantized LOS
MIMO systems. Receiver antenna arrangements performing
the sampling in space were introduced for the one-dimensional
and two-dimensional case, based on the idea that maximally
separated antennas gather the most distinct spatial points.
Generally, the results show that spatial oversampling helps
to increase the rate, just as oversampling in time does, and
that the two-dimensional case is preferable. The results also
reveal that the chosen receive antenna arrangements in the
two-dimensional case are not optimal for all antenna numbers
and can possibly be optimized. Furthermore, it is shown that
for certain transmission scenarios the full available rate from
the input alphabet can be achieved, thus fully compensating
the loss that is incurred due to the quantization by spatially
oversampling the received signal. Hence, we conclude that it
is possible, to some extent, to trade off amplitude resolution
of the quantizer against number of antennas in LOS MIMO
systems.
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