I. INTRODUCTION
In hyperspectral analysis, materials of practical interest, such as agricultural crops, forest plantations, natural vegetation, minerals, and fields of interest in urban areas exist in a number of states and are observed in a number of conditions of illumination. It is thus necessary to characterize them not with a single average or typical spectral response, but with a family of responses.
One of the most powerful and versatile means for representing such a family of responses quantitatively is to model each as a multivariate probability density function, as this makes possible classification by assigning the class to a sample based on likelihood. Maximum likelihood methods have long been used in the field of digital communication systems and have made possible communication in very noisy and complex environments. To use these methods for multispectral data classification, one must determine the probabilistic density function that correctly models each class of a data set. Most commonly this is done by estimating at least the first two orders of statistics, the mean vector and the covariance matrix, for each class.
Quantifying higher order statistics of each class rather than just mean and covariance to better fit the data into a parametric class density function might seem desirable at first sight. Indeed, it is well established that, in theory a complete description of an arbitrary distribution can be made by the use of statistics of all orders, as in an infinite series. The reason it is customary to use no more than two orders of statistics, the mean vector and the covariance matrix, arises from the practical problem of estimating these two statistics from the available set of labeled data. If one were to estimate higher order statistics one would definitely need more labeled samples to arrive at an adequately precise estimate. Usually the number of these samples is very limited since the labeling of such samples is one of the most onerous and time-consuming aspects of designing a classifier. Indeed, there often is not much information available about the scene to use in labeling the samples. Thus it is not practical to use statistics beyond the second order [1] .
Another solution might be to use nonparametric class density estimations. A nonparametric classifier does not rely on any assumption about the structure of the underlying density function. The classifier may become the Bayes classifier and the resulting error, Bayes error, the smallest achievable error, if the density estimates converge to the true densities, which is only achieved when an infinite number of labeled samples are used. When the densities are estimated nonparametrically with limited number of samples, the estimate is far less reliable with larger bias and variance than the parametric counterpart [2] . The normal mixture model, which is the sum of one or more weighted Gaussian components, combine much of the flexibility of nonparametric methods with certain of the analytic advantages of parametric methods. Under fairly weak conditions and given enough components a mixture model can approximate a given density arbitrarily closely allowing great flexibility.
Although, mixture models are widely used in applied statistics and recently in knowledge discovery and data mining, they have not attracted much attention in the remote sensing community. In [3] , Hoffbeck and Landgrebe have introduced a method for using mixture models to characterize the class densities. Their approach is to partition the data into a designated number of clusters, and compare the mixture models corresponding to each of these partitions by means of a selection criterion. They used a nearest means clustering algorithm to partition the data and leave-one-out likelihood criterion (LOOL) to select the best fit. This method has two shortcomings. First, statistics estimation, which is done through maximum likelihood, does not address the ill-conditioned cluster covariance case. This is almost unavoidable when clustering the data of limited size to several subclusters in hyperdimensional space. Second, nearest mean clustering alone does not provide an efficient model fit.
In this work, we will address these issues by proposing a method based on model-based expectationmaximization (EM). When EM is used, data is better fit into the model and hence more reliable measures of fit are obtained. EM requires an initialization, which is done by initial partitioning of the data through a nearest mean clustering algorithm. The model based approach, which utilizes the common and sample covariance matrices as well as their trace and diagonal forms not only helps us to identify the underlying class structure providing better characterization but also produces robust estimates of component covariance matrices when the number of labeled samples in each cluster is less than the dimensionality.
The measures of fit are computed through an approximate Bayes factor, which is known as the Bayesian Information Criterion (BIC) [8] .
The design of the proposed mixture classifier involves three core stages. These are:
1) Initialization and clustering 2) Expectation-maximization 3) Model selection This paper is organized as follows. In the first section, we give the necessary background in expectation-maximization (EM) for mixture models. In the second section, a model based approach for identifying mixtures is introduced. In the third section experiments with real aerial data are performed to test the proposed classifier.
II. EM FOR FINITE MIXTURE MODELS
The mixture model approach assumes that the data
space) arises from a linear combination of component density functions resulting in a mixture probability density function of the form:
where K is the number of mixture components, the τ k 's are the mixing proportions with τ k
µ Σ denotes the conditional density of class k given mean vector µ k and covariance matrix Σ k .
There are two commonly used approaches in mixture analysis, the mixture approach and the classification approach. In short, the mixture approach aims to maximize the likelihood over the mixture parameters, whereas the classification approach aims to maximize the likelihood over the mixture parameters and the identifying labels of the mixture components for each sample.
In the mixture approach there is no direct interest in the discrete labeling of the samples. More specifically, the parameter set is chosen to maximize the loglikelihood.
In the classification approach, the indicator vectors, Our main concern is to identify the origin of each sample within a class; therefore we will adopt the classification log-likelihood approach in this paper. In what follows EM equations for the classification loglikelihood will be derived.
In EM for mixture models, the complete data are 
and the probability of i
Combining (3) and (4) to obtain f i ( )
Suppose j is unknown, since z ik = 1 if y i belongs to component k and z ik = 0 otherwise (5) can be generalized as,
For all i=1, ,n (6) can be written as,
The initial partitioning of the data has a crucial importance on the output of the EM stage, as EM will converge to a local maximum, which will be in the neighborhood of the starting point.
The discrete partitioning algorithms by which the initialization is done can be grouped into two types: The hierarchical and nonhierarchical approaches. The fact that initialization is not required makes the hierarchical methods very appealing at first sight. Some hierarchical methods even guarantee global optimality. The Branch and Bound algorithm [4] is of this type. Both the global optimality and a good initialization is what we are looking for. However, there is a major drawback of hierarchical methods, which makes them very impractical to use in some cases. That is, the time required for the algorithm to converge increases rapidly with the number of samples and the dimensionality of the data.
The scattering of the data is another negative factor on the performance of some of the hierarchical algorithms. Although some efficient implementation techniques have recently been developed, hierarchical algorithms are still far from accommodating a few thousand samples in hyperdimensional space. Hyperdimensionality is an inherent characteristic of hyperspectral data analysis, and an efficient identification of subclasses usually requires a considerable number of training samples. For this reason, a hierarchical approach is not adopted in this work.
Finally, the resulting complete-data log likelihood is
The quantity z ik (i=1, ,n and k=1, ,K) for equation (8) can be estimated as the conditional expectation of z ik given the observation x i and the parameter set Θ.
The EM algorithm iterates between an E-step in which values of z ik are estimated from the data with the current parameter estimates as ẑ ik , and an M-step in which the complete-data log likelihood (8) , with z ik replaced by its current conditional expectation ẑ ik , is maximized with respect to the parameters. The outline of the algorithm is given in Fig. 1 . Under fairly weak regularity conditions [11] , the method can be shown to converge to a local maximum of the classification likelihood. We use nearest mean clustering to initialize the EM algorithm. Compared to hierarchical methods, nearestmean clustering is very efficient in computational time but does not guarantee a convergence to a global optimum point or a convergence at all and requires an initialization for itself. The initialization method we use is data dependent, which consists of initializing the centers of each cluster using principal components. For well-separated data, a shift in the initial cluster centers will not affect the result of the algorithm. However as the number of samples increases and the data becomes more scattered the algorithm is likely to produce a different output when started with a different set of cluster centers.
III. MODEL BASED MIXTURE IDENTIFICATION
As stated earlier, in hyperspectral analysis the performance of the classifier is highly restricted by the number of training samples available and due to the high dimensional nature of the data. Not surprisingly, this restriction is more severe in the mixture classifier than in any simple quadratic classifier. By partitioning the already small set of training data into multiple clusters and then estimating the cluster statistics, one ends up with a mixture model whose component statistics and thus overall statistics are ill-conditioned unless each cluster has at least d+1 samples, where d is the number of dimensions. Assuming each class of data is to be partitioned into a designated number of clusters K, we should have at least K(d+1) training samples for each class and these samples should be partitioned evenly among clusters when a clustering algorithm is run. This is practically hard to achieve, let alone having K(d+1) training samples for each class. Therefore the EM equations derived in the previous section based on the unconstrained covariance model is by itself not efficient.
One way around this problem is to use regularized covariance estimators based on leave-one-out likelihood (LOOL). LOOC introduced in [5] , BLOOC introduced in [6] , and MIXED_LOOC [7] are of this type. For a quadratic classifier, these estimators examine the sample covariance and the common covariance estimates, as well as their diagonal (LOOC) or trace forms (BLOOC), to determine which would be most appropriate. The same idea can be used in mixture classifiers by applying these estimators to each individual class training data. However in mixture identification, the main emphasis is on model fit. That is to say, statistics estimation is not the only concern as in simple quadratic classifiers. Therefore the success of LOOL based estimators would be very limited in mixture classifiers unless statistics estimation is accompanied with EM.
On the other hand, when working with EM, the structure of the covariance matrix is needed as a priori information to avoid possible and unexpected breakdowns of the algorithm. Unfortunately LOOL based estimators do not provide this information, as the covariance matrix obtained this way need not necessarily be unconstrained. When a diagonal, a trace, or a common covariance form is favored alone by these estimators, and equation (12) is used to update the covariance matrices, the structure of these matrices cannot be preserved. As a result, the statistics estimation may change substantially during the EM stage. In this paper we propose a mixture classifier whose core component is the model based mixture identification. The new approach will eliminate the above problems to a greater extent. In this framework the covariance matrix of each cluster is assumed to be a weighted mixture of constrained and unconstrained covariance matrices. The proposed covariance estimator has the following form:
where 0 1 In what follows, EM equations for the six covariance models considered in this paper will be derived. Note that a change in the covariance model only affects the update equation for the covariance matrix. The rest of the equations in Figure 1 remain the same. Before passing into the derivations, two additional matrices will be defined. These are the within class scatter matrix W j estimated by,ˆ(ˆ) 
and we get
30)
For a fixed number of clusters k, the training data for each class is fit into each of the six models through clustering and EM. Then, corresponding to each model, a measure of fit is computed and the model with the highest measure of fit is chosen as Ψ j . Once the structure of the mixture is determined, the next step is to estimate the mixing proportions, α jk which can be done by maximizing the LOOL for each cluster. This process is repeated by incrementing the number of clusters, k by one up to a designated number K, and a measure of fit is computed at each stage. Finally the mixture model with the highest measure of fit is chosen as the best fit.
Computing a measure of fit for a few thousand samples in a hyperdimensional space is computationally very challenging if not impossible. For the practicality it provides in this study, we adopt the Bayesian Information Criterion (BIC) [8] to compute the measures of fit. Although regularity conditions for the BIC do not hold for mixture models, there is considerable theoretical and practical support for its use in this context [14] , [15] . The closed form expression for BIC is given below.
Χ Θ is the logarithm of the maximized mixture likelihood for the model and d M k is the number of independent parameters to be estimated in the model. The term on the right in (31) is known as the penalization term. It penalizes the complexity of the model and this allows us to compare models with differing parameterizations, differing number of components or both. This is not possible by the loglikelihood alone, which increases as more terms are added to the model. A standard convention for interpreting BIC differences is given in Table 1 and the number of independent parameters for the six models considered in the previous section is given in Table 2 . Table 2 . Number of independent parameters (A=kd+k-1, B=d(d+1)/2 ).
Model Symbol Number of parameters
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, several experiments are conducted to test the performance of the proposed mixture classifier (MC) and compare it with that of a simple quadratic classifier (SQC). To make a consistent comparison between these two classifiers both are designed similarly. In fact, the only difference is the maximum number of clusters (K) considered. Unlike the mixture classifier, K is always one for the simple quadratic classifier.
A. Experiment 1: Purdue Flightline
This data set is a flightline over the Purdue University West Lafayette Campus. The hyperspectral data used was collected on September 30, 1999 with the airborne HYMAP system [12] , providing image data in 126 spectral bands in the visible and IR regions (0.4 µm -2.4 µ m). The system was flown at an altitude such that the pixel size is about 5 meters. The list of classes and number of labeled samples for each class is given in Table 3 . This data set is very challenging to analyze in many respects. First it is difficult to define a set of efficient informative classes. There are three parking garages and many parking lots throughout the campus, and they all show similar spectral behavior in the image data due to the presence of large numbers of cars. It is very hard to distinguish between these two unless another class is assigned for cars. Second, some of the parking lots are graveled, and they differ from others, which are made of asphalt. Third, rooftops are made of a great variety of materials including glass (garden frame). Fourth, paths are spectrally very similar to some rooftops and streets. Fifth, basketball fields, tennis courts, tracking fields, all of which may show different spectral behavior, are all grouped into the same class.
After defining the classes desired, the next step is to perform a feature extraction and choose the best set of features. At this point we avoid using parametric feature extraction techniques, as feature information relevant to mixture analysis may be lost when the class densities are assumed as Gaussian and a feature extraction is performed based on this assumption. We use the Nonparametric Weighted Feature Extraction (NWFE) technique recently introduced by Kuo and Landgrebe [9] . We randomly choose a portion (r) of the labeled samples for each class as training samples and perform a feature extraction using NWFE. Then the best 10, 20 and 30 features are selected respectively, and for each case a classification is performed. The classifiers are then tested using the remaining portion of the labeled samples. For r=0.2, d=30 the mixture classifier takes around 20 minutes to complete the entire job on a Pentium based computer with a clock frequency of 1.2 gigahertz. Results of these classifications are shown in Fig. 2 , and the number of subclasses identified in each class is given in Table 3 . A Purdue campus map is provided in Fig. 3a to designate some landmark structures. Note that this map is older than the aerial scene, it is slightly missscaled, and only the university facilities are shown. Based on the ground truth data a test field map is provided in Fig. 3b and thematic maps for the simple quadratic and mixture classifications are given in Fig. 3c and 3d for r=0.2. The results reveal an interesting fact. For the simple quadratic classifier increasing the number of training samples doesn t lead to a better classifier performance especially when d is small. This is observed in Fig 2. for d=10 and d=20. For d=30 this effect is somewhat mitigated. In the mixture classifier case, we have observed that more training samples lead to better classifier performance. This difference in performance can more clearly be seen by comparing Fig. 3c and Fig.  3d for r=0.2 (see parts of the images taken inside the rectangles) The following experiments are performed using AVIRIS [10] data taken in 1992 over two sites: Cuprite, Nevada and Indian Pine.
B. Experiment 2: Cuprite Site
The Cuprite site covers an interesting geological feature called a hydrothermal alteration zone, which is exposed due to sparse vegetation. 
C. Experiment 3: Indian Pine Site
In this experiment, the data taken over the Indian Pine test site is used. This is a mixed forest/agricultural area in Indiana. A total of 2521 labeled samples and 191 bands (0.40-1.34, 1.43-1.80, 1.96-2.46 m) are used in the experiment. The classifications are performed using the 10 features extracted by NWFE. Half of the labeled samples are used as training samples and the other half is used as testing samples. The numbers of subclasses identified in each class are shown in Table 6 
V. CONCLUSION
Experimental results favoring the proposed mixture classifier over the simple quadratic classifier in the majority of the cases show that characterizing class densities by a mixture density is useful in obtaining more precise class definitions. However as with most other classifiers, the success of the mixture classifier is also limited by the size of the training data set available. The main difference between a simple quadratic classifier and a mixture classifier is that the former does not guarantee a better performance when a larger training data set is used during the design process but the latter usually does, given enough components and separability among classes. In fact the larger the training data set, the more accurately the densities are estimated and hence the better the performance of the mixture classifier.
Apart from the limited training size problem, which is one of the most basic problems of hyperspectral data analysis, there are some other stages in the design of the mixture classifier that requires further attention.
One of these is the model selection stage. BIC doesn t provide reliable information on covariance structure when the number of samples is very small. As a matter of fact, it will overestimate the number of components and introduce redundant parameters that will make estimations less reliable. A possible solution might be to use a common covariance for all classes and update EM equations accordingly.
Initial partitioning of the data is another stage that needs attention, as EM will converge to a local optimum that is closest to the initial starting point. We use nearest mean clustering to initialize EM but more efficient initializations can be found by trying different clustering algorithms.
