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Resumo
No presente trabalho, apresentamos provas bijetivas para algumas identidades.
A principal ferramenta utilizada e´ a representac¸a˜o para partic¸o˜es como matrizes
de duas linhas introduzida em [9] e [10]. Tambe´m apresentamos algumas con-
sequeˆncias desta representac¸a˜o e a extendemos a` outros casos. Uma prova bije-
tiva para uma identidade envolvendo os Nu´meros Triangulares e´ apresentada ao
final.
Abstract
In this work, we show bijective proofs for some identities. The main tool is
the two-line matrix representation for partitions introduced in [9] and [10]. We
also present some consequences of this representation and we also extend it to
other cases. A bijective proof for an identity involving the Triangular Numbers
is given at the end.
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Introduc¸a˜o
Em [9] e [10] uma nova forma de se representar partic¸o˜es como matrizes de duas
linhas e´ apresentada. A maneira de se obter essas representac¸o˜es matriciais e´
exemplificada nos Cap´ıtulos 1 e 2 desta tese. Vale mencionar que esta nova
forma de olhar para partic¸o˜es esta´ se mostrando u´til e permitindo a obtenc¸a˜o de
resultados muito interessantes. Em nosso trabalho, procuramos obter aplicac¸o˜es
desta representac¸a˜o para partic¸o˜es e tambe´m vamos estendeˆ-la para se´ries com
coeficientes negativos e positivos.
No Cap´ıtulo 1, relembramos algumas definic¸o˜es sobre partic¸o˜es e func¸o˜es
geradoras que sera˜o utilizadas ao longo do texto. Ainda neste cap´ıtulo, recor-
damos brevemente a ide´ia de se representar partic¸o˜es como matrizes de duas
linhas. Um estudo mais detalhado sobre esta nova representac¸a˜o para partic¸o˜es
pode ser encontrada em [9] ou em [10].
Uma primeira consequeˆncia que obtivemos esta´ no Cap´ıtulo 2. Trata-se de
um artigo ja´ aceito para publicac¸a˜o e cujo resultado principal e´ uma prova bije-
tiva para uma identidade na qual aparece a func¸a˜o geradora para partic¸o˜es nas
quais as partes ı´mpares sa˜o distintas e maiores do que 1. Ao final deste artigo,
apresentamos uma interpretac¸a˜o combinato´ria em termos de matrizes de duas
linhas para uma outra identidade sem, no entanto, termos obtido ainda uma
prova bijetiva para esta identidade.
No Cap´ıtulo 3, va´rias provas bijetivas sa˜o apresentadas. Este e´ um artigo
submetido para publicac¸a˜o que contou com a participac¸a˜o fundamental do pro-
fessor Dr Eduardo Brietzke (Universidade Federal do Rio Grande do Sul). Neste
trabalho, entre outras provas bijetivas, apresentamos uma nova prova para uma
Identidade de Lebesgue e, tambe´m, uma prova bijetiva para uma identidade en-
volvendo os chamados Gra´ficos 3-quadrantes de Ferrers.
Os Cap´ıtulos 4 e 5 trazem algumas novas consequeˆncias que temos obtido
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usando a representac¸a˜o matricial para partic¸o˜es. No Cap´ıtulo 4, duas bijec¸o˜es
entre conjuntos de partic¸o˜es sa˜o exibidas. Vale mencionar que as tais bijec¸o˜es
na˜o sa˜o triviais, mas com o emprego da representac¸a˜o matricial ela fica natural.
Ainda neste cap´ıtulo, na u´ltima sec¸a˜o apresentamos a representac¸a˜o matricial
para partic¸o˜es em partes ı´mpares sem saltos (todos os ı´mpares menores do que
a maior parte ı´mpar aparecem como parte). Ja´ no Cap´ıtulo 5, obtivemos in-
terpretac¸o˜es combinato´rias para quatro das chamadas Mock Theta Functions em
termos de matrizes de duas linhas.
No Cap´ıtulo 6, estendemos o que esta´ feito em [9] para certas somas cujos
coeficientes nas expanso˜es em se´ries de poteˆncias sa˜o inteiros na˜o apenas posi-
tivos, mas tambe´m negativos. Fazemos essa extensa˜o obtendo intepretac¸o˜es com-
binato´rias para outras Mock Theta Functions. Vale mencionar que ha´ uma grande
quantidade de identidades envolvendo tais somas.
No cap´ıtulo final, diferentemente do restante deste trabalho, exibimos uma
prova bijetiva para uma identidade envolvendo os Nu´meros Triangulares sem
fazer uso da representac¸a˜o matricial para partic¸o˜es. Trabalhamos apenas com os
Gra´ficos de Ferrers para partic¸o˜es. Essa demonstrac¸a˜o relembra aquela obtida
por F. Franklin em 1881 para o Teorema dos Nu´meros Pentagonais de Euler (ver
[6]).
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Cap´ıtulo 1
Representando partic¸o˜es como
matrizes de duas linhas
A intenc¸a˜o deste cap´ıtulo e´ apresentar ao leitor definic¸o˜es de algumas ferramen-
tas que usamos ao longo do texto. Relembramos, por exemplo, o que e´ uma
partic¸a˜o de um inteiro positivo, algumas func¸o˜es geradoras para certos conjuntos
de partic¸o˜es e, principalmente, a ide´ia, introduzida em [9] e [10], de se representar
partic¸o˜es como matrizes de duas linhas satisfazendo certas propriedades.
1.1 Partic¸o˜es
Definic¸a˜o 1.1 Uma partic¸a˜o de um inteiro positivo 푛 e´ uma representac¸a˜o deste
nu´mero como soma de inteiros positivos. Cada inteiro positivo que aparece nesta
soma e´ chamado de parte da partic¸a˜o.
Exemplo: As partic¸o˜es de 5 sa˜o:
5
4 + 1
3 + 2
3 + 1 + 1
2 + 2 + 1
2 + 1 + 1 + 1
1 + 1 + 1 + 1 + 1
1
Podemos tambe´m representar graficamente uma partic¸a˜o. A maneira mais
comum de se fazer isso e´ atrave´s dos Gra´ficos de Ferrers. Vejamos como construir
essa representac¸a˜o por meio de um exemplo. Considere a partic¸a˜o 5 + 4 + 4 + 1
do nu´mero 14. Seu Gra´fico de Ferrers e´:
∙ ∙ ∙ ∙ ∙
∙ ∙ ∙ ∙
∙ ∙ ∙ ∙
∙
ou seja, colocamos 5 pontos na primeira linha, 4 na segunda e terceira linhas e 1
ponto na quarta linha, sempre comec¸ando da esquerda para a direita.
A importaˆncia do Gra´fico de Ferrers de uma partic¸a˜o vai muito ale´m de uma
simples representac¸a˜o. Podemos usar essa representac¸a˜o para provar teoremas
envolvendo partic¸o˜es, como no teorema a seguir ou mesmo no u´ltimo cap´ıtulo
deste trabalho.
Teorema 1.1 Seja 푛 um inteiro positivo. O nu´mero de partic¸o˜es de 푛 em no
ma´ximo 푘 partes e´ igual ao nu´mero de partic¸o˜es de 푛 nas quais as partes sa˜o
menores do que ou iguais a 푘.
A demonstrac¸a˜o deste teorema e´ extremamente simples usando os Gra´ficos de
Ferrers das partic¸o˜es, tudo o que precisamos fazer e´ refletir o gra´fico em torno da
diagonal principal (reta 푦 = 푥): o que antes era o nu´mero de partes passa a ser
a maior parte e vice-versa.
O Quadrado de Durfee de uma partic¸a˜o e´ o tamanho do lado do maior quadrado
que podemos colocar dentro do Gra´fico de Ferrers da partic¸a˜o de modo que um
dos ve´rtices do quadrado fique no canto superior esquerdo do gra´fico. Por exem-
plo, o Quadrado de Durfee da partic¸a˜o acima tem lado 3.
Um outro conceito de grande importaˆncia no desenvolvimento deste trabalho
sa˜o as func¸o˜es geradoras para partic¸o˜es que definimos agora.
Definic¸a˜o 1.2 Dizemos que 푓(푞) e´ uma func¸a˜o geradora para uma sequeˆncia
(푎0, 푎1, ...) se, na expansa˜o de 푓(푞) em se´rie de poteˆncias, o coeficiente de 푞
푛 e´
푎푛.
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Exemplo: A func¸a˜o geradora para partic¸o˜es cujas partes sa˜o distintas e´
∞∏
푘=0
(1 + 푞푘).
Isso pode ser facilmente verificado se pensarmos que no termo (1 + 푞푘) podemos
ou na˜o escolher a parte 푘 e, caso escolhamos usar a parte 푘 podemos fazer isso
no ma´ximo uma vez.
Exemplo: A func¸a˜o geradora para partic¸o˜es em partes ı´mpares e´
∞∏
푘=0
1
(1− 푞2푘+1) = (1 + 푞
1 + 푞2×1 + 푞3×1 + ⋅ ⋅ ⋅ )(1 + 푞3 + 푞2×3 + 푞3×3 + ⋅ ⋅ ⋅ ) ⋅ ⋅ ⋅
De fato, se quisermos, por exemplo, obter a partic¸a˜o 3+3+1 escolhemos o termo
푞1 em (1 + 푞 + 푞2×1 + 푞3×1 + ⋅ ⋅ ⋅ ) e 푞2×3 em (1 + 푞3 + 푞2×3 + 푞3×3 + ⋅ ⋅ ⋅ ) e 1 nos
demais termos.
As seguintes notac¸o˜es sera˜o empregadas ao longo do texto para simplificar as
expresso˜es:
(푎; 푞푘)푛 =
{
1, 푛 = 0
(1− 푎)(1− 푎푞) ⋅ ⋅ ⋅ (1− 푎푞푘(푛−1)), 푛 > 0
(푎; 푞푘)∞ = lim
푛→∞
(푎; 푞푘)푛
(푎)푛 = (푎; 푞)푛,
sempre considerando ∣푞∣ < 1.
Objetos de grande interesse em Combinato´ria sa˜o identidades do tipo:
∞∑
푛=0
푞푛
2
(푞)푛
=
1
(푞; 푞5)∞(푞4; 푞5)∞
(1.1)
∞∑
푛=0
(−푞; 푞)푛푞 푛(푛+1)2
(푞; 푞)푛
=
∞∏
푛=1
(1− 푞4푛−1)(1− 푞4푛−3)(1− 푞4푛)(1 + 푞푛)
(1− 푞푛)
Nosso interesse aqui e´ obter interpretac¸o˜es combinato´rias para as somas que
aparecem nessas identidades. Depois, podemos tentar obter uma demonstrac¸a˜o
combinato´ria para a identidade usando essa interpretac¸a˜o e sabendo qual e´ o
conjunto de partic¸o˜es gerado pelo outro lado da identidade.
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1.2 Representando partic¸o˜es como matrizes de
duas linhas
A intenc¸a˜o desta sec¸a˜o e´ apresentar ao leitor o principal conceito que usaremos
ao longo deste trabalho. Aqui relembramos a nova forma de representar partic¸o˜es
como matrizes de duas linhas introduzida em [9] e [10]. Como veremos no presente
trabalho, esta representac¸a˜o matricial revela-se muito interessante, u´til e pra´tica.
Vamos tomar como exemplo a Identidade (1.1). Como esta´ muito bem
detalhado em [9] e [10], a ide´ia e´ introduzir paraˆmetros na soma em (1.1)
∞∑
푛=0
푞푘푛
2
(푞푗; 푞푘)푛
.
Depois de feita a escolha da introduc¸a˜o dos paraˆmetros, prova-se um teorema
como o seguinte.
Teorema: Seja 푓(푛) o nu´mero de partic¸o˜es de 푛 da forma 휆1 + 휆2 + ⋅ ⋅ ⋅ + 휆푠
com 휆푡 ∈ {푐푘 + 푑푗 ∣ 푐, 푑 ≥ 0}, 푐푠 = 1 e tal que, para partes consecutivas 푐푡푘 + 푑푡푗
e 푐푡+1푘 + 푑푡+1푗, 푐푡 = 2 + 푐푡+1 + 푑푡+1. Enta˜o,
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
푞푘푛
2
(푞푗; 푞푘)푛
. (1.2)
Agora, considerando 푘 = 푗 = 1, sabemos que a soma no lado direito de (1.2) e´
aquela que aparece em (1.1). Ale´m disso, sabemos que o produto no lado direito
de (1.1) e´ a func¸a˜o geradora para partic¸o˜es nas quais a diferenc¸a entre duas partes
e´ de pelo menos 2. Assim, colocando cada parte 휆푡 = 푐푡푘 + 푑푡푗 como a 푡-e´sima
coluna de uma matriz de duas linhas, obtemos o seguinte resultado.
Corola´rio: O nu´mero de partic¸o˜es de 푛 onde a diferenc¸a entre duas partes e´ no
mı´nimo 2 e´ igual ao nu´mero de matrizes de duas linhas da forma(
푐1 푐2 푐3 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 푑3 ⋅ ⋅ ⋅ 푑푠
)
,
sendo 푐푠 = 1, 푐푡 = 2 + 푐푡+1 + 푑푡+1 e a soma de todas as entradas igual a 푛.
Em alguns casos consegue-se apresentar uma prova bijetiva para corola´rios
como este acima. Dada uma matriz da forma apresentada no corola´rio acima,
tudo o que devemos fazer e´ somar as entradas em cada coluna para formar uma
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parte. Na˜o e´ dif´ıcil verificar que estas partes diferem de pelo menos 2. Por outro
lado, dada uma partic¸a˜o 휆1 + ⋅ ⋅ ⋅ + 휆푠 cujas partes diferem de pelo menos 2,
colocamos 푐푠 = 1 e escolhemos 푑푠 de modo que 휆푠 = 1 + 푑푠, depois colocamos
푐푠−1 = 3+푑푠 e escolhemos 푑푠−1 de modo que 휆푠−1 = 푐푠−1+푑푠−1 e assim por diante.
Por exemplo, a` partic¸a˜o 15 = 9 + 4 + 2 esta´ associada a matriz
(
6 4 1
3 0 1
)
e
vice-vera.
No cap´ıtulo a seguir, bem como em [9] e [10], temos em detalhe como tudo
isso e´ feito. Vale ressaltar que, como ja´ mencionado, procuramos neste trabalho
extrair consequeˆncias desta representac¸a˜o.
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Cap´ıtulo 2
A combinatorial proof for an
identity involving partitions with
distinct odd parts
Neste cap´ıtulo apresentamos uma prova combinato´ria para uma identidade en-
volvendo partic¸o˜es nas quais as partes ı´mpares sa˜o distintas e maiores do que
1. Este e´ um primeiro resultado que obtivemos usando a representac¸a˜o matricial
para partic¸o˜es. Os resultados apresentados aqui fazem parte de um artigo aceito
para publicac¸a˜o em South East Asian Journal of Mathematics and Mathematical
Sciences.
Vale mencionar que essa prova bijetiva foi obtida depois de muita tentativa
de se demonstrar a Identidade (2.4) que aparece ao final do artigo. A Identidade
(2.4) aparece em [8], onde se pode ler que essa identidade carece de uma prova
combinato´ria. Da´ı nosso grande interesse em prova´-la.
Nas Sec¸o˜es 1 e 3 do artigo a seguir, procedemos como em [9] e [10]. Como
consequeˆncia, usando a interpretac¸a˜o combinato´ria obtida, apresentamos a prova
combinato´ria da identidade envolvendo partic¸o˜es nas quais as partes ı´mpares
sa˜o distintas e maiores do que 1. Na u´ltima sec¸a˜o, exibimos a interpretac¸a˜o
combinato´ria para a soma na Identidade (2.4).
7
A combinatorial proof for an identity involving
partitions with distinct odd parts
Jose Pl´ınio O. Santos, Robson da Silva,
IMECC-UNICAMP, C.P. 6065, 13084-970-Campinas-SP, Brazil
E-mails: josepli@ime.unicamp.br robson@ime.unicamp.br
Abstract: We follow Santos et al [10] idea to present a combinatorial inter-
pretation for a sum and provide a bijective proof for an identity involving the
number of partitions of an integer in which the odd parts are distinct and greater
than 1.
Keywords and Phrases: Partitions, identities
2000 AMS Subject Classification: 11P81, 05A19
1 Introduction
In this article we present a bijective proof for the following identity
∞∑
푛=0
(−푞; 푞2)푛푞2푛
(푞2; 푞2)푛
=
∞∏
푛=0
1 + 푞2푛+3
1− 푞2푛+2 , (2.1)
where (푎; 푏)푛 = (1− 푎)(1− 푎푏)(1− 푎푏2) ⋅ ⋅ ⋅ (1− 푎푏푛−1).
This identity can be obtained from the equation 2.2.7 (see Andrews [1], p. 19)
1 +
∞∑
푛=1
(푏− 푎)(푏− 푎푞) ⋅ ⋅ ⋅ (푏− 푎푞푛−1)푧푛
(1− 푞)(1− 푞2) ⋅ ⋅ ⋅ (1− 푞푛)
=
∞∏
푛=0
(1− 푎푧푞푛)
(1− 푏푧푞푛) ,
by replacing 푞 by 푞2 and putting 푎 = −푞, 푏 = 1 and, finally, 푧 = 푞2:
1 +
∞∑
푛=1
(1 + 푞)(1 + 푞3) ⋅ ⋅ ⋅ (1 + 푞2푛−1)푞2푛
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푛)
=
∞∏
푛=0
(1 + 푞2푛+3)
(1− 푞2푛+2) ,
which can be written as
1 +
∞∑
푛=1
(−푞; 푞2)푛푞2푛
(푞2; 푞2)푛
=
∞∏
푛=0
1 + 푞2푛+3
1− 푞2푛+2
and, considering that
(−푞; 푞2)푛푞2푛
(푞2; 푞2)푛
= 1 if 푛 = 0, we have (2.1).
As in [10], we introduce parameters 푘 and 푗 in the LHS of (2.1) to obtain a
combinatorial interpretation for the sum:
∞∑
푛=0
(−푞푘; 푞2푘)푛푞2푛푘
(푞2푗; 푞2푘)푛
. (2.2)
The special case 푘 = 푗 = 1 enable us to give a bijective proof for (2.1).
2 The combinatorial interpretation
In the theorem below we give a combinatorial interpretation for (2.2). In order
to do that we define, for 푘 and 푗 positive integers, 퐴푘,푗 = {푐푘 + 푑푗∣푐, 푑 ≥ 0}.
Theorem 2.1 Let 푓(1) = 1 and, for 푛 ≥ 2, 푓(푛) be the number of partitions
of 푛 into parts belonging to 퐴푘,푗 of the form 휆1 + 휆2 + ⋅ ⋅ ⋅ + 휆푠, 휆푡 = 푐푡푘 + 푑푡푗,
푐푠 = 2 or 3, 푑푡 ≡ 0(푚표푑 2) where for consecutive parts 휆푡 and 휆푡+1 we have
∙ if 푐푡 ≡ 0(푚표푑 2) and 푐푡+1 ≡ 0(푚표푑 2), then 푐푡 = 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 0(푚표푑 2) and 푐푡+1 ≡ 1(푚표푑 2), then 푐푡 = 1 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1(푚표푑 2) and 푐푡+1 ≡ 0(푚표푑 2), then 푐푡 = 1 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1(푚표푑 2) and 푐푡+1 ≡ 1(푚표푑 2), then 푐푡 = 2 + 푐푡+1 + 푑푡+1.
Then ∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
(−푞푘; 푞2푘)푛푞2푛푘
(푞2푗; 푞2푘)푛
.
Proof: Let 푓(푚,푛) be the number of partitions enumerated by 푓(푛) having
exactly 푚 parts. Then the following recurrence relation is satisfaied by 푓(푚,푛):
푓(푚,푛) = 푓(푚,푛− 2푘푚+ 2푘 − 2푗)
+푓(푚− 1, 푛− 2푘)
+푓(푚− 1, 푛− 2푘푚− 푘).
(2.3)
To prove (3) we split the partitions enumerated by 푓(푚,푛) into three disjoint
sets:
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1. those for which 푑푠 ∕= 0;
2. those for which 2푘 is a part;
3. those for which 3푘 is a part.
∙ from those in the set 1. we subtract 2푗 from the smallest part and 2푘
from the 푚−1 remaining parts. By doing this we are left with partitions of
푛−2푘(푚−1)−2푗 in 푚 parts that are enumerated by 푓(푚,푛−2푘푚+2푘−2푗);
∙ from those partitions in the set 2. we subtract the part 2푘. Then, we obtain
partitions of 푛−2푘 in 푚−1 parts that are enumerated by 푓(푚−1, 푛−2푘);
∙ from those in the set 3. we subtract the part 3푘 and 2푘 from the other
parts obtaining the partitions of 푛− 2푘(푚− 1)− 3푘 in 푚− 1 parts that are
enumerated by 푓(푚− 1, 푛− 2푘푚− 푘).
Assuming that 푓(0, 푛) = 0 if 푛 > 0, 푓(0, 0) = 1 and 푓(푙, 푛) = 0 if 푙 < 0, we
define:
퐹 (푧, 푞) =
∞∑
푛=0
∞∑
푚=0
푓(푚,푛)푧푚푞푛.
By (3), we have
퐹 (푧, 푞) =
∞∑
푛=0
∞∑
푚=0
푓(푚,푛− 2푘푚+ 2푘 − 2푗)푧푚푞푛
+
∞∑
푛=0
∞∑
푚=0
푓(푚− 1, 푛− 2푘)푧푚푞푛
+
∞∑
푛=0
∞∑
푚=0
푓(푚− 1, 푛− 2푘푚− 푘)푧푚푞푛
= 푞2푗−2푘
∞∑
푛=0
∞∑
푚=0
푓(푚,푛− 2푘푚+ 2푘 − 2푗)푞2푘푚푧푚푞푛−2푘푚+2푘−2푗
+푧푞2푘
∞∑
푛=0
∞∑
푚=0
푓(푚− 1, 푛− 2푘)푧푚−1푞푛−2푘
+푧푞3푘
∞∑
푛=0
∞∑
푚=0
푓(푚− 1, 푛− 2푘푚− 푘)푧푚−1푞2푘(푚−1)푞푛−2푘푚−푘
= 푞2푗−2푘퐹 (푧푞2푘, 푞) + 푧푞2푘퐹 (푧, 푞) + 푧푞3푘퐹 (푧푞2푘, 푞).
Let ℎ(푚, 푞) =
∞∑
푛=0
푓(푚,푛)푞푛, then 퐹 (푧, 푞) =
∞∑
푛=0
ℎ(푛, 푞)푧푛 and
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∞∑
푛=0
ℎ(푛, 푞)푧푛 = 푞2푗−2푘
∞∑
푛=0
ℎ(푛, 푞)(푧푞2푘)푛
+푧푞2푘
∞∑
푛=0
ℎ(푛, 푞)푧푛
+푧푞3푘
∞∑
푛=0
ℎ(푛, 푞)(푧푞2푘)푛.
Comparing the coefficient of 푧푛 in the last equality we have
ℎ(푛, 푞) = 푞2푘(푛−1)+2푗ℎ(푛, 푞) + 푞2푘ℎ(푛− 1, 푞)
+푞2푘푛+푘ℎ(푛− 1, 푞).
Then,
ℎ(푛, 푞) =
푞2푘(1 + 푞2푘푛−푘)ℎ(푛− 1, 푞)
1− 푞2푘(푛−1)+2푗 .
Observing that ℎ(0, 푞) = 1, we have
ℎ(푛, 푞) =
푞2푘(1 + 푞(2푛−1)푘)
1− 푞2푘(푛−1)+2푗
푞2푘(1 + 푞(2푛−3)푘)
1− 푞2푘(푛−2)+2푗 ⋅ ⋅ ⋅
⋅ ⋅ ⋅ 푞
2푘(1 + 푞푘)ℎ(0, 푞)
1− 푞2푗 =
(−푞푘; 푞2푘)푛푞2푘푛
(푞2푗; 푞2푘)푛
.
Therefore,
퐹 (푧, 푞) =
∞∑
푛=0
ℎ(푛, 푞)푧푛 =
∞∑
푛=0
(−푞푘; 푞2푘)푛푞2푘푛
(푞2푗; 푞2푘)푛
푧푛.
To finish the proof we put 푧 = 1:
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
∞∑
푚=0
푓(푚,푛)푞푛
= 퐹 (1, 푞)
=
∞∑
푛=0
(−푞푘; 푞2푘)푛푞2푘푛
(푞2푗; 푞2푘)푛
.
□
3 The combinatorial proof
It will be more appropriate for us to rewrite this theorem using a two-line notation
as follows:
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Theorem 3.1 The generating function for matrices of the form(
푐1 × 푘 푐2 × 푘 ⋅ ⋅ ⋅ 푐푠 × 푘
푑1 × 푗 푑2 × 푗 ⋅ ⋅ ⋅ 푑푠 × 푗
)
,
where 푐푡 and 푑푡 satisfy 푐푠 = 2 or 3, 푑푡 ≡ 0(푚표푑 2) and
∙ if 푐푡 ≡ 0(푚표푑 2) and 푐푡+1 ≡ 0(푚표푑 2), then 푐푡 = 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 0(푚표푑 2) and 푐푡+1 ≡ 1(푚표푑 2), then 푐푡 = 1 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1(푚표푑 2) and 푐푡+1 ≡ 0(푚표푑 2), then 푐푡 = 1 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1(푚표푑 2) and 푐푡+1 ≡ 1(푚표푑 2), then 푐푡 = 2 + 푐푡+1 + 푑푡+1,
is given by
∞∑
푛=0
(−푞푘; 푞2푘)푛푞2푛푘
(푞2푗; 푞2푘)푛
.
Now, by taking 푘 = 푗 = 1 in this theorem and considering that the RHS
of (2.1) is the generating function for partitions where the odd parts are distinct
and greater than 1, we have the combinatorial interpretation for the identity (2.1)
which is given in the next theorem. The proof we present is a bijective one.
Theorem 3.2 The number of partitions of 푛 where the odd parts are distinct and
greater than 1 is equal to the number of matrices of the form(
푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
)
,
where 푐푡 and 푑푡 satisfy 푐푠 = 2 or 3, 푑푡 ≡ 0(푚표푑 2) and
∙ if 푐푡 ≡ 0(푚표푑 2) and 푐푡+1 ≡ 0(푚표푑 2), then 푐푡 = 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 0(푚표푑 2) and 푐푡+1 ≡ 1(푚표푑 2), then 푐푡 = 1 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1(푚표푑 2) and 푐푡+1 ≡ 0(푚표푑 2), then 푐푡 = 1 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1(푚표푑 2) and 푐푡+1 ≡ 1(푚표푑 2), then 푐푡 = 2 + 푐푡+1 + 푑푡+1,
with the sum of all entries equals to 푛.
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Proof: In order to construct the bijection we associate to each two-line matrix(
푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
)
,
a partition 휆1 + ⋅ ⋅ ⋅+ 휆푠 by just adding the columns: 휆푡 = 푐푡 + 푑푡. For example,
the matrix
(
3 2 2
2 0 0
)
is associated with 5 + 2 + 2.
Now we have to explain why by adding columns we get a partition where the
odd parts are distinct and greater than 1. Observing how the two-line matrices
are constructed we have that the entries of the second line are even numbers. For
this reason the parity of each part obtained adding the entries in each column is
given by the entry of the first line. So, it is impossible to have two consecutive
odd parts 휆푡 = 푐푡 + 푑푡 and 휆푡+1 = 푐푡+1 + 푑푡+1 that are equal because we have
푐푡 = 2 + 푐푡+1 +푑푡+1 in this case. As we begin with 푐푠 = 2 or 3, each part obtained
adding the entries in each column will be grater than 1.
We describe next how to go from a partition where the odd parts are distinct
and greater than 1 to a two-line matrix.
1. we start at the end of the first line putting 2 or 3 if 휆푠 is even or odd,
respectively. Then, we complete the column with an even number 푑푠 such
that the sum of the entries of this column is equal to 휆푠. So the last column
is uniquely determined.
2. in order to create de second column, we must observe the parity of 휆푠−1 and
휆푠 because 푐푠−1 and 푐푠 have to satisfy the hypoteses above. For example,
if 푐푠−1 and 푐푠 are both odd, then 푐푠−1 = 2 + 푐푠 + 푑푠 and we complete this
column by choosing an even number 푑푠−1 such that 휆푠−1 = 푐푠−1 + 푑푠−1. It
is not diffiult to see that there is only one way to fill the column up.
3. to build the previous column we observe the parity of 휆푡−1 and 휆푡 following
the procedure described in item 2.
With this explanation we finished the proof. □
We present, below, examples for 푛 = 8 and 푛 = 9 of the bijection described in
Theorem 3. The left column has the two-line matrices representations and in the
right column the partition in which the odd parts are distinct and greater than
1.
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⎛⎝ 2
6
⎞⎠ 8⎛⎝ 2 2
4 0
⎞⎠ 6+2⎛⎝ 5 3
0 0
⎞⎠ 5+3⎛⎝ 4 2
0 2
⎞⎠ 4+4⎛⎝ 2 2 2
2 0 0
⎞⎠ 4+2+2⎛⎝ 2 2 2 2
0 0 0 0
⎞⎠ 2+2+2+2
Tabela 2.1: The matrices and partitions for 푛 = 8
⎛⎝ 3
6
⎞⎠ 9⎛⎝ 3 2
4 0
⎞⎠ 7+2⎛⎝ 4 3
2 0
⎞⎠ 6+3⎛⎝ 5 2
0 2
⎞⎠ 5+4⎛⎝ 3 2 2
2 0 0
⎞⎠ 5+2+2⎛⎝ 4 3 2
0 0 0
⎞⎠ 4+3+2⎛⎝ 3 2 2 2
0 0 0 0
⎞⎠ 3+2+2+2
Tabela 2.2: The matrices and partitions for 푛 = 9
In [8] Igor Pak asks for a combinatorial proof for the identity
∞∑
푛=0
(−푞; 푞2)푛푞푛2
(푞2; 푞2)2푛
=
∞∏
푛=0
1 + 푞2푛+1
1− 푞2푛+2 . (2.4)
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By inserting parameters in this sum we have
∞∑
푛=0
(−푞푘; 푞2푘)푛푞푘푛2
(푞2푗; 푞2푘)푛(푞2푘; 푞2푘)푛
. (2.5)
Using the ideas described in this paper we have the following interpretation
for this sum: the coeficient of 푞푛 in (5) is the number of partition 휆1 + ⋅ ⋅ ⋅ + 휆푠
of 푛 in which 휆푡 = 푐푡푘 + 푑푡푗, 푐푠 ≥ 1, 푑푡 ≡ 0(푚표푑 2) and
∙ if 푐푡 ≡ 0(푚표푑 2) and 푐푡+1 ≡ 0(푚표푑 2), then 푐푡 ≥ 4 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 0(푚표푑 2) and 푐푡+1 ≡ 1(푚표푑 2), then 푐푡 ≥ 3 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1(푚표푑 2) and 푐푡+1 ≡ 0(푚표푑 2), then 푐푡 ≥ 3 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1(푚표푑 2) and 푐푡+1 ≡ 1(푚표푑 2), then 푐푡 ≥ 2 + 푐푡+1 + 푑푡+1,
We hope to be able to find a combinatorial proof for (4) using the ideas
described in this paper.
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Cap´ıtulo 3
Bijective proofs using the
two-line matrix representations
for partitions
Neste cap´ıtulo apresentamos provas bijetivas para va´rias identidades, sempre
usando a representac¸a˜o matricial para partic¸o˜es introduzida em [9] e [10]. Este
e´ um artigo que foi submetido para publicac¸a˜o (Ramanujan Journal) e que teve
a participac¸a˜o fundamental do professor Dr. Eduardo Brietzke da Universidade
Federal do Rio Grande do Sul.
Uma das identidades provadas esta´ relacionada com os chamados Gra´ficos 3-
quadrantes de Ferrers. Sua demonstrac¸a˜o faz uso do resultado do artigo que esta´
no cap´ıtulo anterior1.
Vale destacar ainda um importante resultado. Uma nova prova combinato´ria
e´ apresentada para uma Identidade de Lebesgue.
1Essa prova bijetiva difere daquela apresentada por G. Andrews (ver [3]) por na˜o fazer uso
de func¸o˜es geradoras e tambe´m por ser muito simples
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Introduction
In this paper we present a number of results by making use of a new way of representing
partitions as two-line matrices introduced in [8]. As one will see, one of the new
notations for unrestricted partitions has more explicit informations on the conjugate
partition than what is given by the well-known Frobenius’ symbol.
In Section 1, we present basicaly three distinct notations for unrestricted partitions
that are given in [8]. In Section 2, we construct a bijection between the set of par-
titions into distinct odd parts with no parts equal to 1 and the set of self-conjugate
three-quadrant Ferrers graphs. In the third one, we present combinatorial proofs for
three identities and we establish bijections between several classes of partitions. One
of the results resembles the Euler Pentagonal Number Theorem and another one is
related to Ramanujan’s partial theta function. In the final section, we provide a new
bijective proof for the Lebesgue Identity based on the two-line matrix representation
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for partitions.
1 Representation of partitions by two-line ma-
trices
A very well-known representation of a partition by a two-line matrix is by means of
the Frobenius’ symbol. The purpose of this section is to recall three different ways
of representing partitions given in [8]. The main motivation for these representations
comes from results obtained in [8].
Theorem A. (Theorem 8, [8]) The number of unrestricted partitions of 푛 is equal to
the number of two-line matrices of the form⎛⎝ 푐1 푐2 푐3 ⋅ ⋅ ⋅ 푐푘
푑1 푑2 푑3 ⋅ ⋅ ⋅ 푑푘
⎞⎠ ,
where
푐푘 = 0 , 푑푘 ∕= 0,
푐푡 = 푐푡+1 + 푑푡+1, for any 푡 < 푘,
푛 =
∑
푐푡 +
∑
푑푡.
(3.1)
A natural bijection between the two sets is given in [8]. Indeed, there are two different
natural bijections between unrestricted partitions and two-line matrices satisfying (3.1).
Perhaps the best way to describe them is by an example.
First bijection. The number 푘 of columns of the matrix corresponds to the number
of parts of the partition.
Consider, for example, the partition 휆 = (6, 5, 2, 2) of 15. We associate to 휆 a 2× 4
matrix 퐴 of the form given in Theorem A in such a way that the sum of the columns
of 퐴 are the parts of 휆. We have no choice for the fourth column, but to pick 푐4 = 0
and 푑4 = 2. Since 푐3 must be 2 and the entries of the third column must add up to 2,
then 푑3 = 0. By the same argument, we must have 푐2 = 2 and 푑2 = 3. Also, 푐1 = 5
and 푑1 = 1. The representation is
휆 = 6 + 5 + 2 + 2 =
⎛⎝ 5 2 2 0
1 3 0 2
⎞⎠ .
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To go from the matrix to the partition, we only have to add the columns. As explained
in [8], the second line of the matrix provides a complete description of the partition
휆′ conjugate to 휆. In the above example, the second row (1, 3, 0, 2) indicates that 휆′
contains one 1, three 2’s, no 3’s and two 4’s.
Second bijection. The number 푘 of columns of the matrix corresponds to the largest
part of the partition.
To any positive integer 푗, we associate a 2 × 푗 matrix with the first 푗 − 1 entries
equal to 1 in the first row, the last entry in the second row equal to 1, and the remaining
entries equal to 0. For example, we have
1 =
⎛⎝ 0
1
⎞⎠ , 2 =
⎛⎝ 1 0
0 1
⎞⎠ , 3 =
⎛⎝ 1 1 0
0 0 1
⎞⎠ ⋅ ⋅ ⋅
If 푗 ≤ 푘, given a 2 × 푗 matrix 퐴 and a 2 × 푘 matrix 퐵 we perform the sum 퐴 + 퐵
as if 푘 − 푗 zero columns were added to the right of A. To the partition 휆 = (6, 5, 2, 2)
considered before, for instance, we associate the matrix
6 + 5 + 2 + 2 =
⎛⎝ 1 1 1 1 1 0
0 0 0 0 0 1
⎞⎠+
⎛⎝ 1 1 1 1 0 0
0 0 0 0 1 0
⎞⎠
+
⎛⎝ 1 0 0 0 0 0
0 1 0 0 0 0
⎞⎠+
⎛⎝ 1 0 0 0 0 0
0 1 0 0 0 0
⎞⎠
=
⎛⎝ 4 2 2 2 1 0
0 2 0 0 1 1
⎞⎠ .
Note that by doing this we get adding up the columns the conjugate partitions and as
before the second line has a description for the given partion saying that there is no
1’s, two 2’s, no 3’s, no 4’s, one 5 and one 6.
We now present two new bijections between unrestricted partitions of 푛 and certain
classes of two-line matrices. It is shown in [8] that these sets have the same number of
elements, but a natural bijection between them is not presented.
In [8], for positive integers 푘 and 푗 a set of nonnegative integers is defined by
퐴푘,푗 = {푐푘 + 푑푗 ∣ 푐, 푑 ≥ 0}.
Theorem B. (Theorem 11, [8]) Let 푓(푛) be the number of partitions of 푛 of the form
휆1 + 휆2 + ⋅ ⋅ ⋅+ 휆푠, with 휆푟 ∈ 퐴푘,푗, 푐푠 ∕= 0 and such that for 푐푡푘+ 푑푡푗 and 푐푡+1푘+ 푑푡+1푗
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consecutive parts, 푐푡 ≥ 2 + 푐푡+1 + 푑푡+1. Then,
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
푞푘푛
2
(푞푗 ; 푞푘)푛(푞푘; 푞푘)푛
. (3.2)
In the particular case 푘 = 푗 = 1, denoting by 푝(푛) the number of partitions of 푛, since
∞∑
푛=0
푞푛
2
(푞; 푞)2푛
=
∞∏
푛=1
1
(1− 푞푛) =
∞∑
푛=0
푝(푛)푞푛 , (3.3)
the following corollary is obtained.
Corollary C. (Corollary 12, [8]) The number of unrestricted partitions of 푛 is equal to
the number of two-line matrices of the form⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푘
푑1 푑2 ⋅ ⋅ ⋅ 푑푘
⎞⎠ , (3.4)
where
푐푘 ∕= 0 ,
푐푡 ≥ 2 + 푐푡+1 + 푑푡+1, for any 푡 < 푘,
푛 =
∑
푐푡 +
∑
푑푡.
(3.5)
We now explicitly construct a bijection between the set of matrices of the form (3.4)
satisfying (3.5) and the set of unrestricted partitions. This provides a direct proof of
Corollary C.
Construction of a first bijection. We now construct a natural bijection between
the set of unrestricted partitions of 푛 and the set of matrices of the form (3.4) with
non-negative integer entries satisfying (3.5).
It suffices, for each 푘 ≥ 1 fixed, to establish a bijection between the set of unre-
stricted partitions of 푛 with Durfee square with side 푘 and the set of matrices described
above with the additional requirement that the matrix should have 푘 columns.
For instance, a partition 휆 = (휆1, 휆2, . . . , 휆푟) (as usual we suppose 휆푡 ≥ 휆푡+1) with
Durfee square of side 3 is completely characterized once we declare how many times
each one of the numbers 1, 2, and 3 appear as parts of 휆, and if we also know the three
largest parts 휆1, 휆2 e 휆3 of 휆. We have to associate to 휆 a 2 × 3 matrix that gives a
clue of these six numbers. Let ⎛⎝ 푐1 푐2 푐3
푑1 푑2 푑3
⎞⎠ (3.6)
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be such a matrix. By (3.5) we can write
푐3 = 1 + 푗3 , (3.7)
푐2 = 3 + 푗2 + 푗3 + 푑3 (3.8)
푐1 = 5 + 푗1 + 푗2 + 푗3 + 푑2 + 푑3. (3.9)
with 푗1, 푗2, 푗3 ≥ 0. Hence, the matrix (3.6) may be rewritten as⎛⎝ 5+푗1+푗2+푗3+푑2+푑2 3+푗2+푗3+푑3 1+푗3
푑1 푑2 푑3
⎞⎠ (3.10)
or, still, as the sum⎛⎝ 5 3 1
0 0 0
⎞⎠+
⎛⎝ 0 0 0
푑1 0 0
⎞⎠+
⎛⎝ 푑2 0 0
0 푑2 0
⎞⎠+
⎛⎝ 푑3 푑3 0
0 0 푑3
⎞⎠
+
⎛⎝ 푗1 0 0
0 0 0
⎞⎠+
⎛⎝ 푗2 푗2 0
0 0 0
⎞⎠+
⎛⎝ 푗3 푗3 푗3
0 0 0
⎞⎠ (3.11)
From the above discussion, it follows that the partition 휆 can be characterized by the
numbers
푑1 −→ the number of times that 1 is a part of 휆
푑2 −→ the number of times that 2 is a part of 휆
푑3 −→ the number of times that 3 is a part of 휆, not counting here eventual parts
equal to 3 contained in the Durfee square
푗1 −→ 휆1 − 휆2, i.e., the number of times 1 is a part of the conjugate partition 휆′
푗2 −→ 휆2 − 휆3, i.e., the number of times 2 is a part of 휆′
푗3 −→ 휆3−3, i.e, the number of units that 휆3 exceeds the side of the Durfee square.
Note that the first three parts are completely determined: 휆3 = 3 + 푗3, 휆2 = 3 + 푗2 + 푗3
and 휆1 = 3 + 푗1 + 푗2 + 푗3.
Example 1. Consider the partition 휆 = (5, 4, 4, 2, 2, 1) of 푛 = 18.
q
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q
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We decompose the Ferrers’ graph of 휆 as shown in the picture,
taking into account the size of the Durfee square and the number
of times 1, 2, and 3 are parts of 휆 and of the conjugate partition 휆′.
In the present example, 푑1 = 1, 푑2 = 2, 푑3 = 0, 푗1 = 1, 푗2 = 0, and
푗3 = 1. This decomposition suggests the sum of matrices below:
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⎛⎝ 5 3 1
0 0 0
⎞⎠ from the Durfee square,
⎛⎝ 0 0 0
1 0 0
⎞⎠ +
⎛⎝ 2 0 0
0 2 0
⎞⎠ =
⎛⎝ 2 0 0
1 2 0
⎞⎠ because 1 appears once and 2 ap-
pears twice as parts of 휆 and⎛⎝ 1 0 0
0 0 0
⎞⎠ +
⎛⎝ 1 1 1
0 0 0
⎞⎠ =
⎛⎝ 2 1 1
0 0 0
⎞⎠ since 3 is twice part of 휆′, but
appears only once outside of the Durfee square and 1 is part of 휆′ only once.
Hence, the matrix corresponding to the partition 휆 is⎛⎝ 5 3 1
0 0 0
⎞⎠+
⎛⎝ 2 0 0
1 2 0
⎞⎠+
⎛⎝ 2 1 1
0 0 0
⎞⎠ =
⎛⎝ 9 4 2
1 2 0
⎞⎠
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There is an easier way of obtaining the matrix-representation of
the partition. We do not need to write out first the sum of matrices
as done above. Indeed, in the example above, note that the sum
of columns, 10, 6, and 2 are the length of the hooks shown in the
picture to the left. In the second row, the entries 1 and 2 indicate
the vertical displacement of the corresponding hook with respect
to the previous one, and 0 indicates the vertical displacement of
the last hook with respect to the bottom of the Durfee square.
The matrix
⎛⎝ 5 3 1
0 0 0
⎞⎠ corresponds to the Durfee square. Note that the entries 5, 3,
and 1 of the first row are precesely the number of elements each hook has in common
with the Durfee square.
Example 2. Determine the partition represented by the matrix
⎛⎝ 15 9 5 1
2 3 0 1
⎞⎠.
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The Durfee square has side four and the length of the hooks
are 15 + 2 = 17, 9 + 3 = 12, 5 + 0 = 5, and 1 + 1 = 2.
In addition, the second row of the matrix indicates that the
first hook starts two units below the second hook, which in
turn initiates three units below the third hook, the third hook
begins at the same level than the fourth one, and this last hook
begins one unit below the bottom of the Durfee square. This is
all we need to know the Ferres’ graph of the partition, which is
shown in the picture to the right. The corresponding partition
is 휆 = (8, 7, 5, 4, 4, 2, 2, 2, 1, 1).
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푑1
푑2
푑4
푗1푗2푗3
We now undertake the construction of a second bijection between unrestricted par-
titions and two-line matrices. Again, our motivation is a result presented in [8].
Theorem D. (Theorem 9, [8]) The generating function for matrices of the form⎛⎝ 푐1 × 푘 푐2 × 푘 ⋅ ⋅ ⋅ 푐푠 × 푘
푑1 × 푗 푑2 × 푗 ⋅ ⋅ ⋅ 푑푠 × 푗
⎞⎠ ,
where 푑푡 ∕= 0, 푐푡 ≥ 1 + 푐푡+1 + 푑푡+1 and the sum of all entries is equal to 푛, is given by
the LHS of the identity
∞∑
푛=0
푞푘푛
2+(푗−푘)푛
(푞푗 ; 푞푘)푛(푞푘; 푞푘)푛
=
1
(푞푗 ; 푞푘)∞
. (3.12)
In the particular case 푘 = 푗 = 1, using (3.3), the following result follows.
Theorem E. (Theorem 10, [8]) The number of unrestricted partitions of 푛 is equal to
the number of two-line matrices of the form⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푘
푑1 푑2 ⋅ ⋅ ⋅ 푑푘
⎞⎠ (3.13)
where
푑푡 ∕= 0,
푐푡 ≥ 1 + 푐푡+1 + 푑푡+1,
푛 =
∑
푐푡 +
∑
푑푡 .
(3.14)
In [8], the equinumerability expressed in Theorem E is established by a generating
function technique, but a natural bijection between the two sets is not presented.
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Construction of a second bijection. We now construct a natural bijection between
the set of unrestricted partitions of 푛 and the set of matrices of the form (3.13) with non-
negative integer entries satisfying (3.14). We rewrite the condition 푐푡 ≥ 1 + 푐푡+1 + 푑푡+1
as
푐푡 = 1 + 푗푡 + 푐푡+1 + 푑푡+1 ∀푡 < 푘 , (3.15)
푐푘 = 푗푘 , (3.16)
푗푡 ≥ 0. (3.17)
In this case we also take 푠 = 푘 and define a bijection between the set of unrestricted
partitions of 푛 with Durfee square of side 푘 and the set of matrices of the form (3.13)
satisfying (3.15), (3.16) and (3.17), in addition to (3.14), with 푘 columns.
For example, if 푘 = 3, then⎛⎝ 푐1 푐2 푐3
푑1 푑2 푑3
⎞⎠ =
⎛⎝ 2+푗1+푗2+푗3+푑2+푑3 1+푗2+푗3+푑3 푗3
푑1 푑2 푑3
⎞⎠ (3.18)
=
⎛⎝ 2 1 0
0 0 0
⎞⎠+
⎛⎝ 0 0 0
푑1 0 0
⎞⎠+
⎛⎝ 푑2 0 0
0 푑2 0
⎞⎠+
⎛⎝ 푑3 푑3 0
0 0 푑3
⎞⎠
+
⎛⎝ 푗1 0 0
0 0 0
⎞⎠+
⎛⎝ 푗2 푗2 0
0 0 0
⎞⎠+
⎛⎝ 푗3 푗3 푗3
0 0 0
⎞⎠ .
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Compare (3.18) with the picture to the left. The entries 푑1,
푑2, and 푑3 in the second row of the matrix are all novanishing
and indicate the sizes of the subsets of the Ferrers’ diagram in
the picture. The elements in the first row of the matrix, in
turn, indicate the number of units still necessary to complete
the hooks. The 푗푡’s can vanish, but 푑푡 ∕= 0 for any 푡.
In the picture to the left, we show the example of the
partition 휆 = (8, 6, 4, 3, 2, 2, 2, 2, 1, 1), for which 푑1 = 3, 푑2 = 5,
푑3 = 2, 푗1 = 2, 푗2 = 2 and 푗3 = 1. The matrix associated to
this partition is⎛⎝ 14 6 1
3 5 2
⎞⎠ .
The correspondence described by (3.18) or, alternatively, in a pictorial manner in the
above picture, provides a new representation of unrestricted partitions by matrices. As
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with the representation obtained previously from (3.10), the number of columns in the
matrix is equal to the side of the Durfee square of the partition.
Note that by composition, we obtain a bijection between the set of matrices of the
form (3.4) satisfying (3.5) and those satisfying (3.14). The bijection simply takes⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푘
푑1 푑2 ⋅ ⋅ ⋅ 푑푘
⎞⎠ 7−→
⎛⎝ 푐1 − 1 푐2 − 1 ⋅ ⋅ ⋅ 푐푘 − 1
푑1 + 1 푑2 + 1 ⋅ ⋅ ⋅ 푑푘 + 1
⎞⎠ .
2 A combinatorial proof for an identity involv-
ing three-quadrant Ferrers graphs
In [1], G. E. Andrews presented the three-quadrant Ferrers graphs as an extension
of the two-quadrant Ferrers graphs. The three-quadrant Ferrers graphs of a positive
integer 푛 are constructed by placing 푛 points in the first, second and fourth quadrants
of the plane observing that each point must have at least one positive coordinate. We
also require that the points on the 푥-axis and on the 푦-axis form the longest row and
the tallest column among all rows and all columns in the set with positive 푥-coordinates
and 푦-coordinates, respectively.
For example:
We recall from [1] that the self-conjugate three-quadrant Ferrers graphs are the
ones that are unchanged by the mapping (푥, 푦) 7→ (푦, 푥). Let 푠3(푛) denote the number
of self-conjugate three-quadrant Ferrers graphs of 푛.
For example, the next two three-quadrant Ferrers graphs are self-conjugate:
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In [1] the following identity is proved
∞∑
푛=0
푠3(푛)푞
푛 =
∞∏
푛=0
(1 + 푞2푛+3)
(1− 푞2푛+2) . (3.19)
The RHS of (3.19) is the generating function for partition in which the odd parts are
distinct and greater than 1. We present in this section a bijective proof of (3.19) by
using a two-line matrix representation for these partitions.
We now recall from [8] and [9] that we can represent a partition of 푛 in which the
odd parts are distinct and greater than 1 as a two-line matrix of the form⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (3.20)
where 푐푡 and 푑푡 satisfy 푐푠 = 2 or 3, 푑푡 ≡ 0 (mod 2) and
∙ if 푐푡 ≡ 0 (mod 2) and 푐푡+1 ≡ 0 (mod 2), then 푐푡 = 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 0 (mod 2) and 푐푡+1 ≡ 1 (mod 2), then 푐푡 = 1 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1 (mod 2) and 푐푡+1 ≡ 0 (mod 2), then 푐푡 = 1 + 푐푡+1 + 푑푡+1;
∙ if 푐푡 ≡ 1 (mod 2) and 푐푡+1 ≡ 1 (mod 2), then 푐푡 = 2 + 푐푡+1 + 푑푡+1,
with the sum of all entries equal to 푛. This same class of matrices is used in Section 3
with a different purpose.
We associate to each two-line matrix⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ ,
a partition 휆1 + ⋅ ⋅ ⋅ + 휆푠 by just adding the columns: 휆푡 = 푐푡 + 푑푡. For example, the
matrix
⎛⎝ 3 2 2
2 0 0
⎞⎠ is associated to 5 + 2 + 2.
As the entries in the second line are even numbers, the parity of each part obtained
by adding the entries in each column is given by the entry of the first line. Then, it is
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impossible to have two equal consecutive odd parts 휆푡 = 푐푡+푑푡 and 휆푡+1 = 푐푡+1 +푑푡+1,
since we have 푐푡 = 2 + 푐푡+1 +푑푡+1 in this case. As we begin with 푐푠 = 2 or 3, each part,
obtained by adding up the entries in corresponding column, is grater than 1.
We describe next how to go from a partition where the odd parts are distinct and
greater than 1 to a two-line matrix satisfying the conditions above:
1. we start at the end of the first line, placing 2 or 3 if 휆푠 is even or odd, respectively.
Then, we complete the column with an even number 푑푠 such that the sum of the
entries of this column is equal to 휆푠. So the last column is uniquely determined.
2. in order to create the column just before the last one, we must observe the parity
of 휆푠−1 and 휆푠, because 푐푠−1 and 푐푠 have to satisfy the conditions above. For
example, if 푐푠−1 and 푐푠 are both odd, then 푐푠−1 = 2 + 푐푠 + 푑푠 and we complete
this column by choosing an even number 푑푠−1 such that 휆푠−1 = 푐푠−1 + 푑푠−1. It
is not difficult to see that there is only one way to fill the column up.
3. to build the previous column we observe the parity of 휆푡−1 and 휆푡 and follow the
procedure described in item 2.
For example, the table below presents the matrices and the partitions having odd
parts distinct and greater than 1 for 푛 = 8.(
2
6
)
8(
2 2
4 0
)
6+2(
5 3
0 0
)
5+3(
4 2
0 2
)
4+4(
2 2 2
2 0 0
)
4+2+2(
2 2 2 2
0 0 0 0
)
2+2+2+2
Tabela 3.1: The matrices and partitions for 푛 = 8
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The bijective proof
It is convenient to rewrite the matrices of the form (3.20) as⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
2푑1 2푑2 ⋅ ⋅ ⋅ 2푑푠
⎞⎠ , (3.21)
where 푐푡 and 푑푡 satisfy 푐푠 = 2 or 3 and
∙ if 푐푡 ≡ 0 (mod 2) and 푐푡+1 ≡ 0 (mod 2), then 푐푡 = 푐푡+1 + 2푑푡+1;
∙ if 푐푡 ≡ 0 (mod 2) and 푐푡+1 ≡ 1 (mod 2), then 푐푡 = 1 + 푐푡+1 + 2푑푡+1;
∙ if 푐푡 ≡ 1 (mod 2) and 푐푡+1 ≡ 0 (mod 2), then 푐푡 = 1 + 푐푡+1 + 2푑푡+1;
∙ if 푐푡 ≡ 1 (mod 2) and 푐푡+1 ≡ 1 (mod 2), then 푐푡 = 2 + 푐푡+1 + 2푑푡+1.
Due to the restrictions on 푐푡, we have 푐푡 = 푖푡 + 푐푡+1 + 2푑푡+1, where 푖푡 ∈ {0, 1, 2}, for
푡 = 1, 2, . . . , 푠− 1 and 푐푠 = 2 + 푖푠, where 푖푠 = 0, 1. We can split (3.21) as the sum⎛⎝ 2+푖1+⋅ ⋅ ⋅+푖푠+2푑2+⋅ ⋅ ⋅+2푑푠 ⋅ ⋅ ⋅ 2+푖푠−1+푖푠+2푑푠 2+푖푠
2푑1 ⋅ ⋅ ⋅ 2푑푠−1 2푑푠
⎞⎠ =
⎛⎝ 2+푖1+⋅ ⋅ ⋅+푖푠 ⋅ ⋅ ⋅ 2+푖푠−1+푖푠 2+푖푠
0 ⋅ ⋅ ⋅ 0 0
⎞⎠ + 2
⎛⎝ 푑2+⋅ ⋅ ⋅+푑푠 ⋅ ⋅ ⋅ 푑푠 0
푑1 ⋅ ⋅ ⋅ 푑푠−1 푑푠
⎞⎠ .
Note that the numbers 2 + 푖1 + ⋅ ⋅ ⋅+ 푖푠, . . . , 2 + 푖푠−1 + 푖푠, 2 + 푖푠 form a non increasing
sequence ending in either 2 or 3 and that there is no gap in the odd numbers in this
sequence (if 2푘+1 is in the sequence, then so is every odd integer between 3 and 2푘+1).
For example, the matrix ⎛⎝ 26 22 19 11 8 3
2 4 2 6 2 4
⎞⎠
can be split as ⎛⎝ 8 8 7 5 4 3
0 0 0 0 0 0
⎞⎠+ 2
⎛⎝ 9 7 6 3 2 0
1 2 1 3 1 2
⎞⎠ . (3.22)
We will use this example to show how to associate a matrix like (3.21) and a three-
quadrant Ferrers graph. The arguments in this example can be directely extended to
the general case. We associate the matrix⎛⎝ 9 7 6 3 2 0
1 2 1 3 1 2
⎞⎠
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to the partition having one part equal to 1, two parts equal to 2, one part equal to 3,
three parts equal to 4, one part equal to 5, and two parts equal to 6 (6 + 6 + 5 + 4 +
4 + 4 + 3 + 2 + 2 + 1), whose Ferrers graph is
The pair of Ferrers graphs obtained from the second matrix in (3.22) can be placed
in the plane in the following way
Now we describe how to place the contribution from the first matrix in (3.22) in
the plane in order to obtain a self-conjugate three-quadrant Ferrers graph. To do this,
we consider first the odd numbers in the first line: 7, 5, and 3. These numbers are
represented in the first quadrant of the plane in the following way
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The even numbers, 8, 8 and 4, are represented in the first quadrant after the odd
numbers in a non increasing sequence as follows
Note that the first even number after the greatest odd number, if there is one, is
1 plus the greatest odd number. Therefore, the construction of the three-quadrant
Ferrers graph described above can always be done. It is clear that this procedure can
be reversed in order to obtain the two-line matrix representing a partition in which the
odd parts are disctinct and greater than 1.
31
The same argument applies in general and we have a bijection. Hence, identity
(3.19) is proved.
3 Three identities and related bijections between
certain classes of partitions
In this section we prove three partition identities ((3.23), (3.36), and (3.48) below)
using combinatorial arguments and we establish bijections between several classes of
partitions related to these identities. Our main tool is constructing bijections between
certain classes of partitions and sets of two-line matrices. As an application of our
results proved by combinatorial arguments, we obtain a straightforward proof of an
identity about Ramanujan’s 휓 function (see (3.51) below), which is similar to dozens
of identities for partial theta functions obtained by Ramanujan in his notebooks (see,
for example, [3] and chapter 9 of [4]).
Our first objective is to study the identity
1 +
∞∑
푘=1
(1 + 푞)(1 + 푞3) ⋅ ⋅ ⋅ (1 + 푞2푘−1)
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푘) 푞
2푘 =
∞∏
푛=1
1 + 푞2푛+1
1− 푞2푛 . (3.23)
We provide two combinatorial proofs for identity (3.23). As a matter of fact, we consider
a slight improvement of (3.23).
Theorem 1. The following identity holds
1 +
∞∑
푘=1
(1 + 푧푞)(1 + 푧푞3) ⋅ ⋅ ⋅ (1 + 푧푞2푘−1)
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푘) 푞
2푘 =
∞∏
푛=1
1 + 푧푞2푛+1
1− 푞2푛 . (3.24)
Proof: We introduce two classes of partitions
풫푛, the set of all partitions 휆 of 푛 such that
– the odd parts of 휆 are distinct;
– the largest part of 휆 is even;
and
풬푛, the set of all partitions 휇 of 푛 such that
– the odd parts of 휇 are distinct;
– 1 is not a part of 휇.
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Identity (3.23) is equivalent to the statement that, for any 푛, 풫푛 and 풬푛 have the
same number of elements, or, in other words, there is a bijection between these two
classes of partitions. Identity (3.24) suggests that it is possible to find such a bijection
that preserves the number of odd parts of partitions.
Denote by 풫푛,푘,푚 the subset of all 휆 ∈ 풫푛 such that 휆 contains exactly 푚 odd parts
and its largest part is 푎(휆) = 2푘. Consider also the subset 풬푛,푘,푚 of all 휇 ∈ 풬푛 such
that 휇 has exactly 푚 odd parts and its largest part is 푎(휇) = 2푘 or 2푘 + 1.
The coefficient of 푧푚푞푛 on the left-hand-side and on the right-hand-side of (3.24)
are, respectively, the number of elements of the sets
풫푛,푚 :=
∪
푘
풫푛,푘,푚 and 풬푛,푚 :=
∪
푘
풬푛,푘,푚. (3.25)
Hence, to prove (3.24), it suffices to construct a bijection between the two classes of
partitions 풫푛,푘,푚 and 풬푛,푘,푚.
We now define a bijection 휑 : 풫푛,푘,푚 → 풬푛,푘,푚. Given any partition 휆 ∈ 풫푛,푘,푚, we
define 휑(휆) ∈ 풬푛,푘,푚 by:
– if 1 is not a part of 휆, 휑(휆) = 휆;
– if 1 is a part of 휆, 휑(휆) is the partition obtained by removing 1 from 휆 and
adding one unit to its largest part 푎(휆). If 휆 contains more than one copy of 푎(휆), we
add 1 to one of them only. Since 푎(휆) is even, the number of odd parts is not altered.
Then, 휑 is a bijection with an inverse 휑−1 defined by:
– if 휇 ∈ 풬푛,푘,푚 is such that its largest part is even, then 휑−1(휇) = 휇;
– if 휇 ∈ 풬푛,푘,푚 and its largest part 푎(휇) is odd, 휑−1(휇) is obtained by
removing from 휇 one part equal to 푎(휇) and adding one part equal to 푎(휇)− 1 and one
part equal to 1. □
Of course, 휑 defined above can be extended to bijections from 휑 : 풫푛,푚 → 풬푛,푚 or
from 휑 : 풫푛 → 풬푛.
Example. For 푛 = 11, the two classes 풫푛 = 풫푛,1 and 풬푛 = 풬푛,1 defined in (3.25) and
the correspondence 휑 constructed in Theorem 1 are given by
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(10, 1) 7−→ (11)
(8, 3) 7−→ (8, 3)
(8, 2, 1) 7−→ (9, 2)
(6, 5) 7−→ (6, 5)
(6, 4, 1) 7−→ (7, 4)
(6, 3, 2) 7−→ (6, 3, 2)
(6, 2, 2, 1) 7−→ (7, 2, 2)
(4, 4, 3) 7−→ (4, 4, 3)
(4, 4, 2, 1) 7−→ (5, 4, 2)
(4, 3, 2, 2) 7−→ (4, 3, 2, 2)
(4, 2, 2, 2, 1) 7−→ (5, 2, 2, 2)
(2, 2, 2, 2, 2, 1) 7−→ (3, 2, 2, 2, 2)
We now present another proof for identity (3.24) based on a two-line matrix repre-
sentation for partitions. The idea of the proof is to introduce a certain class of two-line
matrices and to interpret it in terms of partitions in two different ways. Consider the
set ℳ(2,3)푛,푘,푚 of 2× 푘 matrices of the form
퐴 =
⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푘
푑1 푑2 ⋅ ⋅ ⋅ 푑푘
⎞⎠ (3.26)
with non-negative integer entries, having exactly 푚 odd entries in the first row, and
satisfying
푐푘 ∈ {2, 3}, 푑푡 ≡ 0 (mod 2) , ∀푡; (3.27)
푐푡 ≡ 0 (mod 2), 푐푡+1 ≡ 0 (mod 2) =⇒ 푐푡 = 푐푡+1 + 푑푡+1; (3.28)
푐푡 ≡ 0 (mod 2), 푐푡+1 ≡ 1 (mod 2) =⇒ 푐푡 = 1 + 푐푡+1 + 푑푡+1; (3.29)
푐푡 ≡ 1 (mod 2), 푐푡+1 ≡ 0 (mod 2) =⇒ 푐푡 = 1 + 푐푡+1 + 푑푡+1; (3.30)
푐푡 ≡ 1 (mod 2), 푐푡+1 ≡ 1 (mod 2) =⇒ 푐푡 = 2 + 푐푡+1 + 푑푡+1; (3.31)∑
푐푡 +
∑
푑푡 = 푛 . (3.32)
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This class of matrices was introduced in [9].
We now introduce a notation needed in the next theorem. Let 퐴 ∈ℳ(2,3)푛,푘,푚. If, for
example, 푘 = 4 and
퐴 =
⎛⎝ 푐1 푐2 푐3 푐4
푑1 푑2 푑3 푑4
⎞⎠ ∈ℳ(2,3)푛,4,푚
then considering the restrictions (27)-(31) it is not difficult to verify that we can write
in a unique manner 푐4 = 2 + 푗4, 푐3 = 2 + 푑4 + 푗3 + 2푗4, 푐2 = 2 + 푑3 + 푑4 + 푗2 + 2푗3 + 2푗4,
푐1 = 2 + 푑2 + 푑3 + 푑4 + 푗1 + 2푗2 + 2푗3 + 2푗4 , with 푗푡 ∈ {0, 1}, i.e., 퐴 is of the form
퐴=
⎛⎝2+푑2+푑3+푑4+푗1+2푗2+2푗3+2푗4 2+푑3+푑4+푗2+2푗3+2푗4 2+푑4+푗3+2푗4 2+푗4
푑1 푑2 푑3 푑4
⎞⎠ ,
with 푗푡 ∈ {0, 1}. In the general case of a 2 × 푘 matrix 퐴 ∈ ℳ(2,3)푛,푘,푚, we can express in
a unique way
푐1 = 2 + 푑2 + 푑3 + ⋅ ⋅ ⋅+ 푑푘 + 푗1 + 2푗2 + ⋅ ⋅ ⋅+ 2푗푘
푐2 = 2 + 푑3 + 푑4 + ⋅ ⋅ ⋅+ 푑푘 + 푗2 + 2푗3 + ⋅ ⋅ ⋅+ 2푗푘
...
푐푘−1 = 2 + 푑푘 + 푗푘−1 + 2푗푘
푐푘 = 2 + 푗푘
(3.33)
where 푗푡 ∈ {0, 1}.
Theorem 2. For any (푛, 푘,푚), with 0 ≤ 푚 ≤ 푛 and 푘 ≥ 1, there is a bijection
휓 :ℳ(2,3)푛,푘,푚 −→ 풫푛,푘,푚 ,
where 풫푛,푘,푚 is the set of all partitions 휆 of 푛 such that
– 휆 has exactly 푚 odd parts and the odd parts are distinct;
– the largest part of 휆 is 푎(휆) = 2푘 .
Precisely, given 퐴 ∈ℳ(2,3)푛,푘,푚, 휆 = 휓(퐴) is the partition containing:
– 12 푑푡 parts equal to 2푡, for any 푡 ∈ {1, 2, . . . , 푘};
– 푗푡 parts equal to 2푡− 1, for any 푡 ∈ {1, 2, . . . , 푘};
– one part equal to 2푘,
where the 푗푡 ∈ {0, 1} are defined by (3.33).
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Proof: Let 푗푡 ∈ {0, 1} as above. From (3.32) and (3.33) it follows that
푛 = 2푘+ (푑1+2푑2+3푑3+ ⋅ ⋅ ⋅+푘푑푘) + (푗1+3푗2+5푗3+ ⋅ ⋅ ⋅+(2푘 − 1)푗푘). (3.34)
We define a partition 휆 = 휓(퐴) containing:
– 12 푑푡 parts equal to 2푡, for any 푡 ∈ {1, 2, . . . , 푘};
– 푗푡 parts equal to 2푡− 1, for any 푡 ∈ {1, 2, . . . , 푘};
– one part equal to 2푘.
Note that, for any 푡 ≤ 푘,
푗푡 =
⎧⎨⎩ 0, if 푐푡 is even1, if 푐푡 is odd
Therefore the number of odd parts in 휆 is equal to the number of odd elements in the
first row of 퐴.
It is easy to see that 휓 defined above is a bijection between the set of matrices
ℳ(2,3)푛,푘,푚 and the set of partitions 풫푛,푘,푚. □
Denote by 풬˜푛,푘,푚 (0 ≤ 푚 ≤ 푛, 푘 ≥ 1) the set of partitions 휇 of 푛 such that
– 휇 contains exactly 푘 parts, 푚 of these being odd;
– the odd parts of 휇 are distinct;
– 1 is not a part of 휇.
Note that, for 풬푛,푚 defined by (3.25), we have
풬푛,푚 =
∪
푘
풬푛,푘,푚 =
∪
푘
풬˜푛,푘,푚 . (3.35)
Our next result establishes a bijection between 풬˜푛,푘,푚 and the same class of matrices
as before.
Theorem 3. There is a natural bijection 휃 : ℳ(2,3)푛,푘,푚 → 풬˜푛,푘,푚. Given any matrix
퐴 ∈ℳ(2,3)푛,푘,푚 of the form (3.26), the correspondig partition 휇 = 휃(퐴) is obtained adding
up the columns of 퐴,
휇 = (푐1 + 푑1, 푐2 + 푑2, . . . , 푐푘 + 푑푘) .
Proof: The proof is straightforward. □
Corollary. Identity (3.24) holds true.
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Proof: As mentioned above, the cardinalities of the sets 풫푛,푚 and 풬푛,푚, defined by
(3.25), are, repectively, equal to the coefficient of 푧푚푞푛 on left-hand-side and on the
right-hand-side of (3.24). Since, by Theorems 2 and 3, 풫푛,푘,푚 and 풬˜푛,푘,푚 are both
in one-to-one correspondence with the same set of matrices ℳ(2,3)푛,푘,푚, using (3.35) we
obtain identity (3.24). □
Application. We can construct a bijection 휃 ∘ 휓−1 : 풫푛,푘,푚 → 풬푛,푘,푚, or 휃 ∘ 휓−1 :
풫푛,푚 → 풬푛,푚, if we want, which is different from the bijection constructed in the proof
of Theorem 1. For example, if 푛 = 11 the bijection 휃 ∘ 휓−1 is described below.
(2, 2, 2, 2, 2, 1) 7−→
⎛⎝ 3
8
⎞⎠ 7−→ (11)
(4, 3, 2, 2) 7−→
⎛⎝ 4 3
4 0
⎞⎠ 7−→ (8, 3)
(4, 4, 3) 7−→
⎛⎝ 6 3
0 2
⎞⎠ 7−→ (6, 5)
(4, 2, 2, 2, 1) 7−→
⎛⎝ 3 2
6 0
⎞⎠ 7−→ (9, 2)
(4, 4, 2, 1) 7−→
⎛⎝ 5 2
2 2
⎞⎠ 7−→ (7, 4)
(6, 2, 2, 1) 7−→
⎛⎝ 3 2 2
4 0 0
⎞⎠ 7−→ (7, 2, 2)
(6, 4, 1) 7−→
⎛⎝ 5 2 2
0 2 0
⎞⎠ 7−→ (5, 4, 2)
(6, 3, 2) 7−→
⎛⎝ 4 3 2
2 0 0
⎞⎠ 7−→ (6, 3, 2)
(6, 5) 7−→
⎛⎝ 4 4 3
0 0 0
⎞⎠ 7−→ (4, 4, 3)
(8, 2, 1) 7−→
⎛⎝ 3 2 2 2
2 0 0 0
⎞⎠ 7−→ (5, 2, 2, 2)
(8, 3) 7−→
⎛⎝ 4 3 2 2
0 0 0 0
⎞⎠ 7−→ (4, 3, 2, 2)
(10, 1) 7−→
⎛⎝ 3 2 2 2 2
0 0 0 0 0
⎞⎠ 7−→ (3, 2, 2, 2, 2)
We now study a second identity (see (3.36) below) that, surprisingly, has the same
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right-hand-side as (3.23).
Theorem 4. The following identity holds
1
1− 푞2 +
∞∑
푘=2
(1 + 푞)(1 + 푞3) ⋅ ⋅ ⋅ (1 + 푞2푘−3)
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푘) 푞
2푘−1 =
∞∏
푛=1
1 + 푞2푛+1
1− 푞2푛 , (3.36)
or, multiplying both sides by 1 + 푞,
1
1− 푞 +
∞∑
푘=2
(1 + 푞)2(1 + 푞3) ⋅ ⋅ ⋅ (1 + 푞2푘−3)
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푘) 푞
2푘−1 =
∞∏
푛=1
1 + 푞2푛−1
1− 푞2푛 . (3.37)
The proof of (3.36) depends on a relationship between two classes of partitions
established in Theorem 5 below.
In addition to 풬푛, the set of partitions of 푛 such that the odd parts are distinct
and 1 is not a part, introduced in the proof of Theorem 1, we consider the following
class of partitions:
ℛ푛, the set of all partitions 휆 of 푛 such that
– the odd parts of 휆 are distinct;
– 휆 contains at least one odd part;
– if 푎표(휆) denotes the largest odd part, then 푎표(휆) + 1 ≥ any
even part.
Our next result resembles the Euler Pentagonal Number Theorem.
Theorem 5. Let ℛ푛 and 풬푛 be the two classes of partitions defined above. Then,
∣풬푛∣ − ∣ℛ푛∣ = (−1)푛 . (3.38)
Proof of Theorem 5: We construct a correspondence 휙, which associates 휙(휆) ∈ 풬푛
to any given 휆 ∈ ℛ푛:
– if 1 is a part of 휆, we define 휙(휆) as the partition obtained by removing 1
from 휆 and adding 1 to its largest odd part;
– if 1 is not a part of 휆, we take 휙(휆) = 휆.
Then, 휙 is a one-to-one, with an inverse 휙−1 defined by:
– if 휇 ∈ 풬푛 is such that its largest odd part 푎표(휇) and largest even part 푎푒(휇)
satisfy 푎표(휇) + 1 ≥ 푎푒(휇), then 휙−1(휇) = 휇;
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– if 휇 ∈ 풬푛 contains no odd parts or if 푎표(휇) + 1 < 푎푒(휇), we construct
휙−1(휇) by removing from 휇 one part equal to 푎푒(휇) and add one part equal to 푎푒(휇)−1
and one part equal to 1.
The correspondence 휙 defines a bijection except for the following two special fea-
tures:
– when 푛 is even, there is one element 휇 = (2, 2, . . . , 2) ∈ 풬푛 without a
corresponding 휙−1(휆) ∈ ℛ푛;
– when 푛 is odd, there is one element 휆 = (2, 2, . . . , 2, 1) ∈ ℛ푛 without a
corresponding 휙(휆) ∈ 풬푛.
Therefore, (3.38) holds. □
Proof of Theorem 4: It is easy to see that the generating function of ℛ푛 is
1
1− 푞2 푞 +
∞∑
푘=2
(1 + 푞)(1 + 푞3) ⋅ ⋅ ⋅ (1 + 푞2푘−3)
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푘) 푞
2푘−1 . (3.39)
From (3.38) and (3.39), we obtain
1
1 + 푞
+
1
1− 푞2 푞 +
∞∑
푘=2
(1 + 푞)(1 + 푞3) ⋅ ⋅ ⋅ (1 + 푞2푘−3)
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푘) 푞
2푘−1 =
∞∏
푛=1
1 + 푞2푛+1
1− 푞2푛 ,
from which (3.36) follows immediately. □
In order to construct a bijection between certain classes of partitions, we consider
the setℳ(1)푛,푘,푚 of all 2×푘 matrices of the form (3.26), with non-negative integer entries,
having exactly 푚 odd entries in the first row, and satisfying
푐푘 = 1, 푑푡 ≡ 0 (mod 2) , ∀푡; (3.40)
푐푡 ≡ 0 (mod 2), 푐푡+1 ≡ 0 (mod 2) =⇒ 푐푡 = 푐푡+1 + 푑푡+1 (3.41)
푐푡 ≡ 0 (mod 2), 푐푡+1 ≡ 1 (mod 2) =⇒ 푐푡 = 1 + 푐푡+1 + 푑푡+1 (3.42)
푐푡 ≡ 1 (mod 2), 푐푡+1 ≡ 0 (mod 2) =⇒ 푐푡 = 1 + 푐푡+1 + 푑푡+1 (3.43)
푐푡 ≡ 1 (mod 2), 푐푡+1 ≡ 1 (mod 2) =⇒ 푐푡 = 2 + 푐푡+1 + 푑푡+1 (3.44)∑
푐푡 +
∑
푑푡 = 푛 . (3.45)
Let 퐴 ∈ ℳ(1)푛,푘,푚. As before, if, for example, 푘 = 4, then it is easy to verify that 퐴
is expressed in a unique way as
퐴 =
⎛⎝ 2+푑2+푑3+푑4+푗1+2푗2+2푗3 2+푑3+푑4+푗2+2푗3 2 + 푑4 + 푗3 1
푑1 푑2 푑3 푑4
⎞⎠ ,
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with 푗푡 ∈ {0, 1}.
In general, for any 퐴 ∈ℳ(1)푛,푘,푚, we can write in a unique way
푐1 = 2 + 푑2 + 푑3 + ⋅ ⋅ ⋅+ 푑푘 + 푗1 + 2푗2 + ⋅ ⋅ ⋅+ 2푗푘−1
푐2 = 2 + 푑3 + 푑4 + ⋅ ⋅ ⋅+ 푑푘 + 푗2 + 2푗3 + ⋅ ⋅ ⋅+ 2푗푘−1
...
푐푘−1 = 2 + 푑푘 + 푗푘−1
푐푘 = 1 ,
(3.46)
where 푗푡 ∈ {0, 1}.
Consider also the set ℛ푛,푘,푚 of partitions 휆 of 푛, having exactly 푚 odd parts, such
that the odd parts are distinct, the largest odd part is 푎표(휆) = 2푘 − 1, and any even
part is less than or equal to 2푘.
Theorem 6. For any 푛, 푘, and 푚, with 1 ≤ 푚 ≤ 푛 and 푘 ≥ 1, there is a bijection 휁 :
ℳ(1)푛,푘,푚 → ℛ푛,푘,푚. Precisely, given 퐴 ∈ℳ(1)푛,푘,푚, 휆 = 휁(퐴) is the partition containing
– 12 푑푡 parts equal to 2푡, for any 푡 ∈ {1, 2, . . . , 푘};
– 푗푡 parts equal to 2푡− 1, for any 푡 ∈ {1, 2, . . . , 푘 − 1};
– one part equal to 2푘 − 1,
where the 푗푡 ∈ {0, 1} are given by (3.46).
Remark. In the case 푘 = 1 (hence, is 푛 necessarily odd) 휆 contains one part equal to
1 and 12푑1 parts equal to 2.
Proof: From (3.45) and (3.46) it follows that
푛 = (2푘−1) + (푑1+2푑2+3푑3+ ⋅ ⋅ ⋅+푘푑푘) + (푗1+3푗2+5푗3+ ⋅ ⋅ ⋅+(2푘 − 3)푗푘−1). (3.47)
To the matrix 퐴 we associate a partition 휆 containing:
– 12 푑푡 parts equal to 2푡, for any 푡 ∈ {1, 2, . . . , 푘};
– 푗푡 parts equal to 2푡− 1, for any 푡 ∈ {1, 2, . . . , 푘 − 1};
– one part equal to 2푘 − 1.
Note that, since 푗푡 = 1 if 푐푡 is odd and 푗푡 = 0 if 푐푡 is even, for any 푡 ≤ 푘 − 1, it follows
that the number of odd parts in 휆 is equal to the number of odd elements in the first
row of 퐴. This completes the argument. □
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Remark. In practice, to deal with the inverse correspondence 휁−1 it is useful to identify
integers with matrices as described below. For simplicity, we consider the case 푘 = 4.
1=
⎛⎝ 1 0 0 0
0 0 0 0
⎞⎠, 3=
⎛⎝ 2 1 0 0
0 0 0 0
⎞⎠, 5=
⎛⎝ 2 2 1 0
0 0 0 0
⎞⎠, 7=
⎛⎝ 2 2 2 1
0 0 0 0
⎞⎠ ,
2=
⎛⎝ 0 0 0 0
2 0 0 0
⎞⎠, 4=
⎛⎝ 2 0 0 0
0 2 0 0
⎞⎠, 6=
⎛⎝ 2 2 0 0
0 0 2 0
⎞⎠, 8=
⎛⎝ 2 2 2 0
0 0 0 2
⎞⎠
For example, the partition 휆 = (8, 7, 4, 4, 4, 3, 1) corresponds to the matrix
⎛⎝ 2 2 2 0
0 0 0 2
⎞⎠+
⎛⎝ 2 2 2 1
0 0 0 0
⎞⎠+
⎛⎝ 6 0 0 0
0 6 0 0
⎞⎠+
⎛⎝ 2 1 0 0
0 0 0 0
⎞⎠+
⎛⎝ 1 0 0 0
0 0 0 0
⎞⎠
=
⎛⎝ 13 5 4 1
0 6 0 2
⎞⎠ .
In the case of the correspondence 휓 considered in Theorem 2, the identification is the
same, except for the integer 2푘. For example, for 푘 = 4, remember that the largest
part of any 휇 ∈ 풫푛,4,푚 is 2푘 = 8. The only difference is that the first 8 is identified
with the matrix ⎛⎝ 2 2 2 2
0 0 0 0
⎞⎠
and each additional 8 is identified with⎛⎝ 2 2 2 0
0 0 0 2
⎞⎠ .
We now introduce another class of partitions. Let 풮푛,푘,푚 denote the set of all partitions
휋 of 푛 such that
– 휋 has exactly 푘 parts and 푚 of these parts are odd;
– the odd parts of 휋 are distinct;
– the smallest part of 휋 is odd.
Theorem 7. There is a natural bijection 휉 : ℳ(1)푛,푘,푚 → 풮푛,푘,푚. Given any matrix
퐴 ∈ℳ(1)푛,푘,푚, the corresponding partition 휋 = 휉(퐴) is defined as
휋 = (푐1 + 푑1, 푐2 + 푑2, . . . , 푐푘 + 푑푘) ,
i.e., by adding up the columns of 퐴.
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Proof: The proof is straightforward. □
Corollary. There is a bijection 휉 ∘ 휁−1 : ℛ푛,푘,푚 → 풮푛,푘,푚.
Proof: Combining the bijections given in Theorems 6 and 7, one obtains a bijection
from 휉 ∘ 휁−1 : ℛ푛,푘,푚 → 풮푛,푘,푚 . □
Example. Let 푛 = 11. For 푚 = 푘 = 1, we have
(2, 2, 2, 2, 2, 1) 7−→
⎛⎝ 1
10
⎞⎠ 7−→ (11)
For 푚 = 1 and 푘 = 2, we have
(3, 2, 2, 2, 2) 7−→
⎛⎝ 2 1
8 0
⎞⎠ 7−→ (10, 1)
(4, 3, 2, 2) 7−→
⎛⎝ 4 1
4 2
⎞⎠ 7−→ (8, 3)
(4, 4, 3) 7−→
⎛⎝ 6 1
0 4
⎞⎠ 7−→ (6, 5)
For 푚 = 1 and 푘 = 3, we have
(5, 2, 2, 2) 7−→
⎛⎝ 2 2 1
6 0 0
⎞⎠ 7−→ (8, 2, 1)
(6, 5) 7−→
⎛⎝ 4 4 1
0 0 2
⎞⎠ 7−→ (4, 4, 3)
(5, 4, 2) 7−→
⎛⎝ 4 2 1
2 2 0
⎞⎠ 7−→ (6, 4, 1)
(5, 3, 2, 1) 7−→
⎛⎝ 5 3 1
2 0 0
⎞⎠ 7−→ (7, 3, 1)
Example. For 푛 = 20, 푘 = 4, and 푚 = 2, we have
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(8, 7, 4, 1) 7−→
⎛⎝ 7 4 4 1
0 2 0 2
⎞⎠ 7−→ (7, 6, 4, 3)
(8, 7, 2, 2, 1) 7−→
⎛⎝ 5 4 4 1
4 0 0 2
⎞⎠ 7−→ (9, 4, 4, 3)
(7, 6, 6, 1) 7−→
⎛⎝ 7 6 2 1
0 0 4 0
⎞⎠ 7−→ (7, 6, 6, 1)
(7, 6, 4, 2, 1) 7−→
⎛⎝ 7 4 2 1
2 2 2 0
⎞⎠ 7−→ (9, 6, 4, 1)
(7, 6, 2, 2, 2, 1) 7−→
⎛⎝ 5 4 2 1
6 0 2 0
⎞⎠ 7−→ (11, 4, 4, 1)
(7, 4, 4, 4, 1) 7−→
⎛⎝ 9 2 2 1
0 6 0 0
⎞⎠ 7−→ (9, 8, 2, 1)
(7, 4, 4, 2, 2, 1) 7−→
⎛⎝ 7 2 2 1
4 4 0 0
⎞⎠ 7−→ (11, 6, 2, 1)
(7, 4, 2, 2, 2, 2, 1) 7−→
⎛⎝ 5 2 2 1
8 2 0 0
⎞⎠ 7−→ (13, 4, 2, 1)
(7, 2, 2, 2, 2, 2, 2, 1) 7−→
⎛⎝ 3 2 2 1
12 0 0 0
⎞⎠ 7−→ (15, 2, 2, 1)
(8, 7, 3, 2) 7−→
⎛⎝ 6 5 4 1
2 0 0 2
⎞⎠ 7−→ (8, 5, 4, 3)
(7, 6, 4, 3) 7−→
⎛⎝ 8 5 2 1
0 2 2 0
⎞⎠ 7−→ (8, 7, 4, 1)
(7, 6, 3, 2, 2) 7−→
⎛⎝ 6 5 2 1
4 0 2 0
⎞⎠ 7−→ (10, 5, 4, 1)
(7, 4, 4, 3, 2) 7−→
⎛⎝ 8 3 2 1
2 4 0 0
⎞⎠ 7−→ (10, 7, 2, 1)
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(7, 4, 3, 2, 2, 2) 7−→
⎛⎝ 6 3 2 1
6 2 0 0
⎞⎠ 7−→ (12, 5, 2, 1)
(7, 3, 2, 2, 2, 2, 2) 7−→
⎛⎝ 4 3 2 1
10 0 0 0
⎞⎠ 7−→ (14, 3, 2, 1)
(8, 7, 5) 7−→
⎛⎝ 6 6 5 1
0 0 0 2
⎞⎠ 7−→ (6, 6, 5, 3)
(7, 6, 5, 2) 7−→
⎛⎝ 6 6 3 1
2 0 2 0
⎞⎠ 7−→ (8, 6, 5, 1)
(7, 5, 4, 4) 7−→
⎛⎝ 8 4 3 1
0 4 0 0
⎞⎠ 7−→ (8, 8, 3, 1)
(7, 5, 4, 2, 2) 7−→
⎛⎝ 6 4 3 1
4 2 0 0
⎞⎠ 7−→ (10, 6, 3, 1)
(7, 5, 2, 2, 2, 2) 7−→
⎛⎝ 4 4 3 1
8 0 0 0
⎞⎠ 7−→ (12, 4, 3, 1)
As an application of Theorem 7, we obtain the following identity.
Theorem 8. The following identity holds
푞
1− 푞2 +
∞∑
푛=2
(1 + 푞)(1 + 푞3) ⋅ ⋅ ⋅ (1 + 푞2푛−3)
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푛) 푞
2푛−1 =
∞∑
푛=1
푞2푛−1
∞∏
푖=0
1 + 푞2푛+2푖+1
1− 푞2푛+2푖 . (3.48)
Remark. Indeed a slightly stronger version of (3.48) holds true, namely
푧푞
1− 푞2 +
∞∑
푘=2
(1 + 푧푞)(1 + 푧푞3) ⋅ ⋅ ⋅ (1 + 푧푞2푘−3)
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푘) 푧푞
2푘−1 =
∞∑
푘=1
푧푞2푘−1
∞∏
푖=0
1 + 푧푞2푘+2푖+1
1− 푞2푘+2푖 .
(3.49)
Proof: The proof follows from Theorem 7 and its corollary. On one hand, the coefficient
of 푧푚푞푛 in the expansion of (1+푧푞)(1+푧푞
3)⋅⋅⋅(1+푧푞2푘−3)
(1−푞2)(1−푞4)⋅⋅⋅(1−푞2푘) 푧푞
2푘−1 is the number of elements of
ℛ푛,푘,푚. Therefore, the coefficient of 푧푚푞푛 in the left-hand-side of (3.49) is the number
of elements in the union ∪푘ℛ푛,푘,푚.
On the other hand, if we denote by 풮푛,푚 the set of all partitions 휋 of 푛 such that
– the odd parts of 휋 are distinct;
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– 휋 has exactly 푚 odd parts;
– the smallest part of 휋 is odd,
then the class 풮푛,푘,푚, defined immediately before the statement of Theorem 7, consists
in the partitions 휋 ∈ 풮푛,푚 with exactly 푘 parts. We consider also the class
풮˜푛,푘,푚 = {휋 ∈ 풮푛,푚∣ the smallest part of 휋 is 2푘 − 1 }.
Clearly,
풮푛,푚 =
∪
푘
풮푛,푘,푚 =
∪
푘
풮˜푛,푘,푚,
with the above unions being of pairwise disjoint sets.
The coefficient of 푧푚푞푛 in the expansion of 푧푞2푘−1
∏∞
푖=0
1+푧푞2푘+2푖+1
1−푞2푘+2푖 is the number
of elements of 풮˜푛,푘,푚. Hence, the coefficient of 푧푚푞푛 in the right-hand-side of (3.49)
is the number of elements in the union 풮푛,푚 = ∪푘풮푛,푘,푚 = ∪푘풮˜푛,푘,푚. Since, by the
corollary of Theorem 7, ℛ푛,푘,푚 and 풮푛,푘,푚 have the same number of elements, (3.49)
follows. □
It is important to point out that as a consequence of Theorem 8, that has been
proved by a combinatorial argument, we can easily prove a well-known identity about
Ramanujan’s partial theta function
휓(푞) =
∞∑
푛=0
푞
푛(푛+1)
2 . (3.50)
Theorem 9. The funtion 휓, defined by (3.50), satisfies the identity
1 + 푞 +
∞∑
푛=1
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푛)
(1− 푞3)(1− 푞5) ⋅ ⋅ ⋅ (1− 푞2푛+1) 푞
2푛+1 =
∞∑
푛=0
푞
푛(푛+1)
2 . (3.51)
Proof: From (3.48) it follows that
푞
1− 푞2 +
∞∑
푛=2
(1 + 푞)(1 + 푞3) ⋅ ⋅ ⋅ (1 + 푞2푛−3)
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푛) 푞
2푛−1 =
( ∞∏
푖=1
1 + 푞2푖+1
1− 푞2푖
)
⋅ 푈(푞) ,
where 푈(푞) is defined by
푈(푞) := 푞 +
∞∑
푛=2
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푛−2)
(1 + 푞3)(1 + 푞5) ⋅ ⋅ ⋅ (1 + 푞2푛−1) 푞
2푛−1 .
Using (3.36), we obtain( ∞∏
푖=1
1 + 푞2푖+1
1− 푞2푖 −
1
1 + 푞
)
=
( ∞∏
푖=1
1 + 푞2푖+1
1− 푞2푖
)
⋅ 푈(푞) . (3.52)
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To prove (3.51) it suffices to verify that
1− 푈(−푞) = 휓(푞) =
∞∑
푛=0
푞
푛(푛+1)
2 . (3.53)
Using the notation
(푎; 푞)∞ :=
∞∏
푖=0
(1− 푎푞푖) , ∣푞∣ < 1 ,
we can rephrase (3.52) as
(−푞3; 푞2)∞
(푞2; 푞2)∞
− 1
1 + 푞
=
(−푞3; 푞2)∞
(푞2; 푞2)∞
⋅ (1− 휓(−푞)) ,
which is easily seen to be true, using (see (1.3.4), page 11, in [5])
휓(푞) =
(푞2; 푞2)∞
(푞; 푞2)∞
. □
Remark. Identity (3.24), and hence identity (3.23) as well, is a particular case of the
following identity (see (1.5) in [2])
1 +
∞∑
푘=0
(1 + 푎)(1 + 푎푞) ⋅ ⋅ ⋅ (1 + 푎푞푘−1)
(1− 푞)(1− 푞2) ⋅ ⋅ ⋅ (1− 푞푘) 푧
푘푞푘 =
∞∏
푗=1
1 + 푎푧푞푗
1− 푧푞푗 . (3.54)
Indeed, taking 푧 = 1 in (3.54) and then replacing 푞 by 푞2 and 푎 by 푧, one obtains (3.24)
as a particular case.
In [2], (3.54) is proved by a combinatorial argument, but the proof is more involved
than our proof of (3.24).
Remark. Using the notation
(푎; 푞)푛 :=
푛−1∏
푖=0
(1− 푎푞푖) ,
(푎1, 푎2, . . . , 푎푗 ; 푞)푛 := (푎1; 푞)푛(푎2; 푞)푛 . . . (푎푗 ; 푞)푛 ,
(푎1, 푎2, . . . , 푎푗 ; 푞)∞ := (푎1; 푞)∞(푎2; 푞)∞ . . . (푎푗 ; 푞)∞ ,
we can rephrase (3.51) as
∞∑
푛=0
푞
푛(푛+1)
2 = (푞2; 푞2)∞(−푞; 푞)푛 = (푞; 푞)∞(−푞; 푞)2∞ .
Several similar identities are known. For example (see [10], (1.7) in Theorem 1.5),
1 +
∞∑
푛=1
(−1)푛푞 푛(푛−1)2 (푎푛 + 푏푛) = (푞, 푎, 푏; 푞)∞
∞∑
푛=0
(푎푏/푞; 푞)2푛푞
푛
(푞, 푎, 푏, 푎푏; 푞)푛
. (3.55)
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Taking 푎 = −1 and 푏 = −푞, the summation on the right-hand-side of (3.55) reduces to
the first term and we obtain (3.51).
Replacing 푏 = 0 in (3.55) yields
1 +
∞∑
푛=1
(−1)푛푞 푛(푛−1)2 푎푛 = (푞; 푞)∞(푎; 푞)∞
∞∑
푛=0
푞푛
(푞; 푞)푛(푎; 푞)푛
. (3.56)
Replacing 푎 = −푞 in (3.56), we obtain
1 +
∞∑
푛=1
푞
푛(푛+1)
2 = (푞2; 푞2)∞
∞∑
푛=0
푞푛
(푞2; 푞2)푛
. (3.57)
Finally, taking 푎 = −1 in (3.56), we obtain
1 +
∞∑
푛=1
푞
푛(푛−1)
2 = (푞2; 푞2)∞
∞∑
푛=0
(1 + 푞푛)푞푛
(푞2; 푞2)푛
. (3.58)
As noted in [10], identity (3.55) contains as a particular case when 푏 = 푞푎 , the Jacobi
triple product identity.
4 A new bijective proof for the Lebesgue Iden-
tity
We now turn our attention to the problem of obtaining a representation of the partitions
in which even parts are not repeated as a certain class of two-line matrices. As a
consequence of our ideas, we provide a new combinatorial proof of the following equality,
known as Lebesgue Identity:
∞∑
푟=1
(1 + 푧푞)(1 + 푧푞2) ⋅ ⋅ ⋅ (1 + 푧푞푟)
(1− 푞)(1− 푞2) ⋅ ⋅ ⋅ (1− 푞푟) 푞
(푟+12 ) =
∞∏
푖=1
(1 + 푧푞2푖)(1 + 푞푖). (3.59)
Combinatorial proofs of the Lebesgue Identity have been given by several authors,
among them Bessenrodt, Bressoud, Little, Sellers, Alladi and Gordon (see [6] and [7]).
We believe our bijection is simpler. It is based on a new way of representing partitions
by two-line matrices, introduced by Santos, Mondek, and Ribeiro in [8].
Let
푓(푧, 푞) :=
∞∑
푟=1
(1 + 푧푞)(1 + 푧푞2) ⋅ ⋅ ⋅ (1 + 푧푞푟)
(1− 푞)(1− 푞2) ⋅ ⋅ ⋅ (1− 푞푟) 푞
(푟+12 ) (3.60)
be the left-hand side of (3.59). Denote byℳ푛,푘 the set of all 2×푘 matrices of the form
퐴 =
⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푘
푑1 푑2 ⋅ ⋅ ⋅ 푑푘
⎞⎠ (3.61)
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with non-negative integer entries satisfying
푐푘 = 푖푘 ∈ {1, 2}, (3.62)
푐푡 = 푖푡 + 푐푡+1 + 푑푡+1 , with 푖푡 ∈ {1, 2} for 푡 < 푘 , (3.63)∑
푐푡 +
∑
푑푡 = 푛 . (3.64)
Denote by ℳ푛,푚,푘 the subset of all matrices in ℳ푛,푘 for which 푖푡 = 2 for exactly 푚
elements in the first row and let 풩푛,푚 :=
∪
푘ℳ푛,푚,푘. In this section we establish that
(3.60) is the generating function of the number of elements ∣풩푛,푚∣ of the set 풩푛,푚.
More precisely, the coefficient of 푧푚푞푛 on (3.60) is the number of matrices of the form
(3.61), with any number 푘 of columns, satisfying (3.62), (3.63), and (3.64), and with
푖푡 = 2 for exactly 푚 elements in the first row.
When 휎 is a partition, we denote by ℓ(휎) the number of parts of 휎, by 푎(휎) its
largest part, and by ∣휎∣ the sum of all parts.
Let 풟푛,푟,푚 denote the set of pairs (휆, 휇) of partitions into distinct parts, in which
ℓ(휆) = 푚, (3.65)
i.e., 휆 contains exactly 푚 parts,
푎(휆) ≤ 푟 = ℓ(휇), (3.66)
and
∣휆∣+ ∣휇∣ = 푛. (3.67)
Denote by 풫푛,푚 the set of all partitions of 푛 in which even parts are not repeated
and having exactly 푚 even parts. Our main result is the following theorem, from which
the Lebesgue Indentity will be derived.
Theorem 1. There is a natural bijection between the sets 풫푛,푚 and 풩푛,푚.
The construction of the bijection stated in Theorem 1 is the object of the next
section. In order to get our alternative proof for the Lebesgue Idendity, a few further
propositions are necessary.
Proposition 1. For each fixed 푟 the coefficient of 푧푚푞푛 on
(1 + 푧푞)(1 + 푧푞2) ⋅ ⋅ ⋅ (1 + 푧푞푟)
(1− 푞)(1− 푞2) ⋅ ⋅ ⋅ (1− 푞푟) 푞
(푟+12 )
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is the number of elements in the set 풟푛,푟,푚 of pairs (휆, 휇) of partitions defined above
by (3.65), (3.66) and (3.67).
Proof: First note that
푔(푞) :=
푞(
푟+1
2 )
(1− 푞)(1− 푞2) ⋅ ⋅ ⋅ (1− 푞푟) (3.68)
is the generating function of the number of partitions 휇 of 푛 into exactly 푟 distinct
parts. Indeed, 1/((1− 푞)(1− 푞2) ⋅ ⋅ ⋅ (1− 푞푟)) is the generating function of the partitions
of 푛 in parts less than or equal to 푟, or, taking conjugate, the generating function of
the partitions of 푛 in at most 푟 parts. Summing to a Sylvester’s triangle of side 푟, as
suggested by the picture below, completes the argument.
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Also, the coefficient of 푧푚푞푛 in the expansion of (1 + 푧푞)(1 + 푧푞2) ⋅ ⋅ ⋅ (1 + 푧푞푟) is the
number of partitions 휆 of 푛 into exactly 푚 distinct parts less than or equal to 푟. □
Corollary. (see [7]) The coeficient of 푧푚푞푛 on the generating function (3.60) is equal
to the number of elements of the set 풟푛,푚 :=
∪
푟 풟푛,푟,푚 of pairs (휆, 휇) of partitions into
distinct parts satisfying
ℓ(휆) = 푚, (3.69)
푎(휆) ≤ ℓ(휇), (3.70)
and
∣휆∣+ ∣휇∣ = 푛. (3.71)
The following proposition is straightforward.
Proposition 2. The coeficient of 푧푚푞푛 on the right-hand side of (3.59) is the number
of elements of the set 풫푛,푚.
Proof: It suffices to rewrite the right-hand side of (3.59) as
∞∏
푖=1
(1 + 푧푞2푖)(1 + 푞푖) =
∞∏
푖=1
(1 + 푧푞2푖)(1− 푞2푖)
(1− 푞푖) =
∞∏
푖=1
(1 + 푧푞2푖)
(1− 푞2푖−1) .
□
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We have interpreted the right-hand side and the left-hand side of the Lebesgue
Identity (3.59) as generating functions of 풟푛,푚 and 풫푛,푚, respectively. Hence, to prove
the Lebesgue Identity it suffices to show that
∣풟푛,푚∣ = ∣풩푛,푚∣ = ∣풫푛,푚∣. (3.72)
We establish each one of these two equalities by constructing a bijection between the
corresponding sets.
Construction of a bijection 휑 : 풟푛,푚 −→ 풩푛,푚
Given any pair (휆, 휇) of partitions into distinct parts satisfying (3.69), (3.70), and
(3.71), we associate to it a 2 × 푘 matrix satisfying (3.62), (3.63), and (3.64) and for
which 푖푡 = 2 for exactly 푚 elements in the first row. For 푘 = ℓ(휇), 휇 = (휇1, 휇2, . . . , 휇푘),
we consider first two sequences (푗1, . . . , 푗푘) and (푑1, . . . , 푑푘) defined by
푗푡 =
⎧⎨⎩ 1, if 푡 is a part of 휆0, otherwise (3.73)
and
푑푘 = 휇푘 − 1 ;
푑푡 = 휇푡 − 휇푡+1 − 1, for 푡 < 푘 .
(3.74)
Note that the parts of 휆 are exactly the non-vanishing elements in the list
(푘푗푘, . . . , 3푗3, 2푗2, 푗1). Therefore,
∣휆∣ = 푗1 + 2푗2 + ⋅ ⋅ ⋅+ 푘푗푘 . (3.75)
Also, from (3.74), it follows that
휇푘 = 푑푘 + 1
휇푘−1 = 푑푘−1 + 푑푘 + 2
...
휇1 = 푑1 + ⋅ ⋅ ⋅+ 푑푘 + 푘
(3.76)
Hence, from (3.75) and (3.76) it follows that
∣휆∣+ ∣휇∣ = (푗1 + 2푗2 + ⋅ ⋅ ⋅+ 푘푗푘) + (푑1 + 2푑2 + ⋅ ⋅ ⋅+ 푘푑푘) + (1 + 2 + ⋅ ⋅ ⋅+ 푘).
By (3.71) we have
푛 = (1 + 2 + ⋅ ⋅ ⋅+ 푘) + (푗1 + 2푗2 + ⋅ ⋅ ⋅+ 푘푗푘) + (푑1 + 2푑2 + ⋅ ⋅ ⋅+ 푘푑푘). (3.77)
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Setting
푖푡 := 1 + 푗푡 , 푡 ∈ {1, 2, . . . , 푘}, (3.78)
and
푐푘 := 푖푘
푐푡 := 푖푘 + 푐푡+1 + 푑푡+1 , for 푡 ∈ {1, 2, . . . , 푘 − 1},
we consider the element 퐴 ∈ ℳ푛,푚,푘 of the form (3.61) and denote it by 휑(휆, 휇). By
(3.77), the entries of 퐴 add up to 푛.
Conversely, given a 2× 푘 matrix 퐴 of the form (3.61) satisfying (3.62), (3.63), and
(3.64) and such that 푖푡 = 2 for exactly 푚 elements, we consider the two sequences
(푗1, . . . , 푗푘) and (푑1, . . . , 푑푘), where (푑1, . . . , 푑푘) is the second row of 퐴 and 푗푡 = 푐푡 −
푐푡+1−푑푡+1−1, if 푡 ≤ 푘−1, and 푗푘 = 푐푘−1. The matrix 퐴 is characterized by these two
sequences. The pair of partitions (휆, 휇) such that 퐴 = 휑(휆, 휇) is formed by the partition
휆 whose parts are exactly the non-vanishing elements in the list (푘푗푘, . . . , 3푗3, 2푗2, 푗1)
and the partition 휇 = (휇1, 휇2, . . . , 휇푘), with 휇푡 given by (3.76).
Application. The above argument verifies the claim made before that the expression
(3.60) is the generating function of the number of elements of the set 풩푛,푚 of matrices
of the form (3.61), with any number 푘 of columns, satisfying (3.62), (3.63), and (3.64),
and with 푖푡 = 2 for exactly 푚 elements in the first row.
In the construction of the bijection 휓 :ℳ푛,푚 −→ 풫푛,푚 we need to be more careful.
This construction is the object of the next section.
5 Main bijection
In order to prove Theorem 1, we now construct a bijection 휓 : 풩푛,푚 −→ 풫푛,푚. As
a matter of fact, we specialize and, for each 푘, construct a bijection 휓 : ℳ푛,푚,푘 −→
풫푛,푚,푘, where ℳ푛,푚,푘 is the set of matrices with 푘 columns defined above and 풫푛,푚,푘
is a subset of 풫푛,푚 to be defined below.
The definition of the set 풫푛,푚,푘 and the bijection 휓 is slightly different, according
to the case that the number 푘 of columns is even or odd.
Case 1: 푘 is even. If 푘 = 2푠, we take 풫푛,푚,푘 to be the subset of all partitions in
풫푛,푚 with exactly 푠 parts greater than or equal to 푘 + 1 = 2푠 + 1. Given any matrix
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퐴 ∈ℳ푛,푚,푘, using (3.62), (3.63), (3.64) and (3.78) we have
푛 = 푐1 + ⋅ ⋅ ⋅+ 푐2푠 + 푑1 + ⋅ ⋅ ⋅+ 푑2푠
= (푗1+2푗2+⋅ ⋅ ⋅+2푠푗2푠) + (푑1+2푑2+⋅ ⋅ ⋅+2푠푑2푠) + (1+2+⋅ ⋅ ⋅+2푠).
Since 1 + 2 + ⋅ ⋅ ⋅+ 2푠 = 푠(2푠+ 1), we have
푛 =
(
푑1+3푑3+⋅ ⋅ ⋅+(2푠−1)푑2푠−1
)
+
(
2푗2+4푗4+⋅ ⋅ ⋅+2푠푗2푠
)
+
(
푗1+2푠+1+2푑2푠
)
+
(
3푗3+2푠+1+2푑2푠−2+2푑2푠
)
+ ⋅ ⋅ ⋅+ ((2푠−1)푗2푠−1+2푠+1+2푑2+⋅ ⋅ ⋅+2푑2푠).
Based on this decomposition, to the 2 × (2푠) matrix 퐴 we associate the partition 휋
contaning
(푖) 푑1 parts equal to 1;
(푖푖) 푑3 parts equal to 3;
...
(푖푖푖) 푑2푠−1 parts equal to 2푠− 1;
(푖푣) one part equal to 2푟, whenever 푗2푟 = 1, 푟 ∈ {1, 2, . . . , 푠};
(푣) one part equal to 푗1 + 2푠+ 1 + 2푑2푠;
(푣푖) one part equal to 3푗3 + 2푠+ 1 + 2푑2푠−2 + 2푑2푠;
...
(푣푖푖) one part equal to (2푠− 1)푗2푠−1 + 2푠+ 1 + 2푑2 + 2푑4 + ⋅ ⋅ ⋅+ 2푑2푠.
It is easy to see that 휋 ∈ 풫푛,푚,2푠 = 풫푛,푚,푘 .
The fact that 휓 is a bijection fromℳ푛,푚,푘 onto 풫푛,푚,푘 in Case 1 as well as in Case
2 follows from the following lemma.
Lemma. Given 푘 integers such that odd numbers are not repeated, there is a unique
way to order them in a certain order 푁1, 푁2, . . . , 푁푘 and write out
푁1 = 2푒1 + 푗1
푁2 = 2푒2 + 3푗3
푁3 = 2푒3 + 5푗5
⋅ ⋅ ⋅
푁푘 = 2푒푘 + (2푘 − 1)푗2푘−1
(3.79)
with
푗푡 ∈ {0, 1} ; (3.80)
푒1 ≤ 푒2 ≤ ⋅ ⋅ ⋅ ≤ 푒푘 . (3.81)
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To understand the idea of the proof of the above lemma, we provide an example.
Example. With 푘 = 8, consider the following eight numbers, where odd numbers are
not repeated: (3, 4, 6, 6, 7, 11, 12, 17). First we express the even numbers as
4 = 2 ⋅ 2
6 = 2 ⋅ 3
6 = 2 ⋅ 3
12 = 2 ⋅ 6
(3.82)
Then, we take the least odd number in the set, which is 3. There is a unique way of
expressing it, namely
3 = 푁1 = 2 ⋅ 1 + 1. (3.83)
Adding (3.83) to the array (3.82), we obtain
3 = 2 ⋅ 1 + 1
4 = 2 ⋅ 2
6 = 2 ⋅ 3
6 = 2 ⋅ 3
12 = 2 ⋅ 6
(3.84)
Then, we take the next odd number in the list, i.e., 7. There is only one way of fitting
it into the array (3.84), namely at the second place, as 푁2, with 푗3 = 1,
3 = 2 ⋅ 1 + 1
7 = 2 ⋅ 2 + 3
4 = 2 ⋅ 2
6 = 2 ⋅ 3
6 = 2 ⋅ 3
12 = 2 ⋅ 6
(3.85)
The next odd number in the list is 11 and the only way to fit it into the array (3.85)
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is between 4 and the first 6, i.e., as 푁4, with 푗7 = 1,
3 = 2 ⋅ 1 + 1
7 = 2 ⋅ 2 + 3
4 = 2 ⋅ 2
11 = 2 ⋅ 2 + 7
6 = 2 ⋅ 3
6 = 2 ⋅ 3
12 = 2 ⋅ 6
(3.86)
Finally, the only way to fit the last odd number 17 into array (3.86) is the sixth place,
as 푁6, with 푗11 = 1,
3 = 2 ⋅ 1 + 1
7 = 2 ⋅ 2 + 3
4 = 2 ⋅ 2
11 = 2 ⋅ 2 + 7
6 = 2 ⋅ 3
17 = 2 ⋅ 3 + 11
6 = 2 ⋅ 3
12 = 2 ⋅ 6
(3.87)
The proof of the above lemma follows the same argument outlined in the example.
First we arrange an array containing the expressions of the even elements in the list.
Then, we begin including the odd elements one by one, in increasing order.
Case 2: 푘 is odd. If 푘 = 2푠 + 1, we take 풫푛,푚,푘 to be the subset of all partitions in
풫푛,푚 with at least 푠 + 1 parts greater than or equal to 푘 = 2푠 + 1, but at most 푠 of
them greater than or equal to 2푠+ 3. Given any matrix 퐴 ∈ℳ푛,푚,푘, we have
푛 = 푐1 + ⋅ ⋅ ⋅+ 푐2푠+1 + 푑1 + ⋅ ⋅ ⋅+ 푑2푠+1
=
(
푗1+2푗2+⋅ ⋅ ⋅+(2푠+1)푗2푠+1
)
+
(
푑1+2푑2+⋅ ⋅ ⋅+(2푠+1)푑2푠+1
)
+
(
1+2+⋅ ⋅ ⋅+(2푠+ 1)).
Since 1 + 2 + ⋅ ⋅ ⋅+ (2푠+ 1) = (푠+ 1)(2푠+ 1), we have
푛 =
(
푑1+3푑3+⋅ ⋅ ⋅+(2푠+1)푑2푠+1
)
+ (2푠+1+푗1) +
(
2푗2+4푗4+⋅ ⋅ ⋅+2푠푗2푠
)
+
(
3푗3+2푠+1+2푑2푠
)
+
(
5푗5+2푠+1+2푑2푠−2+2푑2푠
)
+ ⋅ ⋅ ⋅+ ((2푠+1)푗2푠+1+2푠+1+2푑2+⋅ ⋅ ⋅+2푑2푠).
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Based on this decomposition, to the 2× (2푠+ 1) matrix 퐴 we associate the partition 휋
contaning
(푖) 푑1 parts equal to 1;
(푖푖) 푑3 parts equal to 3;
...
(푖푖푖) 푑2푠+1 parts equal to 2푠+ 1;
(푖푣) One part equal to 2푠+ 1 + 푗1;
(푣) one part equal to 2푟, whenever 푗2푟 = 1, 푟 ∈ {1, 2, . . . , 푘};
(푣푖) one part equal to 3푗3 + 2푠+ 1 + 2푑2푠 ;
(푣푖푖) one part equal to 5푗5 + 2푠+ 1 + 2푑2푠−2 + 2푑2푠 ;
...
(푣푖푖푖) one part equal to (2푠+ 1)푗2푠+1 + 2푠+ 1 + 2푑2 + 2푑4 + ⋅ ⋅ ⋅+ 2푑2푠 .
It is easy to see that 휋 ∈ 풫푛,푚,2푠+1 = 풫푛,푚,푘 .
We still have to show that any 휋 ∈ 풫푛,푚 belongs to 풫푛,푚,푘 for some 푘, i.e., 풫푛,푚 =∪
푘 풫푛,푚,푘. Indeed, given 휋 ∈ 풫푛,푚 , let 푠 be the largest integer such that 휋 has at least
푠 parts greater than or equal to 2푠+ 1. If 휋 has exactly 푠 parts greater than or equal
to 2푠+ 1, then 휋 ∈ 풫푛,푚,2푠, otherwise 휋 ∈ 풫푛,푚,2푠+1.
The next example illustrates that our bijective proof of the Lebesgue Identity is
diferent from the ones given in [6] and [7].
Example Consider now the partition 휋 = (22, 21, 19, 18, 15, 10, 9, 9, 7, 4, 2), which is
the same example as in [7], page 27. There are exactly five parts greater than or equal
to 11. Hence, 휋 corresponds to a 2 × 10 matrix. We first look at parts less than or
equal to 10. There is one 7 and two 9’s. Therefore 푑1 = 푑3 = 푑5 = 0, 푑7 = 1, and
푑9 = 2. There is one of each, 2, 4, and 10. Hence, 푗2 = 푗4 = 푗10 = 1 and 푗6 = 푗8 = 0.
The five parts greater than or equal to 11 are 15, 18, 19, 21 and 22. Three of them
are odd and are represented as
15 = 11 + 2 ⋅ 2
19 = 11 + 2 ⋅ 4
21 = 11 + 2 ⋅ 5
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Now note that
15 = 11 + 2 ⋅ 2
18 = 11 + 2 ⋅ 2 + 3
22 = 11 + 2 ⋅ 3 + 5
19 = 11 + 2 ⋅ 4
21 = 11 + 2 ⋅ 5
and, hence,
푑10 = 2
푑8 + 푑10 = 2
푑6 + 푑8 + 푑10 = 3
푑4 + 푑6 + 푑8 + 푑10 = 4
푑2 + 푑4 + 푑6 + 푑8 + 푑10 = 5
It follows that 푑2 = 1, 푑4 = 1, 푑6 = 1, 푑8 = 0 and 푑10 = 2.
We now have all the elements to write out the matrix
퐴 =
⎛⎝ 23 21 19 16 14 11 9 8 5 2
0 1 0 1 0 1 1 0 2 2
⎞⎠ .
Using the bijection constructed in Section 4, to this 2 × 10 matrix 퐴 we associate
a pair (휆, 휇) of partitions into distinct parts. We consider 푗푡 = 푐푡 − 푐푡+1 − 푑푡+1 − 1,
if 푡 ≤ 푘 − 1, and 푗푘 = 푐푘 − 1. In this concrete example, we have (푗1, 푗2, . . . , 푗10) =
(0, 1, 1, 1, 1, 0, 0, 0, 0, 1). The first element of the pair is the partition 휆 formed with the
non-vanishing elements in (10푗10, 9푗9, . . . , 2푗2, 푗1), i.e., 휆 = (10, 5, 4, 3, 2). Consider also
the second row of 퐴, (푑1, 푑2, . . . , 푑10) = (0, 1, 0, 1, 0, 1, 1, 0, 2, 2). The second element of
the pair is the partition 휇 = (휇1, 휇2, . . . , 휇10) given by
휇10 = 푑10 + 1
휇9 = 푑9 + 푑10 + 2
...
휇1 = 푑1 + ⋅ ⋅ ⋅+ 푑10 + 10
i.e., 휇 = (18, 17, 15, 14, 12, 11, 9, 7, 6, 3). This pair (휆, 휇) is different from the one ob-
tained in [7].
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Cap´ıtulo 4
Algumas bijec¸o˜es entre conjuntos
de partic¸o˜es
Neste cap´ıtulo apresentamos mais uma consequeˆncia interessante de se representar
partic¸o˜es como matrizes de duas linhas. Obtemos aqui duas bijec¸o˜es entre conjuntos
de partic¸o˜es, algo na˜o ta˜o imediato quando olhamos apenas o enunciado dos teoremas.
Ao final, apresentamos uma representac¸a˜o como matrizes de duas linhas para
partic¸o˜es em partes ı´mpares sem saltos.1
1sem saltos aqui quer dizer que se um ı´mpar ocorre como parte enta˜o todo impar positivo
menor do que este aparece como parte
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1 Uma bijec¸a˜o envolvendo partic¸o˜es em partes
≡ 2(mod 4)
Em [10] o Resultado 4.1 abaixo e´ apresentado como um corola´rio (Corola´rio 15, [10])
sem uma prova combinato´ria. Nesta sec¸a˜o apresentamos uma prova combinato´ria para
ele. Ale´m disso, usaremos este resultado para obter uma bijec¸a˜o entre dois conjuntos
de partic¸o˜es.
Resultado 4.1 O nu´mero de partic¸o˜es de 푛 em partes ≡ 2(mod 4) e´ igual ao nu´mero
de matrizes de duas linhas da forma⎛⎝ 푐1 푐2 푐3 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 푑3 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (4.1)
onde 푐푠 = 2, 푐푡 = 2 + 푐푡+1 + 푑푡+1, 푑푡 ≡ 0(mod 2) e a soma de todas as entradas e´ igual
a 푛.
Demonstrac¸a˜o do Resultado 4.1: Para ver a bijec¸a˜o e´ suficiente considerar um
exemplo.
Considere a partic¸a˜o 10 + 6 + 2 + 2 de 20. Como temos partes ≡ 2(mod 4), enta˜o
cada parte e´ duas vezes um nu´mero ı´mpar. Dividindo as partes por 2 obtemos uma
partic¸a˜o de 10 em partes ı´mpares: 5 + 3 + 1 + 1. Agora, pela Bijec¸a˜o de Sylvester
obtemos de 5 + 3 + 1 + 1 uma partic¸a˜o de 10 em partes distintas: 5 + 3 + 2.
Como monstrado em [10], Corola´rio 13, existe uma bijec¸a˜o natural entre o conjunto
de partic¸o˜es de 푛 em partes distintas e o conjunto de matrizes de duas linhas da forma⎛⎝ 푐1 푐2 푐3 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 푑3 ⋅ ⋅ ⋅ 푑푠
⎞⎠ ,
onde 푐푠 = 1, 푐푡 = 1 + 푐푡+1 + 푑푡+1 e a soma de todas as entradas e´ igual a 푛. Dada uma
tal matriz de duas linhas, adicionamos as entradas em cada coluna para obter uma
partic¸a˜o em partes distintas; se uma partic¸a˜o em partes distintas e´ dada, dividimos
cada partes como as duas entradas em cada coluna observando as condic¸o˜es 푐푠 = 1 e
푐푡 = 1 + 푐푡+1 + 푑푡+1.
Agora, usamos esta bijec¸a˜o para representar a partic¸a˜o 5 + 3 + 2 como a matriz de
duas linhas ⎛⎝ 4 3 1
1 0 1
⎞⎠ .
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Multiplicando todas as entradas desta matriz por 2 temos uma matriz da forma (4.1).
Enta˜o
10 + 6 + 2 + 2︸ ︷︷ ︸
partes ≡2(mod 4)
7−→ 5 + 3 + 1 + 1︸ ︷︷ ︸
partes ı´mpares
7−→ 5 + 3 + 2︸ ︷︷ ︸
partes distintas
7−→
⎛⎝ 4 3 1
1 0 1
⎞⎠
︸ ︷︷ ︸
푐푠 = 1, 푐푡 = 1 + 푐푡+1 + 푑푡+1
7−→
⎛⎝ 8 6 2
2 0 2
⎞⎠
︸ ︷︷ ︸
푐푠 = 2, 푐푡 = 2 + 푐푡+1 + 푑푡+1, 푑푡 ≡ 0(mod 2)
E´ muito fa´cil de ver que este procedimento pode ser invertido para ir de uma matriz
de duas linhas na forma (4.1) para uma partic¸a˜o em partes pares ≡ 2(mod 4). □
Na tabela abaixo apresentamos a bijec¸a˜o descrita acima para 푛 = 20.
18 + 2
(
4 2
14 0
)
14 + 6
(
8 2
6 4
)
14 + 2 + 2 + 2
(
6 4 2
8 0 0
)
10 + 10
(
2
18
)
10 + 6 + 2 + 2
(
8 6 2
2 0 2
)
10 + 2 + 2 + 2 + 2 + 2
(
10 4 2
0 4 0
)
6 + 6 + 6 + 2
(
8 4 2
4 2 0
)
6 + 6 + 2 + 2 + 2 + 2
(
10 2
2 6
)
6 + 2 + 2 + 2 + 2 + 2 + 2 + 2
(
8 6 4 2
0 0 0 0
)
2 + 2 + 2 + 2 + 2 + 2 + 2 + 2 + 2 + 2
(
6 2
10 2
)
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Apresentamos agora uma prova combinato´ria para o seguinte teorema usando o
Resultado 4.1.
Teorema 4.1 O nu´mero de partic¸o˜es de um inteiro positivo 푛 em partes ≡ 2(mod 4)
e´ igual ao nu´mero de partic¸o˜es 휆1 + ⋅ ⋅ ⋅+ 휆푚 de 푛 satisfazendo as condic¸o˜es:
1. a maior parte 휆1 e´ par;
2. as partes ı´mpares sa˜o menores do que ou iguais a 휆1/2;
3. cada parte ı´mpar aparece um nu´mero par de vezes;
4. na˜o ha´ saltos nas partes pares;
5. partes pares maiores do que 휆1/2 aparecem apenas uma vez.
Demonstrac¸a˜o do Teorema 4.1: Do Resultado 4.1 acima sabemos que existe uma
bijec¸a˜o entre o conjunto de partic¸o˜es de 푛 em partes pares ≡ 2(mod 4) e o conjunto de
matrizes de duas linhas da forma (4.1) onde 푐푠 = 2, 푐푡 = 2 + 푐푡+1 + 푑푡+1, 푑푡 ≡ 0(mod 2)
e a soma de todas as entradas e´ igual a 푛. Enta˜o, o Teorema 4.1 estara´ provado se
exibirmos uma bijec¸a˜o entre este conjunto de matrizes e o conjunto de partic¸o˜es de 푛
satisfazendo as condic¸o˜es de 1 a 5 acima.
Como 푐푠 = 2, 푐푡 = 2 + 푐푡+1 + 푑푡+1 e 푑푡 ≡ 0(mod 2), a matriz⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠−1 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠−1 푑푠
⎞⎠ =⎛⎝ (2푠) + 푑2 + ⋅ ⋅ ⋅+ 푑푠 (2푠− 2) + 푑3 + ⋅ ⋅ ⋅+ 푑푠 ⋅ ⋅ ⋅ 4 + 푑푠 2
푑1 푑2 ⋅ ⋅ ⋅ 푑푠−1 푑푠
⎞⎠ ,
pode ser escrita como(
2푠 2푠− 2 ⋅ ⋅ ⋅ 4 2
0 0 ⋅ ⋅ ⋅ 0 0
)
+
(
푑2 + ⋅ ⋅ ⋅+ 푑푠 푑3 + ⋅ ⋅ ⋅+ 푑푠 ⋅ ⋅ ⋅ 푑푠 0
푑1 푑2 ⋅ ⋅ ⋅ 푑푠−1 푑푠
)
. (4.2)
Agora, associamos cada uma das matrizes em (4.2) com as seguintes partic¸o˜es⎛⎝ 2푠 2푠− 2 ⋅ ⋅ ⋅ 4 2
0 0 ⋅ ⋅ ⋅ 0 0
⎞⎠↔ 휇 = (2푠) + (2푠− 2) + ⋅ ⋅ ⋅+ 4 + 2
⎛⎝ 푑2 + ⋅ ⋅ ⋅+ 푑푠 푑3 + ⋅ ⋅ ⋅+ 푑푠 ⋅ ⋅ ⋅ 푑푠 0
푑1 푑2 ⋅ ⋅ ⋅ 푑푠−1 푑푠
⎞⎠↔
⎧⎨⎩
a partic¸a˜o 휎 tendo:
푑1 partes 1
푑2 partes 2
...
푑푠 partes 푠
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Para obter uma partic¸a˜o 휆 de 푛 satisfazendo as condic¸o˜es de 1 a 5, tudo o que
temos que fazer e´ juntar as partes das partic¸o˜es 휇 d 휎.
Este procedimento pode ser facilmente invertido. De fato, se temos uma partic¸a˜o
satisfazendo as condic¸o˜es de 1 a 5, comec¸amos descobrindo o nu´mero de colunas da ma-
triz de duas linhas dividindo a maior parte por 2. Enta˜o, para completar a construc¸a˜o
devemos determinar 푑1, ..., 푑푠. Isto e´ facilmente feito contando o nu´mero de partes iguais
a 1, ..., 푠. □
Para ver a bijec¸a˜o descrita na demonstrac¸a˜o do Teorema 4.1, vamos examinar um
exemplo. Considere a partic¸a˜o 26+22+10+10+6+2+2 em partes pares ≡ 2(mod 4).
Esta partic¸a˜o e´ representada pela matriz de duas linhas abaixo
26 + 22 + 10 + 10 + 6 + 2 + 2↔
⎛⎝ 24 22 8 6 2
2 0 12 0 2
⎞⎠ ,
que pode ser reescrita como⎛⎝ 24 22 8 6 2
2 0 12 0 2
⎞⎠ =
⎛⎝ 10 8 6 4 2
0 0 0 0 0
⎞⎠+
⎛⎝ 14 14 2 2 0
2 0 12 0 2
⎞⎠ .
Agora, seguindo o procedimento descrito acima, obtemos as partic¸o˜es associadas a
essas duas matrizes:⎛⎝ 10 8 6 4 2
0 0 0 0 0
⎞⎠↔ 10 + 8 + 6 + 4 + 2 e⎛⎝ 14 14 2 2 0
2 0 12 0 2
⎞⎠↔ 5 + 5 + 3 + ⋅ ⋅ ⋅+ 3︸ ︷︷ ︸
12×
+1 + 1.
Portanto, obtemos a partic¸a˜o satisfazendo as condic¸o˜es de 1 a 5:
26 + 22 + 10 + 10 + 6 + 2 + 2 7−→ 10 + 8 + 6 + 5 + 5 + 4 + 3 + ⋅ ⋅ ⋅+ 3︸ ︷︷ ︸
12×
+2 + 1 + 1
A tabela abaixo mostra a bijec¸a˜o para 푛 = 20.
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18+2
(
4 2
14 0
)
4+2+1+1+1+1+1+1+1+1+1+1+1+1+1+1
14+6
(
8 2
6 4
)
4+2+2+2+2+2+1+1+1+1+1+1
14+2+2+2
(
6 4 2
8 0 0
)
6+4+2+1+1+1+1+1+1+1+1
10+10
(
2
18
)
2+1+1+1+1+1+1+1+1+1+1+1+1+1+1+1+1+1+1
10+6+2+2
(
8 6 2
2 0 2
)
6+4+3+3+2+1+1
10+2+2+2+2+2
(
10 4 2
0 4 0
)
6+4+2+2+2+2+2
6+6+6+2
(
8 4 2
4 2 0
)
6+4+2+2+2+1+1+1+1
6+6+2+2+2+2
(
10 2
2 6
)
4+2+2+2+2+2+2+2+1+1
6+2+2+2+2+2+2+2
(
8 6 4 2
0 0 0 0
)
8+6+4+2
2+2+2+2+2+2+2+2+2+2
(
6 2
10 2
)
4+2+2+2+1+1+1+1+1+1+1+1+1+1
2 Uma bijec¸a˜o envolvendo partic¸o˜es cujas partes
diferem por pelo menos 2
Nesta sec¸a˜o nossa meta e´ obter uma prova bijetiva para o teorema abaixo. Antes,
pore´m, relembramos um resultado de [10].
Teorema 4.2 O nu´mero de partic¸o˜es de um inteiro positivo 푛 cujas partes diferem por
pelo menos 2 e´ igual ao nu´mero de partic¸o˜es de 푛 satisfazendo as condic¸o˜es:
1. na˜o ha´ saltos nas partes ı´mpares;
2. cada parte par e´ menor do que ou igual ao nu´mero de partes ı´mpares diferentes;
3. a maior parte e´ ı´mpar, 2푘−1, e cada parte ı´mpar maior do que 푘 aparece apenas
uma vez.
A prova deste teorema basea-se no seguinte resultado (Corola´rio 7, [10]):
Resultado 4.2 O nu´mero de partic¸o˜es de 푛 cuja diferenc¸a entre as partes e´ de pelo
menos 2 e´ igual ao nu´mero de matrizes de duas linhas da forma
⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (4.3)
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onde 푐푠 = 1, 푐푡 = 2 + 푐푡+1 + 푑푡+1 e a soma de todas as entradas e´ igual a 푛.
Demonstrac¸a˜o do Teorema 4.2: Pelo Resultado 4.2, cada partic¸a˜o onde a diferenc¸a
entre partes e´ de pelo menos 2 pode ser representada como uma matriz de duas linhas
da forma (4.3) e vice-versa. Enta˜o, para provar o Teorema 4.2, devemos construir uma
bijec¸a˜o entre este conjunto de matrizes de duas linhas e o conjunto das partic¸o˜es de 푛
satisfazendo as condic¸o˜es 1, 2 e 3.
Cada matriz da forma (4.3) pode ser reescrita como⎛⎝ 2(푠)− 1 + 푑2 + ⋅ ⋅ ⋅+ 푑푠 2(푠− 1)− 1 + 푑3 + ⋅ ⋅ ⋅+ 푑푠 ⋅ ⋅ ⋅ 3 + 푑푠 1
푑1 푑2 ⋅ ⋅ ⋅ 푑푠−1 푑푠
⎞⎠ ,
que, por sua vez, pode ser reescrita como
(
2푠− 1 2(푠− 1)− 1 ⋅ ⋅ ⋅ 3 1
0 0 ⋅ ⋅ ⋅ 0 0
)
+
(
푑2 + ⋅ ⋅ ⋅+ 푑푠 푑3 + ⋅ ⋅ ⋅+ 푑푠 ⋅ ⋅ ⋅ 푑푠 0
푑1 푑2 ⋅ ⋅ ⋅ 푑푠−1 푑푠
)
. (4.4)
Associamos a matriz da esquerda em (4.4) com a partic¸a˜o 휆 = (2푠 − 1) + (2(푠 −
1) − 1) + ⋅ ⋅ ⋅ + 1. A segundo matriz e´ associada com a partic¸a˜o 휇 tendo: 푑1 partes 1,
푑2 partes 2, ..., 푑푠 partes 푠. Considere a partic¸a˜o 훾 = 휆 ∪ 휇. E´ fa´cil ver que 훾 na˜o tem
saltos nas partes ı´mpares, cada parte par e´ menor do que ou igual ao nu´mero de partes
ı´mpares diferentes e cada parte ı´mpar maior do que 푠 aparece apenas uma vez, onde
2푠− 1 e´ sua maior parte.
Para ver como ir de uma partic¸a˜o satisfazendo 1, 2 e 3 para uma matriz da forma
(4.3), o exemplo abaixo descreve o que acontece no caso geral.
Considere a partic¸a˜o 휎 = 15 + 13 + 11 + 9 + 8 + 8 + 8 + 7 + 5 + 3 + 3 + 2 + 2 + 1 + 1.
Fazemos 휎 = 휆∪휇, onde 휆 = 15+13+11+9+7+5+3+1 e 휇 = 8+8+8+3+2+2+1.
Como 휆1 = 2 × 8 − 1, a matriz de duas linhas tera´ 푠 = 8 colunas. A segunda matriz
em (4.4) e´ constru´ıda colocando 푑1 = 1, 푑2 = 2, 푑3 = 1, 푑4 = 푑5 = 푑6 = 푑7 = 0 e 푑8 = 3.
Enta˜o,
휎 7→
⎛⎝ 15 13 11 9 7 5 3 1
0 0 0 0 0 0 0 0
⎞⎠+
⎛⎝ 6 4 3 3 3 3 3 0
1 2 1 0 0 0 0 3
⎞⎠ =
⎛⎝ 21 17 14 12 10 8 6 1
1 2 1 0 0 0 0 3
⎞⎠ .
□
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A tabela abaixo mostra a bijec¸a˜o trabalhando para 푛 = 12. Na primeira e na
terc¸eira colunas esta˜o as partic¸o˜es mencionadas no Teorema 4.2, enquanto na segunda
coluna esta˜o as matrizes de duas linhas do Resultado 4.2 que sa˜o usadas para construir
a bijec¸a˜o entre a primeira e a segunda colunas.
12
(
1
11
)
1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1
11 + 1
(
3 1
8 0
)
3 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1
10 + 2
(
4 1
6 1
)
3 + 2 + 1 + 1 + 1 + 1 + 1 + 1 + 1
9 + 3
(
5 1
4 2
)
3 + 2 + 2 + 1 + 1 + 1 + 1 + 1
8 + 4
(
6 1
2 3
)
3 + 2 + 2 + 2 + 1 + 1 + 1
7 + 5
(
7 1
0 4
)
3 + 2 + 2 + 2 + 2 + 1
8 + 3 + 1
(
5 3 1
3 0 0
)
5 + 3 + 1 + 1 + 1 + 1
7 + 4 + 1
(
6 3 1
1 1 0
)
5 + 3 + 2 + 1 + 1
6 + 4 + 2
(
6 4 1
0 0 1
)
5 + 3 + 3 + 1
3 Uma representac¸a˜o como matrizes de duas
linhas para partic¸o˜es em partes ı´mpares sem
saltos
Em [4] a func¸a˜o geradora para partic¸o˜es em partes ı´mpares sem saltos e´ apresentada:
∞∑
푛=1
푞푛
2
(1− 푞)(1− 푞3) ⋅ ⋅ ⋅ (1− 푞2푛−1) .
Apresentamos nesta sec¸a˜o uma representac¸a˜o como matrizes de duas linhas para estas
partic¸o˜es seguindo a ide´ia introduzida em [9]. Tambe´m mostramos, para um inteiro
positivo 푛, a bijec¸a˜o entre este conjunto de matrizes e o conjunto de partic¸o˜es em
partes ı´mpares sem saltos.
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Teorema 4.3 O nu´mero de partic¸o˜es de um inteiro postitivo 푛 em partes ı´mpares sem
saltos e´ igual ao nu´mero de matrzes da forma⎛⎝ 푐1 푐2 푐3 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 푑3 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (4.5)
onde 푐푠 = 1, 푐푡 = 2 + 푐푡+1 + 2푑푡+1 e a soma de todas as entradas e´ igual a 푛.
Demonstrac¸a˜o do Teorema 4.3: A bijec¸a˜o pode ser facilmente descrita por um
exemplo. Considere uma matriz gene´rica de treˆs colunas da forma (4.5):⎛⎝ 5 + 2푑3 + 2푑2 3 + 2푑3 1
푑1 푑2 푑3
⎞⎠ . (4.6)
Associamos a esta matriz a partic¸a˜o tendo 푑1 + 1 partes 1, 푑2 + 1 partes 3 e 푑3 + 1
partes 5. E´ claro que esta partic¸a˜o na˜o tem saltos nas partes ı´mpares e nem partes
pares. Esta aplicac¸a˜o pode ser invertida para irmos de uma partic¸a˜o em partes ı´mpares
sem saltos para uma matriz da forma (4.5).
Abaixo temos uma tabela com as partic¸o˜es de 10 em partes ı´mpares sem saltos e
as matrizes de duas linhas da forma (4.5).
1+1+1+1+1+1+1+1+1+1
⎛⎝ 1
9
⎞⎠
3+1+1+1+1+1+1+1
⎛⎝ 3 1
6 0
⎞⎠
3+3+1+1+1+1
⎛⎝ 5 1
3 1
⎞⎠
3+3+3+1
⎛⎝ 7 1
0 2
⎞⎠
5+3+1+1
⎛⎝ 5 3 1
1 0 0
⎞⎠
□
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Cap´ıtulo 5
Interpretac¸o˜es combinato´rias
para algumas das Mock Theta
Functions
Apresentamos neste cap´ıtulo interpretac¸o˜es combinato´rias para algumas das Mock Theta
Functions. Essas func¸o˜es teˆm papel importante em Matema´tica Discreta. Elas apare-
cem em va´rias identidades.
Ha´ um grande nu´mero de Mock Theta Functions. No entanto, com o conhecimento
que temos ate´ o momento sobre essa nova forma de representar partic¸o˜es como matrizes
de duas linhas, foi poss´ıvel dar interpretac¸o˜es combinato´rias para apenas quatro delas.
No cap´ıtulo seguinte apresentamos interpretac¸o˜es combinato´rias para outras.
A obtenc¸a˜o de interpretac¸o˜es combinato´rias para essas func¸o˜es ja´ e´ de grande in-
teresse. De posse dessas interpretac¸o˜es podemos tentar obter provas bijetivas para
identidades envolvendo-as, a exemplo do que foi feito nos Cap´ıtulos 2 e 3.
1 Introduc¸a˜o
Apresentamos aqui interpretac¸o˜es combinato´rias para somas como foi feito em [9] e
[10]. Como consequeˆncia, obtemos interpretac¸o˜es combinato´rias para as seguintes Mock
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Theta Functions
휓(푞) =
∞∑
푛=1
푞푛
2
(푞; 푞2)푛
(5.1)
퐹0(푞) =
∞∑
푛=0
푞2푛
2
(푞; 푞2)푛
(5.2)
퐹1(푞) =
∞∑
푛=0
푞2푛
2+2푛
(푞; 푞2)푛+1
(5.3)
휌(푞) =
∞∑
푛=0
푞
푛(푛+1)
2 (−푞)푛
(푞; 푞2)푛+1
(5.4)
2 Interpretac¸a˜o combinato´ria para 휓(푞)
Introduzimos paraˆmetros 푘 e 푗 em 휓(푞) para obter uma interpretac¸a˜o combinato´ria:
∞∑
푛=1
푞푘푛
2
(푞푗 ; 푞2푘)푛
.
O caso particular 푘 = 푗 = 1 possibilitara´ a obtenc¸a˜o de uma interpretac¸a˜o combi-
nato´ria para (5.1). Definimos, para 푘 e 푗 inteiros positivos, 퐴푘,푗 = {푐푘 + 푑푗∣푐, 푑 ≥ 0}.
Teorema 5.1 Seja 푓(푛) o nu´mero de partic¸o˜es de 푛 em partes pertencendo a 퐴푘,푗 da
forma 휆1 + 휆2 + ⋅ ⋅ ⋅+ 휆푠, sendo 휆푡 = 푐푡푘 + 푑푡푗, 푐푠 = 1 e 푐푡 = 1 + 푐푡+1 + 2푑푡+1. Enta˜o
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=1
푞푘푛
2
(푞푗 ; 푞2푘)푛
.
Demonstrac¸a˜o: Seja 푓(푚,푛) o nu´mero de partic¸o˜es enumeradas por 푓(푛) tendo
exatamente 푚 partes. Logo, a seguinte relac¸a˜o de recorreˆncia e´ satisfeita por 푓(푚,푛):
푓(푚,푛) = 푓(푚,푛− 2푘푚+ 2푘 − 푗)
+푓(푚− 1, 푛− 2푘(푚− 1)− 푘).
(5.5)
Para provar (5.5) dividimos as partic¸o˜es enumeradas por 푓(푚,푛) em dois conjuntos
disjuntos:
1. aquelas para as quais 푑푠 ∕= 0;
2. aquelas para as quais 푘 e´ uma parte, ou seja, 푑푠 = 0.
∙ daquelas partic¸o˜es no conjunto 1. subtra´ımos 푗 da menor parte e 2푘 das outras
푚 − 1 partes. Fazendo isto ficamos com partic¸o˜es de 푛 − 2푘(푚 − 1) − 푗 em 푚
partes que sa˜o enumeradas por 푓(푚,푛− 2푘(푚− 1)− 푗);
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∙ daquelas partic¸o˜es no conjuntos 2. subtra´ımos a parte 푘 e 2푘 das demais partes.
Logo, obtemos partic¸o˜es de 푛−2푘(푚−1)−푘 em 푚−1 partes que sa˜o enumeradas
por 푓(푚− 1, 푛− 2푘(푚− 1)− 푘).
Assumindo que 푓(0, 푛) = 0 se 푛 > 0, 푓(0, 0) = 1 e 푓(푙, 푛) = 0 if 푙 < 0, defini-se:
퐹 (푧, 푞) =
∞∑
푛=0
∞∑
푚=0
푓(푚,푛)푧푚푞푛.
Por (5.5), segue que
퐹 (푧, 푞) =
∞∑
푛=0
∞∑
푚=0
푓(푚,푛− 2푘(푚− 1)− 푗)푧푚푞푛
+
∞∑
푛=0
∞∑
푚=0
푓(푚− 1, 푛− 2푘(푚− 1)− 푘)푧푚푞푛
= 푞푗−2푘
∞∑
푛=0
∞∑
푚=0
푓(푚,푛− 2푘(푚− 1)− 푗)푞2푘푚푧푚푞푛−2푘(푚−1)−푗
+푧푞푘
∞∑
푛=0
∞∑
푚=0
푓(푚− 1, 푛− 2푘(푚− 1)− 푘)푞2푘(푚−1)푧푚−1푞푛−2푘(푚−1)−푘
= 푞푗−2푘퐹 (푧푞2푘, 푞) + 푧푞푘퐹 (푧푞2푘, 푞).
Seja ℎ(푚, 푞) =
∞∑
푛=0
푓(푚,푛)푞푛, donde 퐹 (푧, 푞) =
∞∑
푛=0
ℎ(푛, 푞)푧푛 e
∞∑
푛=0
ℎ(푛, 푞)푧푛 = 푞푗−2푘
∞∑
푛=0
ℎ(푛, 푞)(푧푞2푘)푛
+푧푞푘
∞∑
푛=0
ℎ(푛, 푞)(푧푞2푘)푛.
Comparando o coeficiente de 푧푛 na u´ltima igualdade temos
ℎ(푛, 푞) = 푞2푘(푛−1)+푗ℎ(푛, 푞) + 푞푘(2푛−1)ℎ(푛− 1, 푞).
Logo,
ℎ(푛, 푞) =
푞푘(2푛−1)ℎ(푛− 1, 푞)
1− 푞2푘(푛−1)+푗 .
Agora, observando que ℎ(0, 푞) = 1, temos
ℎ(푛, 푞) =
푞푘(2푛−1)
1− 푞2푘(푛−1)+푗
푞푘(2푛−3)
1− 푞2푘(푛−2)+푗 ⋅ ⋅ ⋅
⋅ ⋅ ⋅ 푞
푘ℎ(0, 푞)
1− 푞푗 =
푞푘푛
2
(푞푗 ; 푞2푘)푛
.
Da´ı,
퐹 (푧, 푞) =
∞∑
푛=0
ℎ(푛, 푞)푧푛 =
∞∑
푛=0
푞푘푛
2
(푞푗 ; 푞2푘)푛
푧푛.
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Para finalizar a demonstrac¸a˜o, colocamos 푧 = 1:
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
∞∑
푚=0
푓(푚,푛)푞푛
= 퐹 (1, 푞)
=
∞∑
푛=0
푞푘푛
2
(푞푗 ; 푞2푘)푛
.
□
Agora, colocando 푘 = 푗 = 1 temos a seguinte interpretac¸a˜o combinato´ria para 휓(푞).
Corola´rio 5.1 휓(푞) e´ a func¸a˜o geradora para as matrizes de duas linhas da forma⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (5.6)
onde 푐푡 e 푑푡 satisfazem 푐푠 = 1 e 푐푡 = 1 + 푐푡+1 + 2푑푡+1.
Apesar deste corola´rio seguir diretamente do Teorema 5.1, podemos dar a ele uma
prova combinato´ria bastante interessante.
Demonstrac¸a˜o: Sabemos que 휓(푞) e´ a func¸a˜o geradora para partic¸o˜es em partes
ı´mpares sem saltos (Sec¸a˜o 3 do cap´ıtulo anterior). Logo, o corola´rio estara´ provado se
construirmos uma bijec¸a˜o entre este conjunto de partic¸o˜es e o conjunto das matrizes
de duas linhas da forma (5.6).
Dada uma matriz da forma (5.6) podemos reescreveˆ-la como⎛⎝ 2(푠− 1) + 1 + 2푑2 + ⋅ ⋅ ⋅+ 2푑푠 2(푠− 2) + 1 + 2푑3 + ⋅ ⋅ ⋅+ 2푑푠 ⋅ ⋅ ⋅ 1
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ =⎛⎝ 2(푠− 1) + 1 2(푠− 2) + 1 ⋅ ⋅ ⋅ 1
0 0 ⋅ ⋅ ⋅ 0
⎞⎠+⎛⎝ 2푑2 + ⋅ ⋅ ⋅+ 2푑푠 2푑3 + ⋅ ⋅ ⋅+ 2푑푠 ⋅ ⋅ ⋅ 0
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ .
Associamos esta matriz a` partic¸a˜o tendo 1 +푑1 partes 1, 3 +푑2 partes 3, ..., 2푠− 1 +푑푠
partes 2푠− 1. Na direc¸a˜o contra´ria, dada uma partic¸a˜o em partes ı´mpares sem saltos,
podemos facilmente inverter este procedimento para obter uma matriz de duas linhas da
forma (5.6). □
A tabela abaixo mostra as partic¸o˜es e matrizes correspondentes obtidas pela bijec¸a˜o
na prova do Corola´rio 5.1.
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1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1
⎛⎝ 1
8
⎞⎠
3 + 1 + 1 + 1 + 1 + 1 + 1
⎛⎝ 3 1
5 0
⎞⎠
3 + 3 + 1 + 1 + 1
⎛⎝ 5 1
2 1
⎞⎠
5 + 3 + 1
⎛⎝ 5 3 1
0 0 0
⎞⎠
3 Interpretac¸a˜o combinato´ria para 퐹0(푞)
Como na sec¸a˜o anterior, introduzimos paraˆmetros em 퐹0(푞) da seguinte maneira
∞∑
푛=0
푞2푘푛
2
(푞푗 ; 푞2푘)푛
.
Teorema 5.2 Seja 푓(푛) o nu´mero de partic¸o˜es de 푛 em partes pertencentes a 퐴푘,푗 da
forma 휆1 + 휆2 + ⋅ ⋅ ⋅+ 휆푠, onde 휆푡 = 푐푡푘 + 푑푡푗, 푐푠 = 2 e 푐푡 = 4 + 푐푡+1 + 2푑푡+1. Enta˜o
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
푞2푘푛
2
(푞푗 ; 푞2푘)푛
.
Demonstrac¸a˜o: Para provar este teorema definimos 푓(푚,푛) como o nu´mero de
partic¸o˜es enumeradas por 푓(푛) tendo exatamente 푚 partes. Enta˜o, a seguinte relac¸a˜o
de recorreˆncia e´ satisfeita por 푓(푚,푛):
푓(푚,푛) = 푓(푚,푛− 2푘(푚− 1)− 푗)
+푓(푚− 1, 푛− 4푘(푚− 1)− 2푘).
(5.7)
Para provar (5.7) dividimos as partic¸o˜es enumeradas por 푓(푚,푛) em dois conjuntos
disjuntos:
1. aquelas tais que 푑푠 ∕= 0;
2. aquelas tais que 2푘 e´ uma partes, ou seja, 푑푠 = 0.
∙ daquelas no conjunto 1. subtra´ımos 푗 da menor parte e 2푘 das 푚 − 1 partes
restantes. Fazendo isso, obtemos partic¸o˜es de 푛−2푘(푚−1)− 푗 em 푚 partes que
sa˜o enumeradas por 푓(푚,푛− 2푘(푚− 1)− 푗);
73
∙ daquelas no conjunto 2. retiramos a parte 2푘 e 4푘 das demais 푚−1 partes. Logo,
obtemos partic¸o˜es de 푛 − 4푘(푚 − 1) − 2푘 em 푚 − 1 partes que sa˜o enumeradas
por 푓(푚− 1, 푛− 2푘(푚− 1)− 푘).
Agora, a demonstrac¸a˜o e´ ana´loga a`quela do Teorema 5.1 e, por esta raza˜o, vamos
omiti-la. □
Tomando 푘 = 푗 = 1 temos a seguinte interpretac¸a˜o combinato´ria para 퐹0(푞).
Corola´rio 5.2 퐹0(푞) e´ a func¸a˜o geradora para as matrizes de duas linhas da forma⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (5.8)
onde 푐푡 e 푑푡 satisfazem 푐푠 = 2 e 푐푡 = 4 + 푐푡+1 + 2푑푡+1.
Deste corola´rio obtemos uma outra interpretac¸a˜o combinato´ria para 퐹0(푞) em ter-
mos de partic¸o˜es.
Teorema 5.3 퐹0(푞) e´ a func¸a˜o geradora para partic¸o˜es satisfazendo
1. partes pares sa˜o ≡ 2(mod 4);
2. a maior parte 휆1 e´ par;
3. todo par ≡ 2(mod 4) que e´ ≤ 휆1 aparece como parte;
4. cada parte ı´mpar e´ ≤ 휆1/2.
Demonstrac¸a˜o: Sabemos pelo Corola´rio 5.2 que 퐹0(푞) e´ a func¸a˜o geradora para as ma-
trizes da forma (5.8). Agora, vamos descrever como associar uma partic¸a˜o satisfazendo
as condic¸o˜es do teorema a uma matriz da forma (5.8).
Como 푐푠 = 2 e 푐푡 = 4 + 푐푡+1 + 2푑푡+1, podemos reescrever (5.8) como⎛⎝ 4(푠− 1) + 2 + 2푑2 + ⋅ ⋅ ⋅+ 2푑푠 4(푠− 2) + 2 + 2푑3 + ⋅ ⋅ ⋅+ 2푑푠 ⋅ ⋅ ⋅ 2
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ =⎛⎝ 4(푠− 1) + 2 4(푠− 2) + 2 ⋅ ⋅ ⋅ 2
0 0 ⋅ ⋅ ⋅ 0
⎞⎠+⎛⎝ 2푑2 + ⋅ ⋅ ⋅+ 2푑푠 2푑3 + ⋅ ⋅ ⋅+ 2푑푠 ⋅ ⋅ ⋅ 0
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ .
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A primeira matriz no lado direito da igualdade vamos associar com a partic¸a˜o
(4(푠− 1) + 2) + (4(푠− 2) + 2) + ⋅ ⋅ ⋅+ 2. Ja´ a segunda matriz sera´ associada a` partic¸a˜o
tendo 푑1 partes 1, 푑2 partes 3, ..., 푑푠 partes 2푠− 1. Logo, a partic¸a˜o 휆 satisfazendo 1,
2, 3 e 4 e´ obtida unindo-se as partes de 휇 e 휈: 휆 = 휇 ∪ 휈.
Esta aplicac¸a˜o e´ claramente invert´ıvel. Vejamos este fato por meio de um exemplo.
Considere a partic¸a˜o 휆 = 10 + 6 + 5 + 5 + 2 + 1. Neste caso, 푠 = 3, 푑1 = 1, 푑2 = 0 e
푑3 = 2. Assim, 휆 e´ associada a` matriz⎛⎝ 14 10 2
1 0 2
⎞⎠ .
□
4 Interpretac¸a˜o combinato´ria para 퐹1(푞)
Vamos agora procurar uma interpretac¸a˜o combinato´ria para a Mock Theta Function
퐹1(푞). Comec¸amos inserindo paraˆmetros 푘 e 푗 da seguinte maneira
∞∑
푛=0
푞푘(2푛
2+2푛)
(푞푗 ; 푞2푘)푛+1
.
Teorema 5.4 Seja 푓(푛) o nu´mero de partic¸o˜es de 푛 em partes pertencentes a 퐴푘,푗 da
forma 휆1 +휆2 + ⋅ ⋅ ⋅+휆푠, onde 휆푡 = 푐푡푘+ 푑푡푗, 푐푠 = 4 + 2푑푠 e 푐푡 = 4 + 푐푡+1 + 2푑푡. Enta˜o
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
푞푘(2푛
2+2푛)
(푞푗 ; 푞2푘)푛+1
.
Demonstrac¸a˜o: Seja 푓(푚,푛) o nu´mero de partic¸o˜es enumeradas por 푓(푛) tendo
exatamente 푚 partes. Logo, a seguinte relac¸a˜o de recorreˆncia e´ verificada por 푓(푚,푛):
푓(푚,푛) = 푓(푚,푛− 2푘푚− 푗)
+푓(푚− 1, 푛− 4푘(푚− 1)− 4푘).
(5.9)
Para provar (5.9) dividimos as partic¸o˜es enumeradas por 푓(푚,푛) em dois conjuntos
disjuntos:
1. aquelas que teˆm 푑푠 ∕= 0;
2. aquelas que teˆm 4푘 como parte.
∙ daquelas no conjunto 1. subtra´ımos 푗 da menor parte e 2푘 de cada uma das 푚
partes. Assim, obtemos partic¸o˜es de 푛−2푘푚−푗 em 푚 partes que sa˜o enumeradas
por 푓(푚,푛− 2푘푚− 푗);
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∙ daquelas no conjunto 2. retiramos a parte 4푘 e 4푘 das demais 푚 − 1 partes.
Obtemos, enta˜o, partic¸o˜es de 푛 − 4푘(푚 − 1) − 4푘 em 푚 − 1 partes que sa˜o
enumeradas por 푓(푚− 1, 푛− 4푘(푚− 1)− 4푘).
Agora a demonstrac¸a˜o segue os mesmos passos da prova do Teorema 5.1. □
Tomando 푘 = 푗 = 1 temos a interpretac¸a˜o combinato´ria para 퐹1(푞) que esta´vamos
procurando.
Corola´rio 5.3 퐹1(푞) e´ a func¸a˜o geradora para as matrizes de duas linhas da forma⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (5.10)
onde 푐푠 = 4 + 2푑푠 e 푐푡 = 4 + 푐푡+1 + 2푑푡.
Como na sec¸a˜o anterior, temos uma interpretac¸a˜o combinato´ria em termos de
partic¸o˜es para 퐹1(푞) que vem das matrizes da forma (5.10).
Teorema 5.5 퐹1(푞) e´ a func¸a˜o geradora para as partic¸o˜es satisfazendo:
1. as partes sa˜o ≥ 3;
2. as partes pares sa˜o distintas e ≡ 0 (mod 4);
3. na˜o ha´ saltos nas partes pares;
4. a maior parte 휆1 e´ par;
5. cada parte ı´mpar e´ ≤ 휆1/2 + 1.
Demonstrac¸a˜o: Sabemos pelo Corola´rio 5.3 que 퐹1(푞) e´ a func¸a˜o geradora para as
matrizes da forma (5.10). Agora, vamos descrever como associar uma partic¸a˜o satis-
fazendo as condic¸o˜es de 1 a 5 a uma dada matriz da forma (5.10).
Como 푐푠 = 4 + 2푑푠 e 푐푡 = 4 + 푐푡+1 + 2푑푡, podemos reescrever (5.10) da seguinte
maneira ⎛⎝ 4푠+ 2푑1 + ⋅ ⋅ ⋅+ 2푑푠 ⋅ ⋅ ⋅ 8 + 2푑푠−1 + 2푑푠 4 + 2푑푠
푑1 ⋅ ⋅ ⋅ 푑푠−1 푑푠
⎞⎠ =⎛⎝ 4푠 ⋅ ⋅ ⋅ 8 4
0 ⋅ ⋅ ⋅ 0 0
⎞⎠+
⎛⎝ 2푑1 + ⋅ ⋅ ⋅+ 2푑푠 ⋅ ⋅ ⋅ 2푑푠−1 + 2푑푠 2푑푠
푑1 ⋅ ⋅ ⋅ 푑푠−1 푑푠
⎞⎠ .
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A primeira matriz no lado direito da igualdade e´ associada a` partic¸a˜o 휇 = 4푠 + 4(푠 −
1) + ⋅ ⋅ ⋅+ 4. A segunda matriz e´ associada a` partic¸a˜o 휈 tendo 푑1 partes 3, 푑2 partes 5,
..., 푑푠 partes 2푠+ 1. Logo, a partic¸a˜o 휆 satisfazendo as condic¸o˜es de 1 a 5 e´ obtida pela
unia˜o das partes de 휇 e 휈: 휆 = 휇 ∪ 휈.
Para nos convencer de que esta aplicac¸a˜o e´ invert´ıvel, e´ suficiente considerar um
exemplo. Considere a partic¸a˜o 휆 = 16 + 12 + 8 + 7 + 5 + 5 + 5 + 5 + 4 + 3. Neste caso,
푠 = 4, 푑1 = 1, 푑2 = 4, 푑3 = 1 e 푑4 = 0. Assim, 휆 e´ associada a` matriz⎛⎝ 28 22 10 4
1 4 1 0
⎞⎠ .
□
5 Interpretac¸a˜o combinato´ria para 휌(푞)
Finalizamos este cap´ıtulo apresentando uma interpretac¸a˜o combinato´ria para 휌(푞). De
forma ana´loga ao que temos feito, introduzimos paraˆmetros da seguinte maneira
∞∑
푛=0
푞푘
푛(푛+1)
2 (−푞푘; 푞푘)푛
(푞푗 ; 푞2푘)푛+1
.
Teorema 5.6 Seja 푓(푛) o nu´mero de partic¸o˜es de 푛 em partes pertencentes a 퐴푘,푗 da
forma 휆1 + 휆2 + ⋅ ⋅ ⋅ + 휆푠, onde 휆푡 = 푐푡푘 + 푑푡푗, 푐푠 ≥ 1 e 푐푡 = 푖푡 + 푐푡+1 + 2푑푡+1, sendo
푖푡 ∈ {1, 2}. Enta˜o,
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
푞푘
푛(푛+1)
2 (−푞푘; 푞푘)푛
(푞푗 ; 푞2푘)푛+1
.
Demonstrac¸a˜o: Seja 푓(푚,푛) o nu´mero de partic¸o˜es enumeradas por 푓(푛) tendo
exatamente 푚 partes. Enta˜o a seguinte relac¸a˜o de recorreˆncia e´ satisfeita por 푓(푚,푛):
푓(푚,푛) = 푓(푚,푛− 2푘푚− 푗)
+푓(푚− 1, 푛− 푘(푚− 1)− 푘)
+푓(푚− 1, 푛− 2푘(푚− 1)− 2푘).
(5.11)
Para provar (5.11) dividimos as partic¸o˜es enumeradas por 푓(푚,푛) em treˆs conjuntos
disjuntos:
1. aquelas que teˆm 푑푠 ∕= 0;
2. aquelas que teˆm 푘 como parte;
3. aquelas que teˆm 2푘 como parte.
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∙ daquelas no conjunto 1. subtra´ımos 푗 da menor parte e 2푘 de cada uma das 푚
partes. Assim, obtemos partic¸o˜es de 푛−2푘푚−푗 em 푚 partes que sa˜o enumeradas
por 푓(푚,푛− 2푘푚− 푗);
∙ daquelas no conjunto 2. retiramos a parte 푘 e 푘 das demais 푚− 1 partes. Logo,
obtemos partic¸o˜es de 푛− 푘(푚− 1)− 푘 em 푚− 1 partes que sa˜o enumeradas por
푓(푚− 1, 푛− 푘(푚− 1)− 푘);
∙ daquelas no conjunto 3. retiramos a parte 2푘 e 2푘 da outras 푚−1 partes. Assim,
obtemos partic¸o˜es de 푛 − 2푘(푚 − 1) − 2푘 em 푚 − 1 partes que sa˜o enumeradas
por 푓(푚− 1, 푛− 2푘(푚− 1)− 2푘).
A demonstrac¸a˜o agora e´ ana´loga a`quela do Teorema 5.1. □
Como consequeˆncia deste teorema, quando fazemos 푘 = 푗 = 1, temos a inter-
pretac¸a˜o combinato´ria para 휌(푞) que esta´vamos procurando.
Corola´rio 5.4 휌(푞) e´ a func¸a˜o geradora para as matrizes da forma⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ ,
onde 푐푠 ≥ 1 e 푐푡 = 푖푡 + 푐푡+1 + 2푑푡+1, 푖푡 ∈ {1, 2}.
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Cap´ıtulo 6
Estendendo a representac¸a˜o
como matrizes de duas linhas
para se´ries com coeficientes
negativos e positivos
Neste cap´ıtulo, estendemos o que foi feito em [9] e [10] para somas cujas expanso˜es
em se´rie de poteˆncias teˆm coeficientes na˜o apenas positivos (como em todos os casos
obtidos ate´ agora), mas negativos tambe´m.
Com o que apresentamos neste cap´ıtulo e´ poss´ıvel procurar interpretac¸o˜es combi-
nato´rias para uma gama maior ainda de somas e, consequentemente, buscar provas
bijetivas para identidades nas quais estas aparecem.
1 Introduc¸a˜o
Em [9] e [10] uma representac¸a˜o como matrizes de duas linhas e´ apresentada para certas
somas, como
∞∑
푛=0
푞푛
2
(푞; 푞)푛
. (6.1)
Ao expandirmos essa soma, notamos que o coeficiente de 푞푛 e´ sempre positivo.
Todas as interpretac¸o˜es combinato´rias para somas como (7.1) obtidas em [9] e [10]
sa˜o para somas cujas expanso˜es teˆm apenas coeficientes positivos. Neste capt´ıtulo,
estendemos esta ide´ia para algumas somas nas quais esses coeficientes sa˜o nu´meros
positivos ou negativos.
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Vamos mostrar como obter a interpretac¸a˜o combinato´ria para somas cujo coeficiente
de 푞푛 pode ser positivo ou negativo. Faremos isso considerando as seguintes Mock Theta
Functions
휙(푞) =
∞∑
푛=0
푞푛
2
(−푞2; 푞2)푛 (6.2)
푓0(푞) =
∞∑
푛=0
푞푛
2
(−푞; 푞)푛 (6.3)
푓1(푞) =
∞∑
푛=0
푞푛
2+푛
(−푞; 푞)푛 (6.4)
e tambe´m
푅(푞) =
∞∑
푛=0
푞
푛(푛+1)
2
(−푞; 푞)푛 . (6.5)
2 Interpretac¸a˜o combinato´ria para 휙(푞)
Comec¸amos pela introduc¸a˜o de paraˆmetros 푘 e 푗 em 휙(푞) da seguinte maneira:
∞∑
푛=0
푞푘푛
2
(−푞2푗 ; 푞2푘)푛 .
O caso particular 푘 = 푗 = 1 possibilitara´ a obtenc¸a˜o da interpretac¸a˜o combinato´ria
para 휙(푞). Vamos definir, como antes, para 푘 e 푗 inteiros positivos, 퐴푘,푗 = {푐푘+푑푗∣푐, 푑 ≥
0}.
Teorema 6.1 Seja 푓(푛) o nu´mero de partic¸o˜es de 푛 em partes pertencendo a 퐴푘,푗 da
forma 휆1 +휆2 + ⋅ ⋅ ⋅+휆푠, onde 휆푡 = 푐푡푘+푑푡푗, 푐푠 = 1, 푑푡 ≡ 0(mod 2), 푐푡 = 2+ 푐푡+1 +푑푡+1
e peso (−1)
∑푠
푡=1
푑푡
2 . Enta˜o
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
푞푘푛
2
(−푞2푗 ; 푞2푘)푛 .
Demonstrac¸a˜o: Seja 푓(푚,푛) o nu´mero de partic¸o˜es enumeradas por 푓(푛) tendo
exatamente 푚 partes. Logo, a seguinte relac¸a˜o de recorreˆncia e´ satisfeita por 푓(푚,푛):
푓(푚,푛) = 푓(푚− 1, 푛− 2푘푚+ 푘)− 푓(푚,푛− 2푘푚+ 2푘 − 2푗). (6.6)
Para provar (6.6) dividimos as partic¸o˜es enumeradas por 푓(푚,푛) em dois conjuntos
disjuntos:
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1. aquelas que teˆm 푑푠 ∕= 0;
2. aquelas que teˆm 푘 como parte.
∙ daquelas no conjunto 1. subtra´ımos 2푗 da menor parte e 2푘 das outras 푚 − 1
partes restantes. Assim, ficamos com partic¸o˜es de 푛−2푘(푚−1)−2푗 em 푚 partes
que sa˜o enumeradas por −푓(푚,푛− 2푘푚+ 2푘− 2푗); o sinal de menus se deve ao
fato de termos mudado o peso das partic¸o˜es apo´s fazer esta operac¸a˜o.
∙ daquelas no conjunto 2. retiramos a parte 푘 e 2푘 das demais partes, obtendo
partic¸o˜es de 푛− 2푘(푚− 1)− 푘 em 푚− 1 partes que sa˜o enumeradas por 푓(푚−
1, 푛− 2푘푚+ 푘).
Assumindo que 푓(0, 푛) = 0 se 푛 > 0, 푓(0, 0) = 1 e 푓(푙, 푛) = 0 if 푙 < 0, definimos:
퐹 (푧, 푞) =
∞∑
푛=0
∞∑
푚=0
푓(푚,푛)푧푚푞푛.
Por (6.6), temos
퐹 (푧, 푞) =
∞∑
푛=0
∞∑
푚=0
푓(푚− 1, 푛− 2푘푚+ 푘)푧푚푞푛
−
∞∑
푛=0
∞∑
푚=0
푓(푚,푛− 2푘푚+ 2푘 − 2푗)푧푚푞푛
= −푞2푗−2푘
∞∑
푛=0
∞∑
푚=0
푓(푚,푛− 2푘푚+ 2푘 − 2푗)푞2푘푚푧푚푞푛−2푘푚+2푘−2푗
+푧푞푘
∞∑
푛=0
∞∑
푚=0
푓(푚− 1, 푛− 2푘푚+ 푘)푧푚−1푞2푘(푚−1)푞푛−2푘푚+푘
= −푞2푗−2푘퐹 (푧푞2푘, 푞) + 푧푞푘퐹 (푧푞2푘, 푞).
Seja ℎ(푚, 푞) =
∞∑
푛=0
푓(푚,푛)푞푛, donde 퐹 (푧, 푞) =
∞∑
푛=0
ℎ(푛, 푞)푧푛 e
∞∑
푛=0
ℎ(푛, 푞)푧푛 = −푞2푗−2푘
∞∑
푛=0
ℎ(푛, 푞)(푧푞2푘)푛
+푧푞푘
∞∑
푛=0
ℎ(푛, 푞)(푧푞2푘)푛.
Comparando o coeficiente de 푧푛 nesta u´ltima igualdade segue que
ℎ(푛, 푞) = −푞2푘(푛−1)+2푗ℎ(푛, 푞) + 푞2푘푛−푘ℎ(푛− 1, 푞).
Enta˜o,
ℎ(푛, 푞) =
푞2푘푛−푘ℎ(푛− 1, 푞)
1 + 푞2푘(푛−1)+2푗
.
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Observando que ℎ(0, 푞) = 1, temos
ℎ(푛, 푞) =
푞2푘푛−푘
1 + 푞2푘(푛−1)+2푗
× 푞
2푘(푛−1)−푘
1 + 푞2푘(푛−2)+2푗
× ⋅ ⋅ ⋅
⋅ ⋅ ⋅ × 푞
푘ℎ(0, 푞)
1 + 푞2푗
=
푞푘푛
2
(−푞2푗 ; 푞2푘)푛 .
Da´ı,
퐹 (푧, 푞) =
∞∑
푛=0
ℎ(푛, 푞)푧푛 =
∞∑
푛=0
푞푘푛
2
(−푞2푗 ; 푞2푘)푛 푧
푛.
Para finalizar a demonstrac¸a˜o, colocamos 푧 = 1:
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
∞∑
푚=0
푓(푚,푛)푞푛
= 퐹 (1, 푞)
=
∞∑
푛=0
푞푘푛
2
(−푞2푗 ; 푞2푘)푛 .
□
Agora, tomando 푘 = 푗 = 1 segue a interpretac¸a˜o combinato´ria para 휙(푞).
Corola´rio 6.1 휙(푞) e´ a func¸a˜o geradora para as matrizes de duas linhas⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (6.7)
onde 푐푠 = 1, 푑푡 ≡ 0(mod 2), 푐푡 = 2 + 푐푡+1 + 푑푡+1 e tendo peso (−1)
∑푠
푡=1
푑푡
2 .
3 Interpretac¸a˜o combinato´ria para 푓0(푞)
O que faremos nesta e na pro´xima sec¸o˜es deste cap´ıtulo e´ ana´logo ao que fizemos na
Sec¸a˜o 1. Assim, comec¸amos pela introduc¸a˜o de paraˆmetros 푘 e 푗 em 푓0(푞) da seguinte
maneira:
∞∑
푛=0
푞푘푛
2
(−푞푗 ; 푞푘)푛 .
Como na sec¸a˜o anterior, temos o seguinte teorema cuja prova, por ser semelhante
a`quela do Teorema 6.1, sera´ omitida.
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Teorema 6.2 Seja 푓(푛) o nu´mero de partic¸o˜es de 푛 em partes pertencentes ao con-
junto 퐴푘,푗 da forma 휆1 +휆2 + ⋅ ⋅ ⋅+휆푠, onde 휆푡 = 푐푡푘+ 푑푡푗, 푐푠 = 1, 푐푡 = 2 + 푐푡+1 + 푑푡+1
e tendo peso (−1)
∑푠
푡=1 푑푡. Enta˜o,
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
푞푘푛
2
(−푞푗 ; 푞푘)푛 .
Agora, tomando 푘 = 푗 = 1, segue a interpretac¸a˜o combinato´ria para 푓0(푞).
Corola´rio 6.2 푓0(푞) e´ a func¸a˜o geradora para as matrizes de duas linhas da forma⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (6.8)
onde 푐푠 = 1, 푐푡 = 2 + 푐푡+1 + 푑푡+1 e com peso (−1)
∑푠
푡=1 푑푡.
4 Interpretac¸a˜o combinato´ria para 푓1(푞)
Neste caso, introduzimos paraˆmetros 푘 e 푗 em 푓1(푞) da seguinte maneira:
∞∑
푛=0
푞푘(푛
2+푛)
(−푞푗 ; 푞푘)푛 .
Como antes, temos um teorema cuja prova sera´ omitida, e, como consequeˆncia, a
interpretac¸a˜o combinato´ria para 푓1(푞).
Teorema 6.3 Seja 푓(푛) o nu´mero de partic¸o˜es de 푛 em partes pertencendo a 퐴푘,푗 da
forma 휆1 + 휆2 + ⋅ ⋅ ⋅+ 휆푠, onde 휆푡 = 푐푡푘 + 푑푡푗, 푐푠 = 2, 푐푡 = 2 + 푐푡+1 + 푑푡+1 e com peso
(−1)
∑푠
푡=1 푑푡. Enta˜o,
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
푞푘(푛
2+푛)
(−푞푗 ; 푞푘)푛 .
Agora, tomando 푘 = 푗 = 1 temos a seguinte interpretac¸a˜o combinato´ria para 휙(푞).
Corola´rio 6.3 푓1(푞) e´ a func¸a˜o geradora para as matrizes de duas linhas da forma⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (6.9)
onde 푐푠 = 2, 푐푡 = 2 + 푐푡+1 + 푑푡+1 e tendo peso (−1)
∑푠
푡=1 푑푡.
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5 Interpretac¸a˜o combinato´ria para 푅(푞)
Nesta sec¸a˜o, vamos mostrar que a Se´rie de Ramanujan
푅(푞) =
∞∑
푛=0
푞
푛(푛+1)
2
(−푞; 푞)푛 (6.10)
e´ a func¸a˜o geradora para uma certa classe de matrizes de duas linhas que teˆm uma
informac¸a˜o muito interessante na segunda linha.
Consideremos a seguinte inserc¸a˜o de paraˆmetros em 푅(푞):
∞∑
푛=0
푞푘
푛(푛+1)
2
(−푞푗 ; 푞푘)푛 .
Teorema 6.4 Seja 푓(푛) o nu´mero de partic¸o˜es de 푛 em partes no conjunto 퐴푘,푗 da
forma 휆1 + 휆2 + ⋅ ⋅ ⋅+ 휆푠, onde 휆푡 = 푐푡푘+ 푑푡푗, 푐푠 = 1, 푐푡 = 1 + 푐푡+1 + 푑푡+1 e tendo peso
(−1)
∑푠
푡=1 푑푡. Enta˜o,
∞∑
푛=0
푓(푛)푞푛 =
∞∑
푛=0
푞푘
푛(푛+1)
2
(−푞푗 ; 푞푘)푛 .
A prova deste teorema e´ analoga a`quela do Teorema 6.1. Agora, tomando 푘 = 푗 = 1
temos a seguinte interpretac¸a˜o combinato´ria para 푅(푞).
Corola´rio 6.4 푅(푞) e´ a func¸a˜o geradora para matrizes de duas linhas da forma⎛⎝ 푐1 푐2 ⋅ ⋅ ⋅ 푐푠
푑1 푑2 ⋅ ⋅ ⋅ 푑푠
⎞⎠ , (6.11)
onde 푐푠 = 1, 푐푡 = 1 + 푐푡+1 + 푑푡+1 e com peso (−1)
∑푠
푡=1 푑푡.
Como e´ relembrado em [5], o coeficiente de 푞푛 na expansa˜o de 푅(푞) e´ o excesso do
nu´mero de partic¸o˜es de 푛 em partes distintas com posto par sobre aquelas com posto
ı´mpar, onde o posto de uma partic¸a˜o e´ a maior parte menus o nu´mero de partes. Vamos
mostrar que existe uma bijec¸a˜o bastante natural entre estas partic¸o˜es e as matrizes de
duas linhas do Corola´rio 6.4 e que a segunda linha toma conta do posto.
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Para ir de uma partic¸a˜o em partes distintas 휆 para uma matriz de duas linhas da
forma (6.11), comec¸amos expressando a menor parte como 1 + 푑푠, depois expressamos
a parte anterior como 2 +푑푠−1 +푑푠 e assim por diante ate´ a maior parte que e´ expressa
como 푠+ 푑1 + ⋅ ⋅ ⋅+ 푑푠. Sabendo que a maior parte e´ 푠+ 푑1 + ⋅ ⋅ ⋅+ 푑푠 e que o nu´mero
de partes e´ 푠 podemos ver que o posto e´ exatamente 푑1 + ⋅ ⋅ ⋅ + 푑푠. Enta˜o, o peso da
matriz obtida desse modo e´ (−1)푟푎푛푘(휆). Dada uma matriz da forma (6.11) obtemos
uma partic¸a˜o em partes distintas somando as entradas em cada coluna.
A tabela abaixo mostra o conjunto de partic¸o˜es e matrizes descritas acima para
푛 = 7.
partition rank matrix weight
7 6
⎛⎝ 1
6
⎞⎠ 1
6 + 1 4
⎛⎝ 2 1
4 0
⎞⎠ 1
5 + 2 3
⎛⎝ 3 1
2 1
⎞⎠ -1
4 + 3 2
⎛⎝ 4 1
0 2
⎞⎠ 1
4 + 2 + 1 1
⎛⎝ 3 2 1
1 0 0
⎞⎠ -1
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Cap´ıtulo 7
On a combinatorial proof for an
identity involving the triangular
numbers
Finalizamos este trabalho apresentando, neste u´ltimo cap´ıtulo, uma prova combinato´ria
para uma identidade envolvendo os nu´meros triangulares. Essa prova assemelha-se
a`quela dada por F. Franklin para a identidade que Euler apresentou envolvendo os
nu´mero pentagonais1.
O que veremos neste cap´ıtulo na˜o faz uso da nova forma de representar partic¸o˜es
como matrizes de duas linhas.
Essa prova bijetiva que obtivemos trabalha apenas com o Gra´fico de Ferrers de cada
partic¸a˜o. E´ uma simples e elegante prova de uma identidade no mı´nimo surpreendente.
O conteu´do deste cap´ıtulo foi submetido como um artigo para The Electronic Jour-
nal of Combinatorics.
1Trata-se do Teorema Pentagonal de Euler que pode ser visto em [6]
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abstract In this paper we present a combinatorial proof for an identity involving
the triangular numbers. The proof resembles Franklin’s proof of Euler’s Pentagonal
Number Theorem.
In its analytical version Euler’s Pentagonal Number Theorem can be stated as
follows:
Theorem 1 (Euler’s Pentagonal Number Theorem)
∞∑
푛=−∞
(−1)푛푞푛(3푛−1)/2 = (푞; 푞)∞
This theorem has a beautiful combinatorial interpretation due to Legendre given
below.
Theorem 2 (Combinatorial Version of Euler’s Pentagonal Number Theorem) Let
퐷푒(푛) denote the number of partitions of 푛 into an even number of distinct parts,
and let 퐷표(푛) denote the number of partitions of 푛 into an odd number of distinct
parts. Then
퐷푒(푛)−퐷표(푛) =
⎧⎨⎩ (−1)푗 , if 푛 = 푗(3푗 ± 1)/2,0, otherwise.
For this version of Euler’s Theorem there is a well known combinatorial proof given
by F. Franklin in 1881 (see [1]). In this paper we present a proof for the following
identity that resembles Franklin’s proof.
Theorem 3 For any complex number ∣푞∣ < 1
1 + 푞 +
∞∑
푛=1
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푛)
(1− 푞3)(1− 푞5) ⋅ ⋅ ⋅ (1− 푞2푛+1)푞
2푛+1 =
∞∑
푛=0
푞
푛(푛+1)
2 (7.1)
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In [7] there is a different proof of this identity.
We know that the sum on the LHS of (7.1) generates partitions into parts greater
than 1 where the even parts are distinct, the largest part is odd, and having weight
(−1)푚, where 푚 is the number of even parts. We also know that the exponents of 푞 on
the RHS of (7.1) are the triangular numbers.
The identity (1) can be rewritten as
∞∑
푛=1
(1− 푞2)(1− 푞4) ⋅ ⋅ ⋅ (1− 푞2푛)
(1− 푞3)(1− 푞5) ⋅ ⋅ ⋅ (1− 푞2푛+1)푞
2푛+1 =
∞∑
푛=2
푞
푛(푛+1)
2 (7.2)
In order to prove the identity (7.2) we must show that the coefficient of 푞푛 on the
LHS is either 1 if 푛 is a triangular number or 0 otherwise. In other words, if 푝푒(푛) (and
푝표(푛)) denotes the number of partitions of 푛 generated by the LHS of (7.2) having an
even (an odd) number of even parts, then we have to show that
푝푒(푛)− 푝표(푛) =
⎧⎨⎩ 1, if 푛 is a triangular number0, otherwise (7.3)
The proof of Theorem 3. On the set 풫(푛) of partitions of 푛 into parts greater than
1 where the even parts are distinct and the largest part is odd we define the following
map. Given a partition 휆 = 휆1 + ⋅ ⋅ ⋅ + 휆푠 ∈ 풫(푛) we look at the Ferrers graph of 휆.
From this diagram we remove the last two columns to form a new part 휆푠+1, being left
with a partition 휆
′
= 휆
′
1 + ⋅ ⋅ ⋅ + 휆
′
푠 of 푛 − 휆푠+1. We insert this new part below the
smallest part of 휆
′
when either 휆푠+1 ≤ 휆′푠 and 휆
′
푠 is odd or 휆푠+1 < 휆
′
푠 and 휆
′
푠 is even,
being left with the partition 휆
′′
= 휆
′
1 + ⋅ ⋅ ⋅+ 휆
′
푠 + 휆푠+1 ∈ 풫(푛). For example:
and
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But if 휆푠+1 > 휆
′
푠 or 휆푠+1 = 휆
′
푠 and 휆
′
푠 is even, we can not do this operation in order
to obtain a partition in 풫(푛). In this case, we remove the smallest part 휆푠 to form two
new columns that are equal (when 휆푠 is even) or differ by 1 (when 휆푠 is odd). We add
these columns to the Ferres graph of the partition 휆1 + ⋅ ⋅ ⋅+ 휆푠−1. It is easy to verify
that the partition obtained in this way is in 풫(푛). For example:
and
We oberve now that when 푛 is a triangular number, 푛 = 푘(푘+1)2 , this procedure
does not work for that partition in 풫(푛) having 푘2 parts 푘 + 1, when 푘 is even, or 푘+12
parts 푘, if 푘 is odd. In fact:
∙ if we remove the last two columns from the partition having 푘2 parts 푘+ 1, when
푘 is even, the new part will have lenght 2푘2 = 푘 which can not be put below the
smallest part 푘 + 1 − 2 = 푘 − 1. Also, by removing the smallest part of lenght
푘 + 1, we can not put the new two columns (one having lenght 푘2 + 1 and the
other having lenght 푘2 ) in front of the last column (that has lenght
푘
2 − 1) of the
partition with the smallest part removed.
∙ if we remove the last two columns from the partition having 푘+12 parts 푘, when
푘 is odd, the new part will have lenght 2푘+12 = 푘+ 1 which can not be put below
the new smallest part 푘− 2. Also, by removing the smallest part of lenght 푘, we
can not put the new two columns (the greatest one having lenght 푘+12 ) in front
of the last column (that has lenght 푘−12 ) of the partition with the smallest part
removed.
For example, it is not possible to apply any of the two maps described above in the
partitions of 15(푘 = 5) and 21(푘 = 6) below
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To finish the proof, we have to show that the map discribed above changes the
parity of the number of even parts. By doing this we will have shown that (3) holds.
In the cases we can remove the two last columns of the Ferrers graph of a partition
in 풫(푛) we have two possibilites: if the columns have the same lenght, we do not
modify the number of odd parts and the new part has leght even, which modify the
parity of the number of even parts; if the columns differ by 1 we lose one even part and
obtain an odd part as the new part modifying the parity of the number of even parts.
These arguments can be easily reversed in order to show that the inverse procedure also
modify the parity of the number of even parts. □
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Cap´ıtulo 8
Conclusa˜o
Neste trabalho procuramos obter consequeˆncias e aplicac¸o˜es interessantes da repre-
sentac¸a˜o de partic¸o˜es como matrizes de duas linhas introduzidas em [9] e [10]. Dessa
investigac¸a˜o resultou um artigo aceito para publicac¸a˜o, (Cap´ıtulo 2 ou [11]) e outro sub-
metido, (Cap´ıtulo 3 ou [7]), este u´ltimo com a colaborac¸a˜o fundamental do professor
Dr. Eduardo Brietzke (UFRGS).
Ale´m desses artigos, obtivemos tambe´m algumas consequeˆncias interessantes
(Cap´ıtulos 4 e 5) usando a representac¸a˜o matricial para partic¸o˜es. No Cap´ıtulo 6,
conseguimos estender a interpretac¸a˜o em termos de matrizes para certas somas cu-
jos coeficientes nas expanso˜es em se´ries de poteˆncias sa˜o inteiros na˜o apenas positivos
(como obtido ate´ aqui, [9] e [10]), mas tambe´m negativos. Nesta extensa˜o do trabalho
feito em [9], soubemos dar um sentido ao sinal negativo. Ha´ ainda muito o que se fazer
nesta direc¸a˜o. Esses resultados devem fazer parte de um outro trabalho a ser submetido
para publicac¸a˜o.
Ao final desta tese, Cap´ıtulo 7, apresentamos algo que foge um pouco do assunto
principal. Trata-se de uma prova combinato´ria de uma identidade obtida de maneira
semelhante a`quela dada por F. Franklin (1881) ao Teorema dos Nu´mero Pentagonais
de Euler.
Na continuc¸a˜o do que fizemos ate´ o momento, podemos destacar a busca por no-
vas interpretac¸o˜es combinato´rias para somas (como aquela do Cap´ıtulo 2) e a conse-
quente procura por provas bijetivas de identidades onde estas somas aparecem, princi-
palmente para aquelas que carecem de provas combinato´rias. Em particular, no caso
das Mock Theta Functions devido ao seu grande interesse em Matema´tica Discreta.
Muitas bijec¸o˜es, como aquelas apresentadas no Cap´ıtulo 4, podem ser obtidas.
Algo que vale a pena investigar a fundo e´ a busca por interpretac¸o˜es combinato´rias
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para somas, em termos de matrizes, tendo em vista o que esta´ feito no Cap´ıtulo 6. Ha´
um grande nu´mero de tais somas, como por exemplo
∞∑
푛=0
푞푛
2
(−푞; 푞)2푛
.
Por fim, demonstrac¸o˜es semelhantes a`quela apresentada no Cap´ıtulo 7 podem ser
procuradas para va´rias identidades daquele tipo. Citamos, por exemplo, o problema em
aberto (ver [8]): exibir uma involuc¸a˜o no conjunto das partic¸o˜es de 푛 em partes distintas
tendo a menor parte ı´mpar de modo que seja poss´ıvel comprovar que a cardinalidade
deste conjunto e´ impar se, e somente se, 푛 for um quadrado perfeito.
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