We offer an improved method for using a nuclear-magnetic-resonance quantum computer (NMRQC) to solve the Deutsch-Jozsa problem. Two known obstacles to the application of the NMRQC are exponential diminishment of density-matrix elements with the number of bits, threatening weak signal levels, and the high cost of preparing a suitable starting state. A third obstacle is a heretofore unnoticed restriction on measurement operators available for use by an NMRQC. Variations on the function classes of the Deutsch-Jozsa problem are introduced, both to extend the range of problems advantageous for quantum computation and to escape all three obstacles to use of an NMRQC. By adapting it to one such function class, the Deutsch-Jozsa problem is made solvable without exponential loss of signal. The method involves an extra work bit and a polynomially more involved Oracle; it uses the thermal-equilibrium density matrix systematically for an arbitrary number of spins, thereby avoiding both the preparation of a pseudopure state and temporal averaging.
INTRODUCTION
Recently there has been interest in trying to use the thermal state as a starting point for NMR computation. We note two efforts to pursue this, one by Zhou, Leung, and Chuang [1] , the other by Woodward and Brüschweiler [2] . We come at the problem from a different point of view to obtain results slightly stronger than those of [1] , as well as showing some different ways to proceed, and much more explicit than those claimed in [2] .
Computational complexity brings the idea of cost vs. problem size into problems solvable by use of computers. For certain problems, cost grows with problem size more slowly for quantum computers than it does for a Turing machine [3] - [5] , showing that the complexity of a problem depends on the computer used to solve it. With the Turing machine no longer the only game in town, the question is opened: what problems are natural to one or another computer design [6] ?
Are all quantum computers alike with respect to the problems that they solve efficiently? Three types of quantum computer will be discussed in connection with problems of function classification, the prototype of which is the Deutsch-Jozsa (DJ) problem [5] , which concerns determining a property of an n-bit function f : Z N → Z 2 , given an oracle that evaluates f , where N is written as shorthand for 2 n .
In theory, which is all this paper deals with, a quantum computer yields the solution to a problem as the outcome of a quantum measurement [7, 8] , and can be called an outcome quantum computer (OQC) to distinguish it from an expectationvalue quantum computer (EVQC), which in place of an outcome yields, to some finite precision, the expectation value for a measurement operator and a (possibly mixed) state [9] . A nuclear-magnetic-resonance quantum computer (NMRQC) is a restricted EVQC, the restriction stemming from facts of NMR spectrometers. The restriction on an NMRQC relative to a general EVQC has consequences which seem to have gone unnoticed. Attention to them shows better how an NMR spectrometer can act as a quantum computer, stimulates a generalization of the DJ problem, and shows the way to solving the original DJ problem without exponential loss of signal as the number of bits n increases [10] .
DJ PROBLEM FOR THE OQC AND THE EVQC
As stated originally, the DJ problem is this: given any function f :
at least one of following: (A) f is not constant, or (B) f is not balanced, where a balanced function has the value 0 for just half of its N arguments and 1 for the other half.
We review briefly the history of methods for use of an OQC to solve this problem.
For later generalization, it is convenient to organize the method of solution in three steps, the middle one of which is a compound step that may be repeated: (1) Prepare a quantum register in a starting state; (2) apply operators including one for an Oracle for the function f ; and (3) make a quantum measurement defined by a projection.
The method as first presented required a work bit and hence a quantum register of n + 1 bits; it also required two invocations of the oracle (repetition of step (2)).
Later Cleve et al. showed how to solve the problem invoking the Oracle only once [11] ; building on this, Collins et al. showed how to skip the work bit so the register is only n bits [12] ; this calls for a Hilbert space spanned by N orthonormal vectors |j , j = 0, 1, . . . , N − 1. In this version, the method consists of the following steps:
1. Prepare the starting state
2. Apply the operator U f for the Oracle for the function f defined by its effect on basis vectors |j :
(no repetition and no other operators).
3. Make the measurement defined by the projection |w w|, which has eigenvalues 0 and 1, and hence two possible outcomes.
If the outcome is 1 the function is not balanced, while if the outcome is 0 the function is not constant, as follows from the probability of the outcome being 1:
(In case f is neither balanced nor constant, the OQC outcome can be either 0 or 1 with probabilities determined by the usual rules of quantum mechanics, but the outcome varies from one trial to another.)
Another version of the DJ problem restricts the class of functions to be the union of constant and balanced functions; we shall have occasion to introduce analogs to this version.
Turn now to the use of an EVQC, which in place of an outcome yields the expectation value Tr(Mρ) for a measurement M of a density matrix ρ [9] . An EVQC is characterized by a parameter of resolution ǫ: Two density matrices ρ 1 and ρ 2 are taken to be distinguishable by a measurement described by an operator M if and only if the difference in the expectation values exceeds the minimum resolution: 
Using the measurement operator |w w|, an EVQC measuring the state U f |w obtains the expectation value
For this case, it follows that
This expectation E(f ) has the nice property of invariance under permutations of the arguments of f , and hence depends only on what might be called the "imbalance" of f , defined by
Depending on f ,
and n > 0, so N is even.) That is, one has for this case
For example, if f is balanced, one sees I(f ) = 0, so it follows that E(f ) = 0, while if f is constant, I(f ) = ±N/2 so E(f ) = 1; the two cases are resolvable by an EVQC for any ǫ < 1.
Drastic sensitivity to ǫ is seen in the satisfiability problem of distinguishing the unsatisfiable function f 0 having the zero value for all arguments from any function f 1 that takes the value 1 for just one argument. One can check to see that I(f 0 ) = −N/2 and I(f 1 ) = 1 − N/2, so that
This becomes exponentially small as the number n of bits increases, so that |E(f 0 ) − E(f 1 )| > ǫΛ(|w w|) only for n < log 2 (4/ǫ).
GENERALIZATION Equation (6) suggests the following generalization. Given any N ×N matrix B, define a mapping S B from the set of functions to numbers by
Then Eq. (6) is equivalent to E(f ) = S B ′ (f ), where B ′ is the matrix defined by
In the general case defined by (5), one finds
for a matrix B(ρ, M) having elements
One is thus led to explore generalizations of EVQC computations that implement S B for matrices B(ρ, M) of the general form of Eq. (15) rather than the special form of Eq. (13). In particular, if S B (f ) = 0, we shall say that f is balanced with respect to B.
By inspection, one arrives at the following:
Proposition 1 For {c j } any set of constants and {B j } any set of N × N matrices, if f is balanced with respect to B 1 , B 2 , . . . , then f is balanced with respect to j c j B j .
It follows from Eq. (12) that
Proposition 2 If the matrix B is written as the sum of symmetric and antisymmetric parts, only the symmetric part contributes to S B .
For any f : Z N → Z 2 , letf be the logical complement of f , so (∀j)f (j) = 1−f (j).
Then it follows immediately from Eq. (2) that
Proposition 3 Iff is the logical complement of f , then
The three-step procedure for solving the DJ problem readily generalizes to execute S B (f ) for a variety of matrices B, as will be illustrated in connection with the NMRQC.
NMR SPECTROMETER USED AS A COMPUTER
We review the use of a nuclear-magnetic-resonance spectrometer as an NMRQC for solving the Deutsch-Jozsa problem, in order to point out obstacles that impede it (relative to a general EVQC. For step (1) on an NMR spectrometer, a liquid sample begins in a mixed state of thermal equilibrium and is manipulated one way or another into a starting state. The thermal-equilibrium density matrix is proportional
, where H is the hamiltonian for the n-spin molecule (in the liquid sample) used as a quantum register, k B is Boltzmann's constant, and T is the temperature. In the high-temperature approximation the thermal density matrix is given adequately well by the first two terms in the Taylor expansion:
where ω i is the resonant angular frequency of the i-th nucleus, and I i z is defined by a tensor product over all n spins in which all the factors are unit operators except for 1 2 Diag(1, −1) as the i-th factor of the tensor product. This state, being diagonal, is invariant under the action of the Oracle and so must be manipulated into some other density matrix to serve as a starting state.
How to produce a starting density matrix has been much discussed. One way to prepare a starting density matrix is to produce a pseudopure state using gradient pulses [13, 9] , resulting in a starting density matrix of the form
for some (usually small) coefficient α; a cost is a reduction exponential in n of α and hence of the available spectrometer signal. (The small size of α compounds the exponential loss of polarization expressed by the explicit appearance of N in the formula for the pseudopure state.) Another way to deal with a starting state is temporal averaging, which avoids the signal loss of a pseudopure state, but requires repetitions of the whole procedure and addition of the resulting spectra, costing much time [13] - [15] . A third way uses extra qubits as ancilla [16] , and a fourth advocates another use of extra bits [17] . All these methods are elaborate and expensive of signal or time or number of bits required. A ray of hope is the simplified use of the equilibrium density matrix, which has been shown to work for the DJ problem for functions of one bit [18] and two bits [19] , but has not been developed into an algorithm applicable to the general case of n bits.
Whatever method prepares a starting state, in step (2) a unitary transformation on the density matrix is implemented by use of r.f. pulses combined with waiting periods during which spin-spin couplings inherent in the molecule of the liquid sample exercise their effect. This results in some density matrix ρ ′ at some time t ′ .
Step (3), which we particularly want to notice, is modified in NMR to result in a spectrum conventionally expressed as the time evolution of the measurement of F + , which is equivalent to the simultaneous measurement of F x and F y , defined by
where I j x is a tensor product over all n spins in which all the factors are unit operators except the j-th factor, which is
I j y has instead of I x the j-th factor
(If the resonances of individual spins j are well resolved (e.g. if spin j has a unique gyromagnetic ratio),the corresponding I j x,y can be measured using analogue or digital filters, and not just the sum over all j.) The spectrometer signal for F x starts at t ′ and is a sequence of expectation values obtained at measurement times t k = t ′ + k∆t, k = 0, 1, 2, . . . , where ∆t is the sampling interval. In the Heisenberg picture, the density matrix ρ ′ is fixed and the k-th expectation value is Tr(ρ ′ M k ), where, for
Analogous time sequences can be defined for F y and, in the well resolved case, for
Typically, the signal (which is damped by relaxation in a way not shown in Eq. The original method for solving the DJ problem used for its measurement the projection operator |w, 0 w, 0| while the streamlined method used |w w|, also a projection operator. Less important than it seems at first glance but still provoking of thought is the following: 
where the second equality follows from Λ(F x ) = n as the difference between the minimum and maximum eigenvalues of F x . Thus a small value of |c| demands fine resolution.
The straightforward way to produce a measurement operator in NMR spectrom- It is instructive to look at the first two cases, n = 1 and n = 2. For n = 1, one has 
EXAMPLES OF FUNCTIONS NATURAL TO NMR
With this background, we ask: are there function classes for which a single-time measurement suffices to distinguish a function of that class from the constant function?
Here are some such classes, the definitions of which depend on the concept of a Hamming distance. Let the argument j of a function f : Z N → Z 2 be written as an n-bit string, padded with 0's to the left. Given two integers j, k (with 0 ≤ j, k ≤ 2 n − 1), let d be the number of bits of j that are different from the corresponding bits of k.
This is the Hamming distance between j and k, denoted d(j, k). Consider functions From this proposition, it will be shown that functions of C N can be efficiently distinguished from constant functions by use of an NMRQC; moreover, solving this problem by use of a classical computer requires a number of function evaluations that grows exponentially with n.
Consider a starting state ρ prepared from the equilibrium density operator by a hard 90
• y-pulse: 
By Propositions 1 and 7, every function f ∈ C N is balanced with respect to B, so
In contrast, for the constant functions f 0 (j) = 0 and f 1 (j) = 1 (for all j), one finds
Notice the absence of a factor of N in the denominator, removed by summing over the N elements of I i x , each 1/2. Hence, neglecting effects beyond reach of this theory, an NMRQC operating with the starting density matrix defined in Eq. (25) can distinguish, for any n, functions of class C N from constant functions for any resolution
A striking feature of this result is the appearance in the denominator of n, the number of nuclear spins, rather than N ≡ 2 n . Hence we have a method that avoids the much lamented exponential loss of signal.
THE THERMAL STATE AND |w w|-BALANCED FUNCTIONS
At the expense of an extra bit and a more complex Oracle, the balanced functions (i.e., balanced with respect to |w w|) can be distinguished from constant functions using the starting state obtained merely by a hard 90
• y-pulse applied to the thermal state (see Eq. (25)), requiring neither the pseudopure state of Eq. (18) nor temporal averaging. One requires an Oracle for a function f :
Thus while the function f is a function on n − 1 bits balanced with respect to |w w|, f ′ is a function on n bits balanced with respect to I 1 x . The three steps of execution to decide if f is balanced or constant are then: (1) apply a hard 90
• y-pulse on the thermal state, (2) apply U f ′ for f ′ related to f as above, (3) measure I 1 x in the time domain, in the limit of small times, to obtain a signal that is substantial if f is constant but vanishes if f is balanced with respect to |w w|.
It is easy to check that given this more complex Oracle, an NMRQC decides between balanced functions and constant functions for any resolution
There is no exponential growth in the demand for resolution; indeed there is no growth at all, an advantage over the procedure described in [1] . (The factor of n in 
To see the condition imposed on M by the required invariance of S M under permutations, let P lm be the matrix obtained by permuting rows l and m of the N × N identity matrix. Define an operation of P lm on f by
Because general permutations are compositions of elementary permutations, the necessary and sufficient condition for Tr(Mρ) to be invariant under all permutations is that
It follows from Eqs. (12) and (31) that for any f such that f (l) = f (m), 
(The convention is used that if the upper limit of a sum is less than the lower limit, the sum is zero.) On relabeling some indices in the sums, this becomes with certainty that a function f ∈ C N is not constant is at least 2 n−1 + 1.
Remark: The issue in proving this is to rule out the possibility that the constraint on the Hamming distance associated with the function class C N can greatly reduce the number of invocations required of the Oracle.
Proof: Given an Oracle that, on demand, takes an argument j and computes the function value f (j), how many invocations of the Oracle are sufficient to assure a decision between "f is constant" and "f ∈ C N "? Suppose one has obtained from the
Oracle the values f (j) for any K values of j, with K ≤ N/2, and suppose for all these arguments, f (j) = 0. Then the possibility that f is constant is not excluded.
What about the possibility that f ∈ C N ? We show that under these conditions there exists an f ′ ∈ C N that satisfies f ′ (j) = 0 for all the K arguments tested, so the possibility that f ∈ C N is also not excluded. This follows as soon as we show that 
