In this paper, we present a fully automatic multiview correspondence algorithm based on our tensor representation. Our 
Introduction
A range image of a free-form object acquired from a single viewpoint contains occluded parts. In order to make a complete 3D model of the object, it must be acquired from multiple viewpoints. The number of range images required for a complete 3D model depends upon the complexity of the object and the level of detail required. These range images must be registered in a common coordinate basis. This is achieved by establishing correspondence between overlapping range images. Once the range images are registered in a single coordinate basis, they are integrated and reconstructed to form a complete 3D model which can then be viewed from all sides.
All the modules in the 3D modeling process have been automated except for correspondence. Correspondence is a difficult task because of the following reasons. First, there is no knowledge about the relative viewing angles of the different range images. Second, there is no knowledge about the order of overlap of the range images (which range images overlap and which ones do not). Third, given two overlapping range images, there is no knowledge about their region of overlap or the amount of overlap.
Existing techniques of correspondence like the ICP [3] algorithm, Chen and Medioni's algorithm [5] and registration by maximizing mutual information [17] are not fully automatic because they require initial estimates of registration. Correspondence techniques which claim to be automatic are inefficient and based on various assumptions. Techniques like the RANSAC-based DARCES [4] and graph matching [6] are inefficient because they are based on exhaustive search. The SAI matching [11] assumes the underlying surface to be free of topological holes. Spin image matching [13] requires a uniform sampling of the underlying surface, and its computational complexity increases with the increase in resolution of the range images. Roth's technique [18] requires a significant amount of texture to be present on the surface of an object. Geometric histogram matching [2] uses the Hough transform which is computationally expensive. Bitangent curve matching [22] extracts invariants from bitangent curves which are global features and may not be fully contained inside the overlapping region of the range images. It also requires the calculation of derivatives which are sensitive to noise. Three tuple matching [7] requires the calculation of first and second order derivatives which are sensitive to noise. This technique is also sensitive to the surface sampling and its computational complexity increases linearly with the increase in the resolution of the range images.
All the above algorithms are pairwise correspondence algorithms. None of these algorithms can solve the multiview correspondence problem, where the range images are unordered. To the best of our knowledge there is no automatic multiview correspondence technique available with the exception of Huber's 3D modeling framework [12] . However, this framework relies on an external algorithm for pairwise correspondence. For this purpose, it uses a modified version of the spin images which must find correspondences between AE´AE ½µ ¾ pairs of range images in order to generate a graph of relative pose estimates (AE is the total number of range images) . This has a computational complexity of Ç´AE ¾ µ and is an additional overhead to the computational complexity of the rest of the framework.
In this paper we propose a fully automatic and efficient multiview correspondence algorithm based on our previous work [15] [16] . Our algorithm efficiently builds tensors for all range images and indexes them through a table for fast reference (Section 2). During the multiview correspondence, tensors of different range images at the same index position in the table are matched to derive a spanning tree graph containing range images as nodes and rigid transformations as arcs. Range images are removed from the search space as they are added to the graph in order to gain further efficiency. We also combine our automatic correspondence algorithm with other modular automatic components to make a complete automatic 3D modeling framework.
Tensor and Index Table Computation
During an offline representation phase, tensors are built for all the range images [15] . First all the range images, in the form of point clouds, are converted into triangular meshes Å (where ½ AE ). For reasons of efficiency, a mesh reduction algorithm, that preserves maximum features on the surfaces, is applied to each mesh (see Fig. 1 ) resulting in reduced meshes Å ¼ . For this purpose, we used Garland's surface simplification algorithm [10] . However, any other efficient algorithm can be used. Normals are then calculated for each vertex of an Å ¼ . Next, sets of two points along with their normals are selected to define local 3D coordinate bases. To avoid the Ò ¾ (where Ò is the number of points in Å ¼ ) combinatorial explosion of the points, a distance constraint is imposed on the pairing of points. This distance constraint allows the pairing between only those points which are within a prespecified distance.
The allowable distance between point pairs is selected as a fraction of the bounding dimensions of the object. All range images are transformed to their principal axes and the approximate Ü Ý Þ bounding dimensions ( Ü Ý Þ ) of the object are calculated using Eqn. 1. È is the rotation matrix which aligns Î along its principal axis. The operator "Ñ Ü ÜÝÞ´Î µ" takes the maximum values of Ü Ý, and Þ in Î .
The limits of the distance constraint ( Ñ Ò and Ñ Ü ) are calculated from using Eqn. 2 and Eqn. 3. The distance constraint ensures that the points that are selected to define the 3D basis are far enough so that the calculation of the coordinate basis is not sensitive to noise and close enough so that both points can lie inside the overlapping region. Each point is paired with only the closest three points which satisfy the distance constraint, limiting the maximum number of possible pairs to ¿Ò.
For each valid pair of points, a local 3D basis is defined as follows. The center of the line joining the two points defines the origin. The average of the two normals defines the z-axis. The cross product of the two normals defines the x-axis and finally the cross product of the z-axis with the x-axis gives the y-axis. This 3D basis ( Fig. 2(a) ) is used to define a 3D grid centered at the origin (Fig. 2(b) ). Two parameters need to be selected, namely, the number of bins in the 3D grid and the size of each bin × . Varying the number of bins from less to more varies the representation from being local to being global. In our experiments we found that defining a ½¼ ¢ ½¼ ¢ ½¼ grid gave good results. The bin size defines the level of granularity at which the object's surface is represented and is also calculated from using Eqn. 4.
Once the 3D grid is defined over the mesh, the surface area intersecting each bin of the grid is recorded in a third order tensor. Each element of the tensor is the area of the mesh that intersects the bin corresponding to that element inside the 3D grid ( Fig. 2(d) ). This tensor corresponds to a local representation of the surface. To find the area of intersection of the mesh with each bin of the 3D grid, we start from a point that is closest to the origin of the 3D basis and visit each triangular facet in its immediate neighbourhood. The area of intersection of a triangle and a bin is calculated using Hodgman's polygon clipping algorithm [9] . Once all the triangular facets in the immediate neighbourhood of the point have been visited and their intersection with the grid bins calculated, their next outer neighbouring triangular facets are considered. This process continues until a stage is reached when all the triangular facets are completely outside the 3D grid, at which point the computation is stopped. The angle between the normals of the two points defining a tensor, which we call the definition angle , is used in a 1D table to index the tensor for quick reference. Each bin of the index table serves as a quick reference to a group of tensors that are within a certain range (¡ ) of . Choosing a small ¡ will reduce the number of possible matches for a tensor hence reducing matching time. However, it will also increase the risk of missing out a correct matching tensor. We found from our experiments that ¡ Ó gave good results.
Most of the bins of the 3D grid are likely to be empty ( Fig. 2(b) ) resulting in tensors with many zero entries. The tensors are converted into sparse arrays which reduces the memory utilization by approximately 85%. Moreover, tensors that have more than 95% elements as zero are discarded. Such tensors generally result from 3D grids defined over the boundaries of the views and are not likely to give correct matches. Discarding such tensors makes the matching process more efficient in addition to the saving in memory.
Automatic Multiview Correspondence
The three tuple (Å Å ¼ and tensors) are fed to our automatic multiview correspondence algorithm. Our algorithm searches for a spanning tree graph containing range images as nodes and arcs representing transformation between its end nodes. Using this graph and by concatenating transformations, all the range images can be registered in the coordinates of a reference view. The algorithm proceeds as follows. The mesh Å Ê which has the maximum number of data points is selected as the root node to initialize the graph. Next, tensors of Å Ê are matched with the tensors from the remaining AE ½ meshes that are at the same index position in the index table. Details of the tensor matching are given in this section below. When a mesh is found with a matching tensor, it is added to the graph and joined with node Å Ê with an arc. The arc represents the transformation that aligns the two meshes. Once a mesh has been added to the graph, it is removed from the search list (see Fig. 3 ). Therefore, the remaining tensors of Å Ê would be matched with the tensors of AE ¾ meshes only. This process continues until all those meshes whose tensor matches with a tensor of Å Ê are added to the graph. When all the tensors of Å Ê have been considered for matching, another mesh which has the highest number of data points is picked up from the graph and its tensors are matched with the remaining meshes in the search space. This process continues increasing the graph each time a match is found and decreasing the search space until all the meshes have been added to the spanning tree. Fig. 3 shows the trace of our algorithm for the 19 range images of the dog.
To match a tensor Ì Ñ of model mesh Å ¼ Ñ and tensor Ì × of scene mesh Å ¼ × , the following procedure is adopted. First, the overlap ratio Ê Ç of the two tensors is calculated according to Eqn. 5 (where Á Ñ× and Í Ñ× are the intersection and union of the occupied bins of the two tensors). If Ê Ç is greater than a threshold Ø Ö (set to 0.5) the correlation coefficient of the two tensors is calculated in their region of overlap (Eqn. 6). If is greater than a threshold Ø (also set to 0.5), the algorithm proceeds to local-verification. During Ø Ç Ñ Ç × Ê Figure 3 . Trace of the multiview correspondence algorithm for the dog data set. The search space reduces as the graph is built.
In Eqn. 6, Ì Ñ´ÁÑ× µ and Ì ×´ÁÑ× µ are the tensor values in the region of overlap of Ì Ñ and Ì × respectively.
In Eqn. 7, Ñ and × are the matrices of coordinate basis used to define the model and scene tensors respectively.
× is the transpose of matrix × . In Eqn. 8 Ç Ñ and Ç × are the coordinates of the origins of Ì Ñ and Ì × respectively (see Fig. 2(a) global-verification step. If any one of the above local-verification steps fails, the next pair of tensors is selected for matching and the process is repeated.
Global-verification is performed before a new mesh can be added to the graph as follows. The combined bounding dimensions Ä of the existing meshes in the spanning tree and the new mesh are calculated after they have been registered in a similar way using Eqn. 9. Next, is subtracted from Ä . If the maximum difference between the two is less than Ö × , the newly added mesh is accepted in the graph. If global-verification fails, the whole process is repeated.
Completing the 3D Model
Once the correspondence graph is complete, all the meshes are registered in the coordinate basis of a reference mesh and correspondences are established between the close points of all overlapping meshes (not just the ones connected in the graph). This exhaustive list of correspondences is then fed to a global registration algorithm [21] which registers the views globally, distributing the registration errors evenly over the 3D model. Finally, the meshes are automatically integrated and reconstructed using VripPack [1] which uses the volumetric integration algorithm by Curless and Levoy [8] for integration and the marching cubes algorithm [14] for reconstruction.
Results
We performed our experiments on a large data set of high resolution range images (approx. 40,000 points per view). In this paper we present the results of our experiments performed on three objects namely, the dog, the dinosaur and the bone (range data taken from [20] ). In each case the unordered range images of the object were fed to our algorithm and their respective 3D models were generated. Fig. 3 shows the spanning tree built from the range images of the dog whereas Fig. 4(a) and Fig. 4(b) show the spanning tree built from the range images of the bone and the dinosaur respectively. Fig. 5 shows the 3D models of the objects viewed from three different angles.
Conclusion
We presented a fully automatic multiview correspondence algorithm based on our previously published tensor representation for registering unordered range images. Our algorithm uses an index table to efficiently match tensors of different views for establishing correspondences. We also integrated our algorithm with other modular automatic components to make a complete automatic 3D modeling framework. Our results show that our algorithm is fully automatic, efficient and applicable to free-form objects.
