Choosing a random peer by Valerie King & Jared Saia
Choosing a Random Peer
Valerie King ¤ Jared Saia y
Abstract
We present the ¯rst fully distributed algorithm which chooses a
peer uniformly at random from the set of all peers in a distributed hash
table(DHT). Our algorithm has latency O(logn) and sends O(logn)
message in expectation for a standard DHT like Chord [16]. Our mo-
tivation for studying this problem is threefold: to enable data collec-
tion by statistically rigorous sampling methods; to provide support
for randomized, distributed algorithms; and to support the creation
and maintenance of random links, and thereby o®er a simple means to
improve fault-tolerance.
1 Introduction
In this paper, we address the problem of choosing a peer uniformly at random
from the set of all peers in a Dynamic Hash Table(DHT). Random sampling
is a fundamental statistical operation; a function which chooses a random
peer can be used for many types of applications, including the following:
² Data Collection: By randomly sampling peers, we can quickly col-
lect the following types of useful information: peer opinions, e.g. on
popular content; physical properties of network nodes, e.g. for mea-
surement studies like [15, 14]; and environmental data, e.g. for sensor
networks.
² Supporting Randomized Algorithms: We know of two randomized algo-
rithms for P2P systems which require a function for choosing a random
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1peer. The ¯rst algorithm ensures good load-balancing of computa-
tional tasks across the peers in a network [7]. The second algorithm
provides a scalable solution to the Byzantine agreement problem [8].
Both algorithms critically rely on the existence of a function for choos-
ing a random peer, but unfortunately, both results only suggest heuris-
tics to approximate such a function.
² Create Random Links: Consider a network where every node has a
small number of links to other random nodes. Such a network is known
to be robust in the sense that it will stay well-connected even in the
face of a sudden, massive number of adversarial node deletions [11].
A function for choosing a random peer allows for simple creation and
maintenance of random links, and these random links provide an extra
measure of robustness.
In this result, we will use the standard DHT model. For convenience, we
will assume that the \key space" of the DHT is scaled so it is in the range
(0;1] and will think of the DHT as a circle with unit circumference, which
we will call the unit circle. We assume that n peers are connected in the
DHT and that all of the n peers are mapped to locations on the unit circle
which we call peer points. We assume that the n peer points are distributed
uniformly at random on the unit circle1. We further assume that the DHT
provides two basic operations: h and next. For a point x on the unit circle,
h(x) is the peer whose peer point is closest in clockwise distance to x. For a
given peer p, next(p) returns the peer whose peer point is closest in clockwise
distance to p's peer point.
Our problem then is to design a scalable, distributed function which
chooses a peer uniformly at random from the set of all peers in the DHT.
We want this function to use only the basic DHT operations h and next and
we want it to be scalable in the sense that latency and bandwidth will be at
most polylogarithmic in n.
A simple heuristic for this problem is to choose a random point x on the
unit circle and return h(x). Unfortunately, this heuristic, although simple,
is biased. The probability that a peer p is chosen by this heuristic is propor-
tional to the length of the arc between the peer point for p and the closest
counter-clockwise peer point. The lengths of these arcs vary widely. In par-
ticular, with high probability, the longest arc is of length £(logn=n) [16] and
the shortest arc is of length £(1=n2) (see Theorem 8). Thus, the peer with
1As is standard, we use the random oracle model [2] for the base hash function of the
DHT.
2the longest arc will be chosen £(nlogn) times more frequently than the peer
with the shortest arc. To remove this bias, we require a more sophisticated
algorithm.
1.1 Our Results
Our main result is stated in Theorems 6 and 7, which are summarized here.
These theorems show that, with high probability, our algorithm:
² always chooses each peer p with probability exactly 1=n;
² has expected latency O(logn) and sends O(logn) messages in expec-
tation.
In particular, for any base hash function of the DHT, with probability 1¡
3=n, our algorithm has these two properties every time it is called by any peer
in the DHT. The expected latency and message costs assume that the DHT
computes the function h with O(logn) latency and O(logn) messages, and
that it computes the function next with O(1) latency and O(1) messages.
1.2 Related Work
To the best of our knowledge, Gkansidis et al give the only other result
which directly addresses the problem of choosing a random peer in a p2p
system [5]. They show that random walks can provide a good approxima-
tion to uniform sampling for networks where the second eigenvalue is con-
stant. Unfortunately, their result only approximates uniform sampling and
the closeness of the approximation is impossible to formally state without
knowledge of the second eignevalue of the network.
There are several results on adding load-balancing extensions to the basic
DHT model. These results seek to more equitably map the function h across
the peers. One technique is that of virtual nodes(see e.g. [16]): each peer
maps to O(logn) peer points on the unit circle. A peer is then responsible
for all points which are closest in clockwise distance to any of its O(logn)
peer points. While virtual nodes do improve load-balancing, one drawback,
as noted in [4] and [6], is that they also increase the bandwidth required
for basic network maintenance. There are several load-balancing techniques
which do not use virtual nodes [4, 1, 13, 6]. Generally these techniques work
by dynamically \reassigning" hash space among the peers to ensure that no
peer is ever responsible for too large a portion.
We have assumed a standard DHT which has no load-balancing exten-
sions. We make this assumption for two reasons. First, we would like our
3protocol to be applicable for a wide-range of DHTs. Unfortunately, there is
currently no consensus about the best way to add load-balancing extensions
to a DHT so assuming some particular method would hurt generality. We
believe that adding load-balancing extensions to the DHT generally makes
the problem of choosing a random peer easier and so the results we have for
the basic DHT can be easily adapted to a DHT which has load-balancing
extension. Second, we want our results to hold even in the presence of
malicious faults and we are not aware of any DHTs with load-balancing
extensions which are provably robust to malicious faults.
1.3 Notation
For any two points x and y on the unit circle, we let d(x;y) be the distance
from x to y traveling clockwise along the perimeter of the unit circle (i.e. if
y ¸ x, then d(x;y) = y ¡ x else d(x;y) = (1 ¡ x) + y). For a given peer p,
we let l(p) be p's peer point. We note that k applications of next returns
the kth next peer in the clockwise ordering around the circle from l(p) and
is denoted next(k). We assume that a single application of next has O(1)
latency and requires O(1) messages to be sent. We assume that computing
h(x) for some arbitrary point x has th latency and requires mh messages to
be sent. Typically th = O(logn) and mh = O(logn).
The rest of this paper is laid out as follows. In Section 2 we give an
algorithm which allows a peer to estimate n to within a constant factor.
We then use this algorithm in Section 3 when we present our algorithm for
choosing a peer uniformly at random. We conclude and give directions for
future work in Section 4.
2 Estimating n
In this section, we describe an algorithm which allows a peer p to estimate n
to within a constant multiplicative factor. We are not aware of any similar
result in the literature, so this algorithm may be of independent interest.
The algorithm has two steps. The ¯rst is to estimate n to within a constant
exponent. The second is to use the ¯rst estimate to estimate n within a
constant factor.
The algorithm is given below. It takes as parameter a constant c1 which
determines the tightness of the estimate of n (as described in the proof of
correctness).
4Estimate n
1. ^ n1 Ã [d(l(p);l(next(p)))]¡1;
2. s Ã c1 log ^ n1;
3. t Ã d(l(p);l(next(s)(p)));
4. Return ^ n2 Ã s=t.
We will now show that the algorithm Estimate n returns a constant
factor approximation to n with high probability. To show this, we will ¯rst
need the following two lemmas. The ¯rst lemma is similar to Mahlki et.
al. [9].
Lemma 1. With probability at least 1¡1=n: (property 1) h has the property
that for any peer, p,
lnn ¡ lnlnn ¡ 2 · ln
µ
1
d(l(p);l(next(p)))
¶
· 3lnn
Consider some interval I on the circumference of the unit circle. We say
that I is anchored if I has a peer point, p, at its counterclockwise endpoint.
We say that p is the anchor point for I. The proof of the following lemma
is in Appendix A.
Lemma 2. Let ®1;®2;² be ¯xed positive constants with ®1 < ®2 and 0 ·
² · 1=2. Let C > 144=®1²2. Then for n su±ciently large, with probability
at least 1 ¡ 1=n,the following (property 2) is true for h:
² For any anchored interval I on the circumference of the unit circle.
If the number of peers that I contains other than the anchor point
is greater than C®1 logn and less than C®2 logn, then I is of length
between C(1 ¡ ²)®1(logn=n) and C(1 + ²)®2(logn=n)
For given functions f(n) and g(n), we say that f(n) is a (°1;°2) approxi-
mation of g(n) if °1g(n) · f(n) · °2g(n). We can now give the main lemma
of this section.
Lemma 3. With probability at least 1 ¡ 2=n, h is such that the output of
the algorithm Estimate n, for all peers, is a (2=7¡²1;6+²1) approximation
of n, for ²1 any positive constant and n su±ciently large.
5Proof. For given functions f(n) and g(n), we say that f(n) is a (°1;°2)
approximation of g(n) if °1g(n) · f(n) · °2g(n). Lemma 1 says that
with high probability, s is a (¯;3) approximation to c1 logn for any ¯xed
¯ < 1 when n is su±ciently large. Similarly, Lemma 2 shows that t is a
(¯ ¡ ²;3 + ²) approximation to (c1 logn)=n for any ² > 0, for n and c1
su±ciently large. Thus, ^ n2 is a
³
¯
3+²; 3
¯¡²
´
-approximation to n for c1 and n
su±ciently large.
3 Choosing a random peer
Our algorithm for choosing a random peer is presented in Figure 1. In this
algorithm, we let ^ n be a (°1;°2)-approximation to n, °1, °2 constants. We
further let n0 = ^ n=°1 and let ¸ = 1=(7^ n). Then ¸ · 1=(7n) and is £(1=n).
The main idea of the algorithm is to partition the unit circle into disjoint
intervals so that for each peer there is a set of intervals assigned to that peer
whose lengths sum exactly to ¸. A random number from (0;1] is repeatedly
chosen until one is found which is contained in some interval which has been
assigned to a peer. That peer is then returned.
Let I(a;b) denote an interval (a;b] on the unit circle from point a clock-
wise to point b. The length of an interval I, denoted jIj, is big if jIj ¸ ¸.
Else it is small. We say interval I is peerless if it contains no peerpoints
(except for its clockwise endpoint. An interval I(a;b) is maximally peerless
if it is peerless and a and b are peerpoints.
The assignment of intervals works as follows: Let x be the point such
that jI(x;l(p))j = ¸. If I(x;l(p)) is peerless, then that interval is assigned
to p. Otherwise, let I(y;l(p)) be a small maximally peerless interval. Then
p is assigned this interval and supplementary intervals.
In the algorithm, if the interval from s to l(h(s)) is small, then h(s) is
returned.
3.1 Proof of Correctness
We show here if there are n peers, our algorithm chooses each peer with
probability 1=n. It su±ces to show that each interval is assigned to at most
one peer and the sum of the lengths of intervals assigned to each peer are
equal.
A peer whose location is a clockwise endpoint of a peerless interval of
length at least ¸ is assigned an interval of length ¸, by case SMALL in line
6Choose Random Peer
1. s Ã random number in (0;1];
2. If jI(s;l(h(s))j is SMALL then return h(s);
3. Else:
(a) first Ã h(s); T Ã jI(s;l(first)j ¡ ¸;
(b) Repeat 6lnn0 times or until T < 0:
i. T Ã T + jI(l(first);l(next(first)))j ¡ ¸;
ii. if T · 0 return next(first), else first Ã next(first).
Figure 1: Algorithm for choosing a random peer.
2. It remains to show that the algorithm is able to assign disjoint intervals
of length ¸ to other peers.
We now show that the set of lnn0 consecutive maximally peerless inter-
vals counterclockwise from a needy interval I are together long enough to
supplement I and every needy interval within the set.
Lemma 4. With probability greater than 1 ¡ 1=n, (property 3) h has the
property that the sum of the lengths of any 6lnn consecutive maximally
peerless intervals must be at least (lnn)=n.
Proof. We will show that no interval of length less than (lnn)=n contains
more than 6lnn peer points. The analysis follows from the balls and bins
paradigm. Partition the unit circle into disjoint consecutive intervals (bins)
of length (lnn)=n. Let X be the number of balls in any one bin. Then
E[X] = lnn. By the Cherno® bound, Pr(X > (1 + ±)E[X]) < e¡2E[X] =
1=n2 for ± ¸ 2.
So with high probability, no consecutive pair of bins contains more than
6lnn peerpoints which implies that no interval of length (lnn)=n in the unit
circle contains more than 6lnn peerpoints.
Corollary 5. The sum of the lengths of any 6lnn0 consecutive maximally
peerless intervals must be at least (lnn0)=n0.
Proof. Since n0 ¸ n, we know that 6lnn0 ¸ 6lnn and that (lnn0)=n0 ·
(lnn)=n. The proof then follows directly from lemma 4.
7Theorem 6. Let h be a random function. Then with probability at least
1 ¡ 3=n, h has properties (1)-(3). In this case, our algorithm chooses each
peer with probability 1=n.
Proof. The fact that if h is a random function, it has properties (1)-(3) with
probability 1 ¡ 3=n follows immediately from Lemmas 1, 2, 4 and a union
bound.
Because our algorithm is deterministic after s is chosen, it follows that
each point on the unit circle can map to at most one peer. It remains to
show that each peer has exactly a ¸ measure of points on the unit circle
that map to it. Fix a peer p (for notational convenience, we will use p to
refer both to the peer and to its peer point). For two points x and y on the
unit circle, let ¼(x;y) be the number of peer points in the interval I(x;y)
and let f(x;y) = d(x;y) ¡ ¸ ¢ ¼(x;y). Intuitively, f(x;y) is the T value our
algorithm would compute if it started at point x and continued to the point
y. Call a point x, f-maximal for p if (1) f(x;p) · 0 and (2) for all, x0 such
that d(x0;p) < d(x;p), f(x0;p) < f(x;p).
We now show that a point x maps to the peer p if and only if x is f-
maximal for p. Assume there exists a point x0, such that d(x0;p) < d(x;p)
and f(x0;p) ¸ f(x;p), and let x0 be the closest clockwise point to x which
satis¯es this property. Then we know that:
f(x;x0) = f(x;p) ¡ f(x0;p);
· 0:
Hence the point x maps to h(x0). We note that for d(x0;p) < d(x;p) and for
f(x0;p) ¸ f(x;p), it must be the case that h(x0) 6= p. Now assume that for
all x0, such that d(x0;p) < d(x;p), we know that f(x0;p) < f(x;p). Then
for any x0 in the interval (x;p):
f(x;x0) = f(x;p) ¡ f(x0;p);
> 0:
It follows that x maps to no peer points between x and p, except possible p.
Further, by de¯nition, we know that f(x;p) · 0. This implies that x must
map to p.
Now let p0 be the point minimizing d(p0;p), such that ¼(p0;p) = 6ln(n0).
Intuitively, p0 is the most counterclockwise point that our algorithm could
map to the peer p. We are interested in the measure of the set of points
which are f-maximal for p as x ranges from p to p0. We note by Corollary 5
that f(p0;p) ¸ (1=7)(lnn0=n0) ¸ 0. We further note that f(p;p) = ¡¸.
8Thus the function f(x;p) ranges from ¡¸ to at least 0 as x ranges from p
to p0. We note that f(x;p) is linear with slope one whenever it is increasing
over this interval. Thus the measure of the set of points x in the range p
to p0 which are f-maximal for p must be exactly equal to ¸. This implies
that there is exactly a ¸ amount of arc length that our algorithm maps to p.
Since p was an arbitrary peer, it must be the case that each peer is chosen
with probability exactly 1=n.
3.2 Latency and Bandwidth
Theorem 7. Our algorithm has latency O(th + logn) and sends O(mh +
logn) messages in expectation. In particular, if th = mh = O(logn), as in
a standard DHT, then our algorithm has latency cost O(logn) and sends
O(logn) messages in expectation.
Proof. It is easy to see that ^ n can be computed with O(th + logn) latency
and with O(mh+logn) messages, since there are O(1) applications of h and
O(logn) applications of next.
We note that every call to the algorithm for picking a random peer also
has O(th + logn) latency and sends O(mh + logn) messages, since there is
1 application of h and O(logn) applications of next.
Now we bound the expected number of times the algorithm for picking a
random peer must be called until it succeeds. Since a disjoint arc length of ¸
has been assigned to each peer, the probability of ¯nding an assigned point
is n¸ or ­(1). Since each trial is independent, the number of trials needed
to ¯nd an assigned point is a geometric random variable with probability
n¸. In particular, the expected number of trials is no greater than 1=(n¸)
or O(1). This implies that the expected latency of the entire algorithm is
O(th+logn) and the expected number of messages sent is O(mh+logn).
4 Conclusion and Open Problems
We have presented the ¯rst algorithm which chooses a peer uniformly at
random from the set of all peers in a DHT. Numerous open problems remain
including the following:
² Our algorithm is relatively simple and has small asymptotic resource
costs. We would like to empiricially evaluate it to determine if it will
work well in practice. Is it possible to reduce the constants in the
asymptotic notation any further?
9² Many peer-to-peer networks like Gnutella have much less structure
than a DHT. Are there e±cient algorithms to choose random peers in
semi-structured peer-to-peer networks?
² In some applications, we may want to choose a peer with a biased
probability. For example, we may want to choose a peer with proba-
bility that is inversely proportional to its distance from us on the unit
circle. Are there e±cient algorithms to choose a random peer with
speci¯cally biased probabilities?
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A Proofs
In this section, we present proofs of some of the theorems stated in the
paper.
Theorem 8. With high probability, when n peers are distributed uniformly
at random on the unit circle, the shortest arc length between two peers is
£(1=n2)
Proof. First we show that the smallest arc length is O(1=n2). Imagine that
we are tossing the peers onto the unit circle one at a time. Let k be such
that 0 · k < 1 and let Âi be the event that no arc of size k or less is formed
up to the time the i-th peer is thrown in. Then we can say that:
P(ÂijÂi¡1) · 1 ¡ k(i ¡ 1):
12Thus we have:
P(Ân) =
n Y
i=2
P(ÂijÂi¡1);
·
n Y
i=1
(1 ¡ ki);
· e¡
Pn
i=1 ki;
· e¡k(n+1)n=2:
We note that the last term is a constant only when k = O(1=n2)
To see that the smallest arc length is ­(1=n2), let ¹ Ân be the probability
that some arc is of length k or less when the n-th peer is thrown. Then note
that:
P( ¹ Ân) = 1 ¡ P(Ân);
¸ 1 ¡ e¡k(n+1)n=2:
For k = ­(1=n2), this probability can be made arbitrarily close to 1.
We now present the proof of Lemma 2 which we repeat here for conve-
nience.
Lemma 2: Let ®1;®2;² and k be ¯xed positive constants with ®1 < ®2 and
0 · ² · 1. Let C be a positive constant depending only on ®1;®2;² and k.
Then for n su±ciently large, with probability 1¡n¡k,the following statement
is true:
² For any anchored interval I on the circumference of the unit circle.
If the number of peers that I contains other than the anchor point
is greater than C®1 logn and less than C®2 logn, then I is of length
between C(1 ¡ ²)®1(logn=n) and C(1 + ²)®2(logn=n)
Proof. Fix some peer point p on the unit circle. Let Is be the interval
starting at p and extending clockwise for a distance of C(1¡²)®1(logn=n).
Let Il be the interval starting at p and extending clockwise for a distance
of C(1 + ²)®2(logn=n). We will now show that with high probability, Is
contains less than or equal to C®1 logn other peer points and Il contains
greater than or equal to C®2 logn other peer points.
Let Xs be a random variable giving the number of peer points other than
p that fall in the interval Is. Note that a single peer point falls in the interval
13Xs with probability C(1 ¡ ²)®1(logn)=n, so by linearity of expectation:
E(Xs) = C(1 ¡ ²)®1(n ¡ 1)(logn)=n:
Cherno® bounds [12] tell us that for any ±, 0 · ± · 1:
P(Xs > (1 + ±)E(Xs)) < e¡
±2E(Xs)
3 ;
Setting ± = ²=(1 ¡ ²), ensures that
(1 + ±)E(Xs) = C®1(logn)(n ¡ 1)=n
· C®1 logn
Thus:
P(Xs > C®1 logn) < e
¡
C²2®1(n¡1) log n
3n(1¡²) :
· e
¡
C²2®1 log n
6(1¡²) :
· e¡
C²2®1 log n
6 :
Where the second line follows if we assume that n ¸ 2 (since then (n ¡
1)=n ¸ 1=2) and the third line follows by our assumption that 0 · ² · 1.
Now let Xl be a random variable giving the number of peer points other
than p that fall in the interval Il. A single peer point falls in the interval Xl
with probability C(1 + ²)®2(logn=n) so by linearity of expectation:
E(Xl) = C(1 + ²)®2(n ¡ 1)(logn)=n:
Cherno® bounds [10] tell us that for any ±, 0 · ± · 1:
P(Xl < (1 ¡ ±)E(Xl)) < e¡
±2E(Xl)
2 ;
We want to choose ± such that (1 ¡ ±)E(Xl) ¸ C®2 logn. Assume that
(n ¡ 1)=n ¸ ° for some value ° < 1. Then we know that E(Xl) ¸ C°(1 +
²)®2 logn. Thus to ensure that (1 ¡ ±)E(Xl) ¸ C®2 logn, it su±ces if
(1 ¡ ±) ¸ 1
°(1+²). In other words, we need ± · 1 ¡ 1
°(1+²). To use Cherno®
bounds, we have the additional constraint that 0 · ± · 1. Thus, it must be
the case that 1
°(1+²) < 1. Choosing ° =
1+²=2
1+² satis¯es all of these constraints
14and requires that ± · ²
2+². To recap, the key assumption we are making is
that (n ¡ 1)=n ¸
1+²=2
1+² which is true when n ¸
2(1+²)
² .
Setting ± = ²
2+² (and assuming that n >
2(1+²)
² ), we have that.
P(Xl < C®2 logn) < e
¡
C®2(n¡1)²2(1+²) log n
2n(2+²)2 :
· e
¡
C®2²2(1+²) log n
4(2+²)2 :
· e¡
C®2²2 log n
36 :
Where the second line follows if we assume that n ¸ 2 (since then (n¡1)=n ¸
1=2) and the third line follows by our assumption that 0 · ² · 1.
Now for the peer p, consider any anchored interval I that has p as its
anchor point. Say that I is small if it has length less than or equal to
C(1 ¡ ²)®1(logn=n), and large if it has length greater than or equal to
C(1 + ²)®2(logn=n). The bad event for p is that either 1) I is small and I
contains greater than C®1 logn peer points other than p or 2) I is large and
I contains less than C®2 logn peer points other than p. Let »p be the bad
event for the peer p. Then, by a simple union bound, we can say that
P(»p) · e¡
C²2®1 log n
6 + e¡
C®2²2 log n
36
· 2e¡
C²2®1 log n
36
Now let » be the event that for any peer p, there exists an interval I
anchored at p such that 1) I is small and I contains greater than C®1 logn
peer points other than p or 2) I is large and I contains less than C®2 logn
peer points other than p. In other words, » is the event that the statement
of the lemma fails. Again by a simple union bound, we can say that:
P(») · 2ne¡
C²2®1 log n
36
= 2ne¡
C²2®1 ln n
36 ln 2
= 2n1¡
C²2®1
36 ln 2
The last equation can be made arbitrarily small for C chosen large enough.
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