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ABSTRACT
We study the Maxwell-Dirac equations, which model the fermionic relativistic elec-
trodynamics in the case where the fermion field is itself the source of the electro-
magnetic field. This system is formulated by exploiting that fact that the Dirac
equation can be algebraically inverted, and the resulting expression for the vector
potential in terms of the spinor fields can be directly substituted into Maxwell’s
equations.
We work in a formalism where the physical states are described by a set of tensor
fields, formed from bilinear combinations of (non-Grassmann) spinor fields and Dirac
matrices. This results in a set of manifestly gauge invariant equations that lack such
unphysical degrees of freedom. Through the use of Fierz expansions on quadratic
spinor combinations, and their associated identities, a large set of interrelationships
between bilinear fields can be obtained. This permits the description of the Maxwell-
Dirac system in terms of tensor current densities, and their quadratic Fierz identities
and continuity constraints.
The resulting set of self-coupled Maxwell-Dirac equations is mathematically in-
tractable without further constraint. We show how demanding invariance of the
bilinear tensor fields under the action of arbitrary subgroups of the Poincare´ group
of rotations, translations and boosts reduces the equations to the point where they
are more manageable. In this thesis, we demonstrate in detail how the Maxwell-
Dirac equations reduce under several example subgroups.
We also develop the gauge invariant bilinear formalism for the stress-energy tensor,
which can be used to calculate physical quantities such as the momentum and mass-
energy corresponding to a Maxwell-Dirac solution. The calculation is approached
from two independent points of view, namely the Belinfante method and the varia-
tional method from general relativity, which we find to be in agreement.
Finally, by analogy with the method in electromagnetism, we extend the algebraic
inversion of the Dirac equation to the case where the spinors are isospin doublets,
and the gauge field corresponds to the non-Abelian group SU(2). Following the
definition of non-Abelian bilinears and Fierz identities, the inverted form itself is
given formally, with the application of a Neumann series required for an explicit
expression.
ACKNOWLEDGEMENTS
I would like to thank Dr. Peter Jarvis for his unrelenting good will and invaluable
advice, as well as Prof. Larry Forbes, without whose energy my equations would
have remained an unassailable wall of text. My fellow students, Paul Stack and
David Horsley deserve to be mentioned also, for listening to my tedious problems and
offering insightful ideas, and Graham Legg for his foundational work and guidance.
Lastly, my wife Ingrid, whose constant support and companionship made this task
far more bearable.
- For Leo, who will always be on top of the world.
TABLE OF CONTENTS
TABLE OF CONTENTS i
LIST OF FIGURES v
1 Introduction 1
1.1 The Maxwell-Dirac equations . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The Fierz bilinear formalism . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Symmetry reductions and solutions . . . . . . . . . . . . . . . . . . . 4
1.4 The bilinear stress-energy tensor . . . . . . . . . . . . . . . . . . . . 7
2 Maxwell-Dirac Theory and Gauge Invariant Formulation 10
2.1 Dirac equation inversion . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Fierz identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Vector potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 The tetrad of bilinears . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Field strength tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 Maxwell-Dirac equations . . . . . . . . . . . . . . . . . . . . . . . . . 17
3 Poincare´ Subgroups and Invariant Tensor Forms 18
3.1 The Poincare´ generators . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Spherical symmetry (subgroup P3,4) . . . . . . . . . . . . . . . . . . 22
3.3 Cylindrical symmetry (subgroup P12,8) . . . . . . . . . . . . . . . . . 24
3.4 P11,2 symmetry (“screw” subgroup) . . . . . . . . . . . . . . . . . . . 25
3.4.1 Bϕ invariant fields . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4.2 Bϕ, X1 invariant fields . . . . . . . . . . . . . . . . . . . . . . 27
3.4.3 Bϕ, X1, X2 invariant fields . . . . . . . . . . . . . . . . . . . 29
i
TABLE OF CONTENTS ii
3.4.4 Bϕ, X1, X2, X3 invariant fields . . . . . . . . . . . . . . . . . 30
3.5 P˜13,10 symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.5.1 B˜λ invariant fields . . . . . . . . . . . . . . . . . . . . . . . . 30
3.5.2 B˜λ, X1 invariant fields . . . . . . . . . . . . . . . . . . . . . . 32
3.5.3 B˜λ, X1, X3 invariant fields . . . . . . . . . . . . . . . . . . . 33
3.5.4 B˜λ, X1, X3, X4 invariant fields . . . . . . . . . . . . . . . . . 34
4 Maxwell-Dirac Symmetry Reductions 35
4.1 Spherical symmetry (subgroup P3,4) . . . . . . . . . . . . . . . . . . 36
4.1.1 Fierz identities . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.1.2 Vector potential . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.3 Field strength tensor . . . . . . . . . . . . . . . . . . . . . . . 38
4.1.4 Maxwell equations . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Cylindrical symmetry (subgroup P12,8) . . . . . . . . . . . . . . . . . 42
4.2.1 Fierz identities . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.2 Vector potential . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.3 Field strength tensor . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.4 Maxwell equations . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 P11,2 symmetry (“screw” subgroup) . . . . . . . . . . . . . . . . . . . 46
4.3.1 Fierz identities . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.2 Vector potential . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.3 Field strength tensor . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.4 Continuity equations . . . . . . . . . . . . . . . . . . . . . . . 47
4.4 P˜13,10 symmetry (“trans-boost” subgroup) . . . . . . . . . . . . . . . 47
4.4.1 Fierz identities . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4.2 Vector potential . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4.3 Field strength tensor . . . . . . . . . . . . . . . . . . . . . . . 49
4.4.4 Maxwell equations . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4.5 Fierz-Maxwell-Dirac reduction . . . . . . . . . . . . . . . . . 50
5 Maxwell-Dirac stress-energy tensor 52
5.1 Maxwell-Dirac stress-energy tensor via Belinfante . . . . . . . . . . . 53
5.1.1 Belinfante tensor for a free Dirac particle . . . . . . . . . . . 53
5.1.2 Belinfante tensor in bilinear form . . . . . . . . . . . . . . . . 54
TABLE OF CONTENTS iii
5.1.3 Maxwell-Dirac Belinfante tensor . . . . . . . . . . . . . . . . 56
5.2 Maxwell-Dirac stress-energy tensor via general relativity . . . . . . . 56
5.2.1 Bilinear form of Dirac Lagrangian . . . . . . . . . . . . . . . 56
5.2.2 Variational form of the stress-energy tensor . . . . . . . . . . 57
5.2.3 Variational Maxwell-Dirac stress-energy tensor . . . . . . . . 58
5.3 Symmetry reduction of the Maxwell-Dirac stress-energy tensor . . . 62
6 Solutions of the Reduced Maxwell-Dirac Equations 65
6.1 Static, spherically symmetric reduction . . . . . . . . . . . . . . . . . 65
6.1.1 Maxwell-Dirac ODE . . . . . . . . . . . . . . . . . . . . . . . 65
6.1.2 Natural L-H units and non-dimensionalization . . . . . . . . 68
6.1.3 An exact solution . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.1.4 Linearization about the exact solution . . . . . . . . . . . . . 70
6.1.5 Equilibrium points . . . . . . . . . . . . . . . . . . . . . . . . 71
6.1.6 Weakly non-linear ODE and spectral method . . . . . . . . . 72
6.1.7 Numerical solutions of the weakly and fully non-linear ODEs 74
6.1.8 Numerical solutions using multiple Gaussian initial guess . . 75
6.2 Physical quantities of the numerical solutions . . . . . . . . . . . . . 78
6.2.1 Static spherical stress-energy tensor . . . . . . . . . . . . . . 78
6.2.2 Dimensionless energy density . . . . . . . . . . . . . . . . . . 79
6.2.3 Total mass and charge in static spherical case . . . . . . . . . 80
6.2.4 Mass and charge of numerical solutions . . . . . . . . . . . . 81
6.3 Solutions in the P˜13,10 “trans-boost” case . . . . . . . . . . . . . . . 83
6.3.1 Non-dimensionalized equations . . . . . . . . . . . . . . . . . 85
6.3.2 Case λ = 1, kd = 0 . . . . . . . . . . . . . . . . . . . . . . . . 86
6.3.3 Case λ = 1, general kd . . . . . . . . . . . . . . . . . . . . . . 88
6.3.4 Case kd = 0, general λ . . . . . . . . . . . . . . . . . . . . . . 89
6.3.5 Case with general λ and kd . . . . . . . . . . . . . . . . . . . 91
7 Generalization to Non-Abelian Gauge Fields 97
7.1 Non-Abelian SU(2) case . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2 Non-Abelian Fierz identities . . . . . . . . . . . . . . . . . . . . . . . 101
8 Conclusions 105
TABLE OF CONTENTS iv
A Algebraic Identities 110
A.1 General Identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
A.2 Dirac Identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
A.3 Pauli Identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.4 Charge conjugation identities . . . . . . . . . . . . . . . . . . . . . . 111
A.5 Dirac bilinear notation . . . . . . . . . . . . . . . . . . . . . . . . . . 112
B Expressions from bilinearization of the Dirac equation 113
B.1 Abelian case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
B.2 Non-Abelian case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
C Vector potential in tensor form 117
D Cylindrically symmetric field strength tensor 123
E Derivation of the Belinfante Fierz identity 126
F Fierz identities for J-K Lorentz vector current products 130
G Fierz Identities for Rank-2 Skew Tensor Currents 133
BIBLIOGRAPHY 137
INDEX 140
LIST OF FIGURES
6.1 J(χ) solution, given parameters N = 61, B = 2, µ = 0, σ = 4.1, and
R = 25. Default tolerance. Dotted line is the initial Gaussian guess,
solid line is the solution function. . . . . . . . . . . . . . . . . . . . . 76
6.2 J(χ) solution, given parameters N = 61, B = 0.7, µ = 6, σ = 1.5,
and R = 25. Function tolerance of 10−12. Dotted line is the initial
Gaussian guess, solid line is the solution function. . . . . . . . . . . . 76
6.3 Dimensionless ja(χ) solutions to the static, spherically symmetric
Maxwell-Dirac equation ODE, where the solid and dotted lines cor-
respond to positive and negative signs on the square root term re-
spectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.4 J(χ) solution, given parameters N = 101, B1 = B2 = 0.23, µ1 = 5.0,
µ2 = 8.4, σ1 = σ2 = 0.8 and R = 25. Function and step size tolerance
of 10−7. Dotted line is the initial M = 2 double-Gaussian guess, solid
line is the solution function for J(χ), and a close approximation of
the full ja(χ) solution. . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.5 A comparison of ja(χ) obtained from single and double hump Gaus-
sian initial guesses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.6 Comparison of χσ (solid line) with a 10× vertically exaggerated ja
plot (dotted line). The outer boundary of the integration region is
indicated by the vertical dashed lines, and is chosen to be where the
real part of χσ is non zero. . . . . . . . . . . . . . . . . . . . . . . . 84
6.7 Comparison of χ2T 00 (solid line) with a 10
5× vertically exaggerated
ja,χχχ plot (dotted line). The outer boundaries of the integration
region, where χσ ≈ 0, are indicated by the vertical dashed lines.
Numerical instability of ja,χχχ near the edges of the integrated region
is apparent. The size of the largest solid spike is ∼ 109. . . . . . . . 93
6.8 Comparison of χ2T 00 (solid line) with a 10
5× vertically exaggerated
ja,χχχ plot (dotted line). The outer boundaries of the integration
region, where χσ ≈ 0, are indicated by the vertical dashed lines.
Numerical instability of ja,χχχ near the edges of the integrated region
has been eliminated by setting the derivatives to zero at arbitrary
points near the edges. This alteration removes the spikes entirely. . . 94
v
LIST OF FIGURES vi
6.9 A plot of ck vs. cj for the case where λ = 1, kd = 0. . . . . . . . . . 94
6.10 A plot of j
0
(solid) and j
3
(dashed) vs. y for the case where λ = 1,
kd = 0, cj = 9 and ja = 3. . . . . . . . . . . . . . . . . . . . . . . . . 95
6.11 A plot of Ey (solid) and Mx (dashed) vs. y for the case where λ = 1,
kd = 0, cj = 9 and ja = 3. . . . . . . . . . . . . . . . . . . . . . . . . 95
6.12 A plot of the ck = 0 contour when λ = 1, for given cj and kd values.
ck < 0 values lie underneath the contour. Note that kd can take
negative values, and this graph is symmetric about the horizontal axis. 96
6.13 A plot of the ck = 0 contours as functions of cj and λ for the case
where kd = 0. For the +ve sign Maxwell-Dirac equation (σ < 0),
parameters are restricted to lie to the bottom-left of the dashed curve.
For the -ve sign case (σ > 0), parameters are restricted to lie between
the dotted and solid lines for λ > 1, and anywhere under the solid
line for λ < 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Chapter 1
Introduction
1.1 The Maxwell-Dirac equations
It is generally understood that the Dirac equation is of central importance in modern
physics. The solutions of this equation are four-component objects known as “spinor
fields”, usually denoted by ψ, and describe the states of relativistic spin-1/2 parti-
cles, such as electrons, positrons and quarks. Following the publication of Dirac’s
seminal paper [13], the close correspondence of the Dirac equation with Nature
was confirmed dramatically through its predictions of spectroscopic fine structure,
and the experimental discovery of the positron. It was, and remains, a triumph of
theoretical physics. The Dirac equation for a free particle is
(iγµ∂µ −m)ψ = 0. (1.1)
The Dirac equation subsequently went on to play a central role as the exemplar
of the matter sector of interacting Abelian and non-Abelian gauge theories in the
paradigmatic quantum field theory of particle physics, the Standard Model. The
Abelian gauge field here is otherwise known as the electromagnetic vector potential
Aµ, and it is introduced by imposing local U(1) gauge covariance on the Dirac equa-
tion, whereby the partial derivative term ∂µ is replaced by the covariant derivative
term Dµ ≡ ∂µ − iqAµ, where q is the electromagnetic coupling constant. The fact
that elements of U(1) commute is what makes it an Abelian group.
The physical behaviour electromagnetic vector potential itself is described by Maxwell’s
equations, which can be solved in the presence (or absence) of electric charges and
currents. That is, a given four-current jµ distribution will generate an Aµ field,
according to the inhomogeneous Maxwell equations. Similarly, in the U(1) gauge
covariant Dirac equation, a given externally applied Aµ field will determine the
fermion spinor states ψ. The spinor field is related to the four-current by the defi-
nition jµ ≡ ψγµψ, to be clarified later. A natural self-coupling between these two
sets of equations can be made, by considering the case where the spinor field ψ is
itself the source of the Aµ field that it interacts with. This is to be contrasted with
the “externally applied” Aµ field case, whereby the source of the electromagnetic
field lies outside of the distribution in question, and the arbitrarily chosen Aµ
configuration determines the form of ψ.
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One approach to obtaining such a self-coupled system is to formally “invert” the
Dirac equation for the gauge field Aµ, such that it is a function of ψ. From this
point of view, it is the form of the spinor field which determines the form of the
electromagnetic field, thereby acting as the source. When this form of Aµ as a
function of ψ is inserted into the inhomogeneous Maxwell equations, we obtain a
set of expressions dependent on ψ only: the self-coupled Maxwell-Dirac equations.
With regards to the inversion itself, in an early study [16] pointed out that, the
Dirac equation can be written in the form
MAµ = Rµ, (1.2)
where M is a 4 × 4 complex matrix, containing only Dirac spinor components.
Because detM = 0, the four equations are not linearly independent, and so M is
not invertible. However, a more recent study by Booth, Legg and Jarvis [7], which
included extensions to higher space-time dimensions, demonstrated that the system
of linear equations is indeed invertible if strictly real solutions of the vector potential
are required.
The success of the algebraic method for inversion for the Abelian gauge field begs
the question as to whether such an algebraic inversion is possible for non-Abelian
gauge fields. The Dirac equation itself can be extended to include “internal” degrees
of freedom, such as isotopic spin, or “isospin”. The simplest example is the Dirac
doublet isospinor Ψ, which is composed of two regular four-component Dirac spinors
ψi, (i = 1, 2). The gauge group SU(2) acts locally on the doublet degree of freedom,
producing a unitary transformation on Ψ by rotating in the doublet space by a phase
which varies at each point in spacetime. Such transformations do not commute,
so SU(2) is a non-Abelian gauge group. The Dirac equation for Ψ can be made
SU(2) gauge covariant in an analogous way to the U(1) gauge group case. That
is, we replace partial derivative terms ∂µ with the SU(2) covariant derivative Dµ ≡
∂µ− (ig/2)τ ·W , where g is the coupling constant associated with the SU(2) gauge
group. The gauge fields W aµ associated with non-Abelian groups are collectively
known as Yang-Mills fields, and are analogous to Aµ. The number of internal degrees
of freedom a of a Yang-Mills gauge field is determined by the adjoint representation
of the gauge group [2].
As we shall demonstrate in chapter 7, the formal inversion can be performed, albeit
with some extra non-trivial complications not present in the Abelian case. The
interactions in the Standard Model, the electroweak SU(2)×U(1) and strong SU(3)
gauge fields are both non-Abelian, so the extra complications associated with SU(2)
should also be present when extending the work done here to other gauge fields.
Before continuing, it is important to note that here we are working with spinor
fields which are non-Grassmann wavefunctions. That is, ψ is to be considered a
semi-classical fermion state analogous to the single component wavefunctions of
non-relativistic quantum mechanics, and that the components of these spinor fields
commute. The necessity for this non-Grassmann treatment of the Maxwell-Dirac
equations can be understood by considering the inhomogeneous Maxwell’s equations
∂νF
νµ = jµ, (1.3)
where F νµ is the field strength tensor (see section 2.5). In principle, we should
be able to take any power of both sides of this equation that we want. However,
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consider what happens when we take both sides to the power of five. Since ψα
(α = 1, 2, 3, 4) has four components, one for each spinor index α, on the right hand
side of the equation each term in a full fifth-order expansion will have at least one
repetition of a ψα-component. If these components are Grassmann, then by
{ψα, ψβ} = 0, (1.4)
everything on the right-hand side vanishes, giving
(∂νF
νµ)5 = 0, (1.5)
implying that the Maxwell field has no source term, and is free. Given this funda-
mental contradiction, we must conclude that the correct way to deal with spinor
fields in the fully non-linear, non-perturbative Maxwell-Dirac formalism is to treat
the spinors as commuting objects.
1.2 The Fierz bilinear formalism
In this thesis, we use a spinor bilinear approach instead of dealing directly with
the spinor fields themselves. One example of a spinor bilinear already encountered
here is the current density four-vector jµ ≡ ψγµψ, which is a tensor field composed
from a quadratic, or bilinear combination of spinor fields enclosing the 4× 4 Dirac
matrix γµ. Other such bilinears can be produced by replacing the γµ by other 4×
basis elements of the Dirac-Clifford algebra, or by further altering the spinor fields
by charge conjugating, for example see Appendix A.5.
Due to the unphysical and unobservable phase and gauge ambiguities associated
with the spinor field, it is often regarded as a secondary entity. Calculations involv-
ing measurable quantities remove such ambiguities through various means, such as
gauge fixing, or by forming probability density functions through bilinear spinor
combinations. There is a substantial literature on the measurability of spinor wave-
functions, with historical origins in the ideas of de Broglie, Bohm, and Pauli. In the
case of Dirac theory, we cite Takabayasi [41] as an exponent of the view that indeed
the spinor bilinear quantities should be regarded as primary, coordinates of a type
of relativistic fluid theory.
The study of the Maxwell-Dirac system in terms of bilinear tensor fields involves the
Fierz algebra of quadratic relations between these fields [18]. For example, consider
the product of two four-vector bilinears χγµχ · ψγνψ. The 4× 4 matrix χψ can be
expanded out in terms of the Dirac-Clifford algebra basis of 4 × 4 matrices, with
bilinears as the basis coefficients (see equation (2.9)). For the χ ≡ ψ case, there
are sixteen real, gauge invariant bilinears, equal to the number of basis elements.
Comparing this number with the eight real components of the Dirac spinor, and tak-
ing the gauge invariance into account, implies that there must be nine independent
algebraic equations [27]. That is, not all of the bilinear fields are independent, but
are constrained by these nine equations. The rank-2 tensor fields sµν and
∗sµν can
be eliminated from bilinear expressions entirely. Furthermore, the bilinear map is
invertible according to the spinor reconstruction theorem by Crawford [10], so given
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a physical state described by the sixteen bilinear tensor fields, the Dirac spinor field
is determined up to a phase.
This bilinear reformulation is generalizable to the non-Abelian gauge field case,
which we discuss in chapter 7. For SU(2) doublet isospinors Ψ, matrix combinations
such as ΨΨ can be Fierz expanded in the Pauli matrix basis, including the 2 × 2
identity τ0, for the doublet degree of freedom. Due to the tensor product nature
of the expansion, for each Pauli matrix, there is a full Dirac-Clifford expansion as
in the ψψ case, such that there are sixty four bilinears altogether. Similarly to the
Abelian case, there are Fierz identities relating the isodoublet bilinears, and the
Lorentz rank-2 fields Siµν and
∗Siµν can be eliminated. Incidentally, non-Abelian
fluid flow was investigated in [5], where an application to a quark-gluon plasma,
involving the SU(3) gauge group, was discussed.
There are many other identities involving the sixteen bilinears beyond the funda-
mental set [10], which can be derived by using the Fierz expansion along with known
identities. The extension of this set of sixteen to other classes of bilinears – such
as gauge dependent objects where some of the spinors are charge conjugated (i.e.,
χ ≡ ψc) or contain derivatives so that the spinor field has a Lorentz index – is a
necessary part of the mathematical framework for the description of the Maxwell-
Dirac equations in bilinear form, as we discuss in chapter 2. A serious attempt at
generalizing the fundamental set of nine Fierz identities to include a larger set of
bilinear “currents” was presented by Takahashi [42], although bilinears containing
spinor derivatives were discussed only briefly.
In chapter 2, we show how given the inverted form of the Dirac equation, one can
derive appropriate Fierz identities to remove the explicit appearance of spinor fields
entirely, replacing them with bilinear expressions. In this way, the gauge dependent
part of the electromagnetic vector potential Aµ can be isolated to a single term
containing the gauge dependent bilinears mµ and nµ, which can then be “picked
off”, resulting in a manifestly gauge invariant vector potential Bµ. By introducing a
tetrad (or vierbein) of bilinear four-vectors, we show that the electromagnetic field
strength tensor Fµν can also be written in manifestly gauge invariant bilinear form,
clearing the way for the description of the Maxwell-Dirac system in this formalism.
1.3 Symmetry reductions and solutions
The central aim of this thesis is to provide a solid theoretical basis to aid in the search
for solutions to the Maxwell-Dirac equations, and to make substantial progress in
obtaining such solutions. Although the Fierz bilinear formulation we develop is valid
in the general case, experience with other equations in physics suggests that, almost
without exception, interesting solutions are those which possess special symmetry
properties. Identifying symmetry constraints is therefore likely to be useful in fil-
tering solution types, in addition to aiding in the mathematical tractability of what
is an exceptionally difficult problem to solve.
The motivation for obtaining a manifestly gauge invariant formulation is two-fold.
As previously discussed, it allows us to write our equations entirely in terms of
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physical observables. Secondly, it allows us to sidestep questions of gauge potentials
which are invariant under spacetime symmetry transformations, thus avoiding extra
complication. The constraints arising through the imposition of a certain type of
symmetry are simply restrictions on the form that four-vectors can take, as well as
what independent variables are allowed. To be more precise, we take our symmetry
constraints to be those associated with an arbitrary (but fixed) Lie subgroup of
the Poincare´ group acting on four dimensional Minkowski space-time. All such 158
Poincare´ subgroups have been classified up to conjugacy class by Patera, Winter-
nitz and Zassenhaus (hereafter, PWZ) [35]. The tabular presentation of Poincare´
subgroups and their associated Lorentz and translation generators can be used as
a convenient “shopping list” of symmetry constraints which can be applied to our
Maxwell-Dirac system.
In chapters 3 and 4, we demonstrate how the Poincare´ subgroups given by PWZ can
be applied to yield a reduced set of equations. Our work focuses on the Maxwell-
Dirac system, but the technique can in principle be extended to other relativistically
covariant theoretical models which are written in terms of scalar and four-vector
fields. We choose two standard cases, namely spherical and cylindrical symmetry, as
well as two non-standard cases P11,2 and P˜13,10 from [35], which we call the “screw”
and “trans-boost” subgroups respectively. The two non-standard cases each have a
free continuous parameter, so they in fact represent infinite families of symmetries.
The work done in chapter 3 is somewhat technical, and involves the calculation of
the forms of scalar and four-vector fields which are invariant under a given sym-
metry transformation. Deriving these forms requires the use of the Lie derivative,
which generally describes the change of a tensor field of given rank along a vector
field corresponding to the transformation itself. Setting the Lie derivative to zero is
akin to imposing that the tensor field be symmetric under the given transformation.
Each Poincare´ subgroup we work with has a set of generators associated with it,
which themselves have an associated transformation vector field and Lie derivative.
Restricting ourselves to the cases where the tensor fields are scalar and four-vector
fields, for each given subgroup generator we can use the vanishing Lie derivative
to obtain a set of linear partial differential equations, which can be solved via the
method of characteristics to obtain the invariant forms corresponding to that gen-
erator. This process can be applied cumulatively for successive generators, until we
eventually obtain forms for scalar and four-vector fields which are invariant under
the action of the entire Poincare´ subgroup.
The application of the group invariant forms to the Maxwell-Dirac system is under-
taken in chapter 4. Using the restricted forms of σ, ω, jµ and kµ, it is shown how
the constraining Fierz identities involving these fields, the gauge invariant vector
potential Bµ, the field strength tensor Fµν , and Maxwell’s equations are made rela-
tively simpler. Even with the extra constraints, the resulting systems are still very
complex, as can be inferred by observing the forms of the field strength coefficient
functions for the cylindrically symmetric case, given explicitly in appendix D.
Despite the ferocious complexity of the Maxwell-Dirac system, there have been many
attempts at obtaining solutions in certain highly constrained situations, which we
now briefly review. Solitons, or highly localized solutions, have been investigated
by Wakano [43] and Lisi [32]. Wakano obtained localized solutions to the Maxwell-
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Dirac equations when a dominant electrostatic potential A0 was assumed, with no
solutions existing for the case where A0 was negligibly small compared with the
three-vector potential, Ai. Lisi also numerically obtained an approximate localized
solution by neglecting the three-vector potential, arguing that the angular depen-
dence of Ai would break the spherical symmetry. After reintroducing magnetic
interaction via a perturbation and finding that it had a small effect on angular de-
pendence, the full Maxwell-Dirac system was considered, and a normalized localized
solution was found. Estaban et al. [17] employed a variational approach to finding
localized solutions, and proved that stationary solutions do exist without making
any approximations to the electromagnetic vector potential.
With regards to Lisi’s work, our development of the general spherically symmetric
case in chapter 4, in particular the reduction of the field strength tensor in subsec-
tion 4.1.3, revealed that in general there is no angular dependence for the magnetic
field when the vector potential Bµ is spherically symmetric. What was very sur-
prising, and is a major outcome of our study, was that a radially dependent form
for the magnetic field is implied by the demand of spherical symmetry itself, in the
characteristic form of a magnetic monopole with magnetic charge qm = ∓2pi/q. De-
spite all magnetic terms cancelling from the full self-coupled Maxwell-Dirac system,
the presence of the monopole field is a vital component of the spherical symmetry
regime, without which it would not exist.
Using the van der Waerden two-spinor formalism, Radford [37] performed a reduc-
tion and numerical analysis of the Maxwell-Dirac system under the assumption of
a spherically symmetric, static Dirac spinor field, finding that localised compact
objects with a shell-like structure exist in this regime. At large distances, a shield-
ing effect from the electrostatic charges dominates, and the field from the central
charge distribution approaches a Coulombic form. In a follow-up publication [38],
Radford proved a theorem stating that stationary spinors (which translate to static
bilinears), subject to weak regularity and decay conditions in the asymptotic region,
result in strictly localized Maxwell-Dirac solutions which decay exponentially.
In section 6.1, we undertake our own investigation of the static, spherically symmet-
ric solutions of the Maxwell-Dirac equations, but in the bilinear formalism. We find
that the system can be reduced to a single fourth-order, non-linear ODE, for which
we show that there is an exact (but unphysical) solution, with a large singularity
at the origin. After calculating the equilibrium points of the ODE, we find that the
only one of physical interest is ja,e = 0. Linearizing about the system about this
point corresponds to a direct linearization of the system, yielding the weakly non-
linear ODE for the function J exactly the same as for ja, but lacking a square root
term of ambiguous sign. Using a set of spectral basis functions, we reformulate the
problem to the algebraic one of finding a set of Fourier coefficients bn that minimizes
a set of Galerkin residuals Rn. Using Gaussian-form initial guesses, we obtained the
two solutions displayed in Figure 6.5. Similarly to the solution obtained by Rad-
ford, we find solutions with a static shell-like structure, but for two “orders” with
different numbers of shells. In contrast with Radford [37], our solutions lie out from
the origin, and are more densely localized.
Intriguingly, Radford [37] also found that imposing static spherical symmetry re-
quires the existence of a magnetic monopole, a finding confirmed by our study,
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albeit in the more general case where time variation can occur. The requirement of
magnetic monopoles is not shared by a subsequent study by Booth and Radford [8]
on static cylindrically symmetric solutions. A solution describing a localized Dirac
field with a concentric shell structure surrounding a charged axis, as well as finite
linear charge density was obtained, and was compared to an equivalent “linearized”
system, which lacked the self coupling between the Dirac and Maxwell equations.
The relegation of the Maxwell field to an “external” potential resulted in both the
localization of the Dirac field and boundedness of the charge density being destroyed.
Das and Kay [11] investigated solutions to the Maxwell-Dirac system where the
spinor field was assumed to be the form of a plane wave solution to the free Dirac
equation. It was found that non-trivial solutions only exist when m = 0, with
the additional requirement that associated four vector fields be null. Plane wave
solutions were also investigated by Bao and Li [3] as a test case for their broad
numerical scheme for the Maxwell-Dirac system, which yielded exact results. On
the technical matter of the existence of solutions in general, a very formidable global
existence proof to the Cauchy problem for the Maxwell-Dirac equations has been
provided by Flato et al. [19], extending upon previous work on the matter by Gross
[23].
We should also give an honourable mention to the unpublished work of Legg [31],
upon which our current work is inspired, where Poincare´ subgroup invariant solu-
tions of the manifestly gauge invariant Maxwell-Dirac equations were investigated.
Focusing on transitive Poincare´ subgroups that have four-dimensional orbits, Legg
found that the only one that resulted in a physically interesting solution was P˜13,10,
what we call the “trans-boost” subgroup, and a reduction of the Maxwell-Dirac
system and closed form solution implying hyperbolic distributions as in Figures
6.10 and 6.11 was subsequently presented. Our work in section 6.3 constitutes an
independent, alternative confirmation of Legg’s result, with the insight that it cor-
responds to a special case in a class of more general solutions, the parametrization
of which we discuss in some detail.
1.4 The bilinear stress-energy tensor
When choosing a mathematical construct to model the stress-energy of a given phys-
ical system, it appears after investigation that the situation is not entirely straight-
forward. Likely, the first model found during any search of the literature is the
so-called “canonical form” [22], which is defined as the Noether symmetry current
associated with invariance of the Lagrangian density under space-time translations.
However, the canonical form has the unfortunate drawback of not being either sym-
metric in its two indices, or gauge invariant.
Many attempts have been made to rectify these problems, two of the most prominent
being the Belinfante form [4], and the variational form from general relativity [44].
The basis of the Belinfante approach is to extend the invariance of the Lagrangian
to include contributions from the Lorentz transformations, so that the Noether
symmetry current becomes that associated with the full Poincare´ group. In this way,
the canonical term is symmetrized [45], and extra “correction” terms are present,
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which are attributed to the spin contribution to the stress-energy.
The variational approach uses the action principle to relate the variation of the
Hilbert action of space-time to that of matter, then invoking Einstein’s equations
to identify the matter part to the stress-energy tensor. The result is an expression
for the stress-energy which is proportional to the functional derivative of the action
of matter, with respect to the inverse metric. The presence of the metric ensures
that the stress-energy tensor is manifestly symmetric.
Regardless of the independent nature of their derivation, Goedecke pointed out [20]
that in the limit of flat space-time, the Belinfante and variational forms of the
stress-energy tensor must agree. The equivalence in the integral spin field case was
proven by Rosenfeld [40], and Goedecke provided evidence for equivalence in the half-
integral spin field case via a series of examples, but was not able to provide a general
proof. Such a proof for the half-integral case was published shortly afterwards by
Lord [33], using the vierbein formalism.
Much effort has been made to “improve” the stress-energy tensor, either by gen-
eralizing it beyond the Belinfante/variational forms, or by altering it so that it is
compatible with a given theory. An example of the generalization aspect is the work
done by Gotay and Marsden, who model the stress-energy in terms of fluxes of the
multimomentum map across space-time hypersurfaces [21]. The Gotay-Marsden
stress-energy tensor naturally includes the spin “correction terms” present in the
Belinfante formula, but in a more generalized fashion, as well as coinciding with the
variational form in the presence of a space-time metric. Work has also been done
by Callan, Coleman and Jackiw on making the cut-off dependent symmetric stress-
energy tensor compatible with renormalized perturbation theory, by constructing
appropriate counter terms in order to make it finite at arbitrarily large cut-off val-
ues [9]. The renormalization compatible stress-energy tensor is also compatible with
an altered, but phenomenologically consistent, version of general relativity, and sim-
plifies the currents associated with scale and conformal transformations in which the
stress-energy appears.
The work we present in chapter 5 can be viewed as analogous to one of Goedecke’s
examples, namely the coupled Maxwell-Dirac fields, but in an alternate formalism
where the spinor fields are mapped bilinearly to a set of tensor fields.
The derivation of the bilinear form of the Maxwell-Dirac-Belinfante tensor is under-
taken in section 5.1. Following a brief derivation of the Belinfante tensor for a free
Dirac particle in the spinor representation, we derive the Fierz identity which allows
us to express the spinor-dependent Belinfante tensor exclusively in terms of bilinears.
A more detailed version of this derivation is relegated to appendix E. The known
tensorial forms of the electromagnetic interaction and Maxwell field stress-energies
are then added to the free Dirac contribution, resulting in a manifestly symmetric
and gauge independent bilinear form of the Maxwell-Dirac-Belinfante tensor.
Section 5.2 presents an independent derivation of the Maxwell-Dirac stress-energy
tensor, which in this case uses the variational form known from general relativity.
Beginning with the Lagrangian density for and electromagnetically interacting Dirac
particle, and initially ignoring the Maxwell field contribution since we are mainly
interested in the behaviour of the bilinear Dirac contribution, we convert it to its
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analogous bilinear form, using a contracted form of the Fierz identity obtained in
section 5.1.2. A brief review of how the variational stress-energy is obtained is
then given. Then, using the general relativistically covariant form of the bilinear
Dirac Lagrangian, the variational stress-energy is obtained, and is found to be in
agreement with the Maxwell-Dirac-Belinfante tensor.
In section 5.3, the restrictions imposed by one of the example Poincare´ symmetry
subgroups, namely the spherical symmetry group SO(3), is applied to the bilinear
form of the Belinfante tensor. Following the discussion of Maxwell-Dirac solutions
under static spherical symmetry in section 6.1, the spherical stress-energy reduction
is extended to the static case in section 6.2, so that it can be applied to the obtained
solution forms. The remainder of this section discusses how total mass and charge
is calculated from T 00 and ja respectively, as well as the technical complications
arising from the actual calculations using the numerical data corresponding to the
single-hump ja solution.
Chapter 2
Maxwell-Dirac Theory and Gauge
Invariant Formulation
We now introduce the theoretical content of this thesis, by showing explicitly how
the Maxwell-Dirac equations are formulated in terms of bilinear tensor fields. We
begin by demonstrating the inversion of the U(1) gauge covariant Dirac equation
for the electromagnetic vector potential. It should be understood that the concerns
raised by Eliezer regarding the invertibility of the Dirac equation [16] have been
addressed by Booth, Legg and Jarvis [7] by regarding the gauge field as a real ob-
ject. There is an alternative inverted form of the gauge field, which follows by an
analogous calculation involving dual objects, but we do not present this calculation
explicitly here. It is important to note however, that we have found from experi-
ence that both dual (containing γ5 terms) and their non-dual counterparts have to
be considered during “bilinearization”, whereby spinor-dependent expressions are
bilinearly mapped to the analogous representative set of tensor fields.
The Fierz expansion, a concept central to the obtaining of bilinear expressions from
quadratic 4 × 4 spinor objects, such as ψαχβ, is presented. The Dirac spinor in-
dices α and β both run from 1 to 4, and denote a degree of freedom distinct from
Minkowski spacetime. The process for obtaining the bilinearized form of the Dirac
equation is then outlined, which primarily involves the derivation of appropriate
Fierz identities to replace the explicitly spinor-dependent objects appearing in Aµ.
A major advantage of the bilinear approach then becomes apparent, whereby the
gauge-dependence of the gauge field Aµ is distilled into a single term, which can be
removed by defining a new gauge-independent field Bµ.
What comes next is the essence of the self-coupled nature of the Maxwell-Dirac
system, in that we insert the bilinear expression for Aµ, the inverted Dirac equa-
tion, into the electromagnetic field strength tensor Fµν , which itself represents the
electromagnetic field in the relativistically covariant form of Maxwell’s equations.
It is well known that Fµν , the “four-curl” of A
µ is a gauge invariant object, but we
can take a step further, and rewrite it as a manifestly gauge invariant object, in
which only terms understood to be gauge independent explicitly appear. This can
be done by defining the tetrad, or “vierbein”, of four four-vector bilinears, and using
a known Fierz identity to eliminate the gauge-dependent terms. We conclude the
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chapter with a summary of the equations constituting the Maxwell-Dirac system in
manifestly gauge invariant bilinear form.
2.1 Dirac equation inversion
The Dirac equation is the relativistic wave equation for spin-1/2 particles, such as
electrons. For fermionic particles of charge q interacting with an electromagnetic
field, we require solutions to the Dirac equation form-invariant under a U(1) Abelian
gauge transformation, given by
(iγν∂ν − qγνAν −m)ψ = 0. (2.1)
Conventions for Dirac-Clifford algebra and spinor manipulations are given in ap-
pendix A. Our goal is to isolate the vector potential Aµ. Rearranging gives us
γνψAν = q
−1(iγν∂ν −m)ψ. (2.2)
We can form a bilinear spinor expression by multiplying by ψγµ from the left. Using
the Dirac identity (A.10), our expression becomes
ψψAµ − iψσµνψAν = q−1[iψγµγν(∂νψ)−mψγµψ]. (2.3)
In order to eliminate the second term on the left-hand side, turn to the charge
conjugate Dirac equation, which is similar in form to (2.1), but with the sign of the
charge reversed:
(iγν∂ν + qγ
νAν −m)ψc = 0. (2.4)
The charge conjugate spinor is defined in terms of the regular spinor as [26]
ψc = CψT = iγ2γ0ψT. (2.5)
Similarly rearranging and left-multiplying by ψcγµ, then applying the appropriate
charge conjugation identities in appendix A.4, gives
−ψψAµ − iψσµνψAν = q−1[i(∂νψ)γνγµψ +mψγµψ]. (2.6)
Subtracting (2.6) from (2.3) and again using (A.10), gives us the inverted form of
the Dirac equation
Aµ =
1
2q
i[ψ(∂µψ)− (∂µψ)ψ] + ∂νsµν − 2mjµ
σ
, (2.7)
where we have used the shorthand notation for Dirac bilinear tensors, listed in
appendix A.5. There is an alternative inverted form for the Dirac equation, which
involves left-multiplication of (2.1) by ψγ5γ
µ to form bilinears. Following the same
steps as above yields the expression
Aµ =
1
2q
i[ψγ5(∂
µψ)− (∂µψ)γ5ψ] + ∂ν∗sµν
ω
, (2.8)
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which lacks a mass-dependent term. In addition to these inversions, we can derive
other expressions by left-multiplying (2.2) and its charge conjugate analogue by
ψΓ and ψcΓ respectively, for general elements Γ of the Dirac-Clifford algebra, then
adding or subtracting the two equations. Among the resulting expressions are the
continuity equation ∂µj
µ = 0 and the current-field coupling jνAν . The full list of
expressions obtained from “bilinearizing” the Dirac equation is given in appendix
B.
2.2 Fierz identities
It is well known that quadratic relationships between Dirac bilinears of the form
χΓRψ, where ΓR represents the sixteen basis elements of the Dirac-Clifford algebra
ΓR = {I, γµ, σµν , γ5γµ, γ5}, can be derived via a Fierz expansion of the product of
two Dirac spinors in this basis
ψχ =
16∑
R=1
aRΓR = (1/4)(χψ)I + (1/4)(χγµψ)γ
µ + (1/8)(χσµνψ)σ
µν
− (1/4)(χγ5γµψ)γ5γµ + (1/4)(χγ5ψ)γ5. (2.9)
Here, aR are the numerical coefficients multiplied by the Dirac bilinears. This
expansion is inserted into products such as jµkν ≡ ψγµ(ψψ)γ5γνψ, for example.
Experimenting with different combinations of bilinears, and combining the result-
ing equations yields many different interrelationships. Many Fierz identities are
summarized in [42] and [10], but the most important for our purposes are
jνj
ν = −kνkν = −mνmν = −nνnν = σ2 − ω2, (2.10)
jνk
ν = jνm
ν = jνn
ν = kνm
ν = kνn
ν = mνn
ν = 0, (2.11)
µνρσj
ρkσ = mµnν −mνnµ, (2.12)
sµν =
(σµν
ρσ − ωδµνρσ)jρkσ
σ2 − ω2 , (2.13)
∗sµν =
(ωµν
ρσ − σδµνρσ)jρkσ
σ2 − ω2 . (2.14)
This method can be extended to the SU(2) spinor doublet case by building into
(2.9) an expansion over the Pauli matrices, including the 2 × 2 identity matrix.
Analogous non-Abelian expressions to (2.13) and (2.14) are derived in section 7.2
via the use of such expansions.
2.3 Vector potential
In order to avoid arbitrarily fixing the gauge, here we eliminate gauge dependent
terms from our equations entirely, so that our Maxwell-Dirac system is manifestly
gauge invariant. We do this by reformulating (2.7) and (2.8) to be entirely in
terms of the bilinear tensors listed in appendix A.5, getting rid of the incongruous
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[ψ(∂µψ) − (∂µψ)ψ] terms. We can then easily pick off the gauge dependent parts
(mµ and nµ), to define a gauge-invariant vector potential, which we denote Bµ. A
Maxwell-Dirac formalism, completely in terms of manifestly gauge invariant tensors
is then derived.
This approach is in the spirit of Takabayasi [41], whose philosophy regarded a rel-
ativistic quantum mechanical formalism strictly involving only “observables”, such
as tensors, as being preferable to one where somewhat “unphysical” objects such as
spinors are explicitly included. A detailed derivation of Bµ is given in appendix C,
but we give a brief overview here.
First, take the sum of the two versions of the inverted Dirac equation (2.7), (2.8),
and divide by 2
Aµ =
1
4q
{
i[ψ(∂µψ)− (∂µψ)ψ]ω + i[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ
σω
+
∂νsµ
ν
σ
+
∂ν
∗sµν
ω
−2mjµ
σ
}
. (2.15)
The appropriate tensor forms needed to replace the spinor terms are jν(∂µkν) and
mν(∂µnν). Consider the first tensor:
jν(∂µkν) = ψγ
νψ · (∂µψ)γ5γνψ + ψγνψ · ψγ5γν(∂µψ). (2.16)
Fierz expanding both terms and rearranging gives
jν(∂µkν) = (2/3)[ψ(∂µψ)−(∂µψ)ψ]ω−(2/3)[ψγ5(∂µψ)−(∂µψ)γ5ψ]σ−(1/3)kν(∂µjν).
(2.17)
We must also consider the Fierz expansion of kν(∂µjν) in order to eliminate it from
the expression, which after rearrangement is given by
kν(∂µjν) = (2/3)[ψγ5(∂µψ)−(∂µψ)γ5ψ]σ−(2/3)[ψ(∂µψ)−(∂µψ)ψ]ω−(1/3)jν(∂µkν).
(2.18)
Using these two equations yields the new Fierz identity
jν(∂µkν) = −kν(∂µjν) = [ψ(∂µψ)− (∂µψ)ψ]ω − [ψγ5(∂µψ)− (∂µψ)γ5ψ]σ. (2.19)
In order to eliminate both of the bracketed spinor terms, we require another inde-
pendent expression involving them. Such an expression is provided by mν(∂µnν),
which in spinor form is
mν(∂µnν) = (i/4)[ψ
cγνψ ·(∂µψ)γνψc + ψcγνψ ·ψγν(∂µψc)− ψcγνψ ·(∂µψc)γνψ
− ψcγνψ · ψcγν(∂µψ) + ψγνψc · (∂µψ)γνψc + ψγνψc · ψγν(∂µψc)
− ψγνψc · (∂µψc)γνψ − ψγνψc · ψcγν(∂µψ)]. (2.20)
Fierz expanding the individual terms, and applying the appropriate charge conjugate
and complex conjugate bilinear identities from appendix A, we obtain
mν(∂µnν) = (i/4){2[ψ(∂µψ)− (∂µψ)ψ]σ − 2[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω
+ [ψγν(∂µψ)− (∂µψ)γνψ]jν − [ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]kν}.
(2.21)
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Performing another round of Fierz expansions on the last two terms eventually
provides us with another Fierz identity
[ψγν(∂µψ)− (∂µψ)γνψ]jν = −[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]kν
= [ψ(∂µψ)− (∂µψ)ψ]σ − [ψγ5(∂µψ)− (∂µψ)γ5ψ]ω, (2.22)
which gives us our desired identity
mν(∂µnν) = i[ψ(∂µψ)− (∂µψ)ψ]σ − i[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω. (2.23)
It can be shown via a similar process that
mν(∂µnν) = −nν(∂µmν). (2.24)
From substitution and rearrangement of (2.19) and (2.23), we get the expressions
needed to eliminate spinors from the inverted Dirac equation entirely
[ψ(∂µψ)− (∂µψ)ψ] = −(σ2 − ω2)−1[jν(∂µkν)ω + imν(∂µnν)σ], (2.25)
[ψγ5(∂µψ)− (∂µψ)γ5ψ] = −(σ2 − ω2)−1[jν(∂µkν)σ + imν(∂µnν)ω]. (2.26)
Combining these two identities in the form they appear in (2.15), we get
{i[ψ(∂µψ)− (∂µψ)ψ]ω + i[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ}(σω)−1
=
2mν(∂µnν)
σ2 − ω2 −
ijν(∂µkν)
σ2 − ω2
[
σ2 + ω2
σω
]
. (2.27)
Substituting into (2.15), we obtain an expression for Aµ exclusively in tensor form
Aµ =
1
4q
{
2mν(∂µnν)
σ2 − ω2 − ij
ν(∂µkν)
[
σ2 + ω2
σω(σ2 − ω2)
]
+
∂νsµ
ν
σ
+
∂ν
∗sµν
ω
− 2mjµ
σ
}
.
(2.28)
We can improve on this by substituting (2.25) and (2.26) into (2.7) and (2.8) re-
spectively, then subtracting and rearranging, obtaining a consistency condition for
the Dirac equation in tensor form
ijν(∂µkν) = 2mωjµ + σ∂ν
∗sµν − ω∂νsµν . (2.29)
Substituting this into (2.28), we obtain after some algebraic manipulation, the final
form of the inverted Dirac equation in tensor form
Aµ =
1
2q
mν(∂µnν) + σ∂νsµ
ν − ω∂ν∗sµν − 2mσjµ
σ2 − ω2 . (2.30)
We define the gauge invariant vector potential simply by subtracting the only gauge
dependent part from Aµ
Bµ = Aµ − 1
2q
mν(∂µnν)
σ2 − ω2 =
1
2q
σ∂νsµ
ν − ω∂ν∗sµν − 2mσjµ
σ2 − ω2 . (2.31)
The Fierz identities (2.13) and (2.14) can be used to eliminate the rank-2 tensors
from the Bµ expression entirely. With a small amount of work, we find that
Bµ = (1/2q){µνρσ[(σ2 − ω2)∂ν(jρkσ)− (1/2)jρkσ∂ν(σ2 − ω2)]
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+ δµ
νρσ[(∂νσ)ω − σ(∂νω)]jρkσ}(σ2 − ω2)−2 − (1/q)mσjµ(σ2 − ω2)−1. (2.32)
It is apparent that Bµ is only finite when σ
2 − ω2 6= 0. It is perhaps appropriate
to mention here that a common alternative definition of the pseudoscalar bilinear
[10], [41] is $ = ψiγ5ψ, so performing a change of variables, we would have in the
denominator σ2 +$2. Since $ is real [10], implying that ω is purely imaginary, the
denominator only vanishes for σ and ω vanishing independently. Additionally, we
have the condition that σ2 − ω2 ≥ 0.
2.4 The tetrad of bilinears
Here we make the claim based on (2.10) and (2.11) that the four mutually orthogonal
four vector fields jµ, mµ, nµ and kµ constitute the columns of a tetrad [31]
tµα = (σ
2 − ω2)−1/2[jµ,mµ, nµ, kµ]. (2.33)
µ = 0, 1, 2, 3 is the spacetime index as usual, and α = 0, 1, 2, 3 labels the columns,
with α = 0 denoting the timelike field jµ and α = 1, 2, 3 denoting the spacelike fields,
mµ, nµ and kµ respectively. Gauge transformations can be thought of as rotations
in the mµ−nµ plane. The coefficient (σ2−ω2)−1/2 behaves as a normalizing factor.
Now consider the contraction of two tetrads via the µ index
tαµt
µ
β = (σ
2 − ω2)−1

jµj
µ jµm
µ jµn
µ jµk
µ
−mµjµ −mµmµ −mµnµ −mµkµ
−nµjµ −nµmµ −nµnµ −nµkµ
−kµjµ −kµmµ −kµnµ −kµkµ
 = δαβ, (2.34)
which in matrix notation is simply (ηtTη)t = I, implying that (ηtTη) = t−1. Putting
the inverse tetrad on the right, and labeling the indices appropriately gives us
tµαt
α
ν = (σ
2 − ω2)−1(jµjν −mµmν − nµnν − kµkν) = δµν , (2.35)
an identity which we will find useful in the next section. Taking the derivative of
(2.34) and rearranging gives
tνα(∂µtνβ) = −tνβ(∂µtνα), (2.36)
which is antisymmetric in α and β. In fact, this is a generalization of (2.19) and
(2.24), which were originally derived via the Fierz expansion method. A result of
the antisymmetry is that if α = β, the term vanishes, which tells us that the four
vector fields multiplied by the normalizing factor (σ2−ω2)−1 are orthogonal to their
own partial four derivatives. Substituting the components of the tetrad for α = β
into (2.36) gives an identity in terms of the unnormalized vectors
jν(∂µjν) = −mν(∂µmν) = −nν(∂µnν) = −kν(∂µkν) = σ(∂µσ)− ω(∂µω), (2.37)
which is just the derivative of (2.10).
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2.5 Field strength tensor
The electromagnetic field strength tensor is defined as
Fµν = ∂µAν − ∂νAµ. (2.38)
This is a gauge invariant tensor, but in this form it is not manifestly gauge invariant
because it explicitly contains the gauge dependent term Aµ. The manifestly gauge
invariant Fµν was originally obtained by Takabayasi [41], then again by Legg [31],
this derivation mirroring that of the latter. Replace Aµ using (2.31)
Fµν = ∂µBν − ∂νBµ + 1
2q
{
∂µ
[
mρ(∂νnρ)
σ2 − ω2
]
− ∂ν
[
mρ(∂µnρ)
σ2 − ω2
]}
. (2.39)
Our goal is to eliminate the gauge dependent terms mµ and nµ from the expression
entirely. Expanding the derivatives in the bracketed term gives us
∂µ
[
mρ(∂νnρ)
σ2 − ω2
]
− ∂ν
[
mρ(∂µnρ)
σ2 − ω2
]
=
(∂µm
ρ)(∂νnρ)− (∂νmρ)(∂µnρ)
σ2 − ω2
+
mρ(∂µnρ)∂ν(σ
2 − ω2)−mρ(∂νnρ)∂µ(σ2 − ω2)
(σ2 − ω2)2 . (2.40)
Focusing on the left-hand term, if we insert the identity δσ
ρ between each four vector
derivative in the numerator, then expand using (2.35), we get
[(∂µm
σ)δσ
ρ(∂νnρ)− (∂νmσ)δσρ(∂µnρ)](σ2 − ω2)−1
= [(∂µm
σ)jσj
ρ(∂νnρ)− (∂µmσ)kσkρ(∂νnρ)− (∂µmσ)mσmρ(∂νnρ)
− (∂µmσ)nσnρ(∂νnρ)− (∂νmσ)jσjρ(∂µnρ) + (∂νmσ)kσkρ(∂µnρ)
+ (∂νm
σ)mσm
ρ(∂µnρ) + (∂νm
σ)nσn
ρ(∂µnρ)](σ
2 − ω2)−2
= (mσnρ −mρnσ)[(∂µjσ)(∂νjρ)− (∂µkσ)(∂νkρ)](σ2 − ω2)−2
− [mσ(∂µnσ)∂ν(σ2 − ω2)−mσ(∂νnσ)∂µ(σ2 − ω2)](σ2 − ω2)−2. (2.41)
To get to the first term in the last step, we used the tetrad identity (2.36) to
switch the partial derivatives onto the gauge independent tensors, then factorized.
The second term in the last step follows from using (2.37) to replace terms like
mρ(∂µmρ) with −(1/2)∂µ(σ2−ω2), and using and (2.36) to place all the derivatives
onto the nσ vectors. Substituting (2.41) into (2.40), the right-hand term in (2.40)
cancels out, leaving us with
∂µ
[
mρ(∂νnρ)
σ2 − ω2
]
− ∂ν
[
mρ(∂µnρ)
σ2 − ω2
]
=
(mσnρ −mρnσ)[(∂µjσ)(∂νjρ)− (∂µkσ)(∂νkρ)]
(σ2 − ω2)2 .
(2.42)
Applying the Fierz identity (2.12), we can eliminate the gauge dependent tensors
entirely, giving us the desired expression
Fµν = ∂µBν − ∂νBµ + 1
2q
σρκτ jκkτ [(∂µjσ)(∂νjρ)− (∂µkσ)(∂νkρ)]
(σ2 − ω2)2 , (2.43)
the manifestly gauge invariant electromagnetic field strength tensor.
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2.6 Maxwell-Dirac equations
In summary, our Maxwell-Dirac system consists of the Fierz identities
jµj
µ = −kµkµ = σ2 − ω2, (2.44)
jµk
µ = 0, (2.45)
the gauge invariant form of the inverted Dirac equation
Bµ = (1/2q){µνρσ[(σ2 − ω2)∂ν(jρkσ)− (1/2)jρkσ∂ν(σ2 − ω2)]
+ δµ
νρσ[(∂νσ)ω − σ(∂νω)]jρkσ}(σ2 − ω2)−2 − (1/q)mσjµ(σ2 − ω2)−1, (2.46)
the manifestly gauge invariant field strength tensor
Fµν = ∂µBν − ∂νBµ + 1
2q
σρκτ jκkτ [(∂µjσ)(∂νjρ)− (∂µkσ)(∂νkρ)]
(σ2 − ω2)2 , (2.47)
and the inhomogeneous Maxwell equations
∂νF
νµ = qjµ. (2.48)
We can also use two of the physical constraints obtained from manipulating the
Dirac equation listed in appendix B, the continuity equation and its pseudovector
analogue
∂µj
µ = 0, (2.49)
∂µk
µ = −2imω. (2.50)
Because we are using the inverted Dirac equation in the field strength tensor instead
of an “external” electromagnetic field, we are demanding that the charged fermionic
field itself be the source of the field. This does not preclude the addition of elec-
tromagnetic fields from external sources, but our intention is to study the physical
behaviour of Dirac matter fields under the influence of their internal Maxwell fields.
However, as we shall see in section 4.1.3, imposing some symmetries requires the
presence of an external Maxwell field, despite their implicit exclusion. In the spher-
ical symmetry case, the external field is the magnetic monopole, a solution of the
vacuum Maxwell equations in the case where the origin is an excluded point (r 6= 0).
Substituting the vector potential into the Maxwell equations yields a self-consistent
set of PDEs describing the behaviour of the fermion field under its own electromag-
netic field. In the next chapters, we will consider how the imposition of symmetry
under select subgroups of the Poincare´ group affects this system, and as we shall
see, depending on the subgroup we choose, the complexity of the Maxwell-Dirac
system varies dramatically.
Chapter 3
Poincare´ Subgroups and Invariant
Tensor Forms
Now that we have obtained our Maxwell-Dirac system, we must consider how we
are to go about finding symmetry reductions. Observing equations (2.46)-(2.48), we
can see that we have a third-order non-linear coupled set of PDEs; a very formidable
system indeed. It is fortunate that most physically interesting situations have sym-
metry under a certain subgroup of the Poincare´ group, two prime examples being
the spherical and cylindrical symmetries. These particular cases were studied by
Radford and Booth [37], [8], with the additional constraint of having a static Dirac
field, which assumes that there must exist a Lorentz frame in which there is no cur-
rent flow, jµ = δ0
µj0. Since their work was done in the gauge dependent two-spinor
formalism, a specific gauge was chosen to remove gauge ambiguity. In this study,
we will apply these same symmetries to the Maxwell-Dirac system, but since we are
working with inherently gauge invariant tensor fields only, we have the advantage
of not having to choose any specific gauge arbitrarily, which could result in a loss
of generality.
The situations of spherical and cylindrical symmetry are but two of many pos-
sibilities for analyzing the structure of the reduced Maxwell-Dirac system in the
presence of symmetries. Given that we are dealing with relativistic wave equations
compatible with the underlying action of the Poincare´ group of transformations on
Minkowski space, appropriate symmetries are therefore subgroups of the Poincare´
group. The comprehensive classification by Patera, Winternitz and Zassenhaus [35]
(hereafter PWZ), identifies all 158 continuous subgroups of the Poincare´ group up to
conjugacy, and the methods we develop are in principle able to give Maxwell-Dirac
symmetry reductions for any of these subgroups. At the Lie algebra level, the PWZ
scheme uses the known list Fi, i = 1, 2, ..., 15 of distinct subalgebras of the Lorentz
group Lie algebra, to establish a corresponding classification Pi,j of Poincare´ subal-
gebras, where the Lorentz part Fi is extended by an ideal Ni,j containing translation
generators for some j = 1, 2, ..., ni. In addition, there exists a further exceptional
set denoted P˜i,j , for certain i, j. Whereas the Pi,j = Fi +Ni,j split over the transla-
tion generators, the P˜i,j = F˜i + Ni,j do not. Although each F˜i is isomorphic to its
counterpart Fi as a Lie algebra, it is non-conjugate to Fi within the Poincare´ Lie
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algebra, as its generators are irrevocably “tied up” in linear combinations with the
translation generators.
In this thesis we work in the context of all admissible symmetry reductions of the
Maxwell-Dirac system, but we illustrate the method with a small selection of test
cases. The standard limits of spherical and cylindrical symmetry (subgroups P3,4
and P12,8 in the PWZ list) exemplify subgroups arising from three-dimensional ge-
ometry, biased towards a particular reference frame. A subgroup not explicitly
covered here, but an interesting extension of the spherical case is that of the hy-
perbolic symmetry subgroup SO(2, 1), represented in the PWZ list by P4,4. This
illustrates the case of a simple, but non-compact Lie algebra, and would make an
interesting comparison case to more involved analyses of the SO(3) Maxwell-Dirac
symmetry reduction, due to its algebraic similarity. Finally, we take up two cases
(with solvable Lie algebras) which specify one-parameter families of symmetries.
The first, P11,2, features an unusual “screw” generator, which is a parametric com-
bination of a translation and a rotation about the corresponding axis. The second,
P˜13,10 is a non-splitting subalgebra, with a parameter fixing the amount of transla-
tion generator entrained in the definition of a certain Lorentz generator in a minimal
presentation.
In this chapter, we will calculate the scalar and vector field forms invariant under
each subgroup, covering the actual Maxwell-Dirac reductions in the next chapter.
As mentioned, the spherical and cylindrical cases reduce to a complicated system
of nonlinear PDEs, there is no solution for P11,2, and for P13,10 the Maxwell-Dirac
system reduces to a set of algebraic relations. Initially, we use the method described
by Olver [34] to obtain a reduced set of independent variables, “invariants” hence-
forth, jointly invariant under the action of all the generators of the subgroup. It
follows that arbitrary functions of the invariants will also be invariant under sub-
group transformations, that is, they constitute solutions to the PDEs corresponding
to a symmetric infinitesimal group action. Components of the invariant four-vector
field must also be solutions to the PDEs corresponding to invariance under the
group action. Such a set of differential equations is provided by the Lie derivative
[44], which defines the directional derivative of a tensor field of rank (k, l) along the
infinitesimal transformation vector field ξ ≡ ξσ∂σ:
LξTµ1µ2...µkν1ν2...νl = ξσ∂σTµ1µ2...µkν1ν2...νl − (∂σξµ1)T σµ2...µkν1ν2...νl
− (∂σξµ2)Tµ1σ...µkν1ν2...νl − ... + (∂ν1ξσ)Tµ1µ2...µkσν2...νl
+ (∂ν2ξ
σ)Tµ1µ2...µkν1σ...νl + ..., (3.1)
with invariance under ξ imposed by setting
LξTµ1µ2...µkν1ν2...νl = 0. (3.2)
A scalar field φ is a rank (0, 0) tensor field, and the vector field with upper index Φµ
is of rank (1, 0). Note that “rank” (k, l) in this context refers to the transformation
properties as Lorentz tensor type objects, where k is the number of contravariant
(upstairs) indices, and l is the number of covariant (downstairs) indices. Therefore,
a tensor field such as Φµ is of rank (1, 0), and transforms as a contravariant vector
field under Lorentz transformations. The field strength tensor Fµν is of rank (0, 2),
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transforming as a tensor with two covariant Lorentz indices. We do not need to
consider tensor fields with k + l > 1 however, since we have shown that Fµν can
be described in terms of scalar and four-vector fields of rank (0, 0) and (0, 1) re-
spectively. Scalar and vector fields invariant under the transformation vector field
ξ must solve the respective PDEs
Lξφ = ξσ∂σφ = 0 (3.3)
LξΦµ = ξσ∂σΦµ − (∂σξµ)Φσ = 0. (3.4)
Solutions to (3.3) are calculated by using the method of characteristics to obtain
the characteristic trajectories, which are the group invariants. Arbitrary scalar func-
tions of these invariants solve (3.3), as can be confirmed via substitution. Solutions
to (3.4) are obtained along the same lines, but the situation is complicated by the
second term, which mixes some of the vector components. We can obtain a charac-
teristic system of ODEs involving the Φµ components, from which we get algebraic
expressions that allow us to make an accurate guess as to what forms components
should take for invariance. The guessed solutions are confirmed by substituting into
the equations generated by (3.4).
3.1 The Poincare´ generators
One of the most important groups in special relativity is the Poincare´ group P,
which consists of the Lorentz group of rotations and boosts, SO(1, 3), as well as
the Abelian group of translations in four dimensions, T (4). Since P is a Lie group,
we can take infinitesimal translations and rotations, building finite transformations
from infinitesimal ones through exponentiation. This allows us to work with the
mathematically simpler Lie algebra of the Poincare´ group, L(P), which forms a
vector space with the generators as the basis. Subalgebras of L(P) are described
in terms of their constituent generators, and are by definition closed under a Lie
bracket operation. The six infinitesimal generators of the Lorentz group are defined
by
(lαβ)
µ
ν = δα
µηβν − δβµηαν (α, β = 0, 1, 2, 3), (3.5)
with lαβ = −lβα, and an arbitrary infinitesimal Lorentz transformation on the co-
ordinate frame is
Λµνx
ν = [I + (1/2)ωαβlαβ]
µ
νx
ν , (3.6)
where ωαβ = −ωβα are the six infinitesimal parameters associated with each gener-
ator. In explicit matrix form, the Lorentz generators are
l01 =

0 −1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0
 , l02 =

0 0 −1 0
0 0 0 0
−1 0 0 0
0 0 0 0
 , l03 =

0 0 0 −1
0 0 0 0
0 0 0 0
−1 0 0 0
 ,
l12 =

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
 , l13 =

0 0 0 0
0 0 0 −1
0 0 0 0
0 1 0 0
 , l23 =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
 .
(3.7)
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The first three generators are boosts along the x, y and z-axes respectively and the
bottom three generators correspond to rotations in the x−y, x−z and y−z planes.
Is is easy to show using (3.5) that the Lie bracket of the Lorentz algebra is
[lαβ, lγδ] = ηαδlβγ + ηβγlαδ − ηαγlβδ − ηβδlαγ . (3.8)
A commonly used representation of these generators is
K1 = −l01, K2 = −l02, K3 = −l03, L1 = l23, L2 = −l13, L3 = l12. (3.9)
We define the components of the transformation vector field ξX corresponding to
generator X, to be ξX
µ ≡ Xµνxν . In the K − L representation, these vector fields
are
ξK1
µ =

x
t
0
0
 , ξK2µ =

y
0
t
0
 , ξK3µ =

z
0
0
t
 ,
ξL1
µ =

0
0
−z
y
 , ξL2µ =

0
z
0
−x
 , ξL3µ =

0
−y
x
0
 (3.10)
The vector fields ξPν
µ corresponding to the infinitesimal translation operators Pν are
simply four vectors with components δµν that act on the coordinate space additively
Pν · x : xµ → xµ + εξPνµ = xµ + εδµν . (3.11)
The generators of all of the Poincare´ subalgebras are listed by PWZ [35] using
an alternative representation to that defined above, but which allows convenient
extension to larger subgroups of the conformal group of spacetime transformations,
such as the similitude (Weyl) group [35], [36]. It is important to note that if any
extensions of the Maxwell-Dirac symmetry reduction to the conformal group are
undertaken, the physical system must be restricted to massless particles only. The
PWZ Lorentz generators are
B1 = 2L3 = 2l12, B2 = −2K3 = 2l03, B3 = −L2 −K1 = l13 + l01,
B4 = L1 −K2 = l23 + l02, B5 = L2 −K1 = −l13 + l01,
B6 = L1 +K2 = l23 − l02, (3.12)
with explicit matrix form
B1 =

0 0 0 0
0 0 −2 0
0 2 0 0
0 0 0 0
 , B2 =

0 0 0 −2
0 0 0 0
0 0 0 0
−2 0 0 0
 , B3 =

0 −1 0 0
−1 0 0 −1
0 0 0 0
0 1 0 0
 ,
B4 =

0 0 −1 0
0 0 0 0
−1 0 0 −1
0 0 1 0
 , B5 =

0 −1 0 0
−1 0 0 1
0 0 0 0
0 −1 0 0
 , B6 =

0 0 1 0
0 0 0 0
1 0 0 −1
0 0 1 0
 .
(3.13)
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In this representation, it is appropriate to replace t and z with the light cone coordi-
nates l+ ≡ t+ z and l− ≡ t− z. The transformation vector fields for each generator
are
ξB1
µ =

0
−2y
2x
0
 , ξB2µ =

−l+ + l−
0
0
−l+ − l−
 , ξB3µ =

−x
−l+
0
x
 ,
ξB4
µ =

−y
0
−l+
y
 , ξB5µ =

−x
−l−
0
−x
 , ξB6µ =

y
0
l−
y
 . (3.14)
The translation generators in the PWZ representation are
X1 = (1/2)(P0 − P3), X2 = P2, X3 = −P1, X4 = (1/2)(P0 + P3), (3.15)
where X1 and X4 correspond to translations along the l− and l+ axes respectively.
The corresponding (constant) vector fields are
ξX1
µ =

1/2
0
0
−1/2
 , ξX2µ =

0
0
1
0
 , ξX3µ =

0
−1
0
0
 , ξX4µ =

1/2
0
0
1/2
 . (3.16)
There is another B-generator, a composite of B1 and B2, which is present in the
PWZ F5 and F11 subalgebras of the Lorentz group, as well as the P5,i and P11,i
subalgebras of the Poincare´ group
Bϕ = cosϕB1 + sinϕB2, 0 < ϕ < pi, ϕ 6= pi/2. (3.17)
This generator corresponds to a simultaneous rotation around, and boost along the
z-axis, the so-called “screw” group, S(1). The continuous parameter varies the
generator from being almost a pure rotation (ϕ ≈ 0), to an almost pure boost
(ϕ ≈ pi/2). The extreme cases when ϕ → 0+ and ϕ → pi/2−, meaning Bϕ → B1
and Bϕ → B2, are actually Lorentz subalgebras in their own right, and are given
the PWZ labels F12 and F13 respectively. The explicit matrix form and vector field
for Bϕ are
Bϕ =

0 0 0 −2 sinϕ
0 0 −2 cosϕ 0
0 2 cosϕ 0 0
−2 sinϕ 0 0 0
 , ξBϕµ =

−2z sinϕ
−2y cosϕ
2x cosϕ
−2t sinϕ
 . (3.18)
3.2 Spherical symmetry (subgroup P3,4)
The condition for scalar and vector fields to be spherically symmetric is that they be
invariant under the action of the SO(3) group, which consists of the three rotation
generators L1, L2 and L3. The Lie derivative of a scalar field invariant under L1 is
LL1φ = ξL1σ∂σφ = −z∂yφ+ y∂zφ = 0, (3.19)
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which yields the characteristic system
dy
−z =
dz
y
, (3.20)
giving us the L1 invariant ρ =
√
y2 + z2. The requirement for invariance under L2
is
LL2φ = ξL2σ∂σφ = z∂xφ− x∂zφ = 0. (3.21)
To impose that φ to be jointly invariant under L1 and L2, we require that the
solution to (3.21) be a function of t, x and ρ. Using the chain rule, we find that the
PDE becomes independent from z explicitly
ρ∂xφ− x∂ρφ = 0. (3.22)
The characteristic equation is
dx
ρ
=
dρ
−x, (3.23)
from which we obtain the joint invariant r =
√
x2 + y2 + z2. Lastly, we require that
LL3φ = ξL3σ∂σφ = −y∂xφ+ x∂yφ = 0, (3.24)
which is automatically satisfied by φ(t, r). Now consider the four vector field Φµ
invariant under L1. From (3.4) for µ = 0− 3, we obtain the following PDEs
LL1Φ0 = −z∂yΦ0 + y∂zΦ0 = 0, (3.25a)
LL1Φ1 = −z∂yΦ1 + y∂zΦ1 = 0, (3.25b)
LL1Φ2 = −z∂yΦ2 + y∂zΦ2 + Φ3 = 0, (3.25c)
LL1Φ3 = −z∂yΦ3 + y∂zΦ3 − Φ2 = 0. (3.25d)
Likewise, for L2 we obtain
LL2Φ0 = z∂xΦ0 − x∂zΦ0 = 0, (3.26a)
LL2Φ1 = z∂xΦ1 − x∂zΦ1 − Φ3 = 0, (3.26b)
LL2Φ2 = z∂xΦ2 − x∂zΦ2 = 0, (3.26c)
LL2Φ3 = z∂xΦ3 − x∂zΦ3 + Φ1 = 0, (3.26d)
and for L3 we get
LL3Φ0 = −y∂xΦ0 + x∂yΦ0 = 0, (3.27a)
LL3Φ1 = −y∂xΦ1 + x∂yΦ1 + Φ2 = 0, (3.27b)
LL3Φ2 = −y∂xΦ2 + x∂yΦ2 − Φ1 = 0, (3.27c)
LL3Φ3 = −y∂xΦ3 + x∂yΦ3 = 0. (3.27d)
Noticing that Φ0 obeys the same set of PDEs as φ, we can immediately conclude that
Φ0 = a(t, r). By taking the combination xLL1Φi + yLL2Φi + zLL3Φi for i = 1, 2, 3,
we simplify the other PDEs to the algebraic set
zΦ2 − yΦ3 = 0, (3.28a)
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xΦ3 − zΦ1 = 0, (3.28b)
yΦ1 − xΦ2 = 0, (3.28c)
giving us the solution Φi = xib(t, r). So SO(3) invariant four vector fields must have
the general form
Φµ =

a(t, r)
xb(t, r)
yb(t, r)
zb(t, r)
 . (3.29)
3.3 Cylindrical symmetry (subgroup P12,8)
For tensor fields to be cylindrically symmetric, they must be invariant under rotation
around, and translation along, a single axis. Choosing the rotation plane to be x−y,
the axis must be z, so the infinitesimal invariance generators are L3 and P3. The
scalar field must satisfy the relatively trivial PDEs
LP3φ = ξP3σ∂σφ = ∂zφ = 0, (3.30)
LL3φ = ξL3σ∂σφ = −y∂xφ+ x∂yφ = 0. (3.31)
The first equation tells us that φ is independent of z, and from the second we obtain
the invariant ρ =
√
x2 + y2. Cylindrical symmetry requires that scalar fields be
functions of t and ρ only. The vector fields must satisfy
LP3Φµ = ξP3σ∂σΦµ = 0, (3.32)
as well as equations (3.27a) to (3.27d). We can immediately conclude that Φ0 =
a(t, ρ) and Φ3 = d(t, ρ), since they solve the same equations as φ. We can also
say that Φ1 and Φ2 are independent of z, but due to components mixing, they are
not pure functions of t and ρ. From (3.27b) and (3.27c), we obtain the respective
characteristic systems
dx
−y =
dy
x
=
dΦ1
−Φ2 , (3.33a)
dx
−y =
dy
x
=
dΦ2
Φ1
, (3.33b)
obviously implying that
dΦ1
−Φ2 =
dΦ2
Φ1
. (3.34)
Integrating and taking into account the fact that arbitrary functions of t and ρ are
constant along characteristic curves, we obtain the algebraic constraint
(Φ1)2 + (Φ2)2 = f(t, ρ), (3.35)
which accepts solutions of the form Φ1 = xb(t, ρ) − yc(t, ρ) and Φ2 = yb(t, ρ) +
xc(t, ρ). This gives us the form of the cylindrically symmetric four vector field
Φµ =

a(t, ρ)
xb(t, ρ)− yc(t, ρ)
yb(t, ρ) + xc(t, ρ)
d(t, ρ)
 . (3.36)
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3.4 P11,2 symmetry (“screw” subgroup)
The Poincare´ subalgebra P11,2 as defined by PWZ consists of the single Lorentz
generator Bϕ, and the three translation generators X1, X2 and X3. In this section,
we will find the symmetric form of the fields for the Bϕ generator first, then proceed
through the translation generators in numerical order. The process is a cumulative
one, in that once we have derived the form of the Bϕ invariant fields, we apply the
X1 invariance condition to them in this form, resulting in a more restricted form,
and so on.
3.4.1 Bϕ invariant fields
From (3.18), we can see that the Bϕ invariance condition for a scalar field is
LBϕφ = ξBϕσ∂σφ = −2z sinϕ ∂tφ− 2y cosϕ ∂xφ+ 2x cosϕ ∂yφ− 2t sinϕ ∂zφ = 0.
(3.37)
Since we are using the light cone coordinates, we must use the chain rule to rewrite
the derivatives
∂tφ = ∂+φ+ ∂−φ, (3.38)
∂zφ = ∂+φ− ∂−φ, (3.39)
resulting in the PDE
−l+ sinϕ ∂+φ+ l− sinϕ ∂−φ− y cosϕ ∂xφ+ x cosϕ ∂yφ = 0, (3.40)
where for simplicity, we have defined ∂+ ≡ ∂/∂l+ and ∂− ≡ ∂/∂l−. From the
method of characteristics, we get the system of six ODEs
dl+
−l+ sinϕ =
dl−
l− sinϕ
=
dx
−y cosϕ =
dy
x cosϕ
, (3.41)
from which we obtain the six invariants
|L| = |l+l−| = |t2 − z2|, (3.42a)
ρ =
√
x2 + y2, (3.42b)
α = cosϕ ln |l+| − sinϕ arcsin(x/ρ), (3.42c)
β = cosϕ ln |l+|+ sinϕ arcsin(y/ρ), (3.42d)
γ = cosϕ ln |l−|+ sinϕ arcsin(x/ρ), (3.42e)
δ = cosϕ ln |l−| − sinϕ arcsin(y/ρ), (3.42f)
where we obtain the last four invariants via integration by recognizing that ρ is a
constant in the characteristic system. Not all of these invariants are independent.
For example, adding α and γ, then rearranging gives
|L| = exp
(
α+ γ
cosϕ
)
. (3.43)
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In addition to |L| and ρ, we can construct a neat form for a third invariant from
the list α, β, γ, δ. Consider the combination
α− δ = β − γ = cosϕ (ln |l+| − ln |l−|) + sinϕ [arcsin(y/ρ)− arcsin(x/ρ)]. (3.44)
After some manipulation, we find that
exp[(α− δ)/ cosϕ] = (l+/l−) exp{τ arctan[(y2 − x2)/2xy]}, (3.45)
where τ ≡ tanϕ. Using the logarithmic form of arctan, and introducing polar
coordinates in the x− y plane
y + ix = ρeiχ, (3.46)
where χ ≡ arctan(x/y), we find that
exp[(α− δ)/ cosϕ] = −(l+/l−)e−2τχ. (3.47)
Taking the negative reciprocal of this, we arrive at the form for the new invariant
ζϕ = (l−/l+)e2τχ, (3.48)
with the ϕ subscript indicating that the invariant is dependent on the value of the
free group parameter. In summary, by imposing Bϕ invariance, we have gone from
the independent variable set (l+, l−, x, y) to the reduced set (|L|, ρ, ζϕ). Arbitrary
scalar functions of the latter set are solutions to (3.40), which can be checked via
substituting the partial derivatives of φ(|L|, ρ, ζϕ)
∂+φ = l−(L/|L|)∂|L|φ− (ζϕ/l+)∂ζφ, (3.49a)
∂−φ = l+(L/|L|)∂|L|φ+ (ζϕ/l−)∂ζφ, (3.49b)
∂xφ = (x/ρ)∂ρφ+ (2τζϕy/ρ
2)∂ζφ, (3.49c)
∂yφ = (y/ρ)∂ρφ− (2τζϕx/ρ2)∂ζφ. (3.49d)
Now the vector field components must satisfy
LBϕΦµ = ξBϕσ∂σΦµ − (∂σξBϕµ)Φσ = 0, (3.50)
which for µ = 0− 3 gives us
− l+ sinϕ ∂+Φ0 + l− sinϕ ∂−Φ0 − y cosϕ ∂xΦ0 + x cosϕ ∂yΦ0 + sinϕ Φ3 = 0,
(3.51a)
− l+ sinϕ ∂+Φ1 + l− sinϕ ∂−Φ1 − y cosϕ ∂xΦ1 + x cosϕ ∂yΦ1 + cosϕ Φ2 = 0,
(3.51b)
− l+ sinϕ ∂+Φ2 + l− sinϕ ∂−Φ2 − y cosϕ ∂xΦ2 + x cosϕ ∂yΦ2 − cosϕ Φ1 = 0,
(3.51c)
− l+ sinϕ ∂+Φ3 + l− sinϕ ∂−Φ3 − y cosϕ ∂xΦ3 + x cosϕ ∂yΦ3 + sinϕ Φ0 = 0.
(3.51d)
3.4. P11,2 SYMMETRY (“SCREW” SUBGROUP) 27
The method of characteristics gives us a system of ODEs like (3.41) for each equa-
tion, but with an extra dΦµ part. Equating these parts gives us an ODE system
involving only the vector field components
dΦ0
− sinϕ Φ3 =
dΦ1
− cosϕ Φ2 =
dΦ2
cosϕ Φ1
=
dΦ3
− sinϕ Φ0 . (3.52)
Integrating this ODE system, we obtain a list of algebraic constraints on the vector
field components
A2(|L|, ρ, ζϕ) = (Φ0)2 − (Φ3)2, (3.53a)
B2(|L|, ρ, ζϕ) = (Φ1)2 + (Φ2)2, (3.53b)
f(|L|, ρ, ζϕ) = τ arcsin(Φ1/B)− arccosh(Φ0/A), (3.53c)
g(|L|, ρ, ζϕ) = τ arcsin(Φ2/B) + arccosh(Φ0/A), (3.53d)
h(|L|, ρ, ζϕ) = τ arcsin(Φ1/B)− arcsinh(Φ3/A), (3.53e)
k(|L|, ρ, ζϕ) = τ arcsin(Φ2/B) + arcsinh(Φ3/A), (3.53f)
where we have used the fact that arbitrary functions of the invariants are constants
in the characteristic ODE system. By introducing angular coordinates in the Φ0−Φ3
and Φ1 − Φ2 planes, we find that f = h and g = k, so we effectively have only four
independent constraints. After some investigation, we find that the f and g angular
constraints provide a superfluous level of detail that can be eliminated by a simple
relabeling of functions. Focusing on the quadratic constraints (3.53a) and (3.53b),
we find that an appropriate generic form for the four vector field is
Φµ =

ta(|L|, ρ, ζϕ) + zb(|L|, ρ, ζϕ)
xc(|L|, ρ, ζϕ)− yd(|L|, ρ, ζϕ)
yc(|L|, ρ, ζϕ) + xd(|L|, ρ, ζϕ)
za(|L|, ρ, ζϕ) + tb(|L|, ρ, ζϕ)
 . (3.54)
Verification can be obtained by substituting into (3.51a)-(3.51d), (3.53a) and (3.53b).
Note that since the Poincare´ subgroup P11,6 consists of the single Lorentz generator
Bϕ, this is the invariant four vector field form for that subgroup. P11,2 consists of
Bϕ, as well as the three translation generators X1, X2 and X3, the corresponding
vector fields being listed in (3.16).
3.4.2 Bϕ, X1 invariant fields
The condition that scalar fields are simultaneously invariant under Bϕ and X1 is
ξX1
σ∂σφ(|L|, ρ, ζϕ) = ∂−φ(|L|, ρ, ζϕ) = 0, (3.55)
which upon applying the chain rule and multiplying through by l−, gives the PDE
|L|∂|L|φ+ ζϕ∂ζφ = 0. (3.56)
The corresponding characteristic ODE for this equation is
d|L|
|L| =
dζϕ
ζϕ
, (3.57)
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which can be integrated to yield the {Bϕ, X1} joint invariant
ζ˜ϕ ≡ L/ζϕ = l2+e−2τχ. (3.58)
So in order to be jointly invariant along the characteristics generated by both Bϕ
and X1, the scalar field φ must be a function of (ρ, ζ˜ϕ) only. Since neither ρ, nor ζ˜ϕ
are dependent on l−, it is obvious that φ(ρ, ζ˜ϕ) solves (3.55).
For four vector fields to be simultaneously invariant under Bϕ and X1, we require
that
LX1Φµ = ξX1σ∂σΦµ − (∂σξX1µ)Φσ = ∂−Φµ = 0, (3.59)
where Φµ are the components of (3.54). The second term is zero because ξX1
µ is a
constant vector field. Carrying out the derivatives yields the four PDEs
l−(a− b)/2 + t(|L|∂|L|a+ ζϕ∂ζa) + z(|L|∂|L|b+ ζϕ∂ζb) = 0, (3.60a)
x(|L|∂|L|c+ ζϕ∂ζc)− y(|L|∂|L|d+ ζϕ∂ζd) = 0, (3.60b)
y(|L|∂|L|c+ ζϕ∂ζc) + x(|L|∂|L|d+ ζϕ∂ζd) = 0, (3.60c)
− l−(a− b)/2 + z(|L|∂|L|a+ ζϕ∂ζa) + t(|L|∂|L|b+ ζϕ∂ζb) = 0, (3.60d)
where we have taken the additional step of multiplying through by l−. Adding
(3.60a) to (3.60d) and subtracting (3.60d) from (3.60a) gives the two respective
equations
|L|∂|L|a+ ζϕ∂ζa = −(|L|∂|L|b+ ζϕ∂ζb), (3.61a)
b− a = |L|∂|L|a+ ζϕ∂ζa− (|L|∂|L|b+ ζϕ∂ζb). (3.61b)
The first equation can be substituted into the second to eliminate either the a or b
derivatives from the right hand side, giving us non-homogeneous PDEs for a and b:
(b− a)/2 = |L|∂|L|a+ ζϕ∂ζa, (3.62a)
(a− b)/2 = |L|∂|L|b+ ζϕ∂ζb, (3.62b)
to which we can apply the method of characteristics, giving us the respective ODE
systems
d|L|
|L| =
dζϕ
ζϕ
=
2da
b− a, (3.63a)
d|L|
|L| =
dζϕ
ζϕ
=
2db
a− b . (3.63b)
The first two parts of each ODE system again tell us that characteristics lie along
curves of constant ζ˜ϕ = l
2
+e
−2τχ. We can equate the right hand sides of both ODE
systems and integrate to yield the algebraic constraint on the forms of a and b
a(|L|, ρ, ζϕ) + b(|L|, ρ, ζϕ) = f(ρ, ζ˜ϕ), (3.64)
where f is a constant in this ODE system. This constraint is satisfied if we simply
impose that a and b now be functions of ρ and ζ˜ϕ. Substituting these into the µ = 0
Lie derivative gives
∂−Φ0 = ∂−[ta(ρ, ζ˜ϕ) + zb(ρ, ζ˜ϕ)] = a/2− b/2 = 0, (3.65)
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which is satisfied only if a = b. The µ = 3 equation gives the same result, so we
conclude that the form of the Φ0 and Φ3 components is
Φ0 = Φ3 = l+a(ρ, ζ˜ϕ). (3.66)
Moving on to the µ = 1, 2 PDEs, taking the combinations x(3.60b)+y(3.60c) as well
as x(3.60c) −y(3.60b) yields the two respective PDEs
|L|∂|L|c+ ζϕ∂ζc = 0, (3.67a)
|L|∂|L|d+ ζϕ∂ζd = 0. (3.67b)
Since these equations are of exactly the same form as the scalar field PDE (3.56),
we conclude that c and d must be functions of (ρ, ζ˜ϕ). Our {Bϕ, X1} invariant four
vector field is therefore of the form
Φµ =

l+a(ρ, ζ˜ϕ)
xb(ρ, ζ˜ϕ)− yc(ρ, ζ˜ϕ)
yb(ρ, ζ˜ϕ) + xc(ρ, ζ˜ϕ)
l+a(ρ, ζ˜ϕ)
 . (3.68)
Note that this invariant form corresponds to the P11,5 Poincare´ subalgebra.
3.4.3 Bϕ, X1, X2 invariant fields
Scalar fields simultaneously invariant under Bϕ, X1 and X2 must satisfy
ξX2
σ∂σφ(ρ, ζ˜ϕ) = ∂yφ(ρ, ζ˜ϕ) = 0, (3.69)
which when applying the chain rule, gives us the PDE
y(1/ρ)∂ρφ+ x(2τ ζ˜ϕ/ρ
2)∂
ζ˜
φ = 0. (3.70)
For this equation to hold for all x, y, it must be that the derivative terms are zero,
implying that φ is a constant.
For four vector fields invariant under these generators, we require
ξX2
σ∂σΦ
µ − (∂σξX2µ)Φσ = ∂yΦµ = 0, (3.71)
with Φµ components given by (3.68). The equation for the µ = 0 and µ = 3
components is
y(1/ρ)∂ρa+ x(2τ ζ˜ϕ/ρ
2)∂
ζ˜
a = 0, (3.72)
which has exactly the same form as (3.70), so a is constant. After applying the
chain rule, the µ = 1 and µ = 2 equations respectively are
c = x2(2τ ζ˜ϕ/ρ
2)∂
ζ˜
b+ xy(1/ρ)∂ρb− xy(2τ ζ˜ϕ/ρ2)∂ζ˜c− y2(1/ρ)∂ρc, (3.73a)
b = −x2(2τ ζ˜ϕ/ρ2)∂ζ˜c− xy(1/ρ)∂ρc− xy(2τ ζ˜ϕ/ρ2)∂ζ˜b− y2(1/ρ)∂ρb. (3.73b)
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Since it is established that c and b are both functions of ρ and ζ˜ϕ, for these ex-
pressions to hold for all x, y, it must be that b = c = 0. Intuitively speaking, if we
imagine the form of a vector field symmetric under rotations around the z−axis, with
x and y components Φ1 and Φ2, including the additional requirement of symmetry
along y−axis translations forces both components to be zero. We have determined
the form of the {Bϕ, X1, X2} invariant four vector field to be
Φµ =

l+a
0
0
l+a
 , (3.74)
where a is a constant.
3.4.4 Bϕ, X1, X2, X3 invariant fields
Finally, for full P11,2 symmetry, we require that globally constant scalars satisfy
ξX3
σ∂σφ = −∂xφ = 0, (3.75)
which they obviously do. Four vector fields must satisfy
ξX3
σ∂σΦ
µ − (∂σξX3µ)Φσ = −∂xΦµ = 0. (3.76)
Since Φ0 and Φ3 in (3.74) are already independent of x, (3.76) is automatically
satisfied. We therefore conclude that (3.74) is the full P11,2 invariant four vector
field form.
3.5 P˜13,10 symmetry
The final example we cover here is the non-splitting P˜13,10 Poincare´ subalgebra,
consisting of the generators B2 + λX2 (λ > 0), X1, X3 and X4. The non-splitting
aspect is manifested in the fact that the pure Lorentz generator B2 is “tied up”
with the translation generator λX2, where the non-zero parameter λ determines the
relative weight of the translation part. To condense the notation, we define the
abbreviated form of the non-split generator, B˜λ ≡ B2 + λX2, where the tilde is to
emphasize that it is not a pure Lorentz generator. As in the previous section, we
will consider the Lorentz-translation generator B˜λ first, then sequentially apply the
translation generators in numerical order.
3.5.1 B˜λ invariant fields
B2 generates hyperbolic rotations in the t− z plane, and X2 generates translations
along the y−axis. Since the individual vector fields point in orthogonal directions,
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the vector field corresponding to B˜λ is simply the linear combination
ξB2
µ + λξX2
µ ≡ ξ
B˜λ
µ =

−l+ + l−
0
λ
−l+ − l−
 . (3.77)
A scalar field φ invariant under the action of B˜λ solves
L
B˜λ
φ = ξ
B˜λ
σ∂σφ = (−l+ + l−)∂tφ+ λ∂yφ+ (−l+ − l−)∂zφ = 0. (3.78)
Applying the chain rule (3.38), (3.39), this PDE becomes
−2l+∂+φ+ 2l−∂−φ+ λ∂yφ = 0, (3.79)
which has the set of characteristic ODEs
dl+
−2l+ =
dl−
2l−
=
dy
λ
. (3.80)
Integrating these three equations yields the set of invariants
|L| = |l+l−| = |t2 − z2|, (3.81a)
α = |l+|e2y/λ, (3.81b)
β = |l−|e−2y/λ, (3.81c)
If α and β are invariants, then so is
αβ = |l+||l−|e2y/λe−2y/λ = |L|, (3.82)
implying that |L| is not independent from the other two. Choosing φ to be an
arbitrary function of α, β and x, we find that (3.79) is satisfied. For future reference,
the partial derivatives of φ(α, β, x) are
∂tφ = ∂αφ · ∂+α+ ∂βφ · ∂−β = (l+/|l+|)e2y/λ∂αφ+ (l−/|l−|)e−2y/λ∂βφ, (3.83a)
∂yφ = ∂αφ · ∂yα+ ∂βφ · ∂yβ = (2|l+|/λ)e2y/λ∂αφ− (2|l−|/λ)e−2y/λ∂βφ, (3.83b)
∂zφ = ∂αφ · ∂+α− ∂βφ · ∂−β = (l+/|l+|)e2y/λ∂αφ− (l−/|l−|)e−2y/λ∂βφ, (3.83c)
where ∂tl+ = ∂zl+ = ∂tl− = 1 and ∂zl− = −1 are implicit. Invariant vector fields
must solve
L
B˜λ
Φµ = ξ
B˜λ
σ∂σΦ
µ − (∂σξB˜λ
µ)Φσ = 0, (3.84)
which for µ = 0− 3 gives us the set of PDEs
− 2l+∂+Φ0 + 2l−∂−Φ0 + λ∂yΦ0 + 2Φ3 = 0, (3.85a)
− 2l+∂+Φ1 + 2l−∂−Φ1 + λ∂yΦ1 = 0, (3.85b)
− 2l+∂+Φ2 + 2l−∂−Φ2 + λ∂yΦ2 = 0, (3.85c)
− 2l+∂+Φ3 + 2l−∂−Φ3 + λ∂yΦ3 + 2Φ0 = 0. (3.85d)
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Since (3.85b) and (3.85c) are the same form as (3.79), they have the same charac-
teristic solution as the scalar field: Φ1 = c(α, β, x) and Φ2 = d(α, β, x). Applying
the method of characteristics to the non-homogeneous PDEs (3.85a) and (3.85d), we
obtain two systems of ODEs exactly like (3.80), but with extra dΦµ parts. Equating
these parts gives
dΦ0
2Φ3
=
dΦ3
2Φ0
, (3.86)
which when integrated yields the algebraic constraint
(Φ0)2 − (Φ3)2 = f(α, β, x). (3.87)
This has the solution
Φ0 = l+a(α, β, x) + l−b(α, β, x), (3.88a)
Φ3 = l+a(α, β, x)− l−b(α, β, x), (3.88b)
which can be checked via substitution. We have determined the form of the B˜λ
invariant four vector field to be
Φµ =

l+a+ l−b
c
d
l+a− l−b
 , (3.89)
where a, b, c and d are functions of α, β and x. This form can be verified by inserting
the appropriate components into (3.85a)-(3.85d), as well as (3.87).
3.5.2 B˜λ, X1 invariant fields
Scalar fields invariant under both B˜λ and X1 must solve
LX1φ(α, β, x) = ξX1σ∂σφ(α, β, x) = (1/2)(∂tφ− ∂zφ) = 0. (3.90)
Applying (3.83a) and (3.83c) gives us
(l−/|l−|)e−2y/λ∂βφ = 0, (3.91)
but since l−/|l−| = ±1 (l− 6= 0) and e−2y/λ are positive definite, we require
∂βφ = 0, (3.92)
implying that φ is independent of β. For the four vector field to be invariant under
B˜λ and X1, we must have
LX1Φµ = ξX1σ∂σΦµ − (∂σξX1µ)Φσ = (1/2)(∂tΦµ − ∂zΦµ) = 0, (3.93)
where the components of Φµ are given by (3.89). The four PDEs obtained after
carrying out the derivatives are
b+ l+(l−/|l−|)e−2y/λ∂βa+ l−(l−/|l−|)e−2y/λ∂βb = 0, (3.94a)
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∂tc− ∂zc = 0, (3.94b)
∂td− ∂zd = 0, (3.94c)
− b+ l+(l−/|l−|)e−2y/λ∂βa− l−(l−/|l−|)e−2y/λ∂βb = 0. (3.94d)
Since (3.94b) and (3.94c) are the same PDEs as in the scalar field case, c and d must
both be independent of β. We can easily decouple (3.94a) and (3.94d) by adding or
subtracting them. Adding and discarding the non-zero terms gives
l+∂βa = 0, (3.95)
which requires ∂βa = 0 everywhere, except possibly at l+ = 0. Ignoring this techni-
cality, we can say that a must be a function of α and x only. Subtracting the two
PDEs and rearranging gives
∂βb(α, β, x) = −b(α, β, x)/β, (3.96)
which has the solution
b(α, β, x) = b(α, x)/β. (3.97)
Our B˜λ, X1 invariant four vector field is therefore
Φµ =

l+a+ (l−/β)b
c
d
l+a− (l−/β)b
 , (3.98)
where a, b, c and d are functions of α and x.
3.5.3 B˜λ, X1, X3 invariant fields
The invariance condition for scalar fields is now
LX3φ(α, x) = ξX3σ∂σφ(α, x) = ∂xφ = 0, (3.99)
implying that φ must be independent of x, a function of the single variable α. The
invariance condition for four vector fields is
LX3Φµ = ξX3σ∂σΦµ − (∂σξX3µ)Φσ = ∂xΦµ = 0, (3.100)
where the components Φµ are given in (3.98). The four PDEs for each component
are
l+∂xa+ (l−/β)∂xb = 0, (3.101a)
∂xc = 0, (3.101b)
∂xd = 0, (3.101c)
l+∂xa− (l−/β)∂xb = 0. (3.101d)
The middle two equations obviously imply that c and d are functions of α only.
Adding the first and last equations gives
l+∂xa = 0. (3.102)
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Again ignoring the ambiguity at the l+ = 0 point, we conclude that a is a function
of α only. Subtracting the last PDE from the first gives us
(l−/β)∂xb = (l−/|l−|)e2y/λ∂xb = 0, (3.103)
implying that that b is a function of α only. The B˜λ, X1, X3 invariant form of the
four vector field is
Φµ =

l+a+ (l−/β)b
c
d
l+a− (l−/β)b
 , (3.104)
where a, b, c and d are functions of α only.
3.5.4 B˜λ, X1, X3, X4 invariant fields
Lastly, for full P˜13,10 invariance, the scalar field must satisfy
LX4φ(α) = ξX4σ∂σφ(α) = (1/2)(∂tφ+ ∂zφ) = 0. (3.105)
After applying the chain rule and disregarding the non-zero terms, we get
∂αφ = 0, (3.106)
so φ is a constant. P˜13,10 invariant vector fields must satisfy
LX4Φµ = ξX4σ∂σΦµ − (∂σξX4µ)Φσ = (1/2)(∂tΦµ + ∂zΦµ) = 0, (3.107)
where Φµ has components (3.104). The PDEs for each component are
a+ l+(l+/|l+|)e2y/λ∂αa+ (L/|L|)e4y/λ∂αb = 0, (3.108a)
∂tc+ ∂zc = 0, (3.108b)
∂td+ ∂zd = 0, (3.108c)
a+ l+(l+/|l+|)e2y/λ∂αa− (L/|L|)e4y/λ∂αb = 0. (3.108d)
The middle two PDEs are the same as the scalar field case, so c and d are both
constants. Adding the first and last equations and rearranging gives
∂αa(α) = −a(α)/α, (3.109)
which has the solution
a(α) = a/α, (3.110)
where the a on the right-hand side is a constant. Finally, subtracting the last PDE
from the first, we find that
∂αb = 0, (3.111)
so b is a constant. The P˜13,10 invariant form of the four vector field is
Φµ =

(l+/|l+|)e−2y/λa+ (l−/|l−|)e2y/λb
c
d
(l+/|l+|)e−2y/λa− (l−/|l−|)e2y/λb
 . (3.112)
Chapter 4
Maxwell-Dirac Symmetry Reductions
In this chapter, we apply the Poincare´ symmetry subgroups from chapter 3 to the
Maxwell-Dirac equations (2.44)-(2.48), and observe how the system reduces under
these constraints. By substituting (2.46) into (2.47), and subsequently substituting
(2.47) into (2.48), we find that the system depends only on the two four vector
fields jµ and kµ, and the two scalar fields σ and ω. Strictly speaking, kµ is a
pseudovector, and ω is a pseudoscalar, which means their sign under a Lorentz
transformation depends on the determinant of the transforming matrix. The sign is
negative for improper transformations, but since we are only dealing with symmetry
under Lorentz transformations connected to the identity, we shall treat kµ as a
regular four vector field and ω as a scalar. It can explicitly be shown in the spherical
symmetry case, that if one interprets kµ in terms of a rank-3 tensor Tνσρ fully
contracted with a rank-4 Levi-Civita symbol µνσρ, and then imposes the symmetric
form of Tνσρ, k
µ has the correct four-vector form for that symmetry group. In
general, since the axial vector can be written in the form
kµ = µνσρTνσρ, (4.1)
taking the Lie derivative of both sides, and assuming that Tνσρ is invariant such that
Lξ(T ) = 0, implies that Lξ(k) = 0 because the Levi-Civita symbol is invariant under
the identity connected component of the Poincare´ group. The Fierz identities (2.44)
and (2.45) can be used to eliminate two dependent variables from the symmetry
reduced form, which in our analysis we choose to be from the kµ four vector field.
Our analysis will proceed as follows. For each symmetry subgroup, we will restate
the forms that the fields must take, then use the Fierz identities to obtain expressions
for two of the dependent functions in kµ in terms of other dependent functions.
These expressions are used to eliminate the two functions from the system entirely,
except in the cylindrical case, where this would unnecessary complicate things. Next,
we reduce Bµ (2.46) for µ = 0 − 3 by substituting in the subgroup-invariant forms
for the fields. Due to the length of the calculations in the spherical and cylindrical
cases, we will just state the results, where we find that Bµ has the correct form for
a subgroup-invariant four vector field, with the dependent functions in terms of jµ,
kµ, σ and ω. In order to save space, we introduce the more abbreviated derivative
notation ∂tσ ≡ σt and ∂rja ≡ ja,r.
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Following this, we reduce Fµν (2.47) by substituting the subgroup-invariant forms
of the fields, as well as our previously obtained Bµ. In the spherically and cylin-
drically symmetric cases, the Bµ components are quite long, so we enlist the aid of
Mathematica to carry out the derivatives and factorization, along with some further
manual manipulation. The results of the manual manipulation can be checked for
errors by comparing with the original Mathematica output. Once the form of Fµν
has been obtained, we can substitute it into Maxwell’s equations (2.48), yielding
up to four equations, purely in terms of jµ, kµ, σ and ω only; the Maxwell-Dirac
equations. We shall see that the Maxwell-Dirac system varies wildly in complexity
depending on what the chosen symmetry group is, from a simple algebraic system
in the P11,2 case, to the cylindrical case, which yields a coupled set of third-order,
non-linear PDEs too long to easily write in closed form.
4.1 Spherical symmetry (subgroup P3,4)
4.1.1 Fierz identities
From (3.29) in section 4.2, jµ and kµ have the form
jµ =

ja
xjb
yjb
zjb
 , kµ =

ka
xkb
ykb
zkb
 , (4.2)
where ja, jb, ka and kb are all functions of t and r =
√
x2 + y2 + z2, as are σ and
ω. Lowering the index of the four vectors turns the column into a row, and changes
the sign of the µ = 1, 2, 3 components. Contracting jµ and kµ with themselves, and
using the Fierz identity (2.44), we get
j2a − r2j2b = −k2a + r2k2b = σ2 − ω2. (4.3)
We can rearrange this to solve for ka
ka = ±
√
r2(j2b + k
2
b )− j2a. (4.4)
Contracting jµ with kµ and using the orthogonality condition (2.45)
jaka − r2jbkb = 0, (4.5)
then substituting (4.4) and performing some simple algebraic manipulation gives us
the identity
kb = ±ja/r. (4.6)
Substituting this back into (4.4) gives the other identity
ka = ±rjb. (4.7)
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We have determined that kµ can be expressed entirely in terms of the dependent
functions of jµ
kµ = ±

rjb
(x/r)ja
(y/r)ja
(z/r)ja
 . (4.8)
4.1.2 Vector potential
Our next step is to substitute our symmetric fields into (2.46), and simplify for
each µ. When performing the calculations, dealing with each term in the numerator
of Bµ separately makes them much easier to handle. We will briefly outline the
calculations for the first two components, then skip to the symmetric form of Bµ.
When µ = 0, the first component is
0νρσ(σ2 − ω2)∂ν(jρkσ)
= (σ2 − ω2)[∂1(j2k3)−∂1(j3k2)−∂2(j1k3)+∂2(j3k1)+∂3(j1k2)−∂3(j2k1)]
= ±(σ2 − ω2){∂x[(yz/r)jajb]− ∂x[(yz/r)jajb]− ∂y[(xz/r)jajb]
+ ∂y[(xz/r)jajb] + ∂z[(xy/r)jajb]− ∂z[(xy/r)jajb]}
= 0. (4.9)
The second term in B0 expands in exactly the same way, except the partial derivative
operator acts on σ2 − ω2, so we get
−(1/2)0νρσjρkσ∂ν(σ2 − ω2) = 0. (4.10)
The third term in B0 is
δ0νρσ[(∂νσ)ω − σ(∂νω)]jρkσ = i(j0kν − jνk0)[(∂νσ)ω − σ(∂νω)]
= ±i[rjajb(∂tσ)ω + (x/r)j2a(∂xσ)ω + (y/r)j2a(∂yσ)ω + (z/r)j2a(∂zσ)ω
− rjajbσ(∂tω)− (x/r)j2aσ(∂xω)− (y/r)j2aσ(∂yω)− (z/r)j2aσ(∂zω)
− rjajb(∂tσ)ω − rxj2b (∂xσ)ω − ryj2b (∂yσ)ω − rzj2b (∂zσ)ω
+ rjajbσ(∂tω) + rxj
2
bσ(∂xω) + ryj
2
bσ(∂yω) + rzj
2
bσ(∂zω)]
= ±i[(j2a/r)− rj2b ](x2/r + y2/r + z2/r)[(∂rσ)ω − σ(∂rω)]
= ±i(σ2 − ω2)[(∂rσ)ω − σ(∂rω)]. (4.11)
Substituting these terms back into B0 gives, after canceling terms and applying our
abbreviated notation
B0 = [±(i/2)(σrω − σωr)−mσja][q(σ2 − ω2)]−1. (4.12)
Now take the µ = 1 case. The first term in B1 is
1νρσ(σ2 − ω2)∂ν(jρkσ)
= (σ2 − ω2)[−∂0(j2k3) + ∂0(j3k2) + ∂2(j0k3)− ∂2(j3k0)− ∂3(j0k2)
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+ ∂3(j2k0)]
= ±(σ2 − ω2)[(yz/r3)j2a − (2yz/r2)ja(∂rja) + (yz/r)j2b + 2yzjb(∂rjb)
− (yz/r3)j2a + (2yz/r2)ja(∂rja)− (yz/r)j2b − 2yzjb(∂rjb)]
= 0. (4.13)
Since we had to apply the derivative operators in this case, we must be more careful
about the second term, which is
− (1/2)1νρσjρkσ∂ν(σ2 − ω2)
= ±(1/2)[(yz/r)jajb∂t − (yz/r)jajb∂t + (z/r)j2a∂y − zrj2b∂y − (y/r)j2a∂z
+ yrj2b∂z](σ
2 − ω2)
= ±(1/2)[(2yz/r2)j2a − 2yzj2b − (2yz/r2)j2a + 2yzj2b ][σ(∂rσ)− ω(∂rω)]
= 0. (4.14)
Taking advantage of the abbreviated derivative notation, the third term in B1 is
δ1νρσ[(∂νσ)ω − σ(∂νω)]jρkσ = i(j1kν − jνk1)[(∂νσ)ω − σ(∂νω)]
= ±i[xrj2b (σtω − σωt) + (xy/r)jajb(σyω − σωy)
+ (xz/r)jajb(σzω − σωz)− (x/r)j2a(σtω − σωt)
− (xy/r)jajb(σyω − σωy)− (xz/r)jajb(σzω − σωz)]
= ∓i(x/r)(σ2 − ω2)(σtω − σωt). (4.15)
Substituting into B1 and making appropriate cancellations gives
B1 = x[∓(i/2r)(σtω − σωt)−mσjb][q(σ2 − ω2)]−1. (4.16)
There is a similar result for µ = 2 and µ = 3, but instead of an x, there is a y and
z respectively. We have found that Bµ assumes the form required for a spherically
symmetric four vector field
Bµ =

Ba
xBb
yBb
zBb
 , (4.17)
where Ba and Bb are functions of the invariants, given by
Ba = [±(i/2)(σrω − σωr)−mσja][q(σ2 − ω2)]−1, (4.18)
Bb = [∓(i/2r)(σtω − σωt)−mσjb][q(σ2 − ω2)]−1. (4.19)
4.1.3 Field strength tensor
Now we turn our attention to Fµν (2.47), which is antisymmetric with six indepen-
dent components. Since the calculations are quite lengthy, we enlist the computa-
tional aid of Mathematica. Considering the µ = 0, ν = i = 1, 2, 3 components of
Fµν first, we find that
σρκτ jκkτ [(∂0jσ)(∂ijρ)− (∂0kσ)(∂ikρ)] = 0, (4.20)
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so the rational term vanishes. We are left with the four-curl term
F0i = ∂0Bi − ∂iB0 = xi[−∂tBb − (1/r)∂rBa], (4.21)
which is of the form
F0i = xiFa(t, r), (4.22)
where the function of the invariants in terms of the bilinear fields is
Fa(t, r) = (1/qr)(σ
2 − ω2)−2{−2m[σja(σσr − ωωr) + rσjb(σσt − ωωt)]
± i[σω(σ2r − σ2t + ω2r − ω2t ) + (σ2 + ω2)(σtωt − σrωr)]}
+ (1/qr)(σ2 − ω2)−1[m(σrja + σja,r + rσtjb + rσjb,t)
± (i/2)(σttω − σωtt − σrrω + σωrr)]. (4.23)
Now consider the purely spatial components, Fij . The four-curl term in this case is
∂iBj − ∂jBi = −(xjxi/r)∂rBb + (xixj/r)∂rBb = 0, (4.24)
leaving us with the rational term only. Expanding the three independent Fij using
Mathematica, we find that
F12 = zFb(t, r), (4.25a)
F13 = −yFb(t, r), (4.25b)
F23 = xFb(t, r), (4.25c)
where
Fb(t, r) = ± 1
2q
(
j4a
r3
− 2j
2
aj
2
b
r
+ rj4b
)
(σ2 − ω2)−2. (4.26)
Factorizing, and using the inner product Fierz identity (4.3), we find that this
simplifies to
Fb(t, r) = ± 1
2qr3
. (4.27)
In summary, our spherically symmetric field strength tensor is of the form
Fµν =

0 xFa yFa zFa
−xFa 0 zFb −yFb
−yFa −zFb 0 xFb
−zFa yFb −xFb 0
 . (4.28)
The spatial components of the field strength tensor become
F12 = −Mz = ± 1
2q
z
r3
, (4.29a)
F13 = My = ∓ 1
2q
y
r3
, (4.29b)
F23 = −Mx = ± 1
2q
x
r3
, (4.29c)
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implying a magnetic field of the form
M = ∓ 1
2q
rˆ
r2
, (4.30)
where we have unconventionally denoted the magnetic field by M = Mxxˆ+Myyˆ+
Mzzˆ to avoid confusion with the gauge invariant vector potential. We can see that
theM -field is radially pointing and obeys an inverse square law, implying that there
is a magnetic monopole at the origin. Taking the divergence of (4.30), we find that
the only non-zero point is located at r = 0. Calling the magnetic charge qm and the
associated magnetic charge density ρm, we must have
∇ ·M = ρm = qmδ(r), (4.31)
the volume integral of the right-hand side being equal to qm. Applying the diver-
gence theorem to the left-hand side of the volume integral of (4.31), we find that∫
∇ ·MdV =
∮
M · da = ∓2pi
q
= qm, (4.32)
which is in agreement with the Dirac quantization condition [14]
qmq/4pi = n/2, (4.33)
for the special case where n = ∓1.
This result follows simply from imposing spherical symmetry on our manifestly
gauge invariant Dirac and Fierz formalism, and is a generalization of Radford’s
formalism [37], in that the monopole field appears in both the static and non-static
cases. We shall see in the next section that the Fb dependent terms, and hence
the magnetic monopole aspect, cancel out of the Maxwell equations, so monopoles
have no direct effect on the physics of the coupled Maxwell-Dirac system. This is
not to say that the presence of the monopole term is trivial; it is necessary for the
spherical symmetry case to exist at all. Moreover, the monopole field (4.30) exists
even in the case where there is no Dirac matter present (ja = 0), which implies that
it is an external electromagnetic field over all space, excluding the origin. Including
the point r = 0 would imply a non-zero divergence of the magnetic field that is
not consistent with our current scheme, which lacks dual magnetic charge terms.
So despite our implicit exclusion of Maxwell fields not sourced by the Dirac matter,
the imposition of spherical symmetry has caused their restricted inclusion indirectly,
presumably to the extent necessary for the symmetry reduction to exist.
4.1.4 Maxwell equations
Combining the reduced field strength tensor (which was obtained from the inverted
Dirac equation) with Maxwell’s equations (2.48) results in the full Maxwell-Dirac
system. It is easy to show that for the current symmetry group SO(3), there are
only two independent equations
3Fa + r∂rFa = qja (4.34)
4.1. SPHERICAL SYMMETRY (SUBGROUP P3,4) 41
∂tFa = −qjb, (4.35)
for µ = 0 and µ = i respectively. The Fb magnetic monopole terms appear in the
µ = i equations, but cancel out, as previously discussed. Carrying out the derivatives
with Mathematica and factorizing manually gives the two Maxwell-Dirac equations
in terms of σ, ω, ja, jb and their t and r derivatives, up to third order. The first
equation is
q2ja = −(σ2 − ω2)−34(σσr − ωωr){−2m[σja(σσr − ωωr) + rσjb(σσt − ωωt)]
± i[(σ2 + ω2)(σtωt − σrωr) + σω(σ2r − σ2t + ω2r − ω2t )]}
+ (σ2 − ω2)−2{−2m[(3σjb + rσrjb + rσjb,r)(σσt − ωωt) + (2σrja + 2σja,r
+ 2σja/r + rσtjb + rσjb,t)(σσr − ωωr) + σja(σ2r + σσrr − ω2r − ωωrr)
+ rσjb(σσtr + σtσr − ωωtr − ωtωr)]± i[2(σσr + ωωr + σ2/r + ω2/r)(σtωt
− σrωr) + (σωtt − σttω − σωrr + σrrω)(σσr − ωωr) + (σωr + σrω
+ 2σω/r)(σ2r − σ2t + ω2r − ω2t ) + (σ2 + ω2)(σtωtr + σtrωt − σrωrr − σrrωr)
+ 2σω(σrσrr − σtσtr + ωrωrr − ωtωtr)]}+ (σ2 − ω2)−1{m(σrrja + 2σrja,r
+ σja,rr + rσtrjb + rσtjb,r + rσrjb,t + rσjb,tr + 3σtjb + 3σjb,t + 2σrja/r
+ 2σja,r/r)± i[(1/2)(σωrrr + σrωrr − σrrωr − σrrrω − σωttr − σrωtt
+ σttωr + σttrω)− (1/r)(σωtt − σttω − σωrr + σrrω)]}, (4.36)
and the second is
q2rjb = (σ
2 − ω2)−34(σσt − ωωt){−2m[σja(σσr − ωωr) + rσjb(σσt − ωωt)]
± i[(σ2 + ω2)(σtωt − σrωr) + σω(σ2r − σ2t + ω2r − ω2t )]}
− (σ2 − ω2)−2{−2m[(σja,r + σrja + 2rσtjb + 2rσjb,t)(σσt − ωωt)
+ (σja,t + σtja)(σσr − ωωr) + σja(σσtr + σtσr − ωωtr − ωtωr) + rσjb(σ2t
+ σσtt − ω2t − ωωtt)]± i[(σrrω − σωrr − σttω + σωtt)(σσt − ωωt)
+ 2(σσt + ωωt)(σtωt − σrωr) + (σtω + σωt)(σ2r − σ2t + ω2r − ω2t )
+ (σ2 + ω2)(σttωt + σtωtt − σtrωr − σrωtr) + 2σω(σtrσr − σttσt + ωtrωr
− ωttωt)]} − (σ2 − ω2)−1[m(σtrja + σtja,r + σrja,t + σja,tr + rσttjb
+ 2rσtjb,t + rσjb,tt)± (i/2)(σtttω + σttωt − σtωtt − σωttt − σtrrω − σrrωt
+ σtωrr + σωtrr)]. (4.37)
Note that we still have the freedom to eliminate another field, by applying the Fierz
identity
j2a − r2j2b = σ2 − ω2. (4.38)
Additionally, applying spherical symmetry to (2.49) and (2.50) we have the two
respective physical constraint equations
ja,t + 3jb + rjb,r = 0, (4.39)
rjb,t + (2/r)ja + ja,r = ∓2imω. (4.40)
4.2. CYLINDRICAL SYMMETRY (SUBGROUP P12,8) 42
4.2 Cylindrical symmetry (subgroup P12,8)
4.2.1 Fierz identities
From (3.36), jµ and kµ take the form
jµ =

ja
xjb − yjc
yjb + xjc
jd
 , kµ =

ka
xkb − ykc
ykb + xkc
kd
 , (4.41)
where ja, jb, etc. are functions of t and ρ =
√
x2 + y2. From (2.44), these forms
imply
j2a − ρ2(j2b + j2c )− j2d = −k2a + ρ2(k2b + k2c ) + k2d = σ2 − ω2, (4.42)
where σ and ω are both functions of t and ρ. Additionally, from (2.45) we have
jaka − ρ2(jbkb + jckc)− jdkd = 0. (4.43)
In the cylindrical case, there are four dependent functions in each four vector field
(as opposed to two in the spherical case), so we can arbitrarily choose to eliminate
two of them using the Fierz identities. Let us choose to solve for ka and kd as a
single example. Rearranging (4.43) gives
ka = [ρ
2(jbkb + jckc) + jdkd]j
−1
a . (4.44)
Substituting this into (4.42) and rearranging, we obtain the quadratic expression
for kd
(j2d − j2a)k2d + 2ρ2jd(jbkb + jckc)kd + [j4a − ρ2j2a(j2b + j2c + k2b + k2c )
+ ρ4(jbkb + jckc)
2 − j2aj2d ] = 0, (4.45)
which has the solution according to the quadratic formula
kd = (−ρ2jd(jbkb + jckc)± {ρ4j2d(jbkb + jckc)2 − (j2d − j2a)[j4a − ρ2j2a(j2b + j2c
+ k2b + k
2
c ) + ρ
4(jbkb + jckc)
2 − j2aj2d ]}1/2)(j2d − j2a)−1, (4.46)
after canceling out the factor of 2. Algebraic manipulation of the square root argu-
ment yields the simpler form
kd = {−ρ2jd(jbkb + jckc)± ja[(j2a − j2d)2 − ρ2(j2a − j2d)(j2b + j2c + k2b + k2c )
+ ρ4(jbkb + jckc)
2]1/2}(j2d − j2a)−1, (4.47)
which can be substituted into (4.44) to give
ka = {−ρ2ja(jbkb + jckc)± jd[(j2a − j2d)2 − ρ2(j2a − j2d)(j2b + j2c + k2b + k2c )
+ ρ4(jbkb + jckc)
2]1/2}(j2d − j2a)−1. (4.48)
Unlike the spherical case, the Fierz identities do not provide a tidy replacement of
the components of kµ, so in our calculation of the reduced Maxwell-Dirac equations,
we will retain all of the kµ dependent functions with the implicit understanding that
two of them can be eliminated.
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4.2.2 Vector potential
As in the spherical case, we will look at each term in the numerator of in first rational
term in (2.46) separately, then take the sum. Unlike in the spherical case, we do
not show any of the calculation steps, as they are too lengthy, but not difficult. The
four components of the vector potential are
B0 = {[ρ(jc,ρkd + jckd,ρ − jd,ρkc − jdkc,ρ) + 2(jckd − jdkc)− 2mσja](σ2 − ω2)
+ ρ(jdkc − jckd)(σσρ − ωωρ) + iρ(jakb − jbka)(σρω − σωρ)}
· [2q(σ2 − ω2)2]−1, (4.49a)
B1 = x[(jd,tkc + jdkc,t − jc,tkd − jckd,t − 2mσjb)(σ2 − ω2)
+ (jckd − jdkc)(σσt − ωωt) + i(jbka − jakb)(σtω − σωt)][2q(σ2 − ω2)2]−1
− y{[jb,tkd + jbkd,t − jd,tkb − jdkb,t + (1/ρ)(ja,ρkd + jakd,ρ − jd,ρka
− jdka,ρ)− 2mσjc](σ2 − ω2) + (jdkb − jbkd)(σσt − ωωt)
+ (1/ρ)(jdka − jakd)(σσρ − ωωρ) + i(jcka − jakc)(σtω − σωt)
+ iρ(jckb − jbkc)(σρω − σωρ)}[2q(σ2 − ω2)2]−1, (4.49b)
B2 = y[(jd,tkc + jdkc,t − jc,tkd − jckd,t − 2mσjb)(σ2 − ω2)
+ (jckd − jdkc)(σσt − ωωt) + i(jbka − jakb)(σtω − σωt)][2q(σ2 − ω2)2]−1
+ x{[jb,tkd + jbkd,t − jd,tkb − jdkb,t + (1/ρ)(ja,ρkd + jakd,ρ − jd,ρka
− jdka,ρ)− 2mσjc](σ2 − ω2) + (jdkb − jbkd)(σσt − ωωt)
+ (1/ρ)(jdka − jakd)(σσρ − ωωρ) + i(jcka − jakc)(σtω − σωt)
+ iρ(jckb − jbkc)(σρω − σωρ)}[2q(σ2 − ω2)2]−1, (4.49c)
B3 = {[ρ2(jc,tkb + jckb,t − jb,tkc − jbkc,t) + ρ(jc,ρka + jcka,ρ − ja,ρkc − jakc,ρ)
+ 2(jcka − jakc)− 2mσjd](σ2 − ω2) + ρ2(jbkc − jckb)(σσt − ωωt)
+ ρ(jakc − jcka)(σσρ − ωωρ) + i(jdka − jakd)(σtω − σωt)
+ iρ(jdkb − jbkd)(σρω − σωρ)}[2q(σ2 − ω2)2]−1. (4.49d)
From inspection, we can see that the gauge invariant vector potential assumes the
correct form for a cylindrically symmetric four vector field
Bµ =

Ba
xBb − yBc
yBb + xBc
Bd
 , (4.50)
where Ba, etc. are functions of the invariants t and ρ, and are defined as
Ba = {[ρ(jc,ρkd + jckd,ρ − jd,ρkc − jdkc,ρ) + 2(jckd − jdkc)− 2mσja](σ2 − ω2)
+ ρ(jdkc − jckd)(σσρ − ωωρ) + iρ(jakb − jbka)(σρω − σωρ)}
· [2q(σ2 − ω2)2]−1, (4.51a)
Bb = [(jd,tkc + jdkc,t − jc,tkd − jckd,t − 2mσjb)(σ2 − ω2)
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+ (jckd − jdkc)(σσt − ωωt) + i(jbka − jakb)(σtω − σωt)][2q(σ2 − ω2)2]−1,
(4.51b)
Bc = {[jb,tkd + jbkd,t − jd,tkb − jdkb,t + (1/ρ)(ja,ρkd + jakd,ρ − jd,ρka − jdka,ρ)
− 2mσjc](σ2 − ω2) + (jdkb − jbkd)(σσt − ωωt) + (1/ρ)(jdka
− jakd)(σσρ − ωωρ) + i(jcka − jakc)(σtω − σωt) + iρ(jckb − jbkc)(σρω
− σωρ)}[2q(σ2 − ω2)2]−1, (4.51c)
Bd = {[ρ2(jc,tkb + jckb,t − jb,tkc − jbkc,t) + ρ(jc,ρka + jcka,ρ − ja,ρkc − jakc,ρ)
+ 2(jcka − jakc)− 2mσjd](σ2 − ω2) + ρ2(jbkc − jckb)(σσt − ωωt)
+ ρ(jakc − jcka)(σσρ − ωωρ) + i(jdka − jakd)(σtω − σωt)
+ iρ(jdkb − jbkd)(σρω − σωρ)}[2q(σ2 − ω2)2]−1. (4.51d)
4.2.3 Field strength tensor
We approach the calculation of Fµν as we did the vector potential, in that we
calculate the four-curl of Bµ and the rational term in (2.47) separately, then sum
them together. Obviously, these calculations would be very time consuming to do by
hand, so we use Mathematica to carry out the expansions, and manually factorizing.
Due to the size of these expressions, their explicit form in terms of jµ, kµ, σ and ω
are relegated to appendix D. We can calculate the form of the four curl of Bµ by
substituting (4.50) into (2.47), which can in turn be expressed in terms of jµ, etc.
by applying (4.51a)-(4.51d). The µ = 0, ν = 1 four curl term is
∂0B1 − ∂1B0 = ∂t(−xBb + yBc)− ∂xBa = −x[∂tBb + (1/ρ)∂ρBa] + y∂tBc, (4.52)
and if we take account of the rational term, we find that
F01 = −xFa + yFb, (4.53)
where Fa, Fb, etc., are functions of t and ρ. The µ = 0, ν = 2 four curl term is
∂0B2 − ∂2B0 = ∂t(−yBb − xBc)− ∂yBa = −y[∂tBb + (1/ρ)∂ρBa]− x∂tBc, (4.54)
which when including the rational term, gives
F02 = −yFa − xFb. (4.55)
Now, considering the form of the rational term in F03, we can see that ∂3jσ and
∂3kσ cause the entire term to vanish, due to z-translation invariance. The ∂3B0 part
of the four curl vanishes for the same reason, so we are left with
F03 = ∂0B3 = ∂tBd = −Fc. (4.56)
The µ = 1, ν = 2 four curl term is
∂1B2 − ∂2B1 = ∂x(−yBb − xBc)− ∂y(−xBb + yBc) = −2Bc − ρ∂ρBc, (4.57)
which when including the rational term, is of the form
F12 = Fd. (4.58)
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The rational terms in F13 and F23 are both zero for the same reason as in F03, so
we are just left with the four curl term in both cases. In the µ = 1, ν = 3 case we
have
F13 = ∂1B3 = (x/ρ)∂ρBd = xFe, (4.59)
and when µ = 2, ν = 3, we have
F23 = ∂2B3 = (y/ρ)∂ρBd = yFe. (4.60)
So our field strength tensor form for cylindrical symmetry is
Fµν =

0 −xFa + yFb −yFa − xFb −Fc
xFa − yFb 0 Fd xFe
yFa + xFb −Fd 0 yFe
Fc −xFe −yFe 0
 , (4.61)
where the forms of Fa, etc. in terms of j
µ, kµ, σ and ω are given in (D.1)-(D.5).
4.2.4 Maxwell equations
Substituting (4.41) and (4.61) into (2.48), it is easy to obtain the four equations
qja = 2Fa + ρ∂ρFa, (4.62a)
q(xjb − yjc) = x(−∂tFa)− y[−∂tFb + (1/ρ)∂ρFd], (4.62b)
q(yjb + xjc) = y(−∂tFa) + x[−∂tFb + (1/ρ)∂ρFd], (4.62c)
qjd = 2Fe − ∂tFc + ρ∂ρFe. (4.62d)
If we multiply (4.62b) by x and add (4.62c) multiplied by y, we obtain
qjb = −∂tFa. (4.63)
Likewise, if we take the combination x times (4.62c) and subtract y times (4.62b),
we get
qjc = −∂tFb + (1/ρ)∂ρFd. (4.64)
The Maxwell equations for cylindrical symmetry therefore reduces to the set (4.62a),
(4.62d), (4.63) and (4.64), equations dependent only on functions of t and ρ. These
expressions are far too long to write explicitly, even in the appendix, but the full
Maxwell-Dirac equations can be obtained simply by substituting in the expressions
(D.1)-(D.5) from appendix D. In addition to the four Maxwell-Dirac equations, we
have the three equations provided by the Fierz identities (4.42) and (4.43), as well
as the continuity equations
2jb + ∂tja + ρ∂ρjb = 0, (4.65a)
2kb + ∂tka + ρ∂ρkb = −2imω, (4.65b)
obtained by applying the cylindrical four vector forms to (2.49) and (2.50).
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4.3 P11,2 symmetry (“screw” subgroup)
4.3.1 Fierz identities
From (3.74), jµ and kµ have the form
jµ =

l+ja
0
0
l+ja
 , kµ =

l+ka
0
0
l+ka
 , (4.66)
where ja and ka are constants. Scalar fields σ and ω are also constants. Applying
these forms to the inner product Fierz identity (2.44) results in the expression
σ2 − ω2 = 0, (4.67)
because our P11,2 invariant four vectors are null. The orthogonality condition (2.45)
results in 0 = 0, providing no further information.
4.3.2 Vector potential
Ignoring the fact that σ2−ω2 = 0 for the moment, we shall carry out the Maxwell-
Dirac reduction to check what happens. Consider the gauge invariant vector poten-
tial (2.46). Since σ and ω are constants, all of the derivative terms involving them
vanish. The µνρσ∂ν(jρkσ) term also vanishes due to antisymmetry because the only
non-zero derivatives are for ν = 0 when ρ = 0, σ = 3 and vice-versa. We are left
with
Bµ = −1
q
mσjµ
σ2 − ω2 , (4.68)
which in explicit component form is
Bµ =

−l+mσja/q(σ2 − ω2)
0
0
−l+mσja/q(σ2 − ω2)
 . (4.69)
4.3.3 Field strength tensor
The rational term in (2.47) vanishes due to the antisymmetry of σρκτ and the
fact that there are only two non-zero Bµ components, so we are just left with the
four-curl term. The only non-zero component is F03 = −F30, which is
F03 = ∂tB3 − ∂zB0 = 2mσja/q(σ2 − ω2), (4.70)
a constant term. Since the field strength tensor is constant the left-hand side of the
Maxwell equations (2.48) vanishes, leaving us with the result
ja = 0. (4.71)
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4.3.4 Continuity equations
Now consider the two continuity equations (2.49) and (2.50). Applying our P11,2
invariant forms, we find that
ja = 0, (4.72a)
ka = −imω, (4.72b)
the first equation confirming our Maxwell-Dirac result. Let us consider the result
σ2 − ω2 = 0 more closely. This can be rearranged to give σ = ±ω, but since ω
is pure imaginary and σ is real, the only case in which they can be equal is when
they are both zero. This in turn means that ka = 0 also. We have thus obtained a
closed form solution to the Maxwell-Dirac equations under P11,2 symmetry, which
unfortunately is constrained to be the trivial solution
σ = ω = 0,
jµ = kµ = 0. (4.73)
Note that this solution was obtained using only the Fierz identities and continuity
equations; it is unnecessary to deal with the full Maxwell-Dirac equations in this
case.
4.4 P˜13,10 symmetry (“trans-boost” subgroup)
4.4.1 Fierz identities
From (3.112), the P˜13,10 invariant form of j
µ is
jµ =

(l+/|l+|)e−2y/λja + (l−/|l−|)e2y/λjb
jc
jd
(l+/|l+|)e−2y/λja − (l−/|l−|)e2y/λjb
 , (4.74)
where ja, jb, etc. are constants. The axial four vector k
µ has the same form, but
with ka replacing ja, and so on. Remember that λ > 0 is a continuous parameter
associated with the B˜λ generator, with each value representing a different symmetry.
Applying the symmetric forms of jµ and kµ to the Fierz identities (2.44) and (2.45)
gives
4(L/|L|)jajb − j2c − j2d = −4(L/|L|)kakb + k2c + k2d = σ2 − ω2, (4.75)
2(L/|L|)(jakb + jbka)− jckc − jdkd = 0, (4.76)
where L ≡ l+l− Unlike previous examples, we will not apply these immediately to
replace elements of kµ, but wait until the Maxwell-Dirac system has been obtained.
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4.4.2 Vector potential
Since σ and ω are constants, the derivatives of these objects in (2.46) vanish, leaving
us with
Bµ =
µνρσ∂ν(jρkσ)− 2mσjµ
2q(σ2 − ω2) . (4.77)
The four-vectors only vary in the y−direction, so the only non-zero derivatives are
for ν = 2 when ρ = 0, σ = 3 or ρ = 3, σ = 0. Setting µ = 0, the first term in the
numerator is
02ρσ∂2(jρkσ) = 
0213∂2(j1k3) + 
0231∂2(j3k1)
= (l+/|l+|)(2/λ)e−2y/λ(jcka − jakc) + (l−/|l−|)(2/λ)e2y/λ(jckb − jbkc).
(4.78)
Substituting into (4.77) for µ = 0, we get
B0 = (l+/|l+|)e−2y/λBa + (l−/|l−|)e2y/λBb, (4.79)
where Ba and Bb are the constants
Ba =
(1/λ)(jcka − jakc)−mσja
q(σ2 − ω2) , (4.80)
Bb =
(1/λ)(jckb − jbkc)−mσjb
q(σ2 − ω2) . (4.81)
Setting µ = 1 and µ = 2, we find that the first numerator term in (4.77) vanishes
in both cases, so these components are the constants
B1 = Bc = − mσjc
q(σ2 − ω2) , (4.82)
B2 = Bd = − mσjd
q(σ2 − ω2) . (4.83)
Lastly, we have µ = 3. The first numerator term is
32ρσ∂2(jρkσ) = 
3201∂2(j0k1) + 
3210∂2(j1k0)
= (l+/|l+|)(2/λ)e−2y/λ(jcka − jakc)− (l−/|l−|)(2/λ)e2y/λ(jckb − jbkc),
(4.84)
which when substituting into B3 gives the final component
B3 = (l+/|l+|)e−2y/λBa − (l−/|l−|)e2y/λBb. (4.85)
We have determined that Bµ has the correct form for a P˜13,10 invariant four vector
field
Bµ =

(l+/|l+|)e−2y/λBa + (l−/|l−|)e2y/λBb
Bc
Bd
(l+/|l+|)e−2y/λBa − (l−/|l−|)e2y/λBb
 , (4.86)
where Ba, etc. are constants, as required.
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4.4.3 Field strength tensor
Consider the rational term in (2.47). Since the only non-constants in jσ and kσ
are e±2y/λ, the only non-vanishing derivative is ∂2 ≡ ∂y. In general, the rational
term must vanish, because µ 6= ν, so they cannot both be 2, and either derivative
vanishing leads to the entire rational term vanishing. So the field strength tensor
reduces to the four curl of Bµ for this symmetry group
Fµν = ∂µBν − ∂νBµ. (4.87)
For similar reasons as above, the only non-vanishing elements of Fµν are those where
one of the indices is 2, and the other is either 0 or 3. Setting µ = 0, ν = 2, we get
F02 = ∂0B2 − ∂2B0 = (l+/|l+|)e−2y/λFa − (l−/|l−|)e2y/λFb, (4.88)
where Fa and Fb are the constants
Fa =
(2/λ)(jcka − jakc)− 2mσja
λq(σ2 − ω2) , (4.89)
Fb =
(2/λ)(jckb − jbkc)− 2mσjb
λq(σ2 − ω2) . (4.90)
Setting µ = 2, ν = 3, we get
F23 = ∂2B3 − ∂3B2 = (l+/|l+|)e−2y/λFa + (l−/|l−|)e2y/λFb, (4.91)
giving us the only other independent non-zero component of Fµν .
4.4.4 Maxwell equations
Setting µ = 0 in (2.48), we get
∂1F
10 + ∂2F
20 + ∂3F
30 = q
(
l+
|l+|e
−2y/λja +
l−
|l−|e
2y/λjb
)
. (4.92)
The only non-zero term on the left hand side is ∂2F
20 = ∂yF02, so carrying out the
derivative and rearranging gives us
l+
|l+|e
−2y/λ
{
4
λ2q(σ2 − ω2)
[
1
λ
(jcka − jakc)−mσja
]
+ qja
}
+
l−
|l−|e
2y/λ
{
4
λ2q(σ2 − ω2)
[
1
λ
(jckb − jbkc)−mσjb
]
+ qjb
}
= 0. (4.93)
Setting µ = 1 gives
∂0F
01 + ∂2F
21 + ∂3F
31 = qjc. (4.94)
Since the entire left hand side vanishes, we are left with
jc = 0. (4.95)
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Setting µ = 2, we find for the same reason that
jd = 0. (4.96)
Lastly, setting µ = 3 gives
∂0F
03 + ∂1F
13 + ∂2F
23 = q
(
l+
|l+|e
−2y/λja − l−|l−|e
2y/λjb
)
. (4.97)
Recognizing that the only non-zero term on the left is ∂2F
23 = ∂yF23, we end up
with
l+
|l+|e
−2y/λ
{
4
λ2q(σ2 − ω2)
[
1
λ
(jcka − jakc)−mσja
]
+ qja
}
− l−|l−|e
2y/λ
{
4
λ2q(σ2 − ω2)
[
1
λ
(jckb − jbkc)−mσjb
]
+ qjb
}
= 0. (4.98)
Adding (4.93) and (4.98), discarding the non-zero coefficient and applying (4.95),
we get
4
λ2q(σ2 − ω2)
(
−jakc
λ
−mσja
)
+ qja = 0. (4.99)
Canceling the common factor ja and rearranging to solve for kc gives
kc =
λ3q2(σ2 − ω2)
4
− λmσ. (4.100)
Subtracting (4.98) from (4.93), applying (4.95) then discarding the non-zero coeffi-
cient and the common factor jb gives exactly (4.100). Therefore, the three equations
(4.95), (4.96) and (4.100) constitute the Maxwell-Dirac equations for the P˜13,10 sub-
algebra.
4.4.5 Fierz-Maxwell-Dirac reduction
From this point on, for simplicity we shall set all of the discontinuous factors L/|L| =
1, choosing the positive sign. We can further simplify the kc expression if we take
into account the partial conservation of the axial four vector (2.50). Since the only
non-zero derivatives of kµ are ∂2k
0 and ∂2k
3, the left hand side vanishes, so the
consistency condition
ω = 0 (4.101)
must hold. So (4.100) simplifies to an expression quadratic in σ
kc =
λ3q2σ2
4
− λmσ. (4.102)
Note that the continuity equation (2.49) gives the redundant expression 0 = 0, as
the left side vanishes for the same reasons as ∂µk
µ. Now consider the outer parts of
the Fierz identity (4.75). Setting jc = jd = ω = 0, this becomes
σ2 = 4jajb, (4.103)
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which when substituted into (4.102) gives
kc = λ
3q2jajb ∓ 2λm
√
jajb. (4.104)
Additionally, looking at the left hand parts of (4.75), we can see that setting jc =
jd = 0 gives us
−4jajb − 4kakb + k2c + k2d = 0. (4.105)
Setting jc = jd = 0 in the orthogonality Fierz identity (4.76) gives the additional
relationship
jakb = −jbka. (4.106)
Substituting (4.104) into (4.105) gives an algebraic equation of the form
f(ja, jb, ka, kb, kd;λ) = 0, (4.107)
where the function on the left is
f(ja, jb, ka, kb, kd;λ) = λ
6q4(jajb)
2∓4λ4q2m(jajb)3/2 +4(λ2m2−1)jajb−4kakb+k2d.
(4.108)
Values of ja, jb, ka, kb and kd which solve (4.107) for a given λ constitute solutions to
the Fierz-Maxwell-Dirac equations, symmetric under the P˜13,10 Poincare´ subalgebra.
Note that we can still eliminate one of the constants by imposing (4.106).
Chapter 5
Maxwell-Dirac stress-energy tensor
Now before moving on to deriving solutions to the reduced Maxwell-Dirac equations,
we take a side step into more theoretical development, namely the bilinearization of
the stress-energy tensor appropriate to the system. We perform this bilinearization
in two independent ways. This provides us with a theoretical tool that can be used
to calculate interesting physical quantities, such as mass-energy and momentum
flux, for solutions obtained to the Maxwell-Dirac equations.
Firstly, we consider the Dirac spinor dependent part of the Belinfante tensor, a gen-
eralization of the well-known canonical form which is manifestly symmetric. What
follows is a very similar calculation to that presented in section 2.3, whereby we
derive a Fierz identity to replace the spinor terms in the Belinfante tensor with
bilinear tensors. Adding the interaction and electromagnetic contributions to the
resulting expression yields the bilinear form of the Maxwell-Dirac Belinfante tensor.
Using the known form of the Lagrangian density of an electromagnetically interact-
ing Dirac particle, we can use a contracted form of the Belinfante Fierz identity to
rewrite it in terms of bilinears. The variational approach of calculating the stress-
energy tensor, known from general relativity, is then used to obtain a Maxwell-Dirac
stress-energy tensor equivalent to the Belinfante form, thereby strengthening our
result. Somewhat surprisingly, this agreement requires no consideration of the con-
straints involved in the spinor to bilinear mapping. Similar calculations have been
performed by Rudolph and Kijowski [28], [29] in an alternative gauge invariant
formulation of electrodynamics, where such functional constraints are included.
We conclude our discussion of the bilinear stress-energy tensor with an example
symmetry reduction under the SO(3) group. This is done in anticipation of the
content of chapter 6, where we apply the stress-energy tensor to parametrize the
mass-energy of obtained symmetric solutions.
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5.1 Maxwell-Dirac stress-energy tensor via Belinfante
5.1.1 Belinfante tensor for a free Dirac particle
The Belinfante stress-energy tensor is the fully symmetric analogue of the well-
known asymmetric “canonical” form, which for free Dirac particles is1
T˜µν = − i
2
[
ψγµ(∂νψ)− (∂νψ)γµψ] , (5.1)
that satisfies the conservation condition
∂µT˜
µν = 0. (5.2)
In fact, T˜µν is the Noether symmetry current corresponding to imposing the invari-
ance of the free Dirac Lagrangian
L =
i
2
[
ψγµ(∂µψ)− (∂µψ)γµψ
]−mψψ (5.3)
under the translation group. The asymmetry arises from the fact that only transla-
tions are considered in the derivation of (5.1), which neglects rotational contributions
to the stress-energy [15]. Since (5.3) is invariant under Lorentz transformations, we
can use the formula for the Noether symmetry current divergence
∂µ
[
∂L
∂(∂µψ)
δψ + δψ
∂L
∂(∂µψ)
]
= 0, (5.4)
to obtain the Noether current directly. A vanishing, manifestly antisymmetric ex-
pression is obtained
1
4
∂σ
(
ψ{γσ, σµν}ψ)+ T˜µν − T˜ νµ = 0. (5.5)
This can be interpreted as an antisymmetric combination of a symmetric tensor [45],
which we call Θµν . A tensor form which reduces to the left-hand side of (5.5) upon
antisymmetrization is
Θµν = T˜µν +
1
8
∂σ
[
ψ{γσ, σµν}ψ − ψ{γµ, σσν}ψ − ψ{γν , σσµ}ψ] . (5.6)
Using (5.5) to replace the left-most anti-commutator bilinear term, results in the
manifestly symmetric combination
Θµν =
1
2
(T˜µν + T˜ νµ)− 1
8
∂σ
[
ψ{γµ, σσν}ψ + ψ{γν , σσµ}ψ] , (5.7)
where the spin density [40], defined in this case as
Sµσν = −1
4
[
ψ{γµ, σσν}ψ + ψ{γν , σσµ}ψ] = 0, (5.8)
1For more details on mathematical conventions, refer to [26].
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vanishes when taking into account the identity in the Dirac-Clifford algebra
{γµ, σσν} = 2σνµργ5γρ. (5.9)
We therefore obtain the form of the Belinfante stress-energy tensor for a free Dirac
particle
Θµν =
1
2
(T˜µν + T˜ νµ) = − i
4
[
ψγµ(∂νψ)− (∂νψ)γµψ]− i
4
[
ψγν(∂µψ)− (∂µψ)γνψ] ,
(5.10)
in agreement with Goedecke [20]. Note that the Belinfante tensor is conserved
∂µΘ
µν = 0, (5.11)
and is equivalent to the Noether symmetry current of the Poincare´ group.
5.1.2 Belinfante tensor in bilinear form
Our current objective is to rewrite (5.10) in terms of Fierz bilinears, which means
we need to derive a Fierz identity that expresses the spinorial object [ψγν(∂µψ) −
(∂µψ)γνψ] in terms of bilinears. Therefore, we are led to search for Fierz expansions
in which this term is likely to appear. One example is
jν [ψ(∂µψ)− (∂µψ)ψ] = i
3
(∂µj
σ)sνσ − i
3
jσ(∂µsνσ) +
1
3
(∂µω)kν − 1
3
ω(∂µkν)
+
1
3
σ[ψγν(∂µψ)− (∂µψ)γνψ]− i
3
∗sνσ[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]
− i
3
kσ[ψγ5σνσ(∂µψ)− (∂µψ)γ5σνσψ]. (5.12)
There are at least three other bilinear products whose Fierz expansions produce
the desired term, namely jν [ψγ5(∂µψ) − (∂µψ)γ5ψ], kν(∂µσ) and kν(∂µω). Their
respective expanded forms, along with a much more detailed derivation of the Fierz
identity, is given in appendix E. Using these four identities, we can combine them
to give
[ψγν(∂µψ)− (∂µψ)γνψ] = (σω)−1
(
− i
2
(∂µj
σ)(ωsνσ + σ
∗sνσ)− kν [σ(∂µσ) + ω(∂µω)]
+
1
2
(∂µkν)(σ
2 + ω2) + jν{ω[ψ(∂µψ)− (∂µψ)ψ] + σ[ψγ5(∂µψ)− (∂µψ)γ5ψ]}
+
i
2
(σsνσ + ω
∗sνσ)[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]
)
, (5.13)
which obviously still requires some more work. Using the Fierz identities derived in
section 2.3
[ψ(∂µψ)− (∂µψ)ψ] = −(σ2 − ω2)−1[jν(∂µkν)ω + imν(∂µnν)σ], (5.14)
[ψγ5(∂µψ)− (∂µψ)γ5ψ] = −(σ2 − ω2)−1[jν(∂µkν)σ + imν(∂µnν)ω], (5.15)
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we can replace the spinor terms on the second line of (5.13) with bilinears, but this
still leaves the spinor terms on the third line. After a straightforward, but tedious,
set of Fierz manipulations, we obtain the desired identity
i
2
(σsνσ + ω
∗sνσ)[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ] = −1
2
σω[ψγν(∂µψ)− (∂µψ)γνψ]
+
1
4
jν(σ
2 − ω2)−1[jσ(∂µkσ)(σ2 + ω2) + 2imσ(∂µnσ)σω]− 3
8
(σ2 + ω2)(∂µkν)
+
3
8
kν [σ(∂µσ) + ω(∂µω)]− i
8
(∂µj
σ)(σ∗sνσ + ωsνσ) +
i
8
jσ[σ(∂µ
∗sνσ) + ω(∂µsνσ)].
(5.16)
Substituting into (5.13) and rearranging yields
[ψγν(∂µψ)− (∂µψ)γνψ] = (σω)−1
{
−1
2
jν(σ
2 − ω2)−1[jσ(∂µkσ)(σ2 + ω2) + 2imσ(∂µnσ)σω]
+
1
12
(σ2 + ω2)(∂µkν)− 5
12
kν [σ(∂µσ) + ω(∂µω)] +
i
12
jσ[σ(∂µ
∗sνσ) + ω(∂µsνσ)]
− 5i
12
(∂µj
σ)(σ∗sνσ + ωsνσ)
}
. (5.17)
This is entirely in terms of bilinears, but we would like to go further and eliminate
the rank-2 terms, sµν and
∗sµν . Using the known Fierz identities for the replacement
of these terms [27]
sµν = (σ2 − ω2)−1(σµνρσ − ωδµνρσ)jρkσ, (5.18)
∗sµν = (σ2 − ω2)−1(ωµνρσ − σδµνρσ)jρkσ, (5.19)
where we define the partially antisymmetric object
δµνρσ ≡ i(ηµρηνσ − ηµσηνρ), (5.20)
the rank-2 dependent terms in (5.17) become
i
12
jσ[σ(∂µ
∗sνσ) + ω(∂µsνσ)] =
1
12
(σ2 − ω2)−1 {2σωkν [ω(∂µσ)− σ(∂µω)]
+ 2iσωνσρj
σ(∂µj
ρ)k + jνj
σ(∂µkσ)(σ
2 + ω2)
}− 1
12
(∂µkν)(σ
2 + ω2), (5.21)
and
− 5i
12
(∂µj
σ)(σ∗sνσ + ωsνσ) = (σ2 − ω2)−1
{
5
12
jνj
σ(∂µkσ)(σ
2 + ω2)− 5i
6
σωνσρ(∂µj
σ)jρk
− 5
12
kν(σ
2 + ω2)[ω(∂µω)− σ(∂µσ)]
}
, (5.22)
giving us the final form of our identity
[ψγν(∂µψ)− (∂µψ)γνψ] = (σ2 − ω2)−1{kν [ω(∂µσ)− σ(∂µω)]− iνσρ(∂µjσ)jρk
− ijνmσ(∂µnσ)}. (5.23)
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Substituting into (5.10), we obtain the bilinear form of the Belinfante stress-energy
tensor for a free Dirac particle
Θµν,D =
1
4
(σ2 − ω2)−1{−i[kµ(ω∂νσ − σ∂νω) + kν(ω∂µσ − σ∂µω)]
− jρk[νσρ(∂µjσ) + µσρ(∂νjσ)]− jµmσ(∂νnσ)− jνmσ(∂µnσ)}. (5.24)
5.1.3 Maxwell-Dirac Belinfante tensor
The full Maxwell-Dirac stress-energy tensor is
Θµν,MD = Θµν,D + Θµν,int + Θµν,em, (5.25)
where Θµν,int and Θµν,em are the interaction and Maxwell field contributions respec-
tively. The Maxwell contribution has the well known form
Θµν,em =
1
4
ηµνFσρF
σρ − FµσFνσ, (5.26)
consistent with our metric signature (+−−−), and the interaction term is
Θµν,int =
q
2
(jµAν + jνAµ), (5.27)
where the electromagnetic vector potential Aµ can be replaced by the gauge inde-
pendent analogue Bµ using the definition from section 2.3
Aµ = Bµ +
1
2q
(σ2 − ω2)−1mσ(∂µnσ). (5.28)
The gauge dependent bilinear terms in (5.27) cancel out the corresponding terms in
(5.24) exactly, so the full Maxwell-Dirac Belinfante stress-energy tensor is
Θµν,MD =
1
4
(σ2−ω2)−1{−i[kµ(ω∂νσ−σ∂νω)+kν(ω∂µσ−σ∂µω)]−jσkκ[νρσκ(∂µjρ)+µρσκ(∂νjρ)]}
+
q
2
(jµBν + jνBµ) +
1
4
ηµνFσρF
σρ − FµσFνσ, (5.29)
which is manifestly symmetric and gauge independent.
5.2 Maxwell-Dirac stress-energy tensor via general
relativity
5.2.1 Bilinear form of Dirac Lagrangian
We will now derive the bilinear form of the Maxwell-Dirac stress-energy tensor
again, this time using a completely different method. The approach outlined in
section 5.1 involved the use of Fierz identities to convert the spinorial form of the
Belinfante stress-energy for a free Dirac particle (5.10) into bilinear form (5.24), to
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which the known tensor forms of the interaction and Maxwell contributions were
added, yielding (5.29).
This time around, we convert the Lagrangian for an interacting Dirac particle
L =
i
2
[
ψγµ(∂µψ)− (∂µψ)γµψ
]−mψψ − qψγµψAµ, (5.30)
into bilinear form, then use the definition of the stress-energy tensor from general
relativity to obtain our result, which should in principle agree with (5.29). Note
that this method from general relativity was used directly on the spinorial form of
the Lagrangian (5.3) by Goedecke [20], who then demonstrated its equivalence with
the Belinfante stress-energy tensor (5.10). We are pursuing a similar equivalence
demonstration, with our focus being on the bilinear formalism. The bilinearization
of (5.30), is obtained by simply substituting the contracted form of (5.23), giving
[ψγµ(∂µψ)− (∂µψ)γµψ] = (σ2 − ω2)−1{kµ[ω(∂µσ)− σ(∂µω)]− iµσρ(∂µjσ)jρk
− ijµmσ(∂µnσ)}. (5.31)
Applying the definitions σ ≡ ψψ, jµ ≡ ψγµψ, and using the definition of Bµ (5.28),
we obtain
L =
1
2
(σ2 − ω2)−1{ikρ[ω(∂ρσ)− σ(∂ρω)] + ρσκτ (∂ρjσ)jκkτ} −mσ − qjρBρ.
(5.32)
5.2.2 Variational form of the stress-energy tensor
The total action for the gravitational field in the presence of matter is [44]
S =
SH
16piG
+ SM, (5.33)
where SM is the action for matter fields (mass-energy). SH is the Hilbert action,
defined as
SH =
∫
d4x
√−gR, (5.34)
where g is the determinant of the metric gµν , R is the Ricci scalar, and d
4x is the
invariant volume element. The variation of the action with respect to an arbitrary
tensor field Φµ1...µkν1...νl takes the general form
δS =
∫
d4x
δS
δΦ
δΦ, (5.35)
with contraction over the indices implied. The term δS/δΦ is called the functional
derivative of S with respect to the tensor field Φ. Of main interest in variational
theory are tensors Φ0 which extremize the action, so that δS = 0, and hence
δS
δΦ
∣∣∣∣
Φ0
= 0. (5.36)
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Extremizing the variation of the Hilbert action (5.34) with respect to the inverse
metric leads to Einstein’s equations in vacuum
1√−g
δSH
δgµν
= Rµν − 1
2
Rgµν = 0. (5.37)
Likewise, extremizing the gravitational action in the presence of matter (5.33), so
that
δS =
δSH
16piG
+ δSM = 0, (5.38)
and equating the corresponding functional derivatives, yields
1√−g
δS
δgµν
=
1
16piG
(
Rµν − 1
2
Rgµν
)
+
1√−g
δSM
δgµν
= 0. (5.39)
Comparing with the well-known form of Einstein’s equations in the presence of
matter
Rµν − 1
2
Rgµν = 8piGTµν , (5.40)
we can see that the stress-energy tensor is of the general form
Tµν = − 2√−g
δSM
δgµν
. (5.41)
5.2.3 Variational Maxwell-Dirac stress-energy tensor
The variation of the electromagnetically interacting Dirac matter action, ignoring
the contribution of the Maxwell field itself for now, is given by
δS =
∫
d4x
(
δ
√−gL +√−gδL ) , (5.42)
where the Lagrangian is given by (5.32), but with appropriate modifications to
make it covariant in curved space. Since the invariant volume element d4x and√−g are scalar densities of weight −1 and +1 respectively, we must arrange for the
Lagrangian to be manifestly a scalar. Notice that (5.32) contains a term dependent
on the Levi-Civita symbol with upstairs indices, which is of weight −1. This implies
that we should make the replacement
ρσκτ → 1√−g 
ρσκτ . (5.43)
In order to deal with the bilinear four-vectors we must introduce the vierbein fields
[48], which locally relate the curved metric to the flat one
gµν = eµ
aeν
bηab, (5.44)
where Greek and Latin indices label curved and flat spacetime components respec-
tively. The gamma matrices are modified such that
γµ = eµ
aγa; {γa, γb} = 2ηab, (5.45)
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so the bilinears are now
jµ = eµ
aja; ja = ψγaψ, (5.46)
kµ = eµ
aka; ka = ψγ5γaψ. (5.47)
The variation of the square root of the negative metric determinant is [44]
δ
√−g = −1
2
√−g gµνδgµν . (5.48)
Noting that h =
√−g, where h is the vierbein determinant, we can use the variation
of (5.44) to alternatively write this as
δh = −heµa(δeµa), (5.49)
implying the reciprocal variation
δ(h−1) = h−1eµa(δeµa). (5.50)
In curved space, the Levi-Civita term in (5.32) becomes
h−1ρσκτ (∂ρeσa)jajκkτ + h−1ρσκτeσa(∂ρja)jκkτ . (5.51)
Introducing the covariant derivative causes the first term to vanish, due to the tetrad
postulate [48]
∇µeνa = 0. (5.52)
Expanding out all of the vierbein fields in the second term, we find that
ρσκτeσ
a(∂ρja)jκkτ = 
abcd(∂ajb)jckd, (5.53)
which implies that for any curved coordinate components, this term is always equal
to the flat spacetime version, so it is automatically covariant. We find that the
covariant bilinear electromagnetically interacting Dirac matter Lagrangian has the
form
L =
1
2
(σ2 − ω2)−1[igρσeσaka(ω∂ρσ − σ∂ρω) + h−1ρσκτeσaeκbeτ c(∂ρja)jbkc]
−mσ − qgρσeσajaBρ. (5.54)
The variation with respect to deformation of the vierbein field is
δL =
1
2
(σ2 − ω2)−1{iδ(gρσeσa)ka(ω∂ρσ − σ∂ρω) + ρσκτδ(h−1eσaeκbeτ c)(∂ρja)jbkc}
− qδ(gρσeσa)jaBρ. (5.55)
From the variation of (5.44), we find that
δ(gρσeσ
a) = 2(δeρa) + (δeσb)e
ρbeσ
a. (5.56)
Using the fundamental vierbein property
eµ
aeµb = δ
a
b , (5.57)
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eµ
a(δeµb) = −(δeµa)eµb, (5.58)
we find that the first and last terms in (5.55) are
iδ(gρσeσ
a)ka(ω∂ρσ − σ∂ρω) = −ikµ(ω∂aσ − σ∂aω)(δeµa), (5.59)
− qδ(gρσeσa)jaBρ = qjµBa(δeµa). (5.60)
Following a similar process, we find that the second variational term is
ρσκτδ(h−1eσaeκbeτ c)(∂ρja)jbkc
= h−1[−eµaρσκτeσd(∂ρjd)jκkτ + ρµσκ(∂ρja)jσkκ + ρσµκeσb(∂ρjb)jakκ
+ ρσκµeσ
b(∂ρjb)jκk
a](δeµa). (5.61)
Gathering the deformed terms together, we can write the variation of the Lagrangian
as
δL =
(
1
2
(σ2 − ω2)−1{−ikµ(ω∂aσ − σ∂aω) + h−1[−eµaρσκτeσd(∂ρjd)jκkτ
+ρµ
σκ(∂ρj
a)jσkκ + 
ρσ
µ
κeσ
b(∂ρjb)j
akκ + 
ρσκ
µeσ
b(∂ρjb)jκk
a]}+ qjµBa
)
(δeµa),
(5.62)
with the associated action variation being
δSD =
∫
d4x
√−g
(
−eµa
{
1
2
(σ2 − ω2)−1[ikρ(ω∂ρσ−σ∂ρω)+ρσκτ (∂ρjσ)jκkτ ]−mσ−qjρBρ
}
+
1
2
(σ2 − ω2)−1{−ikµ(ω∂aσ − σ∂aω) + h−1[−eµaρσκτeσd(∂ρjd)jκkτ + ρµσκ(∂ρja)jσkκ
+ ρσµ
κeσ
b(∂ρjb)j
akκ + 
ρσκ
µeσ
b(∂ρjb)jκk
a]}+ qjµBa
)
(δeµa). (5.63)
From the general form of the action variation (5.35), a relationship between (5.63)
and the stress-energy tensor can be obtained [48]
δSD =
∫
d4x
√−g uλaδeλa = 1
2
∫
d4x
√−g Tµνδgµν , (5.64)
which implies that
uµ
a =
1
2
(Tµλe
λa + Tλµe
λa). (5.65)
Recognizing Tµν as symmetric gives
Tµν =
1
2
(eµauν
a + eνauµ
a). (5.66)
Identifying the contents of the external parentheses in (5.63) with uµ
a, we obtain
for the stress energy tensor
Tµν = − ηµν
{
1
2
(σ2 − ω2)−1[ikρ(ω∂ρσ − σ∂ρω) + ρσκτ (∂ρjσ)jκkτ ]−mσ − qjρBρ
}
+
1
4
(σ2 − ω2)−1{−i[kµ(ω∂νσ − σ∂νω) + kν(ω∂µσ − σ∂µω)]− 2ηµνρσκτ (∂ρjσ)jκkτ
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+ ρµ
σκ(∂ρjν)jσkκ + 
ρσ
µ
κ(∂ρjσ)jνkκ + 
ρσκ
µ(∂ρjσ)jκkν + 
ρ
ν
σκ(∂ρjµ)jσkκ
+ ρσν
κ(∂ρjσ)jµkκ + 
ρσκ
ν(∂ρjσ)jκkµ}+ q
2
(jµBν + jνBµ), (5.67)
where we have evaluated at flat spacetime. This is manifestly symmetric, but it
requires some additional manipulation before it more closely resembles the Belin-
fante form (5.29). Consider the U(1) gauge covariant Dirac equation and its Dirac
conjugate
iγσ(∂σψ)− qγσAσψ −mψ = 0, (5.68)
i(∂σψ)γ
σ + qψγσAσ +mψ = 0. (5.69)
Left and right multiplying these equations by ψ and ψ respectively, then subtracting
the second from the first and rearranging, gives
mσ =
i
2
[
ψγσ(∂σψ)− (∂σψ)γσψ
]− qjσAσ (5.70)
Applying the Fierz identity (5.31) and the Bµ definition (5.28), this becomes
−mσ = − 1
2
(σ2 − ω2)−1[ikρ(ω∂ρσ − σ∂ρω) + ρσκτ (∂ρjσ)jκkτ ] + qjρBρ, (5.71)
causing the ηµν dependent term in (5.67) to vanish. Now consider the combinatorial
identity2
− µρσκ(∂νjρ)jσkκ − νρσκ(∂µjρ)jσkκ
= −2ηµνρσκτ (∂ρjσ)jκkτ + ρµσκ(∂ρjν)jσkκ + ρσµκ(∂ρjσ)jνkκ + ρσκµ(∂ρjσ)jκkν
+ ρν
σκ(∂ρjµ)jσkκ + 
ρσ
ν
κ(∂ρjσ)jµkκ + 
ρσκ
ν(∂ρjσ)jκkµ, (5.72)
which can be used to obtain the final form of the variational stress-energy tensor
for Dirac matter
Tµν,D =
1
4
(σ2−ω2)−1{−i[kµ(ω∂νσ−σ∂νω)+kν(ω∂µσ−σ∂µω)]−jσkκ[νρσκ(∂µjρ)+µρσκ(∂νjρ)]}
+
q
2
(jµBν + jνBµ). (5.73)
Comparing with the Belinfante tensor (5.29), we find that they agree
Tµν,MD = Θµν,MD, (5.74)
when the gauge field stress-energy (5.26) is included on the left-hand side.
2This follows from the 5 term cyclic identity V αρσκτ + V τ αρσκ + · · · = 0 which holds for the
Levi-Civita tensor multiplied by any contravariant vector quantity. With the role of V α played
by the Kronecker δαβ (for fixed β), this yields (5.72) after contracting with ηµαδ
β
ν (∂ρjσ)jκkτ , and
rearranging indices appropriately.
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5.3 Symmetry reduction of the Maxwell-Dirac
stress-energy tensor
The Maxwell-Dirac equations in the bilinear formalism are in general, a very compli-
cated set of self-coupled partial differential equations. An application of the present
construction of the physical stress-energy tensor of the system in terms of bilin-
ears, is therefore to provide a representation of the conserved rest mass of possible
solutions (via the spatial integral of T00 for example).
For any meaningful solutions to be derived, it is natural to consider reduced forms
under the imposition of special symmetries. The reduction of the bilinear form
of the Maxwell-Dirac system under several examples of subgroups of the Poincare´
group was discussed in chapter 3. We therefore choose one of the most important of
these subgroups to work with here, namely SO(3), which corresponds to spherical
symmetry. In particular, we shall demonstrate how the bilinear form of the Maxwell-
Dirac stress-energy tensor reduces, given the restrictions imposed by this subgroup.
The treatment of other symmetry reductions, such as cylindrical symmetry and the
P˜13,10 subgroup from [35], shall be left for future work.
Under spherical symmetry, scalar fields (σ, ω, etc.) have the generic form
φ = f(t, r) (5.75)
and vector fields (jµ, kµ, etc.) have the form
Φµ =

f(t, r)
xg(t, r)
yg(t, r)
zg(t, r)
 , (5.76)
where the invariant
r =
√
x2 + y2 + z2 (5.77)
is simply the spatial radius. We showed in section 4.1 that the spherically symmetric
forms of our bilinear vector and axial vector fields are
jµ =

ja
xjb
yjb
zjb
 , kµ =

rjb
(x/r)ja
(y/r)ja
(z/r)ja
 , Bµ =

Ba
xBb
yBb
zBb
 , (5.78)
where the vector potential functions are
Ba =
[
± i
2
(σrω − σωr)−mσja
] [
q(σ2 − ω2)]−1 , (5.79)
Bb =
[
∓ i
2r
(σtω − σωt)−mσjb
] [
q(σ2 − ω2)]−1 . (5.80)
Here, we are using a condensed derivative notation ∂tσ ≡ σt, and so on. Note that
the effect of the symmetry reduction has in this case, reduced the components of the
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four-vectors to the set of coefficient functions ja, jb, σ and ω, which are themselves
further constrained by higher-order nonlinear PDEs in the Maxwell-Dirac system.
The coefficient functions ka and kb have been eliminated through the use of the
Fierz identities
jµj
µ = −kµkµ = σ2 − ω2, (5.81)
jµk
µ = 0. (5.82)
It is straightforward to show that the Levi-Civita terms in the stress-energy vanish
in this symmetry case
jσkκ[ν
ρσκ(∂µjρ) + µ
ρσκ(∂νjρ)] = 0. (5.83)
The form of the stress-energy tensor we are dealing with is therefore
Tµν,MD = − i
4
(σ2 − ω2)−1[kµ(ω∂νσ − σ∂νω) + kν(ω∂µσ − σ∂µω)] + q
2
(jµBν + jνBµ)
+
1
4
ηµνFσρF
σρ − FµσFνσ. (5.84)
For the SO(3) symmetry, the components of the electromagnetic field strength ten-
sor are
F0i = xiFa(t, r), (5.85)
Fij = ijkx
kFb(t, r), (5.86)
where the Maxwell coefficient functions are
Fa(t, r) = (1/qr)(σ
2 − ω2)−2{−2m[σja(σσr − ωωr) + rσjb(σσt − ωωt)]
± i[σω(σ2r − σ2t + ω2r − ω2t ) + (σ2 + ω2)(σtωt − σrωr)]}
+ (1/qr)(σ2 − ω2)−1[m(σrja + σja,r + rσtjb + rσjb,t)
± (i/2)(σttω − σωtt − σrrω + σωrr)], (5.87)
representing the electric field form, and
Fb(r) = ± 1
2qr3
, (5.88)
representing the magnetic field form, which happens to be that of a monopole.
Treating the µ = ν = 0, µ = 0, ν = i and µ = i, ν = j cases separately, we find that
the respective components of (5.84) are
T00,MD = Ta + F , (5.89)
T0i,MD =
xi
r
Tb, (5.90)
Tij,MD =
xixj
r2
Tc + δijF , (5.91)
where the energy density of the Maxwell field is
F = r
2(F 2a + F
2
b )
2
, (5.92)
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and the other functions are defined as
Ta(t, r) = (σ
2 − ω2)−1
{
± i
2
[ja(σrω − σωr)− rjb(σtω − σωt)]−mσj2a
}
, (5.93)
Tb(t, r) = (σ
2 − ω2)−1
{
± i
2
[ja(σtω − σωt)− rjb(σrω − σωr)]−mσjarjb
}
, (5.94)
Tc(t, r) = (σ
2 − ω2)−1
{
± i
2
[ja(σrω − σωr)− rjb(σtω − σωt)]−mσr2j2b
}
− 2F .
(5.95)
Chapter 6
Solutions of the Reduced
Maxwell-Dirac Equations
6.1 Static, spherically symmetric reduction
We now extend the spherical symmetry reduction discussed in 4.1 to include the
more restrictive requirement of time translation invariance. By imposing this extra
symmetry, we are in effect considering a static system, where all of the coefficient
functions of t and r are reduced to functions of r only. Of course, this symmetry
carries the implicit assumption that there exists a Lorentz reference frame whereby
the four-current jµ is entirely described by the charge density ρ(r) ≡ ja(r). The
current density fluxes given by the spatial components of the four-current, xijb(r),
would intuitively be expected to vanish in a physically realistic scenario, which we
shall see is the case.
6.1.1 Maxwell-Dirac ODE
From 4.1.4, we have the spherically symmetric Maxwell-Dirac equations (4.36) and
(4.37), along with the Fierz identity (4.38), the continuity equation (4.39), and the
partial conservation of axial current (4.40). Noting that all of the terms on the
right-hand side of (4.37) contain time derivative dependent objects, it immediately
follows that for the static case,
jb = 0. (6.1)
Applying this, and the vanishing time derivative condition, our system further re-
duces to the Fierz identity
j2a = σ
2 − ω2, (6.2)
the partial conservation of axial current
2
r
ja + ja,r = ∓2imω, (6.3)
and the Maxwell-Dirac equation for ja
q2ja = −(σ2 − ω2)−34(σσr − ωωr){−2mσja(σσr − ωωr)± i[−σrωr(σ2 + ω2)
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+ σω(σ2r + ω
2
r )]}+ (σ2 − ω2)−2{−2m[2(σrja + σja,r + σja/r)(σσr − ωωr)
+ σja(σ
2
r + σσrr − ω2r − ωωrr)]± i[−2σrωr(σσr + ωωr + σ2/r + ω2/r)
+ (σrrω − σωrr)(σσr − ωωr) + (σωr + σrω + 2σω/r)(σ2r + ω2r )
− (σ2 + ω2)(σrωrr + σrrωr) + 2σω(σrσrr + ωrωrr)]}
+ (σ2 − ω2)−1{m(σrrja + 2σrja,r + σja,rr + 2σrja/r + 2σja,r/r)
± i[(1/2)(σωrrr + σrωrr − σrrωr − σrrrω) + (1/r)(σωrr − σrrω)]}. (6.4)
The continuity equation (4.39) becomes 0 = 0. Using (6.2) and (6.3), we can
eliminate σ and ω from (6.4) entirely, resulting in an ODE in terms of ja(r) only.
Upon rearrangement, we get
σ = ± 1
mr
(
m2r2j2a − j2a − rjaja,r −
r2
4
j2a,r
)1/2
, (6.5)
ω = ∓ i
m
(
ja
r
+
ja,r
2
)
, (6.6)
and using the computational aid of Mathematica, their derivatives up to third order
are
ωr = ∓ i
m
(
− ja
r2
+
ja,r
r
+
ja,rr
2
)
, (6.7)
ωrr = ∓ i
m
(
2ja
r3
− 2ja,r
r2
+
ja,rr
r
+
ja,rrr
2
)
, (6.8)
ωrrr = ∓ i
m
(
−6ja
r4
+
6ja,r
r3
− 3ja,rr
r2
+
ja,rrr
r
+
ja,rrrr
2
)
, (6.9)
σr = ±[4mr2(m2r2j2a − j2a − rjaja,r − r2j2a,r/4)1/2]−1
(4j2a − 2rjaja,r + 4m2r3jaja,r − 2r2j2a,r − 2r2jaja,rr − r3ja,rja,rr), (6.10)
σrr = ±[16mr3(m2r2j2a − j2a − rjaja,r − r2j2a,r/4)3/2]−1
(32j4a − 48m2r2j4a + 16rj3aja,r + 16m2r3j3aja,r − 24r2j2aj2a,r − 20r3jaj3a,r
− 4r4j4a,r − 4m2r6j4a,r + 16r2j3aja,rr − 16m2r4j3aja,rr + 16m4r6j3aja,rr
+ 24r3j2aja,rja,rr − 24m2r5j2aja,rja,rr + 12r4jaj2a,rja,rr + 4m2r6jaj2a,rja,rr
+ 2r5j3a,rja,rr − 4m2r6j2aj2a,rr + 8r3j3aja,rrr − 8m2r5j3aja,rrr + 12r4j2aja,rja,rrr
− 4m2r6j2aja,rja,rrr + 6r5jaj2a,rja,rrr + r6j3a,rja,rrr), (6.11)
σrrr = ±[64mr4(m2r2j2a − j2a − rjaja,r − r2j2a,r/4)5/2]−1
(384j6a − 960m2r2j6a + 768m4r4j6a + 576rj5aja,r − 480m2r3j5aja,r − 384m4r5j5aja,r
+ 768m2r4j4aj
2
a,r − 480r3j3aj3a,r + 480m2r5j3aj3a,r − 360r4j2aj4a,r + 192m2r6j2aj4a,r
− 108r5jaj5a,r + 24m2r7jaj5a,r + 48m4r9jaj5a,r − 12r6j6a,r − 24m2r8j6a,r
+ 192r2j5aja,rr − 480m2r4j5aja,rr + 480r3j4aja,rja,rr − 432m2r5j4aja,rja,rr
+ 480r4j3aj
2
a,rja,rr − 432m2r6j3aj2a,rja,rr + 240r5j2aj3a,rja,rr − 24m2r7j2aj3a,rja,rr
− 144m4r9j2aj3a,rja,rr + 60r6jaj4a,rja,rr + 72m2r8jaj4a,rja,rr + 6r7j5a,rja,rr
+ 144m2r6j4aj
2
a,rr − 24m2r7j3aja,rj2a,rr + 96m4r9j3aja,rj2a,rr − 24m2r8j2aj2a,rj2a,rr
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+ 12m2r9jaj
3
a,rj
2
a,rr − 24m2r8j3aj3a,rr − 12m2r9j2aja,rj3a,rr − 64r3j5aja,rrr
+ 96m2r5j5aja,rrr − 96m4r7j5aja,rrr + 64m6r9j5aja,rrr − 160r4j4aja,rja,rrr
+ 224m2r6j4aja,rja,rrr − 160m4r8j4aja,rja,rrr − 160r5j3aj2a,rja,rrr
+ 120m2r7j3aj
2
a,rja,rrr + 16m
4r9j3aj
2
a,rja,rrr − 80r6j2aj3a,rja,rrr − 20r7jaj4a,rja,rrr
− 8m2r9jaj4a,rja,rrr − 2r8j5a,rja,rrr + 48m2r7j4aja,rrja,rrr − 48m4r9j4aja,rrja,rrr
+ 48m2r8j3aja,rja,rrja,rrr + 12m
2r9j2aj
2
a,rja,rrja,rrr − 32r4j5aja,rrrr
+ 64m2r6j5aja,rrrr − 32m4r8j5aja,rrrr − 80r5j4aja,rja,rrrr + 96m2r7j4aja,rja,rrrr
− 16m4r9j4aja,rja,rrrr − 80r6j3aj2a,rja,rrrr + 48m2r8j3aj2a,rja,rrrr
− 40r7j2aj3a,rja,rrrr + 8m2r9j2aj3a,rja,rrrr − 10r8jaj4a,rja,rrrr − r9j5a,rja,rrrr).
(6.12)
At this point, we make a change in our bilinear conventions and replace the pure
imaginary pseudoscalar fields ω with their real analogue $ ≡ ψiγ5ψ. The conversion
formula is
ω = −i$ = −iψiγ5ψ, (6.13)
which can be implemented in (6.4) by changing the sign of terms quadratic in ω,
ωr, etc., and having single ω terms absorb free i factors without change of sign. We
obtain the manifestly real expression
q2ja = −(σ2 +$2)−34(σσr +$$r){−2mσja(σσr +$$r)± [−σr$r(σ2 −$2)
+ σ$(σ2r −$2r)]}+ (σ2 +$2)−2{−2m[2(σrja + σja,r + σja/r)(σσr +$$r)
+ σja(σ
2
r + σσrr +$
2
r +$$rr)]± [−2σr$r(σσr −$$r + σ2/r −$2/r)
+ (σrr$ − σ$rr)(σσr +$$r) + (σ$r + σr$ + 2σ$/r)(σ2r −$2r)
− (σ2 −$2)(σr$rr + σrr$r) + 2σ$(σrσrr −$r$rr)]}
+ (σ2 +$2)−1{m(σrrja + 2σrja,r + σja,rr + 2σrja/r + 2σja,r/r)
± [(1/2)(σ$rrr + σr$rr − σrr$r − σrrr$) + (1/r)(σ$rr − σrr$)]}, (6.14)
where we now have
$ = ± 1
m
(
ja
r
+
ja,r
2
)
, (6.15)
$r = ± 1
m
(
− ja
r2
+
ja,r
r
+
ja,rr
2
)
, (6.16)
$rr = ± 1
m
(
2ja
r3
− 2ja,r
r2
+
ja,rr
r
+
ja,rrr
2
)
, (6.17)
$rrr = ± 1
m
(
−6ja
r4
+
6ja,r
r3
− 3ja,rr
r2
+
ja,rrr
r
+
ja,rrrr
2
)
. (6.18)
Eliminating σ, $, and all of their derivatives from (6.14) using Mathematica’s
ReplaceAll function, and simplifying the resulting expression with the command
Factor[Expand[%]], we obtain an ODE in terms of r, ja and its derivatives up to
fourth order
± q2ja = [64rj3a(m2r2j2a − j2a − rjaja,r − r2j2a,r/4)5/2]−1
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(32m2j8a − 128m4r2j8a + 128m2rj7aja,r − 16j6aj2a,r − 96m2r2j6aj2a,r + 192rj5aj3a,r
− 240m2r3j5aj3a,r + 32m4r5j5aj3a,r + 108r2j4aj4a,r + 136m2r4j4aj4a,r − 144m4r6j4aj4a,r
− 124r3j3aj5a,r + 216m2r5j3aj5a,r − 120r4j2aj6a,r + 40m2r6j2aj6a,r − 36r5jaj7a,r
− 4r6j8a,r + 144m2r2j7aja,rr − 256rj6aja,rja,rr + 288m2r3j6aja,rja,rr
− 32m4r5j6aja,rja,rr − 8r2j5aj2a,rja,rr − 344m2r4j5aj2a,rja,rr + 272m4r6j5aj2a,rja,rr
+ 312r3j4aj
3
a,rja,rr − 392m2r5j4aj3a,rja,rr + 214r4j3aj4a,rja,rr − 56m2r6j3aj4a,rja,rr
+ 56r5j2aj
5
a,rja,rr + 6r
6jaj
6
a,rja,rr − 112r2j6aj2a,rr + 104m2r4j6aj2a,rr
− 64m4r6j6aj2a,rr − 96r3j5aja,rj2a,rr + 48m2r5j5aja,rj2a,rr − 12r4j4aj2a,rj2a,rr
− 20m2r6j4aj2a,rj2a,rr + 4r5j3aj3a,rj2a,rr + 8r4j5aj3a,rr + 4m2r6j5aj3a,rr
+ 8r5j4aja,rj
3
a,rr + 2r
6j3aj
2
a,rj
3
a,rr + 48rj
7
aja,rrr − 48m2r3j7aja,rrr − 8r2j6aja,rja,rrr
+ 136m2r4j6aja,rja,rrr − 80m4r6j6aja,rja,rrr − 100r3j5aj2a,rja,rrr
+ 136m2r5j5aj
2
a,rja,rrr − 78r4j4aj3a,rja,rrr + 28m2r6j4aj3a,rja,rrr − 22r5j3aj4a,rja,rrr
− 2r6j2aj5a,rja,rrr − 24r3j6aja,rrja,rrr + 24m2r5j6aja,rrja,rrr − 36r4j5aja,rja,rrja,rrr
+ 12m2r6j5aja,rja,rrja,rrr − 18r5j4aj2a,rja,rrja,rrr − 3r6j3aj3a,rja,rrja,rrr
+ 16r2j7aja,rrrr − 32m2r4j7aja,rrrr + 16m4r6j7aja,rrrr + 32r3j6aja,rja,rrrr
− 32m2r5j6aja,rja,rrrr + 24r4j5aj2a,rja,rrrr − 8m2r6j5aj2a,rja,rrrr + 8r5j4aj3a,rja,rrrr
+ r6j3aj
4
a,rja,rrrr), (6.19)
the ja(r) solutions of which are the Maxwell-Dirac solutions we are interested in.
Note that the sign ambiguity comes from the σ terms. Rearranging this expression
yields an implicit expression of the form
f(r, ja, ja,r, ja,rr, ja,rrr, ja,rrrr;m, q) = 0, (6.20)
a non-linear, fourth order ODE with dimensional parameters m and q.
6.1.2 Natural L-H units and non-dimensionalization
In natural units, commonly used in high-energy physics [1],
[M ] = [L]−1 = [T ]−1, (6.21)
so r has units of both length and reciprocal mass. Additionally, charge q is a
dimensionless quantity, which can be deduced from the form of the fine structure
constant
α =
e2
4pih¯c
≈ 1
137
, (6.22)
where e is the elementary charge. We are working in natural, Lorentz-Heaviside
(L-H) units, where
h¯ = c = 0 = 1, (6.23)
so we can write e as
e =
√
4piα ≈ 0.302815, (6.24)
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which is obviously dimensionless. We find that in order for all of the terms in (6.19)
to have the same dimensions, ja must have dimensionality
[ja] = [L]
−3, (6.25)
which can be interpreted as a number density. We proceed to non-dimensionalize
the system by defining dimensionless parameters
χ = mr, (6.26)
ja = q
2m−3ja, (6.27)
ja,χ = q
2m−4ja,r, (6.28)
and so on, up to fourth-order derivatives. For the case where the Dirac fermion field
corresponds to the electron or positron, q = e, so
q2 = 4piα, (6.29)
which is essentially a dimensionless scaling factor proportional to the fine structure
constant. This particular choice of non-dimensionalization allows m26q−16 to fac-
tored from (6.20) entirely, and we are left with a dimensionless ODE of implicit
form
f(χ, ja, ja,χ, ja,χχ, ja,χχχ, ja,χχχχ) = 0, (6.30)
which is linear in the highest order derivative ja,χχχχ, and contains no free param-
eters. Explicitly, our dimensionless ODE is
0 = ±4χj4a[(χ2 − 1)j2a − χjaja,χ − (χ2/4)j2a,χ]5/2
− 32j8a + 128χ2j8a − 128χj7aja,χ + 16j6aj2a,χ + 96χ2j6aj2a,χ − 192χj5aj3a,χ
+ 240χ3j
5
aj
3
a,χ − 32χ5j5aj3a,χ − 108χ2j4aj4a,χ − 136χ4j4aj4a,χ + 144χ6j4aj4a,χ
+ 124χ3j
3
aj
5
a,χ − 216χ5j3aj5a,χ + 120χ4j2aj6a,χ − 40χ6j2aj6a,χ + 36χ5jaj7a,χ
+ 4χ6j
8
a,χ − 144χ2j7aja,χχ + 256χj6aja,χja,χχ − 288χ3j6aja,χja,χχ
+ 32χ5j
6
aja,χja,χχ + 8χ
2j
5
aj
2
a,χja,χχ + 344χ
4j
5
aj
2
a,χja,χχ − 272χ6j5aj2a,χja,χχ
− 312χ3j4aj3a,χja,χχ + 392χ5j4aj3a,χja,χχ − 214χ4j3aj4a,χja,χχ + 56χ6j3aj4a,χja,χχ
− 56χ5j2aj5a,χja,χχ − 6χ6jaj6a,χja,χχ + 112χ2j6aj2a,χχ − 104χ4j6aj2a,χχ
+ 64χ6j
6
aj
2
a,χχ + 96χ
3j
5
aja,χj
2
a,χχ − 48χ5j5aja,χj2a,χχ + 12χ4j4aj2a,χj2a,χχ
+ 20χ6j
4
aj
2
a,χj
2
a,χχ − 4χ5j3aj3a,χj2a,χχ − 8χ4j5aj3a,χχ − 4χ6j5aj3a,χχ − 8χ5j4aja,χj3a,χχ
− 2χ6j3aj2a,χj3a,χχ − 48χj7aja,χχχ + 48χ3j7aja,χχχ + 8χ2j6aja,χja,χχχ
− 136χ4j6aja,χja,χχχ + 80χ6j6aja,χja,χχχ + 100χ3j5aj2a,χja,χχχ
− 136χ5j5aj2a,χja,χχχ + 78χ4j4aj3a,χja,χχχ − 28χ6j4aj3a,χja,χχχ + 22χ5j3aj4a,χja,χχχ
+ 2χ6j
2
aj
5
a,χja,χχχ + 24χ
3j
6
aja,χχja,χχχ − 24χ5j6aja,χχja,χχχ
+ 36χ4j
5
aja,χja,χχja,χχχ − 12χ6j5aja,χja,χχja,χχχ + 18χ5j4aj2a,χja,χχja,χχχ
+ 3χ6j
3
aj
3
a,χja,χχja,χχχ − 16χ2j7aja,χχχχ + 32χ4j7aja,χχχχ − 16χ6j7aja,χχχχ
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− 32χ3j6aja,χja,χχχχ + 32χ5j6aja,χja,χχχχ − 24χ4j5aj2a,χja,χχχχ
+ 8χ6j
5
aj
2
a,χja,χχχχ − 8χ5j4aj3a,χja,χχχχ − χ6j3aj4a,χja,χχχχ, (6.31)
6.1.3 An exact solution
Notice that in the above ODE, the presence of the square root term provides us
with the additional constraint on the argument
(χ2 − 1)j2a − χjaja,χ − (χ2/4)j2a,χ ≥ 0, (6.32)
since we are restricting ourselves to real solutions. We shall focus on the special
case where we have the equality
(χ2 − 1)j2a − χjaja,χ − (χ2/4)j2a,χ = 0, (6.33)
and solve for ja,χ. From the quadratic formula, we have
ja,χ =
χja ±
√
χ2j2a − 4(−χ2/4)[(χ2 − 1)j2a]
2(−χ2/4) , (6.34)
which simplifies to give
ja,χ = −2(χ−1 ± 1)ja. (6.35)
Noting that this is a separable ODE, we can rearrange to obtain
dja
ja
= −2(χ−1 ± 1)dχ. (6.36)
Integrating, then exponentiating yields the solution
ja = Aχ
−2e∓2χ, (6.37)
where A is an arbitrary constant. Not only does this ja form solve (6.33), but it also
happens to be a solution of the full static spherically symmetric Maxwell-Dirac ODE
(6.31), which can be checked explicitly using Mathematica’s ReplaceAll function.
The square root term, and everything to the right of it, vanishes independently. The
special nature of this solution can be understood by observing that every term on
the right hand side of (6.14) is multiplied by σ, or one of its derivatives, and that
imposing the condition (6.33) is equivalent to setting σ = 0 in (6.5).
6.1.4 Linearization about the exact solution
Now consider the case where we add a perturbing function to the exact solution, so
that
ja(χ) = J0(χ) +
∞∑
n=1
nJn(χ)
= J0(χ) + J1(χ) + O(
2), (6.38)
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where
J0(χ) = Aχ
−2e−2χ (6.39)
is the exponentially decreasing exact solution, and the small- dependent part is the
perturbation. By linearizing, we shall only retain terms of the lowest order in .
Substituting (6.38) into (6.31), we find that the lowest order terms are proportional
to 5/2, and we obtain the equation
4A6χ−9e−12χ(2J1 + 2χJ1 + χJ ′1)
2
√
Aχ−1e−2χ(2J1 + 2χJ1 + χJ ′1)
5/2 +O(3) = 0,
(6.40)
which when truncated to the lowest order and the generally non-zero terms dis-
carded, becomes the simple expression
2J1 + 2χJ1 + χJ
′
1 = 0, (6.41)
or alternatively,
J ′1 = −2(χ−1 + 1)J1. (6.42)
This has exactly the same form as the ODE (6.35) that led to our exact solution
(6.37), so we can immediately say
J1 = A
′χ−2e−2χ. (6.43)
Therefore, our first order perturbed solution is
ja = Aχ
−2e−2χ + A′χ−2e−2χ = A′′χ−2e−2χ, (6.44)
which is just our original exact solution, but with a slightly different arbitrary
coefficient, A′′ = A + A′. It may be the case that our exact solution is analogous
to the so-called “singular solutions” obtained from the first integral of the simple
harmonic motion ODE [25]. This would imply that the exact solution (6.37) is an
envelope of a family of solutions, for a given A. Whatever the case, solutions of the
form (6.37) do not correspond to physically realistic situations in either sign case,
due to the large singularity at the origin caused by the χ−2 contribution.
6.1.5 Equilibrium points
We will now determine the equilibrium points of the system, which are points in
the solution phase space where all of the derivatives vanish. Observing the terms in
(6.31), we can see that only the first term inside the square root term, as well as the
first two terms following this, are non-zero in this case. The ODE corresponding to
the equilibria is therefore
±4χj4a,e[(χ2 − 1)ja,e2]5/2 − 32j8a,e + 128χ2j8a,e = 0, (6.45)
which factorizes to
j
8
a,e[8(4χ
2 − 1)± χ(χ2 − 1)5/2ja,e] = 0, (6.46)
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where ja,e are the solutions at the equilibrium points. We can easily see that there
are three solutions to this equation
ja,e = 0, (6.47)
ja,e = ±
8(1− 4χ2)
χ(χ2 − 1)5/2 . (6.48)
Looking at the form of the second solution, we can see that there are singularities at
χ = 0 and χ = ±1. Furthermore, for 0 < χ < 1, the square root argument χ2−1 < 0,
causing the second two solutions to be pure imaginary in this interval. Due to
this unphysical behaviour, we shall restrict further investigation to the ja,e = 0
equilibrium point.
6.1.6 Weakly non-linear ODE and spectral method
Consider a first order perturbation about the equilibrium point ja,e = 0,
ja = J + O(
2), (6.49)
which is equivalent to the direct linearization of ja. Substituting this perturbative
form into (6.31), we find that the square root term is proportional to 9, and the
large number of terms following this are all proportional to 8. Therefore, retaining
only the lowest order terms in , the square root term disappears, and we are left
with the weakly non-linear ODE
0 = (32J8 − 16J6Jχ2) + (128J7Jχ + 192J5Jχ3 − 256J6JχJχχ + 48χJ7Jχχχ)χ
+ (−128J8 − 96J6Jχ2 + 108J4Jχ4 + 144J7Jχχ − 8χ2J5Jχ2Jχχ − 112J6Jχχ2
− 8J6JχJχχχ + 16χ2J7Jχχχχ)χ2 + (−240J5Jχ3 − 124J3Jχ5 + 288J6JχJχχ
+ 312J4Jχ
3Jχχ − 96J5JχJχχ2 − 48J7Jχχχ − 100J5Jχ2Jχχχ − 24J6JχχJχχχ
+ 32J6JχJχχχχ)χ
3 + (136J4Jχ
4 − 120J2Jχ6 − 344J5Jχ2Jχχ + 214J3Jχ4Jχχ
+ 104J6Jχχ
2 − 12J4Jχ2Jχχ2 + 8J5Jχχ3 + 136J6JχJχχχ − 78J4Jχ3Jχχχ
− 36J5JχJχχJχχχ − 32J7Jχχχχ + 24J5Jχ2Jχχχχ)χ4 + (32J5Jχ3 + 216J3Jχ5
− 36JJχ7 − 32J6JχJχχ − 392J4Jχ3Jχχ + 56J2Jχ5Jχχ + 48J5JχJχχ2
+ 4J3Jχ
3Jχχ
2 + 8J4JχJχχ
3 + 136J5Jχ
2Jχχχ − 22J3Jχ4Jχχχ + 24J6JχχJχχχ
− 18J4Jχ2JχχJχχχ − 32J6JχJχχχχ + 8J4Jχ3Jχχχχ)χ5 + (−144J4Jχ4
+ 40J2Jχ
6 − 4Jχ8 + 272J5Jχ2Jχχ − 56J3Jχ4Jχχ + 6JJχ6Jχχ − 64J6Jχχ2
− 20J4Jχ2Jχχ2 + 4J5Jχχ3 + 2J3Jχ2Jχχ3 − 80J6JχJχχχ + 28J4Jχ3Jχχχ
− 2J2Jχ5Jχχχ + 12J5JχJχχJχχχ − 3J3Jχ3JχχJχχχ + 16J7Jχχχχ
− 8J5Jχ2Jχχχχ + J3Jχ4Jχχχχ)χ6, (6.50)
which has no ambiguous sign, but is still fiendishly complicated and must be solved
numerically, with the exception of the known exact solution (6.37). On this, it
is interesting to note that the weakly non-linear ODE (6.50) has a slightly more
general form of this exact solution, given by
J(χ) = Aχ−2eBχ, (6.51)
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for any constant B. In the fully non-linear case (6.31), we are restricted to B = ±2.
With regards to numerical solutions, we shall approximate J(χ) and its derivatives
by a spectral Fourier series,
J(χ) = b0 +
N∑
n=1
bn cos(αnχ), (6.52a)
Jχ(χ) = −
N∑
n=1
bnαn sin(αnχ), (6.52b)
Jχχ(χ) = −
N∑
n=1
bnαn
2 cos(αnχ), (6.52c)
Jχχχ(χ) =
N∑
n=1
bnαn
3 sin(αnχ), (6.52d)
Jχχχχ(χ) =
N∑
n=1
bnαn
4 cos(αnχ), (6.52e)
where αn = npi/R, with R arbitrarily large, and the series are truncated to N terms.
Taking the Galerkin method approach [46], we define a set of N+1 spectral residual
functions
Rn(b0, ..., bN ) =
∫ R
0
G(b0, ..., bN ) cos(αnχ)dχ = 0, (6.53)
where G(b0, ..., bN ) is the J-ODE (6.50), now considered to be a function of the
N + 1 spectral b-coefficients. In defining the set (6.53), we have effectively reduced
the problem of finding solutions to the non-linear fourth order ODE (6.50) to the
algebraic problem of finding an N+1 set of bn that solve the N+1 equations (6.53).
The solution of the residuals can be performed by MATLAB ’s fsolve routine, which
necessarily requires an initial guess for bn. Using our intuition as to what we would
expect a physically reasonable spherically symmetric charge distribution to look like,
we adopt a Gaussian function as our initial guess
Jinit(χ) = Bexp
[
−(χ− µ)
2
2σ2
]
, (6.54)
where B, µ and σ (not to be confused with the Dirac scalar σ) are the amplitude,
shift and width factors respectively. Incidentally, a useful feature of the Gaussian
function is that the three arbitrary parameters can be tweaked until the numerical
method starts to converge. The b0 and bn coefficients corresponding to this initial
guess are [30]
b0 =
B
R
∫ R
0
exp
[
−(χ− µ)
2
2σ2
]
dχ, (6.55)
bn =
2B
R
∫ R
0
exp
[
−(χ− µ)
2
2σ2
]
cos(αnχ)dχ, (6.56)
where the integrals are evaluated numerically, using the Legendre-Gaussian quadra-
ture routine lgwt by von Winckel.
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6.1.7 Numerical solutions of the weakly and fully non-linear ODEs
In our MATLAB program for the solution of the weakly non-linear ODE (6.50),
we initially set the number of spectral terms N = 61, and the number of radial
points P = 1000, with the maximum radius set to R = 25. Setting the initial guess
Gaussian function parameters in (6.54) to B = 2, µ = 0, and σ = 4.1, fsolve
with default function tolerance (‘TolFun’=1e-6) converged to the solution shown
in Figure 6.1.
Using exactly the same parameters, but with the number of spectral terms increased
to N = 101, we obtain the same solution as in the N = 61 case, with negligible
difference. Setting N = 60 and N = 100, keeping everything else the same, the
residuals converge to slightly different distributions of similar size. Using the func-
tion obtained from the N = 61 case as a guide, we make a fresh initial guess with the
new Gaussian parameters B = 0.7, µ = 6 and σ = 1.5, with ‘TolFun=1e-12’. This
initial guess turned out to be much more accurate, converging to the solution shown
in Figure 6.2, but stalling due to the minimum function tolerance being reached.
The same routine was run with N = 101, which yielded the same solution. For the
N = 101 case, the residuals reduced to < ±5× 10−6 from values on the order of 104
based on the initial Gaussian guess in Figure 6.2. The values of the right hand side
of the implicit ODE itself (6.50) were reduced from an order of 104 to < ±0.2, where
ideally they should be zero at all radial points. Such a dramatic relative difference
in the Galerkin residuals and implicit ODE values between the two plots in Figure
6.2 strongly suggests the presence of a real solution for (6.50), or at least an extreme
local minimum in the solution phase space.
With a solution to the weakly non-linear ODE (6.50) in hand, we turn now to
finding solutions to the fully non-linear system (6.31), which is the same as the
weaker equation, except that it lacks the square root term with ambiguous sign. At
this point, we assume that the J(χ) solution in Figure 6.2 provides a good initial
guess to finding solutions of the full ODE. Our initial guess takes the form
ja = J. (6.57)
Setting  to a “small” value of 10−2, we find that the initial guess J immediately
satisfies fsolve without any further iterations. Therefore for small , (6.57) appears
to be a good approximate solution to (6.31). This result is not unexpected, since the
square root term in (6.31) is negligibly small in the limit of small . Interestingly,
it turns out that if we choose  = 1, which is not “small”, so that our initial guess
is ja,init = J , we still obtain a solution for the fully non-linear ODE system, after
many iterations. The solutions for both sign cases obtained using the parameters
N = 101, P = 1000,  = 1, and ‘TolFun’=1e-12 are displayed in Figure 6.3.
Comparing these solutions with the J(χ) solution in Figure 6.2, we can see that
the initial and final guesses for ja closely match, despite the fact that the residual
values have been reduced from ∼ 104 to ∼ 10−4, and the ODE values (this time
corresponding to the fully non-linear case) have been reduced from ∼ 104 to ∼ 2
through the action of fsolve. Now, due to the presence of the square root term in
(6.31), a small imaginary part on the order of ∼ 10−4 to ∼ 10−3 times the magnitude
of the real part is present in the final forms for ja, ja,χ, etc. We are assuming that
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all imaginary components are erroneous artefacts produced by the fsolve algorithm
when dealing with the square root term, and are therefore ignored.
The solutions displayed in Figure 6.3 appear to be static “soliton-like” solutions
to the Maxwell-Dirac equations under spherical symmetry. These solutions are of
course, not technically solitons since they do not evolve with time, but radially
they closely approximate a characteristic sech2(χ) soliton profile [47], and have the
feature of being localized due to the non-linearity of the system self-interaction.
Physically, these solutions correspond to a static, hollow shell of electric charge.
6.1.8 Numerical solutions using multiple Gaussian initial guess
In principle, we can have as many Gaussian functions in our initial guess for J(χ)
as we want, which is useful when searching for solutions with multiple peaks. The
corresponding generalizations of (6.54)-(6.56) are
Jinit(χ) =
M∑
m=1
Bmexp
[
−(χ− µm)
2
2σm2
]
, (6.58)
b0 =
1
R
∫ R
0
M∑
m=1
Bmexp
[
−(χ− µm)
2
2σm2
]
dχ, (6.59)
bn =
2
R
∫ R
0
M∑
m=1
Bmexp
[
−(χ− µm)
2
2σm2
]
cos(αnχ)dχ. (6.60)
Considering the case where M = 2, we now have six parameters to choose from when
setting Jinit. After some experimentation, we find that choosing the parameters
B1 = B2 = 0.23, µ1 = 5.0, µ2 = 8.4, σ1 = σ2 = 0.8, with ‘TolFun’ and ‘TolX’
both set to 1e-7, yields the weakly non-linear solution shown in Figure 6.4. The
solution curve corresponds to a reduction of the residuals from ∼ 102 to ∼ 10−6,
and a reduction of the magnitude of the ODE values (as a function of χ) from ∼ 102
to ∼ 10−2, compared with the initial double-Gaussian curve. Bootstrapping this
weakly non-linear J(χ) solution by using it as the initial guess for the fully non-
linear scheme, yields ja(χ) solutions for both positive and negative square root sign
cases, with negligible difference to the J(χ) form in Figure 6.4.
A comparative plot of single and double hump ja(χ) distributions is given in Figure
6.5. From this, an obvious question arises: does there exist some set of solution
eigenvectors ja,n(χ), whereby the number of peaks increases as the order n increases?
It is interesting to speculate in this manner, however the analytical extraction of
such a set of eigenvectors from (6.31) or (6.50), if any actually exist, would be
quite a formidable task indeed. We have demonstrated numerically that solutions
of multiple “orders” do exist, but there are serious efficiency problems associated
with our simple calculational scheme. Searching for multiple hump solutions with
M > 1 is quite computationally intensive, with calculations often having to run for
several days on end. It may be the case that using a set of basis functions that
are more suited to the symmetry of the problem, such as Laguerre or Chebyshev
polynomials, will improve efficiency, as well as providing greater insight into the
nature of the problem.
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Figure 6.1: J(χ) solution, given parameters N = 61, B = 2, µ = 0, σ = 4.1, and
R = 25. Default tolerance. Dotted line is the initial Gaussian guess, solid line is
the solution function.
Figure 6.2: J(χ) solution, given parameters N = 61, B = 0.7, µ = 6, σ = 1.5, and
R = 25. Function tolerance of 10−12. Dotted line is the initial Gaussian guess, solid
line is the solution function.
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Figure 6.3: Dimensionless ja(χ) solutions to the static, spherically symmetric
Maxwell-Dirac equation ODE, where the solid and dotted lines correspond to posi-
tive and negative signs on the square root term respectively.
Figure 6.4: J(χ) solution, given parameters N = 101, B1 = B2 = 0.23, µ1 = 5.0,
µ2 = 8.4, σ1 = σ2 = 0.8 and R = 25. Function and step size tolerance of 10
−7.
Dotted line is the initial M = 2 double-Gaussian guess, solid line is the solution
function for J(χ), and a close approximation of the full ja(χ) solution.
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6.2 Physical quantities of the numerical solutions
We now turn our attention to the problem of calculating physical quantities of
interest, associated with the numerical solutions obtained in the previous section.
In particular, we focus on obtaining explicit quantities for the mass-energy and total
charge of the single hump solution given in Figure 6.3. In order to calculate the
energy density T00, we must further restrict the spherically symmetric form of the
stress-energy tensor given in section 5.3 to include time translation invariance.
6.2.1 Static spherical stress-energy tensor
Setting the time derivatives in the field strength coefficient functions (5.87) and
(5.88) to zero, gives
Fa(r) =
1
qr
(σ2 − ω2)−2{−2mσja(σσr − ωωr)± i[σω(σ2r + ω2r )− (σ2 + ω2)σrωr]}
+
1
qr
(σ2 − ω2)−1
[
m(σrja + σja,r)± i
2
(σωrr − σrrω)
]
, (6.61)
Fb(r) = ± 1
2qr3
. (6.62)
Similarly, when taking into account the result jb = 0, the coefficient functions of the
stress-energy tensor (5.93)-(5.95) become
Ta(r) = (σ
2 − ω2)−1
[
± i
2
ja(σrω − σωr)−mσj2a
]
, (6.63)
Tb(r) = 0, (6.64)
Tc(r) = ± i
2
ja(σ
2 − ω2)−1(σrω − σωr)− 2F , (6.65)
where the form of the Maxwell field energy density (5.92) is the same as before.
From (5.89), the energy density in this case is
T00(r) = (σ
2 − ω2)−1
[
± i
2
ja(σrω − σωr)−mσj2a
]
+
r2(F 2a + F
2
b )
2
. (6.66)
Following our previous work on this symmetry case, in order to make these equations
compatible with the dimensionless ja solutions we have obtained, we must rewrite
everything in terms of ja. As before, we want to convert to real fields, so we apply
(6.13), which causes terms quadratic in ω to change sign, and linear terms to absorb
free i factors. With this change in convention, (6.61) and (6.63) become
Fa(r) =
1
qr
(σ2 +$2)−2{−2mσja(σσr +$$r)± [σ$(σ2r −$2r)− (σ2 −$2)σr$r]}
+
1
qr
(σ2 +$2)−1
[
m(σrja + σja,r)± 1
2
(σ$rr − σrr$)
]
, (6.67)
Ta(r) = (σ
2 +$2)−1
[
±1
2
ja(σr$ − σ$r)−mσj2a
]
. (6.68)
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Following a careful term-by-term algebraic rearrangement in Mathematica, using
the expressions given in section 6.1.1 for σ, $ and their χ-derivatives in terms of
ja, our energy density coefficient functions become
Ta(r) = ±
6j2a − 4m2r2j2a + 4rjaja,r + 2r2j2a,r − r2jaja,rr
4r
√
m2r2j2a − j2a − rjaja,r − (1/4)r2j2a,r
, (6.69)
Fa(r) = ± (−24j5a + 32m2r2j5a − 36rj4aja,r + 8m2r3j4aja,r − 16r2j3aj2a,r + 8m2r4j3aj2a,r
− 18r3j2aj3a,r + 12m2r5j2aj3a,r − 12r4jaj4a,r − 2r5j5a,r − 8m2r4j4aja,rr
+ 20r3j3aja,rja,rr − 16m2r5j3aja,rja,rr + 14r4j2aj2a,rja,rr + 2r5jaj3a,rja,rr
+ 2r4j3aj
2
a,rr + r
5j2aja,rj
2
a,rr − 4r3j4aja,rrr + 4m2r5j4aja,rrr − 4r4j3aja,rja,rrr
− r5j2aj2a,rja,rrr){16qr3j2a[m2r2j2a − j2a − rjaja,r − (1/4)r2j2a,r]3/2}−1,
(6.70)
and (6.62), which is independent of ja.
6.2.2 Dimensionless energy density
Introducing the dimensionless objects (6.26)-(6.28), and their obvious extension to
higher-order derivatives, we find that
Ta = q
−2m4T a, (6.71)
Fa = q
−1m3F a, (6.72)
Fb = q
−1m3F b, (6.73)
where the dimensionless functions are
T a(χ) = ±
6j2a − 4χ2j2a + 4χjaja,χ + 2χ2j2a,χ − χ2jaja,χχ
4χ
√
χ2j2a − j2a − χjaja,χ − (1/4)χ2j2a,χ
, (6.74)
F a(χ) = ± (−24j5a + 32χ2j5a − 36χj4aja,χ + 8χ3j4aja,χ − 16χ2j3aj2a,χ + 8χ4j3aj2a,χ
− 18χ3j2aj3a,χ + 12χ5j2aj3a,χ − 12χ4jaj4a,χ − 2χ5j5a,χ − 8χ4j4aja,χχ
+ 20χ3j3aja,χja,χχ − 16χ5j3aja,χja,χχ + 14χ4j2aj2a,χja,χχ + 2χ5jaj3a,χja,χχ
+ 2χ4j3aj
2
a,χχ + χ
5j2aja,χj
2
a,χχ − 4χ3j4aja,χχχ + 4χ5j4aja,χχχ − 4χ4j3aja,χja,χχχ
− χ5j2aj2a,χja,χχχ){16χ3j2a[χ2j2a − j2a − χjaja,χ − (1/4)χ2j2a,χ]3/2}−1,
(6.75)
F b(χ) = ± 1
2χ3
. (6.76)
In terms of these dimensionless functions, the dimensionless energy density is
T 00 ≡ q2m−4T00 = T a + (χ2/2)(F 2a + F 2b). (6.77)
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6.2.3 Total mass and charge in static spherical case
From Weinberg [45], we know that the total four-momentum is obtained via the
spatial integral
pν =
∫
T 0νd3x, (6.78)
where the total energy is
p0 ≡ E =
√
M2 + |p|2. (6.79)
Substituting (6.64) into (5.90), we find that
T 0i = 0, (6.80)
so the only non-zero component of the four-momentum is
p0 = M =
∫
T 00d3x. (6.81)
Since the integrand is a function of radius only, we should rewrite the volume integral
in terms of spherical coordinates
M =
∫∫
r2T 00 drdΩ = 4pi
∫
r2T 00 dr. (6.82)
Incidentally, the stress-energy tensor must also satisfy the conservation constraint
∂µT
µν = 0, (6.83)
the ν = 0 component of which is
∂0T
00 = ∂tT
00 = 0. (6.84)
We can see this is automatically satisfied by our symmetry constraint. We are not
interested in the pure spatial components of T ij at the moment. Now, rewriting
(6.82) in terms of dimensionless objects, we find the obvious result
M = mM, (6.85)
where the dimensionless mass parameter is
M = 4piq−2
∫
χ2T 00 dχ = α
−1
∫
χ2T 00 dχ, (6.86)
and we have used the fact that
T 00 = η0µη0νTµν = T00. (6.87)
Similarly, the total charge is given by
Q =
∫
j0 d3x = 4pi
∫
r2ja dr. (6.88)
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Converting to dimensionless variables, we find that
Q = Q = α−1
∫
χ2ja dχ, (6.89)
where the equivalence of Q and Q is expected, since charge is dimensionless in
natural L-H units. For future studies on static spherical solutions to the Maxwell-
Dirac equations, we could constrain the total charge to be an integer multiple of the
elementary charge,
Q = ne. (6.90)
The constraint condition in this case would be∫
χ2ja dχ = neα. (6.91)
6.2.4 Mass and charge of numerical solutions
We now focus on the numerical calculation of the mass and charge corresponding to
the two single hump solutions in 6.3. Since the two solutions are so similar in shape
and size, we would expect their respective mass-energy and charge integrals to also
be similar, so we take these cases to be approximately equal from the outset. This
approximation is especially accurate for smaller ja distributions, where the square
root term in the fully non-linear Maxwell-Dirac ODE (6.31) is negligible, and the
weakly non-linear part (6.50) is dominant.
There is a difficulty in the numerical evaluation of (6.86) for our ja distribution
however, in that the integrand behaves badly at the edges of the hump, and in the
ja ≈ 0 region. The source of this bad behavior is apparent when the forms of T a
and F a in (6.74) and (6.75) respectively are observed to have
χσ =
√
χ2j2a − j2a − χjaja,χ − (1/4)χ2j2a,χ (6.92)
terms in the denominators, where σ is the dimensionless analogue of (6.5). Obvi-
ously, the M integrand will be “badly behaved” in regions where the square root
argument in χσ is ≤ 0. A plot of the real part (again, assuming the small imaginary
part is a numerical artefact) of (6.92) for our single-hump ja solution is given in
Figure 6.6, along with a vertically exaggerated plot of ja itself. The vertical lines
indicate where the real part of χσ ≈ 0, and therefore correspond to a natural choice
of integration interval. Notice how in Figure 6.6, a small portion of the j interval
lies in the region where Re(χσ) = 0, and is excluded from the mass integral. Nu-
merically, this should not change the mass integral very much, due to the smallness
of ja and χ. What this minor overlap of the ja distribution with an area where
χσ is ill-defined tells us about the validity of the ja solution itself is unclear at this
stage. Formally, we should require that
χ2j2a − j2a − χjaja,χ − (1/4)χ2j2a,χ ≥ 0, (6.93)
however this level of analytical detail is beyond the scope of this preliminary nu-
merical study, but should be addressed in the future.
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Now, when we actually perform the mass-energy integral (6.86), we encounter an-
other problem. We find that near the edges of the χσ region, the magnitude of
the integrand χ2T 00 becomes very large, as can be seen in Figure 6.7. Observing
the behavior of ja,χχχ near the edges of the integrand, we can see some numerical
instability present, which becomes more severe closer to the edges. The lower-order
derivatives display a similar, but less extreme, kind of instability. The source of
the spikes in the integrand becomes apparent when we look at the detailed form of
(6.77), particularly the relative orders of ja and its derivatives in the numerators
and denominators of (6.74) and (6.75). Looking at the T a expression (6.74) first, we
can see that the denominator terms are O(ja) and the numerator terms are O(j
2
a).
So roughly speaking, we would expect that as χσ → 0, the numerator of T a should
approach zero more rapidly, so that T a → 0. This is provided of course, that the
derivative terms in the numerator of (6.74) smoothly approach zero as χσ → 0,
which they do not due to the aforementioned numerical instability, the result being
the large spikes in Figure 6.7.
Turning now to the Maxwell terms F a and F b in (6.75) and (6.76) respectively, we
can see that they both have the same order of ja in the numerator and denominator.
This is obviously the case in the magnetic F b term, which is a function of χ only,
but it should also be the case in the electric term, in regions where F a ∼ const./χ3.
As in the T a case, in order for F a to be well behaved as χσ → 0, it should approach
this ∝ χ−3 form, with the numerator vanishing as rapidly as χσ. But again, the
numerical instability near the edges of the mass integrand destroys this behavior.
Note that this f(χ) form of the Maxwell terms implies they are technically non-zero
in regions where χσ = 0. This is obviously the case with the monopole term F b,
whose contribution to the mass integrand is proportional to χ−2, meaning there is
a singularity in T 00 at the origin. From this point of view, it appears that strictly
restricting the integration region to where χσ ≥ 0 is a physically sensible choice.
It turns out that we can eliminate the peaks in the mass integrand entirely, as shown
in Figure 6.8, if we manually set the derivatives to zero at arbitrary points near the
edges of the distribution. The cut-off points are chosen such that they lie before
the worst of the instability, but where the derivative values are small, and would
presumably vanish anyway in the absence of instability.
Performing the numerical mass integration (6.86), we find that the dimensionless
mass with the large peaks intact, as in Figure 6.7, is M ≈ 1.3 × 108, whereas the
“revised” mass integration (Figure 6.8) gives M ≈ 1.4 × 105. There is a residual
imaginary part for each of these values, on the order of 103 and 10−3 for each result
respectively. The conversion to the dimensional form is given by multiplying by the
electron mass in natural units, which is me ≈ 0.511 MeV, so that our two masses
become M ≈ 6.7× 107 MeV and M ≈ 7.3× 104 MeV respectively.
These values are extremely large, on the order of tens of TeV and GeV for each
case, so that their physical relevance is dubious. Therefore, this solution should
be treated as primarily of theoretical interest. Further searches for solutions should
focus on finding much smaller ja distributions, closer to the origin. Incidentally, this
is where the so-called “weakly non-linear” scheme dominates, and the contribution
of the difficult square root term in (6.31) becomes negligible. These “physically
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relevant” solutions have been difficult to locate convincingly so far, but there are
further constraints we can impose that could improve prospects. The condition that
σ is real (6.93), as well as the charge quantization constraint (6.91) should both be
included as global numerical constraints in the algorithm for the solution of (6.31).
Finally, we perform the numerical charge integration (6.89), which is free of the
issues affecting the mass integral calculation. The value obtained is Q ≈ 1.3 × 104
in dimensionless natural units. The conversion from charge in natural L-H units to
SI units is determined by the ratio
e√
4piα
= 1 = 5.29× 10−19 C, (6.94)
which tells us that 1 unit of dimensionless charge corresponds to 5.29 × 10−19 of
charge in Coulombs. So the charge of our ja solution is
Q ≈ 7.1× 10−15 C ≈ 4.4× 104 e, (6.95)
which like the mass, is extremely large.
6.3 Solutions in the P˜13,10 “trans-boost” case
As we saw in section 4.4, the Maxwell-Dirac system under P˜13,10 subgroup sym-
metry (or alternatively, “trans-boost” symmetry, due to the simultaneous transla-
tion/boost nature of the B˜λ operator), consists of the algebraic equation
λ6q4(jajb)
2 ∓ 4λ4q2m(jajb)3/2 + 4(λ2m2 − 1)jajb − 4kakb + k2d = 0, (6.96)
along with the constraint
jakb = −jbka. (6.97)
λ is a free parameter > 0, intrinsic to the subgroup. Hence the trans-boost “sub-
group” is really an infinite family of subgroups, each one with a particular λ value.
We also have the globally constant parameters
σ = ±2
√
jajb, (6.98)
kc = λ
3q2σ2/4− λmσ = λ3q2jajb ∓ 2λm
√
jajb, (6.99)
and kd, whose particular value is not determined by the other parameters. As we
shall see later on, the range of allowed values of kd does depend on the other param-
eters. It is important to note that all of our parameters are real, global constants,
and that our approach to finding solutions will consist of defining the appropriate
limits and interrelationships of our parameter set, thereby defining algebraic solu-
tion domains. Due to the algebraic nature of the Maxwell-Dirac equations under
trans-boost subgroup symmetry, our analysis in this case will be quite different than
the static spherically analogue presented in the previous section. The most striking
difference is the relative ease with which we can obtain analytical closed form solu-
tions, whereas solutions to (6.31) almost certainly have to be obtained numerically.
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Figure 6.5: A comparison of ja(χ) obtained from single and double hump Gaussian
initial guesses.
Figure 6.6: Comparison of χσ (solid line) with a 10× vertically exaggerated ja plot
(dotted line). The outer boundary of the integration region is indicated by the
vertical dashed lines, and is chosen to be where the real part of χσ is non zero.
6.3. SOLUTIONS IN THE P˜13,10 “TRANS-BOOST” CASE 85
For convenience, we will also repeat the trans-boost invariant forms of the current
four-vectors, as well as the non-zero components of the field strength tensor. The
two four-vectors are
jµ =

jae
−2y/λ + jbe2y/λ
0
0
jae
−2y/λ − jbe2y/λ
 , kµ =

kae
−2y/λ + kbe2y/λ
kc
kd
kae
−2y/λ − kbe2y/λ
 , (6.100)
and the two non-zero field strength components are
F02 = Ey = Fae
−2y/λ − Fbe2y/λ, (6.101)
F23 = −Mx = Fae−2y/λ + Fbe2y/λ, (6.102)
where the globally constant components are
Fa = −2ja(mλσ + kc)
qλ2σ2
, (6.103)
Fb = −2jb(mλσ + kc)
qλ2σ2
. (6.104)
Ey and Mx are the y and x components of the electric and magnetic fields respec-
tively.
6.3.1 Non-dimensionalized equations
The non-dimensionalization procedure is directly analogous to that followed in sec-
tion 6.1.2, as we are still working in natural Lorentz-Heaviside (L-H) units. Remem-
bering that in these units, charge is dimensionless, and noting that the dimensions
of the subgroup parameter must be the same as those for the y coordinate
[λ] = [y] = [L], (6.105)
the dimensionality of the parameters that appear in our physical equations are
[ja] = [jb] = [ka] = [kb] = [kd] = [σ] = [L]
−3. (6.106)
We therefore define the dimensionless parameters
λ = mλ, (6.107)
y = my, (6.108)
ja = q
2m−3ja, (6.109)
and so on for the other five parameters. Replacing the dimensional objects in (6.96)-
(6.99) with their dimensionless counterparts, and discarding any common m and
q dependent factors, gives the dimensionless trans-boost invariant Maxwell-Dirac
system
λ
6
(jajb)
2 ∓ 4λ4(jajb)3/2 + 4(λ2 − 1)jajb − 4kakb + k2d = 0, (6.110)
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jakb = −jbka, (6.111)
σ = ±2
√
jajb, (6.112)
kc = λ
3
σ2/4− λσ = λ3jajb ∓ 2λ
√
jajb. (6.113)
The dimensional four-vectors (6.100) and the field strength tensor components
(6.101) and (6.102) have exactly the same form when non-dimensionalized, and
the field strength coefficient functions now become
F a = −2ja(λσ + kc)
λ
2
σ2
, (6.114)
F b = −2jb(λσ + kc)
λ
2
σ2
. (6.115)
So we find that the dimensionality of F a and F b, and hence Ey and Mx is [L]
−2,
and the dimensionless electromagnetic parameters are defined as
F a = qm
−2Fa, (6.116)
and similarly for F b. From here on, we look for solutions by choosing special sim-
plifying cases of λ and kd, then gradually working towards the general case.
6.3.2 Case λ = 1, kd = 0
For convenience, let us define the new constant parameters cj = jajb and ck = kakb.
These two constants are related via the Maxwell-Dirac equation (6.110), with λ = 1,
kd = 0:
ck = c
2
j/4∓ c3/2j . (6.117)
We can replace terms with subscript b by using the identities
jb = cj/ja, (6.118)
kb = ck/ka. (6.119)
The constraint equation (6.111) then becomes
cj/ck = −(ja/ka)2, (6.120)
which we shall refer to as the “ratio equation”, which imposes the requirement that
cj and ck have opposite signs, since ja and ka are real. We require ck, σ and kc,
given by (6.117), (6.112) and (6.113) respectively, to be real. For this to be the case,
due to the presence of
√
cj terms in all of these expressions, we must also require
cj > 0. Since cj is required to be positive, and of opposite sign to ck by (6.120),
then it must be that ck < 0.
In order for ck to have any negative range at all, we must choose the negative sign
in the Maxwell-Dirac equation (6.117) (which corresponds to choosing σ > 0), so
that
ck = c
2
j/4− c3/2j . (6.121)
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A plot of this function is given in Figure 6.9, from which we can see that ck < 0 in
the range 0 < cj < 16. We can easily prove this analytically, by setting ck = 0 in
(6.121), then solving for cj
c
3/2
j (c
1/2
j /4− 1) = 0, (6.122)
from which we can see that the two solutions are cj(ck = 0) = {0, 16}, verifying
that the valid solution domain is
0 < cj < 16. (6.123)
We now want to rewrite all of our four-vector parameters in terms of ja and cj .
Replacing ck in the ratio equation (6.120) by substituting (6.121), then solving for
ka gives
ka = ±ja
√
−(cj/4− c1/2j ), (6.124)
which is real only when ck < 0. Substituting this and (6.121) into (6.119), we get
kb = ∓(cj/ja)
√
−(cj/4− c1/2j ). (6.125)
The other parameters dependent upon cj are
σ = 2
√
cj , (6.126)
kc = σ
2/4− σ = cj − 2√cj , (6.127)
and the forms of the dimensionless four-vector currents are
j
µ
=

jae
−2y + (cj/ja)e2y
0
0
jae
−2y − (cj/ja)e2y
 , (6.128)
k
µ
=

±ja
√
−(cj/4− c1/2j )e−2y ∓ (cj/ja)
√
−(cj/4− c1/2j )e2y
cj − 2√cj
0
±ja
√
−(cj/4− c1/2j )e−2y ± (cj/ja)
√
−(cj/4− c1/2j )e2y
 . (6.129)
The field strength tensor constants are
F a = −ja
2
, (6.130)
F b = − cj
2ja
, (6.131)
giving the form of the only non-zero electric and magnetic field components
Ey = −(ja/2)e−2y + (cj/2ja)e2y, (6.132)
Mx = (ja/2)e
−2y + (cj/2ja)e
2y. (6.133)
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A plot of j0 and j3 vs. y, for the values cj = 9, ja = 3 is given in Figure 6.10, and
the corresponding plot of Ey and Mx vs. y is given in Figure 6.11. In this special
case, the fields have the forms
j0 = 6 cosh(2y), j3 = −6 sinh(2y), (6.134)
Ey = 3 sinh(2y), Mx = 3 cosh(2y). (6.135)
The cj = 9 choice corresponds to the minimum ck value in Figure 6.9, and choosing
ja = 3 ensures that jb = 3 also. Choices of ja less than or greater than 3, shift the
y-intercept of j3 left or right respectively, breaking the symmetry about the vertical
axis.
From Figure 6.10, we can see that j0, the “charge density” is always positive, and
grows to infinity at large magnitudes of y. We can also see that j3, the z-component
of the “current flux density”, vanishes at the origin, and grows rapidly to large
positive values for y < 0, and to large negative values for y > 0. Conceptually, we
can imagine “sheets of charge” in the x − z plane undergoing laminar flow in the
z-direction, with flow magnitude being a function of y as in (6.134).
Figure 6.11 shows a similar result, with a positive-definite magnetic field x-component
growing to large values for large y values. The y-component of the electric field is
zero at the origin, growing rapidly to large positive values for y > 0, and large
negative values for y < 0. The hyperbolic distributions (6.134) and (6.135) were
discussed independently by Legg [31].
6.3.3 Case λ = 1, general kd
Retaining our definitions of cj and ck, our Maxwell-Dirac equation with general kd
values is
ck = c
2
j/4∓ c3/2j + k
2
d/4, (6.136)
where we treat kd as a free parameter (as we do with λ), since it is not directly
dependent on either cj ar ck. The ratio equation (6.120) still holds, so we require
cj > 0 and ck < 0 as before. The terms c
2
j , c
3/2
j and k
2
d are all positive definite, so
the only way that ck is going to have a negative region is if we again choose the
positive sign in (6.136).
In the previous example, we found that when kd = 0, ck < 0 when 0 < cj < 16.
Since k2d/4 is a positive number, we would expect that the allowed range for cj would
in general be smaller than this, and for kd large enough, there would be no allowed
range at all. We can look at this valid solution region explicitly, by plotting the
ck = 0 contour as a function of cj and kd. This contour is shown in Figure 6.12,
and the valid solution domain lies underneath the curve, in the region where ck < 0.
We will take the point of view that the allowed values of kd depend on the given cj
values, although the opposite point of view is valid also. Therefore, as a function of
cj (with full range 0 < cj < 16), the corresponding maximum allowed range of kd is
given by
|kd| < 2
√
c
3/2
j − (c2j/4), (6.137)
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which is obtained by setting ck = 0 in (6.136) and solving as an inequality for kd.
The maximum allowed range for kd corresponds to the point where the derivative of
(6.137) vanishes, which turns out to be cj = 9. Substituting this value into (6.137),
we find that |kd| < 3
√
3 at its largest extent.
Now we want to rewrite all of the four-vector parameters in terms of ja, cj and kd.
Substituting (6.136) (with negative sign only) into (6.120) and solving for ka gives
ka = ±ja
√
−[cj/4− c1/2j + k
2
d/4cj ], (6.138)
and since kb = ck/ka, we also have
kb = ∓(cj/ja)
√
−[cj/4− c1/2j + k
2
d/4cj ]. (6.139)
The other constant parameters, σ and kc are as they are in (6.112) and (6.113). The
form of the four-vectors in the case where λ = 1 is
j
µ
=

jae
−2y + (cj/ja)e2y
0
0
jae
−2y − (cj/ja)e2y
 , (6.140)
k
µ
=

±
√
−[cj/4− c1/2j + k2d/4cj ][jae−2y − (cj/ja)e2y]
cj − 2√cj
kd
±
√
−[cj/4− c1/2j + k2d/4cj ][jae−2y + (cj/ja)e2y]
 , (6.141)
where jµ has not changed from the kd = 0 case. The constant components of
the field strength tensor are as they are in (6.130) and (6.131), so the electric and
magnetic fields (6.132) and (6.133) are also the same as when kd = 0. The reason
for this is that these quantities are independent of the value of kd.
6.3.4 Case kd = 0, general λ
We now switch to the case where kd = 0 again, but we allow λ to assume arbitrary
values > 0. Solving for ck, the Maxwell-Dirac equation is now
ck = λ
6c2j/4∓ λ4c3/2j + (λ2 − 1)cj . (6.142)
As usual, the ratio equation (6.120) requires that cj > 0 and ck < 0. Since the
(λ2 − 1)cj term is not positive definite, we need to consider the ck surface for both
signs in (6.142), where the negative and positive signs correspond to σ > 0 and
σ < 0 respectively. The contour plots for ck = 0 for the two sign cases are shown
in Figure 6.13. As before, the ck = 0 contours correspond to the limits of the valid
domain for cj and λ values, but this time the situation is slightly more complicated,
due to the two different sign cases in (6.142). Setting ck = 0 in (6.142), we get
cj [λ
6cj/4∓ λ4c1/2j + (λ2 − 1)] = 0, (6.143)
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which has a trivial solution cj = 0. The expression in the brackets is quadratic in√
cj , and has the two solutions
cj = 4(λ
2 ± 2λ+ 1)/λ6, (6.144)
which correspond to the ck = 0 contours in Figure 6.13. Consider the case where
σ < 0, which corresponds to the positive sign choice in (6.142). Intuitively, we can
see that the only way to obtain ck < 0 values is if λ < 1, so the allowed cj and λ
values for this case lie to the bottom-left of the dashed curve in Figure 6.13. Now,
for the negative sign choice (σ > 0), we know from the previous cases that when
λ = 1, the allowed range for cj is 0 < cj < 16. Therefore the allowed cj and λ
values should be bounded at the top by the solid curve in Figure 6.13. From our
ck = 0 contour solutions, we find that the {cj , λ} domain is bounded at the bottom
by cj = 0 for λ < 1, and by the dashed ck = 0 contour when λ > 1. For λ < 1, the
dashed contour is not applicable to the σ > 0 case.
The allowed solution domains for the various cases can be succinctly summarized
as follows. For the σ > 0 case, ck < 0 when
0 < λ < 1, 0 < cj < 4(λ
2 + 2λ+ 1)/λ6,
λ = 1, 0 < cj < 16,
λ > 1, 4(λ2 − 2λ+ 1)/λ6 < cj < 4(λ2 + 2λ+ 1)/λ6. (6.145)
For the σ < 0 case, ck < 0 when
0 < λ < 1, 0 < cj < 4(λ
2 − 2λ+ 1)/λ6,
λ ≥ 1, No real solutions. (6.146)
As usual, we want to rewrite all of our four-vector parameters in terms of ja, cj and
λ. Substituting the Maxwell-Dirac equation (6.142) into the ratio equation (6.120),
then solving for ka gives
ka = ±ja
√
−[λ6cj/4∓ λ4c1/2j + (λ2 − 1)], (6.147)
which is only real within our allowed solution domain, where ck < 0. Since kb =
ck/ka, we also have
kb = ∓(cj/ja)
√
−[λ6cj/4∓ λ4c1/2j + (λ2 − 1)]. (6.148)
The other two parameters are
σ = ±2√cj , (6.149)
kc = λ
3cj ∓ 2λ√cj . (6.150)
The form of the four-vectors in the case where kd = 0, but with general λ > 0 is
j
µ
=

jae
−2y/λ + (cj/ja)e2y/λ
0
0
jae
−2y/λ − (cj/ja)e2y/λ
 , (6.151)
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k
µ
=

±
√
−[λ6cj/4∓ λ4c1/2j + (λ2 − 1)][jae−2y/λ − (cj/ja)e2y/λ]
λ3cj ∓ 2λ√cj
0
±
√
−[λ6cj/4∓ λ4c1/2j + (λ2 − 1)][jae−2y/λ + (cj/ja)e2y/λ]
 , (6.152)
where the valid domain of cj , for a given choice of λ and sign of σ are as summarized
above. The field strength tensor components are
F a = −λ ja
2
, (6.153)
F b = −λcj
2ja
, (6.154)
which give electric and magnetic fields of the form
Ey = −(λ ja/2)e−2y/λ + (λcj/2ja)e2y/λ, (6.155)
Mx = (λ ja/2)e
−2y/λ + (λcj/2ja)e
2y/λ. (6.156)
6.3.5 Case with general λ and kd
We now allow both λ and kd to assume arbitrary values, within limits to be defined
shortly. The general Maxwell-Dirac equation for trans-boost symmetry is
ck = λ
6c2j/4∓ λ4c3/2j + (λ2 − 1)cj + k2d/4, (6.157)
which when combined with the ratio equation (6.120), requires that for real σ, cj > 0
and ck < 0. The condition λ > 0 still holds, as always.
In this general case, we assume the following hierarchy for fixing the parameters
in this system, although other points of view are certainly possible. Initially, we
choose our λ value, which must be > 0, but < 1 if the sign of σ is negative. Next,
we choose cj , which must lie within the ranges given in (6.145) for σ > 0, or (6.146)
for σ < 0. These ranges are the same as for the kd = 0 case, and are a direct result
of choosing the value of cj before the kd.
If we were to reverse the order, and imposed a value of kd first, then the ck = 0
contours in Figure 6.13 would move in such a way as to make the allowed cj range
more restrictive than in (6.145) and (6.146). Indeed, Figure 6.12 shows this cj
“domain shrinking” for the case where λ = 1. For that case when kd = 0, the cj
range is at its maximum extent, but as kd increases, the cj domain shrinks, until it
disappears altogether at kd = 3
√
3. Such domain shrinking occurs for all λ values.
From the point of view of choosing the cj first, the limit on the allowed values of
kd is obtained by setting ck = 0 in (6.157), and solving for kd. This gives us an
expression for the limiting value of kd, given a chosen set {sgn(σ), λ, cj}:
|kd| < 2
√
−[λ6c2j/4∓ λ4c3/2j + (λ2 − 1)cj ] = |kd,max|. (6.158)
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The four-vector parameters in terms of the set {sgn(σ), λ, cj , kd, ja} are
ka = ±ja
√
−[λ6cj/4∓ λ4c1/2j + (λ2 − 1) + k2d/4cj ], (6.159)
kb = ∓(cj/ja)
√
−[λ6cj/4∓ λ4c1/2j + (λ2 − 1) + k2d/4cj ], (6.160)
and σ and kc are the same as in (6.149) and (6.150). The general form of the
four-vectors is therefore
j
µ
=

jae
−2y/λ + (cj/ja)e2y/λ
0
0
jae
−2y/λ − (cj/ja)e2y/λ
 , (6.161)
k
µ
=

±
√
−[λ6cj/4∓ λ4c1/2j + (λ2 − 1) + k2d/4cj ][jae−2y/λ − (cj/ja)e2y/λ]
λ3cj ∓ 2λ√cj
kd
±
√
−[λ6cj/4∓ λ4c1/2j + (λ2 − 1) + k2d/4cj ][jae−2y/λ + (cj/ja)e2y/λ]
 ,
(6.162)
and the field strength constants, electric, and magnetic fields are the same as they
are in (6.153)-(6.156).
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Figure 6.7: Comparison of χ2T 00 (solid line) with a 10
5× vertically exaggerated
ja,χχχ plot (dotted line). The outer boundaries of the integration region, where
χσ ≈ 0, are indicated by the vertical dashed lines. Numerical instability of ja,χχχ
near the edges of the integrated region is apparent. The size of the largest solid
spike is ∼ 109.
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Figure 6.8: Comparison of χ2T 00 (solid line) with a 10
5× vertically exaggerated
ja,χχχ plot (dotted line). The outer boundaries of the integration region, where
χσ ≈ 0, are indicated by the vertical dashed lines. Numerical instability of ja,χχχ
near the edges of the integrated region has been eliminated by setting the derivatives
to zero at arbitrary points near the edges. This alteration removes the spikes entirely.
Figure 6.9: A plot of ck vs. cj for the case where λ = 1, kd = 0.
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Figure 6.10: A plot of j
0
(solid) and j
3
(dashed) vs. y for the case where λ = 1,
kd = 0, cj = 9 and ja = 3.
Figure 6.11: A plot of Ey (solid) and Mx (dashed) vs. y for the case where λ = 1,
kd = 0, cj = 9 and ja = 3.
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Figure 6.12: A plot of the ck = 0 contour when λ = 1, for given cj and kd values.
ck < 0 values lie underneath the contour. Note that kd can take negative values,
and this graph is symmetric about the horizontal axis.
Figure 6.13: A plot of the ck = 0 contours as functions of cj and λ for the case
where kd = 0. For the +ve sign Maxwell-Dirac equation (σ < 0), parameters are
restricted to lie to the bottom-left of the dashed curve. For the -ve sign case (σ > 0),
parameters are restricted to lie between the dotted and solid lines for λ > 1, and
anywhere under the solid line for λ < 1.
Chapter 7
Generalization to Non-Abelian Gauge
Fields
Before we draw this thesis to a close, we give a brief introduction to how the theory
developed up to this point for the Abelian gauge field case can be extended to non-
Abelian gauge fields. In particular, we consider the case where the Dirac spinors
have a new doublet degree of freedom, so that they are of the form Ψiα, where i = 1, 2
is the doublet index, and α = 1, 2, 3, 4 is the usual Dirac spinor index for the given
doublet component. The free particle Dirac equation for such a doublet spinor is
the same as (1.1), but with ψ replaced by Ψ, and the terms in the parentheses being
understood to be multiplied by the 2 × 2 identity matrix. According to the gauge
principle, we can make this equation covariant under a local SU(2) rotation in the
doublet space, by replacing the derivative with the appropriate covariant derivative
Dµ ≡ ∂µ + (ig/2)τ · /W .
Now, from the Abelian inversion case discussed in section 2.1, we required the charge
conjugated Dirac equation for the algebraic manipulations leading to the inversion.
This is also true in the current non-Abelian case, but in a more general way, such
that an extra “conjugation” step involving the Pauli matrices acting on the doublet
space is required, leading to an isospin-charge (or isocharge) conjugate spinor Ψic.
Note that this step is possible due to a convenient property of the Pauli matrices,
which is not shared by the Gell-Mann matrices of the adjoint representation of the
SU(3) gauge group. This complicates the prospects of finding a similar algebraic
inversion of the Dirac equation for the gauge field of QCD, but does not necessarily
rule it out.
As in the Abelian case, we find that when pre-multiplying the isocharge conjugated
and unconjugated Dirac equations by spinor terms like Ψτaγµ in order to form
doublet bilinears, we obtain expressions that can almost be inverted by dividing
through by a scalar term, but not quite. In the Abelian case, this scalar term is
σ2 − ω2, however the non-Abelian analogue is a matrix with free Pauli and Dirac
indices that can in principle be inverted using a Neumann series. The invertible
matrix contains the rank-2 doublet bilinears Saµν and
∗Saµν , but we show how,
in close analogy with the Abelian cases (2.13) and (2.14), these bilinears can be
eliminated using non-Abelian Fierz identities, and replaced by bilinears of lower
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rank. These new Fierz identities are interesting in their own right, but they have
the potential of simplifying explicit calculations of the inverted non-Abelian Dirac
equation. Such explicit calculations are left for future work.
7.1 Non-Abelian SU(2) case
The SU(2) gauge covariant Dirac equation for a doublet spinor Ψ is
[i/∂ − (g/2)τ · /W −m]Ψ = 0 (7.1)
where τa (a = 1, 2, 3) are the non-commutative generators of infinitesimal rotations
in doublet space and Waµ are the Yang-Mills fields, the SU(2) gauge fields analogous
to Aµ. Explicitly, τa are the Pauli matrices, which obey the commutation relations
[τa/2, τb/2] = iab
cτc/2 (7.2)
where abc is the rank-3 Levi-Civita tensor, and is antisymmetric under exchange of
any two indices. Note that throughout this chapter, we use the Einstein summation
convention for the Pauli indices, where a repeated index implies summation, with
raising/lowering used to highlight the fact. Now, to derive the charge conjugate of
this equation, we must follow the same process involved in charge conjugating the
Abelian Dirac equation. The goal in the Abelian case was to flip the sign of the
charge relative to all the other terms, and was achieved by complex conjugating the
entire equation, then multiplying it by an invertible matrix U , such that Uγ∗µU−1 =
−γµ and Uψ∗ = ψc. We follow the same process in the SU(2) case, but not with the
presupposition that the sign of g will necessarily be flipped. Complex conjugating
and rearranging (7.1),
{[i∂ν + (g/2)τT ·W ν ]γν∗ +m}Ψ∗ = 0. (7.3)
We have used the fact that τ is Hermitian (τ∗a = τTa ). Multiply (7.3) by I⊗U , with
I being the 2× 2 identity in doublet space, indicating that U commutes with τ and
acts only on the Dirac spinor degree of freedom
0 = {[i∂ν + (g/2)τT ·W ν ]Uγν∗U−1 +m}UΨ∗
⇒ 0 = {[i∂ν + (g/2)τT ·W ν ]γν −m}Ψc. (7.4)
To make the form of the gauge potential covariant, another step is required which
is not present in the Abelian case, to convert the τT back to τ . This is done by
multiplying (7.4) by  ≡ iτ2, such that we make use of the Pauli identity τa =
−τTa −1,
0 = {[i∂ν + (g/2)τT−1 ·W ν ]γν −m}Ψc
⇒ 0 = [i/∂ − (g/2)τ · /W −m]Ψic (7.5)
where we have defined Ψc ≡ Ψic as the isospin-charge conjugate (henceforth, IC)
spinor. Note that the sign of the coupling constant g has reverted back, so that
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(7.5) is of exactly the same form as (7.1). Mimicking the Abelian case (2.2), we
rearrange (7.1) and (7.5) into the more convenient forms
γντ ·W νΨ ≡ τ bγνΨWbν = Φ (7.6)
γντ ·W νΨic ≡ τ bγνΨicWbν = Φic (7.7)
where Φ ≡ 2g−1(i/∂ −m)Ψ, Φic ≡ 2g−1(i/∂ −m)Ψic and we have replaced the triplet
vector dot-product notion with a sum over Pauli components b. Multiplying equa-
tion (7.6) by Ψτaγµ, applying the Dirac identity (A.10), as well as the Pauli identity
(A.28),
τaτ
bWbµ = (δa
b + ia
bcτc)Wbµ = Waµ + ia
bcτcWbµ (7.8)
we obtain the expression
ΨΨWaµ − iΨσµνΨWaν + iabcΨτcΨWbµ + abcΨτcσµνΨWbν = ΨτaγµΦ (7.9)
with the form of the IC equation being exactly the same. This is similar to (2.6),
but with “extra” terms contracted with the Levi-Civita symbol on the left-hand
side. We require a non-Abelian analogue of the bilinear relationship (A.35), which
is
Ψic(τi ⊗ Γ)Ψic = −Ψ(−1τiT)⊗ (C−1ΓTC)Ψ (7.10)
with Γ being an element of the Dirac-Clifford algebra as before, and τi an element
of the Pauli algebra, where i = 0, 1, 2, 3 and i = 0 corresponds to the 2× 2 identity.
Explicit sign relations for particular values of (τi ⊗ Γ) are not given here, although
they can easily be calculated following the same method as in (A.35). Following the
same method as with the Abelian case, we subtract the IC of (7.9) from (7.9), apply
the appropriate current sign relationships from (7.10), then rearrange to get
ΨΨgWaµ + a
bcΨτcσµ
νΨgWbν = i(Ψτaγµ/∂Ψ−Ψ
←−
/∂ τaγµΨ)− 2mΨτaγµΨ. (7.11)
We will now define a suite of non-Abelian currents, that will be used throughout
the rest of this chapter:
Ji = ΨτiΨ (7.12a)
Jiµ = ΨτiγµΨ (7.12b)
Siµν = ΨτiσµνΨ (7.12c)
∗Siµν = Ψτiγ5σµνΨ (7.12d)
Kiµ = Ψτiγ5γµΨ (7.12e)
Ki = Ψτiγ5Ψ. (7.12f)
There are 64 current densities altogether, excluding ∗Siµν from the count, since
∗Siµν = (i/2)µνσρSiσρ. (7.13)
However, a consequence of the results presented in the next section is that the
number of linearly independent current densities is lower than 64, as the Siµν terms
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in any expression can be eliminated entirely. Equation (7.11) can now be rewritten
in the more compact form(
J0δµ
νδa
b − acbScµν
)
gWbν = i(Ψτaγµ/∂Ψ−Ψ
←−
/∂ τaγµΨ)− 2mJaµ. (7.14)
It is apparent that there is an additional matrix term on the left-hand side of
(7.11) that is not present in the Abelian case, which prevents us from immediately
finding an inverted form for Waµ. Now, let us consider, as with the Abelian case,
an alternative formulation of the above expression, by pre-multiplying (7.6) and
(7.7) by Ψτaγ5γµ. Applying the sign relationships via (7.10) and subtracting the IC
equation from the non-IC equation gives(
K0δµ
νδa
b − acb∗Scµν
)
gWbν = i(Ψτaγ5γµ/∂Ψ + Ψ
←−
/∂ τaγ5γµΨ), (7.15)
in which the mass term vanishes, as in the Abelian case. We could go a step further
and add the two equations (7.14) and (7.15), then divide by the scalar terms to give[
δµ
νδa
b − a
cb(Scµ
ν + ∗Scµν)
J0 +K0
]
Wbν
=
1
g
i(Ψτaγµ/∂Ψ + Ψτaγ5γµ/∂Ψ−Ψ
←−
/∂ τaγµΨ + Ψ
←−
/∂ τaγ5γµΨ)− 2mJaµ
J0 +K0
. (7.16)
The matrix on the left-hand side is of the form (I −N), which is invertible by way
of the Neumann series
(I −N)−1 =
∞∑
n=0
Nn = I +N +N2 + ... (7.17)
for N ∈ Cn×n, which has condition of convergence ρ(N) < 1, where ρ(N) is the
spectral radius of N [24]. In the following section, we will show that the terms in the
expansion of (I − N)−1 can be converted from contractions involving spin-current
tensors to contractions involving J,K Lorentz scalar and vector currents exclusively,
by deriving appropriate Fierz identities. Firstly, a brief comment on some of the
various other objects which the Dirac and IC Dirac equations, (7.6) and (7.7), can be
multiplied by to form bilinear-field coupling expressions. We could multiply either
of these equations on the left by objects of the form ΨτiΓ, where Γ is an irreducible
element of the Dirac-Clifford basis (including the dual of the rank-2 tensor, γ5σµν),
then either add or subtract the resulting equations. For example, consider the case
where Γ = I, i = 0, then we multiply (7.6) and (7.7) by Ψ and Ψic respectively.
Subtracting the IC equation from the non-IC equation gives
(g/2)JbνWbν = (i/2)(Ψ/∂Ψ−Ψ
←−
/∂ Ψ)−mJ0, (7.18)
and adding them gives
Ψ
←−
/∂ Ψ = −Ψ/∂Ψ. (7.19)
We could choose to eliminate the bilinear with the left-acting derivative operator
by substituting the second equation into the first, resulting in the expression
(g/2)JbνWbν = iΨ/∂Ψ−mJ0. (7.20)
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This equation describes the coupling of the Lorentz vector current Jaµ with the vec-
tor potential field via contraction of both the Pauli and Lorentz indices, resulting
in a sum of Lorentz and Pauli scalar terms. Unlike the invertible cases discussed
above, this equation has no free indices and therefore can not be inverted via mul-
tiplication by an appropriate matrix. Since these types of equations may provide
valuable information in future studies, all ΨτiΓ multiplication options are listed in
appendix B.
7.2 Non-Abelian Fierz identities
Consider the 8× 8 matrix formed by the product ΨΨ. In the SU(2) doublet degree
of freedom, this is a 2×2 matrix, and in the Dirac spinor degree of freedom, it is 4×4
matrix. In the pure Dirac case, the product of two Dirac spinors can be expanded
via a Fierz expansion (2.9). There are 16 terms in the sum, and the coefficients aR
are the Dirac bilinears χΓRψ, multiplied by a numerical constant, with ΓR being
the Rth element of the sixteen-component basis of the Dirac-Clifford algebra. It
is interesting to note that extensions of Fierz expansions such as this have been
described in arbitrary higher dimensions in [12]. Now, in the pure 2 × 2 case, the
Fierz expansion for the matrix formed by the product of two doublet spinors v is
vv† =
3∑
i=0
ciτi = (1/2)(v
†v)τ0 + (1/2)(v†τav)τa (7.21)
with a = 1, 2, 3, to make four terms in the sum in total. As discussed before, τa are
the Pauli matrices, and τ0 is the 2×2 identity. Coefficients ci are pure SU(2) isospin
bilinears v†τiv. Now, the basis of the ΨΨ Fierz expansion is the tensor product of
the Dirac and Pauli bases
ΨΨ =
3∑
i=0
16∑
R=1
aRi(ΓR ⊗ τi) = (1/8)Ji(I ⊗ τ i) + (1/8)Jiµ(γµ ⊗ τ i)
+(1/16)Siµν(σ
µν ⊗ τ i)− (1/8)Kiµ(γ5γµ ⊗ τ i) + (1/8)Ki(γ5 ⊗ τ i) (7.22)
where the coefficients are the SU(2) bilinears as previously defined, and are derived
by pre-multiplying (7.22) by an element of (ΓR ⊗ τi), utilizing trace identities, and
then solving for the leftover aRi. Henceforth, we will exclude the tensor product
symbol explicitly, however its presence is implied in any product of Dirac and Pauli
matrices.
The Fierz expansion can used to expand products of non-Abelian currents in terms
of other currents in the Dirac-Pauli algebra, for example
Ja
µKb
ν = Ψτaγ
µ(ΨΨ)τbγ5γ
νΨ
= − (1/8)JiΨγ5γµγντaτ iτbΨ + (1/8)JiσΨγ5γµγσγντaτ iτbΨ
− (1/16)SiσΨγ5γµσσγντaτ iτbΨ
+ (1/8)KiσΨγ
µγσγντaτ
iτbΨ + (1/8)KiΨγ
µγντaτ
iτbΨ (7.23)
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which, after a lengthy expansion, converting all of the Dirac and Pauli matrix prod-
ucts to sums of irreducible terms gives
Ja
µKb
ν = (1/4)[iJa
∗Sbµν + iJb∗Saµν − iKaSbµν − iKbSaµν + JaµKbν
+ Ja
νKb
µ + Jb
µKa
ν + Jb
νKa
µ − JaσKbσηµν − JbσKaσηµν
+ δab(iJ0
∗S0µν − iJc∗Scµν − iK0S0µν + iKcScµν + J0µK0ν
+ J0
νK0
µ − JcµKcν − JcνKcµ − J0σK0σηµν + JcσKcσηµν)]
+ (1/4)ab
c[−iJ0Kcηµν + iK0Jcηµν + JcσJ0λµνσλ +KcσK0λµνσλ
+ (1/2)i(−S0µσ∗Scσν − S0νσ∗Scσµ + Scµσ∗S0σν + Scνσ∗S0σµ)]. (7.24)
In the set of Fierz identities for JK vector products, we call this the a − b case.
There are three other cases of vector current products: Ja
µK0
ν , J0
µKa
ν and J0
µK0
ν ,
which we call the a− 0, 0−a and 0− 0 cases respectively. Due to their long-winded
nature, we leave the derivation and listing of these Fierz identities to appendix F.
Now, if we wish to express the inverted form of the vector potential equation (7.16)
independently of the rank-2 spin current (skew) tensor Si
µν and its dual, we must
obtain an identity to describe Si
µν solely in terms of J , K scalar and vector current
densities. Since Si
µν is antisymmetric under exchange of its two Lorentz indices, we
should form antisymmetric terms from the two-vector product Ja
µKb
ν , then Fierz
expand using (7.22) and solve for S0
µν , Sa
µν , ∗S0µν or ∗Saµν .
Let us define the suite of 16 Abelian currents as follows
σ = ψψ (7.25a)
jµ = ψγµψ (7.25b)
sµν = ψσµνψ (7.25c)
∗sµν = ψγ5σµνψ (7.25d)
kµ = ψγ5γµψ (7.25e)
ω = ψγ5ψ (7.25f)
where the dual of the rank-2 skew tensor current may be calculated as in (7.13).
If we consider the Fierz identity for the Abelian version of the rank-2 spin current
tensor [10], [27],
sµν =
[σµν
ρκ − iω(δµρδνκ − δµκδνρ)]jρkκ
σ2 − ω2 (7.26)
we can see that, in the non-Abelian case, we should consider Fierz expansions of
antisymmetric current combinations with Lorentz structure of the form JµKν −
JνKµ and µνρκJρKκ. Due to the presence of the extra internal Pauli index, we
need to take consideration of how this will vary the form of Si
µν compared with
sµν . As discussed in appendix G, the correct approach is to treat the derivation of
S0
µν and Sa
µν separately. For the i = 0 case, we calculate the Fierz identities for
J0
µK0
ν − JaνKaµ, and JaµKaν − J0νK0µ, then add to form
Ji
µKiν − JiνKiµ = 2i(J0∗S0µν −K0S0µν). (7.27)
The antisymmetric part is calculated by adding µνρκJ0ρK0κ and 
µνρκJaρK
a
κ to
form
µνρκJiρK
i
κ = 2(J0S0
µν −K0∗S0µν). (7.28)
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Taking the combination
J0
µνρκJiρK
i
κ − iK0(JiµKiν − JiνKiµ)
= 2(J20S0
µν − J0K0∗S0µν + J0K0∗S0µν −K20S0µν), (7.29)
the middle two terms on the right-hand side cancel, and we can rearrange to obtain
the expression
S0
µν = (1/2)(J20 −K20 )−1[J0µνρκ − iK0(δρµδκν − δρνδκµ)]JiρKiκ. (7.30)
The Abelian (7.26) and non-Abelian (7.30) cases share a close similarity, with the
main differences being the factor of 1/2, and the sum over the internal Pauli index
in the non-Abelian case. Similarly, we can switch the terms that J0 and K0 multiply
in (7.29) to obtain an expression for the dual
∗S0µν = (1/2)(J20 −K20 )−1[K0µνρκ − iJ0(δρµδκν − δρνδκµ)]JiρKiκ. (7.31)
Note that we can check the validity of this dual identity by using the defining identity
(7.13) on either (7.30) or (7.31). Now taking a step further, the scalar currents inside
the square brackets can be eliminated by taking the sum or difference of (7.30) and
(7.31)
S0
µν ± ∗S0µν = (1/2)(J0 ∓K0)−1[µνρκ ∓ i(δρµδκν − δρνδκµ)]JiρKiκ. (7.32)
Now, in order to form an expression for Sa
µν , we again need to consider antisym-
metric combinations of JK vector current products, but in such a way as to have
the Pauli vector triplet index i = a = 1, 2, 3 present in first order only, combined
with the Pauli scalar singlet index i = 0. That is, we shall be dealing with the
rank-1 JK Pauli vector combinations, the 0− a and a− 0 cases, as opposed to the
0 − 0 rank-0 or a − b rank-2 Pauli index cases. As discussed in appendix G, the
appropriate Lorentz antisymmetric combinations are
(Ja
µK0
ν + J0
µKa
ν)− (JaνK0µ + J0νKaµ)
= iJ0
∗Saµν + iJa∗S0µν − iK0Saµν − iKaS0µν (7.33)
as well as
µνρκ(JaρK0κ + J0ρKaκ) = J0Sa
µν + JaS0
µν −K0∗Saµν −Ka∗S0µν . (7.34)
Taking the combination
J0
µνρκ(JaρK0κ + J0ρKaκ)− iK0[(JaµK0ν + J0µKaν)− (JaνK0µ + J0νKaµ)]
= (J20 −K20 )Saµν + (J0Ja −K0Ka)S0µν + (K0Ja − J0Ka)∗S0µν (7.35)
we can see that after rearranging to solve for Sa
µν , we need to substitute the iden-
tities (7.30) and (7.31) to eliminate the Pauli singlet (i = 0) skew tensor current
densities. The final expression is
Sa
µν = (J20 −K20 )−1[J0µνρκ − iK0(δρµδκν − δρνδκµ)](JaρK0κ + J0ρKaκ)
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− J
2
0 +K
2
0
2(J20 −K20 )2
[Ja
µν
ρκ + iKa(δρ
µδκ
ν − δρνδκµ)]JiρKiκ
+
J0K0
(J20 −K20 )2
[Ka
µν
ρκ + iJa(δρ
µδκ
ν − δρνδκµ)]JiρKiκ, (7.36)
which bears less resemblance to the Abelain case (7.26) than the Pauli singlet case
(7.30) does. To calculate the dual, we follow exactly the same process, but switch
the J0 and K0 in (7.35), which after some rearrangement and substitution gives
∗Saµν = (J20 −K20 )−1[K0µνρκ − iJ0(δρµδκν − δρνδκµ)](JaρK0κ + J0ρKaκ)
+
J20 +K
2
0
2(J20 −K20 )2
[Ka
µν
ρκ + iJa(δρ
µδκ
ν − δρνδκµ)]JiρKiκ
− J0K0
(J20 −K20 )2
[Ja
µν
ρκ + iKa(δρ
µδκ
ν − δρνδκµ)]JiρKiκ. (7.37)
Again, this can be confirmed by using (7.13). As in the i = 0 case, taking the
sum or difference of these two identities removes the current terms from inside the
square brackets. Following some straightforward algebraic manipulation, we obtain
a somewhat simpler form
Sa
µν ± ∗Saµν = (1/2)(J0 ∓K0)−2[µνρκ ∓ i(δρµδκν − δρνδκµ)]
· [2(J0 ∓K0)(JaρK0κ + J0ρKaκ)− (Ja ∓Ka)JiρKiκ]. (7.38)
The relative simplicity of (7.38) compared with (7.36) and (7.37) is the reason we
chose to pursue an invertible Dirac equation of the form (7.16) as opposed to (7.14)
or (7.15) alone. In particular, the extra simplicity will have a profound impact on
the complexity of the higher-power terms in the Neumann series form of the inverse
matrix.
Chapter 8
Conclusions
In this thesis, we developed a manifestly gauge invariant tensor formalism for the
Maxwell-Dirac equation, with the philosophical aim of describing the self-coupled
relativistic quantum electrodynamics entirely in terms of observables. Once ob-
tained, we then subjected this highly complex non-linear system of partial differen-
tial equations to symmetry restrictions, such that they be invariant under transfor-
mations by elements from specifically chosen subgroups of the Poincare´ group. Fol-
lowing further theoretical development of the manifestly symmetric bilinear form of
the stress-energy tensor, the spherically symmetric reduction was further restricted
to be static. A single ODE was obtained, and numerical methods were applied to
find two solutions corresponding to static shells of charge centred on the origin. The
total mass of the simpler single-hump solution was obtained by applying the stress-
energy tensor, reduced under this symmetry. Total charge was also calculated. The
algebraic system resulting from the “trans-boost” reduction was also investigated,
and hyperbolic closed-form solutions were found for a special case. Finally, the al-
gebraic inversion of the Dirac equation was extended to the case where the gauge
field is non-Abelian.
Initially, in chapter 2, a brief recap of the known Dirac equation inversion for an
Abelian gauge field Aµ was given, followed by a short discussion on Fierz identities
and bilinear products of spinors. Next, the inverted Dirac equation was recast into
a purely tensorial form, and a gauge-independent vector potential Bµ was defined
by subtracting the gauge-dependent parts from Aµ. Following a brief discussion on
the tetrad of mutually orthogonal vector fields, the electromagnetic field strength
tensor Fµν was recast into a manifestly gauge invariant form, involving only B
µ
and gauge independent tensors. The resulting set of tensorial, manifestly gauge
invariant Maxwell-Dirac equations, Fierz identities and consistency conditions was
summarized in the list (2.44)-(2.50).
In chapter 3, the invariants and the forms of four vector fields for a given set of
generators were calculated by finding solutions of the vanishing Lie derivative PDEs
via the method of characteristics. Four example Poincare´ subalgebras were studied
in particular: the standard spherical and cylindrical symmetries, as well as the more
unusual splitting P11,2 (screw) and non-splitting P˜13,10 (trans-boost) subalgebras of
PWZ [35].
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The first two subalgebras reduced dependent variables to functions of two inde-
pendent variables, whereas the last two reduced dependent variables to constants,
because of transitive action on Minkowski space [31]. The number of independent
variables for the different symmetry subalgebras had a large impact on the complex-
ity of the reduced Maxwell-Dirac system. For each subalgebra discussed in chapter
3, in chapter 4 the invariant forms were applied to the bilinear tensor fields σ, ω, jµ
and kµ. The reduced forms of the Fierz identities, gauge invariant vector potential,
field strength tensor, and Maxwell equations were calculated, with the reduced set
of Maxwell-Dirac equations and consistency conditions presented at the end of each
subsection.
In the case of spherical symmetry, the Maxwell-Dirac equations took the form of
two coupled PDEs (4.36) and (4.37) in terms of the dependent functions ja, jb, σ
and ω, as well as their t and r derivatives up to third order. Additional informa-
tion is provided in the spherically reduced Fierz identity (4.38) and the continuity
equations, (4.39) and (4.40). Interestingly, magnetic monopoles appear in the field
strength tensor, but ultimately play no part in the coupled Maxwell-Dirac system.
Cylindrical symmetry resulted in a more complicated system, with the Maxwell-
Dirac equations given implicitly by the set (4.62a), (4.62d), (4.63) and (4.64), where
the field strength tensor dependent functions of t and ρ are given explicitly in ap-
pendix D. Five more equations are provided by the three Fierz identities (4.42) and
(4.43), as well as the two continuity equations (4.65a) and (4.65b).
The first of the PWZ subalgebras, the splitting “screw” group P11,2, resulted in a
strong reduction of the Maxwell-Dirac system, to the point where the only allowed
solution was the trivial one (4.73), where all of the tensor fields are zero. This
provided a good demonstration of the fact that if a symmetry is too restrictive, the
only solutions are vanishing fields.
The last example was the non-splitting “trans-boost” subalgebra P˜13,10, where the
Maxwell-Dirac system, combined with the Fierz identities and continuity equations
boiled down to the two algebraic equations (4.106) and (4.107); solutions correspond
to finding sets of constants ja, jb, ka, kb and kd (where one other than kd can be
eliminated) that solve this equation for a given type of symmetry, defined by the
continuous parameter λ > 0.
In chapter 5, we demonstrated that bilinear forms for the stress-energy tensor (Θµν
and Tµν respectively) can indeed be calculated, by applying Fierz identities to the
spinor terms appearing in the Belinfante and variational general relativistic calcu-
lational schemes. In the Belinfante case, the Fierz mapping was applied to the
spinorial Belinfante tensor, and in the variational case, it was applied to the spino-
rial Lagrangian prior to the vierbein deformation. Despite the fact that these two
methods are quite independent, they are in agreement in accordance with Goedecke’s
conjecture [20] and Lord’s subsequent equivalence proof [33], lending extra weight
to the validity of the bilinear representation of the Maxwell-Dirac system.
However, there is a point of view from which this automatic agreement is somewhat
surprising. When taking into consideration the details of the functional Jacobian
corresponding to the spinor to bilinear mapping, one would expect there to be extra
constraint terms entering into the bilinearized Lagrangian, with the lack of such
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terms in (5.32) leading to a disagreement with the Belinfante tensor in the bilin-
ear representation. A transcription of spinor electrodynamics into gauge invariant
quantities in this spirit, has been given in the functional formalism by Rudolph and
Kijowski [28], [29]. In their bosonic transcription, Green’s functions are given as
functional integrals in whose integrands there are always additional accompanying
field-dependent factors, and so an effective bosonic, local, purely Lagrangian formu-
lation is not obtained. The details of the agreement between Θµν and Tµν for the
bilinear case, although highly encouraging, remains a matter deserving of further
study.
Putting these technical concerns aside, we then turned to an example to demon-
strate how the bilinear stress-energy tensor is reduced under spherical symmetry,
using the generic SO(3) invariant forms for scalar and four-vector fields discussed in
chapters 3 and 4. We found that the stress-energy components could be described in
terms of three functions (5.93)-(5.95) corresponding to the interacting Dirac matter
contribution, as well as a single function (5.92), corresponding to the energy density
of the Maxwell field.
Chapter 6 represents the culmination of the previous theoretical development, whereby
we took two example Poincare´ symmetry subgroup reductions of the bilinearized
Maxwell-Dirac equations, and obtained solutions for each case. The first symmetry
reduction we dealt with was for static spherical symmetry in section 6.1, which im-
plied that the only non-zero component of the current four-vector jµ was the µ = 0
component ja, corresponding to charge density. Following non-dimensionalization,
after taking into account the Fierz identity (6.2) and the partial conservation of
axial current (6.3), we obtained the single non-linear fourth-order ODE for the di-
mensionless charge density (6.31). A brief analytical consideration revealed that,
subject to the special constraint (6.33) which from (6.5) corresponds to the case
where σ = 0, there is an exact solution (6.37). Due to a singularity at the origin
caused by the χ−2 proportionality, this solution is not a physically realistic one.
However at large values of χ the exponential part dominates, so for the negative
sign case with asymptotic exponential decay, (6.37) appears to be consistent with
Radford’s theorem [38], requiring that stationary spinor (static bilinear) solutions
to the Maxwell-Dirac equations are strictly localized and decay exponentially.
Linearizing about this solution revealed no further information since a first-order
perturbation results in the same form for the exact solution (6.37), but with a
different arbitrary constant. By setting all of the derivatives in (6.31) to zero, we
found only one physically sensible equilibrium point, corresponding to ja,e = 0,
the first-order perturbation about which yielded the weakly non-linear ODE for J
(6.50), which closely resembled the full ODE (6.31), but lacked the square root term.
This ODE admits a slightly more general class of exponential exact solutions (6.51),
where the power ±2 is replaced by an arbitrary constant B.
The vanishing square root term turns out to be a convenient feature because, in
lieu of an extra constraint condition imposing that ja be such that the argument
of the square root term is strictly positive, numerical calculations would tend to
have large imaginary parts. Further work on (large amplitude) solutions to the
fully non-linear system should include such a constraint. Converting the problem
from one of calculating solutions J to (6.50), to the algebraic one of finding a set
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of Fourier coefficients bn that minimize a set of residuals Rn representing the ODE
according to (6.53), we found after some experimentation with Gaussian-form initial
guesses, the two solutions in Figure 6.5. The solution forms for weakly non-linear
and fully non-linear ODEs, J and ja respectively, closely resemble one another
when the J solution form is bootstrapped as the initial guess for a ja solution
calculation. There is some slight difference between the solutions corresponding to
the two sign cases on the square root term in (6.31), as can be seen in Figure 6.3,
but for smaller distributions, as in the double hump case in Figure 6.4, the difference
is much smaller. This is attributable to the contribution of the square root term
vanishing as ja → 0, where the weakly non-linear equation dominates. In light of
the following total mass-energy and charge calculations, we find that for physically
reasonable mass values the dimensionless amplitude of the charge density ja must
be at an order of magnitude such that only the weakly non-linear part needs to
be considered. The charge quantization constraint (6.91) should also be taken into
account.
Following the calculation and non-dimensionalization of the static, spherically sym-
metric stress-energy tensor in section 6.2, we proceeded to calculate the total charge
and mass corresponding to the single-hump solution in Figure 6.3. Since the solu-
tions for each sign case are very similar, we chose the positive sign case to work
with. However, due to the nasty behaviour of derivative terms at the edges of the ja
distribution, the integrand of the mass integral (6.86) produced large spikes in this
region. Taming these numerical instabilities by manually setting the derivative terms
to zero just before the fluctuations became too serious, resulted in an elimination
of the spikes, as in Figure 6.8. The total mass for the single-hump ja distribution
with the mass integrand spikes eliminated was calculated to be M ≈ 7.3× 104 MeV
(or 73 GeV), with total charge Q ≈ 4.4× 104e. Since these values are so large, the
single hump solution corresponding to a static shell of charge should be considered
as primarily of theoretical interest.
Next, in section 6.3, we consider the algebraic form of the Maxwell-Dirac system
resulting from the P˜13,10 “trans-boost” symmetry reduction, and how solutions can
be obtained from this relatively easily. Following non-dimensionalization, we pro-
ceeded initially by taking the simplifying assumptions λ = 1 and kd = 0, causing
two of the terms from (6.110) to vanish. Defining the two new parameters cj = jajb
and ck = kakb, we found that for all of our physical fields to be real, that the values
of these parameters are restricted to cj > 0 and ck < 0, which only holds in the
finite range 0 < cj < 16. The range of cj corresponds to the ck = 0 contour. For
the special case where cj = 9 and ja = 3, the components of j
µ and the electric and
magnetic fields are given by the respective hyperbolic forms (6.134) and (6.135),
shown in Figures 6.10 and 6.11. These solutions represent sheets of charge in the
x− z plane undergoing laminar flow in the z-direction, with flux density magnitude
as a function of y. Since the physical parameters diverge to infinite values as y →∞,
these solutions should be considered to be primarily of theoretical interest as closed-
form solutions to the Maxwell-Dirac system. The hyperbolic solution forms were
first obtained by Legg [31], but from our work here, it is clear that they correspond
to a special case.
Extending to the case where general values of kd are allowed (but λ = 1) had
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the effect of shrinking the allowed “solution domain” as |kd| increased, from the
maximum range 0 < cj < 16 corresponding to kd = 0, to the single point cj = 9 at
the maximum allowed value |kd| = 3
√
3. This variation of the allowed cj range as
a function of |kd| is shown in Figure 6.12. In a similar, but more complicated way,
allowing λ to vary freely but setting kd = 0, resulted in expressions for the variation
of the allowed cj range, as a function of λ and the sign of σ. These ranges are given
in (6.145) and (6.146), with the corresponding ck = 0 contours shown in Figure 6.13.
Lastly, allowing the kd parameter to also vary freely, caused the allowed cj range to
shrink for all λ values, as expected. From the point of view of setting λ first, the
range of kd is restricted by the values of λ and cj , as in (6.158).
Finally, in chapter 7, the inversion of the Dirac equation to solve for the vector
potential was extended to the non-Abelian SU(2) gauge field. An extension of the
charge conjugation operation was made in order to make the form of the gauge
field generators covariant, and the algebraic system tractable. In analogy to pre-
vious studies performed on the Abelian case, the non-Abelian Dirac system was
re-written in terms of doublet bilinear current densities, by way of multiplication
by the terms Ψτaγµ and Ψτaγ5γµ. Combining these equations, an invertible form
was achieved, provided we made use of a Neumann expansion to describe the form
of the inverse matrix. In order to eliminate the rank-2 skew tensor current densities
from the Neumann expansion, we were motivated to derive appropriate Fierz identi-
ties by considering antisymmetric combinations of JiµKjν current density products.
Expressions for S0µν ,
∗S0µν , Saµν and ∗Saµν were subsequently derived, and the
convenient linear combinations S0µν ± ∗S0µν and Saµν ± ∗Saµν were formed.
Some options for further work include describing explicitly the conditions for the
convergence of the inverse matrix Neumann series, as well as the affect of Poincare´
symmetry reductions. As with the Abelian case, a broader study of the non-Abelian
Fierz identities is also in order, in particular obtaining a complete minimal set, from
which all other redundant Fierz identities can be derived. The scope of the inversion
may also be extended to SU(2) × U(1) and SU(3) gauge fields. In the latter case,
the lack of an extended analogue of the SU(2) isospin-charge conjugate spinors Ψic
suggests that the analysis of Fierz identities will have to confront a yet more involved
set of doublet bilinear current densities, and the Dirac equation, a more complicated
inversion calculation.
Appendix A
Algebraic Identities
A.1 General Identities
Throughout this thesis we use the Levi-Civita symbol, defined as
µνρσ =

+1 if {µ, ν, ρ, σ} is an even permutation of {0, 1, 2, 3}
−1 if is an odd permutation
0 otherwise,
(A.1)
with the additional property
µνρσ = det(η)
µνρσ = −µνρσ. (A.2)
For convenience, we another rank-4 antisymmetric symbol, the shorthand for which
is
δµνρσ = i(ηµρηνσ − ηµσηνρ). (A.3)
A.2 Dirac Identities
{γµ, γν} = 2ηµν (A.4)
[γµ, γν ] = −2iσµν (A.5)
γ5 = γ5 = −(i/4!)µνρσγµγνγργσ = iγ0γ1γ2γ3 = −iγ0γ1γ2γ3 (A.6)
γ25 = I (A.7)
{γ5, γµ} = 0 (A.8)
[γ5, σ
µν ] = 0 (A.9)
γµγν = ηµν − iσµν (A.10)
γµγµ = 4 (A.11)
γµγ5γµ = −4γ5 (A.12)
γµγνγλ = ηµνγλ + ηνλγµ − ηµλγν − iµνλσγ5γσ (A.13)
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γνγµγν = −2γµ (A.14)
γνγ5γ
µγν = 2γ5γ
µ (A.15)
γµγνγσγ = ηµνησ + ηνσηµ − ηµσην − iηµνσσ − iηνσσµ + iηµσσν + iηµσσν
+ iηνσµσ + iησσνµ − iµνσγ5 (A.16)
γσµν = iηµγν − iηνγµ + µνσγ5γσ (A.17)
σµνγ = iηνγµ − iηµγν + µνσγ5γσ (A.18)
γµσσγν = iηνηµσ − iησνηµ + ηνσµσ − ησνσµ − σνµγ5 + iσνλγ5σµλ (A.19)
γσσµνγσ = 0 (A.20)
σµνγµ = −3iγν , (A.21)
σµνγργµ = 3iη
νρ + σνρ, (A.22)
σµνσρτγµ = η
νργτ − ηντγρ + iνρτσγ5γσ, (A.23)
γµσνµ = −3iγν , (A.24)
γµγρσνµ = 3iδν
ρ − σνρ, (A.25)
γµσρτσνµ = δν
τγρ − δνργτ + iηνκκρτσγ5γσ, (A.26)
− λρσλµντ = ηρµησνητ − ηρµηνηστ + ηρνηστηµ − ηρνητησµ + ηρτησµην
− ηρτηµησν (A.27)
A.3 Pauli Identities
τaτb = δab + iabdτ
d (A.28)
τaτcτb = τaδbc + τbδac − τcδab − iabc (A.29)
A.4 Charge conjugation identities
C−1γTµC = −γµ (A.30)
C−1γT5 C = γ5 (A.31)
C−1σTµνC = σµν (A.32)
C−1(γµγν)TC = γνγµ (A.33)
C−1(γ5γµ)TC = γ5γµ (A.34)
The relationship between a charge conjugate bilinear and a regular bilinear, for
commuting spinor fields is
ψcΓχc = −χC−1ΓTCψ, (A.35)
where Γ is an element of the Dirac-Clifford algebra. Some particular examples, using
the above charge conjugation identities are
ψcψc = −ψψ (A.36)
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ψcγµψ
c = ψγµψ (A.37)
ψcσµνψ
c = ψσµνψ (A.38)
ψcγµγ
ν(∂νψ
c) = −(∂νψ)γνγµψ (A.39)
ψcψ = ψcγ5γµψ = ψ
cγ5ψ = 0. (A.40)
The last identity is due to the fact these expressions equal their own negatives.
A.5 Dirac bilinear notation
The shorthand for gauge-independent Dirac bilinear tensors is as follows:
σ = ψψ (A.41)
jµ = ψγµψ (A.42)
sµν = ψσµνψ (A.43)
∗sµν = ψγ5σµνψ (A.44)
kµ = ψγ5γ
µψ (A.45)
ω = ψγ5ψ. (A.46)
With regards to convention, note that some authors define the pseudoscalar bilinear
to be ω ≡ ψiγ5ψ. The gauge-dependent bilinear tensors are
mµ + inµ = ψcγµψ (A.47)
mµ = Re[ψcγµψ] = (1/2)(ψcγµψ + ψγµψc) (A.48)
nµ = Im[ψcγµψ] = (i/2)(ψγµψc − ψcγµψ). (A.49)
The last two equations follow from the bilinear complex conjugation identity
(χΓψ)∗ = ψ(γ0Γ†γ0)χ, (A.50)
which implies, for Γ = γµ
(ψcγµψ)∗ = ψγµψc. (A.51)
Appendix B
Expressions from bilinearization of the
Dirac equation
B.1 Abelian case
We list here the various expressions resulting from left-multiplying the Dirac equa-
tion and its charge conjugate by ψΓ and ψcΓ respectively (where Γ is an element of
the Dirac-Clifford algebra), then 1) subtracting the charge conjugate equation from
the regular equation and 2) adding the charge conjugate equation to the regular
equation.
Γ = ψ:
jνAν =
i
2q
[ψγν(∂νψ)− (∂νψ)γνψ]− mσ
q
(B.1)
∂νj
ν = 0 (B.2)
Γ = ψγ5:
∂νk
ν = −2imω (B.3)
kνAν =
i
2q
[ψγ5γ
ν(∂νψ)− (∂νψ)γ5γνψ] (B.4)
Γ = ψγµ:
sµ
νAν =
i
2q
[ψσµ
ν(∂νψ)− (∂νψ)σµνψ]− ∂µσ
2q
(B.5)
Aµ =
1
2q
i[ψ(∂µψ)− (∂µψ)ψ] + ∂νsµν − 2mjµ
σ
(B.6)
Γ = ψγ5γµ:
∗sµνAν =
i
2q
[ψγ5σµ
ν(∂νψ)− (∂νψ)γ5σµνψ]− ∂µω
2q
− imkµ
q
(B.7)
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Aµ =
1
2q
i[ψγ5(∂µψ)− (∂µψ)γ5ψ] + ∂ν∗sµν
ω
(B.8)
Γ = ψσµν :
δµν
ρσAρjσ =
1
2q
{
iδµν
ρσ[ψγσ(∂ρψ)− (∂ρψ)γσψ]− iµνρσ∂ρkσ
}
(B.9)
µν
ρσAρkσ =
1
2q
{
iµν
ρσ[ψγ5γσ(∂ρψ)− (∂ρψ)γ5γσψ]− iδµνρσ∂ρjσ − 2msµν
}
(B.10)
Γ = ψγ5σµν :
µν
ρσAρjσ =
1
2q
{
iµν
ρσ[ψγσ(∂ρψ)− (∂ρψ)γσψ]− iδµνρσ∂ρkσ
}
(B.11)
δµν
ρσAρkσ =
1
2q
{
iδµν
ρσ[ψγ5γσ(∂ρψ)− (∂ρψ)γ5γσψ]− iµνρσ∂ρjσ + 2m∗sµν
}
(B.12)
B.2 Non-Abelian case
Here we list the system of expressions that result when we multiply the SU(2) gauge
covariant Dirac equation and its isospin-charge conjugate equation (IC equation),
τ bγνWbνΨ = (2/g)(i/∂ −m)Ψ, (B.13)
τ bγνWbνΨ
ic = (2/g)(i/∂ −m)Ψic, (B.14)
from the left by a matrix of the general form ΨτiΓ. For each of these matrices,
we will obtain three equations, the order of the list being: (a) subtract IC from
non-IC equation, (b) add IC from non-IC equation, and (c) the result obtained by
combining (a) and (b) to eliminate the bilinear with left-acting derivative operator,←−
/∂ . Note that the equation we use for substitution will we written in terms of the
aforementioned
←−
/∂ bilinear.
Multiply by Ψ:
(g/2)JbνWbν = (i/2)(Ψ/∂Ψ−Ψ
←−
/∂ Ψ)−mJ0 (B.15)
Ψ
←−
/∂ Ψ = −Ψ/∂Ψ (B.16)
(g/2)JbνWbν = iΨ/∂Ψ−mJ0 (B.17)
Multiply by Ψτa:
Ψ
←−
/∂ τaΨ = ga
bcJc
νWbν −Ψτa/∂Ψ (B.18)
(g/2)J0
νWaν = (i/2)(Ψτa/∂Ψ−Ψ
←−
/∂ τaΨ)−mJa (B.19)
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(g/2)(J0
νδa
b + iJc
νa
bc)Wbν = iΨτa/∂Ψ−mJa (B.20)
Multiply by Ψγ5:
Ψ
←−
/∂ γ5Ψ = Ψγ5/∂Ψ + 2imK0 (B.21)
(g/2)KbνWbν = (i/2)(Ψγ5/∂Ψ + Ψ
←−
/∂ γ5Ψ) (B.22)
(g/2)KbνWbν = iΨγ5/∂Ψ−mK0 (B.23)
Multiply by Ψτaγ5:
Ψ
←−
/∂ γ5τaΨ = −giK0νWaν −Ψγ5τa/∂Ψ (B.24)
i(g/2)a
bcKc
νWbν = (i/2)(Ψγ5τa/∂Ψ−Ψ
←−
/∂ γ5τaΨ)−mKa (B.25)
(g/2)(K0
νδa
b + iKc
νa
bc)Wbν = iΨγ5τa/∂Ψ−mKa (B.26)
Multiply by Ψγµ:
Ψ
←−
/∂ γµΨ = −Ψγµ/∂Ψ− gSbµνWbν (B.27)
(g/2)JbWbµ = (i/2)(Ψγµ/∂Ψ−Ψ
←−
/∂ γµΨ)−mJ0µ (B.28)
(g/2)(Jbδµ
ν − iSbµν)Wbν = iΨγµ/∂Ψ−mJ0µ (B.29)
Multiply by Ψτaγµ:
(g/2)(J0δµ
νδa
b + Scµ
νa
bc)Wbν = (i/2)(Ψτaγµ/∂Ψ−Ψ
←−
/∂ τaγµΨ)−mJaµ (B.30)
Ψ
←−
/∂ τaγµΨ = g(Jcδµ
νa
bc − S0µνδab)Wbµ −Ψτaγµ/∂Ψ (B.31)
(g/2)(J0δµ
νδa
b + iJcδµ
νa
bc − iS0µνδab + Scµνabc)Wbν = iΨτaγµ/∂Ψ−mJaµ
(B.32)
Multiply by Ψγ5γµ:
(g/2)i∗SbµνWbν = (i/2)(Ψ
←−
/∂ γ5γµΨ−Ψγ5γµ/∂Ψ) +mK0µ (B.33)
Ψ
←−
/∂ γ5γµΨ = −giKbWbµ −Ψγ5γµ/∂Ψ (B.34)
(g/2)(Kbδµ
ν − i∗Sbµν)Wbν = iΨγ5γµ/∂Ψ−mK0µ (B.35)
Multiply by Ψτaγ5γµ:
Ψ
←−
/∂ τaγ5γµΨ = −ig(K0δabδµν + ∗Scµνabc)Wbν −Ψτaγ5γµ/∂Ψ (B.36)
i(g/2)(Kcδµ
νa
bc − ∗S0µνδab)Wbν = (i/2)(Ψτaγ5γµ/∂Ψ−Ψ
←−
/∂ τaγ5γµΨ)−mKaµ
(B.37)
(g/2)(K0δµ
νδa
b + iKcδµ
νa
bc − i∗S0µνδab + ∗Scµνabc)Wbν = iΨτaγ5γµ/∂Ψ−mKaµ
(B.38)
Multiply by Ψσρ:
Ψ
←−
/∂ σρΨ = Ψσρ/∂Ψ− (δνδρσ − δρνδσ)gJbσWbν (B.39)
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(g/2)ρ
νσKbσWbν = (i/2)(Ψσρ/∂Ψ + Ψ
←−
/∂ σρΨ)−mS0ρ (B.40)
(g/2)[ρ
νσKbσ + i(δ
νδρ
σ − δρνδσ)Jbσ]Wbν = iΨσρ/∂Ψ−mS0ρ (B.41)
Multiply by Ψτaσρ:
(g/2)[ρ
νσK0σδa
b + i(δρ
σδ
ν − δσδρν)iabcJcσ]Wbν
= (i/2)(Ψσρτa/∂Ψ−Ψ
←−
/∂ σρτaΨ)−mSaρ (B.42)
Ψ
←−
/∂ σρτaΨ = g[(δρ
σδ
ν − δσδρν)J0σδab + ρνσabcKcσ]Wbν −Ψσρτa/∂Ψ (B.43)
(g/2)[ρ
νσ(K0σδa
b + iKcσa
bc) + i(δρ
σδ
ν − δσδρν)(J0σδab + iJcσabc)]Wbν
= iΨσρτa/∂Ψ−mSaρ (B.44)
Multiply by Ψγ5σρ:
Ψ
←−
/∂ γ5σρΨ = −Ψγ5σρ/∂Ψ− iρνσgJbσWbν (B.45)
(g/2)i(δ
νδρ
σ − δρνδσ)KbσWbν = (i/2)(Ψγ5σρ/∂Ψ−Ψ
←−
/∂ γ5σρΨ)−m∗S0ρ (B.46)
(g/2)[ρ
νσJbσ + i(δ
νδρ
σ − δρνδσ)Kbσ]Wbν = iΨγ5σρ/∂Ψ−m∗S0ρ (B.47)
Multiply by Ψτaγ5σρ:
(g/2)[i(δρ
σδ
ν − δσδρν)K0σδab + iρνσabcJcσ]Wbν
= (i/2)(Ψγ5σρτa/∂Ψ−Ψ
←−
/∂ γ5σρτaΨ)−m∗Saρ (B.48)
Ψ
←−
/∂ γ5σρτaΨ = g[(δρ
σδ
ν − δσδρν)iabcKcσ − iρνσJ0σδab]Wbν −Ψγ5σρτa/∂Ψ
(B.49)
(g/2)[ρ
νσ(J0σδa
b + iJcσa
bc) + i(δρ
σδ
ν − δσδρν)(K0σδab + iKcσabc)]Wbν
= iΨγ5σρτa/∂Ψ−m∗Saρ (B.50)
Appendix C
Vector potential in tensor form
This appendix contains a more detailed derivation of the inverted Dirac equation in
terms of bilinear tensors only, to supplement the brief outline contained in section
2.3. Throughout, we will make heavy use of the identities contained within appendix
A.
Given the two different forms of the inverted Abelian Dirac equation
Aµ =
1
2q
i[ψ(∂µψ)− (∂µψ)ψ] + ∂νsµν − 2mjµ
σ
(C.1)
Aµ =
1
2q
i[ψγ5(∂µψ)− (∂µψ)γ5ψ] + ∂ν∗sµν
ω
, (C.2)
we can combine these into a single equation by adding them together and dividing
by 2
Aµ =
1
4q
{
i[ψ(∂µψ)− (∂µψ)ψ]ω + i[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ
σω
+
∂νsµ
ν
σ
+
∂ν
∗sµν
ω
−2mjµ
σ
}
. (C.3)
The appropriate tensor forms needed to replace the spinor terms in (C.3) are
jν(∂µkν) and m
ν(∂µnν). Consider the first
jν(∂µkν) = ψγ
νψ · (∂µψ)γ5γνψ + ψγνψ · ψγ5γν(∂µψ). (C.4)
Fierz expanding the first term gives
ψγνψ · (∂µψ)γ5γνψ = −(∂µψ)ψ · ω − (1/2)(∂µψ)γσψ · kσ
− (1/2)(∂µψ)γ5γσψ · jσ + (∂µψ)γ5ψ · σ, (C.5)
and the second term gives
ψγνψ · ψγ5γν(∂µψ) = −ψγ5(∂µψ) · σ − (1/2)ψγ5γσ(∂µψ) · jσ
− (1/2)ψγσ(∂µψ) · kσ + ψ(∂µψ) · ω. (C.6)
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Combining these, and rearranging the equation gives
jν(∂µkν) = (2/3)[ψ(∂µψ)−(∂µψ)ψ]ω−(2/3)[ψγ5(∂µψ)−(∂µψ)γ5ψ]σ−(1/3)kν(∂µjν).
(C.7)
We can see that in order to completely derive this Fierz identity, we need to calculate
kν(∂µjν), and eliminate it by substitution. This is the same situation that arises
when calculating the Fierz identities for jνjν and k
νkν .
kν(∂µjν) = ψγ5γ
νψ · (∂µψ)γνψ + ψγ5γνψ · ψγν(∂µψ), (C.8)
now Fierz expanding the two terms respectively
ψγ5γ
νψ · (∂µψ)γνψ = (∂µψ)ψ · ω − (1/2)(∂µψ)γσψ · kσ
− (1/2)(∂µψ)γ5γσψ · jσ − (∂µψ)γ5ψ · σ, (C.9)
ψγ5γ
νψ · ψγν(∂µψ) = −ψ(∂µψ) · ω − (1/2)ψγσ(∂µψ) · kσ
− (1/2)ψγ5γσ(∂µψ) · jσ + ψγ5(∂µψ) · σ. (C.10)
Adding the terms gives
kν(∂µjν) = (2/3)[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ − (2/3)[ψ(∂µψ)− (∂µψ)ψ]ω
− (1/3)jν(∂µkν), (C.11)
and substituting this into the jν(∂µkν) identity gives
jν(∂µkν) = [ψ(∂µψ)− (∂µψ)ψ]ω − [ψγ5(∂µψ)− (∂µψ)γ5ψ]σ. (C.12)
Likewise, substituting this into the kν(∂µjν) identity gives
kν(∂µjν) = [ψγ5(∂µψ)− (∂µψ)γ5ψ]σ − [ψ(∂µψ)− (∂µψ)ψ]ω, (C.13)
which implies the new Fierz identity
jν(∂µkν) = −kν(∂µjν) = [ψ(∂µψ)− (∂µψ)ψ]ω − [ψγ5(∂µψ)− (∂µψ)γ5ψ]σ. (C.14)
Now we consider mν(∂µnν), which, after applying the derivative and expanding is
mν(∂µnν) = (i/4)[ψ
cγνψ · (∂µψ)γνψc + ψcγνψ · ψγν(∂µψc)
− ψcγνψ · (∂µψc)γνψ − ψcγνψ · ψcγν(∂µψ) + ψγνψc · (∂µψ)γνψc
+ ψγνψc · ψγν(∂µψc)− ψγνψc · (∂µψc)γνψ − ψγνψc · ψcγν(∂µψ)]. (C.15)
After Fierz expanding and applying the charge conjugation identity (A.35), the eight
terms respectively are
ψcγνψ · (∂µψ)γνψc = −(∂µψ)ψ · σ − (1/2)(∂µψ)γσψ · jσ
+ (1/2)(∂µψ)γ5γσψ · kσ + (∂µψ)γ5ψ · ω, (C.16)
ψcγνψ · ψγν(∂µψc) = −(∂µψ)ψ · σ − (1/2)(∂µψ)γσψ · jσ
+ (1/2)(∂µψ)γ5γσψ · kσ + (∂µψ)γ5ψ · ω, (C.17)
ψcγνψ · (∂µψc)γνψ = (∂µψc)ψ · ψcψ − (1/2)(∂µψc)γσψ · ψcγσψ
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− (1/2)(∂µψc)γ5γσψ · ψcγ5γσψ − (∂µψc)γ5ψ · ψcγ5ψ, (C.18)
ψcγνψ · ψcγν(∂µψ) = ψcψ · ψc(∂µψ)− (1/2)ψcγσψ · ψcγσ(∂µψ)
− (1/2)ψcγ5γσψ · ψcγ5γσ(∂µψ)− ψcγ5ψ · ψcγ5(∂µψ), (C.19)
ψγνψc · (∂µψ)γνψc = (∂µψ)ψc · ψψc − (1/2)(∂µψ)γσψc · ψγσψc
− (1/2)(∂µψ)γ5γσψc · ψγ5γσψc − (∂µψ)γ5ψc · ψγ5ψc, (C.20)
ψγνψc · ψγν(∂µψc) = ψψc · ψ(∂µψc)− (1/2)ψγσψc · ψγσ(∂µψc)
− (1/2)ψγ5γσψc · ψγ5γσ(∂µψc)− ψγ5ψc · ψγ5(∂µψc), (C.21)
ψγνψc · (∂µψc)γνψ = −ψ(∂µψ)σ − (1/2)ψγσ(∂µψ) · jσ
+ (1/2)ψγ5γσ(∂µψ) · kσ + ψγ5(∂µψ) · ω, (C.22)
ψγνψc · ψcγν(∂µψ) = −ψ(∂µψ) · σ − (1/2)ψγσ(∂µψ) · jσ
+ (1/2)ψγ5γσ(∂µψ) · kσ + ψγ5(∂µψ) · ω. (C.23)
Adding these together and gathering terms gives
mν(∂µnν) = (i/4){2[ψ(∂µψ)− (∂µψ)ψ]σ − 2[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω
+ [ψγσ(∂µψ)− (∂µψ)γσψ]jσ − [ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]kσ
− ∂µ(ψcψ) · ψcψ + ∂µ(ψψc) · ψψc + ∂µ(ψcγ5ψ) · ψcγ5ψ
− ∂µ(ψγ5ψc) · ψγ5ψc + (1/2)∂µ(ψcγσψ) · ψcγσψ
− (1/2)∂µ(ψγσψc) · ψγσψc + (1/2)∂µ(ψcγ5γσψ) · ψcγ5γσψ
− (1/2)∂µ(ψγ5γσψc) · ψγ5γσψc}. (C.24)
Now, using (A.35), and setting χc = ψ, which implies χ = ψc, we can show that
ψcψ = 0, ψcγ5γσψ = 0 and ψ
cγ5ψ = 0, because they equal their own negatives.
The same goes for the corresponding bilinears with the charge conjugation index
switched. Our equation now whittles down to
mν(∂µnν) = (i/4){2[ψ(∂µψ)− (∂µψ)ψ]σ − 2[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω
+ [ψγσ(∂µψ)− (∂µψ)γσψ]jσ − [ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]kσ
+ (1/2)∂µ(ψ
cγσψ) · ψcγσψ − (1/2)∂µ(ψγσψc) · ψγσψc}. (C.25)
We can use the result of the complex conjugation bilinear identity (A.50), (ψcγµψ)
∗ =
ψγµψ
c, which implies that ψγµψ
c = mµ − inµ. So taking the last two terms from
the equation for mν(∂µnν)
(1/2)∂µ(ψ
cγσψ) · ψcγσψ − (1/2)∂µ(ψγσψc) · ψγσψc
= (1/2)∂µ(mσ + inσ)(m
σ + inσ)− (1/2)∂µ(mσ − inσ)(mσ − inσ)
= 2i∂µ(mσn
σ)
= 0, (C.26)
by the orthogonality of mµ and nν . Our equation now becomes
mν(∂µnν) = (i/4){2[ψ(∂µψ)− (∂µψ)ψ]σ − 2[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω
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+ [ψγν(∂µψ)− (∂µψ)γνψ]jν − [ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]kν}. (C.27)
We can eliminate the last two terms via a Fierz expansion process analogous to that
of jν(∂µkν) and k
ν(∂µjν). The expanded terms on the left are
ψγν(∂µψ) · ψγνψ = ψ(∂µψ) · σ − (1/2)ψγν(∂µψ) · jν − (1/2)ψγ5γν(∂µψ) · kν
− ψγ5(∂µψ) · ω, (C.28)
(∂µψ)γνψ · ψγνψ = (∂µψ)ψ · σ − (1/2)(∂µψ)γνψ · jν − (1/2)(∂µψ)γ5γνψ · kσ
− (∂µψ)γ5ψ · ω. (C.29)
Subtracting the second term from the first and rearranging gives
[ψγν(∂µψ)− (∂µψ)γνψ]jν = (2/3)[ψ(∂µψ)− (∂µψ)ψ]σ
− (2/3)[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω − (1/3)[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]kν ,
(C.30)
where we can see that as mentioned before, we must also consider the Fierz expansion
of [ψγ5γν(∂µψ) −(∂µψ)γ5γνψ]kν . The two Fierz expanded terms are
ψγ5γν(∂µψ) · ψγ5γνψ = −ψ(∂µψ) · σ − (1/2)ψγν(∂µψ) · jν
− (1/2)ψγ5γν(∂µψ) · kν + ψγ5(∂µψ) · ω, (C.31)
(∂µψ)γ5γνψ · ψγ5γνψ = −(∂µψ)ψ · σ − (1/2)(∂µψ)γνψ · jν
− (1/2)(∂µψ)γ5γνψ · kν + (∂µψ)γ5ψ · ω. (C.32)
Subtracting the second term from the first and rearranging gives
[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]kν = −(2/3)[ψ(∂µψ)− (∂µψ)ψ]σ
+ (2/3)[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω − (1/3)[ψγν(∂µψ)− (∂µψ)γνψ]jν . (C.33)
Substituting this into (C.30) gives the identity
[ψγν(∂µψ)−(∂µψ)γνψ]jν = [ψ(∂µψ)−(∂µψ)ψ]σ− [ψγ5(∂µψ)−(∂µψ)γ5ψ]ω, (C.34)
then subsequently substituting this into (C.33) gives
[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]kν = −[ψ(∂µψ)− (∂µψ)ψ]σ + [ψγ5(∂µψ)− (∂µψ)γ5ψ]ω.
(C.35)
This provides us with another Fierz identity
[ψγν(∂µψ)− (∂µψ)γνψ]jν = −[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]kν
= [ψ(∂µψ)− (∂µψ)ψ]σ − [ψγ5(∂µψ)− (∂µψ)γ5ψ]ω, (C.36)
which when substituted into (C.27) gives its final form
mν(∂µnν) = i[ψ(∂µψ)− (∂µψ)ψ]σ − i[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω. (C.37)
It can be shown via a similar process, that
mν(∂µnν) = −nν(∂µmν). (C.38)
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We can now use the identities (C.12) and (C.37) to describe the spinorial objects in
the inverted Dirac equation in terms of tensors alone. From (C.12), we get
[ψ(∂µψ)− (∂µψ)ψ] = jν(∂µkν)ω−1 + [ψγ5(∂µψ)− (∂µψ)γ5ψ]σω−1, (C.39)
and from (C.37) we get
[ψγ5(∂µψ)− (∂µψ)γ5ψ] = imν(∂µnν)ω−1 + [ψ(∂µψ)− (∂µψ)ψ]σω−1. (C.40)
After substitution and rearrangement, we get the required spinor replacement iden-
tities
[ψ(∂µψ)− (∂µψ)ψ] = −(σ2 − ω2)−1[jν(∂µkν)ω + imν(∂µnν)σ], (C.41)
[ψγ5(∂µψ)− (∂µψ)γ5ψ] = −(σ2 − ω2)−1[jν(∂µkν)σ + imν(∂µnν)ω]. (C.42)
Combining these two identities in the form they appear in (C.3)
{i[ψ(∂µψ)− (∂µψ)ψ]ω + i[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ}(σω)−1
= {ω[mν(∂µnν)σ − ijν(∂µkν)ω] + σ[mν(∂µnν)ω − ijν(∂µkν)σ]}
· [σω(σ2 − ω2)]−1
=
2mν(∂µnν)
σ2 − ω2 −
ijν(∂µkν)
σ2 − ω2
(
σ2 + ω2
σω
)
. (C.43)
Substitute into (C.3):
Aµ =
1
4q
{
2mν(∂µnν)
σ2 − ω2 − ij
ν(∂µkν)
[
σ2 + ω2
σω(σ2 − ω2)
]
+
∂νsµ
ν
σ
+
∂ν
∗sµν
ω
− 2mjµ
σ
}
,
(C.44)
which technically, is an expression for Aµ exclusively in tensor form. However, we
can simplify this. Substituting (C.41) into the original inverted Dirac equation (C.1)
gives
Aµ =
1
2q
{
mν(∂µnν)
σ2 − ω2 − ij
ν(∂µkν)
[
ω
σ(σ2 − ω2)
]
+
∂νsµ
ν
σ
− 2mjµ
σ
}
, (C.45)
and substituting (C.42) into the alternative inverted Dirac equation (C.2) gives
Aµ =
1
2q
{
mν(∂µnν)
σ2 − ω2 − ij
ν(∂µkν)
[
σ
ω(σ2 − ω2)
]
+
∂ν
∗sµν
ω
}
. (C.46)
Adding (C.45) and (C.46) and dividing by 2 results in (C.44), the combined form of
Aµ already obtained. But if we subtract these two and rearrange, we obtain a new
identity that we can use to eliminate ijν(∂µkν)
ijν(∂µkν) = 2mωjµ + σ∂ν
∗sµν − ω∂νsµν . (C.47)
Take the ijν(∂µkν) term from (C.44) and substitute the above identity
− ijν(∂µkν)
[
σ2 + ω2
σω(σ2 − ω2)
]
= −(2mωjµ + σ∂ν∗sµν − ω∂νsµν)
[
σ2 + ω2
σω(σ2 − ω2)
]
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=
−2mσ2ωjµ − 2mω3jµ − σ3∂ν∗sµν − σω2∂ν∗sµν + σ2ω∂νsµν + ω3∂νsµν
σω(σ2 − ω2) .
(C.48)
Rearrange the last three terms in (C.44)
∂νsµ
ν
σ
+
∂ν
∗sµν
ω
− 2mjµ
σ
=
(
ω∂νsµ
ν + σ∂ν
∗sµν − 2mωjµ
σω
)(
σ2 − ω2
σ2 − ω2
)
=
−2mσ2ωjµ + 2mω3jµ + σ3∂ν∗sµν − σω2∂ν∗sµν + σ2ω∂νsµν − ω3∂νsµν
σω(σ2 − ω2) ,
(C.49)
and adding the previous two equations together gives
− ijν(∂µkν)
[
σ2 + ω2
σω(σ2 − ω2)
]
+
∂νsµ
ν
σ
+
∂ν
∗sµν
ω
− 2mjµ
σ
=
2σ2ω∂νsµ
ν − 2σω2∂ν∗sµν − 4mσ2ωjµ
σω(σ2 − ω2)
=
2(σ∂νsµ
ν − ω∂ν∗sµν − 2mσjµ)
(σ2 − ω2) . (C.50)
Therefore, our final form of Aµ in tensor form is
Aµ =
1
2q
mν(∂µnν) + σ∂νsµ
ν − ω∂ν∗sµν − 2mσjµ
σ2 − ω2 . (C.51)
Appendix D
Cylindrically symmetric field strength
tensor
In this appendix, we present the dependent functions of t and ρ in the cylindrically
symmetric field strength tensor in terms of the jµ, kµ, σ and ω tensor fields. The
functions appearing in F01 = −xFa + yFb and F02 = −yFa − xFb are
Fa = −2[q(σ2 − ω2)3]−1{(jdkc,t − jckd,t − kdjc,t + kcjd,t − 2mσjb)(σσt − ωωt)
· (σ2 − ω2) + (jckd,ρ − jdkc,ρ − kcjd,ρ + kdjc,ρ)(σσρ − ωωρ)(σ2 − ω2)
+ (jckd − jdkc)(σσt − ωωt)2 + (jdkc − jckd)(σσρ − ωωρ)2 + (2/ρ)(jckd
− jdkc −mσja)(σσρ − ωωρ)(σ2 − ω2) + i[(jbka − jakb)(σtω − σωt)
· (σσt − ωωt) + (jakb − jbka)(σρω − σωρ)(σσρ − ωωρ)]}
+ [2q(σ2 − ω2)2]−1{(jdkc,tt + 2jd,tkc,t + jd,ttkc − jckd,tt − 2jc,tkd,t
− jc,ttkd + jckd,ρρ + 2jc,ρkd,ρ + jc,ρρkd − jdkc,ρρ − 2jd,ρkc,ρ − jd,ρρkc
− 2mσtjb − 2mσjb,t)(σ2 − ω2) + (jdkc,t + jd,tkc − jckd,t − jc,tkd
− 4mσjb)(σσt − ωωt) + (jckd,ρ + jc,ρkd − jdkc,ρ − jd,ρkc)(σσρ − ωωρ)
+ (jckd − jdkc)(σ2t + σσtt − ω2t − ωωtt) + (jdkc − jckd)(σ2ρ + σσρρ
− ω2ρ − ωωρρ) + (1/ρ)(3jckd,ρ + 3jc,ρkd − 3jdkc,ρ − 3jd,ρkc − 2mσρja
− 2mσja,ρ)(σ2 − ω2) + (1/ρ)(3jckd − 3jdkc − 4mσja)(σσρ − ωωρ)
+ i[(jbka,t + jb,tka − jakb,t − ja,tkb)(σtω − σωt) + (jakb,ρ + ja,ρkb
− jbka,ρ − jb,ρka)(σρω − σωρ) + (jbka − jakb)(σttω − σωtt) + (jakb
− jbka)(σρρω − σωρρ) + (1/ρ)(jakb − jbka)(σρω − σωρ)] + (jdka
− jakd)(jbjc,t − jcjb,t − kbkc,t + kckb,t) + (jckb − jbkc)(jdja,t − jajd,t
− kdka,t + kakd,t)− ρ[(jakb − jbka)(jd,tjc,ρ − jc,tjd,ρ − kd,tkc,ρ + kc,tkd,ρ)
+ (jakc − jcka)(jb,tjd,ρ − jd,tjb,ρ − kb,tkd,ρ + kd,tkb,ρ) + (jakd − jdka)
· (jc,tjb,ρ − jb,tjc,ρ − kc,tkb,ρ + kb,tkc,ρ) + (jbkc − jckb)(jd,tja,ρ − ja,tjd,ρ
− kd,tka,ρ + ka,tkd,ρ) + (jbkd − jdkb)(ja,tjc,ρ − jc,tja,ρ − ka,tkc,ρ + kc,tka,ρ)
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+ (jckd − jdkc)(jb,tja,ρ − ja,tjb,ρ − kb,tka,ρ + ka,tkb,ρ)]}, (D.1)
as well as
Fb = −2[q(σ2 − ω2)3]−1(σσt − ωωt){(jbkd,t + jb,tkd − jdkb,t − jd,tkb − 2mσjc)
· (σ2 − ω2) + (jdkb − jbkd)(σσt − ωωt) + (1/ρ)(jakd,ρ + ja,ρkd − jdka,ρ
− jd,ρka)(σ2 − ω2) + (1/ρ)(jdka − jakd)(σσρ − ωωρ) + i[(jcka − jakc)
· (σtω − σωt) + ρ(jckb − jbkc)(σρω − σωρ)]}+ [2q(σ2 − ω2)2]−1{(jbkd,tt
+ 2jb,tkd,t + jb,ttkd − jdkb,tt − 2jd,tkb,t − jd,ttkb − 2mσtjc − 2mσjc,t)
· (σ2 − ω2) + (jbkd,t + jb,tkd − jdkb,t − jd,tkb − 4mσjc)(σσt − ωωt)
+ (jdkb − jbkd)(σ2t + σσtt − ω2t − ωωtt) + (1/ρ)(jakd,tρ + ja,tkd,ρ
+ ja,ρkd,t + ja,tρkd − jdka,tρ − jd,tka,ρ − jd,ρka,t − jd,tρka)(σ2 − ω2)
+ (2/ρ)(jakd,ρ + ja,ρkd − jdka,ρ − jd,ρka)(σσt − ωωt) + (1/ρ)(jdka,t
+ jd,tka − jakd,t − ja,tkd)(σσρ − ωωρ) + (1/ρ)(jdka − jakd)(σtσρ + σσtρ
− ωtωρ − ωωtρ) + i[(jcka,t + jc,tka − jakc,t − ja,tkc)(σtω − σωt)
+ (jcka − jakc)(σttω − σωtt) + ρ(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σρω
− σωρ) + ρ(jckb − jbkc)(σρωt + σtρω − σtωρ − σωtρ) + (jakd − jdka)
· (jbjb,t + jcjc,t − kbkb,t − kckc,t) + (jbkb + jckc)(ja,tjd − jajd,t + ka,tkd
− kakd,t) + (j2b + j2c )(jd,tka − ja,tkd) + (k2b + k2c )(jakd,t − jdka,t)]}. (D.2)
The function in F03 = −Fc is
Fc = 2[q(σ
2 − ω2)3]−1(σσt − ωωt){2(jcka − jakc −mσjd)(σ2 − ω2)
+ ρ(jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)(σ2 − ω2) + ρ(jakc − jcka)(σσρ
− ωωρ) + ρ2(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σ2 − ω2) + ρ2(jbkc − jckb)
· (σσt − ωωt) + i[(jdka − jakd)(σtω − σωt) + ρ(jdkb − jbkd)(σρω − σωρ)]}
− [2q(σ2 − ω2)2]−1{2(jcka,t + jc,tka − jakc,t − ja,tkc −mσtjd −mσjd,t)
· (σ2 − ω2) + 4(jcka − jakc −mσjd)(σσt − ωωt) + ρ(jcka,tρ + jc,tka,ρ
+ jc,ρka,t + jc,tρka − jakc,tρ − ja,tkc,ρ − ja,ρkc,t − ja,tρkc)(σ2 − ω2)
+ 2ρ(jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)(σσt − ωωt) + ρ(jakc,t + ja,tkc
− jcka,t − jc,tka)(σσρ − ωωρ) + ρ(jakc − jcka)(σtσρ + σσtρ − ωtωρ
− ωωtρ) + ρ2(jckb,tt + 2jc,tkb,t + jc,ttkb − jbkc,tt − 2jb,tkc,t − jb,ttkc)
· (σ2 − ω2) + ρ2(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σσt − ωωt) + ρ2(jbkc
− jckb)(σ2t + σσtt − ω2t − ωωtt) + i[(jdka − jakd)(σttω − σωtt) + (jdka,t
+ jd,tka − jakd,t − ja,tkd)(σtω − σωt) + ρ(jdkb,t + jd,tkb − jbkd,t − jb,tkd)
· (σρω − σωρ) + ρ(jdkb − jbkd)(σρωt + σtρω − σtωρ − σωtρ)]} (D.3)
The function F12 = Fd is
Fd = −[2q(σ2 − ω2)2]−1{(2jbkd,t + 2jb,tkd − 2jdkb,t − 2jd,tkb + jakd,ρρ
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+ 2ja,ρkd,ρ + ja,ρρkd − jdka,ρρ − 2jd,ρka,ρ − jd,ρρka − 4mσjc)(σ2 − ω2)
+ 2(jdkb − jbkd)(σσt − ωωt) + (jakd,ρ + ja,ρkd − jdka,ρ − jd,ρka)(σσρ
− ωωρ) + (jdka − jakd)(σ2ρ + σσρρ − ω2ρ − ωωρρ) + (1/ρ)(jakd,ρ + ja,ρkd
− jdka,ρ − jd,ρka)(σ2 − ω2) + (1/ρ)(jdka − jakd)(σσρ − ωωρ) + ρ(jbkd,tρ
+ jb,tkd,ρ + jb,ρkd,t + jb,tρkd − jdkb,tρ − jd,tkb,ρ − jd,ρkb,t − jd,tρkb − 2mσρjc
− 2mσjc,ρ)(σ2 − ω2) + ρ(jdkb,ρ + jd,ρkb − jbkd,ρ − jb,ρkd)(σσt − ωωt)
+ 2ρ(jbkd,t + jb,tkd − jdkb,t − jd,tkb − 2mσjc)(σσρ − ωωρ) + ρ(jdkb
− jbkd)(σtσρ + σσtρ − ωtωρ − ωωtρ) + i[2(jcka − jakc)(σtω − σωt)
+ ρ(jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)(σtω − σωt) + 3ρ(jckb − jbkc)(σρω
− σωρ) + ρ(jcka − jakc)(σtωρ + σtρω − σρωt − σωtρ) + ρ2(jckb − jbkc)
· (σρρω − σωρρ) + ρ2(σρω − σωρ)(jckb,ρ + jc,ρkb − jbkc,ρ − jb,ρkc)]
·+(jakd − jdka)(j2b + j2c − k2b − k2c )− ρ[(jakb − jbka)(jbjd,ρ − kbkd,ρ)
+ (jakc − jcka)(jcjd,ρ − kckd,ρ) + (jbkd − jdkb)(jbja,ρ − kbka,ρ) + (jckd
− jdkc)(jcja,ρ − kcka,ρ) + (jdka − jakd)(jbjb,ρ + jcjc,ρ − kbkb,ρ − kckc,ρ)]}
+ 2[q(σ2 − ω2)3]−1(σσρ − ωωρ){(ja,ρkd + jakd,ρ − jdka,ρ − jd,ρka)(σ2 − ω2)
+ (jdka − jakd)(σσρ − ωωρ) + ρ(jdkb − jbkd)(σσt − ωωt) + ρ(jbkd,t
+ jb,tkd − jdkb,t − jd,tkb − 2mσjc)(σ2 − ω2) + i[ρ(jcka − jakc)(σtω − σωt)
+ ρ2(jckb − jbkc)(σρω − σωρ)]}. (D.4)
Lastly, the function in F13 = xFe and F23 = yFe is
Fe = −2[q(σ2 − ω2)3]−1(σσρ − ωωρ){(jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)
· (σ2 − ω2) + (jakc − jcka)(σσρ − ωωρ) + (2/ρ)(jcka − jakc −mσjd)
· (σ2 − ω2) + ρ(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σ2 − ω2) + ρ(jbkc − jckb)
· (σσt − ωωt) + i[(jdkb − jbkd)(σρω − σωρ) + (1/ρ)(jdka − jakd)(σtω
− σωt)]}+ [2q(σ2 − ω2)2]−1{(2jckb,t + 2jc,tkb − 2jbkc,t − 2jb,tkc + jcka,ρρ
+ 2jc,ρka,ρ + jc,ρρka − jakc,ρρ − 2ja,ρkc,ρ − ja,ρρkc)(σ2 − ω2) + 2(jbkc
− jckb)(σσt − ωωt) + (jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)(σσρ − ωωρ)
+ (jakc − jcka)(σ2ρ + σσρρ − ω2ρ − ωωρρ) + (1/ρ)(3jcka,ρ + 3jc,ρka
− 3jakc,ρ − 3ja,ρkc − 2mσρjd − 2mσjd,ρ)(σ2 − ω2) + (1/ρ)(3jcka
− 3jakc − 4mσjd)(σσρ − ωωρ) + ρ(jckb,tρ + jc,tkb,ρ + jc,ρkb,t + jc,tρkb
− jbkc,tρ − jb,tkc,ρ − jb,ρkc,t − jb,tρkc)(σ2 − ω2) + ρ(jbkc,ρ + jb,ρkc − jckb,ρ
− jc,ρkb)(σσt − ωωt) + 2ρ(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σσρ − ωωρ)
+ ρ(jbkc − jckb)(σtσρ + σσtρ − ωtωρ − ωωtρ) + i[(jdkb,ρ + jd,ρkb − jbkd,ρ
− jb,ρkd)(σρω − σωρ) + (jdkb − jbkd)(σρρω − σωρρ) + (1/ρ)(jdka,ρ + jd,ρka
− jakd,ρ − ja,ρkd)(σtω − σωt) + (1/ρ)(jdkb − jbkd)(σρω − σωρ)
+ (1/ρ)(jdka − jakd)(σtρω + σtωρ − σρωt − σωtρ)]}. (D.5)
Appendix E
Derivation of the Belinfante Fierz
identity
Here we supplement section 5.1.2 with a more detailed version of the derivation
of (5.23). The four Fierz expansions containing the term we want to solve for,
[(∂µψ)γνψ − ψγν(∂µψ)] are
jν [ψ(∂µψ)− (∂µψ)ψ] = i
3
(∂µj
σ)sνσ − i
3
jσ(∂µsνσ) +
1
3
(∂µω)kν − 1
3
ω(∂µkν)
+
1
3
σ[ψγν(∂µψ)− (∂µψ)γνψ]− i
3
∗sνσ[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]
− i
3
kσ[ψγ5σνσ(∂µψ)− (∂µψ)γ5σνσψ], (E.1)
jν [ψγ5(∂µψ)− (∂µψ)γ5ψ] = i
3
(∂µj
σ)∗sνσ − i
3
jσ(∂µ
∗sνσ) +
1
3
(∂µσ)kν − 1
3
σ(∂µkν)
+
1
3
ω[ψγν(∂µψ)− (∂µψ)γνψ]− i
3
sνσ[ψγ5γ
σ(∂µψ)− (∂µψ)γ5γσψ]
− i
3
kσ[ψσνσ(∂µψ)− (∂µψ)σνσψ], (E.2)
kν(∂µσ) =
1
3
σ(∂µkν)− i
3
∂µ(j
σ∗sνσ) +
1
3
jν [ψγ5(∂µψ)− (∂µψ)γ5ψ]
+
i
3
sνσ[ψγ5γ
σ(∂µψ)− (∂µψ)γ5γσψ]− i
3
kσ[ψσνσ(∂µψ)− (∂µψ)σνσψ]
− 1
3
ω[ψγν(∂µψ)− (∂µψ)γνψ], (E.3)
kν(∂µω) =
1
3
ω(∂µkν)− i
3
∂µ(j
σsνσ) +
1
3
jν [ψ(∂µψ)− (∂µψ)ψ]
+
i
3
∗sνσ[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]− i
3
kσ[ψγ5σνσ(∂µψ)− (∂µψ)γ5σνσψ]
− 1
3
σ[ψγν(∂µψ)− (∂µψ)γνψ]. (E.4)
Combining these equations gives
[ψγν(∂µψ)− (∂µψ)γνψ] = (σω)−1
(
− i
2
(∂µj
σ)(ωsνσ + σ
∗sνσ)− kν [σ(∂µσ) + ω(∂µω)]
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+
1
2
(∂µkν)(σ
2 + ω2) + jν{ω[ψ(∂µψ)− (∂µψ)ψ] + σ[ψγ5(∂µψ)− (∂µψ)γ5ψ]}
+
i
2
(σsνσ + ω
∗sνσ)[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]
)
, (E.5)
which obviously requires more Fierz manipulation, since there are still spinor terms
present. Using the Dirac identities (A.21)-(A.23), we obtain the additional Fierz
expansions
sνσ[ψγ5γ
σ(∂µψ)− (∂µψ)γ5γσψ]
=
3i
5
σ(∂µkν)− 3i
5
(∂µσ)kν +
1
5
jσ(∂µ
∗sνσ)− 1
5
(∂µj
σ)∗sνσ +
3i
5
jν [ψγ5(∂µψ)− (∂µψ)γ5ψ]
− 1
5
kσ[ψσνσ(∂µψ)− (∂µψ)σνσψ] + 3i
5
ω[ψγν(∂µψ)− (∂µψ)γνψ], (E.6)
∗sνσ[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]
=
3i
5
ω(∂µkν)− 3i
5
(∂µω)kν +
1
5
jσ(∂µsνσ)− 1
5
(∂µj
σ)sνσ +
3i
5
jν [ψ(∂µψ)− (∂µψ)ψ]
− 1
5
kσ[ψγ5σνσ(∂µψ)− (∂µψ)γ5σνσψ] + 3i
5
σ[ψγν(∂µψ)− (∂µψ)γνψ]. (E.7)
Combining these expansions into the form they appear in (E.5), we get
i
2
(σsνσ + ω
∗sνσ)[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ] = 3
10
kν [σ(∂µσ) + ω(∂µω)]
− 3
10
(σ2 + ω2)(∂µkν)− i
10
(∂µj
σ)(σ∗sνσ + ωsνσ) +
i
10
jσ[σ(∂µ
∗sνσ) + ω(∂µsνσ)]
+
3
10
jν(σ
2 − ω2)−1[jσ(∂µkσ)(σ2 + ω2) + 2imσ(∂µnσ)σω]
− i
10
kσ{σ[ψσνσ(∂µψ)− (∂µψ)σνσψ] + ω[ψγ5σνσ(∂µψ)− (∂µψ)γ5σνσψ]}
− 3
5
σω[ψγν(∂µψ)− (∂µψ)γνψ], (E.8)
which itself contains terms requiring further Fierz analysis. Using the Dirac identi-
ties (A.24)-(A.26), we find that the expansion of these terms is
kσ[ψσνσ(∂µψ)− (∂µψ)σνσψ] = 1
5
(∂µj
σ)∗sνσ − 1
5
jσ(∂µ
∗sνσ) +
3i
5
(∂µσ)kν − 3i
5
σ(∂µkν)
+
3i
5
jν [ψγ5(∂µψ)− (∂µψ)γ5ψ]− 1
5
sνσ[ψγ5γ
σ(∂µψ)− (∂µψ)γ5γσψ]
+
3i
5
ω[ψγν(∂µψ)− (∂µψ)γνψ], (E.9)
kσ[ψγ5σνσ(∂µψ)− (∂µψ)γ5σνσψ] = 1
5
(∂µj
σ)sνσ − 1
5
jσ(∂µsνσ) +
3i
5
(∂µω)kν − 3i
5
ω(∂µkν)
+
3i
5
jν [ψ(∂µψ)− (∂µψ)ψ]− 1
5
∗sνσ[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]
+
3i
5
σ[ψγν(∂µψ)− (∂µψ)γνψ]. (E.10)
128
Again, combining these terms into the form in which they appear in (E.8) gives
− i
10
kσ{σ[ψσνσ(∂µψ)− (∂µψ)σνσψ] + ω[ψγ5σνσ(∂µψ)− (∂µψ)γ5σνσψ]}
=
i
50
(σsνσ + ω
∗sνσ)[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ] + 6
50
σω[ψγν(∂µψ)− (∂µψ)γνψ]
− 3
50
jν(σ
2 − ω2)−1[jσ(∂µkσ)(σ2 + ω2) + 2imσ(∂µnσ)σω]− 3
50
(σ2 + ω2)(∂µkν)
+
3
50
kν [σ(∂µσ) + ω(∂µω)] +
i
50
jσ[σ(∂µ
∗sνσ) + ω(∂µsνσ)]− i
50
(∂µj
σ)(σ∗sνσ + ωsνσ),
(E.11)
which when substituting into (E.8) and rearranging, gives
i
2
(σsνσ + ω
∗sνσ)[ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ] = −1
2
σω[ψγν(∂µψ)− (∂µψ)γνψ]
+
1
4
jν(σ
2 − ω2)−1[jσ(∂µkσ)(σ2 + ω2) + 2imσ(∂µnσ)σω]− 3
8
(σ2 + ω2)(∂µkν)
+
3
8
kν [σ(∂µσ) + ω(∂µω)]− i
8
(∂µj
σ)(σ∗sνσ + ωsνσ) +
i
8
jσ[σ(∂µ
∗sνσ) + ω(∂µsνσ)],
(E.12)
a pure bilinear tensor expression. Now, using the Fierz identities derived in section
2.3
[ψ(∂µψ)− (∂µψ)ψ] = −(σ2 − ω2)−1[jν(∂µkν)ω + imν(∂µnν)σ], (E.13)
[ψγ5(∂µψ)− (∂µψ)γ5ψ] = −(σ2 − ω2)−1[jν(∂µkν)σ + imν(∂µnν)ω], (E.14)
and combining them into the form in which they appear in (E.5), we get
ω[ψ(∂µψ)− (∂µψ)ψ] + σ[ψγ5(∂µψ)− (∂µψ)γ5ψ]
= −(σ2 − ω2)−1[jσ(∂µkσ)(σ2 + ω2) + 2imσ(∂µnσ)σω], (E.15)
which along with (E.12), can be substituted into (E.5) to give
[ψγν(∂µψ)− (∂µψ)γνψ] = (σω)−1
{
−1
2
jν(σ
2 − ω2)−1[jσ(∂µkσ)(σ2 + ω2) + 2imσ(∂µnσ)σω]
+
1
12
(σ2 + ω2)(∂µkν)− 5
12
kν [σ(∂µσ) + ω(∂µω)] +
i
12
jσ[σ(∂µ
∗sνσ) + ω(∂µsνσ)]
− 5i
12
(∂µj
σ)(σ∗sνσ + ωsνσ)
}
. (E.16)
This expression contains no explicit spinor terms, as required, but we can improve
it by eliminating the rank-2 tensors sµν and
∗sµν , by using the Fierz identity
sµν = (σ2 − ω2)−1(σµνρσ − ωδµνρσ)jρkσ, (E.17)
∗sµν = (σ2 − ω2)−1(ωµνρσ − σδµνρσ)jρkσ, (E.18)
where we define the partially antisymmetric object
δµνρσ ≡ i(ηµρηνσ − ηµσηνρ). (E.19)
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We also require the derivatives of these identities, which are
∂µsνσ =
{[2σω(∂µω)− (σ2 + ω2)(∂µσ)]νσρ + [2σω(∂µσ)− (σ2 + ω2)(∂µω)]δνσρ}jρk
(σ2 − ω2)2
+
(σνσρ − ωδνσρ)[(∂µjρ)k + jρ(∂µk)]
σ2 − ω2 , (E.20)
∂µ
∗sνσ =
{[−2σω(∂µσ) + (σ2 + ω2)(∂µω)]νσρ + [−2σω(∂µω) + (σ2 + ω2)(∂µσ)]δνσρ}jρk
(σ2 − ω2)2
+
(ωνσρ − σδνσρ)[(∂µjρ)k + jρ(∂µk)]
σ2 − ω2 . (E.21)
the rank-2 dependent terms in (E.16) become
i
12
jσ[σ(∂µ
∗sνσ) + ω(∂µsνσ)] =
1
12
(σ2 − ω2)−1 {2σωkν [ω(∂µσ)− σ(∂µω)]
+ 2iσωνσρj
σ(∂µj
ρ)k + jνj
σ(∂µkσ)(σ
2 + ω2)
}− 1
12
(∂µkν)(σ
2 + ω2),
(E.22)
− 5i
12
(∂µj
σ)(σ∗sνσ + ωsνσ) = (σ2 − ω2)−1
{
5
12
jνj
σ(∂µkσ)(σ
2 + ω2)− 5i
6
σωνσρ(∂µj
σ)jρk
− 5
12
kν(σ
2 + ω2)[ω(∂µω)− σ(∂µσ)]
}
, (E.23)
giving us the final form of our identity
[ψγν(∂µψ)− (∂µψ)γνψ] = (σ2 − ω2)−1{kν [ω(∂µσ)− σ(∂µω)]− iνσρ(∂µjσ)jρk
− ijνmσ(∂µnσ)}. (E.24)
Appendix F
Fierz identities for J-K Lorentz vector
current products
Here follow the general Fierz identities for Lorentz vector currents Ji
µ, multiplied
by the dual Kj
ν . There are four different types of Pauli term arrangements: a− b,
0 − a, a − 0 and 0 − 0 which indicate the i = 0, 1, 2, 3 index in τi for the left and
right terms in the product Ji
µKj
ν . We treat the i = 0 and i = a = b = 1, 2, 3 Pauli
indices separately due to their slightly different algebraic properties. For each case,
we write out the full Fierz expansion in spinor form, then expand Pauli and Dirac
matrix products in terms of irreducible elements of the Pauli and Dirac algebra using
identities from appendix A. The final Fierz identities are written in the non-Abelian
current notation defined in section 7.1.
a− b case:
Ja
µKb
ν = Ψτaγ
µ(ΨΨ)τbγ5γ
νΨ
= − (1/8)JiΨγ5γµγντaτ iτbΨ + (1/8)JiσΨγ5γµγσγντaτ iτbΨ
− (1/16)SiσΨγ5γµσσγντaτ iτbΨ
+ (1/8)KiσΨγ
µγσγντaτ
iτbΨ + (1/8)KiΨγ
µγντaτ
iτbΨ
= − (1/8)J0Ψγ5[ηµν − iσµν ][δab + iabdτd]Ψ
− (1/8)JcΨγ5[ηµν − iσµν ][τaδbc + τbδac − τ cδab − iabc]Ψ
+ (1/8)J0σΨγ5[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ][δab + iabdτd]Ψ
+ (1/8)JcσΨγ5[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ][τaδbc + τbδac
− τ cδab − iabc]Ψ
− (1/16)S0σΨγ5[iηνηµσ − iησνηµ + ηνσµσ − ησνσµ − σνµγ5
+ iσνλγ5σ
µ
λ][δab + iab
dτd]Ψ
− (1/16)ScσΨγ5[iηνηµσ − iησνηµ + ηνσµσ − ησνσµ − σνµγ5
+ iσνλγ5σ
µ
λ][τaδb
c + τbδa
c − τ cδab − iabc]Ψ
+ (1/8)K0σΨ[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ][δab + iabdτd]Ψ
+ (1/8)KcσΨ[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ][τaδbc + τbδac
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− τ cδab − iabc]Ψ
+ (1/8)K0Ψ[η
µν − iσµν ][δab + iabdτd]Ψ
+ (1/8)KcΨ[η
µν − iσµν ][τaδbc + τbδac − τ cδab − iabc]Ψ
Ja
µKb
ν = (1/4)[iJa
∗Sbµν + iJb∗Saµν − iKaSbµν − iKbSaµν + JaµKbν
+ Ja
νKb
µ + Jb
µKa
ν + Jb
νKa
µ − JaσKbσηµν − JbσKaσηµν
+ δab(iJ0
∗S0µν − iJc∗Scµν − iK0S0µν + iKcScµν + J0µK0ν
+ J0
νK0
µ − JcµKcν − JcνKcµ − J0σK0σηµν + JcσKcσηµν)]
+ (1/4)ab
c[−iJ0Kcηµν + iK0Jcηµν + JcσJ0λµνσλ +KcσK0λµνσλ
+ (1/2)i(−S0µσ∗Scσν − S0νσ∗Scσµ + Scµσ∗S0σν + Scνσ∗S0σµ)]. (F.1)
a− 0 case:
Ja
µK0
ν = Ψτaγ
µ(ΨΨ)γ5γ
νΨ
= − (1/8)JiΨγ5γµγντaτ iΨ + (1/8)JiσΨγ5γµγσγντaτ iΨ
− (1/16)SiσΨγ5γµσσγντaτ iΨ
+ (1/8)KiσΨγ
µγσγντaτ
iΨ + (1/8)KiΨγ
µγντaτ
iΨ
= − (1/8)J0Ψγ5[ηµν − iσµν ]τaΨ− (1/8)JcΨγ5[ηµν − iσµν ][δac + iacdτd]Ψ
+ (1/8)J0σΨγ5[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ]τaΨ
+ (1/8)JcσΨγ5[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ][δac + iacdτd]Ψ
− (1/16)S0σΨγ5[iηνηµσ − iησνηµ + ηνσµσ − ησνσµ − σνµγ5
+ iσνλγ5σ
µ
λ]τaΨ
− (1/16)ScσΨγ5[iηνηµσ − iησνηµ + ηνσµσ − ησνσµ − σνµγ5
+ iσνλγ5σ
µ
λ][δa
c + ia
cdτd]Ψ
+ (1/8)K0σΨ[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ]τaΨ
+ (1/8)KcσΨ[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ][δac + iacdτd]Ψ
+ (1/8)K0Ψ[η
µν − iσµν ]τaΨ
+ (1/8)KcΨ[η
µν − iσµν ][δac + iacdτd]Ψ
Ja
µK0
ν = (1/4)[iJ0
∗Saµν + iJa∗S0µν − iK0Saµν − iKaS0µν + J0µKaν
+ J0
νKa
µ + Ja
µK0
ν + Ja
νK0
µ − J0σKaσηµν − JaσK0σηµν ]
− (1/4)acd[iJcKdηµν + (1/2)JcσJdλµνσλ + (1/2)KcσKdλµνσλ
− (1/2)i(Sdµσ∗Scσν + Sdνσ∗Scσµ)] (F.2)
0− a case:
J0
µKa
ν = Ψγµ(ΨΨ)τaγ5γ
νΨ
= − (1/8)JiΨγ5γµγντ iτaΨ + (1/8)JiσΨγ5γµγσγντ iτaΨ
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− (1/16)SiσΨγ5γµσσγντ iτaΨ
+ (1/8)KiσΨγ
µγσγντ iτaΨ + (1/8)KiΨγ
µγντ iτaΨ
= − (1/8)J0Ψγ5[ηµν − iσµν ]τaΨ− (1/8)JcΨγ5[ηµν − iσµν ][δac − iacdτd]Ψ
+ (1/8)J0σΨγ5[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ]τaΨ
+ (1/8)JcσΨγ5[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ][δac − iacdτd]Ψ
− (1/16)S0σΨγ5[iηνηµσ − iησνηµ + ηνσµσ − ησνσµ − σνµγ5
+ iσνλγ5σ
µ
λ]τaΨ
− (1/16)ScσΨγ5[iηνηµσ − iησνηµ + ηνσµσ − ησνσµ − σνµγ5
+ iσνλγ5σ
µ
λ][δa
c − iacdτd]Ψ
+ (1/8)K0σΨ[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ]τaΨ
+ (1/8)KcσΨ[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ][δac − iacdτd]Ψ
+ (1/8)K0Ψ[η
µν − iσµν ]τaΨ
+ (1/8)KcΨ[η
µν − iσµν ][δac − iacdτd]Ψ
J0
µKa
ν = (1/4)[iJ0
∗Saµν + iJa∗S0µν − iK0Saµν − iKaS0µν + J0µKaν
+ J0
νKa
µ + Ja
µK0
ν + Ja
νK0
µ − J0σKaσηµν − JaσK0σηµν ]
+ (1/4)a
cd[iJcKdη
µν + (1/2)JcσJdλ
µνσλ + (1/2)KcσKdλ
µνσλ
− (1/2)i(Sdµσ∗Scσν + Sdνσ∗Scσµ)] (F.3)
0− 0 case:
J0
µK0
ν = Ψγµ(ΨΨ)γ5γ
νΨ
= − (1/8)JiΨγ5γµγντ iΨ + (1/8)JiσΨγ5γµγσγντ iΨ
− (1/16)SiσΨγ5γµσσγντ iΨ
+ (1/8)KiσΨγ
µγσγντ iΨ + (1/8)KiΨγ
µγντ iΨ
= − (1/8)J0Ψγ5[ηµν − iσµν ]Ψ− (1/8)JcΨγ5[ηµν − iσµν ]τ cΨ
+ (1/8)J0σΨγ5[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ]Ψ
+ (1/8)JcσΨγ5[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ]τ cΨ
− (1/16)S0σΨγ5[iηνηµσ − iησνηµ + ηνσµσ − ησνσµ − σνµγ5
+ iσνλγ5σ
µ
λ]Ψ
− (1/16)ScσΨγ5[iηνηµσ − iησνηµ + ηνσµσ − ησνσµ − σνµγ5
+ iσνλγ5σ
µ
λ]τ
cΨ
+ (1/8)K0σΨ[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ]Ψ
+ (1/8)KcσΨ[η
µσγν + ησνγµ − ηµνγσ − iµσνλγ5γλ]τ cΨ
+ (1/8)K0Ψ[η
µν − iσµν ]Ψ + (1/8)KcΨ[ηµν − iσµν ]τ cΨ
J0
µK0
ν = (1/4)[iJ0
∗S0µν + iJc∗Scµν − iK0S0µν − iKcScµν + J0µK0ν + J0νK0µ
+ Jc
µKcν + Jc
νKcµ − J0σK0σηµν − JcσKcσηµν ] (F.4)
Appendix G
Fierz Identities for Rank-2 Skew Tensor
Currents
This appendix contains a more detailed version of the derivation of the Fierz iden-
tities for S0
µν , ∗S0µν , Saµν and ∗Saµν . Let us first derive expressions for S0µν and
∗S0µν , using the Fierz identities for JK vector current products derived in appendix
F. Consider the following expression, obtained from the Fierz identity (F.4) and
subtracting the Pauli trace of (F.1):
J0
µK0
ν − JaνKaµ = iJ0∗S0µν − iK0S0µν − (1/2)J0µK0ν − (1/2)J0νK0µ
+ (1/2)Ja
µKaν + (1/2)Ja
νKaµ + (1/2)J0σK0
σηµν − (1/2)JaσKaσηµν . (G.1)
Note that we have used the Fierz forms that have no stand-alone Pauli vector triplet
indices a = 1, 2, 3. Similarly, using the same Fierz identities we can also form
Ja
µKaν − J0νK0µ = iJ0∗S0µν − iK0S0µν + (1/2)J0µK0ν + (1/2)J0νK0µ
− (1/2)JaµKaν − (1/2)JaνKaµ − (1/2)J0σK0σηµν + (1/2)JaσKaσηµν . (G.2)
Adding these two equations, we get
Ji
µKiν − JiνKiµ = 2i(J0∗S0µν −K0S0µν) (G.3)
which is antisymmetric in µ, ν. Another Fierz expression which is antisymmetric in
µ, ν, is
µνρκJ0ρK0κ = (1/4)
µνρκ[iJ0
∗S0ρκ + iJa∗Saρκ − iK0S0ρκ − iKaSaρκ + J0ρK0κ
+ J0κK0ρ + JaρK
a
κ + JaκK
a
ρ − J0σK0σηρκ − JaσKaσηρκ]
= − (1/8)(µνρκρκδτ )J0S0δτ − (1/8)(µνρκρκδτ )JaSaδτ
− (1/2)K0∗S0µν − (1/2)Ka∗Saµν
= (1/2)J0S0
µν + (1/2)JaS
aµν − (1/2)K0∗S0µν − (1/2)Ka∗Saµν (G.4)
where we have first canceled out all of the terms from (F.4) symmetric in µ, ν, then
applied the Levi-Civita double contraction identity
µνρσµνρ′σ′ = 2(δ
ρ
σ′δ
σ
ρ′ − δρρ′δσσ′) (G.5)
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in addition to the definition (7.13) to convert the S terms to ∗S, and vice-versa. The
other term we can contract with the Levi-Civita tensor, with no stand-alone Pauli
vector triplet indices is the trace over the Pauli index a. So after (again) canceling
all symmetric terms from (F.1) and applying the Levi-Civita contraction identity,
we get
µνρκJaρK
a
κ = (3/2)J0S0
µν − (1/2)JaSaµν − (3/2)K0∗S0µν + (1/2)Ka∗Saµν (G.6)
Taking the sum of (G.4) and (G.6), we obtain
µνρκJiρK
i
κ = 2(J0S0
µν −K0∗S0µν). (G.7)
Now take the combination of (G.3) and (G.7)
J0
µνρκJiρK
i
κ − iK0(JiµKiν − JiνKiµ)
= 2(J20S0
µν − J0K0∗S0µν + J0K0∗S0µν −K20S0µν). (G.8)
Canceling the middle two terms on the right-hand side and rearranging, we end up
with one of our identities
S0
µν = (1/2)(J20 −K20 )−1[J0µνρκJiρKiκ − iK0(JiµKiν − JiνKiµ)]. (G.9)
By comparison, the Abelian version of the identity is [10], [27],
sµν = (σ2 − ω2)−1[σµνρκjρkκ − iω(jµkν − jνkµ)], (G.10)
where we have used an alternate definition for the pseudoscalar, ω ≡ ψγ5ψ, as
opposed to the often used ψiγ5ψ. Now to calculate the dual, take an alternate
combination of (G.3) and (G.7)
K0
µνρκJiρK
i
κ − iJ0(JiµKiν − JiνKiµ)
= 2(J0K0S0
µν −K20 ∗S0µν + J20 ∗S0µν − J0K0S0µν) (G.11)
which immediately leads to
∗S0µν = (1/2)(J20 −K20 )−1[K0µνρκJiρKiκ − iJ0(JiµKiν − JiνKiµ)]. (G.12)
Let us now derive an expression for Sa
µν . We start by forming an expression from
the JK Lorentz vector current product Fierz identities, with a single Pauli vector
triplet index, (F.2) and (F.3),
Ja
µK0
ν + J0
µKa
ν = (1/2)[iJ0
∗Saµν + iJa∗S0µν − iK0Saµν − iKaS0µν + J0µKaν
+ J0
νKa
µ + Ja
µK0
ν + Ja
νK0
µ − J0σKaσηµν − JaσK0σηµν ],
(G.13)
which eliminates the Pauli Levi-Civita contracted terms that are in the separate a−0
and 0−a cases, as they are identical and of opposite sign in each. Subtracting (G.13)
from itself, but with the µ, ν terms flipped, will cancel all of the terms symmetric
in µ, ν:
(Ja
µK0
ν + J0
µKa
ν)− (JaνK0µ + J0νKaµ)
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= iJ0
∗Saµν + iJa∗S0µν − iK0Saµν − iKaS0µν . (G.14)
Another way to get rid of the terms symmetric in µ, ν is to contract (G.13) with
µνρκ:
µνρκ(JaρK0κ + J0ρKaκ)
= (1/2)µνρκ[iJ0
∗Saρκ + iJa∗S0ρκ − iK0Saρκ − iKaS0ρκ]
= −(1/4)(µνρκρκδτ )J0Saδτ − (1/4)(µνρκρκδτ )JaS0δτ −K0∗Saµν −Ka∗S0µν
= −(1/2)(δµτδνδ − δµδδντ )J0Saδτ − (1/2)(δµτδνδ − δµδδντ )JaS0δτ −K0∗Saµν
−Ka∗S0µν , (G.15)
where we have used the Levi-Civita tensor double contraction (G.5). Simplifying
gives
µνρκ(JaρK0κ + J0ρKaκ) = J0Sa
µν + JaS0
µν −K0∗Saµν −Ka∗S0µν . (G.16)
Now take the combination of (G.14) and (G.16):
J0
µνρκ(JaρK0κ + J0ρKaκ)− iK0[(JaµK0ν + J0µKaν)− (JaνK0µ + J0νKaµ)]
= J20Sa
µν + J0JaS0
µν − J0K0∗Saµν − J0Ka∗S0µν +K0J0∗Saµν +K0Ja∗S0µν
−K20Saµν −K0KaS0µν
= (J20 −K20 )Saµν + (J0Ja −K0Ka)S0µν + (K0Ja − J0Ka)∗S0µν . (G.17)
Let us rewrite the second and third terms on the right-hand side, by substituting
the S0
µν and ∗S0µν identities, (G.9) and (G.12):
(J0Ja −K0Ka)S0µν = (1/2)(J20 −K20 )−1[(J20Ja − J0K0Ka)µνρκJiρKiκ
+ i(K20Ka − J0K0Ja)(JiµKiν − JiνKiµ)]. (G.18)
Likewise, for the dual we have:
(K0Ja − J0Ka)∗S0µν = (1/2)(J20 −K20 )−1[(K20Ja − J0K0Ka)µνρκJiρKiκ
+ i(J20Ka − J0K0Ja)(JiµKiν − JiνKiµ)]. (G.19)
Summing these two equations together gives
(J0Ja −K0Ka)S0µν + (K0Ja − J0Ka)∗S0µν
=
J20 +K
2
0
2(J20 −K20 )
[Ja
µνρκJiρK
i
κ + iKa(Ji
µKiν − JiνKiµ)]
− J0K0
J20 −K20
[Ka
µνρκJiρK
i
κ + iJa(Ji
µKiν − JiνKiµ)]. (G.20)
Substituting this into (G.17) and rearranging, we finally get
Sa
µν = (J20 −K20 )−1{J0µνρκ(JaρK0κ + J0ρKaκ)− iK0[(JaµK0ν + J0µKaν)
− (JaνK0µ + J0νKaµ)]} − J
2
0 +K
2
0
2(J20 −K20 )2
[Ja
µνρκJiρK
i
κ + iKa(Ji
µKiν − JiνKiµ)]
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+
J0K0
(J20 −K20 )2
[Ka
µνρκJiρK
i
κ + iJa(Ji
µKiν − JiνKiµ)]. (G.21)
Now let us derive the dual, ∗Saµν by considering the alternate combination:
K0
µνρκ(JaρK0κ + J0ρKaκ)− iJ0[(JaµK0ν + J0µKaν)− (JaνK0µ + J0νKaµ)]
= J0K0Sa
µν +K0JaS0
µν −K20 ∗Saµν −K0Ka∗S0µν + J20 ∗Saµν + J0Ja∗S0µν
− J0K0Saµν − J0KaS0µν
= (J20 −K20 )∗Saµν + (K0Ja − J0Ka)S0µν + (J0Ja −K0Ka)∗S0µν . (G.22)
Again, we rewrite the second and third terms, by substituting identities (G.9) and
(G.12):
(K0Ja − J0Ka)S0µν = (1/2)(J20 −K20 )−1[(J0K0Ja − J20Ka)µνρκJiρKiκ
+ i(J0K0Ka −K20Ja)(JiµKiν − JiνKiµ)]. (G.23)
The dual term is
(J0Ja −K0Ka)∗S0µν = (1/2)(J20 −K20 )−1[(J0K0Ja −K20Ka)µνρκJiρKiκ
+ i(J0K0Ka − J20Ja)(JiµKiν − JiνKiµ)]. (G.24)
Summing the two:
(K0Ja − J0Ka)S0µν + (J0Ja −K0Ka)∗S0µν
=
J0K0
J20 −K20
[Ja
µνρκJiρK
i
κ + iKa(Ji
µKiν − JiνKiµ)]
− (J
2
0 +K
2
0 )
2(J20 −K20 )
[Ka
µνρκJiρK
i
κ + iJa(Ji
µKiν − JiνKiµ)]. (G.25)
Finally, after substituting this into (G.22) and rearranging, we get:
∗Saµν = (J20 −K20 )−1{K0µνρκ(JaρK0κ + J0ρKaκ)− iJ0[(JaµK0ν + J0µKaν)
− (JaνK0µ + J0νKaµ)]}+ J
2
0 +K
2
0
2(J20 −K20 )2
[Ka
µνρκJiρK
i
κ + iJa(Ji
µKiν − JiνKiµ)]
− J0K0
(J20 −K20 )2
[Ja
µνρκJiρK
i
κ + iKa(Ji
µKiν − JiνKiµ)]. (G.26)
Comparing this identity with the identity for Sa
µν , (G.21), we can make the obser-
vations that the first terms are the same in each, but with the J0 and K0 terms
interchanged (similarly to the S0
µν and ∗S0µν comparison). Likewise, the second
and third terms of both identities are the same, but with the Ja and Ka terms
interchanged, along with the signs, which are flipped with respect to each other.
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