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Abstract 
 
 Because the Schrödinger equation cannot be solved analytically for systems larger 
than hydrogen, approximate solution methods must be applied to study systems of 
chemical interest. Quantum Monte Carlo is one of these methods.  Quantum Monte Carlo 
simulations involve the diffusion of walkers through configuration space and necessitate 
the use of one of two imaginary time propagators, 2nd or 4th order. The choice of the 
propagator implemented depends on a balance between accuracy and efficiency. 
Obtaining accurate solutions is the primary objective; once this is accomplished, finding 
ways to make the simulations efficient is the next intention. Using a model system of a 
multidimensional harmonic oscillator, this study inte ds to compare and contrast both 2nd 
and 4th order propagators' diminished accuracy as the dimensionality of the system is 
increased. Two phases of the propagation are sampled to determine accuracy: a single 
propagation step and the asymptotic limit.  To testhe accuracy after one step, we start a 
simulation by placing walkers at the origin, moving them forward one time step in 
imaginary time, creating normalized histograms of their positions and comparing these 
with the known result for the imaginary time propagation of the delta function centered at 
x=0.  The convergence of the simulation is determined by observing the change in 
distribution from the known asymptotic limit distribution.  This is done by distributing 
the walkers in the known asymptotic distribution and observing the change in average 
weight upon further propagation.  A converged distribution’s average weight will not 
change. 
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Chapter I :  Introduction 
 
Diffusion Quantum Monte Carlo 
 
 Quantum mechanics is a theory of physics which modifies many of the underlying 
principles on which classical mechanics is based.  Chemists use the theory of quantum 
mechanics with applications to matter (i.e. moleculs, atoms, and subatomic particles), 
and at this level, the disparities between quantum mechanics and the more intuitive 
classical mechanics are more pronounced.  It may seem most obvious that light behaves 
like a wave; however, matter too, exhibits wavelike properties.  These properties can be 
described by wave functions, noted as Ψ , which are functions in quantum mechanics 
employed to illustrate the nature of matter at the atomic level.  The wave function 
contains all the information we can possibly know about the system it describes [Levine 
2000].  At the root of quantum mechanics lies the Schrödinger equation.   
 Ψ=Ψ EĤ  (1) 
Ĥ , known as the Hamiltonian, is a quantum mechanical operator.  If a function is an 
eigenfunction of the operator, an operator is a procedure which operates on the function, 
abstracts information from the function in the form of a scalar or vector quantity, and 
returns the function.  Since the Hamiltonian operator corresponds to the energy of the 
system, the constant E  can be thought of as the total energy [Ratner and Schatz 2000].  
Total energy can usually be built from two pieces, kinetic energy T̂ and potential energy 
V , which will be discussed in further detail later.  Although solving this 
 2 
eigenvalue/eigenfunction equation is a central problem for theoretical chemists, the 
largest system for which the exact eigenfunctions and eigenvalues have been calculated 
from the Schrödinger equation is the hydrogen molecular ion, H2
+ [Hameka 1975].  
Therefore, if we want to apply quantum mechanics to problems that are of chemical 
interest, we must resort to approximate methods [Hameka 1975].   
 The equation above is known as the time-independent Schrodinger equation.  It is 
a specialized version of a more general equation which depends on spatial coordinates 





Ψ∂=Ψ hˆ  (2) 
When the Hamiltonian for a single particle in one dimension is inserted, the equation 












h  (3) 
This allows the observation of time evolution of the wave function.  The units of 












With an addition of a first-order rate term, the diffusion equation takes on an identical 















 By exploiting the correspondence between the diffusion equation and the time 
dependent Schrödinger equation, the Schrödinger equation can be effectively solved to 
find a solution for the wave function using Diffusion Quantum Monte Carlo (DQMC).  
DQMC is one of the approximate methods for solving the Schrödinger equation, but 
instead of using complex matrices and determinants, it is a stochastic sampling process 
[Manten and Lüchow 2001].  This exploitation arises by simulating the diffusion of 
imaginary particles through a random walk process [Anderson 1975].  These imaginary 
particles are called psips, replicas of the system, or walkers.  Walkers are placeholders 
used in Quantum Monte Carlo simulations and each walker is a snapshot of a particular 
dynamic property or parameter of interest.  With a collection of walkers, these numerous 
snapshots give light to the larger picture and the system as a whole.  Since there is no 
way to directly measure the value for the wave functio  at any particular configuration, it 
needs to be evaluated by determining the density of walkers in configuration space 
[McCoy 2007].   
 
Propagators in Imaginary Time 
 
Diffusion Monte Carlo simulations are based on application of the imaginary time 
propagator to a set of walkers to simulate the diffus on described by equations (4) and 
(5).  The imaginary time propagator is defined as the operator: 
 )ˆexp(ˆ hττ HP −=  (6) 
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When applied to a wave function, the function is moved forward in imaginary time some 
τ∆ : 
 ( ) ( ) ( )τττττ τ ,)ˆexp(,ˆ, xHxPx Ψ∆−=Ψ=∆+Ψ ∆ h  (7) 
If τ∆  is small, then the Hamiltonian can be split to write a short-time approximation to 
the propagator as: 
 ≈∆+−=∆− ))ˆ(exp()ˆexp( hh ττ VTH  
 )2exp()ˆexp()2exp( hhh τττ ∆−∆−∆− VTV  (8) 































































The kinetic and potential energy operators do not commute, meaning the order in which 
the operators are applied matters [Szabo and Ostlund 1982]: 
 TVVT ˆˆ ≠  (11) 
Since the kinetic and potential energy operators do not commute, it follows: 
 )exp()ˆexp())ˆ(exp( hhh τττ ∆−∆−≠∆+− VTVT  (12) 
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However, the propagator can be approximated by the factorization of the operators.  The 
2nd order propagator is the factorization that approximates the true propagator to the 2nd 
order of τ∆ .  If the propagator is approximated as shown in equation (8), it can be shown 
through the multiplication of the power series expansions, that the approximation is 
accurate to the 2nd order in τ∆ : 
 )2exp()ˆexp()2exp()ˆexp( hhhh ττττ ∆−∆−∆−=∆− VTVH + 3τ∆ terms (13) 













222 τττ VVV  (14) 













222 τττ TTT  (15) 
If the expansions are inserted, it can be shown that this factorization is equal to the exact 
propagator out to the second order of τ∆ . 
This split operator factorization of the potential erm with the free particle 
propagator in imaginary time between the two is know  as the 2nd order propagator.  This 
is because it approximates the propagator through a power series expansion out to the 
second order of τ∆ .  In a similar manner, a fourth order operator wasdeveloped by 
Suzuki [1995] and has the form [Chiesa, Mella, Morosi, and Bressanini 2003]: 
 ×∆−∆−∆−≈∆− )exp()2ˆexp()6exp()ˆexp( * hhhh ττττ VTVH


















The T̂  and V  terms in the exponential are unique to the Hamiltonian of the model 
system.   
The general form of the application of the propagator on the wave function, 
( )ττ ,)ˆexp( xH Ψ∆− h , can also be written as a power series expansion where it takes on 
the form: 


































+∆−+∆−+ Khh  (17) 
If the spatial part of ( )τ,xΨ  is an eigenfunction of the Hamiltonian, such as the stationary 
ground state of the system, the result becomes: 

















x Ψ∆−Ψ∆+Ψ∆−Ψ  (18) 
Where now ( )τ,xΨ can be factored out and equation (18) can be rewritt n as: 

















This illustrates a technical problem with the general form of the imaginary-time 
propagator as written in that further propagation of the wave function will cause it to 
decay to zero everywhere.  This would lead to termination of the DQMC simulation 
because all of the walkers would die out.  To prevent this, the coefficient of ( )τ,xΨ  on 
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the left hand side of equation (19) should equal one.  This can be done by selecting a 
reference ground state energy of the system, refE to subtract from the resulting scalar 
energy quantity obtained by the operation of the Hamiltonian on the wave function.  The 
propagator then takes the form: 















This means upon operating on ( )τ,xΨ , and with a well chosen refE  the terms in the 
exponential should become zero and the result is simply ( )τ,xΨ .  With this alteration, in 
the long time limit the distribution of walkers in space approaches the ground state wave 
function [Sandler, Buch, and Sadlej 1996].  To obtain a stable configuration of walkers 
and a stable wave function, a sufficient amount of time must elapse [Reynolds, Ceperley, 
Adler, and Lester 1982].  Time can evolve by repeatedly applying the propagator or 
simply taking larger time steps.  The advantage of the 4th order propagator is that it takes 




 Molecular vibrations are an important physical feature in chemistry.  Infrared and 
Raman spectroscopy are two popular forms of vibration l spectroscopy.  To attribute the 
features in a vibrational spectrum to a specific molecule, a mathematical model is needed 
that allows us to use wave functions and energies to interpret those features in terms of a 
particular molecule’s vibrational properties.  One of these vibrational models is the 
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harmonic oscillator.  The harmonic oscillator is the simplest quantum mechanical 
vibrational model.  It has a parabolic potential energy defined by ( ) 2
2
1
kxxV =  and a total 
vibrational system energy of )21( += υωυ hE  where k  is defined as the bond force 
constant, x  as the bond displacement from equilibrium, h  is Planck’s constant divided 
by π2 , ω  is the fundamental harmonic frequency defined as mk , and υ  is the 
vibrational quantum number which can take on any non- egative integer value including 
zero [Wilson, Decius, and Cross 1955].  At lower energy levels (i.e. low vibrational 
quantum numbers) this model is quite accurate; however, at higher levels this model 
breaks down as energy levels are equally spaced and allows energy levels up to infinity.  
This means that it would require infinite energy to break a valence bond [Wilson, Decuis, 
and Cross 1955], and this violates the concept of bond dissociation.   
The corresponding harmonic oscillator wave functions are of the form: 




41mk=α  is a constant with units of inverse length, and υN  and υH  are the 
normalization constant and Hermite polynomial respectiv ly.  For the harmonic oscillator 







=N  (22) 
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Hermite polynomials, υH , are also incorporated in the harmonic oscillator wave function 
and these polynomials are functions of α  and x .  The first three polynomials are given 




























With this information, normalized wave functions and energies can be found for any 
quantum mechanical vibrational level. 
This study takes advantage of previous knowledge of a simple system such as the 
harmonic oscillator and looks to find accurate methods for achieving the known results 
through Quantum Monte Carlo simulations.  Comparisons between simulations and 
known results can then be drawn to determine how these methods can be applied to 










Chapter II:  Experimental 
 
The following chapter will outline how known results of the multi-dimensional 
harmonic oscillator are obtained in the form of target wave functions.  The form of the 
target wave functions are dependent on the order of the propagator, number of 
propagations, time step, mass, bond force constant, and ultimately the potential energy 
surface of the model system.  DQMC simulations are structured to attempt to mirror 
those results based on the same set of variables. 
 
Obtaining Target Wave functions 
  
Diffusion Monte Carlo simulation results provide a w ve function for a given 
system.  A multidimensional harmonic oscillator was chosen as the model system in this 
study because of its simplicity in that vibrations are uncoupled in multiple dimensions, 
which allows the determination of the effectiveness of the simulation algorithm by 
measuring how closely the density of walkers resembl s the form of the well known 
harmonic oscillator wave function.  Calculating excited state wave functions becomes 
more intensive in DMC with the treatment of nodes [Sandler, Buch, and Sadlej 1996], so 
in this study only the ground state wave function is calculated.  With a multidimensional 
harmonic oscillator, a vector defined as ( )DxxxQ K21,=  replaces the one dimensional 








xxxV D =K  (24) 
 There are two different ways to propagate through imaginary time using either the 
2nd and 4th order propagators.  Like any other operator, these propagators require 
functions on which to operate.  Target wave functions f the propagation are obtained by 
operating on an initial walker distribution (which will be either a delta function or a 
Gaussian in the simulations presented here) with the 2nd or 4th order propagator. 
Fourier transforms are necessary to evaluate the action of the operator )ˆexp( Tβ−  
that appears in the propagator.  If a function ( )xf  is an eigenfunction of T̂ : 
 ( ) ( )xtfxfT =ˆ  (25) 
Then ( )xf  is also an eigenfunction of )ˆexp( Tβ− : 
 ( ) ( )xftxfT )exp()ˆexp( ββ −=−  (26) 
Because plane waves are eigenfunctions of T̂ , ( )xf  can be decomposed into a linear 
combination of plane waves.  To do this, a Fourier t ansform must be performed on 
( )xf .  A Fourier transform is an example of an integral tr nsform which is generically 
written as: 
 ( ) ( ) ( )∫
∞
∞−
= dxxfkxKkg ,  (27) 
where ( )kxK , is the kernel of the transform and x  and k  have units which are 
reciprocals of each other.  For a Fourier transform, we set ( ) π2, ikxekxK =  and the 
integral transform becomes: 
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The Fourier transform is invertible, meaning that we can reconstruct ( )xf  from ( )kg : 







Operating on ( )xf  and its integral representation with )ˆexp( Tβ− : 








β  (30) 
Because T̂  includes derivative operators related to the position x  of the particle, it only 
acts on functions that x  have in them.  Because )exp( ikx−  is an eigenfunction of T̂ : 
 ( ) =−−−=−− )exp(2)(exp)exp()ˆexp( 22 ikxmkikxT hββ  
 )exp()2exp( 22 ikxmk −− hβ  (31) 
When this result is inserted into the integral: 








β  (32) 
When the integral on the right hand side is computed, the action of the operator 
)ˆexp( Tβ−  on ( )xf  is evaluated. 
A common convenient “function” used in quantum mechanics is the Dirac delta 
function.  This function is also convenient for simulations as it is easy to represent a delta 
function with distribution of walkers starting at the same coordinates.  The delta function 
is a mathematical construct, which is called a generalized function [Boas 1966], with the 
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properties such that it is a thin peak at a particular coordinate ( )0x  which goes to infinity, 
where everywhere other than ( )0x , the value of the delta function is zero: 
 ( ) ∞=− 0xxδ , at x=x0  
 ( ) 00 =− xxδ , everywhere else (33) 
The integral of the delta function over all space is one: 
 ( ) 10 =−∫
∞
∞−
dxxxδ  (34) 
also, 
 ( ) ( ) ( )00 xfdxxfxx =−∫
∞
∞−
δ  (35) 
 By operating on the delta function, a target wave function is created that 
represents the distribution of an ensemble of walkers, all initially at 0xx = , following one 
time step of propagation.  The resulting target wave function may also be propagated 
further in time by simply applying the propagator t the newly acquired function.  
Because the harmonic oscillator is chosen as the model system, the propagation result on 
the delta function is a Gaussian.  Because, the Fourier transform of a Gaussian is another 
Gaussian, the result of further propagation is also Gaussian. 
 In the long-time limit, the walker distribution should reach a point where further 
propagation leaves the distribution unchanged.  Themethod described by Orlandi, Rosa-
Clot, and Taddei [1999] was used to find these asymptotic distributions for both the 2nd 
and 4th order propagators at various values of the time step (see Appendix B for 
FORTRAN77 Programs, B-8, and B-9 for 2nd and 4th order Green’s function programs 
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respectively).  Matrix diagonalization subroutines were taken from Eispack [Eispack 
2005].  To give an overview of this method, the following equation is solved for refE  and 
c  to find the values where further propagation leaves th  Gaussian unchanged: 
 )exp(][)exp()exp( 22 cxpropagatorEcx ref −××∆=− hτ  (36) 
Application of the propagator to the Gaussian introduces a constant A  which will have a 
different form depending on the order of the propagator: 
 )exp()exp()exp( 22 cxAEcx ref −×∆=− hτ  (37) 
By equating the results of the Fourier transform that appears in equation (32) after one 
propagation of the 2nd order propagator to the form for an unchanged Gaussi n, values for 
A , refE , and c  can be calculated: 





























































































To leave the Gaussian unchanged, AEref ×∆ )xp( hτ  must be equal to one which gives 



















It’s important to note that these values of A , refE , and c  are dependent on the 
time step, mass, and bond force constant associated with the propagator.  The forms of A
and c  are shown for the 2nd order propagator, but are different for the 4th order 
propagator, yet they can be calculated in a similar m nner.  Table C-1 (see Appendix C) 
shows values for refE  and c  for the separate propagators for τ∆  values between 0.1 and 
3.0 atomic units.  Figure A-1 (see Appendix A) demonstrates the 2nd order propagator’s 
inability to provide an accurate refE  while the 4
th order propagator maintains an accurate 
refE  relative to the known ground state energy of the harmonic oscillator with increased 
time step.  Target wave functions for the 2nd and 4th order propagators were calculated by 




The aim of DQMC simulations is to obtain a wave function for the ground 
vibrational state of the multidimensional harmonic os illator based upon the walkers’ 
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density in configuration space.  The necessity for DQMC simulations lies in the fact that 
although we are able to obtain explicit results, as shown above, for the action of the 
propagator on the harmonic oscillator wave function, alternate more complicated systems 
cannot be treated explicitly.  For each propagator, we need to simulate the steps made 
through the transforms.  Using energetic information about the potential energy of the 
system, a form of the wave function can be constructed.  Because in the simulations all 
that is known about the system is the potential energy, a method for defining the 
importance of the walker’s contribution needs to be determined.      
As mentioned earlier, DQMC simulations follow the diffusion of walkers through 
configuration space.  The potential energy V  plays the role of a first order rate term in 
the diffusion process.  The effects of this first order rate term are incorporated into 
DQMC simulations by assigning weights to each walker.  Weight is a way of quantifying 
how important the walker’s contribution is to the wave function.  The weight of a walker 
is determined from its original weight multiplied by the transition probability in reference 





















As explained earlier, refE  is the time step corrected ground state energy and is 
chosen in an attempt to maintain walker population.  In any given move through 
configuration space, the weight of an individual waker is likely to change, yet to obtain a 
converged wave function, the walkers’ total weight needs to be stabilized [Suhm and 
Watts 1991]. 
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There are two types of simulations performed.  One typ of simulation compares 
the density of walkers to a target function after a single time step of propagation and 
another type determines the ability of the simulation to find a converged wave function of 
the asymptotic limit in multidimensional space.   
Working in atomic units, 1=== mk h  simplifies arithmetic and coding of the 
programs.  To simulate the result obtained by propagating a delta function for one time 
step, all walkers were started at the origin each wit a weight of 1.0.  Walkers are started 
at the origin and moved a random distance in each dimension drawn from a Gaussian 
distribution proportional to 
m
τ∆
 [Reynolds, Ceperley, Adler, Lester 1982] [Suhm and
Watts 1991].  The diffusion of a walker depends on its mass and the time step given to 
propagate.  This simulates the effect of the two Fourier transforms in the 2nd order 
propagator.  The movement of the walker is done withou  consideration of the potential 
energy surface, and the results of the first two Fourier transforms are Gaussians and are 
inconsequential to the shape of the potential energy surface.  However, the potential 
energy of the original ( )oldQV , and new ( )newQV  vectors, are calculated and used in the 
calculation of weight.  This process is repeated for each of walkers in a 2nd order 
propagator simulation (see B-1).   
The simulation of the 4th order resembles the 2nd order simulation, but as seen 
earlier, the propagator broken into more pieces which bring in more terms and moves the 
walkers by “half steps”.  In the 4th order simulation (see B-6), there are three potential 
energies of interest: where the walker starts, ( )oldQV , where the walker takes its first 
 18 
“half step”, ( )midQV , and where the walker finishes, ( )newQV .  Once initiated, the walker 
will move a Gaussian random distance in each dimension proportional to 
m2
τ∆
.  Here is 
where ( )midQV  is determined along with values represented by ∗V  in the 4th order 
propagator.  This includes a value called G  which is the sum of the square of the 















.  The walker takes another “half 
step” being moved another Gaussian random distance in each dimension proportional to 
m2
τ∆
 where ( )newQV  is calculated.  The weight of the walker for the 4th order propagator 
can then be determined by: 
 


























By creating a density profile of the walkers, these results can then be compared to the 
target wave function obtained by the Fourier transform result of one propagation while 
varying time step and dimensionality. 
The other simulations investigate the effect of high dimensionality on the 
simulations to produce the asymptotic wave function of the 2nd order propagator with a 
time step of 0.1=∆τ  atomic unit.  In these simulations, the walkers are r ndomly 
distributed in the shape of a Gaussian defined by the asymptotic wave function produced 
by equation (37).  The walkers were started with an initial average weight of 1.0.  To 
observe the dimensionality effect on stability of the walkers, 5,000 simulations of 5,000 
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walkers in 5, 15, and 30 dimensions are propagated using a time step of 0.1=∆τ  atomic 
unit.  A histogram of the simulations was created to show the average weight after each 
simulation and the number of simulations that achieve that average weight (see B-10). 
 From the simulations, using the walkers’ weights and positions, histograms are 
created.  These histograms provide us with the essence of the wave function.  The 
histograms are created by separating regularly spaced segments of the bond displacement 
axis into bins and then grouping together walkers of similar weights within those bins 
(see B-5).  The weights from the number of walkers in each bin are then summed and the 
histogram is normalized.  After normalization, comparisons of simulations with differing 
number of walkers using the Kolmogorov-Smirnov (K-S) test can be made.  The K-S test 
is a statistical test that determines how closely a distribution fits another.  This test is 
















Two different methods were implemented to determine the accuracy of the 
simulations, average weight and the Kolmogorov-Smirnov (K-S) test.  These methods 
sample two different phases of the simulation.  TheK-S test follows what happens to the 
delta function after one propagation using the 2nd or 4th order propagator in multiple 
dimensions while varying the time step.  Because this study has the advantage of 
previous knowledge of targeted results based on the calculation of target wave functions, 
comparisons can be made between results of the simulat on and the target.  The K-S test 
determines how closely the histograms resemble the targ t wave functions obtained by 
the Fourier transforms.  An accurate simulation will fol ow the target function exactly.  
The results of the K-S test give a numerical value between 0 and 1 where a value of 0 
represents a poor correlation between the distributions and 1 represents a good correlation 
between the distributions. 
 As stated earlier, Monte Carlo simulations are stochastic procedures that involve 
random number generation and these random numbers are not created out of thin air but 
rather, from a computer program that creates uniformly distributed random numbers.  The 
FORTRAN Program B-4 produced these random numbers [Press, Teukolsky, Vetterling, 
and Flannery 1992].  This program requires a complex algorithm along with a numerical 
seed value to be planted into the program.  In a given simulation, a random number seed 
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value may result in a simulation which is an outlier (good or bad K-S correlation) and 
may not be a good representation of how well the simulation is doing in terms of 
dimension, time step, and the number walkers.  To compensate for this, simulations were 
run in sets of 100 or 200 different random seed values to get an idea of how the entire 




The average weight of the walkers is determined by calculating the sum of the 
final weights of the walkers used in the simulation divided by the number of walkers in 











== 1  (44) 
where wN  is the number of walkers in the simulation.  Initially, each walker is distributed 
based on a Gaussian random number and is given a weight of 1.0 so the total weight of 
the walkers is equal to the number of walkers used in the simulation.  Equation (44) 
shows how the average weight has changed over the propagation.  This average weight 
analysis is indicative of whether or not the walkers have reached a stable configuration.  
When the average weight doesn’t change over more tim  or further propagation, it can be 
concluded that the distribution has reached a stable configuration.  The walkers’ average 
weight is highly dependent on the accuracy of refE  relative to the actual ground state 
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energy.  Using the Green’s function method, this value can be accurately determined.  If 
refE  is relatively low, the weight of the walkers will decrease while the simulated wave 
function will diminish and the density of walkers will not be sufficient to describe the 
wave function.  Yet, if refE  is relatively high, the weights of the walkers will continue to 
rise resulting in the amplitude of the simulated wave function continuing to increase with 
further propagation.  Using this average weight analysis method, a system whose ground 
state vibrational energy is unknown can be found by making an initial guess and from 
whether the average weight went down or up, the value for refE  can be adjusted up or 
down based on these results.  Figure A-2 is a histogram of 5,000 simulations’ walkers’ 
average weight in 5, 15, and 30 dimensions using the 2nd order propagator with a time 
step of one.  Even though refE  for this system is known, Figure A-2 shows that it needs 
to be adjusted and the adjustments to refE  are more drastic for simulations in higher 
dimensions.  These large fluctuations in average weight in higher dimensions are 





 Because the vibrations of the harmonic oscillator re uncoupled in multiple 
dimensions, a single dimension of the walkers’ positi ns can be analyzed and it should be 
similar to other dimensions.  It is not likely that a distribution will arrive where it 
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produces a favorable result in describing the target wave function in some dimension x 
whereas dimension y of the same simulation produces an unfavorable result.  If this were 
a potential issue, it too would be compensated for by using multiple seed values in the 
simulations for accuracy determinations.  The number of dimensions plays into the 
accuracy of the simulations in the following way: the density of walkers decreases with 
an increase in dimensions.  Figure A-3 and A-4 show this relationship for the 2nd and 4th 
order propagator respectively.  With an increase in dimensions, the fraction of K-S tests 
that produce a correlation above 0.99 drops dramatically.  Consequently, the wave 
function which corresponds to this density isn’t adequately described because of the 
insufficient number of walkers.  When the number of walkers in the simulation is 
increased, the number of seeds that produce K-S results with a higher correlation than 
0.99 goes up for each dimensionality (see A-5 and A-6).  However, the effect of doubling 
the number of walkers doesn’t drastically impact the accuracy of the higher dimensional 
system.  In fact, the decreased accuracy resulting from increased dimensionality is 
compounded by increased time step.  More drastic increases in the number of walkers 
may increase the accuracy as needed.  This result is startling because it has been 
commonly perceived that DMC was most useful to large, multidimensional systems 
[Anderson 1975].   
 Another feature of significance in Figures A-3, A-4, A-5, and A-6 lies in how the 
4th order propagator doesn’t seem to have improved results in comparison to the 2nd order 
propagator.  However, what needs to be considered is that although the 2nd order 
propagation seems to be just as accurate as the 4th order propagator as far as K-S tests are 
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concerned after one propagation, the error in the estimated ground state energy is 
considerably greater for the 2nd order than the 4th order estimate (see Figure A-1).  These 





















Chapter IV:  Conclusions 
 
 Although in this study, the simulations can be compared against targeted results, 
other systems will not have this luxury.  When the vibrational potential energy surface is 
known, the ground state vibrational energy and wave function can be determined using 
DQMC.  However, as this study shows, it is a delicate balance between accuracy and 
computational time.  To optimize computational time, simulations should use minimal 
walkers and large time steps without compromising accuracy.  Dimensions also influence 
the computational time but are inherent to the system of interest and are not adjustable 
parameters to the DQMC simulation.  The accuracy of a simulation depends on all three 
variables.  Increasing the number of walkers can compensate for the diminished accuracy 
of increasing the time step and dimensions, but this will also increase computational time. 
 The 4th order propagator is also more computationally exhausting than the 2nd 
order propagator.  However, the upside to the 4th order propagator is that it can take 
larger time steps and is less susceptible to time step error.  The 4th order propagator has a 
higher degree of accuracy when considering a system’  ground state energy, but it is just 
as susceptible as the 2nd order propagator to inaccuracies due to high dimensionality and 
decreased walker density.  When calculating the properties of an unknown system, the 
accuracy of the result is a premium.  Because obtaining accurate results is the first 
priority, and the inaccurate, highly efficient result has little value, the 4th order propagator 
should be heavily considered when performing DQMC simulations. 
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 Based on this work, many things need to be considered when designing a Monte 
Carlo Simulation.  The dimensionality of the system at hand needs to be fully explored by 
the number of walkers in the simulation.  Increasing the number of walkers used will cost 
increased computational time but is necessary to fully describe the wave function of the 
system.  Using large time steps is one way to quickly arrive at a converged wave 
function, but the error introduced by doing so may result in inaccurate calculation of the 
ground state energy.  Using a higher order propagator doesn’t aid in improving the 
density of walkers in high-dimensional configuration space, but it will arrive at a more 
accurate ground state energy.  High dimensional systems are also more sensitive to the 
error induced by increased time step. 
This work can be continued by numerically determining the relationship between 
the dimensionality of the system and the minimum nuber of walkers to maintain 
appropriate walker density.  The model system used in this study was the multi-
dimensional harmonic oscillator; however, this is not the most realistic vibrational model.  
Using DMC and a different vibrational model, simulations can be used to more closely 
resemble the results of observations.  These models will have more elaborate potential 
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Figure A-1: 2nd and 4th Order Reference Energies 
Green’s Function reference energies of the harmonic scillator for the 2nd and 4th order 






Figure A-2: Average Weight in the Asymptotic Limit 
This histogram represents the average weight of simulations of 5,000 walkers in a time 








Figure A-3: K-S Test, 2nd Order 5,000 walkers 
Each line represents a simulation in 1,2,3, or 10 dimensions and shows the decreased 
fraction of seed values which produce a K-S correlation of at least 0.99 as both time step 





















Figure A-4: K-S Test, 4th Order 5,000 walkers 
Each line represents a simulation in 1,2,3, or 10 dimensions and shows the decreased 
fraction of seed values which produce a K-S correlation of above 0.99 as both time step 




















Figure A-5: K-S Test, 2nd Order 10,000 walkers 
Each line represents a simulation of 1,2,3, or 10 dimensions and shows the decreased 
fraction of seed values which produce a K-S correlation of at least 0.99 as both time step 



















Figure A-6: K-S Test, 4th Order 10,000 walkers 
Each line represents a simulation in 1,2,3, or 10 dimensions and shows the decreased 
fraction of seed values which produce a K-S correlation of above 0.99 as both time step 























Program B-1: secondpropzero.f  
 
      program secondpropzero 
 implicit real*8 (a-h, o-z) 
 real*8 m 
 integer*4 DIMEN 
 common /rancom/ iv(32), iy, idum2, irseed 
 common /gaussc/ rnum, iflag 
 logical iflag 




c step 1 
 









 write (7,*) Nw, DIMEN, dt 
 Do 1 n=1,Nw 
c step 2(a) 
 
 Do 6537 k=1,DIMEN 
3 ranx = ranf()*(XMAX-XMIN)+XMIN 
c PARAMETER (XMAX = 1, XMIN = -1, NWALK = 100, DIMEN = 1) 
  
c F = exp(-0.559017*ranx**2) 
c F= exp(-.5*ranx**2) 
 F = exp(psi*ranx**2) 
 
 bigr = ranf() 
 if (bigr > F) goto 3 
 Q(k) = 0 
 6537 continue 
 
c step 2(b) 
 V1=0 
 Do 94 k=1,DIMEN 






 Do 5 k=1,DIMEN 
 Q(k) = Q(k)+gauss()*(dt/m)**(0.5) 
5 continue 
 
c step 2(d) 
 V2=0 
 Do 95 k=1,DIMEN 




c step 2(e) 
 Vavg=(V1+V2)/2 
 
c step 2(f) 
 W=exp(dt*(DIMEN*Eref-Vavg)) 
 
c step 2(g) 
 Z=Z+W 






























Program B-2: secondpropzerocheck.f 
 
      program secondpropzerocheck 
 implicit real*8 (a-h, o-z) 
 real*8 m 
 integer*4 DIMEN 
 common /rancom/ iv(32), iy, idum2, irseed 
 common /gaussc/ rnum, iflag 
 logical iflag 




c step 1 
 
 read *,DIMEN,Nw,dt,Eref,psi,irseed 
 











 Do 1 n=1,Nw 
c step 2(a) 
 
 Do 6537 k=1,DIMEN 
3 ranx = ranf()*(XMAX-XMIN)+XMIN 
c PARAMETER (XMAX = 1, XMIN = -1, NWALK = 100, DIMEN = 1) 
  
c F = exp(-0.559017*ranx**2) 
c F= exp(-.5*ranx**2) 
 F = exp(psi*ranx**2) 
 
 bigr = ranf() 
 if (bigr > F) goto 3 
 Q(k) = 0 
 6537 continue 
 
c step 2(b) 
 V1=0 
 Do 94 k=1,DIMEN 





 Do 5 k=1,DIMEN 
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 Q(k) = Q(k)+gauss()*(dt/m)**(0.5) 
5 continue 
 
c step 2(d) 
 V2=0 
 Do 95 k=1,DIMEN 




c step 2(e) 
 Vavg=(V1+V2)/2 
 area=0 
 Do 31 x=-5.99,44,0.01 




 Do 32 x=-24.99,25,0.01 
 check = exp(-((0.5*x**2)*dt)/2)*(m/(2*pi*dt))**(0.5)*exp(-m*x**2/(2*dt)) 
 write (7,*) x, check/area  
32 continue 
c step 2(f) 
 W=exp(dt*(DIMEN*Eref-Vavg)) 
 
c step 2(g) 
 Z=Z+W 




























 character*40 fname 
 character*40 fname2 
 
 real*8 c, d, csum, dsum, f, diff, difftot, dev, p, answer 
 
 read *,fname 
 read *,fname2 
 open (44, file=fname) 
 open (45, file=fname2) 
 dsum = 0 
 csum = 0 
 difftot = 0 
 p=0 
c # of bins with at least one walker in it 
 do 1 y=1,5000 
 read (44,*) dummy, d 
 read (45,*) dummy2, c 
 d=0.01*d 
 c=0.01*c 
 if (d.ne.0) then 
 p=1+p 
 end if 
 dsum = d+dsum 
c write (22,*) d, dsum 
 csum = c+csum 




c       write (23, *) y, dsum, csum, f, diff, difftot 
 dev=difftot*(p**(.5)+0.12+0.11/p**(.5)) 
 write (22,*) y, diff, f, difftot, p 
1 continue 
 call kstest(dev,answer) 














Program B-4: subs.f 
 
 double precision function gauss() 
  
 implicit real*8 (a-h, o-z) 
 
 logical iflag 
 
 common /gaussc/ rnum, iflag 
 



























 double precision function ranf() 
 
c --- uniform random number distribution (from Numerical Recipes). 
 
 implicit real*8 (a-h, o-z) 
 
 parameter (im1=2147483563) 
 parameter (im2=2147483399) 
 parameter (am=1.0d0/2147483563.0d0) 
 parameter (imm1=im1-1) 
 parameter (ia1=40014) 
 parameter (ia2=40692) 
 parameter (iq1=53668) 
 parameter (iq2=52774) 
 parameter (ir1=12211) 
 parameter (ir2=3791) 
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 parameter (ntab=32) 
 parameter (ndiv=1+imm1/ntab) 
 parameter (eps=1.0d-12) 
 parameter (rnmx=1.0d0-eps) 
 
 common /rancom/ iv(ntab), iy, idum2, irseed 
 





 do 100 j=ntab+8, 1, -1 
 k=irseed/iq1 
 irseed=ia1*(irseed-k*iq1)-k*ir1 
 if (irseed.lt.0) irseed=irseed+im1 
 if (j.le.ntab) iv(j)=irseed 

















 if (iy.lt.1) iy=iy+imm1 
 
















Program B-5: hist.f 
 
 program hist 
 dimension bins(5000) 
 read (7,*) Nw 
 Do 44 y=1,5000 
 bins(y)=0 
44 continue 
 DO 9 N=1,Nw 
 
c read (7,*) Q, W 
 read (7,*) Q, dummy, W 
c reads fort.7 
 
 IG=(Q+25)*100+1 








 Do 77 IG=1,5000 
 Q=(float(IG)/100)-25 

























Program B-6: fourthpropzero.f 
 
      program fourthpropzero 
 
 implicit real*8 (a-h, o-z) 
 real*8 m 
 integer*4 DIMEN 
 common /rancom/ iv(32), iy, idum2, irseed 
 common /gaussc/ rnum, iflag 
 logical iflag 




c step 1 
 










 write (7,*) Nw, DIMEN, dt 
 Do 1 n=1,Nw 
c step 2(a) 
 
 Do 6537 k=1,DIMEN 
3 ranx = ranf()*(XMAX-XMIN)+XMIN 
c PARAMETER (XMAX = 1, XMIN = -1, NWALK = 100, DIMEN = 1) 
  
c F = exp(-0.559017*ranx**2) 
c F = exp(-0.5005344*ranx**2) 
 F = exp(psi*ranx**2) 
  
 bigr = ranf() 
 if (bigr > F) goto 3 
 Q(k) = 0 
 6537 continue 
 
c step 2(b) 
 V1=0 
 Do 94 k=1,DIMEN 













c step 2(d) 
 Vmid=0 
 Do 95 k=1,DIMEN 




c step 2(e) 
 G=0 





c step 2(f) 
 S=(1.0/72.0)*(dt**2)*G/m 
 
c step 2(g) 
 do 6 k=1,DIMEN 
 Q(k) = (Q(k)+gauss()*((dt/(2*m))**(0.5))) 
6 continue 
 
c step 2(h) 
 V2=0 
 Do 58 k=1,DIMEN 




c step 2(i) 




c step 2(j) 
 W=exp(dt*(DIMEN*Eref-Vavg-S)) 
 
c step 2(g) 
 Z=Z+W 







 write (6, *) DIMEN,Nw,dt,ha,SD 
 end 
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Program B-7: fourthpropzerocheck.f 
 
      program fourthpropzerocheck 
 
 implicit real*8 (a-h, o-z) 
 real*8 m 
 integer*4 DIMEN 
 common /rancom/ iv(32), iy, idum2, irseed 
 common /gaussc/ rnum, iflag 
 logical iflag 




c step 1 
 














 Do 1 n=1,Nw 
c step 2(a) 
 
 Do 6537 k=1,DIMEN 
3 ranx = ranf()*(XMAX-XMIN)+XMIN 
c PARAMETER (XMAX = 1, XMIN = -1, NWALK = 100, DIMEN = 1) 
  
c F = exp(-0.559017*ranx**2) 
c F = exp(-0.5005344*ranx**2) 
 F = exp(psi*ranx**2) 
  
 bigr = ranf() 
 if (bigr > F) goto 3 
 Q(k) = 0 
 6537 continue 
 
c step 2(b) 
 V1=0 
 Do 94 k=1,DIMEN 






 Do 5 k=1,DIMEN 
 
 




c step 2(d) 
 Vmid=0 
 Do 95 k=1,DIMEN 




c step 2(e) 
 G=0 





c step 2(f) 
 S=(1.0/72.0)*(dt**2)*G/m 
 
c step 2(g) 
 do 6 k=1,DIMEN 
 Q(k) = (Q(k)+gauss()*((dt/(2*m))**(0.5))) 
6 continue 
 
c step 2(h) 
 V2=0 
 Do 58 k=1,DIMEN 




c step 2(i) 




 do 31 x=-5.99,44,0.01 
 b=dt/12 
 c=dt*(1./3.+dt**2/(72*m))+m/dt 





 check1 = (2*pi)**(-.5) 
 check2 = (m/dt)**(.5) 
 check3 = ((dt*(1./3.+dt**2/(72*m))+m/dt))**(-.5) 
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 check4 = 2**(-.5) 
 check5 = 1/e 
c check5 = ((1/(((4*dt/3.+4*dt**3/(72*m))+4*m/dt)+dt/(4*m)))**(-.5)) 
 check6 = exp(-x**2*(1/a+b)) 
c check6 = exp(-x**2*((dt*(1./3.+dt**2/(72*m))+m/dt)**(-1)+dt/m)**(-1)+(dt/12)) 
 check = check1*check2*check3*check4*check5*check6 
 A=check*0.01 
 area=area+A 





c        checknew=0 
 do 32 x=-24.99,25,0.01 
 b=dt/12 
 c=dt*(1./3.+dt**2/(72*m))+m/dt 





 check1 = (2*pi)**(-.5) 
 check2 = (m/dt)**(.5) 
 check3 = ((dt*(1./3.+dt**2/(72*m))+m/dt))**(-.5) 
 check4 = 2**(-.5) 
 check5 = 1/e 
c check5 = ((1/(((4*dt/3.+4*dt**3/(72*m))+4*m/dt)+dt/(4*m)))**(-.5)) 
 check6 = exp(-x**2*(1/a+b)) 
c check6 = exp(-x**2*((dt*(1./3.+dt**2/(72*m))+m/dt)**(-1)+dt/m)**(-1)+(dt/12)) 




        checknew=checknew+check/area 
 
 write (7,*) x, check/area 
32 continue 
c       write (6, *) checknew 
c step 2(j) 
 W=exp(dt*(DIMEN*Eref-Vavg-S)) 
 
c step 2(g) 
 Z=Z+W 







 write (6, *) DIMEN,Nw,dt,ha,SD 
 end 
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Program B-8: harmonic-2.f 
 
      implicit real*8 (a-h, o-z) 
 
      parameter (npts=800) 
 
      dimension g(npts, npts), eval(npts), fv1(npts), fv2(npts) 
 
      dimension v(npts), r(npts), evec(npts, npts), v2(npts) 
 
      rmin=12. 
      rmax=32. 
 
      dr=(rmax-rmin)/dble(npts) 
 
      r(1)=rmin 
      v(1)=0.5*(rmin-22.0)**2 
 
      do i=2, npts 
         r(i)=r(i-1)+dr 
         v(i)=0.5*(r(i)-22.0)**2 
c        v(i)=(r(i)-22.0)**4-0.5*(r(i)-22.0)**2 
      end do 
 
      read (5, *) redmas, dt 
 
      if (dt.le.0.0) stop 
 
      eref=0.0 
 
      do i=1, npts 
      do j=1, npts 
 
         g(i, j)=dr*exp(-redmas*(r(i)-r(j))**2/(2.0*dt)- 
     -                  dt*(0.5*(v(i)+v(j))-eref)) 
 
      end do 
      end do 
 
      call rs(npts, npts, g, eval, 1, evec, fv1, fv2, info) 
 
      if (info.ne.0) write (6, *) 'error: info = ',info 
 
      z1=0.0 
      z2=0.0 
      do i=1, npts-1 
         z1=z1+evec(i, npts-1)**2 
         z2=z2+evec(i, npts)**2 
      end do 
 
      do i=1, npts 
         evec(i, npts-1)=evec(i, npts-1)/sqrt(z1*dr) 
         evec(i, npts)=evec(i, npts)/sqrt(z2*dr) 
 50 
      end do 
 
      do i=1, npts-1 
         write (7, 7000) i, r(i), evec(i, npts-1), 
     +                   evec(i, npts), v(i)*27.2112*8065.54 
7000     format (i5, f10.4, 2x, f15.10, 2x, f15.10, 2x, 1pe15.8) 
      end do 
 
c     do i=npts-3, npts 
c        write (8, 7000) i, eval(i) 
c     end do 
 
c     do i=npts-3, npts 
c        write (8, 7000) i, dlog(eval(i)/dt) 
c     end do 
 
      eground=-dlog(eval(npts)*sqrt(redmas/(2*3.1415926535*dt)))/dt 
      excite=-dlog(eval(npts-1)*sqrt(redmas/(2*3.1415926535*dt)))/dt 
 
c     write (6, *) 'dt = ', dt 
 
c     write (6, *) 'ground  = ', eground 
c     write (6, *) 'excited = ', excite 
 
      write (10, *) eground 
c  ' = reference energy' 
c     write (6, *) 'excited = ', excite*27.2112*8065.54 
 
      coef=0.0 
      nc=0 
 
      do i=405, 500 
         coef=coef+dlog(evec(i, npts)/evec(401, npts))/(r(i)-22.0)**2 
         nc=nc+1 
      end do 
 
      write (11, *) coef/dble(nc) 
c  ' = exponential coefficient' 
 
      stop 




      double precision function potl(x) 
 
      implicit real*8 (a-h, o-z) 
 
      parameter (sigma=5.27d0) 
      parameter (eps=1.166d-4) 
 
      v=4.0d0*eps*((sigma/x)**12-(sigma/x)**6) 
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      potl=v 
 
      return 
      end 
c 
 
      subroutine rs(nm,n,a,w,matz,z,fv1,fv2,ierr) 
c 
      integer n,nm,ierr,matz 
      double precision a(nm,n),w(n),z(nm,n),fv1(n),fv2(n) 
c 
c     this subroutine calls the recommended sequence of 
c     subroutines from the eigensystem subroutine package (eispack) 
c     to find the eigenvalues and eigenvectors (if desired) 
c     of a real symmetric matrix. 
c 
c     on input 
c 
c        nm  must be set to the row dimension of the two-dimensional 
c        array parameters as declared in the calling program 
c        dimension statement. 
c 
c        n  is the order of the matrix  a. 
c 
c        a  contains the real symmetric matrix. 
c 
c        matz  is an integer variable set equal to zer  if 
c        only eigenvalues are desired.  otherwise it is set to 
c        any non-zero integer for both eigenvalues and eigenvectors. 
c 
c     on output 
c 
c        w  contains the eigenvalues in ascending order. 
c 
c        z  contains the eigenvectors if matz is not zero. 
c 
c        ierr  is an integer output variable set equal to an error 
c           completion code described in the documentation for tqlrat 
c           and tql2.  the normal completion code is zero. 
c 
c        fv1  and  fv2  are temporary storage arrays. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      if (n .le. nm) go to 10 
      ierr = 10 * n 
      go to 50 
c 
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   10 if (matz .ne. 0) go to 20 
c     .......... find eigenvalues only .......... 
      call  tred1(nm,n,a,w,fv1,fv2) 
*  tqlrat encounters catastrophic underflow on the Vax 
*     call  tqlrat(n,w,fv2,ierr) 
      call  tql1(n,w,fv1,ierr) 
      go to 50 
c     .......... find both eigenvalues and eigenvectors .......... 
   20 call  tred2(nm,n,a,w,fv1,z) 
      call  tql2(nm,n,w,fv1,z,ierr) 
   50 return 
      end 
 
      subroutine tql2(nm,n,d,e,z,ierr) 
c 
      integer i,j,k,l,m,n,ii,l1,l2,nm,mml,ierr 
      double precision d(n),e(n),z(nm,n) 
      double precision c,c2,c3,dl1,el1,f,g,h,p,r,s,s2,tst1,tst2,pythag 
c 
c     this subroutine is a translation of the algol pr cedure tql2, 
c     num. math. 11, 293-306(1968) by bowdler, martin, einsch, and 
c     wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 227-240(1971). 
c 
c     this subroutine finds the eigenvalues and eigenvectors 
c     of a symmetric tridiagonal matrix by the ql method. 
c     the eigenvectors of a full symmetric matrix can also 
c     be found if  tred2  has been used to reduce this 
c     full matrix to tridiagonal form. 
c 
c     on input 
c 
c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrix. 
c 
c        d contains the diagonal elements of the input matrix. 
c 
c        e contains the subdiagonal elements of the input matrix 
c          in its last n-1 positions.  e(1) is arbitrary. 
c 
c        z contains the transformation matrix produced in the 
c          reduction by  tred2, if performed.  if the eigenvectors 
c          of the tridiagonal matrix are desired, z must contain 
c          the identity matrix. 
c 
c      on output 
c 
c        d contains the eigenvalues in ascending order.  if an 
c          error exit is made, the eigenvalues are co rect but 
c          unordered for indices 1,2,...,ierr-1. 
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c 
c        e has been destroyed. 
c 
c        z contains orthonormal eigenvectors of the symmetric 
c          tridiagonal (or full) matrix.  if an error exit is made, 
c          z contains the eigenvectors associated with the stored 
c          eigenvalues. 
c 
c        ierr is set to 
c          zero       for normal return, 
c          j          if the j-th eigenvalue has not been 
c                     determined after 30 iterations. 
c 
c     calls pythag for  dsqrt(a*a + b*b) . 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      ierr = 0 
      if (n .eq. 1) go to 1001 
c 
      do 100 i = 2, n 
  100 e(i-1) = e(i) 
c 
      f = 0.0d0 
      tst1 = 0.0d0 
      e(n) = 0.0d0 
c 
      do 240 l = 1, n 
         j = 0 
         h = dabs(d(l)) + dabs(e(l)) 
         if (tst1 .lt. h) tst1 = h 
c     .......... look for small sub-diagonal element .......... 
         do 110 m = l, n 
            tst2 = tst1 + dabs(e(m)) 
            if (tst2 .eq. tst1) go to 120 
c     .......... e(n) is always zero, so there is no exit 
c                through the bottom of the loop ...... . 
  110    continue 
c 
  120    if (m .eq. l) go to 220 
  130    if (j .eq. 30) go to 1000 
         j = j + 1 
c     .......... form shift .......... 
         l1 = l + 1 
         l2 = l1 + 1 
         g = d(l) 
         p = (d(l1) - g) / (2.0d0 * e(l)) 
         r = pythag(p,1.0d0) 
 54 
         d(l) = e(l) / (p + dsign(r,p)) 
         d(l1) = e(l) * (p + dsign(r,p)) 
         dl1 = d(l1) 
         h = g - d(l) 
         if (l2 .gt. n) go to 145 
c 
         do 140 i = l2, n 
  140    d(i) = d(i) - h 
c 
  145    f = f + h 
c     .......... ql transformation .......... 
         p = d(m) 
         c = 1.0d0 
         c2 = c 
         el1 = e(l1) 
         s = 0.0d0 
         mml = m - l 
c     .......... for i=m-1 step -1 until l do -- .......... 
         do 200 ii = 1, mml 
            c3 = c2 
            c2 = c 
            s2 = s 
            i = m - ii 
            g = c * e(i) 
            h = c * p 
            r = pythag(p,e(i)) 
            e(i+1) = s * r 
            s = e(i) / r 
            c = p / r 
            p = c * d(i) - s * g 
            d(i+1) = h + s * (c * g + s * d(i)) 
c     .......... form vector .......... 
            do 180 k = 1, n 
               h = z(k,i+1) 
               z(k,i+1) = s * z(k,i) + c * h 
               z(k,i) = c * z(k,i) - s * h 
  180       continue 
c 
  200    continue 
c 
         p = -s * s2 * c3 * el1 * e(l) / dl1 
         e(l) = s * p 
         d(l) = c * p 
         tst2 = tst1 + dabs(e(l)) 
         if (tst2 .gt. tst1) go to 130 
  220    d(l) = d(l) + f 
  240 continue 
c     .......... order eigenvalues and eigenvectors .......... 
      do 300 ii = 2, n 
         i = ii - 1 
         k = i 
         p = d(i) 
c 
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         do 260 j = ii, n 
            if (d(j) .ge. p) go to 260 
            k = j 
            p = d(j) 
  260    continue 
c 
         if (k .eq. i) go to 300 
         d(k) = d(i) 
         d(i) = p 
c 
         do 280 j = 1, n 
            p = z(j,i) 
            z(j,i) = z(j,k) 
            z(j,k) = p 
  280    continue 
c 
  300 continue 
c 
      go to 1001 
c     .......... set error -- no convergence to an 
c                eigenvalue after 30 iterations .......... 
 1000 ierr = l 
 1001 return 
      end 
 
      subroutine tred2(nm,n,a,d,e,z) 
c 
      integer i,j,k,l,n,ii,nm,jp1 
      double precision a(nm,n),d(n),e(n),z(nm,n) 
      double precision f,g,h,hh,scale 
c 
c     this subroutine is a translation of the algol pr cedure tred2, 
c     num. math. 11, 181-195(1968) by martin, reinsch, and wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 212-226(1971). 
c 
c     this subroutine reduces a real symmetric matrix to a 
c     symmetric tridiagonal matrix using and accumulating 
c     orthogonal similarity transformations. 
c 
c     on input 
c 
c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrix. 
c 
c        a contains the real symmetric input matrix.  only the 
c          lower triangle of the matrix need be supplied. 
c 
c     on output 
c 
c        d contains the diagonal elements of the tridiagonal matrix. 
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c 
c        e contains the subdiagonal elements of the tridiagonal 
c          matrix in its last n-1 positions.  e(1) is set to zero. 
c 
c        z contains the orthogonal transformation matrix 
c          produced in the reduction. 
c 
c        a and z may coincide.  if distinct, a is unaltered. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      do 100 i = 1, n 
c 
         do 80 j = i, n 
   80    z(j,i) = a(j,i) 
c 
         d(i) = a(n,i) 
  100 continue 
c 
      if (n .eq. 1) go to 510 
c     .......... for i=n step -1 until 2 do -- ..... . 
      do 300 ii = 2, n 
         i = n + 2 - ii 
         l = i - 1 
         h = 0.0d0 
         scale = 0.0d0 
         if (l .lt. 2) go to 130 
c     .......... scale row (algol tol then not needd) .......... 
         do 120 k = 1, l 
  120    scale = scale + dabs(d(k)) 
c 
         if (scale .ne. 0.0d0) go to 140 
  130    e(i) = d(l) 
c 
         do 135 j = 1, l 
            d(j) = z(l,j) 
            z(i,j) = 0.0d0 
            z(j,i) = 0.0d0 
  135    continue 
c 
         go to 290 
c 
  140    do 150 k = 1, l 
            d(k) = d(k) / scale 
            h = h + d(k) * d(k) 
  150    continue 
c 
         f = d(l) 
 57 
         g = -dsign(dsqrt(h),f) 
         e(i) = scale * g 
         h = h - f * g 
         d(l) = f - g 
c     .......... form a*u .......... 
         do 170 j = 1, l 
  170    e(j) = 0.0d0 
c 
         do 240 j = 1, l 
            f = d(j) 
            z(j,i) = f 
            g = e(j) + z(j,j) * f 
            jp1 = j + 1 
            if (l .lt. jp1) go to 220 
c 
            do 200 k = jp1, l 
               g = g + z(k,j) * d(k) 
               e(k) = e(k) + z(k,j) * f 
  200       continue 
c 
  220       e(j) = g 
  240    continue 
c     .......... form p .......... 
         f = 0.0d0 
c 
         do 245 j = 1, l 
            e(j) = e(j) / h 
            f = f + e(j) * d(j) 
  245    continue 
c 
         hh = f / (h + h) 
c     .......... form q .......... 
         do 250 j = 1, l 
  250    e(j) = e(j) - hh * d(j) 
c     .......... form reduced a .......... 
         do 280 j = 1, l 
            f = d(j) 
            g = e(j) 
c 
            do 260 k = j, l 
  260       z(k,j) = z(k,j) - f * e(k) - g * d(k) 
c 
            d(j) = z(l,j) 
            z(i,j) = 0.0d0 
  280    continue 
c 
  290    d(i) = h 
  300 continue 
c     .......... accumulation of transformation matrices .......... 
      do 500 i = 2, n 
         l = i - 1 
         z(n,l) = z(l,l) 
         z(l,l) = 1.0d0 
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         h = d(i) 
         if (h .eq. 0.0d0) go to 380 
c 
         do 330 k = 1, l 
  330    d(k) = z(k,i) / h 
c 
         do 360 j = 1, l 
            g = 0.0d0 
c 
            do 340 k = 1, l 
  340       g = g + z(k,i) * z(k,j) 
c 
            do 360 k = 1, l 
               z(k,j) = z(k,j) - g * d(k) 
  360    continue 
c 
  380    do 400 k = 1, l 
  400    z(k,i) = 0.0d0 
c 
  500 continue 
c 
  510 do 520 i = 1, n 
         d(i) = z(n,i) 
         z(n,i) = 0.0d0 
  520 continue 
c 
      z(n,n) = 1.0d0 
      e(1) = 0.0d0 
      return 
      end 
 
      subroutine tql1(n,d,e,ierr) 
c 
      integer i,j,l,m,n,ii,l1,l2,mml,ierr 
      double precision d(n),e(n) 
      double precision c,c2,c3,dl1,el1,f,g,h,p,r,s,s2,tst1,tst2,pythag 
c 
c     this subroutine is a translation of the algol pr cedure tql1, 
c     num. math. 11, 293-306(1968) by bowdler, martin, einsch, and 
c     wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 227-240(1971). 
c 
c     this subroutine finds the eigenvalues of a symmetric 
c     tridiagonal matrix by the ql method. 
c 
c     on input 
c 
c        n is the order of the matrix. 
c 
c        d contains the diagonal elements of the input matrix. 
c 
c        e contains the subdiagonal elements of the input matrix 
c          in its last n-1 positions.  e(1) is arbitrary. 
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c 
c      on output 
c 
c        d contains the eigenvalues in ascending order.  if an 
c          error exit is made, the eigenvalues are co rect and 
c          ordered for indices 1,2,...ierr-1, but may not be 
c          the smallest eigenvalues. 
c 
c        e has been destroyed. 
c 
c        ierr is set to 
c          zero       for normal return, 
c          j          if the j-th eigenvalue has not been 
c                     determined after 30 iterations. 
c 
c     calls pythag for  dsqrt(a*a + b*b) . 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      ierr = 0 
      if (n .eq. 1) go to 1001 
c 
      do 100 i = 2, n 
  100 e(i-1) = e(i) 
c 
      f = 0.0d0 
      tst1 = 0.0d0 
      e(n) = 0.0d0 
c 
      do 290 l = 1, n 
         j = 0 
         h = dabs(d(l)) + dabs(e(l)) 
         if (tst1 .lt. h) tst1 = h 
c     .......... look for small sub-diagonal element .......... 
         do 110 m = l, n 
            tst2 = tst1 + dabs(e(m)) 
            if (tst2 .eq. tst1) go to 120 
c     .......... e(n) is always zero, so there is no exit 
c                through the bottom of the loop ...... . 
  110    continue 
c 
  120    if (m .eq. l) go to 210 
  130    if (j .eq. 30) go to 1000 
         j = j + 1 
c     .......... form shift .......... 
         l1 = l + 1 
         l2 = l1 + 1 
         g = d(l) 
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         p = (d(l1) - g) / (2.0d0 * e(l)) 
         r = pythag(p,1.0d0) 
         d(l) = e(l) / (p + dsign(r,p)) 
         d(l1) = e(l) * (p + dsign(r,p)) 
         dl1 = d(l1) 
         h = g - d(l) 
         if (l2 .gt. n) go to 145 
c 
         do 140 i = l2, n 
  140    d(i) = d(i) - h 
c 
  145    f = f + h 
c     .......... ql transformation .......... 
         p = d(m) 
         c = 1.0d0 
         c2 = c 
         el1 = e(l1) 
         s = 0.0d0 
         mml = m - l 
c     .......... for i=m-1 step -1 until l do -- .......... 
         do 200 ii = 1, mml 
            c3 = c2 
            c2 = c 
            s2 = s 
            i = m - ii 
            g = c * e(i) 
            h = c * p 
            r = pythag(p,e(i)) 
            e(i+1) = s * r 
            s = e(i) / r 
            c = p / r 
            p = c * d(i) - s * g 
            d(i+1) = h + s * (c * g + s * d(i)) 
  200    continue 
c 
         p = -s * s2 * c3 * el1 * e(l) / dl1 
         e(l) = s * p 
         d(l) = c * p 
         tst2 = tst1 + dabs(e(l)) 
         if (tst2 .gt. tst1) go to 130 
  210    p = d(l) + f 
c     .......... order eigenvalues .......... 
         if (l .eq. 1) go to 250 
c     .......... for i=l step -1 until 2 do -- .......... 
         do 230 ii = 2, l 
            i = l + 2 - ii 
            if (p .ge. d(i-1)) go to 270 
            d(i) = d(i-1) 
  230    continue 
c 
  250    i = 1 
  270    d(i) = p 
  290 continue 
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c 
      go to 1001 
c     .......... set error -- no convergence to an 
c                eigenvalue after 30 iterations .......... 
 1000 ierr = l 
 1001 return 
      end 
 
      double precision function pythag(a,b) 
      double precision a,b 
c 
c     finds dsqrt(a**2+b**2) without overflow or destructive underflow 
c 
      double precision p,r,s,t,u 
      p = dmax1(dabs(a),dabs(b)) 
      if (p .eq. 0.0d0) go to 20 
      r = (dmin1(dabs(a),dabs(b))/p)**2 
   10 continue 
         t = 4.0d0 + r 
         if (t .eq. 4.0d0) go to 20 
         s = r/t 
         u = 1.0d0 + 2.0d0*s 
         p = u*p 
         r = (s/u)**2 * r 
      go to 10 
   20 pythag = p 
      return 
      end 
 
      subroutine tred1(nm,n,a,d,e,e2) 
c 
      integer i,j,k,l,n,ii,nm,jp1 
      double precision a(nm,n),d(n),e(n),e2(n) 
      double precision f,g,h,scale 
c 
c     this subroutine is a translation of the algol pr cedure tred1, 
c     num. math. 11, 181-195(1968) by martin, reinsch, and wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 212-226(1971). 
c 
c     this subroutine reduces a real symmetric matrix 
c     to a symmetric tridiagonal matrix using 
c     orthogonal similarity transformations. 
c 
c     on input 
c 
c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrix. 
c 
c        a contains the real symmetric input matrix.  only the 
c          lower triangle of the matrix need be supplied. 
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c 
c     on output 
c 
c        a contains information about the orthogonal trans- 
c          formations used in the reduction in its strict lower 
c          triangle.  the full upper triangle of a is unaltered. 
c 
c        d contains the diagonal elements of the tridiagonal matrix. 
c 
c        e contains the subdiagonal elements of the tridiagonal 
c          matrix in its last n-1 positions.  e(1) is set to zero. 
c 
c        e2 contains the squares of the corresponding elements of e. 
c          e2 may coincide with e if the squares are not needed. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      do 100 i = 1, n 
         d(i) = a(n,i) 
         a(n,i) = a(i,i) 
  100 continue 
c     .......... for i=n step -1 until 1 do -- ..... . 
      do 300 ii = 1, n 
         i = n + 1 - ii 
         l = i - 1 
         h = 0.0d0 
         scale = 0.0d0 
         if (l .lt. 1) go to 130 
c     .......... scale row (algol tol then not needd) .......... 
         do 120 k = 1, l 
  120    scale = scale + dabs(d(k)) 
c 
         if (scale .ne. 0.0d0) go to 140 
c 
         do 125 j = 1, l 
            d(j) = a(l,j) 
            a(l,j) = a(i,j) 
            a(i,j) = 0.0d0 
  125    continue 
c 
  130    e(i) = 0.0d0 
         e2(i) = 0.0d0 
         go to 300 
c 
  140    do 150 k = 1, l 
            d(k) = d(k) / scale 
            h = h + d(k) * d(k) 
  150    continue 
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c 
         e2(i) = scale * scale * h 
         f = d(l) 
         g = -dsign(dsqrt(h),f) 
         e(i) = scale * g 
         h = h - f * g 
         d(l) = f - g 
         if (l .eq. 1) go to 285 
c     .......... form a*u .......... 
         do 170 j = 1, l 
  170    e(j) = 0.0d0 
c 
         do 240 j = 1, l 
            f = d(j) 
            g = e(j) + a(j,j) * f 
            jp1 = j + 1 
            if (l .lt. jp1) go to 220 
c 
            do 200 k = jp1, l 
               g = g + a(k,j) * d(k) 
               e(k) = e(k) + a(k,j) * f 
  200       continue 
c 
  220       e(j) = g 
  240    continue 
c     .......... form p .......... 
         f = 0.0d0 
c 
         do 245 j = 1, l 
            e(j) = e(j) / h 
            f = f + e(j) * d(j) 
  245    continue 
c 
         h = f / (h + h) 
c     .......... form q .......... 
         do 250 j = 1, l 
  250    e(j) = e(j) - h * d(j) 
c     .......... form reduced a .......... 
         do 280 j = 1, l 
            f = d(j) 
            g = e(j) 
c 
            do 260 k = j, l 
  260       a(k,j) = a(k,j) - f * e(k) - g * d(k) 
c 
  280    continue 
c 
  285    do 290 j = 1, l 
            f = d(j) 
            d(j) = a(l,j) 
            a(l,j) = a(i,j) 
            a(i,j) = f * scale 
  290    continue 
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c 
  300 continue 
c 
      return 
      end 
 
      double precision function epslon (x) 
      double precision x 
c 
c     estimate unit roundoff in quantities of size x. 
c 
      double precision a,b,c,eps 
c 
c     this program should function properly on all systems 
c     satisfying the following two assumptions, 
c        1.  the base used in representing floating point 
c            numbers is not a power of three. 
c        2.  the quantity  a  in statement 10 is represented to  
c            the accuracy used in floating point variables 
c            that are stored in memory. 
c     the statement number 10 and the go to 10 are intended to 
c     force optimizing compilers to generate code satisfying  
c     assumption 2. 
c     under these assumptions, it should be true that, 
c            a  is not exactly equal to four-thirds, 
c            b  has a zero for its last bit or digit, 
c            c  is not exactly equal to one, 
c            eps  measures the separation of 1.0 from
c                 the next larger floating point number. 
c     the developers of eispack would appreciate being informed 
c     about any systems where these assumptions do ot hold. 
c 
c     this version dated 4/6/83. 
c 
      a = 4.0d0/3.0d0 
   10 b = a - 1.0d0 
      c = b + b + b 
      eps = dabs(c-1.0d0) 
      if (eps .eq. 0.0d0) go to 10 
      epslon = eps*dabs(x) 
      return 
      end 
      subroutine tqlrat(n,d,e2,ierr) 
c 
      integer i,j,l,m,n,ii,l1,mml,ierr 
      double precision d(n),e2(n) 
      double precision b,c,f,g,h,p,r,s,t,epslon,pythag 
c 
c     this subroutine is a translation of the algol pr cedure tqlrat, 
c     algorithm 464, comm. acm 16, 689(1973) by reinsch. 
c 
c     this subroutine finds the eigenvalues of a symmetric 
c     tridiagonal matrix by the rational ql method. 
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c 
c     on input 
c 
c        n is the order of the matrix. 
c 
c        d contains the diagonal elements of the input matrix. 
c 
c        e2 contains the squares of the subdiagonal elements of the 
c          input matrix in its last n-1 positions.  e2(1) is arbitrary. 
c 
c      on output 
c 
c        d contains the eigenvalues in ascending order.  if an 
c          error exit is made, the eigenvalues are co rect and 
c          ordered for indices 1,2,...ierr-1, but may not be 
c          the smallest eigenvalues. 
c 
c        e2 has been destroyed. 
c 
c        ierr is set to 
c          zero       for normal return, 
c          j          if the j-th eigenvalue has not been 
c                     determined after 30 iterations. 
c 
c     calls pythag for  dsqrt(a*a + b*b) . 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      ierr = 0 
      if (n .eq. 1) go to 1001 
c 
      do 100 i = 2, n 
  100 e2(i-1) = e2(i) 
c 
      f = 0.0d0 
      t = 0.0d0 
      e2(n) = 0.0d0 
c 
      do 290 l = 1, n 
         j = 0 
         h = dabs(d(l)) + dsqrt(e2(l)) 
         if (t .gt. h) go to 105 
         t = h 
         b = epslon(t) 
         c = b * b 
c     .......... look for small squared sub-diagonal element .......... 
  105    do 110 m = l, n 
            if (e2(m) .le. c) go to 120 
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c     .......... e2(n) is always zero, so there is no exit 
c                through the bottom of the loop ...... . 
  110    continue 
c 
  120    if (m .eq. l) go to 210 
  130    if (j .eq. 30) go to 1000 
         j = j + 1 
c     .......... form shift .......... 
         l1 = l + 1 
         s = dsqrt(e2(l)) 
         g = d(l) 
         p = (d(l1) - g) / (2.0d0 * s) 
         r = pythag(p,1.0d0) 
         d(l) = s / (p + dsign(r,p)) 
         h = g - d(l) 
c 
         do 140 i = l1, n 
  140    d(i) = d(i) - h 
c 
         f = f + h 
c     .......... rational ql transformation .......... 
         g = d(m) 
         if (g .eq. 0.0d0) g = b 
         h = g 
         s = 0.0d0 
         mml = m - l 
c     .......... for i=m-1 step -1 until l do -- .......... 
         do 200 ii = 1, mml 
            i = m - ii 
            p = g * h 
            r = p + e2(i) 
            e2(i+1) = s * r 
            s = e2(i) / r 
            d(i+1) = h + s * (h + d(i)) 
            g = d(i) - e2(i) / g 
            if (g .eq. 0.0d0) g = b 
            h = g * p / r 
  200    continue 
c 
         e2(l) = s * g 
         d(l) = h 
c     .......... guard against underflow in convergence test .......... 
         if (h .eq. 0.0d0) go to 210 
         if (dabs(e2(l)) .le. dabs(c/h)) go to 210 
         e2(l) = h * e2(l) 
         if (e2(l) .ne. 0.0d0) go to 130 
  210    p = d(l) + f 
c     .......... order eigenvalues .......... 
         if (l .eq. 1) go to 250 
c     .......... for i=l step -1 until 2 do -- .......... 
         do 230 ii = 2, l 
            i = l + 2 - ii 
            if (p .ge. d(i-1)) go to 270 
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            d(i) = d(i-1) 
  230    continue 
c 
  250    i = 1 
  270    d(i) = p 
  290 continue 
c 
      go to 1001 
c     .......... set error -- no convergence to an 
c                eigenvalue after 30 iterations .......... 
 1000 ierr = l 
 1001 return 
      end 
      subroutine rebak(nm,n,b,dl,m,z) 
c 
      integer i,j,k,m,n,i1,ii,nm 
      double precision b(nm,n),dl(n),z(nm,m) 
      double precision x 
c 
c     this subroutine is a translation of the algol pr cedure rebaka, 
c     num. math. 11, 99-110(1968) by martin and wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 303-314(1971). 
c 
c     this subroutine forms the eigenvectors of a generalized 
c     symmetric eigensystem by back transforming those of the 
c     derived symmetric matrix determined by  reduc. 
c 
c     on input 
c 
c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrix system. 
c 
c        b contains information about the similarity transformation 
c          (cholesky decomposition) used in the reduction by  reduc 
c          in its strict lower triangle. 
c 
c        dl contains further information about the ransformation. 
c 
c        m is the number of eigenvectors to be back transformed. 
c 
c        z contains the eigenvectors to be back transformed 
c          in its first m columns. 
c 
c     on output 
c 
c        z contains the transformed eigenvectors 
c          in its first m columns. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
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c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      if (m .eq. 0) go to 200 
c 
      do 100 j = 1, m 
c     .......... for i=n step -1 until 1 do -- ..... . 
         do 100 ii = 1, n 
            i = n + 1 - ii 
            i1 = i + 1 
            x = z(i,j) 
            if (i .eq. n) go to 80 
c 
            do 60 k = i1, n 
   60       x = x - b(k,i) * z(k,j) 
c 
   80       z(i,j) = x / dl(i) 
  100 continue 
c 
  200 return 
      end 
      subroutine reduc(nm,n,a,b,dl,ierr) 
c 
      integer i,j,k,n,i1,j1,nm,nn,ierr 
      double precision a(nm,n),b(nm,n),dl(n) 
      double precision x,y 
c 
c     this subroutine is a translation of the algol pr cedure reduc1, 
c     num. math. 11, 99-110(1968) by martin and wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 303-314(1971). 
c 
c     this subroutine reduces the generalized symmetric eigenproblem 
c     ax=(lambda)bx, where b is positive definite, to the standard 
c     symmetric eigenproblem using the cholesky factorization of b. 
c 
c     on input 
c 
c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrices a and b.  if the cholesky 
c          factor l of b is already available, n should be prefixed 
c          with a minus sign. 
c 
c        a and b contain the real symmetric input ma rices.  only the 
c          full upper triangles of the matrices need b  supplied.  if 
c          n is negative, the strict lower triangle of b contains, 
c          instead, the strict lower triangle of its cholesky factor l. 
c 
c        dl contains, if n is negative, the diagonal elements of l. 
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c 
c     on output 
c 
c        a contains in its full lower triangle the full lower triangle 
c          of the symmetric matrix derived from thereduction to the 
c          standard form.  the strict upper triangle of a is unaltered. 
c 
c        b contains in its strict lower triangle the strict lower 
c          triangle of its cholesky factor l.  the full upper 
c          triangle of b is unaltered. 
c 
c        dl contains the diagonal elements of l. 
c 
c        ierr is set to 
c          zero       for normal return, 
c          7*n+1      if b is not positive definite. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      ierr = 0 
      nn = iabs(n) 
      if (n .lt. 0) go to 100 
c     .......... form l in the arrays b and dl ......  
      do 80 i = 1, n 
         i1 = i - 1 
c 
         do 80 j = i, n 
            x = b(i,j) 
            if (i .eq. 1) go to 40 
c 
            do 20 k = 1, i1 
   20       x = x - b(i,k) * b(j,k) 
c 
   40       if (j .ne. i) go to 60 
            if (x .le. 0.0d0) go to 1000 
            y = dsqrt(x) 
            dl(i) = y 
            go to 80 
   60       b(j,i) = x / y 
   80 continue 
c     .......... form the transpose of the upper triangle of inv(l)*a 
c                in the lower triangle of the array a .......... 
  100 do 200 i = 1, nn 
         i1 = i - 1 
         y = dl(i) 
c 
         do 200 j = i, nn 
            x = a(i,j) 
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            if (i .eq. 1) go to 180 
c 
            do 160 k = 1, i1 
  160       x = x - b(i,k) * a(j,k) 
c 
  180       a(j,i) = x / y 
  200 continue 
c     .......... pre-multiply by inv(l) and overwrite .......... 
      do 300 j = 1, nn 
         j1 = j - 1 
c 
         do 300 i = j, nn 
            x = a(i,j) 
            if (i .eq. j) go to 240 
            i1 = i - 1 
c 
            do 220 k = j, i1 
  220       x = x - a(k,j) * b(i,k) 
c 
  240       if (j .eq. 1) go to 280 
c 
            do 260 k = 1, j1 
  260       x = x - a(j,k) * b(i,k) 
c 
  280       a(i,j) = x / dl(i) 
  300 continue 
c 
      go to 1001 
c     .......... set error -- b is not positive definite .......... 
 1000 ierr = 7 * n + 1 
 1001 return 
      end 
      subroutine rsg(nm,n,a,b,w,matz,z,fv1,fv2,ierr) 
c 
      integer n,nm,ierr,matz 
      double precision a(nm,n),b(nm,n),w(n),z(nm,n),fv1(n),fv2(n) 
c 
c     this subroutine calls the recommended sequence of 
c     subroutines from the eigensystem subroutine package (eispack) 
c     to find the eigenvalues and eigenvectors (if desired) 
c     for the real symmetric generalized eigenproblem  ax = (lambda)bx. 
c 
c     on input 
c 
c        nm  must be set to the row dimension of the two-dimensional 
c        array parameters as declared in the calling program 
c        dimension statement. 
c 
c        n  is the order of the matrices  a  and  b. 
c 
c        a  contains a real symmetric matrix. 
c 
c        b  contains a positive definite real symmetric matrix. 
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c 
c        matz  is an integer variable set equal to zer  if 
c        only eigenvalues are desired.  otherwise it is set to 
c        any non-zero integer for both eigenvalues and eigenvectors. 
c 
c     on output 
c 
c        w  contains the eigenvalues in ascending order. 
c 
c        z  contains the eigenvectors if matz is not zero. 
c 
c        ierr  is an integer output variable set equal to an error 
c           completion code described in the documentation for tqlrat 
c           and tql2.  the normal completion code is zero. 
c 
c        fv1  and  fv2  are temporary storage arrays. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      if (n .le. nm) go to 10 
      ierr = 10 * n 
      go to 50 
c 
   10 call  reduc(nm,n,a,b,fv2,ierr) 
      if (ierr .ne. 0) go to 50 
      if (matz .ne. 0) go to 20 
c     .......... find eigenvalues only .......... 
      call  tred1(nm,n,a,w,fv1,fv2) 
      call  tqlrat(n,w,fv2,ierr) 
      go to 50 
c     .......... find both eigenvalues and eigenvectors .......... 
   20 call  tred2(nm,n,a,w,fv1,z) 
      call  tql2(nm,n,w,fv1,z,ierr) 
      if (ierr .ne. 0) go to 50 
      call  rebak(nm,n,b,fv2,n,z) 
   50 return 











Program B-9: harmonic-4.f 
 
      implicit real*8 (a-h, o-z) 
 
      parameter (npts=800) 
 
      dimension g(npts, npts), eval(npts), fv1(npts), fv2(npts) 
 
      dimension v(npts), r(npts), evec(npts, npts), vv(npts) 
 
      read (5, *) redmas, dt 
 
      if (dt.le.0.0) stop 
 
      rmin=12. 
      rmax=32. 
 
      dr=(rmax-rmin)/dble(npts) 
 
      r(1)=rmin 
 
      v(1)=potl(r(1)) 
      vv(1)=ptilde(r(1), dt, redmas) 
 
      do i=2, npts 
         r(i)=r(i-1)+dr 
         v(i)=potl(r(i)) 
         vv(i)=ptilde(r(i), dt, redmas) 
      end do 
 
      eref=0.0 
 
      do i=1, npts 
      do j=i, npts 
 
         zint=0.0 
 
         do k=1, npts 
 
            zcl=redmas*((r(k)-r(i))**2+(r(k)-r(j))*2)/dt+ 
     +          dt*(vv(k)+(v(i)+v(j))/6.0) 
 
            if (k.eq.1.or.k.eq.npts) zint=zint+0.5*exp(-zcl) 
            if (k.ne.1.and.k.ne.npts) zint=zint+exp(-zcl) 
 
         end do 
 
         g(i, j)=dr*zint*dr 
         g(j, i)=dr*zint*dr 
 
      end do 
      end do 
 
 73 
      call rs(npts, npts, g, eval, 1, evec, fv1, fv2, info) 
 
      if (info.ne.0) write (6, *) 'error: info = ',info 
 
      z1=0.0 
      z2=0.0 
      do i=1, npts-1 
         z1=z1+evec(i, npts-1)**2 
         z2=z2+evec(i, npts)**2 
      end do 
 
      do i=1, npts 
         evec(i, npts-1)=evec(i, npts-1)/sqrt(z1*dr) 
         evec(i, npts)=evec(i, npts)/sqrt(z2*dr) 
      end do 
 
c     do i=1, npts-1 
c        write (7, 7000) i, r(i), evec(i, npts-1), 
c    +                   evec(i, npts), v(i)*27.2112*8065.54 
7000     format (i5, f10.3, 2x, f14.9, 2x, f14.9, 2x, 1pe15.8) 
c     end do 
 
c     do i=npts-3, npts 
c        write (8, 7000) i, eval(i) 
c     end do 
 
c     do i=npts-3, npts 
c        write (8, 7000) i, dlog(eval(i)/dt) 
c     end do 
 
      eground=-dlog(eval(npts)*(redmas/(3.1415926535*dt)))/dt 
      excite=-dlog(eval(npts-1)*(redmas/(3.1415926535*dt)))/dt 
 
c     write (6, *) 'dt = ', dt 
 
      write (8, *) eground 
c  ' = reference energy' 
c     write (6, *) 'excited = ', excite*27.2112*8065.54 
 
      coef=0.0 
      nc=0 
 
      do i=405, 500 
         coef=coef+dlog(evec(i, npts)/evec(401, npts))/(r(i)-22.0)**2 
         nc=nc+1 
      end do 
 
      write (9, *) coef/dble(nc) 
c  ' = exponential coefficient' 
 
      stop 





      double precision function potl(x) 
 
      implicit real*8 (a-h, o-z) 
 
      parameter (sigma=5.27d0) 
      parameter (eps=1.166d-4) 
 
      potl=0.5*(x-22.0)**2 
 
      return 
      end 
 
      double precision function ptilde(x, dt, redmas) 
 
      implicit real*8 (a-h, o-z) 
 
      parameter (sigma=5.27d0) 
      parameter (eps=1.166d-4) 
 
      v=0.5*(x-22.0)**2 
      vv=(x-22.0) 
 
      ptilde=2.0*v/3.0+(dt*vv)**2/(72.0*redmas) 
 
      return 
      end 
c 
 
      subroutine rs(nm,n,a,w,matz,z,fv1,fv2,ierr) 
c 
      integer n,nm,ierr,matz 
      double precision a(nm,n),w(n),z(nm,n),fv1(n),fv2(n) 
c 
c     this subroutine calls the recommended sequence of 
c     subroutines from the eigensystem subroutine package (eispack) 
c     to find the eigenvalues and eigenvectors (if desired) 
c     of a real symmetric matrix. 
c 
c     on input 
c 
c        nm  must be set to the row dimension of the two-dimensional 
c        array parameters as declared in the calling program 
c        dimension statement. 
c 
c        n  is the order of the matrix  a. 
c 
c        a  contains the real symmetric matrix. 
c 
c        matz  is an integer variable set equal to zer  if 
c        only eigenvalues are desired.  otherwise it is set to 
c        any non-zero integer for both eigenvalues and eigenvectors. 
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c 
c     on output 
c 
c        w  contains the eigenvalues in ascending order. 
c 
c        z  contains the eigenvectors if matz is not zero. 
c 
c        ierr  is an integer output variable set equal to an error 
c           completion code described in the documentation for tqlrat 
c           and tql2.  the normal completion code is zero. 
c 
c        fv1  and  fv2  are temporary storage arrays. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      if (n .le. nm) go to 10 
      ierr = 10 * n 
      go to 50 
c 
   10 if (matz .ne. 0) go to 20 
c     .......... find eigenvalues only .......... 
      call  tred1(nm,n,a,w,fv1,fv2) 
*  tqlrat encounters catastrophic underflow on the Vax 
*     call  tqlrat(n,w,fv2,ierr) 
      call  tql1(n,w,fv1,ierr) 
      go to 50 
c     .......... find both eigenvalues and eigenvectors .......... 
   20 call  tred2(nm,n,a,w,fv1,z) 
      call  tql2(nm,n,w,fv1,z,ierr) 
   50 return 
      end 
 
      subroutine tql2(nm,n,d,e,z,ierr) 
c 
      integer i,j,k,l,m,n,ii,l1,l2,nm,mml,ierr 
      double precision d(n),e(n),z(nm,n) 
      double precision c,c2,c3,dl1,el1,f,g,h,p,r,s,s2,tst1,tst2,pythag 
c 
c     this subroutine is a translation of the algol pr cedure tql2, 
c     num. math. 11, 293-306(1968) by bowdler, martin, einsch, and 
c     wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 227-240(1971). 
c 
c     this subroutine finds the eigenvalues and eigenvectors 
c     of a symmetric tridiagonal matrix by the ql method. 
c     the eigenvectors of a full symmetric matrix can also 
c     be found if  tred2  has been used to reduce this 
c     full matrix to tridiagonal form. 
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c 
c     on input 
c 
c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrix. 
c 
c        d contains the diagonal elements of the input matrix. 
c 
c        e contains the subdiagonal elements of the input matrix 
c          in its last n-1 positions.  e(1) is arbitrary. 
c 
c        z contains the transformation matrix produced in the 
c          reduction by  tred2, if performed.  if the eigenvectors 
c          of the tridiagonal matrix are desired, z must contain 
c          the identity matrix. 
c 
c      on output 
c 
c        d contains the eigenvalues in ascending order.  if an 
c          error exit is made, the eigenvalues are co rect but 
c          unordered for indices 1,2,...,ierr-1. 
c 
c        e has been destroyed. 
c 
c        z contains orthonormal eigenvectors of the symmetric 
c          tridiagonal (or full) matrix.  if an error exit is made, 
c          z contains the eigenvectors associated with the stored 
c          eigenvalues. 
c 
c        ierr is set to 
c          zero       for normal return, 
c          j          if the j-th eigenvalue has not been 
c                     determined after 30 iterations. 
c 
c     calls pythag for  dsqrt(a*a + b*b) . 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      ierr = 0 
      if (n .eq. 1) go to 1001 
c 
      do 100 i = 2, n 
  100 e(i-1) = e(i) 
c 
      f = 0.0d0 
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      tst1 = 0.0d0 
      e(n) = 0.0d0 
c 
      do 240 l = 1, n 
         j = 0 
         h = dabs(d(l)) + dabs(e(l)) 
         if (tst1 .lt. h) tst1 = h 
c     .......... look for small sub-diagonal element .......... 
         do 110 m = l, n 
            tst2 = tst1 + dabs(e(m)) 
            if (tst2 .eq. tst1) go to 120 
c     .......... e(n) is always zero, so there is no exit 
c                through the bottom of the loop ...... . 
  110    continue 
c 
  120    if (m .eq. l) go to 220 
  130    if (j .eq. 30) go to 1000 
         j = j + 1 
c     .......... form shift .......... 
         l1 = l + 1 
         l2 = l1 + 1 
         g = d(l) 
         p = (d(l1) - g) / (2.0d0 * e(l)) 
         r = pythag(p,1.0d0) 
         d(l) = e(l) / (p + dsign(r,p)) 
         d(l1) = e(l) * (p + dsign(r,p)) 
         dl1 = d(l1) 
         h = g - d(l) 
         if (l2 .gt. n) go to 145 
c 
         do 140 i = l2, n 
  140    d(i) = d(i) - h 
c 
  145    f = f + h 
c     .......... ql transformation .......... 
         p = d(m) 
         c = 1.0d0 
         c2 = c 
         el1 = e(l1) 
         s = 0.0d0 
         mml = m - l 
c     .......... for i=m-1 step -1 until l do -- .......... 
         do 200 ii = 1, mml 
            c3 = c2 
            c2 = c 
            s2 = s 
            i = m - ii 
            g = c * e(i) 
            h = c * p 
            r = pythag(p,e(i)) 
            e(i+1) = s * r 
            s = e(i) / r 
            c = p / r 
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            p = c * d(i) - s * g 
            d(i+1) = h + s * (c * g + s * d(i)) 
c     .......... form vector .......... 
            do 180 k = 1, n 
               h = z(k,i+1) 
               z(k,i+1) = s * z(k,i) + c * h 
               z(k,i) = c * z(k,i) - s * h 
  180       continue 
c 
  200    continue 
c 
         p = -s * s2 * c3 * el1 * e(l) / dl1 
         e(l) = s * p 
         d(l) = c * p 
         tst2 = tst1 + dabs(e(l)) 
         if (tst2 .gt. tst1) go to 130 
  220    d(l) = d(l) + f 
  240 continue 
c     .......... order eigenvalues and eigenvectors .......... 
      do 300 ii = 2, n 
         i = ii - 1 
         k = i 
         p = d(i) 
c 
         do 260 j = ii, n 
            if (d(j) .ge. p) go to 260 
            k = j 
            p = d(j) 
  260    continue 
c 
         if (k .eq. i) go to 300 
         d(k) = d(i) 
         d(i) = p 
c 
         do 280 j = 1, n 
            p = z(j,i) 
            z(j,i) = z(j,k) 
            z(j,k) = p 
  280    continue 
c 
  300 continue 
c 
      go to 1001 
c     .......... set error -- no convergence to an 
c                eigenvalue after 30 iterations .......... 
 1000 ierr = l 
 1001 return 
      end 
 
      subroutine tred2(nm,n,a,d,e,z) 
c 
      integer i,j,k,l,n,ii,nm,jp1 
      double precision a(nm,n),d(n),e(n),z(nm,n) 
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      double precision f,g,h,hh,scale 
c 
c     this subroutine is a translation of the algol pr cedure tred2, 
c     num. math. 11, 181-195(1968) by martin, reinsch, and wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 212-226(1971). 
c 
c     this subroutine reduces a real symmetric matrix to a 
c     symmetric tridiagonal matrix using and accumulating 
c     orthogonal similarity transformations. 
c 
c     on input 
c 
c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrix. 
c 
c        a contains the real symmetric input matrix.  only the 
c          lower triangle of the matrix need be supplied. 
c 
c     on output 
c 
c        d contains the diagonal elements of the tridiagonal matrix. 
c 
c        e contains the subdiagonal elements of the tridiagonal 
c          matrix in its last n-1 positions.  e(1) is set to zero. 
c 
c        z contains the orthogonal transformation matrix 
c          produced in the reduction. 
c 
c        a and z may coincide.  if distinct, a is unaltered. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      do 100 i = 1, n 
c 
         do 80 j = i, n 
   80    z(j,i) = a(j,i) 
c 
         d(i) = a(n,i) 
  100 continue 
c 
      if (n .eq. 1) go to 510 
c     .......... for i=n step -1 until 2 do -- ..... . 
      do 300 ii = 2, n 
         i = n + 2 - ii 
         l = i - 1 
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         h = 0.0d0 
         scale = 0.0d0 
         if (l .lt. 2) go to 130 
c     .......... scale row (algol tol then not needd) .......... 
         do 120 k = 1, l 
  120    scale = scale + dabs(d(k)) 
c 
         if (scale .ne. 0.0d0) go to 140 
  130    e(i) = d(l) 
c 
         do 135 j = 1, l 
            d(j) = z(l,j) 
            z(i,j) = 0.0d0 
            z(j,i) = 0.0d0 
  135    continue 
c 
         go to 290 
c 
  140    do 150 k = 1, l 
            d(k) = d(k) / scale 
            h = h + d(k) * d(k) 
  150    continue 
c 
         f = d(l) 
         g = -dsign(dsqrt(h),f) 
         e(i) = scale * g 
         h = h - f * g 
         d(l) = f - g 
c     .......... form a*u .......... 
         do 170 j = 1, l 
  170    e(j) = 0.0d0 
c 
         do 240 j = 1, l 
            f = d(j) 
            z(j,i) = f 
            g = e(j) + z(j,j) * f 
            jp1 = j + 1 
            if (l .lt. jp1) go to 220 
c 
            do 200 k = jp1, l 
               g = g + z(k,j) * d(k) 
               e(k) = e(k) + z(k,j) * f 
  200       continue 
c 
  220       e(j) = g 
  240    continue 
c     .......... form p .......... 
         f = 0.0d0 
c 
         do 245 j = 1, l 
            e(j) = e(j) / h 
            f = f + e(j) * d(j) 
  245    continue 
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c 
         hh = f / (h + h) 
c     .......... form q .......... 
         do 250 j = 1, l 
  250    e(j) = e(j) - hh * d(j) 
c     .......... form reduced a .......... 
         do 280 j = 1, l 
            f = d(j) 
            g = e(j) 
c 
            do 260 k = j, l 
  260       z(k,j) = z(k,j) - f * e(k) - g * d(k) 
c 
            d(j) = z(l,j) 
            z(i,j) = 0.0d0 
  280    continue 
c 
  290    d(i) = h 
  300 continue 
c     .......... accumulation of transformation matrices .......... 
      do 500 i = 2, n 
         l = i - 1 
         z(n,l) = z(l,l) 
         z(l,l) = 1.0d0 
         h = d(i) 
         if (h .eq. 0.0d0) go to 380 
c 
         do 330 k = 1, l 
  330    d(k) = z(k,i) / h 
c 
         do 360 j = 1, l 
            g = 0.0d0 
c 
            do 340 k = 1, l 
  340       g = g + z(k,i) * z(k,j) 
c 
            do 360 k = 1, l 
               z(k,j) = z(k,j) - g * d(k) 
  360    continue 
c 
  380    do 400 k = 1, l 
  400    z(k,i) = 0.0d0 
c 
  500 continue 
c 
  510 do 520 i = 1, n 
         d(i) = z(n,i) 
         z(n,i) = 0.0d0 
  520 continue 
c 
      z(n,n) = 1.0d0 
      e(1) = 0.0d0 
      return 
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      end 
 
      subroutine tql1(n,d,e,ierr) 
c 
      integer i,j,l,m,n,ii,l1,l2,mml,ierr 
      double precision d(n),e(n) 
      double precision c,c2,c3,dl1,el1,f,g,h,p,r,s,s2,tst1,tst2,pythag 
c 
c     this subroutine is a translation of the algol pr cedure tql1, 
c     num. math. 11, 293-306(1968) by bowdler, martin, einsch, and 
c     wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 227-240(1971). 
c 
c     this subroutine finds the eigenvalues of a symmetric 
c     tridiagonal matrix by the ql method. 
c 
c     on input 
c 
c        n is the order of the matrix. 
c 
c        d contains the diagonal elements of the input matrix. 
c 
c        e contains the subdiagonal elements of the input matrix 
c          in its last n-1 positions.  e(1) is arbitrary. 
c 
c      on output 
c 
c        d contains the eigenvalues in ascending order.  if an 
c          error exit is made, the eigenvalues are co rect and 
c          ordered for indices 1,2,...ierr-1, but may not be 
c          the smallest eigenvalues. 
c 
c        e has been destroyed. 
c 
c        ierr is set to 
c          zero       for normal return, 
c          j          if the j-th eigenvalue has not been 
c                     determined after 30 iterations. 
c 
c     calls pythag for  dsqrt(a*a + b*b) . 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      ierr = 0 
      if (n .eq. 1) go to 1001 
c 
      do 100 i = 2, n 
  100 e(i-1) = e(i) 
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c 
      f = 0.0d0 
      tst1 = 0.0d0 
      e(n) = 0.0d0 
c 
      do 290 l = 1, n 
         j = 0 
         h = dabs(d(l)) + dabs(e(l)) 
         if (tst1 .lt. h) tst1 = h 
c     .......... look for small sub-diagonal element .......... 
         do 110 m = l, n 
            tst2 = tst1 + dabs(e(m)) 
            if (tst2 .eq. tst1) go to 120 
c     .......... e(n) is always zero, so there is no exit 
c                through the bottom of the loop ...... . 
  110    continue 
c 
  120    if (m .eq. l) go to 210 
  130    if (j .eq. 30) go to 1000 
         j = j + 1 
c     .......... form shift .......... 
         l1 = l + 1 
         l2 = l1 + 1 
         g = d(l) 
         p = (d(l1) - g) / (2.0d0 * e(l)) 
         r = pythag(p,1.0d0) 
         d(l) = e(l) / (p + dsign(r,p)) 
         d(l1) = e(l) * (p + dsign(r,p)) 
         dl1 = d(l1) 
         h = g - d(l) 
         if (l2 .gt. n) go to 145 
c 
         do 140 i = l2, n 
  140    d(i) = d(i) - h 
c 
  145    f = f + h 
c     .......... ql transformation .......... 
         p = d(m) 
         c = 1.0d0 
         c2 = c 
         el1 = e(l1) 
         s = 0.0d0 
         mml = m - l 
c     .......... for i=m-1 step -1 until l do -- .......... 
         do 200 ii = 1, mml 
            c3 = c2 
            c2 = c 
            s2 = s 
            i = m - ii 
            g = c * e(i) 
            h = c * p 
            r = pythag(p,e(i)) 
            e(i+1) = s * r 
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            s = e(i) / r 
            c = p / r 
            p = c * d(i) - s * g 
            d(i+1) = h + s * (c * g + s * d(i)) 
  200    continue 
c 
         p = -s * s2 * c3 * el1 * e(l) / dl1 
         e(l) = s * p 
         d(l) = c * p 
         tst2 = tst1 + dabs(e(l)) 
         if (tst2 .gt. tst1) go to 130 
  210    p = d(l) + f 
c     .......... order eigenvalues .......... 
         if (l .eq. 1) go to 250 
c     .......... for i=l step -1 until 2 do -- .......... 
         do 230 ii = 2, l 
            i = l + 2 - ii 
            if (p .ge. d(i-1)) go to 270 
            d(i) = d(i-1) 
  230    continue 
c 
  250    i = 1 
  270    d(i) = p 
  290 continue 
c 
      go to 1001 
c     .......... set error -- no convergence to an 
c                eigenvalue after 30 iterations .......... 
 1000 ierr = l 
 1001 return 
      end 
 
      double precision function pythag(a,b) 
      double precision a,b 
c 
c     finds dsqrt(a**2+b**2) without overflow or destructive underflow 
c 
      double precision p,r,s,t,u 
      p = dmax1(dabs(a),dabs(b)) 
      if (p .eq. 0.0d0) go to 20 
      r = (dmin1(dabs(a),dabs(b))/p)**2 
   10 continue 
         t = 4.0d0 + r 
         if (t .eq. 4.0d0) go to 20 
         s = r/t 
         u = 1.0d0 + 2.0d0*s 
         p = u*p 
         r = (s/u)**2 * r 
      go to 10 
   20 pythag = p 
      return 
      end 
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      subroutine tred1(nm,n,a,d,e,e2) 
c 
      integer i,j,k,l,n,ii,nm,jp1 
      double precision a(nm,n),d(n),e(n),e2(n) 
      double precision f,g,h,scale 
c 
c     this subroutine is a translation of the algol pr cedure tred1, 
c     num. math. 11, 181-195(1968) by martin, reinsch, and wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 212-226(1971). 
c 
c     this subroutine reduces a real symmetric matrix 
c     to a symmetric tridiagonal matrix using 
c     orthogonal similarity transformations. 
c 
c     on input 
c 
c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrix. 
c 
c        a contains the real symmetric input matrix.  only the 
c          lower triangle of the matrix need be supplied. 
c 
c     on output 
c 
c        a contains information about the orthogonal trans- 
c          formations used in the reduction in its strict lower 
c          triangle.  the full upper triangle of a is unaltered. 
c 
c        d contains the diagonal elements of the tridiagonal matrix. 
c 
c        e contains the subdiagonal elements of the tridiagonal 
c          matrix in its last n-1 positions.  e(1) is set to zero. 
c 
c        e2 contains the squares of the corresponding elements of e. 
c          e2 may coincide with e if the squares are not needed. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      do 100 i = 1, n 
         d(i) = a(n,i) 
         a(n,i) = a(i,i) 
  100 continue 
c     .......... for i=n step -1 until 1 do -- ..... . 
      do 300 ii = 1, n 
         i = n + 1 - ii 
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         l = i - 1 
         h = 0.0d0 
         scale = 0.0d0 
         if (l .lt. 1) go to 130 
c     .......... scale row (algol tol then not needd) .......... 
         do 120 k = 1, l 
  120    scale = scale + dabs(d(k)) 
c 
         if (scale .ne. 0.0d0) go to 140 
c 
         do 125 j = 1, l 
            d(j) = a(l,j) 
            a(l,j) = a(i,j) 
            a(i,j) = 0.0d0 
  125    continue 
c 
  130    e(i) = 0.0d0 
         e2(i) = 0.0d0 
         go to 300 
c 
  140    do 150 k = 1, l 
            d(k) = d(k) / scale 
            h = h + d(k) * d(k) 
  150    continue 
c 
         e2(i) = scale * scale * h 
         f = d(l) 
         g = -dsign(dsqrt(h),f) 
         e(i) = scale * g 
         h = h - f * g 
         d(l) = f - g 
         if (l .eq. 1) go to 285 
c     .......... form a*u .......... 
         do 170 j = 1, l 
  170    e(j) = 0.0d0 
c 
         do 240 j = 1, l 
            f = d(j) 
            g = e(j) + a(j,j) * f 
            jp1 = j + 1 
            if (l .lt. jp1) go to 220 
c 
            do 200 k = jp1, l 
               g = g + a(k,j) * d(k) 
               e(k) = e(k) + a(k,j) * f 
  200       continue 
c 
  220       e(j) = g 
  240    continue 
c     .......... form p .......... 
         f = 0.0d0 
c 
         do 245 j = 1, l 
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            e(j) = e(j) / h 
            f = f + e(j) * d(j) 
  245    continue 
c 
         h = f / (h + h) 
c     .......... form q .......... 
         do 250 j = 1, l 
  250    e(j) = e(j) - h * d(j) 
c     .......... form reduced a .......... 
         do 280 j = 1, l 
            f = d(j) 
            g = e(j) 
c 
            do 260 k = j, l 
  260       a(k,j) = a(k,j) - f * e(k) - g * d(k) 
c 
  280    continue 
c 
  285    do 290 j = 1, l 
            f = d(j) 
            d(j) = a(l,j) 
            a(l,j) = a(i,j) 
            a(i,j) = f * scale 
  290    continue 
c 
  300 continue 
c 
      return 
      end 
 
      double precision function epslon (x) 
      double precision x 
c 
c     estimate unit roundoff in quantities of size x. 
c 
      double precision a,b,c,eps 
c 
c     this program should function properly on all systems 
c     satisfying the following two assumptions, 
c        1.  the base used in representing floating point 
c            numbers is not a power of three. 
c        2.  the quantity  a  in statement 10 is represented to  
c            the accuracy used in floating point variables 
c            that are stored in memory. 
c     the statement number 10 and the go to 10 are intended to 
c     force optimizing compilers to generate code satisfying  
c     assumption 2. 
c     under these assumptions, it should be true that, 
c            a  is not exactly equal to four-thirds, 
c            b  has a zero for its last bit or digit, 
c            c  is not exactly equal to one, 
c            eps  measures the separation of 1.0 from
c                 the next larger floating point number. 
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c     the developers of eispack would appreciate being informed 
c     about any systems where these assumptions do ot hold. 
c 
c     this version dated 4/6/83. 
c 
      a = 4.0d0/3.0d0 
   10 b = a - 1.0d0 
      c = b + b + b 
      eps = dabs(c-1.0d0) 
      if (eps .eq. 0.0d0) go to 10 
      epslon = eps*dabs(x) 
      return 
      end 
      subroutine tqlrat(n,d,e2,ierr) 
c 
      integer i,j,l,m,n,ii,l1,mml,ierr 
      double precision d(n),e2(n) 
      double precision b,c,f,g,h,p,r,s,t,epslon,pythag 
c 
c     this subroutine is a translation of the algol pr cedure tqlrat, 
c     algorithm 464, comm. acm 16, 689(1973) by reinsch. 
c 
c     this subroutine finds the eigenvalues of a symmetric 
c     tridiagonal matrix by the rational ql method. 
c 
c     on input 
c 
c        n is the order of the matrix. 
c 
c        d contains the diagonal elements of the input matrix. 
c 
c        e2 contains the squares of the subdiagonal elements of the 
c          input matrix in its last n-1 positions.  e2(1) is arbitrary. 
c 
c      on output 
c 
c        d contains the eigenvalues in ascending order.  if an 
c          error exit is made, the eigenvalues are co rect and 
c          ordered for indices 1,2,...ierr-1, but may not be 
c          the smallest eigenvalues. 
c 
c        e2 has been destroyed. 
c 
c        ierr is set to 
c          zero       for normal return, 
c          j          if the j-th eigenvalue has not been 
c                     determined after 30 iterations. 
c 
c     calls pythag for  dsqrt(a*a + b*b) . 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
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c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      ierr = 0 
      if (n .eq. 1) go to 1001 
c 
      do 100 i = 2, n 
  100 e2(i-1) = e2(i) 
c 
      f = 0.0d0 
      t = 0.0d0 
      e2(n) = 0.0d0 
c 
      do 290 l = 1, n 
         j = 0 
         h = dabs(d(l)) + dsqrt(e2(l)) 
         if (t .gt. h) go to 105 
         t = h 
         b = epslon(t) 
         c = b * b 
c     .......... look for small squared sub-diagonal element .......... 
  105    do 110 m = l, n 
            if (e2(m) .le. c) go to 120 
c     .......... e2(n) is always zero, so there is no exit 
c                through the bottom of the loop ...... . 
  110    continue 
c 
  120    if (m .eq. l) go to 210 
  130    if (j .eq. 30) go to 1000 
         j = j + 1 
c     .......... form shift .......... 
         l1 = l + 1 
         s = dsqrt(e2(l)) 
         g = d(l) 
         p = (d(l1) - g) / (2.0d0 * s) 
         r = pythag(p,1.0d0) 
         d(l) = s / (p + dsign(r,p)) 
         h = g - d(l) 
c 
         do 140 i = l1, n 
  140    d(i) = d(i) - h 
c 
         f = f + h 
c     .......... rational ql transformation .......... 
         g = d(m) 
         if (g .eq. 0.0d0) g = b 
         h = g 
         s = 0.0d0 
         mml = m - l 
c     .......... for i=m-1 step -1 until l do -- .......... 
         do 200 ii = 1, mml 
            i = m - ii 
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            p = g * h 
            r = p + e2(i) 
            e2(i+1) = s * r 
            s = e2(i) / r 
            d(i+1) = h + s * (h + d(i)) 
            g = d(i) - e2(i) / g 
            if (g .eq. 0.0d0) g = b 
            h = g * p / r 
  200    continue 
c 
         e2(l) = s * g 
         d(l) = h 
c     .......... guard against underflow in convergence test .......... 
         if (h .eq. 0.0d0) go to 210 
         if (dabs(e2(l)) .le. dabs(c/h)) go to 210 
         e2(l) = h * e2(l) 
         if (e2(l) .ne. 0.0d0) go to 130 
  210    p = d(l) + f 
c     .......... order eigenvalues .......... 
         if (l .eq. 1) go to 250 
c     .......... for i=l step -1 until 2 do -- .......... 
         do 230 ii = 2, l 
            i = l + 2 - ii 
            if (p .ge. d(i-1)) go to 270 
            d(i) = d(i-1) 
  230    continue 
c 
  250    i = 1 
  270    d(i) = p 
  290 continue 
c 
      go to 1001 
c     .......... set error -- no convergence to an 
c                eigenvalue after 30 iterations .......... 
 1000 ierr = l 
 1001 return 
      end 
      subroutine rebak(nm,n,b,dl,m,z) 
c 
      integer i,j,k,m,n,i1,ii,nm 
      double precision b(nm,n),dl(n),z(nm,m) 
      double precision x 
c 
c     this subroutine is a translation of the algol pr cedure rebaka, 
c     num. math. 11, 99-110(1968) by martin and wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 303-314(1971). 
c 
c     this subroutine forms the eigenvectors of a generalized 
c     symmetric eigensystem by back transforming those of the 
c     derived symmetric matrix determined by  reduc. 
c 
c     on input 
c 
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c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrix system. 
c 
c        b contains information about the similarity transformation 
c          (cholesky decomposition) used in the reduction by  reduc 
c          in its strict lower triangle. 
c 
c        dl contains further information about the ransformation. 
c 
c        m is the number of eigenvectors to be back transformed. 
c 
c        z contains the eigenvectors to be back transformed 
c          in its first m columns. 
c 
c     on output 
c 
c        z contains the transformed eigenvectors 
c          in its first m columns. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      if (m .eq. 0) go to 200 
c 
      do 100 j = 1, m 
c     .......... for i=n step -1 until 1 do -- ..... . 
         do 100 ii = 1, n 
            i = n + 1 - ii 
            i1 = i + 1 
            x = z(i,j) 
            if (i .eq. n) go to 80 
c 
            do 60 k = i1, n 
   60       x = x - b(k,i) * z(k,j) 
c 
   80       z(i,j) = x / dl(i) 
  100 continue 
c 
  200 return 
      end 
      subroutine reduc(nm,n,a,b,dl,ierr) 
c 
      integer i,j,k,n,i1,j1,nm,nn,ierr 
      double precision a(nm,n),b(nm,n),dl(n) 
      double precision x,y 
c 
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c     this subroutine is a translation of the algol pr cedure reduc1, 
c     num. math. 11, 99-110(1968) by martin and wilkinson. 
c     handbook for auto. comp., vol.ii-linear algebra, 303-314(1971). 
c 
c     this subroutine reduces the generalized symmetric eigenproblem 
c     ax=(lambda)bx, where b is positive definite, to the standard 
c     symmetric eigenproblem using the cholesky factorization of b. 
c 
c     on input 
c 
c        nm must be set to the row dimension of two-dimensional 
c          array parameters as declared in the calling program 
c          dimension statement. 
c 
c        n is the order of the matrices a and b.  if the cholesky 
c          factor l of b is already available, n should be prefixed 
c          with a minus sign. 
c 
c        a and b contain the real symmetric input ma rices.  only the 
c          full upper triangles of the matrices need b  supplied.  if 
c          n is negative, the strict lower triangle of b contains, 
c          instead, the strict lower triangle of its cholesky factor l. 
c 
c        dl contains, if n is negative, the diagonal elements of l. 
c 
c     on output 
c 
c        a contains in its full lower triangle the full lower triangle 
c          of the symmetric matrix derived from thereduction to the 
c          standard form.  the strict upper triangle of a is unaltered. 
c 
c        b contains in its strict lower triangle the strict lower 
c          triangle of its cholesky factor l.  the full upper 
c          triangle of b is unaltered. 
c 
c        dl contains the diagonal elements of l. 
c 
c        ierr is set to 
c          zero       for normal return, 
c          7*n+1      if b is not positive definite. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      ierr = 0 
      nn = iabs(n) 
      if (n .lt. 0) go to 100 
c     .......... form l in the arrays b and dl ......  
      do 80 i = 1, n 
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         i1 = i - 1 
c 
         do 80 j = i, n 
            x = b(i,j) 
            if (i .eq. 1) go to 40 
c 
            do 20 k = 1, i1 
   20       x = x - b(i,k) * b(j,k) 
c 
   40       if (j .ne. i) go to 60 
            if (x .le. 0.0d0) go to 1000 
            y = dsqrt(x) 
            dl(i) = y 
            go to 80 
   60       b(j,i) = x / y 
   80 continue 
c     .......... form the transpose of the upper triangle of inv(l)*a 
c                in the lower triangle of the array a .......... 
  100 do 200 i = 1, nn 
         i1 = i - 1 
         y = dl(i) 
c 
         do 200 j = i, nn 
            x = a(i,j) 
            if (i .eq. 1) go to 180 
c 
            do 160 k = 1, i1 
  160       x = x - b(i,k) * a(j,k) 
c 
  180       a(j,i) = x / y 
  200 continue 
c     .......... pre-multiply by inv(l) and overwrite .......... 
      do 300 j = 1, nn 
         j1 = j - 1 
c 
         do 300 i = j, nn 
            x = a(i,j) 
            if (i .eq. j) go to 240 
            i1 = i - 1 
c 
            do 220 k = j, i1 
  220       x = x - a(k,j) * b(i,k) 
c 
  240       if (j .eq. 1) go to 280 
c 
            do 260 k = 1, j1 
  260       x = x - a(j,k) * b(i,k) 
c 
  280       a(i,j) = x / dl(i) 
  300 continue 
c 
      go to 1001 
c     .......... set error -- b is not positive definite .......... 
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 1000 ierr = 7 * n + 1 
 1001 return 
      end 
      subroutine rsg(nm,n,a,b,w,matz,z,fv1,fv2,ierr) 
c 
      integer n,nm,ierr,matz 
      double precision a(nm,n),b(nm,n),w(n),z(nm,n),fv1(n),fv2(n) 
c 
c     this subroutine calls the recommended sequence of 
c     subroutines from the eigensystem subroutine package (eispack) 
c     to find the eigenvalues and eigenvectors (if desired) 
c     for the real symmetric generalized eigenproblem  ax = (lambda)bx. 
c 
c     on input 
c 
c        nm  must be set to the row dimension of the two-dimensional 
c        array parameters as declared in the calling program 
c        dimension statement. 
c 
c        n  is the order of the matrices  a  and  b. 
c 
c        a  contains a real symmetric matrix. 
c 
c        b  contains a positive definite real symmetric matrix. 
c 
c        matz  is an integer variable set equal to zer  if 
c        only eigenvalues are desired.  otherwise it is set to 
c        any non-zero integer for both eigenvalues and eigenvectors. 
c 
c     on output 
c 
c        w  contains the eigenvalues in ascending order. 
c 
c        z  contains the eigenvectors if matz is not zero. 
c 
c        ierr  is an integer output variable set equal to an error 
c           completion code described in the documentation for tqlrat 
c           and tql2.  the normal completion code is zero. 
c 
c        fv1  and  fv2  are temporary storage arrays. 
c 
c     questions and comments should be directed to burt n s. garbow, 
c     mathematics and computer science div, argonne national laboratory 
c 
c     this version dated august 1983. 
c 
c     ------------------------------------------------------------------ 
c 
      if (n .le. nm) go to 10 
      ierr = 10 * n 
      go to 50 
c 
   10 call  reduc(nm,n,a,b,fv2,ierr) 
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      if (ierr .ne. 0) go to 50 
      if (matz .ne. 0) go to 20 
c     .......... find eigenvalues only .......... 
      call  tred1(nm,n,a,w,fv1,fv2) 
      call  tqlrat(n,w,fv2,ierr) 
      go to 50 
c     .......... find both eigenvalues and eigenvectors .......... 
   20 call  tred2(nm,n,a,w,fv1,z) 
      call  tql2(nm,n,w,fv1,z,ierr) 
      if (ierr .ne. 0) go to 50 
      call  rebak(nm,n,b,fv2,n,z) 
   50 return 
      end 
 

































Program B-10: batch.f 
 
       program batch 
 
 implicit real*8 (a-h, o-z) 
 real*8 m 
 integer*4 DIMEN 
 common /rancom/ iv(32), iy, idum2, irseed 
 common /gaussc/ rnum, iflag 
 logical iflag 




c step 1 
 
 read *,DIMEN,Nb 
 









 Do 1 n=1,5000 
c step 2(a) 
 
 Do 6537 k=1,DIMEN 
3 ranx = ranf()*(XMAX-XMIN)+XMIN 
c PARAMETER (XMAX = 1, XMIN = -1, NWALK = 100, DIMEN = 1) 
 F = exp(-0.559017*ranx**2) 
 bigr = ranf() 
 if (bigr > F) goto 3 
 Q(k) = ranx 
 6537 continue 
 
c step 2(b) 
 V1=0 
 Do 94 k=1,DIMEN 





 Do 5 k=1,DIMEN 
 Q(k) = Q(k)+gauss()*(dt/m)**(0.5) 
5 continue 
 
c step 2(d) 
 V2=0 
 97 
 Do 95 k=1,DIMEN 




c step 2(e) 
 Vavg=(V1+V2)/2 
 
c step 2(f) 
 W=exp(dt*(DIMEN*Eref-Vavg)) 
 
c step 2(g) 
 Z=Z+W 








































Table C-1: Green’s Function corrected values for refE  and c  for the harmonic oscillator 
Hamiltonian that will leave the Gaussian unchanged by the propagator as shown by 
equation (36). 
 
 2nd Order Corrected Values 4th Order Corrected Values 
Time Step (a.u.) Eref (Eh) c (a0
-2) Eref (Eh) c (a0
-2) 
0.1  0.49979204  0.50062461 0.500000267  0.500000058 
0.2  0.499170464  0.502493781 0.499999954  0.500000923 
0.3  0.49814378  0.50559371 0.49999916  0.500004653 
0.4  0.496725311  0.509901951 0.499997135  0.50001462 
0.5  0.494932951  0.515388203 0.499992928  0.50003543 
0.6  0.492788436  0.522015325 0.499985362  0.50007281 
0.7  0.490316527  0.529740503 0.499973042  0.500133478 
0.8  0.487544167  0.538516481 0.499954379  0.500224985 
0.9  0.484499648  0.548292805 0.499927616  0.500355553 
1.0  0.481211839  0.559016994 0.499890856  0.500533903 
1.1  0.477709511  0.570635611 0.499842094  0.50076908 
1.2  0.474020761  0.583095189 0.499779243  0.501070283 
1.3  0.47017256  0.596343022 0.499700171  0.501446704 
1.4  0.466190414  0.610327781 0.499602726  0.501907378 
1.5  0.46209813  0.625 0.499484769  0.502461049 
1.6  0.457917669  0.640312424 0.4993442  0.503116053 
1.7  0.453669087  0.656220237 0.499178985  0.503880222 
1.8  0.449370528  0.672681202 0.498987177  0.504760799 
1.9  0.445038269  0.689655711 0.49876694  0.505764382 
2.0  0.4406868  0.707106781 0.498516564  0.506896878 
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