An integrated, age-structured model was fitted to different combinations of survey data using two forms of selectivity (logistic or double-logistic) with time-constant or annually varying selectivity to investigate the population dynamics of Antarctic krill (Euphausia superba) near the Antarctic Peninsula. The data were from surveys conducted by the U.S. Antarctic Marine Living Resources Program around the South Shetland Islands from 1992 to 2011. Two indices of krill biomass based on (1) trawl-net samples and (2) hydroacoustic sampling were combined with length-compositions from the nets. Sixteen model configurations using different combinations of the two biomass surveys with the various options for modeling selectivities were examined. Parameters were estimated in phases with the sequential order of the phases randomized until an invertible Hessian matrix was obtained. Model consistency for the estimates of derived quantities was tested using simulated data. Annual trends in the estimates of total biomass, spawning biomass, and recruitment were similar among different configurations assuming time-constant selectivity, but the absolute scaling ranged widely depending on which biomass indices were used. All configurations with time-constant selectivities were able to reproduce the derived quantities of the operating model when fitted to simulated data. Annually varying selectivities produced more variable estimates of the trends in population biomass, but less variable estimates of scale, compared to time-constant configurations fitted to the same data. The models with annually varying selectivities did not produce invertible Hessian matrices, and four of these configurations could not reproduce the derived parameters of their operating model when fitted to simulated data. Using AIC, the model with logistic, time-constant selectivities was selected as the best configuration to fit both sources of biomass data. The two-stage approach of first randomizing the phase order until an invertible Hessian matrix is achieved and then verifying the reproducibility of the estimates of derived quantities using simulated data could be employed in any integrated stock assessment with parameters estimated in phases.
Introduction
Antarctic krill (Euphausia superba, hereafter krill) have a circumpolar distribution (Siegel, 2005; Hofmann and Hüsrevoglu, 2003; Atkinson et al., 2009 ). The multinational fishery for krill is regulated by the Commission for the Conservation of Antarctic Marine Living Resources (CCAMLR). At present, krill catches are about 200,000 tons yr −1 , and there is interest in increasing this catch (Nicol et al., 2012) . In recent decades, the catches have been from the Scotia Sea (Fig. 1) , and annual removals are believed to be less replicates, and statistics of these quantities (e.g., the median spawning biomass) are compared to decision criteria that are considered to be precautionary. Precautionary catch limits are those that meet the decision criteria based on the simulation results.
The objectives of this paper are threefold. First, we aim to develop a statistical modeling framework to assess the status and productivity of Antarctic krill in the Scotia Sea. Second, we conduct a general examination of the effects of different structural assumptions about the forms of selectivity for different data sources. Our third objective is to develop procedures that improve the ability to achieve convergence in integrated stock assessments employing complex, nonlinear likelihood models with mixed data sources. We evaluate the effects of combining or ignoring separate biomass indices (from net trawls and hydroacoustics), allowing selectivity to either vary annually or be time-constant. We use 20 years of survey data on Antarctic krill from around the Shetland Islands in the Antarctic Peninsula.
The models described here do not include fishery-dependent data. To date, catches taken by the krill fishery are believed to be a small fraction of the total krill population in the Scotia Sea and are thus expected to have minimal effect at the population level. Fishery catches and size-composition data will be incorporated into future models to compare projected outcomes from increasing catches to the CCAMLR decision rules. At this stage of development, however, our aims are to evaluate the internal consistency of the model estimates when fitting to different sources of survey data using different assumptions about selectivity, and increase the prospects of achieving model convergence through the use of randomized phase sequences.
Materials and methods
The biomass density of Antarctic krill (g m −2 , or equivalently, tons km −2 ) in the Scotia Sea has been measured using samples from zooplankton nets and acoustic backscatter methods. While there is overlap in the resulting biomass values produced using the two methods, nets often produce biomass densities at the lower end of those produced using acoustics. Previous studies comparing estimates of the biomass density of krill from zooplankton nets and acoustic methods have noted several issues (Everson, 1982; Hewitt and Demer, 1996; Wiebe et al., 2004 Wiebe et al., , 2011 Hewitt et al., 2003; Fielding et al., 2004 Fielding et al., , 2012 Reiss et al., 2008; Atkinson et al., 2009) . Krill of different sizes may differ in net-avoidance capabilities. Krill size, density within aggregations, and swimming orientation affects their acoustic target strength. Diurnal migrations can move krill above the range susceptible to acoustic observation so that Table 1 Availability of net and acoustic biomass indices from the U.S. AMLR surveys by year, stratum, and leg. "J" indicates January, and "F" indicates February sampling legs. Legs without asterisks have only net tows; legs with asterisks have both net tow and acoustic biomass indices. See Fig. 1 for a map of the survey strata.
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Joinville Southern Western daytime and nighttime biomass indices in the same area can differ substantially. Krill acoustic target-identification windows are difficult to verify and can vary seasonally and annually.
In this study, disparities in the time series of biomass indices from nets and hydroacoustics will be modeled as differences in age-based selectivity. The estimation of selectivity in integrated fisheries models is an effort to reconcile the observed size-or agestructure in a time series of sample data with the cohort structure required to maintain a self-consistent model of population dynamics. Differences in the probabilities of being sampled at different ages or life stages can bias the results from population models if such differences are not modeled explicitly.
Field survey design
Annual surveys to sample krill in the South Shetland Islands during the austral summer were conducted by the U.S. Antarctic Living Marine Resources (AMLR) Program of the National Marine Fisheries Service, Southwest Fisheries Science Center, over the 20-year period between 1992 and 2011 (Reiss et al., 2008;  Table 1 , Fig. 1 ). Sampling effort varied from 61 to 187 net tows and from 16 to 44 acoustic transects per year (Table 2) . Estimates of krill biomass based on these survey data provide two series of annual biomass indices, one from acoustics and one from nets. Annual length-compositions of krill (proportions-at-length in 1 mm bins) were sampled from the nets during all years.
The U.S. AMLR surveys sampled acoustic backscatter at frequencies of 38, 120, and 200 kHz, and the annual size distributions and densities of krill vulnerable to the nets. Acoustic backscatter was integrated over depths from 10 to 250 m, while the net data sampled the densities of identified krill in 1 mm size bins over depths from the surface to 170 m.
The total area covered by the U.S. AMLR survey grid is ∼125,000 km 2 , about 6% of the area covered by the CCAMLR 2000 Survey. Initially, the U.S. AMLR surveys focused on a central region surrounding the Elephant Island and collected data using one or two frequency hydroacoustics and net trawls. Sampling coverage in 1992 occurred only in the Elephant Island portion of the grid during two legs. The spatial extent of the sampling was expanded after 1992 to include three additional strata, labeled "West" (western side of South Shetland Islands), "South" (Bransfield Strait) and "Joinville" (waters between Elephant Island and Joinville Island at Table 2 Annual sampling effort for nets (number of tows, volume of water sampled integrated over depth) and acoustics (number of transects, nautical miles).
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Net sampling Acoustic sampling N tows Volume/depth (m 2 ) N transects Nautical miles the northern tip of the peninsula). From 1993 to 2011, at least three of the four strata were sampled every year for one or two legs. Sampling was conducted in two legs most years after 1992, a January leg and a February leg, although not every station or stratum was sampled during all years. After 1995, the surveys incorporated simultaneous 3-frequency acoustic sampling of krill along transects between net stations. Acoustic samples at less than 3-frequencies are not used here, so that from 1992 to 1995 only data from net tows are fitted by the models. After 1996, biomass indices from both 3-frequency acoustics and nets were available for every year (Table 1) .
Model framework
The length-composition data (from nets) and the two biomass indices (from acoustics and nets) were fitted using an age-based, integrated assessment model developed in AD Model Builder (Fournier et al., 2012) . Model equations are provided in Appendix. Cohort abundance-at-age is determined by initial recruitment with subsequent, annual decreases due to total mortality (App. Eq. (A.1)). At present, total mortality includes some fishing mortality but this will be separated from natural mortality once fisheries data are incorporated into the model. The model operates on an annual time step but can represent survey results at smaller time scales such as by month or season using fractions of the year. The model can also represent spatially disaggregated survey data. Here we combined the annual data from all survey months and strata, but the results were qualitatively similar when estimates were disaggregated by month and stratum.
Antarctic krill are spawned from January to March and spend their first year as larvae, developing to juveniles that are about 18 mm in length by the end of the year (Siegel and Loeb, 1995) . The larval stage was not included in the model. Recruitment in the model begins at age 1, with juvenile krill.
Laboratory studies have demonstrated that krill can live more than 9 years (Ikeda and Dixon, 1987 cited in Nicol, 2006) . The model has 10 ages, with age 10 being a plus group. The model estimates spawning biomass starting in 1982, 10 years before the first length-composition data used here were observed. This allows the estimated length frequencies for all 10 cohorts to fit the first year of observed length-compositions in 1992. The estimates for these "pre-data" years are less reliable than for the more recent years with both length-compositions and biomass indices (starting in 1992 for nets and 1996 for acoustics). Parameter estimates from the pre-data years will typically have wider uncertainty bounds than from more recent years.
The slope and position parameters for selectivities, for both logistic selectivity (ˇ and ˛ in Eq. (A.2)), and double-logistic selectivity ( , , « , in Eq. (A. 3)) were unconstrained. Data were weighted in the likelihood (Eq. (A.4)) by standard errors of the lognormally distributed biomass indices and by effective sample sizes for the multinomially distributed length frequencies (Eq. (A.5)). Standard errors for the net-based biomass indices were calculated using individual hauls in a year as replicates, and, for the acoustic indices, methods described by Jolly and Hampton (1990) . Effective sample sizes for the length-compositions were the numbers of net samples taken each year (Table 2 ). Survey catchabilities were bounded as a logistic function between 0 and 1.
Numbers-at-age in the model were converted to numbers-atlength (mm) using a von Bertalanffy growth relationship with estimated parameters L ∞ , k, and v (Eq. (A.6)). This length-at-age relationship, mediated by survey catchability and selectivity (Eqs. (A.2) and (A.3)), was used to compare survey biomasses with model estimates of vulnerable biomass (Eq. (A.4)). Weight-at-length was assumed known and calculated using Eq. 3 from Hewitt et al. (2004) (W(L) = 2.236 × 10 −6 L 3.314 ).
Recruitment was estimated as normally distributed, annual deviations from a mean value (Eq. (A.1)). This produced a parameter estimate for each year with observed data, as well as an additional parameter for the mean recruitment. Deviations from Beverton-Holt spawner-recruit predictions in the estimated recruitment deviations were penalized (Eq. (A.7)), as was the total variation among recruitment deviations (Eq. (A.8) ). This method of penalizing departures from a parametric Beverton-Holt relationship centers the estimated recruit abundances around the expectations of the Beverton-Holt while allowing for recruitment variability even at high values of spawning biomass relative to unfished spawning biomass (B 0 ) and steepness (h). Steepness, the proportion of unfished recruitment that would be achieved at 20% of unfished spawning biomass, was bounded between 0.21 and 1. The penalty on annual departures from Beverton-Holt recruitment trends effectively decreased as the estimates for steepness increased, although the mean recruitment was maintained near that expected by the mean Beverton-Holt prediction (Eq. (A.7)).
Early model runs indicated the recruitment deviation R was not estimable, thus it was pre-specified to be 0.9 based on fits to the data (most configurations had lower objective values with an assigned R of 0.9 than with assigned values between 0.6 to 0.8 or than with values of 1.0 or greater).
The parameter for mortality (M) combines the net effects of total mortality with immigration and emigration. Parameter estimates for mortality can be either unconstrained or penalized for departures from a pre-specified value (Eq. (A.9)). In this study, the logarithm of M was initially estimated and then exponentiated before use. Departures of the estimate of M from 1.0 (e 0 ) were penalized with a standard error of 2.7 (e 1 ) (App. Table A.1).
Model configurations
The effects of fitting to different biomass indices were investigated by using either net-based or acoustic-based indices in separate models, or with both types in a single model. The model framework allows the parameters for age-based selectivity to be estimated separately for each survey. In this framework, a survey is defined as a spatial or temporal grouping of samples assumed to have the same selectivity. Example groupings could be net tows by year, month, or survey stratum. Acoustic surveys may be similarly aggregated at various temporal or spatial scales. For this study, Table 3 Eight model configurations using different biomass indices and form(s) of selectivity. These eight configurations were fitted assuming both time-constant and annually varying selectivities (for a total of 16 configurations).
Configuration a Description a-l
Acoustic-only biomass, logistic selectivity a-d Acoustic-only biomass, double-logistic selectivity n-l Net-only biomass, logistic selectivity n-d
Net-only biomass, double-logistic selectivity b-ll Both biomasses, both logistic selectivity b-ld Both biomasses, acoustics logistic, nets double-logistic b-dl Both biomasses, acoustics double-logistic, nets logistic b-dd Both biomasses, both double-logistic selectivities a Type(s) of biomass data indicated as "a-", "n-", and "b-" representing whether biomass was indexed using acoustic data only, nets only, or both sources combined in the same model, with logistic or double-logistic selectivities as indicated by "l" or "d", respectively.
the net and acoustic data were grouped temporally into annual samples and spatially as a single area to produce two annual surveys, "nets" and "acoustics". All model configurations used the same annual length-composition data from the nets.
Configurations differed by the type(s) of biomass index used (nets only, acoustics only, both types), whether selectivity was modeled as logistic or double-logistic, and whether selectivity was constant over time or varied by year (Table 3) . Configurations using different types of data are not statistically comparable. Configurations based on the same data but with different forms of selectivity are comparable. Models using the same data were ranked using the Akaike Information Criterion (AIC; Burnham and Andersen, 1998) .
When nets and acoustics were combined in a configuration they were treated as two surveys with separate selectivity parameters. Surveys were either assigned the same form of selectivity, or different forms. The numbers of parameters estimated by the different configurations with time-constant selectivity ranged from 41 to 46. The numbers of parameters estimated by configurations with annually varying selectivity ranged from 79 to 200. Different forms of selectivity have different implications for the underlying population processes being modeled. Double-logistic selectivity allows for decreased vulnerability of older age classes, which could be the case if older animals are located inside the area sampled but are less available to the sampling gear due to behavioral or other causes, or are located outside of the areas sampled due to factors such as depth or movement with age. Some studies have suggested that from 2 to 20% of Antarctic krill, including gravid females, may be located at depths from 200 to 3500 m, feeding on the seabed as well as in the water column (Clarke and Tyler, 2008; Brierley, 2008; Schmidt et al., 2011) although other studies suggest the proportions of krill at depths below 200 m are only a couple of percent (Atkinson et al., 2009; Siegel et al., 2013) . The logistic assumption, in which selectivity increases monotonically with age, does not allow for such "cryptic biomass" of older individuals. This might be the case if the spawning biomass responsible for the recruitment was entirely inside the area sampled. With the appropriate parameter values, the double-logistic form of selectivity can reproduce the logistic form so, in theory, if the logistic shape best fits the data a double-logistic model should produce a logistic relationship.
The expectation for configurations with annually varying selectivities, following Lee et al. (2014) and Francis (2011) , is that the influence of the length-composition data on the model estimates of scaling parameters such as unfished recruitment or spawning biomass will be reduced relative to the models with timeconstant selectivity. Providing more selectivity parameters allows the length-compositions to be fitted more easily and so reduces their influence on the model estimates. 
Randomized phases
Subsets of the parameters were estimated in phases during optimization, holding some parameters at initialized values while others were estimated in an early phase, then estimating those initially held constant in subsequent phases. All previously estimated ("active") parameters continued to be re-estimated in subsequent phases once they were activated. This process can allow complex nonlinear models to be optimized when not all parameters can initially be estimated at the same time (Fournier et al., 2012) . Parameters were grouped into seven subsets of phases for optimization (Table 4) . Survey q and selectivity were estimated with separate phases for each biomass index (e.g., when two biomass indices were included, there were two phases for q and two phases for selectivities), for a total of nine possible sets of phase order (over 360 thousand unique arrangements) for some configurations. The order in which each subset of parameters was estimated was assigned randomly until the optimization procedure produced a positive-definite Hessian matrix. The inverse of the Hessian matrix approximates the variance-covariance matrix for the parameters, thus allowing asymptotic variance estimates and Markov chain Monte Carlo (MCMC) sampling.
MCMC sampling and simulated data
Markov chain Monte Carlo sampling of spawning biomass, recruit abundance, and "mortality" was conducted for each model configuration to illustrate the effects of the assumptions represented by different model configurations. Models were run for 5,000,000 MCMC iterations, sampling every 1000th value. These chains provided a way to compare the absolute scaling and time series patterns in the estimates from different configurations. The purposes of conducting these MCMC samples were to confirm that an invertible Hessian had been obtained (some configurations that produced asymptotic variance estimates were unable to be sampled using MCMC) and to give an indication of the central tendency of the estimates rather than to fully characterize uncertainties.
An additional evaluation of model convergence is to assemble a simulated data set from a generating model with a positive definite Hessian matrix (the "operating model") and then ensure that a new model (the "estimating model") using this simulated data fits the simulated data and reproduces the derived quantities of the operating model. This procedure has been termed a "self-test" (Deroba et al., 2015) . Simulated data were calculated for each model configuration. The generating model configuration was then refitted to the simulated data to evaluate estimates of spawning biomass, recruitment, natural mortality, and steepness against mathematically consistent "truths" that were known. Using the same model to generate its own data eliminates the issue of model-misspecification when evaluating the results (Lee et al., 2011) . The simulated data are consistent with the likelihood instead of being produced by natural processes for which appropriate likelihoods are incompletely known or by another model with a different likelihood structure. Using the same model to estimate derived quantities from data that it generated can indicate a lack of convergence or other issues if the estimates using simulated data do not match those of the original generating model. Simulated data were provided for every year of the time series represented by each model. Similarly to the development of the models based on the field data that generated the simulated data, the estimating models using simulated data also used randomized phase sequences to find the best fits. All parameters estimated in the original generating models (Table 4) were re-estimated by models using the simulated data. (Tables 3  and 4 in Fielding et al., 2011) .
For comparison with U.S. AMLR biomass indices (App . Table A. 2), a mean biomass was calculated from the CCAMLR 2000 transects that were located inside the U.S. AMLR survey area. There were 11 such transects, labeled AP11 to AP19 and SSI01 to SSI07 (Trathan et al., 2001; Fielding et al., 2011) . Transect-specific estimates of krill density were weighted by transect length from Table 2 in Fielding et al. (2011) to calculate estimates of density (71.7 g m −2 ) and biomass (8.96 mt) from the CCAMLR 2000 Survey inside the U.S. AMLR study area.
Total biomass estimates from the model configurations fitted here to the U.S. AMLR data from 1992 to 2011 were converted to densities and compared to the range of densities for individual transects throughout the Scotia Sea during CCAMLR 2000 Survey. The model estimates of biomass were converted to densities in two ways, based on different assumptions about the area in which the total population being modeled resides. In the first calculation, the population biomasses from the models were assumed to exist entirely inside the U.S. AMLR survey area (125,019 km 2 ). In the second calculation, densities were calculated assuming the population biomass represented by the models was located throughout the Scotia Sea (2,065,244 km 2 ). The actual population supplying the area sampled in the U.S. AMLR surveys is probably distributed over an area somewhere between these two extremes, but this approach might bracket plausible spatial boundaries for the total population of krill that is surveyed by the U.S. AMLR Program.
Results

Biomass indices and length-frequencies
Annual biomass densities of krill measured acoustically were usually greater than biomass densities measured with nets for the same years (Table A. 2). The annual biomass densities derived from U.S. AMLR net tows during 1992 to 2011 ranged between 1.8 and 10.3 g m −2 and from acoustics during 1996 to 2011 between 2.2 and 46.5 g m −2 (Table A. 2). Mean annual densities were 4.6 g m −2 (SD 2.6) from nets and 16.8 g m −2 (SD 12.5) from acoustics. These values were less than the 71.7 g m −2 calculated using CCAMLR 2000 acoustic transects inside the U.S. AMLR survey area and for most years were less than the 29.2 g m −2 calculated during CCAMLR 2000 for the entire Scotia Sea survey . These are direct extrapolations from the observed data without accounting for potential selectivity.
In addition to differences in overall scaling, the biomass indices from nets and acoustics presented different annual dynamics (Fig. 2) . These two methods of measuring krill biomass were not correlated (Pearson's r = 0.17). To check whether the two biomass indices tracked different ages (sizes) of krill, correlations between them were examined at lags of up to 3 years. Correlations between the two indices remained low for the lagged data. The highest correlation, 0.35, was achieved when the net biomass was correlated with the acoustic biomass in the previous year.
The observed length-compositions of krill showed a regular pattern of small krill recruiting to the survey approximately every 6 years (Fig. 3) . The dashed vertical lines in Fig. 3 and subsequent figures drawn at 1996, 2002, and 2007 indicate the approximate beginning of each cycle of mostly smaller krill followed by larger krill in succeeding years.
Effects of different selectivities and biomass indices on the estimates
All eight model configurations based on time-constant selectivities produced invertible Hessian matrices. Many randomized phase reorderings were typically required before obtaining an invertible Hessian, particularly for the more complex configurations fitted to both biomass indices assuming double-logistic selectivities. The eight annually varying configurations did not produce Hessian matrices after several thousand randomized phase reorderings.
The AIC scores for the time-constant configurations were much lower (better) than the scores for the annually varying configurations fitted to the same data. The lowest AIC score (70.01) for the configurations using both biomass indices was for the "b-ll" configuration with time-constant, logistic selectivities (Table 5 ). The lowest AIC score for the configurations with annually varying selectivities fitted to both biomass indices (226.65) was also for the "b-ll" configuration.
Steepness was estimated to be 1 for most configurations, indicating either high productivity at low spawning biomass, or that this parameter could not be estimated (Table 5 ). The sole exception was the annually varying "n-d" configuration, which estimated a very low steepness of 0.25 (not shown).
Length-at-age estimates displayed two slightly different patterns among configurations. Twelve of the configurations produced the same pattern estimated by the "b-ll" model with time-constant selectivity (Fig. 4a) . The annually varying "b-ld", "b-dd", "n-d" and time-constant "b-dl" configurations estimated an alternative pattern of slower growth (Fig. 4b) .
The configurations with time-constant selectivities estimated similar time-series patterns for total and spawning biomasses, although the absolute scaling differed depending on which biomass indices were fitted (Fig. 5a , Table 5 ). The lowest estimates of mean annual total biomass for the population supplying the U.S. AMLR sampling area during the 20-year period were from the configurations using only the biomass indices from nets (∼1.5 mt in the net-only configuration with the lowest AIC), followed by those using only the acoustic indices (∼11.8 mt). The highest estimates were produced by the configurations that were fitted to both indices (∼114 mt) ( Table 5) .
Three of the four time-constant configurations fitted to both biomass indices produced similar time-series patterns (Fig. 5a ). The exception was the "b-dl" configuration (lowest solid lines for total and spawning biomass in Fig. 5a ), which displayed different variability through time than the other configurations, and was closer in scaling to the estimates based only on acoustic indices than to the other configurations fitted to both nets and acoustics.
The configurations with annually varying selectivities usually estimated total and spawning biomasses lower than the timeconstant configurations. The annually varying models also had a Table 5 Estimates from different model configurations in Table 3 of mean annual total biomass, spawning biomass, recruitment, "mortality", AIC score and likelihood component values ("acoustics", "nets", "compositions", and "penalties"), and densities if all the biomass was assumed to occur inside the U.S. AMLR study area or disbursed throughout the Scotia Sea. Configurations are ordered by increasing value for mean total biomass. "Annually varying" column is "b-ll" configuration with annually varying selectivity, all others are time-constant. smaller overall range and less consistent time-series patterns in the biomass estimates among configurations (Fig. 5b) . These configurations fitted the biomass indices much better than the time-constant models, as expected (Fig. 6) . The "b-ll" configuration with annually varying selectivity estimated lower population biomass than any of the time-constant models fitted to both biomass indices (Table 5 ). All the other annually varying configurations produced population estimates (not shown) within the range of values provided in Table 5 except for the "n-l" configuration at 1.38 million tons, just below the minimum estimate of 1.42 million tons from the configurations with time-constant selectivity. The annual mean total biomass of 114 million tons in the time-constant "b-ll" configuration represents an average density of 914 g m −2 if it is all located inside the U.S. AMLR survey area or 55 g m −2 if the population is located throughout the Scotia Sea (Table 5 ). These estimates include krill biomass of ages unobserved by the surveys due to selectivity.
The models also estimated the biomasses of krill that were available to each annual survey given the selectivity of that survey. The point estimate of biomass from the CCAMLR 2000 Survey transects conducted inside the U.S. AMLR survey area was higher than the point estimates of the U.S. AMLR surveys in all years. All the models estimated that the biomass available to acoustic observation in the year 2000 was less than that calculated from the CCAMLR 2000 Survey data, as illustrated for the "b-ll" configuration (Fig. 6) .
The selectivities estimated by the time-constant configurations using both biomass indices displayed similar patterns, especially for younger krill (Fig. 7) . All configurations estimated low selectivities by acoustics for krill less than 4 years of age, rapidly increasing for krill older than 5 or 6 years of age. Higher selectivities by nets for krill of younger ages were mediated by lower overall catchabilities, usually around 2%, relative to acoustics (Table 5 ). In the best fitting model with logistic selectivity for both the acoustic and net surveys ("b-ll"), acoustics selected mostly the oldest krill and nets selected a wider range of ages (Fig. 7a) .
All configurations fitted the length-composition data with similar precision (see the row labeled "compositions" in Table 5 for the likelihood component values). The "b-ll" configuration illustrates the fit of the model to individual years of length-compositions (App. Fig. A.1 ).
Simulation testing
When fitted to simulated data, some model configurations were initially unable to reproduce the derived quantities of spawning biomass and recruitment that matched those from their respective operating models even though the operating models produced estimates of asymptotic variances and appeared to have invertible Hessians. For all configurations with time-constant selectivity, reordering the estimation phases within the operating or estimating models eventually yielded models that were able to both fit the "data" produced from the operating models and to reproduce the derived quantities of recruit abundance, spawning biomass, mortality, and steepness very closely.
Very small numerical errors due to pre-specified variances in the models using simulated data were present but not visible at the overall scale of measurement. This is illustrated for the "b-ll" configuration with time-constant selectivity for the length compositions (Fig. A.1b) , biomass fits (Fig. 8a) , and derived quantities of recruit abundance (Fig. 8b) and spawning biomass (Fig. 8c) . The matches between operating and estimating models from the other seven configurations with time-constant selectivity (not shown) were equally close to those for the "b-ll" configuration.
Four models with annually varying selectivity failed to fit all the simulated data precisely or to closely reproduce the derived quantities for spawning biomass and recruitment. These were the "b-dl", "b-dd", "a-d" and "n-d" configurations (the "b-ll", "b-ld", "a-l", and "d-l" configurations were able to reproduce the derived quantities even though they did not produce invertible Hessian matrices). The fits for the "b-dd" configuration illustrate these problems (Fig. 9) . This configuration was unable to produce model estimates that matched the derived quantities or even to precisely fit the simulated biomass (Fig. 9a) and composition data. The estimates for mortality (M) and steepness (h) also failed to match between the operating and estimating models with annually varying doublelogistic selectivity (Fig. 9c) .
Markov chain Monte Carlo sampling indicated that three of the four configurations fitted to both biomass indices with time-constant selectivity produced essentially identical probability distributions for spawning biomass, recruit abundance, and mortality (Fig. 10) . The estimates from the "b-dl" configuration continued to be anomalous compared to the other three configurations, as was reported for the maximum posterior density estimates of growth, biomass and other parameters of this configuration. Even though estimates of asymptotic variances were obtainable using this "b-dl" configuration, the Metropolis-Hastings algorithm was unsuccessful in obtaining a wide sampling of the distribution even after 5,000,000 MCMC samples, as indicated by the lack of variability around the estimates (Fig. 10b) .
Discussion
The two-stage procedure of first randomizing the phase order until a positive definite Hessian matrix was obtained and then verifying the model estimates using simulated data allowed more complex combinations of models with data to be explored in this study than would be possible using only a single, pre-specified phase order. Developers of any integrated stock assessment who are having trouble obtaining a converged model might consider using the procedures employed in this study. We note, however, that more experience using this approach may be needed to better understand why some phase orders "work" when others do not.
The second stage of comparing the parameter estimates to those of the operating model demonstrated that internally consistent representations of krill population dynamics had been obtained. The need to iterate the procedure until the estimates of the generating and simulation-based models matched indicated that discriminating between local and global minima in the negative log-likelihood surface was an issue for achieving convergence using these complex models and the data for Antarctic krill used here.
As model and data complexity increased from one biomass index to two, from logistic to double-logistic selectivity, and from time-constant to annually varying selectivity, the number of phase randomizations and the time required to produce consistent models typically increased. The simplest models with a single biomass index and time-constant selectivities often produced positive definite Hessian matrices and matched the estimates from the operating models after only a few phase randomizations. The most complex models with double-logistic, annually varying selectivities were unable to match the operating model estimates, even after thousands of trials with randomized phases processing over several days. While it is possible that applying more phase randomized trials to the models that failed would eventually find a generating model with an invertible Hessian matrix that also matched derived values from the operating model, the double-logistic, annually varying models were clearly a challenge, at least, to generating reproducible estimates of derived quantities.
Decisions about which potential sources of data to fit in stock assessments are made outside of formal model selection procedures. Since there is no reason in this case to select one biomass index over the other, models integrating both net and acoustic biomass indices with the size compositions from research net tows are currently proposed as the best option for modeling krill. Of the configurations using both biomass indices, the one with time-constant, logistic acoustic and net selectivities (the "b-ll" configuration) was the best model based on the AIC score (Table 5) .
Based on the AIC, all the models using time-constant selectivities were superior to those fitted to the same data but allowing annually varying selectivities. The time-constant configurations also produced invertible Hessian matrices and hence asymptotic variance estimates, and were all able to reproduce the operating model estimates using simulated data.
As noted by Maunder and Harley (2011) , it is not surprising that models with several parameters for selectivity each year are not selected by AIC over models with only several parameters over the entire time series. Maunder and Harley (2011) used a nonparametric method of estimating annually varying selectivity with a coefficient for each year and differences between coefficients smoothed by a penalty function chosen using cross-validation. The appropriate smoothness value was based on the ability to predict derived parameters for a test data set estimated from a separate training set of data. Such a non-parametric approach to modeling time-varying selectivity might result in fewer parameters and better model performance for time-varying selectivity than the parametric forms used in this study.
A basic issue in integrated fisheries assessment modeling is how much emphasis to place on the size-or age-composition data versus on the biomass indices (e.g. Francis, 2011) . Lee et al. (2014) suggest using likelihood profiling on a scaling parameter such as unfished recruitment, R 0 , to evaluate the effect of different likelihood components on the overall scaling of a stock assessment. They recommend allowing selectivity to vary with time if the composition data are having an undue influence relative to the abundance (or biomass) data. Time-varying selectivity essentially down-weights the influence of the composition data on the parameter estimates by allowing many more free parameters in fitting this data source. This suggestion follows the rule-of-thumb offered by Francis (2011) to fit the abundance data in a stock assessment preferentially over the compositions. In some cases, however, such as the simulation study by Wang et al. (2014) , length-composition data can provide useful information about scaling parameters such as R 0 . Indeed, likelihood profiling (not shown) of the eight configurations of the krill model with time-constant selectivities indicated that the effect of the survey biomass indices was flat for the estimate of R 0 across orders of magnitude and that the composition data were having a stronger influence on the estimate for R 0 .
The fundamental question regarding size-composition data and their influence on the estimates of population scale is whether Fig. 10 . MCMC sampling distributions for spawning biomass, recruit abundance and mortality from the configurations using both biomass indices with time-constant selectivities. Configurations are ordered by AIC score. 0%, 25%, 50%, 75%, and 100% quantiles are shown.
the annual variability in size-compositions is a real feature of the population or a sampling artifact. Previous studies of Antarctic krill have indicated that annual changes in krill abundance from surveys using different methods in different parts of the Scotia Sea are related (Brierley et al., 1999) , as are regional recruitment indices (Siegel et al., 2003) . The overall variability in krill length-compositions sampled from predator diets in the Scotia Sea is similar to the variability of length-compositions in net surveys (Reid et al., 1999; Kinzey et al., 2013) . These findings indicate that the annual variability observed in the length-composition data is a real population attribute. Therefore, down-weighting these compositions is, in this case, unwarranted. Careful consideration needs to be given to the data sources available to an assessment before increasing the influence of one source at the expense of another.
The MCMC samples of the estimates for spawning biomass, recruitment, and mortality of the "b-dl" configuration diverged from the pattern evident in the other three configurations with time-constant selectivity fitted to both biomass indices (Fig. 10) . The "b-dl" configuration apparently settled into a local but not global minimum. This can be seen by comparing the sums of the likelihood component values of the "b-dl" with the "b-ll" configuration (rows labeled "acoustics", "nets", "compositions", and "penalties" from Table 5 ). The "b-dl" configuration had a larger absolute negative log-likelihood (8155) than the "b-ll" configuration (8075). Yet the "b-dl" configuration, with more flexible selectivity parameters, should have been able to produce selectivities that resulted in the same or better total objective value as the "b-ll" configuration. This indicates that being able to successfully produce asymptotic variance estimates and reproduce derived parameters by fitting to simulated data is not always sufficient to verify that the best possible parameter estimates have been achieved in such complex models.
Size-structured modeling is an alternative to age-structured modeling in fisheries stock assessment (Punt et al., 2013) . Many size-structured methods, such as length-converted catch curves (e.g., Pauly, 1990) require the assumption of constant recruitment at equilibrium. This assumption is not met by Antarctic krill, whose natural recruitment variability has been described as "episodic" . Other size-structured methods make use of mark-recapture data to estimate size-transition matrices. Mark-recapture methods are currently impractical for very small, superabundant, mobile organisms such as Antarctic krill. An agestructured approach is appropriate for Antarctic krill because the highly variable recruitment signal in length frequencies (Fig. 3) provides the information required to follow annual cohorts and to estimate the length distribution at each age.
The method of estimating growth used in these models is based on fitting trends in the observed length distributions. There is no information on potentially time-varying growth that is available for the models to use, as would be the case if for example, there were independent measures of length-at-age, so the potential for time-varying growth was not explored.
Work on the krill assessment model is ongoing. The next stage of model development is to incorporate the fisheries-dependent data into the modeling framework along with the ability to make forward projections so that potential fishing scenarios can be compared to the CCAMLR decision rules.
A conceptual inconsistency in this study is that the acoustic processing uses the distorted-wave Born approximation, in which size distributions taken from the nets are used in processing the backscatter data to produce the acoustic biomass index supplied to the models (Demer and Conti, 2003a,b,c,d; Reiss et al., 2008; CCAMLR, 2010; Fielding et al., 2011) . This seems contrary to nets and acoustics having different selectivities for krill. A better approach for the future could be to remove the net information from the acoustic processing before it is supplied to the model and, instead, use the integrated model to resolve the sizes observed in the nets with the acoustic signal through the time series.
