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Abstract
We introduce the concept of a deterministically driven random walk in a ran­
dom environment on a state space S', focusing on the case where S is count­
able. Since our construction has a purely deterministic representation we 
refer to it as a deterministic walk in a deterministic environment (DWDE). 
For the deterministic walk in a fixed environment we establish properties 
analogous to those found in Markov chain theory, but for processes that do 
not in general have the Markov property. In the finite state space setting, 
we establish hypotheses for the recurrence or transience of a deterministic 
walk, and the existence of asymptotic occupation times. In the case of a 
DWDE on Z, we establish hypotheses that ensure that it is either recurrent 
or transient. An immediate consequence of this result is that a symmetric 
DWDE on Z is recurrent. Moreover, in the transient case, we show that the 
probability that the DWDE diverges to -f-oo is either 0 or 1. In certain cases 
we compute the direction of divergence in the transient case.
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Chapter 1
Introduction
The purpose of this thesis is provide a foundational background for 
the study of deterministically driven random walks in a random en­
vironment. We consider the simplest possible situations in which the 
deterministic walk occurs on a finite, or a countably infinite, state 
space.
Much attention in the area of deterministically driven random walks 
in a random environment has focused lately on applications to problems 
in randomly generated dynamical billiards. Before giving an account 
of such work we briefly describe what a dynamical billiard is by means 
of an example. Among the most well-known examples of a dynamical 
billiard is that of a Lorentz gas, which models the free motion of a point 
particle in Euclidean space {d > 2) subject to elastic collisions with 
a fixed, countable, array of dispersing scatterers. Each scatterer is 
an open, bounded, connected, and strictly convex domain of with 
smooth boundary d. The scatterers are assumed to be pairwise disjoint. 
When the configuration of scatterers is periodic, this setup is called a 
periodic Lorentz gas. When the free flight of the particle is bounded, 
the billiard is said to have a finite horizon. Given a flnite horizon 
billiard flow, there is a natural global cross-section M  = d x  [ ^ ,  |] ,  
and the Poincaré map T  : M  M  is called the billiard map.
Sinai [27] showed that a flnite horizon planar periodic Lorentz gas is 
recurrent and ergodic. Bunimovich, Sinai and Chernov [8] proved the 
central limit theorem and weak invariance principle (WIP) for such 
systems, while Melbourne Sz Nicol [24] showed that almost every tra­
jectory is approximable by a sample path of a Brownian motion. (This 
property is known as an almost sure invariance principle (ASIP).) In a 
recent development of the subject of deterministic walks in a random 
environment Dolgopyat et al [14] have shown that the WIP of a planar 
periodic Lorentz gas is (in some sense) robust to random perturbations 
of finite regions of an otherwise periodic arrangement of scatterers. One 
important feature of the results that we present here is that they do 
not require a periodicity condition on the environment.
Another class of random dynamical billiards considers the situation 
in which a space (e.g. a strip in R?, etc) is tessellated by count­
ably many translated copies of the same polygon. A billiard is then 
constructed by randomly assigning a configuration of scatterers to each 
polygon. Once an environment of scatterers has been generated the re­
sulting billiard dynamics are run. Such systems are known as random 
Lorentz gases (or random Lorentz tubes in the strip setting). Lenci et 
al [11, 12] show that (under certain hypotheses on the geometry of scat­
terer configurations) almost all realisations of a random 2-dimensional 
Lorentz tube are recurrent, and that (under somewhat more restric­
tive hypotheses) this can also be shown for higher dimensional cases. 
Lenci & Troubetzkoy [21] identify very special hypotheses under which 
a given fixed 2-dimensional Lorentz tube is recurrent and ergodic, and 
for which the first return map is A-mixing, and they consider random 
Lorentz tubes whose typical realisation satisfies these hypotheses.
Examples of other (non-billiard) applications of deterministic walks 
in random environments can be found in Dolgopyat [13], and Simula 
& Stenlund [26].
We observe that a common feature in the above examples is that 
once an environment (of scatterers) has been generated, it remains un­
changed thereafter. A different class of deterministically driven random 
walk in a random environment deals with situations in which the ini­
tial configuration of the environment is randomly chosen, and is then 
allowed to evolve over time. For example, Stenlund [30] considers the 
asymptotic behaviour of a random Sinai billiard on a 2-torus in which 
the position of a single scatterer is randomly updated after each col­
lision (for which he establishes an ASIP). We do not consider such
systems here, but note (as Stenlund does) that the situation in which 
the environment is frozen is typically much harder to analyse than the 
situation in which it updates randomly after collisions.
In this work we are concerned with understanding a simpler problem: 
specifically, we investigate the recurrence and transience properties of 
a deterministic walk in a random environment on a finite or count­
able state space. Our primary motivation lies in the fact that (to our 
knowledge) the existing literature does not address such questions in a 
systematic way. The secondary motivation consists in the hope that the 
results described here will provide a foundation upon which to tackle 
harder problems such as the billiard systems described above.
Our setup bears certain similarities to the now classical subject 
of random walks in a random environment (RWRE), which considers 
ensembles of randomly generated Markov chains on a common state 
space. But unlike in that situation we will be concerned more generally 
with ensembles of dynamical systems that are deterministic in nature, 
and which do not have the Markov property.
In Chapter 3, we formally introduce our setup. By way of further 
motivation for the questions considered there, we here give a brief ac­
count of RWREs in the one-dimensional setting; giving in Chapter 2 a 
more detailed account of the results that are of primary interest.
We start by recalling the elementary case of the simple random 
walk on Z. A simple random walk (SRW) considers the situation in 
which a walker, starting at some state (e.g. 0), performs a random 
path on the integers Z by taking independent steps in such a way 
that, for some fixed p G (0,1), at any given time, the probability of 
his taking a step to the left is p, while the probability of his taking a 
step to the right is 1 —p. Polya showed (see p.118-119 of [4]) that this 
process is recurrent for the case where p =  in that the walker returns 
to 0 with probability 1. (Moreover, the walker visits every integer 
infinitely often with probability 1.) However, in the situation where 
p > I (p < |)  it follows from the Strong Law of Large Numbers that 
the process is non-recurrent, and moreover that with probability 1 the 
walker will drift to +oo (—oo, respectively). In addition to this uniform
pointwise behaviour, in the recurrent case, the SRW also satisfies an 
important distributional property: namely, the central limit theorem 
(CLT). Specifically, letting Un denote the position of the walker at time 
n, it can be shown that the distribution of %  converges to the standard 
Normal distribution V (0 ,1), as n ^  oo.
Clearly, the setup of the SRW is very simple, and it natural to ask 
what criteria govern the asymptotics of a general Markov chain on Z, 
and by extension to the RWRE setting, what can we say about the 
behaviour of entire ensembles of Markov chains on Z whose transition 
probabilities are generated according to some stochastic or determinis­
tic process? In Chapter 2, we will turn to these questions in depth in 
the one-dimensional caseE
In Chapter 2, we will be particularly interested in the following 
type of RWRE on Z. Let {an)nez be a sequence of independent and 
identically distributed (i.i.d.) random variables taking values in (0,1). 
For each realisation («„)« of this process we define a Markov chain 
{Un)n>o on Z satisfying, (i) P{Uq =  0) =  1 and (ii) for all n > 0 and 
k e  Z, P{Un+i =  /c +  l\Un = k) = Œk and P{Un+i = k — l\Un — 
k) = 1 — ak. Each realisation of the process ((>;„)„ thus defines an 
environment of transition probabilities on Z, and as such the process 
{an)n is called a random environment on Z. A setup of this kind is 
called a simple RWRE on Z. More complex setups for the RWRE have 
focused on situations where the environment is generated by different 
types of dynamics, and by allowing jumps other than d=l.
The first mathematical results for simple RWREs go back to the 
works of Koslov [20], Kesten et al [18], and Solomon [29] in the mid- 
1970s. Since then a great deal has been established about the quali­
tative and quantitative properties of RWREs in the one dimensional 
setting.
The seminal results in the field are due to Solomon [29] and Sinai 
[28]. Solomon was the first to establish a criterion for classifying the (al­
most sure) pointwise asymptotic behaviour of the simple RWRE on Z. 
In particular he showed this behaviour was completely determined by
^Full and relatively modern surveys of RWREs, including the higher dimensional cases, 
can be found in [32] and [34].
the sign of E(ln Solomon also proved a Law of Large Numbers for
simple RWREs, and showed the existence of transient simple RWREs 
for which the growth rate of the position of the walk is sub-linear. Sinai 
[28] famously showed that in the recurrent case the distributional be­
haviour of the simple RWRE exhibits anomalously sub-diffusive growth 
according to a (Inn)^ law.
Subsequent developments in the field have extended these results to 
more general settings. Key [19] obtained a more general classification 
result for the case of RWRE on Z in an i.i.d. environment for which 
jumps are uniformly bounded. Bolthausen & Goldsheid [5] further ex­
tended the classification of RWREs on Z with bounded jumps to the 
situation in which the random environment is ergodic and stationary. 
Moreover, [5] considered the more general strip model in which the 
state space is { 1 ,.. .,  A:} x Z, for some k e N .  Bremont [7], under cer­
tain additional assumptions, further extended the classification of one 
dimensional RWREs with bounded jumps to the setting of a Gibbsian 
environment on a subshift of finite type. As yet, relatively little is 
known about the classification of higher dimensional RWREs.
Under certain additional hypotheses to those considered in [28], 
Letchikov [22] established the same sub-diffusive (Inn)^ behaviour in 
the setting of recurrent RWREs on Z that have bounded jumps. Bolthausen 
& Goldsheid [6] established distributional limit laws for the position of a 
recurrent RWRE on a strip in an i.i.d. environment. In particular, they 
showed that the RWRE on a strip typically exhibits Sinai type (Inn)^, 
with the CLT being the degenerate case occurring only under special 
conditions. Goldsheid [17] and Peterson [25] independently proved that 
in case of a transient simple RWRE, in almost every environment the 
position of the walk satisfies a GLT. Specifically, [17] and [25] show 
that for almost every environment there exists a sequence of constants 
{bn)n>o such that =^d N {0 ,1). The former also establishes this
result for the case where the random environment is uniformly ergodic.
Taking our lead from the probability theory, and looking instead at 
deterministic dynamical systems, our goal is to establish results of a 
similar flavour to those obtained for RWREs. Typically these problems
are a lot harder in the deterministic setting because very different as­
sumptions regarding the dependence/ independence of observables ob­
tain to those that are prevalent in the probabilistic setting.
The main results of this thesis are to be found in Chapters 4 and 
7. In Chapter 4, we establish general hypotheses under which a de­
terministic walk in a given fixed environment on a finite state space is 
transitive, and for which there exist asymptotic occupation times. In 
Chapter 7, prove that under certain conditions, a deterministic walk 
in a deterministic environment on Z satisfies a Zero-One law. Specifi­
cally, we show that it exhibits exactly one of three types of asymptotic 
behaviour, each with a probability of 0 or 1.
The thesis is laid out as follows. In Chapter 2, we recall some 
important ideas from the theory of stochastic processes and introduce 
the main concepts with which this thesis is concerned. In this chapter 
we present the classification results of Chung [10] and Solomon [29] for 
Markov chains on Z, and for the simple RWRE on Z, respectively.
In Chapter 3, we formally introduce the idea of a deterministic walk 
in a deterministic environment on Z (DWDE). We give examples of 
this construction, showing how certain cases can be modelled by the 
RWRE setup of Chapter 2.
In Chapter 4, we prove recurrence and asymptotic occupation time 
results for a deterministic walk on a finite state space. In doing so 
we introduce much of the machinery from the realm of deterministic 
dynamical systems that will be required in proving the main results of 
this thesis. Specifically, we introduce Markov maps and their related 
properties.
In Chapter 5, we prove a series of results relating to Markov maps 
that enjoy a property known as strong distortion. These results are 
both of interest in their own right, and are auxiliary to the main results 
of Chapter 7.
In Chapter 6, we prove some technical results and establish some 
asymptotic properties of a deterministic walk in a fixed environment on 
general countable state space. We show that these results have some 
useful consequences for the case where the state space is Z.
In Chapter 7, we prove our main results for the DWDE on Z. In
particular, we show that under certain hypotheses the DWDE satisfies 
a Zero-One law. Specifically, we show that the DWDE is either recur­
rent or transient, and if transient we show that the probability that 
it diverges to -t-oo is either 0 or 1. An immediate consequence of this 
result is that symmetric DWDEs on Z are recurrent.
In Chapter 8, we consider a class of DWDE on Z with inherent 
bias. In particular, we show that this class is transient and compute 
the direction of divergence.
Chapter 2
Random Walks in a Random 
Environment
Introduction
In this chapter we present the results that are the motivation for this 
thesis. In Section 2.1, we recall some basic ideas from the theory of 
stochastic processes, and some basic results from Markov chain theory. 
In Section 2.2, we present the first main result due to Chung [10]. This 
result gives a full characterisation of the asymptotic behaviour of a 
random walk on Z in a fixed, inhomogeneous, environment of transition 
probabilities. In Section 2.3, we introduce the concept of a random walk 
in a random environment and, under a simplifying assumption, give a 
full account of a result due to Solomon [29] that fully classifies the 
asymptotic behaviour of such systems.
2.1 M arkov Chains and Sim ple R andom  W alks
Basic notation and terminology. Civen a random variable X  and set of 
possible outcomes A, we denote by {X  e  A} the event that the random 
variable X  takes values in the set A, and we denote the probability of 
this happening by P {{X  G A}).
We will call a sequence of random variables (all taking values on a 
common set) of the form X q,X \ , .  .. or . . . ,  X_i, Xq, X i , . . .  a stochas­
tic process, or more simply a process, and denote it by (X„). If for 
all n, the random variable X„ takes values in a set S, we say that the 
process (X„) is S-valued. We call S  the state space of the process.
Independent random variables. Two random variables X ,Y  are in­
dependent if for all events {X  G A} and {Y G B}
f  ({X G A & y  G B}) =  P({X  G ({y  G B}). (2.1)
More generally, a process (X„) is independent if
B({Xii G Ml &  . . .  &  Xi^ G Ak})  =  B({X^j G M l}). . .  P({X^^ G M^})
(2 .2)
for all A: > 1, all indices i i , . . . ,  ik, all events {X^  ^ G Mi},. . . ,  {X*  ^ G
Ak}-
Identically distributed random variables. Two random variables X ,Y  
are identically distributed if for all sets of outcomes M
B({X G M}) =  B ({y  G M}). (2.3)
Definition. We say that a process (X„) is i.i.d. as an abbreviation 
for saying that it is independent, and that the X„s are identically dis­
tributed.
Stationarity. A process (X„) is stationary if
P{Xi^ G Ml & . . .  & Xif  ^ G Ak) = B(X%^+r G Ml & . . .  & X*^+r G Ak)
for all A; > 1, all indices i i , . .. ,ik, all sets of outcomes A i , . . . ,A k  and 
all r.
Remark. If a process (X„) is i.i.d. then it is stationary.
Coin-tossing process. The simplest non-degenerate example of an i.i.d. 
process is the coin-tossing process, in which a (possibly biased) coin
is tossed repeatedly. The state of such a process at time n is just the 
outcome of the n-th coin toss. This process is modelled by an i.i.d. se­
quence of random variables (X„)„>i taking values in the set {-fl, — 1} - 
the values +1 and —1 being synonymous with heads and tails, respec­
tively.
Notation. Given events A  and B, we denote by P(A\B) the con­
ditional probability that event A  occurs given that B  occurs - i.e. 
P{A\B) := for all B  such that P{B) > 0.
D efinition 2.1. Let S  be a countable set and let {pij)i,jes be a matrix 
of non-negative real numbers with rows and columns indexed by S, such 
that for all i E S
= 1-
jes
Such a matrix is called a stochastic matrix. Let Xq, X i, X 2, . . .  be an 
S-valued process satisfying the condition that
P{Xn+i — j\Xo = io, X i ^  i l , . . . ,  Xn = in) ^  (2.4)
for all n > 0, all j  ^  S  and all io ,. . . , in  G S  such that P {X q = 
io ,X i = i i , . . . ,X n  = in) > 0. We call such a process a stationary 
Markov chain. The set S  is the state space of the Markov chain, and 
the pij are the transition probabilities.
The stationarity of the Markov chain consists in the fact that the transi­
tion probabilities pij depend only on the states i , j ,  and are independent 
of time. From now on stationarity is assumed and we will refer simply 
to a Markov chain.
Remark. If a process (X„)„>i is independent then it is Markov.
Equation (2.4) describes the so-called Markov property, and what it 
says is that the future behaviour of the process, given its present state, 
is independent of its past.
For all n > 1 and j, i i , . .. ,in G S, we let Pj(Xi = i i , . .. ,Xn = in)
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denote the conditional probability P( Xi  =  i i , . . .  ,Xn =  in\XQ — j). It 
follows from (2.4) that P fiX i =  A, • • •, ATn =  ^n) =  PjhPhi2 • • -Pin-iin*
D efinition 2.2. Given a Markov chain on a state space S  and states 
i , j  G S, we say that i communicates with j  if
Pi(Xn — j, for some n > 1) > 0.
We say that states i and j  intercommunicate if i communicates with j  
and j  communicates with i.
We define the communication class of a state i to be the set of all 
states with which i intercommunicates. We say that the communica­
tion class of state i is closed if, for every j ,  i communicates with j  
only if j  communicates with i.
We say that a Markov chain is irreducible if its entire state space S
forms a communication class - i. e. if every pair of states intercommu­
nicate.
We introduce some fundamental notions for a general process (X^) 
on a discrete state space S.
D efinition 2.3. Given a process (X^) on a countable state space S, 
we say that the state i E S  is recurrent if
Pi{Xn — 7, for some n > 1) =  1.
We say that a state i is transient if it is not recurrent.
We say that the process (X„) is transitive on S  if for all i , j  G S,
Pi{Xn -  j, for some n > 1) =  1.
These definitions, which are central to this thesis, have some impor­
tant properties in the Markov chain setting. (Proofs of Propositions 
2.4-2.8 and Theorem 2.9 below can be found in Chapter 8 of [4].)
P roposition  2.4. Given a Markov chain with state space S, a state 
i e  S  is recurrent if and only if P ii^n  = i) = oo.
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Notation. Given a process (X^), we write {X„ =  i i.o.} to denote the 
event that state i is visited infinitely often.
P roposition  2.5. Given a Markov chain with state space S, if a state 
i E S  is recurrent then PfiXn = i i.o.) — 1, whereas if i is transient 
then PfiXn = i i.o.) =  0.
P roposition  2.6. For any communication class in a Markov chain, 
either every state in the class is recurrent, or every state in the class 
is transient.
It follows from Proposition 2.6 that we may say that an irreducible 
Markov chain is itself either recurrent or transient.
P roposition  2.7. I f a Markov chain is irreducible and recurrent then 
it is transitive.
Aperiodicity. We define the period of a state i G 5  to be gcdjn : p^ T^  > 
0}. If a Markov chain is irreducible it is readily shown that every state 
has the same period, in which case it is natural to speak of the period 
of the Markov chain itself. We say that an irreducible Markov chain is 
aperiodic if it has a period of 1.
P roposition  2.8. For every irreducible aperiodic Markov chain with 
finite state space S  and transition matrix M  (Pij)ijeg) there exists 
a unique distribution n on S  such that for every initial distribution v 
on S
lim vM ^ = 7T. (2.5)
n —>oo
The simple random walk on Z. Given a coin-tossing process (X„)„>i 
taking values ±1, we define the simple random walk on Z to be
n
U n - = '^ X i .  (2.6)
i= l
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The simple random walk is not i.i.d. (for example, U2 clearly depends 
on Ui). However, by construction, the simple random walk has inde­
pendent increments and it is straightforward to show that it therefore 
has the Markov property, and is thus a Markov chain on Z.
Theorem  2.9. The simple random walk satisfies the following tri­
chotomy.
(i) I f  P{X i =  1) > i  then P(lim^_^oo =  00) =  1.
(ii) I f  P{X i =  1) < I then P(lim„^oo Un =  —00) =  1.
(in) I fP {X i  =  1) =  I then P(lim sup^^q^ Un = 00 k  liminf^^oo Un =
—00) =  1.
An immediate consequence of this result is that if cases (i) or (ii) hold, 
then the simple random walk is transient, whereas if case (iii) holds, 
then it is recurrent and, by irreducibility, transitive.
2.2 R andom  W alks on Z in a F ixed  Environm ent
In this section we will be concerned with the asymptotic behaviour of 
a random walk on Z in a general environment of transition probabilities.
A sequence ( . . . ,  o_i, oo, Oi , . ..) of real numbers in (0,1) defines a 
Markov chain {Un)n>i on Z with transition probabilities given by
Pk,k+i = and Pk,k-i =  1 -  Ofc-
We call the sequence of transition probabilities ( . . . ,  a_i ,  ao, « i , . . .) the 
environment of the Markov chain. Throughout this section we assume 
the environment to be fixed. We also assume that 0 < < 1 for all
7 G Z, thereby ensuring that the Markov chain is irreducible.
In preparation for the main result of this section we introduce the 
following notation.
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Notation. For all n G Z define
:= (2.7)
and
I <To<Ti...a„, n > 0  (2.8)
I CTqCT-i ... cr„, 72 < 0.
Since the Markov chain is irreducible, it follows from Proposition 2.6 
that it is either recurrent or transient. Moreover, we have the following 
result due to Chung (see p.65-71 of [10]).
T heorem  2.10 (Chung). For a fixed environment ( . . . ,  a_i,  oq, <^1, • • •) 
we have:
W  - O ' =  oo amf Pn < oo
P ( lim Un = oo) =  1.
n —>oo
P{ lim Un =  —oo) =  1.
n —>oo
("Cy) If =  OO aW =  oo
P(lim inf Un = —oo & lim sup Un =  +oo) =  1.n—^oo n—^oo
(d) I f  Y^")^=iiP-Ti)~  ^ < 00 and Pn < oo then for each z G Z  there
exists p E (0,1) such that
P{ lim Un =  oo\Uq = i) = p k  P{ lim Un = —oo\Uq = i) = 1—p.
Remark. For example, if Pi^+i = f for all z > 0 and Pi^-i =  |  for all 
z < 0, then case (d) of Theorem 2.10 holds.
Before proving Theorem 2.10 we establish an intermediate result (Lemma 
2.11 below), for which we require the following notation.
Notation. For i , j  E Z, we will use the abbreviation fij := PfiXn =  
j, for some n > 1).
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Lemma 2.11. I f i > j  then
and if i < j  then
fij =  à s r ‘7 , (2.9)
2^n=j P'P'
T '  o-'
f i j = . (2.10)
z 2 n = —oo Pn
Proof We establish (2.9) as the proof of (2.10) is similar. Without loss 
of generality we suppose that A: > z > j  > 0. Given integers i , j , k  
define
kfij := Pi(3n > 0 : Un = j  k  Ur k,0  < r < n). (2.11)
Thus, kfij denotes the probability that the random walk started in state 
z eventually enters state j  before it enters state k. For z G Z, define 
1 —ai. The probability kfij constitutes the unique solution to the 
system of equations
f o^ iUi-i-i -j- fiiUi—i i ^  j, k
1 z =  j  (2.12)
0 i = k.
Equation (2.12) is solved by recursion. Rearranging we obtain for j  < 
r < k
ar(ar-\-l ZZ,') — firipip —1 ) 
from which it follows that
Ur+l — Ur ^  fir - ■ - fij+1 (2.13)
Using the convention that the empty product is 1, from (2.13) we obtain
— 1 =  y^(zZr+l — Ur) =  (1 +  ^  —---- ^^)(zZ j+ l ~  l)(^.14)
Our • • • ^
r = j  r = j + l
2 - 1  2 - 1
Uu
r = j  r —j + 1
1 — y^(zZr+l — Ur) — (1 +  ^  —---- ^ ^ )(z ij+ i — l)(2.15)— Œr - - - Ofj-i-i
It is immediate from (2.14) that 
— 1 =  ( U j + l  — 1)[1 +  ( J j + I  +  ( c T j+ iC r j+ 2 )  +  . . . +  { ( T j + l  . . . C T fc-l)] (2.16)
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Subtracting (2.14) from (2.15) we obtain
Wf =  (1 — ZZj_|_i)[((7j+i . . . (jj) +  . . . +  {(7j+l . . . (Jk-l)]. (2.17)
Equation (2.14) also implies that
(1 — Mj+l) =  [1 +  CTj+i +  (crj+lCTj+2) +  • • • +  (c7j+l . . . (Jfc_i)] (2.18)
Substituting (2.18) back into (2.17) we obtain
^  _  ( ^ j + l  • . • CTi) +  . . . +  (c T j+ i . . . (Jk-l) _  Y ltJi
1 +  CTj+1 +  {aj+i(Jj+2) +  . . . +  {cTj+i. . .  ak-i) ^J+I • • •
(2.19)
Multiplying equation (2.19) through above and below by ctq .. .a j we 
obtain
r _  (zTq • . • Z7j) +  . . . +  (cTq . . . Œk-l) _  Pn /g
((TO . . . (Tj) +  . . . +  ((70 . . . (7,_i)
Since 0 < o;„ < 1, for all n G Z, it follows from the Markov property 
(recall equation (2.4)) that
P (—oo < inf Un & sup Un < oo) =  0.
^^0 77,>0
Thus, given i and j  such that i > j ,  we see that kfij —>■ fij as A: —> +oo. 
Therefore, letting A: —> oo in equation (2.20) we obtain (2.9). This 
establishes the claim. □
Proof of Theorem 2.10. Since 0 < < 1 for all r  G Z, it follows from
the Markov property (2.4) that for all r  G Z, P(lim inf^ -^ -oo Un = r) = ^ 
and P(limsup^_^oo Un = r) = 0. Hence
P(1 liminf LUl =  oo k  | lim sup =  oo) =  1, (2.21)n—^oo n—^oo
and so for almost every realisation of the random walk, it either diverges 
to the left, to the right, or it is transitive. It follows from Lemma 2.11 
that if =  oo and Pn < oo then for all i < j ,  fij = 1
and fji < 1, from which it now follows that P(lim„_^oo Un =  oo) =  1.
This establishes part (a). Parts (b) and (c) are established similarly.
In proving part (d) observe that if S ^ i ( P - n ) “  ^ < oo and Pn < 
oo, then by Lemma 2.11 for all i , j  G Z such that % ^  j ,  0 < fij < 1 and
16
0 < fji < 1. It follows from the Markov property that for each z e  Z, 
fa  = «i/i+pi +  (1 — o(i)fi-i,i- Thus, 0 < fa < 1 and so z is transient. 
It follows from Proposition 2.5 that for all z G Z, Pi{Un = i i.o.) =  0. 
Since jumps are ±1 it follows from (2.21) that
Pi{ lim Un — —oo or lim Un = oo) — 1.
n —>oo n —>oo
From equations (2.9) and (2.10) it is clear that 0 < Pi(lim„_^oo Un = 
oo) < 1, and that this probability depends on z. □
2.3 R andom  W alks on Z in a R andom  Environm ent
In this section we consider a more general problem than that in the 
previous section. Rather than the environment of transition probabil­
ities being fixed, we suppose that it is generated randomly. Once the 
environment has been generated, the random walk is then run as be­
fore. We call such a process a random walk in a random environment 
(RWRE).
Before stating the main result of this chapter, we introduce some pre­
requisite concepts and some useful notation.
Markov chain measure. Since the results of this section do not de­
pend on the starting position of the RWRE we shall adopt the con­
vention that Uq =  0. Associated with any given fixed environment 
a  : = ( . . . ,  q;_i, ao, a i , . . .) is a natural measure on the space of all pos­
sible realisations of the random walk. We call this measure the Markov 
chain measure, and denote it by P^. The measure is constructed natu­
rally by defining it first on sets of paths specified by a finite number of 
initial coordinates. For example, Pa(Ui =  1 & U2 =  0) =  ao(l — cKi). 
Standard arguments then apply to show that Kolmogorov’s Extension 
Theorem can be used to extend this measure to the sigma-algebra of 
all sets of paths that are generated by such cylinders. Details of this 
construction can be found in [29].
Random environment on Z. Suppose that (an)nez is an i.i.d. sequence
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of random variables, each taking values in (0,1). Since each realisation 
of this process is a fixed environment on Z as per Section 2.2, we call 
the process (an)nez a random environment on Z.
Denoting by // the probability distribution on (0,1) associated with 
the random variable <ao, the i.i.d. process (an)nez induces the product 
probability measure Q \= . . .  (i x  [i x i i . . .  on the space of all possible 
environments (0,1)^.
Definition. In the spirit of Section 2.2, for each n G Z we may also 
define the random variable cr^  as per equation (2.7), and the random 
variable p„ as per equation (2.8). Since (an)nGZ is i.i.d. it follows that 
the process (cr^)nez is also i.i.d. and hence that there exists a random 
variable a whose distribution is shared by each of the a„’s.
Notation. We let a  denote an arbitrary fixed environment, and uo 
denote an arbitrary realisation of the random walk.
We are now in a position to state the main result of this section.
Theorem 2.12 (Solomon). For a simple random walk in a random 
environment such that Inc G L^{Q), we have the following trichotomy.
(i) I f  E{fin (j) < 0 then lim [/„ =  oo for Q — a.e. a and Pa — a.e. u.n—J-oo
(ii) I f  Efincr) > 0 then lim Un = —oo for Q — a.e. a and Pa —a.e. uj.n—¥oo
(Hi) I f  E{\n a) = 0 then lim inf [7^  =  —oo and lim sup [7^  =  +oo for
n—>oo
Q — a.e. a and Pa — a.e. u j .
Remark. Solomon’s result does not in fact require that In cr is inte- 
grable, and shows that under more general hypotheses a similar tri­
chotomy holds. We refer the reader to Theorem 1.7 of [29] for further 
details.
We prove (i) and (iii). The proof of (ii) is analogous to that of (i).
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Proof of Theorem 2.12(i). Suppose that E(\na) =  —c < 0 (c > 0). 
For all n >  1 define
Sfi 1=  In ( j j I n
Since (In is i.i.d. it follows from the Strong Law of Large Numbers 
that for almost every environment there exists N  > 1  such that for all 
n >  N
<  (2.22)
Hence, for almost every environment there exists N  > 1 such that for 
all n >  N
3 „ < ^ < 0 .  (2.23)
From (2.23) we obtain that for almost every environment there exists 
N  such that
oo oo oo
n = N  n = N  n = N
Thus
OO
^ p „ < o o ,  Q — a.e. (2.24)
n = l
Since (cxn)nGZ is i.i.d. it follows that {pn}n>i = {p-n}n>o in distribu­
tion. From (2.24), it follows that for almost every environment we that 
lim^^oo Pn =  0, and hence that limn-).oo ^  =  oo and lim„_^oo ^  =  oo. 
It is now immediate that
oo ^
 =  oo, Q — a.e. (2.25)
n = l
From (2.24) and (2.25) it is follows that case (a) of Theorem 2.10 holds
for Q-a.e. environment. This completes the proof of (i). □
The proof of Theorem 2.12(iii) requires some preparation. We present 
the main steps in the argument as Lemmas 2.13 - 2.18 below. Lemmas 
2.13 - 2.18 concern a general i.i.d. sequence {Xn)n>i of non-degenerate 
(i.e. non-constant) M-valued random variables. We assume the process 
to be defined on some probability space (Cl,P,P), in the sense that 
for all n > 1 the random variable is f-measurable. More formally.
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for all n > 1 we assume that the sigma-algebra is
contained in where B{R) denotes the Borel sigma-algebra generated 
by open subsets of M.
Given a process (Fi)i>o defined on a probability space Q, we say that 
E  C n  is a permutable event if it is invariant under all finite permuta­
tions of the indices of the process.
Example. Let . . .  be a sequence of real-valued random variables
and c G M U {—oo, oo}. Define := 1} +  . . .  -t- W. Since the event 
{limsupfc^oo Tfc =  c} is independent of the order in which the Yi's oc­
cur, it is therefore a permutable event.
We have the following Lemma, a proof of which can be found in [15].
Lem m a 2.13 (Hewitt-Savage Zero-One Law). I fY i ,Y 2, . . .  is an i.i.d. 
process then every permutable event has probability 0 or 1.
Returning to the case of a general i.i.d. process of real-valued random 
variables {Xn)n>i , define
n
Sn := W,
i=l
and
inf{n > 1 : > 0} & •— inf{n > 1 : > 0}
and
t~ := inf{n > 1 : < 0} & to ■— inf{n > 1 : 5'^  < 0}.
Lem m a 2.14. Suppose that P{Xi > 0) > 0 and P{X i < 0) > 0. Then
(a) P(lim sup„_^oo =  oo) =  1 or P(lim„^oo5'n =  —oo) =  1, and
(b) P(lim„^oo &  =  oo) =  1 or P(liminf„^oo &  =  -oo) =  1.
Proof. We prove (a) as the proof of (b) is identical. By assumption 
there exists c > 0 such that P{Xi > c) > 0. For all k E Z, the event
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{kc < lim Pn < {k -\- l)c} is permutable, and it follows from
Lemma 2.13 that since (%%)%>! is i.i.d. then
P{{kc < lim sup < (A: +  l)c}) =  0 or 1.
n-^ oo
But since (%%)%>! is i.i.d. and P{Xi > c) > 0, it follows that P{{kc < 
limsup^_^oo Sn < (A:+l)c}) =  0, and hence that P (—oo < limsup„_,.oo Sn < 
oo) =  0. Since the event {lim snp^^g^ Sn =  oo} is also permutable, the 
result now follows. □
Lemma 2.15.
(a) I f  P{tQ < oo) < 1 then P(limsup Sn =  —oo) =  1, but i /P ( t J  < 
oo) =  1 then P(limsup Sn = oo) =  1.
(b) I f  P{to < oo) < 1 then P(lim inf Sn =  oo) =  1, but if P{tQ < 
oo) =  1 then P(lim inf Sn = —oo) =  1.
Proof. We prove (a) as the proof of (b) is similar. Suppose that P(to < 
oo) < 1. It follows that P(to — oo) > 0. Hence P(sup„>o Sn < oo) >
0, and P(limsup„_^QQ < oo) > 0, and it now follows from Lemma 
2.14(a) that P(lim sup Sn = —oo) - 1.
Conversely, suppose that Pft^ < oo) =  1. It follows that P(to — 
oo) =  0 and hence that P{3n > 1 : > 0) =  1. Since (X„)„>i is i.i.d.
it is stationary, and it follows that P(limsup„_^oo > 0) =  1. Hence, 
by Lemma 2.14(a), P(lim snp^^^ P„ =  oo) =  1. □
Lemma 2.16.
Proof. We prove (a) as the proof of (b) is similar. For 0 <  m < n we 
define the sets
■—  { 0  — P m ;  P i  ^  P m ;  • • • ; P m —1 ^  P m ;  P m  ^  P m + 1 ;  • • • ; P m  ^  P n } •
The event consist the set of walks that realise their minima between 
time 0 and n for the last time at time m, and hence by the total law 
of probability
Ë  =  1- (2.26)
m = 0
21
Since (X„)n>i is an independent process we have
— -^({0 — Pm; Pi ^  Pm; • • • ; Pm-1 ^  Pm})P({Pm < Pm+1; • • • ; Pm < Pn})-
(2.27)
Since (X„)„>i is i.i.d. we have
P({Pm < Pm+I;. . .  ; Pm < Pn}) =  P(to > n -  m). (2.28)
From the definition of Sn, and from the fact that (X„) is i.i.d. it follows 
that
P{0 > Sm, Pi > Pm; • • • ; Pm-1 >  Pm) =
P(0 > X i +  . . . +  Xni, 0 > X 2 +  . . . +  Xm, . . .  ; 0 > Xm) =
P(0 > Xm +  . . . +  X \, 0 >  Xm-1 +  . . . +  %l, . . .  ; 0 > X i) =
P(0 > Pm; 0 > Pm-1; . . .  ; 0 > Pi) =  P(t+  > ?Tl).
(2.29)
From (2.26), (2.27), (2.28) and (2.29) it follows that for all n G N
n
P{f^ > m)P(to > n — m) =  1. (2.30)
m=0
Since
oo oo
y ^  P{f^ > m) = mP{t'^ = m) = E(f^)
m—O m=0
we complete the proof by using (2.30) to establish that
oo
P(to =  oo) y 2  ^(A^ > m) — 1. (2.31)
m=0
We consider separately the cases E{t'^) = oo and P(f^) < oo.
Suppose that E{f^)  =  oo. Since (P(tô > '^))n>i is a monotonically 
decreasing sequence of probabilities it follows that for all n G N,
n n
P(to =  oo) P (t^  > m) < y 2  P{f^ > m)P{tQ > n — m) — 1.
m=0 m=0
Letting n — oo we have P(tô =  oo)P(t+) <  1, from which it is 
immediate that P(tg =  oo) =  0, as required.
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Suppose instead that E{tA) < oo. In completing the proof we first 
show that P{tQ =  oo) > 0. Suppose to the contrary that P (tô  =  
oo) = 0 .  It follows that for all e > 0 there exists N  such that (i) for 
all n > N, P(tQ > n) < e and (ii) > m) < e. Letting
e < (P(t+) +  1)“  ^ and N  large enough
2N  N
P(f^  > m)P(to > 2 #  — m) — y y  P (t^  > m)P{tQ > 2N  — m)
771= 0
2N
+  y y  P{f^ > m)P(to > 27V — m)
777= 0  
m = N + l
N
< e (y y  P(t+  > m)) +  e
777= 0
<  e(E(t+) +  1) < 1.
contradicting (2.30). Thus P(tq =  oo) > 0. By similar argument to 
the above it follows that for all e > 0 there exists N  such that (i) for all 
n >  N,  P(tg >n )  < (l +  e)P(to =  oo) and (ii) P(t+ > m) < e.
Hence, for all e > 0 there exists N  such that
2N  2N
P{tQ =  oo) y y  P (t^  > m) < y ^  P(f^ > m)P{tQ > 2N — m) = l
777 = 0  777= 0
2N
< (1 +  e)P(to =  oo) y ^  P(t+ > m) +  e.
777 = 0
Let TV -+ oo establishes the result. □
A stopping time with respect to a process Xi, X2, . . .  is a random vari­
able N  taking values in N such that the occurrence or non-occurrence 
of the event {N  — n} depends only on the values of X i , . . . ,  - i.e. is
measurable with respect to the sigma-algebra We have the
following result whose proof can be found in Durrett [15] (see Theorem 
4.1.5, p.158-159).
Lemma 2.17 (Wald’s Equation). 7/Xi, X2, . . .  is i.i.d. such that P (|X i|) < 
00, and N  is a stopping time such that E{N)  < 00, then E (Sn)  =  
P(Xi)P(7V).
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Lemma 2.18. If E{ Xi )  =  0 then
P(limsupPn =  oo & lim inf Sn = —oo) =  1.
n—>oo n—>-oo
Proof. Firstly, we show that E{f^) = oo and E{t~) = oo. Suppose to 
the contrary that E{t'^) < oo. Define
X fi :=m ax{X i,0} & X f  := max{—X i,0}.
For all n > 0, the event =  n} is measurable with respect to 
a{Uf^Qpj}, and the random variable is therefore a stopping time. 
The random variable St+ (which is the process P„ stopped by the ran­
dom variable t+), denotes the value attained by the process (Pn)n>o at 
the time it first exceeds 0. We have that
E ( X ^ )  = [ X i -  l{x^>o}dP = [  S i-  l{t+=i}dP (2.32)
and
oo „
E{St+) =  y y  /  Sn - l{t+=n}dP. (2.33)
n = l
Since j  Sn - l{t+=n}dP > 0 for all n > 0, it follows from (2.32) and 
(2.33) that
0 <  E(X+) <  E(Pt+). (2.34)
Since E(f^)  < oo, it follows from Lemma 2.17 that
E(P(+) =  E(X i)E(f+) =  0. (2.35)
It follows from (2.34) and (2.35) that E{Xfi)  =  0, and hence that 
E[ Xf )  = 0. Thus P (|X i|) =  0, and so Xi =  0, contradicting the 
assumption that X% is non-degenerate. Thus, E(t+) =  oo. A similar 
argument shows that E{t~) = oo.
By Lemma 2.16 it is now immediate that
P{tQ = oo) =  0 & Piffi =  oo) =  0. (2.36)
From (2.36) we have Pitfi < oo) =  1 and Pit^ < oo) =  1, and the
result now follows from Lemma 2.15. □
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Proof of Theorem 2.12(iii). Define P„ := Indi +  . . .  +  Ina^. Since 
(lncr^)i>i is a non-degenerate i.i.d. process it follows from Lemma 2.18 
that if P(ln cr) =  0 then
Q(liminfP„ =  —oo & lim sup =  oo) =  1. (2.37)
n —>oo n ^ o o
From (2.37) it is immediate that for almost every environment we have 
that
oo oo
y y  pn =  y y  =  oo (2.38)
n = l  n = l
and
oo .. oo
=  y^e-® " =  oo. (2.39)
n = l  n = l
Since { p n } n > o  =  { p - n } n > o  distribution it follows from (2.39) that 
for almost every environment
oo
 =  oo. (2.40)
From (2.38) and (2.40) it follows that for almost every environment the 
conditions of part (c) of Theorem 2.10 are satisfied, thus completing 
the proof. □
It is noteworthy that case (d) of Theorem 2.10 disappears in the i.i.d. 
random environment setting. This is an issue to which we will return 
in the context of deterministic walks in later chapters.
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Chapter 3
The Deterministic Walk in a 
Deterministic Environment
Introduction
In this chapter we introduce the central object of this thesis: the de­
terministic walk.
In Section 3.1, we introduce some basic measure theoretic properties 
of dynamical systems, and define the deterministic walk.
In Section 3.2, we consider examples of a deterministic walk on a finite 
state space. In Section 3.2.1, we illustrate the definition of the deter­
ministic walk by means of an example, showing it to be transitive in 
the process. In Section 3.2.2, we show by means of a counter-example 
that, even under very nice assumptions, transitivity of a deterministic 
walk on a finite state space is not automatic.
In Section 3.3, we consider examples of a deterministic walk on Z. 
In Section 3.3.1, we partially generalise Theorem 2.9 to non-i.i.d. set­
tings. In Section 3.3.2, we briefiy introduce the deterministic analogue 
of the RWRE, namely the deterministic walk in a deterministic envi­
ronment. (A fuller introduction to, and treatment of, this subject is 
given in Chapters 7 and 8.) In Section 3.3.3, we show that the RWRE 
setup of Chapter 2 is a special case of the deterministic setup.
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In Section 3.4, we pose the main questions that this thesis attempts to 
answer.
3.1 Introducing the D eterm in istic W alk
Before introducing the deterministic walk, we introduce some prereq­
uisite ideas and notation.
Measure space. We denote a general measure space by (X, X, m), where 
X  is the space, m is a measure on X, and X  is a sigma-algebra of m- 
measurable subsets of X. Normally, we omit reference to the underlying 
sigma-algebra, and simply write (X, m).
We say that a measure space (X, m) is a-finite when there exists a 
countable collection {Ai}i  such that X  = UiAi, and m{Ai) < oo for all 
i.
When m{X) = 1, we say that (X, m) is a probability space, and that 
the measure m is a probability measure.
Measurable transformation. A transformation T : X  —)■ X  of a measure 
space (X, m) is measurable if for every measurable set A, the set T~^A 
is also measurable.
The deterministic walk. Let T be a measurable transformation of a 
probability space (X, m), and let 5  be a countable set such that asso­
ciated with each element i E S  is a measurable function /  ^ : X  —)■ P. 
We call each fi a transition function, and we call the collection {fi)ies 
an environment on P.
Define the skew-product transformation 7 } : X x P —> X x P b y
:= (3.1)
Define the deterministic walk on S  in the fixed environment {fi)i^s to 
be
Un Ui^n{x) := 7T2{Tf{x, i)) (3.2)
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where 7T2{x,y) := y.
We will often refer to the set S  as either the state space or the fi­
bre. We will also refer to the probability space (X, m) as the base, and 
the map T  : X  —> X as the base map.
Measure preserving transformation. We say that a measurable trans­
formation T  of a measure space (X, m) is measure preserving if
m{T~^A) — m{A)  (3.3)
for every measurable set A. Equivalently, if (3.3) holds then we say 
that the measure m  is T-invariant, or simply invariant.
Ergodic transformation. We say that a measurable transformation 
T of a measure space (X, m) is ergodic if for all measurable sets A, 
A — T~^A implies that either m{A)  =  0 or m(Æ) =  0.
We have the following classical result due to Birkhoff (see [33]).
Theorem  3.1 (Birkhoff’s Ergodic Theorem). Let T  : X  ^  X  be an er­
godic, measure preserving, transformation of a probability space (X, m) 
and /et /  : X  —>■ M &e such that f  G L^(m). Then
n —1 «
m — a.e. x E X .lim — f (T^x) — [  fdm,  for
D efinition 3.2. Given a fixed environment {fi)ies of transition func­
tions on a state space S, for all i , j  E S  define
■^ ij •— • fi{^) — j}-
We conclude this introductory section with the following elementary 
transitivity result.
P roposition  3.3. If  S  consists of two elements, m{Au) < 1 for each 
i E S, and T  is ergodic and measure-preserving, then the deterministic 
walk is transitive on S. (Recall Definition 2.3.)
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Proof. Since m{Au) < 1 for each i E S, and T  is ergodic and measure 
preserving, it follows from Birkhoff’s Ergodic Theorem that
=  0 .
Hence for z, j  G P
m{{x : Ui^n{x) =  j  for some n > 1}) =  1.
□
3.2 E xam ples o f D eterm in istic W alks on a F in ite  
S tate Space
In Section 3.2.1, we give an example of a 3-state deterministic walk, 
and ultimately show that it is modelled by an irreducible aperiodic 
Markov chain. In Section 3.2.2, we consider another simple example, 
but one that in spite of having some nice properties is not transitive.
3.2.1 Example: a Determ inistic Markov Chain
Notation. We denote by ([0,1], A) the probability space consisting of 
the closed unit interval equipped with Lebesgue measure.
Consider the deterministic walk with state space P =  {0,1,2}, base 
map T  : ([0,1], A) -> ([0,1], A) defined by
T x := Ax (mod 1),
and transition functions
1, X  E [0, \)  U [|, 1]
2; X E [\,  I )
(3.4)
0, a; G [0; \ )
f i { x )  :=  < 1, X  E [ f , l ] (3.5)
I 2, X  E
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and
To illustrate how the deterministic walk works in practice we calculate 
the itinerary generated by the point x = X  given that the process is 
started in state 2. We see that
2) =  (4 X A (mod l) , /2 (^ ) )  =  ({§; 0).
Continuing we obtain
T |(^ ,2 )  =  ( 4 x l | ( m o d  l) , /o ( i |) )  =  ( i , 2 )
Tf (&)^) ^  ^ 19 1)7/ 2(11)) =  ( è ’^)
2) =  (4 X  ^  (mod 1), /o (^ ))  =  ( ^ ,  1)
Tf(A)2) =  (4 X ^  (mod l ) , / i (A) )  =  (1§,0)
Thus, the itinerary of the walk t/2,n(^) for time n =  0 , . . . ,  5 is
2 , 0 , 2 , 0 , 1 , 0 . . . .
It is natural to ask whether or not this 3-state deterministic walk is 
transitive, and whether there exists an asymptotic distribution on 5? 
We show that the answer to both questions is "yes". Moreover, we 
show that the above example is a model of an irreducible aperiodic 
Markov chain. Before doing so we introduce some prerequisite ideas, 
and prove some useful results about a particular class of transforma­
tions of the unit interval, which we introduce shortly.
Partition. We say that a collection of intervals {/i, J2, . . .} is a par­
tition of [0,1] if the collection is pairwise disjoint, X { I j )  > 0 for all 
j  > 1, and Ujlj = [0,1].
Piecewise linear full-branch maps. Given a transformation T  : [0,1] —)■ 
[0,1] we say that T  is piecewise linear if there exists a partition V  =
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{/i, / 2, . . .} of [0, 1] consisting of intervals such that for all j  > 1, T\i. 
is linear. We further say that T  is full branch on V  if for all j  >  1, 
T{Ij) = [0,1).
P roposition  3.4. Let T  be a piecewise linear and full-branch map with 
respect to the partition V  := { h ^ h ,  • • Then for every measurable 
set A, for all n > l  and all j  > 1
A% n  T-"A) =  A(ij)A(A). (3.7)
Proof In the case n = 1, for all measurable A  C [0,1] the inverse 
branch Tf)^ : [0,1] -4- Ij scales A  uniformly such that \{Tf.^A) =  X{Ijn 
T~^A) — X{Ij)X{A). Since the mapping T” satisfies the hypotheses 
with respect to the partition
n —1
P„ := \ J  T~'V  = {ao H T '+ i  n  . . .  n  T -”++„_i : Oq, . . . ,  a„_i E P},
i=0
the result follows by induction on n > 2, □
C orollary 3.5. A piecewise linear and full-branch map T  preserves 
Lebesgue measure.
Proof. For each measurable set A, X{T~^A) =  X{Uj>iIjnT~^A).  Since 
the Ifis are disjoint it follows from (3.7) that X{Uj>iIj n  T~^A)  =  
E ,> i A(/,)A(+ = A(+. □
P rop o sitio n  3.6. Let S  be the state space and suppose that the base 
map T  : [0,1] -4- [0,1] is piecewise linear and full-branch on a partition 
V  consisting of intervals. I f  each transition function in the environment 
(fi)ies is constant on elements of V  then {Un)n>o is a Markov chain 
with transition probabilities pij — X{Aij). (Recall Definition 3.2.)
Proof. By construction, for all n > 1, and all j , z i , . . .  ,z„ e  P,
Pj{Ui = zi , ...., Un = in) =  x{Aj^i^ n  T~^Ai^^i^ n . . .  n
(3.8)
By assumption each Aij is the union of partition elements in P . It 
follows from Proposition 3.4 and Corollary 3.5 that
A ( + A n r - i+ „ i ,n . . =  A ( + - i j A ( + . i j . . .  A (+ „ .„ iJ
(3.9)
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It is immediate from (3.8) and (3.9) that for all n > 1, and all j, in+i G
P,
PjiUn+l — in+l\Ul — , Un =  in) =  ‘^ ( ' ^ i n , i n + i )
— -A j(^ n + 1  — i n + l \ U n  —  i n ) ’
Thus, {Un)n>o is a Markov chain with a transition matrix whose entries 
are given by Pij = X{Aij). □
It follows from Proposition 3.6 and equations (3.4), (3.5) and (3.6) 
that the above example of a 3-state deterministic walk is a model of 
the Markov chain whose transition matrix is
/o i A
(3.10)
Since the matrix in (3.10) is irreducible and aperiodic, it follows that 
the deterministic walk is indeed transitive and, by Proposition 2.8, 
there does exist a unique stable distribution on the P.
3.2.2 Counter-example to Transitivity
In light of Proposition 3.3 it might be hoped that if P is finite, T  is 
ergodic and measure preserving, and m{{x E X  : ffix) — j})  > 0 
for all i , j  E P, then {Un)n>o is necessarily transitive. As the following 
counter-example shows, this is not the case: Consider the deterministic 
walk on the state space P =  {0, 1, 2} driven by the transformation 
T  : [0,1] -4 [0,1], where T x :— 2x mod 1, and with transition functions 
/ o ,  / i  and /2 given by
fo{x) =
{^:X E [|, |) 
l , x  E [0, \) 
[ | , 1]
/i(a;) =  <
0, X G [0, | )  
I 5 G [|, 1] 
, 2 , T  G I )
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and
o , a : e  [ f , i ]
A W  =   ^ i , x  e [ \ ,  I)
2,x e  [0, |) .
Defining := {[0, |) ,  [5,1)}, by inspection we see that the skew-product 
Tf  ; [0,1] X P ^  [0,1] X P decomposes the product state space f i x S  into 
two closed communication classes given by {[0, | )  x {2} , [|, 1] x {1}} 
and {[0, X {0} , [|, 1] x {0} , [0, 5) x {1} , [1,1] x {2}}.
Since the first communication class does not project onto the whole 
fibre P, (in particular, the state 0 is not represented in this class) it 
follows that the deterministic walk is not transitive on P. In fact, it is 
easy to show that Tf  induces a Markov chain on the state space x S  
(with respect to the product measure Lebesgue x counting measure), 
and it follows that any walk started in the second communication class 
necessarily visits all three states infinitely often.
3.3 E xam ples o f D eterm in istic  W alks on Z
In Section 3.3.1, we consider simple examples of deterministic walks on 
Z, and show how these partially generalise Theorem 2.9 to the non-i.i.d. 
setting. In Section 3.3.2, we give a brief introduction to the concept of 
a deterministic walk in a deterministic environment. This topic will be 
dealt with in greater detail in Chapters 7 and 8. In Section 3.3.3, we 
give an example of a deterministic walk on Z that serves as a model of 
the RWRE setup in Chapter 2.
3.3.1 Determ inistic Walks in a Homogeneous Environment
An equivalent, but more convenient, way of representing a deterministic 
walk on Z is to define
Tf{x,i) := {Tx,i-\- fi{x)) & Un := Ufn{x) := 7T2(7y (æ,z))
where {fi)iez is an environment of measurable functions of the form 
fi : X  —y Z.
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We say that an environment (A)zez is homogeneous if for all i E Z, 
fi = h, for some function h : X  Z. The following result, which 
generalises parts (i) and (ii) of Theorem 2.9, follows immediately from 
Theorem 3.1.
P roposition  3.7. Suppose that T  is ergodic and measure preserving, 
{fi)iez is homogeneous such that fi — h for all i E Z, and that h E 
L^(m). Then:
(a) I f  J^h d m  > 0 then m{{x  : lim^^oo t/,n(2^ ) =  oo}) =  1, for all 
i e Z.
(b) I f  J^h d m  < 0 then m{{x  : liiRn^oo Ufn{x) — —oo}) — 1, for all 
i E Z.
In the ergodic setting, unlike the i.i.d. setting, the case where hdm — 
0 is indeterminate, and we need a stronger property than ergodicity to 
be able to say something.
Tail field. Given a measurable transformation T  : X  ^  X  oî a measure 
space (X, X, m), and denoting the sigma-held Xk := T “”X  for n > 0, 
we define the tail field to be n^>oX7. If A G n„>oXn then we say that 
A is a tail event.
Exact transformation. We say that a measurable transformation T  
of a probability space (X, m) is exact if every tail-event has measure 0 
or 1.
It can be shown that if T  is exact then it is ergodic.
Proposition 3.8. Suppose that the hypotheses of Proposition 3.7 hold, 
and, moreover, that T  is exact and hdm = 0. Then exactly one of 
the following holds:
(a) m{{x : lim„_>oo Ufn{x) = oo}) =  1, for all i e Z.
(b) m{{x : lim„_>oo Ufn{x) = —oo}) =  1, for all i e Z.
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(c) m{{x  : limsup„_^oo =  00 & liminfn_^oo Ufn{x) = - 00}) -
1, for ail z G Z.
(d) For alli e Z  and m-a.e. x E X , the orbit {Ufn{x)}n>o is bounded.
Proof. The result follows from the fact that the events {lim inf„_>oo Un =  
+ 00}, {liminf^^oo Un = - 00}, {lim sup^^^ Un = + 00} and {lim sup^_^^ U„ 
—00} are all tail events, and therefore, since T  is exact, have probability 
of 0 of 1. □
3.3.2 Determ inistic Walks in a Determ inistic Environment
In Section 2.3 we introduced random walks in a random environment.
We consider an analogous setup for the deterministic walk where the 
environment of transition functions on the state space must first be 
generated before the deterministic walk is run.
In Chapters 7 and 8 our primary interest in such systems will be 
in the situation where the state space is Z, and where environments 
( . . . ,  /_ i, /o, / i , . . .) of transition functions are generated by an i.i.d. 
or, more generally, an ergodic and stationary process. Because such 
processes can be described deterministically, we call such a system a 
deterministic walk in a deterministic environment on Z (DWDE).
3.3.3 A Determ inistic Version of a Random Walk on Z
In this section we show how the random walk in an arbitrary fixed en­
vironment on Z considered in Section 2.3 models a deterministic walk, 
and we give an example of a DWDE that can be modelled by a RWRE.
Definition. We define the partition 
and let
To : [0,1] -4 [0,1] 
be a piecewise linear and full-branch map with respect to Vq.
Since every real number in [0,1] can be expressed as the countable
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sum of dyadic fractions, it follows that for every p G [0, 1] there exists 
a set Ap such that X{Ap) = p, and Ap is expressible as the union of 
intervals in the partition Vq.
For each p G (0,1) we define the function
The following proposition shows how we can construct a deterministic 
walk that is modelled by a random walk on Z in an arbitrary fixed 
environment, as per Section 2.2.
P roposition  3.9. Given a sequence of probabilities . . . ,  a_i,  oq, o i , ... ,  
the deterministic walk on Z with base transformation Tq, and environ­
ment
(• • • ; fct—i 1 fao J fai ,•••),
is modelled by the random walk on Z in the environment
( .  . . , OL—2, O q ,  0^1, . . . ) .
Proof. Fix n  >  1 and ko, . . . ,  kn+i G Z. We have 
P{Ui = k i , . . . ,  Un+l =  kn+l\Uo = ko) =
where
I Aaj, if kj^i — kj = 1
if %+i ~  ^  “ 1 (3.12)
0, otherwise
for j  =  0, . . . ,  n.
Since the sets Aa^, A^. are unions of intervals in the partition Vo,
and since To is piecewise linear full-branch on such intervals it follows
that from Proposition 3.6 that the deterministic walk is modelled by a 
Markov chain on Z, and hence that
■P{Gn+l kn+l\Uo — ko, . . .  5 Uji - kn) — P(JJn+l — kn+l\Un — kn)-
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Moreover
A(Mq,^) =  Œn, i f  kfi+i =  1
P{Un+l — kn+l\Un =  kn) = { A(A^^) =  1 — CK^, if kn+1 ~  kn = —1 (3.13)
0, otherwise.
This completes the proof. □
An example of a deterministic version of a RWRE. Suppose that the 
environment of transition functions is generated by an i.i.d. process 
by choosing a function gi with probability 1, and a function g2 with 
probability | ,  where
and
1, X e  [0, | )  u  [|, 1] 
-1 , X e  [ |, I).
Since both gi and g2 are constant on elements of Vo, it follows from 
Proposition 3.9 that for every choice of environment the deterministic 
walk is modelled by the random walk on Z. Since
E7(ln (j) =  1 In +  |  In ~  0.026 > 0,
it follows from Theorem 2.12 that P(lim„_^oo Un = — oo) =  1.
3.4 M ain Q uestions
Having defined, and given examples of, deterministic walks we are now 
in a position to state the principal questions with which this thesis is 
concerned. These are as follows:
1. In the setting of a deterministic walk on a finite fibre in an arbi­
trary fixed environment, what hypotheses ensure that:
(i) The deterministic walk is transitive?
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(ii) The deterministic walk has an asymptotic occupation time 
distribution?
2. In the setting of the DWDE on Z, how can we extend results of the 
flavour of Chung (Theorem 2.10) and Solomon (Theorem 2.12) to 
systems in which the deterministic walk in a typical environment 
does N O T  have th e  M arkov p ro p e rty  (as defined in equation 
(2.4))? Moreover, how can these results be achieved for DWDEs 
in which jumps sizes other than ±1 are possible? In particular 
we ask:
(i) For a deterministic walk in a given fixed environment, what 
hypotheses ensure that the probability that the deterministic 
walk is recurrent is either 0 or 1?
(ii) What hypotheses ensure that the probability that the DWDE 
is recurrent is either 0 or 1? Moreover, in the case where it 
is transient with probability 1, what additional conditions 
ensure that the DWDE diverges to +oo with probability 0 
or 1?
(iii) While in general there does not exist a sharp criterion for 
classifying the asymptotic behaviour of the DWDE, we may 
ask if we can construct non-trivial examples in which the 
recurrence or transience of the DWDE is computable, and if 
transient, decide whether it is to +oo or —oo that the process 
diverges?
Questions 1 is the subject of Chapter 4, while Question 2 is the subject 
of the remaining chapters.
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Chapter 4
Properties of a Deterministic 
Walk on a Finite State Space
Introduction
This chapter is principally concerned with establishing general results 
about the behaviour of a deterministic walk on a finite state space.
In Section 4.1, we introduce a class of dynamical systems called Markov 
maps. This class of transformations and their associated properties are 
of central importance to the rest of the thesis.
In Section 4.2, we present the main result of the chapter, in which 
we establish sufficient conditions for the deterministic walk to be tran­
sitive on a finite state space. Having established this result, we show 
that transitivity on a finite state space is in some sense robust to per­
turbations of the environment.
In Section 4.3, we introduce the key notion of distortion, and show 
how deterministic walks driven by Markov maps with this property 
admit asymptotic occupation times.
En route to the main results of this chapter we establish some aux­
iliary results that will also be of importance in later chapters.
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4.1 M arkov m aps
Non-singular map. A measurable transformation T  of a measure space 
(X, m) is said to be non-singular if for all measurable sets A, m[A)  =  0 
implies that m{T~^A) = 0.
Partition. Given a measure space (X, m), we say that a collection 
/?, consisting of subsets of X  of positive measure, is a partition of X  if
(i) for all a,b e  fi either a = b o i  m{a Hb) — 0 and
(ii) UaG/3n =  X.
Markov map. A non-singular transformation T of a measure space 
(X, m) is said to be Markov, with a measurable Markov partition fi of 
X, if
(i) for all a E fi, T{a) is the union of elements of fi,
(ii) T\a : a ^  T(a) is a bijection.
Cylinder set. Given a Markov map T  with with Markov partition 
fi, for all n > 1 and all sequences no,. . . ,  n^-i G fi, we call the set 
a := ny~o a cylinder set of rank n  or an n-cylinder. We denote
by fin the collection of all n-cylinders. We say that a cylinder set a is 
admissible if m(a) > 0.
Notation. We denote the rank of a cylinder set a by Ini.
Definition 4.1. We will sometimes use the following standard cylinder 
set notation n—1
[no, • • • 5 n^ j—i] := T  ^aj.
j —O
We say that a Markov partition fi separates points in X  if for all x ,y  E 
X  such that x ^ y ,  there exists n > 1 and a,b E f i n ,  such that nflfe =  0, 
X  E a and y E b.
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In Chapter 2, we recalled various notions for Markov chains. Here 
we introduce analogous ideas for Markov maps. It will be apparent 
definitions 4.2 and 4.3 below are analogues of definitions 2.2 and 2.3 
for Markov chains, respectively. Throughout we let T  be a Markov 
transformation of a n-finite measure space (X, m )  with Markov parti­
tion fi.
Definition 4.2. Given a,b E fi we say that a communicates with b if
m { { x  E a  : T ^ x  E b for some n  > 1}) > 0.
Given a,b E fi, we say that a and b intercommunicate if a communi­
cates with b and vice versa.
Given a E fi we define the communication class of a to be the set 
of all b E fi with which it intercommunicates. (We observe that inter­
communication is an equivalence relation.)
We say that a communication class C is closed if for all a E C and all
b E fi, a communicates with b, only if b communicates with a. (When
fi is finite, the existence of closed communication classes is automatic.)
We say that fi is irreducible if fi is itself a communication class under 
T.
By analogy with the concept of a recurrent/ transient state and the 
concept of a transitive process as given in Defintion 2.3, the following 
defines what it means for a partition element to be recurrent/ transient, 
and for a communication class to be transitive.
Definition 4.3. We say that a partition element a E fi is recurrent if 
for a.e. x E a there exists n >  1 such that T^x E a.
We say that a E fi is transient if it is not recurrent.
We say that a communication class C is transitive if for all a,b E C, and
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for a.e. x E a, there exists n >  1 such that T^x E b. We say that T  is 
transitive if the Markov partition fi forms a transitive communication 
class.
Remark. We note that if T  is transitive on a communication class C, 
then since T  is non-singular it follows that for all a,b EC  and for a.e. 
X E a, T^x E b infinitely often.
Theorem 4.4. Let T  be a Markov transformation of a probability space 
{X, m) with Markov partition fi. Given a E fi, if its communication 
class C is not closed, then a is transient.
Proof. Since C is not closed, it follows that there exists b E fi such 
that a communicates with b, but not vice versa. In particular, there 
exist d i , . .. ,dk E fi such that di ^  a,i = 1, . . .  k, and [a, d i , . . . ,  dk, b] 
is admissible. Since b does not communicate with a, it follows that 
m{{x E a : T^x ^  n,Vr > 1}) > m{[a,di , . . .  ,dk,b]) > 0. Thus a is 
transient. □
Theorem 4.5. Let T  be a Markov transformation of a probability space 
(X, m) with Markov partition fi. I f  a E fi is recurrent, then T^x E a 
i.o. for a.e. x E a.
Proof. Let a' {x E a : T^x ^ n, Vr > 1}. By assumption, m{a') = 0. 
Defining E  := {x E a : T'^x E a i.o.}, it follows that E  = a\{a fi 
U')(LQT~'^a'). Since T  is non-singular it follows that m{E) = m{a) — 
m{a n  U^^qT~^o') — m{a). □
4.2 Transitivity o f a D eterm in istic  W alk on a F in ite  
State Space
In this section, we assume that a deterministic walk on a finite state 
space S  is driven by a Markov transformation T of a probability space 
(X, m), with Markov partition fi. In proving the main result of the 
section. Theorem 4.7 below, it will also be convenient to assume that 
transition functions are constant on elements of fi, but as we note later, 
this assumption is not entirely necessary.
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Definition. Define the probability measure
counting measure ,, ,l ^ ~ m x  — --------- . (4.1)
The next result, while elementary, is of central importance in the im­
mediate, and in later chapters.
P roposition  4.6. The skew-product T f i X x S ^ X x S  is a Markov 
transformation of the probability space {X x S, p) with Markov partition 
,9 X S.
Proof Since T  is non-singular with respect to m, it follows that Tf is 
non-singular with respect to the probability measure p. For all u G ^  
and i e  S, since by assumption fi is constant on a, there exists j  E S  
such that
T,(a  X {*}) = T a x  {j}. (4.2)
Since T  is one-one on elements of it follows from (4.2) that Tf is 
one-one on elements oî x S. Also, since T  is Markov, it follows that 
Fa is the union of elements of fi. This completes the proof. □
Notation. Define := x S  and, for n > 1, Vj=o
It is an immediate consequence of the hypotheses stated at the out­
set of this section that for all n > 1 and all v G fin there exists a G fin, 
i^k G S  such that
=  & 7 y (u )= r 'o x {A ;} . (4.3)
T heorem  4.7. Suppose that the state space S  is finite and that the 
base map T  is ergodic and invariant, with finite Markov partition (3. 
Then the deterministic walk is transitive on S  if and only if every closed 
communication class in fi x S  projects onto the whole of S.
Proof. By Proposition 4.6, T f i  X x S ^ X x S  is a Markov map with 
Markov partition fi. We observe that the "only if" direction of the proof 
is trivial, in that if there exists a closed communication class that does
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not project onto the whole of S  then, clearly, the deterministic walk 
cannot be transitive. In proving the "if" part of the result we in fact 
prove something stronger.
(i) Tf  is transitive on closed communication classes in
(ii) If a partition element a x {2} G does not lie in a closed commu­
nication class then p{{y,j) G X  x S  : T f{y ,j )  G a x {2} i.o.} =  0.
Since S  and are finite, so is and it follows from (i) and (ii) that 
with probability 1, an orbit under the skew-product dynamics must 
eventually end up in a closed communication class C (Z on which the 
orbit is transitive thereafter. Hence, the deterministic walk is transitive 
on S  provided that every closed communication class projects onto the 
whole of S.
Proof of (i): Since T  is Markov with Markov partition and the 
environment of transition functions {fi)ies are constant on elements 
of /?, it follows that for all 22 > 1, every admissible 72-cylinder x := 
[xo,. . . ,  x„_i], and all tq G S, there is a unique itinerary on S
0^) ) • • • ? '^ n—l
such that fn(xi)  =  for 2 =  0 , . . . ,  ?2 — 2. We thus define
t{x,ro) := Vn-i.
Fix a x {j} ,b  X {k} G such that both lie in the same closed commu­
nication class C. Let
G x { j i } , . . . , a x { j ( }  & 6x{2 i} , . . . , 6x{2Ti}  (4.4)
be enumerations of all elements in C whose /^-coordinates are a and b 
respectively. Since T  is ergodic and measure preserving, such collec­
tions are non-empty. We show that if we start in the communication 
class C then we must eventually visit b x {k}.
Since 6 x {2 1} , . . .  ,6 x {2^ } all lie in the closed communication class 
C, then for each 5 =  1, . . .  ,?2 there exists a cylinder w { i s )  of the form 
[xi,X2: . . .  ,b] such that
t { [ b , w { i s ) ] , i s ) -•= k, (4.5)
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and [5,2c(2s)] is admissible (where in an abuse of notation we have 
written [6, w(2g)] as shorthand for [b,xi,X2, . . .  ,b]). Equation (4.5) says 
that if the skew-product visits the set [b,w{is)] x {z^}, then it must 
eventually visit the partition element b x
Since a x {ji} ,b  x {A:} G C, there exists an admissible cylinder Ei 
of the form [a,. . .  ,b] such that
= k.
For r  =  l , . . . , /  — I we  may inductively define admissible cylinders
E r + l  =  [ E r , w { t { E r , j r + l ) ) ] ^  (4.6)
For each r =  1 , . . . , /  the cylinder Er is of the form [a,. . .  ,b]. Thus, 
t{Er,jr+i) is the S'-coordinate at time \Er\ — 1 of every point in Er x 
{jr+i}- Hence, every point in Er x {jr+i} visits the partition element 
b X {t{Er, jr+i)} at time \Er \ — 1. It follows by construction that every 
point in the set Er+i x {jr+i} as defined in (4.6) will visit the partition 
element b x {A:} at time \Er+i \ — 1.
Since m{Ei) > 0 it follows from Birkhoff’s Ergodic Theorem that 
the base dynamics must eventually visit Ei. Since we are in the closed 
communication class C, and since Ei C a, it follows that when the 
base dynamics visit the set Ei, the deterministic walk visits one of the 
states j i , . . . , j i .  But since Ei C Ei_i C . . .  C Ei it follows that we 
must eventually visit the partition element b x {A:}. This completes the 
proof of (i).
Proof of (ii): Fix a x {2} lying in a communication class C that is 
not closed, and let a x 21, . . . ,  a x 2^ be all the other partition elements 
in C whose /^-coordinate is a. Fix b x {A:} G P with which a x {2} 
communicates, but which does not communicate with a x {2}. Let A  
denote the set of partition elements that intercommunicate with a x {2} 
whose /^-coordinate is b. Also, let A' denote set of partition elements 
whose yd-coordinate is b, with which a x {2} communicates, but that do 
not communicate with a x {2}. Clearly, b x {k} G A '.
By a similar argument to that given in the proof of part (i), for 
all b X {j}  G A  there exists a cylinder w{j) =  [xi, ^2, . . . ,  5] such that 
b X {t{[b,w{j)]J)} G A'.
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For r  =  0,
Since a x {2} communicates with b x {A:} there exists an admissible 
cylinder E q of the form [a,. . . ,  6] such that
t{Eo,i) =  k.
, / — 1 we may inductively define admissible cylinders
Er, if 6 X {t(Er,ir+l)} E A'
[Er,w{t{Er,ir+l))]Ai b X {t{Er,ir+l)} G A.
Let a X {si} ,. . .  , a x { s t }  he the set of all partition elements in P whose 
yd-coordinate is a, and with which a x  {2} communicates, but which do 
not communicate with a x  {2}.
Assuming that the skew-product dynamics start in a x {2} then by 
Birkhoff’s Ergodic Theorem, the base dynamics must (with probability 
1) eventually make a first visit to the set Ei C  a, at which point, the 
deterministic walk must be in one of the states 2, 21, . . . ,  2f, 5i , . . . ,  g*. If 
it is one of the Si (for 2 =  1, . . .  ,t), then we cannot return to a x {2} 
by assumption. If instead it is in one of the states 2, 20, . . .  ,2/ then, 
since Ei Ç  E/_i Ç  . . .  C  Eq, by the same argument as in part (i), it 
must either eventually visit the state 6 x {A;} or some other element of 
the set A'. By definition, it cannot return from any of these partition 
elements to the partition element a x {2}. This completes the proof of 
(ii). □
For immediate purposes it will be convenient to say that x G X  is 
transitive if the associated orbit of the deterministic walk {Ufn{x)}^=Q 
visits every state in S  at least once, and that a set A C  X transitive 
if for all X G A, X is transitive. (Note that this notion of transitivity 
is distinct from those given Definition 2.3 and Definition 4.3, and is 
not used again beyond this section.) Under the hypotheses of Theorem 
4.7 it is immediate its proof that if the deterministic walk is transi­
tive on the state space S, then there must exist a transitive cylinder 
set a of positive measure. (Recall the cylinder set Ei in the proof of 
Theorem 4.7.) Any perturbation {fl)ies of the environment {fpies of 
transition functions that preserves the existence of a transitive positive 
measure subset a' C a will, by Birkhoff’s Ergodic Theorem, preserve 
the transitivity of the deterministic walk. Therefore, we may say that
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the transitivity of the deterministic walk on a finite fibre is robust to 
perturbations of the environment. It follows that the hypothesis that 
transition functions are constant on elements of the Markov partition 
is not a necessary condition for the deterministic walk to be transitive 
on a finite state space.
4.3 A sym ptotic  O ccupation T im es for a D eterm in­
istic W alk on a F in ite S tate Space
In this section, we consider a deterministic walk on a finite state space 
S  that is driven by a Markov transformation T of a probability space 
(X, m) with a Markov partition p  (not necessarily finite), and we as­
sume that transition functions are constant on elements of p. We 
establish conditions for the existence of asymptotic occupation times.
The following definition is given in Chapter 4 of [1].
D efinition 4.8. Let T  : X  ^  X  be a Markov transformation of a 
a-finite measure space (X, m), with Markov partition p. By virtue of 
the local invertibility of a Markov transformation, for all n >  1 and for 
each a G Pn, we may define the the bijection
Vq : T^a  —y a
X T~'^x.
By the non-singularity of T, we may define the Radon-Nikodym deriva­
tive
, dim  o T “”) 
such that for every measurable set B
I v'^dm = m{a n  B ) . (4.8)
JT^anB
We say that T  has Strong Distortion, with distortion constant D > 1, 
if for all n >  1 and for all a G Pn, Q-nd for a.e. x ,y  G T^a,
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Example 4.9. We call a C' ,^ uniformly expanding Markov transfor­
mation T  : [0,1] -4 [0,1]; an Adler transformation if (i) it has Markov 
partition P consisting of intervals, such that for all a G P, T\a is strictly 
monotonie and T\a extends to a function on a, (ii) T'{x) ^  0 for 
all X G [0,1] and (in) sup^g^snp^g^ ^,^^2 < oo. It can be shown that 
Adler transformations have the Strong Distortion Property. (In Exam­
ple 5.7 we consider an example of a Markov map that does not have 
the Strong Distortion Property.)
Proposition 4.10. Suppose that the map T  has the Strong Distortion 
Property. Then the skew-product T f i X x S ^ X x S  has the Strong 
Distortion Property with respect to the measure p.
Proof of Proposition f.lO. We show that p has the same distortion un­
der Tf with respect to the partition P as the measure m  has under T  
with respect to p. Since for all n > 1 and a G Pn, T' \^a ' ^  is a
bijection, it follows that for all à G Pn, Tf^. : â Tf{à) is also a bijec­
tion, and, therefore, that the inverse map % : Tf{a) —)■ a exists. Since 
Tf is non-singular with respect to p, the Radon-Nikodym derivative
:=
dp
exists. By (4.3) we may write à — a x  {%} and Tf{a) =  x {A:}, for 
some i ,k  G S. For every m-measurable set B  we have
I v'^{x)dm{x) =  m(a fl T '^ B )
JT^anB
= p { a n T - ^ B  X  {%}) (4.10)
=  /  v~{x,k)dp{x,k).
J T ^ a n B x { k }
Since v'~{x,k) is independent of k it follows that v'~{x,k) = g{x), for 
some g : T^a -4- R. Denoting counting measure x ^  by 7 it follows 
from the definition of m  that
/ u^(T, k)dp{x, k ) =  g{x)dm x  d^ y
J T ^ a n B x { k }  J T ^ a n B x { k }
=  / g{x)dm{x).
JT'^anB
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Since the set B  was arbitrary, it follows from (4.10) and (4.11) that 
g =  Ug. Thus, for m-a.e. x G T^a fl B
This completes the proof. □
Equivalent measures. Let (X ,m )  be a measure a space. A subset 
A C  X  is called a nulls et of m  if m(A) =  0. Two measures, m  and 
m', on X  are said to be equivalent if they have the same null-sets, and 
we denote this by m  ^  m'.
Finite images. We say that a Markov transformation T  of proba­
bility space (X, m), with Markov partition /3, has Finite Images if 
: a e  P} < oo.
The following result combines Lemma 4.4.1 and Theorem 4.6.3 in [1]. 
(We note that [1] uses the term topologically transitive instead of irre­
ducible.)
P roposition  4.11. Let T  be an irreducible Markov transformation T  
of probability space (X, m), with Markov partition P, and with Strong 
Distortion and Finite Images. Then there exists an ergodic, invariant, 
probability measure m' % m.
We may now state the main result of this section.
T heorem  4.12. Suppose that the state space S  is finite and that the 
map T  is a Markov map, with Markov partition p, that has Strong 
Distortion and Finite Images. Suppose also that P x S  is irreducible 
under Tf. Then there exists a distribution (vrjigg such that for all 
2 ,j  G S'
n—1
lim — li(Uj^r{x)) = TTi for m  — a.e. x. (4.12)n-^ oo TL
r —0
Proof. Since T  has Finite Images and since S  is finite, it follows that 
Tf  also has the Finite Images.
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By Proposition 4.10, Tj  has the Strong Distortion Property with 
respect to p.
By assumption, ^  x S is irreducible under Tf, and it follows from 
Proposition 4.11 that Tf has an ergodic, invariant, probability measure 
p' % p. Thus, if for each i G S  we define := p '{X  x {%}), it follows 
from Birkhoff’s Ergodic Theorem that
2 —1
lim — li{Uj J x ) )  = TTi for p' — a.e. {x,j). (4.13)
n->-oo n  ^ ^
r= 0
Equation (4.12) now follows from (4.13). □
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Chapter 5
Properties of Markov Maps 
with Strong Distortion
In this chapter we show that standard properties of Markov chains go 
over to Markov maps under suitable distortion conditions. Throughout, 
we assume that T  : X  —> X  is a Markov transformation of a cr-finite 
measure space (X, m) with Markov partition /3, such that m{a) < oo 
for all a G p.
The first two results that we present derive from Aaronson (see Chapter 
4 of [1]).
P roposition  5.1. Suppose that T  : X  - 4  X  has the Strong Distortion 
Property. Then there exists D > 1 such that all n >  1, for all a G Pn, 
and for any measurable set B,
for a.e. x G B  f] T^a.
Proof. By the Strong Distortion Property, for a.e. x G B  f] T^a 
D~^v'^{x)m{B n  F ”a) <  f  v'^dm < Dv'^{x)m{B fl T”a). (5.2)
JBnT^a
The inequality (5.1) now follows immediately from (4.8) and (5.2). □
We have the following consequence.
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Proposition 5.2 (Distortion Proposition). Suppose that T  : X  X  
has the Strong Distortion Property. Then (i) for all a G P, m(Ta) < 
oo, and (ii) there exists C > 1 such that for all n  > 1, a G Pn, and any 
measurable set B
i m(E n T”a) ^  m(a n T~^B) ^  m(B n T^a)
m(T"a) -  m(a) "  m(F"n) ' ^
Proof. For arbitrary n > 1, and a G Pn, observe that setting B  = 
T'^a, it follows from Proposition 5.1 that for a.e. x G T'^a
D ~ \ v ' ^ { x ) ) - ^  <  <  D ( v ' ^ { x ) ) - \  (5.4)
In the case of n =  1, we see that (i) now follows immediately from the
assumption that m{a) < oo.
We establish (ii) as follows. Taking a G pn, from (5.1) we have that 
for a.e. y G B  n  T'^a
Letting x = y and dividing (5.5) into (5.4) we obtain
^ _ 2 m ( E n F ”a) ^  m ( a n T “”E) ^ ^ 2 ^ ( ^ F l T " a )  
m{T^a) ~  m{a) ~  m(T^a)
Letting C — D"^  completes the proof. □
In the special case where the distortion constant E  =  1, it is immediate 
from Proposition 5.2 that T  is Markov chain with state space P, such 
that for all a,b G P the transition probability Pab =
An example of such a map is a Markov transformation T  : ([0,1], A) - 4  
([0,1], A), with Markov partition P consisting of intervals {A, L2, - - } 
such that T\i- is linear, for all j  > 1.
T heorem  5.3. Let T  : X  ^  X  satisfy the Strong Distortion Property, 
and suppose that a G P is transient. Then m{{x G X  : T^{x) G 
a i.o.}) =  0.
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Proof. Let a' := {x G a : T^x  ^ a,Vn > 1} =  a fl 
Thus, the set a' contains those points in a whose orbits immediately 
leave a and never return. Clearly, a' is measurable and, by assumption, 
m{a') > 0. For all r  > 1, we define sets
Er := {x  G a : 3 0 <  rii <  . . .  <  rir : {x) G a, for j  =  1 , . . . ,  r}.
Thus, Er denotes the set of points x G a that make at least r  return 
visits to a.
Consider a cylinder w = [wq, . . . ,  Wn-i] that contains exactly r  +  1 
occurrences of the symbol a and for which wq = Wn-i =  a. We define 
Dr to be the collection of all such cylinders. It follows that Er = 
h^weDrW, and that Er is therefore measurable. Since Ta' C it
follows from Proposition 5.2 that there exists C > 1 such that for each 
cylinder w G Dr,
m{wr]T-^{Ta'))   ^ m{Ta') ^  ^^m[Ta')
We define 5 := From Proposition 5.2(i) we have that m{Ta) <
oo, and since m{a') > 0, and T is non-singular, it follows that m(Ta') > 
0, and so (^  > 0. From (5.6) it follows that for all cylinders w G Dr, 
m {w n (Er+iY) > ôm{w). Taking unions over all cylinders w G Dr, we 
have
m{Er\Er+i) =  7u( re n  {Er+iY) > ôm{ w) =  5m{Er). (5.7)
wEDr wEDr
Since Er+i C Er, it follows that
m{Er) — m{Er+i) > ôm{Er).
This establishes
m{Er+i) <  (1 — ô)m{Er). (5.8)
For all r G 1, {x : T^{x) G a i.o.} C E^+i C Er, and so
m{{x G a : T'^{x) G a i.o.}) < m{Er+i) < {l — ô)m{Er) < {l — ôYm{a),
Thus 7n{{x G a \ T'^fx) G a i.o.}) =  0. It follows from the non­
singularity of T  that for all b G P, m{{x G b : T”(x) G a i.o.}) =  0, 
and therefore that m{{x G X  : T^{x) G a i.o.}) =  0. □
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Theorem  5.4. I f T  : X  —)■ X  satisfies the Strong Distortion Property, 
and a G P is recurrent, then for all b that lie in the same communication 
class as a, b is recurrent.
Proof. Suppose that a is recurrent, and fix b such that a and b inter­
communicate. Define
E  := { x  G a  : T^(æ) G a i.o. & Vn > 1, T”(a;) ^  b } .
We first show that
m{E) — 0. (5.9)
Since a communicates with b there exists a cylinder
u 1=  [di,. . . ,  A,  5]
such that a fl T~^u is admissible. For r >1, define the sets
Er := { x  G a  : 3 0 < Ui < . . . <  Ur : { x )  G a, for j  =  1 , . . . ,  r, &
T ^ { x )  ^  b, for 5 =  0 , . . . ,  Ur)}.
Thus Er denotes the set of points x  G a that make at least r  return 
visits to a before visiting b, if ever. For r  > 1, recall from the proof of 
Theorem 5.3 the sets Dr and define the collection of cylinder sets
Dr,b := {w G Dr : Wj Y  b, V j  =  0 , . . . ,  |w| — 1}.
Observe that Er =  iJwEDrb'^- Therefore, Er is measurable. It follows 
from Proposition 5.2 that there exists C > 1  such that for each w G Dr,b
m ( w n T - H ^ )  rnju)
m(w) -  m (Tu)' ^
Defining ô := C~^ mirl) ’ ^ similar argument to that employed in The­
orem 5.3 establishes that m{Er+i) <  (1 — ô)m(Er). For all r  >  1, 
E  C Er+i C Er, and so
m{E) < m{Er+i) < (1 -  5)m{Er) < (1 — d)^m(a),
from which (5.9) now follows.
Letting D {x G a : T^{x) G a i.o. & 3N\/n  > N,T^{x)  ^ b}, it 
follows that D C a n  (U^qT^^E). Since T  is non-singular it follows
54
from (5.9) that m{D) — 0. Since a is recurrent it follows from Theorem 
4.5 that T'^x G b i.o. for a.e. x G a.
Since b communicates with a, there is a positive measure subset of 
b whose orbits enter a, and therefore return to b infinitely often. By 
Theorem 5.3 it is now immediate that b is recurrent. □
Corollary 5.5. Let T  : X  X  satisfy the Strong Distortion Prop­
erty, and C be a communication class. Then either (i) every b G C is 
recurrent, or (ii) every b G C is transient.
In consequence of Corollary 5.5 we may say that a communication class 
is either recurrent or transient.
Corollary 5.6. L e tT  : X  ^  X  satisfy the Strong Distortion Property. 
I f  a finite communication class C is closed, then it is recurrent.
Proof. Suppose to the contrary that C is transient. Then by Theorem 
5.3, for all 6 G C and a.e. x G X ,  the orbit of x  visits b only finitely 
often. But since C is closed and finite, this is impossible, and so C is 
recurrent. □
Example 5.7. The Strong Distortion Property is essential to Corollary 
5.6. By way of counter-example, let T  : [0,1] - 4  [0,1] be a map such 
that T|[Q 1] is a continuous, monotonie, bijection onto [0,1] such that 
there exists c G (0, | )  for which T{x) < x for all x < c, while for all 
X  G {^,1], T{x) = 2x — 1. It is immediate that 0 is an attracting fixed 
point such that for Lebesgue almost every x G [0,1], T^{x) -4 0 as 
r  —)■ oo. While the map T  is an irreducible Markov map with respect to 
the finite Markov partition {[0, |] , [|, 1)}, it does not have the Strong 
Distortion Property, and it is not recurrent.
From the proof of Theorem 5.4, we have the following corollary.
Corollary 5.8. Let T  : X  ^  X  satisfy the Strong Distortion Property. 
Then a communication class is recurrent if and only if it is transitive.
Remark. We observe that while Theorem 4.7 and Corollary 5.8 have
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similar conclusions, they rest on quite different assumptions, the former 
applying to skew-products with an ergodic and invariant base transfor­
mation, and the latter to a general Markov map with Strong Distortion.
56
Chapter 6
Asymptotic Properties of a 
Deterministic Walk in a Fixed 
Environment
This chapter is concerned with asymptotic properties of a deterministic 
walk in an arbitrary fixed environment. In particular, we establish con­
ditions that ensure that the transience or recurrence of communication 
classes in the partition p under the skew-product dynamics go over to 
the deterministic walk under projection to the fibre. This result holds 
both in the finite and infinite fibre cases, and has a useful corollary in 
the case of the fibre Z.
D efinition 6.1. We say that a Markov transformation T  of probability 
space {X,m), with Markov partition P, has Big Images z / i n f m ( T a )  > 
0 .
Standing hypotheses for the deterministic walk. For the rest of this 
thesis we assume that the deterministic walk is driven by a Markov 
transformation T of a probability space (X, m), with Markov partition 
P, that has Strong Distortion and Big Images, and that transition func­
tions are constant on elements of p.
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For the rest of the thesis we let p denote the (j-finite measure
m  X counting measure.
It follows from the assumption that transition functions are constant 
on elements of the Markov partition P that for all n > 1 and all v G Pn 
there exists a G Pn, and i , k  G S  such that
u =  Gx{2} & 7 y W = r ' a x { A ; } .  (6.1)
It follows from (6.1) that for all cylinders v
/^(Tj''^;) < 1. (6.2)
It also follows from (6.1) and from the Big Image property (as per 
Definition 6.1) that
/2(Fpu) =  m(T^a) >  e > 0 (6.3)
where e :=  infa^^ m (a).
Bounded jumps. We say that the deterministic walk has bounded jumps 
if /(X )  is a finite subset of S, for all transition functions / .
Remark. In the case where #/? < oo, it follows from the hypothe­
sis that transition functions are constant on elements of P that the 
deterministic walk has bounded jumps.
Notation. For A C P, we define the projection of A,
7T2(A ) : =  { i  G S  : 3 a  G P  : a  X { i }  g  A } .
Definition. Given K  C S, i G S, and x G X , we say that that the orbit 
{Ui^n{x))n>o is transitive on K  if it visits every element of K  infinitely 
often. Conversely, we say that the orbit {Ufn{x))n>o is transient on K  
if it visits every element of K  at most finitely often.
T heorem  6.2. I f  a deterministic walk in a fixed environment has 
bounded jumps, then for any communication class C C. p, either (i) 
for all a G C and p-a.e. (x,i) G a the orbit {Ui^n{x))n>o i s  transitive on 
7:2(C), or (ii) for all a G C and p-a.e. (x,i) G a the orbit {Ui^n{x))n>o 
is transient on 7:2 (C).
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Proof. It follows from Proposition 4.10 and Corollary 5.5 that the com­
munication class C is either recurrent or transient.
Suppose that C is recurrent. Then by Corollary 5.8, C is transitive, 
and it follows that for all a G C and //-a.e. { x , i )  G a,  {Ui^n{x))n>o is 
transitive on 7:2 (C).
Conversely, suppose that C is transient. We deal separately with the 
cases where < oo and fi^p = oo.
Suppose that fi^P < oo. An immediate consequence of Proposition 
4.10 and Theorem 5.3 is that for all a G C and //-a.e. { x , i )  G a, the 
orbit of {x ,  i ) under Tf visits each partition element in C at most finitely 
often. For each i  G S, X  x  {/} contains only finitely many partition 
elements, and the result follows.
Suppose, instead, that #/3 =  oo. Fix i G S  such that
Ci { a  G C : a  G  X  X {/}} Y  0-
Define
Di := { x  :3a G Q, x  G a}.
To complete the proof we show that
p { { { x , i )  G Di : Ufn{x) = i i.o.}) =  0. (6.4)
It then follows from the non-singularity of Tf that for all a G C and 
//-a.e. (x, i )  G a, the orbit { U f n ( x ) ) n > o is transient on 7:2(C), as required.
Since the deterministic walk has bounded jumps it follows that there 
exists a finite set J C  S' such that for all x  G Di, 7:2(T/(x)) G J. For 
each I G J, let {G(,n}MeN be an enumeration of all the partition elements 
of P such that a^n x {/} C  Tf{Df). By (6.3) there exists e > 0 such 
that for all a  G P, p { T f  { a ) )  > e. For each I G J  define
:= inf{A; :
Define
A := {(x, I) G X  X S  : I G J  h  X  G a,  i or some a  G { a i , n } n = i \ -
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Given an n-cylinder v G /?„, we let vj denote the j th  component of v, 
for 0 <  j  < n — 1. For n > l ,q  > 0 and i G S  define
Bq,n ;= {u G • 30 =  To < ri < . . .  < Xç =  n -  1, G Ci, for A: =  0 , . . . ,  q,
& n A =  0, for A =  0 , . . . ,  n — 1}.
Thus, each v G Bq^ n is an n-cyfinder contained in the set Di, each of 
whose elements make at least q return visits to Q before visiting A, if 
ever.
It follows from the Proposition 4.10 and Proposition 5.2 that there 
exists C > 1 such that for all n > 1 and q > 0, and for all v \=
[co X , Cn_i X {/}] E  Bq^n, WC haVC
n Tf"(A)) ^  „{Tf{v) n  A))
By (4.3), Tf{y) = Tf(cn-i x {%}) =  Tc„_i x {A:}, where k  := /z(c„_i).
From the definition of p and A we have
p {T f{v )n A )  _  p{Tcn-i X {A:} fl (U^\afcj x {A;})) _  m{Tcn-i H U^^Qfcj) 
//(Tp(u)) At(Tc,,_i X {A;}) m(Tc^_i)
(6 .6)
 ^ m {T cS ) i
It now follows from (6.5), (6.6) and (6.7) that
//(2;nT/"(A ))
>  >  0. (6.8)//(?;) -  2
Having established (6.8), a similar argument to that given in the proof 
of Theorem 5.3 shows that the measure of walks that start in Di and 
that make q returns to Q, without visiting the set A, decays exponen­
tially in O' at a rate of at least 1 — C“ ^ |. Defining
A  := {(x, i) G Di : Ui^n{x) = i i.o. & Vn > 1, Ty (x, i) ^ A},
it follows immediately that
p{A) = 0. (6.9)
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Defining
B  -.= {(x, z) G Di : Ufn{x) =  i i.o. & 3N\/n > N, Ty (x,z) ^ A},
it follows that B  C  E^n(U;^>o7y^A). Since T f  is non-singular it follows 
from (6.9) that
p { B )  =  0. (6.10)
Since the deterministic walk has bounded jumps #A  < oo. It follows 
that since C is transient, for //-a.e. (x, i) G Di there exists N  such that 
for all n > N, T f{x ,i)  ^ A. Equation (6.4) now follows from (6.10). 
This completes the proof. □
We have the following analogue of Theorem 4.7.
Corollary 6.3. Suppose that S  is finite. Then the deterministic walk 
in a given fixed environment is transitive if and only if for every closed 
communication class C G fi, 7:2(C) =  S.
Proof. Since S  is finite, the deterministic walk automatically has bounded 
jumps. By Corollary 5.5, a closed communication class C G is either 
recurrent or transient. If it is transient, then by Theorem 6.2 for all 
a e C  and //-a.e. (x, z) G a, {Ufn{x))n>o is transient on 7:2 (C), but since 
S  is finite, this is impossible. Therefore, the deterministic walk is tran­
sitive if and only if 772(C) =  S, for all closed communication classes
7 7 2 ( C ) .  □
The following result will be of use later on.
Corollary 6.4. Suppose that S  = Z, the deterministic walk in a given 
environment has bounded jumps, and that for every closed communica­
tion class C G p, 772(C) =  Z. Then either
(i) the deterministic walk is recurrent and \imsup^_^^ Ui^n{x) = 00 
and liminf„_,.oo Ui^n{x) = —00, for all a G C and p-a.e. (x,z) G a, 
or
(ii) lim i^^oo \Ufn{x)\ = 00, for all a G C and p-a.e. (x, z) G a.
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Proof. It is immediate from Theorem 6.2 that for each closed commu­
nication class C e p ,  either {Ui^n(x))n>o is recurrent on 7:2 (C) = Z  for 
all a G C and p-a.e. {x, i) G a, or (Fi,„(x))„>o is transient on 772(C) =  Z  
for all a  G C and p-a.e. {x, i) G a. The recurrent case implies that (i) 
holds, whereas the transient case implies that (ii) holds. □
Remark. In the transient case, the limit ±00 may depend on x. For 
example, in the case of a Markov chain on Z  with jumps of ±1 such 
that pif+i = I and pi^_i = \  for all i > 0, and |  and Pi^-i = |
for all 2 < 0, then the walk diverges both to the left and to the right 
with positive probability.
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Chapter 7
Zero-One Laws for a 
Deterministic Walk on Z in a 
Deterministic Environment
Introduction
In Section 3.3.2, we introduced the idea of a deterministic walk in a 
deterministic environment on Z. In this chapter our goal is to establish 
Zero-One laws for the recurrence vs transience of the DWDE on Z.
In Section 7.1, we provide the setup that will be assumed throughout 
this chapter.
In Section 7.2, we establish some auxiliary results regarding the 
measurability of certain sets of environments. These results will be of 
use subsequently.
In Section 7.3, we present the first main result of this chapter, The­
orem 7.3, in which we show that under certain hypotheses the DWDE 
exhibits exactly one of four types of asymptotic behaviour with prob­
ability 1. Specifically, the DWDE is either (a) transitive on Z almost 
surely, (b) diverges to +oo almost surely, (c) diverges to — oo almost 
surely, or (d) for almost every environment w there exists p G (0,1) 
such that the deterministic walk in w diverges to -|-oo with probability 
p, and diverges to — oo with probability 1 — p.
In Section 7.4, we introduce a local connectivity property for the 
DWDE, which we call the Linkage property. We show that this prop­
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erty is naturally satisfied by a large class of DWDEs and establish a 
useful consequence of this property.
In Section 7.5, we state and prove the main result of this chapter, in 
which we show that if in addition to the hypotheses of Theorem 7.3 the 
DWDE also satisfies the Linkage Property and has uniformly bounded 
jumps (i.e. jump sizes are uniformly bounded), then case (d) above 
occurs with probability zero, and the DWDE exhibits exactly one of 
the three types of asymptotic behaviour found in Theorem 2.12. We 
conclude by showing that an immediate corollary of this result is that 
if the DWDE has a symmetric (in a sense to be made precise) i.i.d. 
environment, then the DWDE is recurrent, and therefore transitive.
7.1 A  D eterm in istic W alk on Z in a D eterm in istic  
Environm ent
In this section we introduce the class of DWDEs on Z with which we 
will be concerned in this chapter. Throughout we continue to assume 
that the standing hypotheses obtain, and that the Markov partition P 
separates points (Recall Definition 4.1).
Deterministic environment. We assume that the process by which the 
environment is generated is ergodic and stationary. More precisely, we 
consider the following setup.
As per the standing hypotheses, we suppose that the set of transi­
tion functions from which environments are constructed is some set
G Ç { f  : X  Z  : f  is constant on elements of yd}.
We suppose that p : Q ^  Qis an invertible measurable transformation 
of a probability space (D,P), and that p \ Q ^  G is a measurable 
function. Each point w G D encodes an environment (A)iez such that
fi : =  (j)o for all z G Z. (7.1)
We call the process (ÿ o rf)i^z o deterministic environment on Z.
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We shall be interested in the cases where where the deterministic envi­
ronment is either i.i.d. or, more generally, ergodic and stationary (i.e. 
77 is ergodic and measure preserving).
A deterministic walk in a deterministic environment on Z.
Associated to every w G E is a function
/ ( w )  : X  X  Z Z
(x,A /2(a;)
where fi := (j){rf{üj)). For cu G D, we thus define the skew-product 
Ty( )^ : X  X Z ^  X  X Z such that
=  (Ta;,2 4-A(x)). (7.2)
Typically, we will suppress reference to w, the dependence being tacit, 
and simply write T/ instead of
We define a deterministic walk in a deterministic environment on 
Z (DWDE) to be the process Un := 7T2 o  T f,  for 72 > 0. Specifically, for 
2 G Z, X G X, and cj G D, we define
CA := f4,n(a;,w) := 7T2(7y( )^(x, A). (7.3)
It follows that [7yo(x, cu) \= i and for all 72 >  0
E^,n+i(x,w) := E^ ,Ti(a;,w) +  /(w)(T^(x),[/^,Ti(a;,w)). (7.4)
Hence, (A,^+i(x,a;) =
7.2 M easurability Lem m as
In this section we establish some technical results regarding the mea­
surability of certain sets of environments.
Given the set of transition functions
G G {g : X  Z : g constant on elements of P}, (7.5)
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if #yd < OO then it follows from (7.5) that G is necessarily countable, in 
which case G is equipped with the discrete topology and we assume that 
(j) : Ll ^  G IS measurable with respect to the sigma-algebra generated
by that topology. If instead #/? =  oo, and {un}n>i is an enumeration
of the Markov partition /3, define the function s : G x G  such that
s{f,g) = max{?2 : /(a„) =  g{an)}. (7.6)
Defining the metric d : G x G —> [0,1] such that
=  (7.7)
we assume that 0 : D —)■ G is measurable with respect to the sigma- 
algebra generated by the topology given by d.
Lemma 7.1. Given n > 0, ko,. . . ,  kn-i G Z and r G [0,1], the set {w : 
m{{x  : Uo,s{x, co) = ki, for s =  1, . . . ,  n}) > r] is measurable.
Proof. Fix n > 0 ,  ko ,. . . ,  kn-i G Z, and r G [0,1]. Fix a G Pn and 
define
s—1
Ila := {<Jü : Uo,s{x,üü) =  ki, Wx G a k  s = 0 , . . .  ,n}.
i=0
Firstly, we show that Üq is measurable. In both the case where #/3 < oo 
and #yd =  oo it is apparent that for all A: G Z and all b G P, {g : g{b) = 
k} is an open set, and hence (f)~^{g : g{b) =  A:} is measurable. Since 
7] : Q Q is measurable it follows that for all z. A: G Z and alib G p  the 
set {uj : [(f){g'{uj)){b) = A;} is measurable. If a := [ao,. . . ,  letting 
Ps := E C o ki since
Ha =  {a; : p{ri^^uj)(as) ^  kg, for 5 =  0, . . . ,  zz — 1}
it follows that Ifg is measurable.
A given w G D satisfies
m{{x : Uo,s{x, uj) — Rg, for 5 =  0 , . . . ,  n}) > r (7.8)
if and only if there exists a finite collection K  of ?z-cylinders a such 
that mifJaeKo) > r and uj G flaG^na. Letting A denote the set of all
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finite collections K  of n-cylinders such that mifJaEKo) > r  it follows 
that
{u  : m{{x  : Uo^s(x,u) = Rg, îoi s = 0 , . . .  ,n}) > r} = | J  Q  !!«.
K e A  aEK
(7.9)
Since A is countable, it follows that Ui^gA lia is measurable, and 
so (7.9) establishes the result. □
As a consequence of Lemma 7.1 we have the following corollary.
C orollary  7.2. Given n > 1, l ,k  G Z, and r G [0,1], the set { uj 
m{{x  : Uij{x,Lv) < A;, for some 1 < j  < n}) > r} is measurable.
7.3 A  4-case Zero-One Law for the D W D E
Before stating and proving the main result of this section, we introduce 
some prerequisite notions.
Irreducibility of the DWDE. We say that the DWDE is irreducible if 
for P-a.e. uj gGI, the Markov partition P := P x Z  is irreducible under 
the skew-product 7y(a,)-
Recurrence and transience of the DWDE. We say that the DWDE is 
recurrent if for P-a.e. w E D, the deterministic walk in the environment 
( . . . ,  (f){r]~^ Lj), (j){uj), (j){r]uj), . . .) is recurrent. Similarly, we say that the 
DWDE is transient if for P-a.e. w G D, the deterministic walk in the 
environment ( . . . ,  (f){r]~^ uj), ÿ(w), 4>{r]uj),. ..)  is transient.
Recall that the DWDE has bounded jumps if for all g G G, the set 
g(X) is finite.
T heorem  7.3. I f  the DWDE is irreducible with bounded jumps and 
an ergodic and stationary environment, then it is either recurrent or 
transient. Moreover, in the transient case, exactly one of the following 
holds.
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(i) lim„_^oo Ui^n{x^oS) = +00 for all i e  Z, for P-a.e. lu e  Q and for 
m-a.e. x E X .
(a) linin^oo Ui^n{x,uj) = —oo for all i E Z, for P-a.e. u  E Q, and for 
m-a.e. x E X .
(Hi) For P-a.e. u  e Q,, and for all i e Z,
m{{x : lim Uin{x,uj) — oo})+m({x : lim Uin{x,uj) — —00}) =  1,
n —>00 ’ n-¥oo ’
and 0 < m{{x : \imn^ooUi^n{x,uj) = 00}) < 1.
Proof. Let := {üü : m{{x : lim^^oo Lo,n(^,^) =  + 00}) =  0}. Thus, 
denotes the set of environments for which the measure of the set 
of walks that diverge to +00 when started in state 0, is zero.
We first establish that is P-measurable. For all u  E n ,k  > 1, 
we define sets
:= {x E X  : Uo^r{x,uj) < —k, for some 1 < r  < n}.
For n ,k ,r  >1, define
R{n,k ,r) := {u : > 1 -
It follows from Corollary 7.2 that for all n ,k ,r  > 1, the set R{n,k ,r)  
is P-measurable. Since, by assumption, the DWDE is irreducible, it 
follows From Corollary 6.4 that
=  {üj : m{{x  : l im in f  P o,n(a^ ,^ ) =  —0 0 } )  =  1 } ,n^oo ’
and therefore P+ =  rir>iriA;>iU„>iP(n, k, r). Hence, R ^  is P-measurable.
We next show that if a; G R^  then for all k e Z ,
m{{x  : lim Uk,n{x,uj) = 00}) — 0. (7.10)
n —>00
Suppose to the contrary that to E and that there exist k ^  0 such 
that
m{{x  : lim Uk,n{XjUj) = 00}) > 0.
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T h e n  th e r e  e x is ts  a  G /3 a n d  a  s e t  A C  a , su c h  t h a t  m{A) > 0 a n d  fo r 
a ll X  E  A
lim Uhn{x,uj) — oo.n^oo
By the irreducibility of for each h E (3 there exists an admissible 
cylinder [b x {0 } ,..., a x {A:}]. It follows from the non-singularity of 
T/, that ji{[b X {0},... x { k } ] )  >  0, but this contradicts the fact 
that ÜJ E BA, and so we have established (7.10).
Using the fact that for all A: G Z and for all a: G X
w) =  Uo,n(a^ , ?7^ (w)) + k (7.11)
it is now immediate from (7 .10 ) and (7 .1 1 ) that if a; G W ' then E 
P+ for all k  e Z . In particular, uj E if and only if 77(0;) G R ^ ,  from 
which it follows that 77“  ^(P+) =  P^. Since the 77-invariant measure P  
is ergodic, it follows from Birkhoff’s Ergodic Theorem that P(P+) =  
0 or 1.
An identical argument shows that the set
R~ := {uj : m{{x : lim Po,n(^5^ ) =  —00}) =  0}n—^00 ’
has P-measure of 0 or 1.
If P(P+) =  P(P~) =  1, then since the DWDE has bounded jumps 
it follows from Corollary 6.4(i) that the DWDE is recurrent. Alterna­
tively, in the transient cases we have the following
P(P"^) =  0, P (P~) =  1 => case (i)
P(P"^) =  1, P(R~) =  0 => case (ii)
P(P""") =  0, P (P~) = 0  case (iii).
This concludes the proof. □
7.4 The Linkage Property
Under two additional hypotheses, we will show that transient case (iii) 
of Theorem 7.3 has zero probability. In this section we introduce the
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first of these conditions: the Linkage Property. (The second condition 
- Uniformly Bounded Jumps - will be introduced in the next section.)
Notation. Given a collection of cylinder sets vi,V2, . . .  ,Vk we define
V I - V 2 - . . . ■ V k : = V i D  n  . .  .))•
Linkage property. We say that a DWDE has the Linkage Property 
if it is irreducible and there exists r > 0 such that for almost every 
environment and all a,b E P such that |7T2(a) — 7T2(6)| =  1, either 
b C Tf {a), or there exists a cylinder c such that
(a) /i(c) > r, and
(b) the cylinder a • c • 6 is admissible.
In the following example we show that under relatively simple assump­
tions the DWDE has the Linkage Property.
Full-branch maps. We say that a Markov transformation T  of proba­
bility space (X, m), with Markov partition has full branches (or is 
full-branch) if for all a G Ta =  X.
Example. Suppose that the DWDE satisfies (i) 2 < < oo and
(ii) for all g E G, g[X) — { + 1 , - 1 } ,  and that the base transformation 
T  is full-branch. We show that the Linkage Property holds.
We fix an environment {fi)i^%, and fix a =  a' x {i} G and suppose 
that /i(a') =  +1. The case where fi{a') =  —l i s  identical, li  b = 
6' X {z +  1} then, since T  is full-branch, it is immediate that 7} (a) =  
X  X  {i + 1} D b. Thus, we assume that b =  b' x {i — 1}. By (ii) there 
exists Cl =  ci X {z -f 1}, C2 =  ci X {z} G yd such that fi+i{c[) = /^(ci) =  
—1. Since T  is full-branch it follows that a • ci • C2 • 6 is admissible.
Thus, for all a,b E ^  such that |7T2(a) — 7T2{b)\ = 1 either 7 } (a )  D  b 
or there exists c E ^2 such that a-c-b is admissible. Since #yd < 00 and 
T  is full-branch we may take r := min{m(d) : d E P2} > 0, thereby 
establishing that the Linkage Property holds.
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P ro p o sitio n  7.4. I f  the DWDE has the Linkage Property, then there 
exist positive numbers {rk}k>o such that for every environment, and 
for all a,b E ^  such that |7T2(a) — 7T2(6)| < k, there exists a cylinder c 
such that fi{c) > rk and a - c-b is admissible.
Proof. Fix an arbitrary environment. Given a G yd let 7T2(a) denote the 
Z-component of a, and a' denote the /3-component of a. Since the case 
|7T2(a) — 7:2(6) I =  1 is immediate from the Linkage Property, we deal in 
turn with the cases where 7V2{b) — 7:2(a) =  0 and 7:2(6) — 7:2(0) =  A; > 2 
- the case where 7:2 (0 ) — 7:2 (6 ) =  A: > 2 is proven similarly. Fix d' E {3 
and for A: G Z define dk := d' x {&}. Define n := m(d').
Let 7:2 (6 ) — 7:2 (0 ) =  0 and suppose that f ’K2{a){ci') =  +1- The case 
where f-K2{a)(o!) — —1 is identical. By the Linkage Property there exist 
cylinders vi,V2 such that /z(ui) > r  and /z(u2) > r, and o-ui-d,r2(a)+r'^ ^2-6 
is admissible. By Proposition 4.10, Proposition 5.2, and equation (6.2)
/^(^i ' ' '(;2) >  C'^/z(ui)/2(d^2W+i ' '^ 2)
> C-^/z(7;i)/z(d^2W+i)/^(^2)
> C~^r‘^ n > 0.
This establishes the result for the case 7:2(6) — 7:2(0) =  0.
Assume that 7:2(6) — 7:2 (0 ) =  A; > 2. By a similar argument to the case 
where 7:2(6)—7:2(0) =  0 above, there exist cylinders Vi,. . .  ,Vk, such that 
li{vi) > r  for z =  1, . . . ,  A;, and -
is admissible. As before, by Proposition 4.10, Proposition 5.2 and (6.2) 
we have
• d j ^ 2 ( a ) + l  '  '  '^ k —1 ' d T ^ 2 { a ) + k —l  ' % )  ^  )  p , { v \ )  . . . f l ( V k ) k v
> > 0.
Taking establishes the result. □
7.5 A  3-case Zero-One Law for the D W D E
Uniformly bounded jumps. We say that the DWDE has uniformly 
bounded jumps if there exists a finite set J  C Z such that for all g E G,
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g( X)  C J.
We are now in a position to state and prove the main result of this 
chapter.
Theorem 7.5. Suppose that the DWDE satisfies the Linkage Property 
and that it has uniformly bounded jumps and an ergodic and stationary 
environment. I f  the DWDE is transient then either case (i) or case (ii) 
of Theorem 7.3 holds.
Before outlining our strategy for proving Theorem 7.5 we introduce the 
following prerequisite definitions.
Notation. Let M  := max{|5'(x)| : x E X , g E G}, and for j  E Z  
define
Aj {(x, n) E X  X Z : j M  < n < (j +  1)M — 1}. (7.12)
Clearly, for all i E Z, /z(A )^ =  M.
Notation. Define
:= {w G : pi{{(x,i) E Aq : lim Ui^nix,uj) = +oo}) > 0}.
n —>oo ’
The set D^  denotes the set of environments for which the deterministic 
walk diverges to +oo with positive probability. Thus, D+ =  and
so D+ is also P-measurable.
Analogously, define
D~ := {w G n  : ji{{{x,i) E Aq : lim Ui^n{x,uj) = —oo}) > 0}.
n —^ oo ’
By identical reasoning, D~ = {R~Y  so D~ is P-measurable. More­
over, since the hypotheses of Theorem 7.5 imply those of Theorem 7.3 
it follows that P(D"^) =  0 or 1 and P{D~) =  0 or 1.
Notation. In the fashion of Chung [10], for all i , j , k  G Z, n  > 0, 
and LÜ E D define taboo-hitting-time sets
jA”^(cj) := {x E Ai : T f{x) E A^, & Tf{x) ^  AfcUAj for r =  1 , . . . ,  n —1},
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Also, for all w G n  define
jAi^ki^) ^n>i{jA^f.{üj)).
Under the standing hypotheses, for all a; G il the set jA f  j^ {uj) is a union
of cylinders in Ur>iÂ, and is therefore //-measurable. By extension, for
all w G il the set jAi^k{^) is also //-measurable.
Notation. Define
:= {oj G il : > 0, s.t. for infinitely many k > l ,  //(_jtA_fc,o(w)) > p}-
It is immediate from Corollary 7.2 that for d. A: > 1, {w : //(_kA_k^o(w)) > 
d~^} is P-measurable. Since, by definition of P+, we have
E+ =  Urf>i Ht>i : n C kA -k ,o H )  > d - ^  (7.13)
it follows that is P-measurable.
Strategy for proving Theorem 7.5. The proof of Theorem 7.5 contains 
two main parts. Firstly, we prove (in Lemma 7.7) that C\D~ =  0. 
Secondly, we show (in Lemma 7.8) that if P(D+) =  1 then P(P+) > 0.
The result then follows from Theorem 7.3. Suppose to the contrary 
that case (iii) of Theorem 7.3 holds. Then P (P + ) =  1 and P(D~) = 1, 
and it follows from Lemma 7.8 that P (P+) > 0. But by Lemma 7.7 
it follows that P (P+) =  0, which is the desired contradiction. Hence, 
case (iii) cannot hold, establishing the result.
It remains to prove Lemma 7.7 and 7.8. Firstly, we establish the fol­
lowing useful result.
Lemma 7.6. Suppose that the DWDE is irreducible and that it has 
uniformly bounded jumps. Then
(a) ÜÜ e D~ if and only if /i{r\k>i{oAo^^k(x}))) > 0, and
(b) ÜÜ e D~^  if and only zf//(% >!(o^o,A;(w))) > 0.
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Proof. We prove (a) as the proof of (b) is similar. The (<^) part 
follows directly from Corollary 6.4. For the (=>) part, assume that 
T{Fk>i(o7^o,-k{^))) = 0. Since 7} is non-singular with respect to //, it 
follows that
j>0
But
{{xfi) e Ao : lim Ui^n{x,uj) = -oo}  C (17T^(nA;>i(ov4o-tM)).
n —>oo •'j>0
This completes the proof. □
Lemma 7.7. Suppose that the DWDE satisfies the Linkage Property 
and that it has uniformly bounded jumps. Then fl D~ — 0.
Proof. We show that for each to G E'^ there exists a strictly increasing 
sequence {nj)j>i of natural numbers, and q G (0,1), such that
(7.14)
The result then follows from Lemma 7.6(a).
For d > 1, define
Ed — for infinitely many n > 1}.
By (7.13) =  Ud>iE^. For the remainder of the proof we fix d > 1
and fix w G Ej", and write jAi^k instead of jAi^^i^).
Since lj G E ^  there exists an infinite, strictly increasing, sequence 
of natural numbers {uj)j>i such that for each j  > I
I J , C n . A - „ . , o )  >  d ~ \  (7.15)
Since the Markov partition separates points, it follows that for all 
e > 0 there exists n >  1 such that for all a G yd„, m(a) < e. To see 
this, suppose to the contrary that there exists e > 0 such that for all 
n > 1 there exists a E fin such that m(a) > e. It follows that there 
exists an infinite sequence of partition elements {a„ ; G fi,n  >  1}
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such that an) > e, and so there exists a positive measure set
of points that are not separated by the partition /3, contradicting the 
assumption that fi separates points.
By extension, the partition fi separates points in X  x Z, and from 
this it is immediate that for all e > 0 there exists n > 1 such that 
//(c) < e for all c G fin- It follows from Proposition 7.4 that there exists 
r  > 0 such that for all a,b E fi for which |7T2(a) — 7/2(6)! < M, there 
exists a cylinder set c such that //(c) > r  and a • c • 6 is admissible. Let 
ko be such that for all n >  ko and all a E fin
11(a) < r. (7.16)
Since (rij)j>i is a strictly increasing sequence we may suppose, after 
passing to a subsequence if necessary, that for all j  > 1
Tij^i — ?/j — 1 > ko- (7.17)
It follows from (7.17) that for all cylinders c such that
C G _njA—nj^—nj+i Or C Ç _njA—nj,—nj-i,
we have
//(c) < r. (7.18)
Claim. There exists 6 > 0 such that for all j  > 1, and for each cylinder 
6 satisfying
b C oAo.-ui & Tf'b  C A_„„ (7.19)
we have
g(b n  r7 " ’'(_„,^,A_„-.o)) > 5g(b). (7.20)
Assuming the above claim we complete the proof as follows. Taking 
unions over all cylinders 6 satisfying (7.19), it follows from (7.20) that
k'(o-Ao-nj\oAo-nj^Y ^  < /^z(o^O,-rij)• (7.21)
Since o^o-n^+i C o^o-n,-, from (7.21) we have
T(oAo,-nj+i) ^  (1 — d)fl(oAo-nj). (7.22)
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Taking g =  1 — d G (0,1), establishes (7.14).
Proof of Claim. Fix j  > 1. Let {a„}„>i be an enumeration of all 
partition elements a E fi such that a C A_„ .^. We first show that there 
exists 7 > 0 such that for all a E
//(an  _»^.+iA_^^.,o)>7T((z). (7.23)
Fix a E {an}n>i. By the Linkage Property and Proposition 7.4, it 
follows that for each t G N, there exists a cylinder Dt := [do,. . . ,  dk-i], 
such that di 7^  a or o,f for z =  0 , . . . ,  A; — 1, a • A  . is admissible, and
//(A ) > r. (7.24)
For t G N define
Pt n  —njA—rijfi, (7.25)
and
Pt ■■= y  (7-26)
Since the partition element a C A_„^ . and 7}(a) D Dt, it follows that 
the cylinder
Dt C A-nj-l  U A-nj U A_Mj+l.
Furthermore, from (7.18) and (7.24) it follows that for all z =  0 , . . . ,  A; — 
1,
d% n  (A_,^ _^^  U A_7j^ .^ j) =  0 
and hence for all a; G a . A ,
T}(x) ^ A-rvj-^ u  for z =  0 , . . . ,  A:. (7.27)
Thus, for all A > 1
a-Dt'ttt C n^-,— ^  O^ l—n ^ ,—n
(7.28)
From (7.25) and (7.28) we have
a • Dt ■ Bt C -nj+iA.-nj,o- (7.29)
Moreover, it follows from (7.27) and (7.29) that a - Dt ' Bt consists 
of points in A_n. that start in a, and whose last visit to A_„. before
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eventually visiting Aq occurs in the partition element at. It follows that 
for all t ^  g
a - Dt - Bt n  a ' Ds ' Bs = ^. (7.30)
It follows from Proposition 4.10, Proposition 5.2 and equation (6.2) 
that for all t > 1
^ ^ n A  . B,l.
(7.31)
Since 7} (a) D  Dt we have
//(7}(a) n  A  ' B,) =  //(A  . B(). (7.32)
From D  at D  Bt it follows from Proposition 4.10, Proposition
5.2 and equation (6.2)
(7.33)
It now follows from (7.31), (7.32) and (7.33) that
>  C -^ K D tM B t)  (7.34)
From (7.24), (7.26) and (7.34) we obtain
M  > C-hptd~^ > 0. (7.35)
It follows from (7.30) that /i(UiGN(^ ’ Pf ' Dt)) =  //(a • Dt • Bt).
Taking unions over t G N, it follows from (7.35) that
/ / ( |J ( a  • Dt • Bt)) > //(a) ^  C~‘^rptd~^ =  (C“^rd“^)//(a) > 0. (7.36)
teN teN
Taking 7 := C~‘^rdT^ > 0 it follows from (7.29) that
//(a A_^.,o) > /z ( |J (a  • Dt • Bt)) > 7/z(a). (7.37)
This establishes (7.23).
The set 0^ 0,-n ,-  can be expressed as the union of cylinders satisfying
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(7.19). We fix such a cylinder h. Since is the union of partition 
elements in fi, it is immediate from (7.23) that
p i T f ' b A_„„o) > w i A b ) .  (7.38)
From Proposition 4.10, Proposition 5.2 and (7.38) we have that
(l(bnTj: ' ' {-nj+iA—rij,o)) ^  ^ _ j / / ( r |  6^ A-nj,o) ^
W )  i A A )
(7.39)
Letting ô := > 0 establishes (7.20), thereby proving the claim.
□
Remark. In the special case where T  is full-branch and for all g E G, 
g{X) = {—1,4-1}, then the conclusion to Lemma 7.7 stills holds when 
the assumption that the DWDE has the Linkage Property is replaced 
with the weaker assumption that it is irreducible.
Lem m a 7.8. I f  the DWDE is irreducible with uniformly bounded jumps 
and a stationary environment, then P(D+) =  1 implies that P (P+) > 
0 .
Proof. By Lemma 7.6(b), P(D+) =  1 implies that for some c > 1,
P({uj : p{nk>i (oAo,fc(w))) >  c- '} ) > c - \  (7.40)
For k,c > 1, define the sets D{k,c) {w : //(o^o,k(^)) > c"^}. By 
Corollary 7.2 the sets D{k,c) are P-measurable. It follows immediately 
from (7.40) that if P(D^) — 1 then there exists c > 1 such that for all 
A; >  1
P (D (A ;,c ))> c -\ (7.41)
For A:,c > 1 define the sets E{k,c) {u : //(_^v4_k,o(w)) > c~^}. By
Corollary 7.2 the sets E{k, c) are P-measurable. It follows from (7.41)
and the zy-invariance of P  that for all A: > 1,
P(E{k,c)) > c~ \  (7.42)
From (7.42), it is immediate that for all A: G N
P{\JN>kE(N, c)) > c - '
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and that
7’(nj,>i Ujv>/t E { N ,c ) ) > c - \
Since E' '^ D rifc>i U;v>A; E{N,c), it follows that P(E't') > c~^ > 0 . □
We have the following corollary of Theorem 7.5.
C orollary  7.9. Suppose that the DWDE satisfies the hypotheses of 
Theorem 7.5, and that the deterministic environment is i.i.d. such that
P(fi ^  g) = P{fi = -g ) ,  (7.43)
for all transition functions g E G and all i E Z. Then the DWDE is 
transitive on Z.
Proof. It follows from the symmetry of (7.43) that P(P+) =  P(R~). 
By Theorems 7.3 and 7.5, it follows that P(P+) =  P{R~) = 1, and 
hence the DWDE is transitive on Z. □
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Chapter 8
Transient DWDEs on
At the end of Chapter 7 we showed that under certain symmetry con­
ditions, the DWDE on Z is recurrent. In this chapter we consider a 
class of examples for which the asymptotic behaviour of the DWDE 
on Z is transient and establish hypotheses from which it is possible to 
determine whether case (i) or (ii) of Theorem 7.5 holds.
Symbolic metric. Let T be a Markov transformation of a measure 
space (X, m), with Markov partition fi that separates points in X. 
The partition fi coordinatises the space X, in that for all x G X  we 
may define Xn to be the unique partition element containing (for 
n > 0). Any sequence (xq, a^i,. ..) uniquely identifies a point in X, and 
for all x ,y  E X  we may therefore define the separation time
S{x,y)  := max{?2 : Xn =  z/n}. (8.1)
Civen 6 E (0,1) we define the symbolic metric de on X  such that for 
all x ,y  E X
dg{x,y):=e^<-^’f l  (8.2)
Gibbs property. Let T be a Markov transformation of a probability 
space (X, m) with Markov partition fi that separates points. Civen 
the Radon-Nikodym derivative
dm
we say that T  has the Gibbs Property if for some 9 E (0,1) and all 
a E fi, loggia is Lipschitz continuous with respect to the symbolic met-
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rie de. We say that the measure m is a Gibbs measure with potential 
- lo g g .
It can be shown (see [3]) that if T  has the Gibbs Property then is 
has the Strong Distortion Property.
Gibbs-Markov maps. We say that a Markov map, with Markov parti­
tion /3, is Gibbs-Markov if fi separates points, and T  has both the Big 
Image and Gibbs properties.
It can be shown (see [3]) that Gibbs-Markov maps have the property 
that there exists C > 1  such that for all n > 1, all a G fin and all a; G a
C"^gn(a;) <  m(n) <  CgM(a;), (8.3)
where gn(x) := g(x)g(Tx) • • • g{T^~^x).
Example. It can be shown (see [3]) that Markov transformation T : 
[0,1] -> [0,1] that has Big Images and is Adler (recall Example 4.9) is 
Gibbs-Markov with an ergodic and invariant measure that is equivalent 
to Lebesgue measure.
T heorem  8.1. Suppose that the DWDE has an ergodic, stationary 
environment, and is driven by a full-branch Gibbs-Markov transforma­
tion T  of a probability space (X, m), with finite Markov partition fi and 
Gibbs potential h. Suppose further that for some 1 <  r  < fj f^i — 1, and 
all transition functions f  E G,
# { a  G fi : f{a) = +1} = r & # { a  G fi : f{a) = -1 }  =  #/3 -  r.
Then:
(i) I f  m i h >  ^ ln4r(#/3 — r) and r > ^  then
lim Ui n{x, üü) =  4-00, for all z G Z, P  — a.e. uj h  m — a.e. x.n-Aoo ’
(ii) I f  in ih >  ^ ln4r(#/3 — r) and r  < Ç  then
lim Uin{x,üü) =  —oo, for all z G Z, P  — a.e. u  Sz m  — a.e. x.
n-)-oo ’
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The hypotheses of Theorem 8.1 are a special case of those of Theorem 
7.5. In particular, as observed in Section 7.4, since T  is full-branch 
Gibbs-Markov with a finite Markov partition /3, and since f { X)  — 
{4-1, —1} for all transition functions /  G G, the DWDE has the Link­
age Property.
Before proceeding to the proof of the this result, it will be necessary to 
introduce some machinery.
Conservativity and dissipativity. A non-singular transformation 5  of a 
probability space (T, q) is conservative if for all measurable sets A C Y ,  
and a.e. x  E A, there exists n  such that T^x E A. It follows that if 
S  is conservative then for all measurable sets A, T^x E A  i.o. for a.e. 
X E A. A  non-singular transformation S' of a probability space {¥,  q) 
is (totally) dissipative if for all measurable sets A c Y ,  and a.e. x E A, 
there exists N  such that T'^x ^ A for all n > X.
In the case of Markov maps, it follows that if S is conservative then it is 
recurrent (as defined in Section 4.1), and that if S is totally dissipative 
then is it transient (as defined in Section 4.1).
The following result appears as Theorem 4.4.3 in [1].
T heorem  8.2 (Aaronson). Let S  be an irreducible Markov transforma­
tion of a probability space (Y, q) that has the Strong Distortion Property. 
Then either S  is conservative or it is totally dissipative. Moreover, for
all sets A  of positive measure, if S  is conservative then
oo
^ q { S ~ ^ A )  = oG, (8.4)
j=0
and if S  is totally dissipative then
oo
^ g ( S '“^A) < oo. (8.5)
j=0
Under the hypotheses of Theorem 8.2 it follows from Corollary 5.5 that
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s  is conservative if and only if it is recurrent (as defined in Section 4.1), 
and that S  is totally dissipative if and only if it is transient (as defined 
in Section 4.1). We have the following corollary.
Corollary  8.3. I f  S  satisfies the hypotheses of Theorem 8.2 then for 
any positive measure set A, if S  is recurrent then
oo
y ]  q(A n S~^A) = oo, (8.6)
3=0
whereas if S  is transient then
oo
y ]  q{A n S “M ) < oo. (8.7)
3=0
Proof. If S  is transient then it is totally dissipative and (8.7) follows 
immediately from (8.5). If S  is recurrent, then suppose with a view 
to a contradiction that there exists a positive measure set A  for which 
(8.7) holds. Then there exists N  > 1  such that
q{ A n i U Z „ S - ”A))<q{A),
from which it follows that
g(A\ P-"A) > 0. (8.8)
But since S  is recurrent it is conservative, and it follows that S^x e  A  
i.o. for a.e. x E A, contradicting (8.8). This completes the proof. □
Definition. Fix 9 E (0,1). Let u denote the weighted product measure 
on X  X Z such that for all m-measurable sets A  and all i E Z,
iy{A X {z}) =  d'*lm(A). (8.9)
Clearly, z/ is a finite measure on X  x Z.
P ro p o sitio n  8.4. For all uj E Fl, the skew-product transformation Tf^ 
of the measure space (X x Z, u) has the Strong Distortion Property.
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Proof. We fix an environment w, and n > 1, and let â G yd„ be an 
admissible n-cylinder. By equation (4.3), there exist a E fin, E Z  
such that à = a x  {z}, and Tf{a) = T'^a x  {A;}. By a similar argument 
to that given in the proof of Proposition 4.10 we have that for z/-a.e. 
{ x , k ) e T f { a )
A -A j-J - ( x ^ k )  =  ° ^  (æ) =  (8.10)
dz/ dm
Suppose that T  has distortion constant D >  1. From (8.10) we obtain 
that for z/-a.e. (x,k)  & (y,k) E Tf{a)  we have
A. ,S .„ ,
This concludes the proof.
□
Proof of Theorem 8.1. We prove part (i) of the theorem as the proof 
of part (ii) is similar. In particular, we fix an arbitrary environment 
{ffiiez satisfying the hypotheses of Theorem 8.1 and show that (a) the 
skew product transformation 7} : [X x Z , v )  [X x Z , v )  is transient, 
and (b) that
lim m(oAo _fc) =  0, (8.12)
fc—>oo
where for A; > 1 define
oAq := {x E X  : Uo,n{x) =  —k, and —k < Uqj{x ) < 0, for 1 < j  < n —1},
and define o^o,-fc := o^Q-k- The result then follows from Theo­
rem 7.5.
We first show that the deterministic walk in the environment (ffii^z 
is transient. Fix a partition element a x  {0} G fi. Since z/ is a finite 
measure on X  x Z and z/ % //, by Corollary 8.3 and Proposition 8.4, it 
suffices to show that
oo
z/(a X {0} n Tj^(a x  {0})) <  oo. (8.13)
n = 0
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Since the deterministic walk is restricted to jumps of +1 and -1, it can 
only return to the partition element a x {0} in an even number of steps. 
From (8.9) it follows that for all 2n +  1-cylinders that start and end in 
a X {0} we have
i y([ax{0},aix{ki}, . . . , a2n-ix{A:2n-i},ax{0}]) < m([a ,ai , . . .  , a2„_i,a]).
(8.14)
Given that we return to a x {0} at time 2n, for each n > 1, there
are | ^  | numbers of ways choosing the timing of n  leftward and n 
\ n j
rightward jumps. Since T  is full branch, and since every transition 
function takes the value +1 on exactly r elements of /3, and the value 
—1 on the remaining — r elements of /3, it follows that there are
r"(#/3 — r ) ” 1 ^ 1  cylinder sets of rank 2n +  1 that start and end in
y n  J
the partition element a x  {0}.
Recalling the Radon-Nikodym derivative g  =  and defining
M  := sup g —
it follows from (8.3) that there exists C > 0 such that for all n > 1,
sup m(a) < CM". (8.15)
a,ePn
It follows from (8.14) and (8.15)
oo oo / „  \
y ][/(ax{0}n7y"(ax{0})) < C y ] r " ( # ^ - r ) "  "  (8.16)
n = 0  n = 0  V " /
By Stirling’s formula it follows that for large n
% (27rrz)“ ^4". (8.17)
It follows from (8.16) and (8.17) that for some constant C' > 0
oo oo
y ]  [/(a X {0} n r /" ( a  X {0})) <  C  y ] ( 4 r ( #  -  r)M^)". (8.18)
n = 0  n = 0
It follows from the hypotheses that M^ =  g-2mfZi ^  (4r(:^/3 — r))~^ 
and so
4 r ( #  -  r)M^ < 1. (8.19)
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From (8.19) it follows that the right hand side of (8.18) converges as 
required. This establishes that the deterministic walk is transient.
We now establish (8.12). Given that the deterministic walk can only 
take jumps of +1 and -1, let Cn,k denote the number of ways of choosing 
the timing n + k  leftward jumps and n rightward jumps so that the first 
time the walk visits state —k is at time 2n + k, and that at no time be­
fore does it return to state 0. It follows from the hypotheses that there 
are Cn,kr"(#/3 — r)"+^ cylinder sets a G fi2n+k such that a C  0^0”^ -  
From (8.15) we obtain
00
m(oAo,-k) < C Y ,c „ ,k r " W  -
(8 .20)
=  C(#/3 -  r)'=M‘ y y  c„,j,(r(#/3 -  r ) M ^ .
n = 0
It follows from (8.19) that
r ( M - r ) M ^ < \  (8 .21)
and since r > — r v/e also have that
(#/3 -  r ) M < i .  (8.22)
From (8.21) and (8.22), there exists a positive integer R  such that
r ( #  -  r)M^ < § § 5 ^  < I (8.23)
and
( #  -  r)M  < ^  <  1. (8.24)
It follows from (8.20), (8.23), (8.24) that
Consider the deterministic walk on Z defined by
n —1
l / „ ( ^ ) : = y y / o T ^ ( x )  (8.26)
j=0
where the transformation T  : ([0,1], A) —>■ ([0,1], A) is defined by
T x  := (2P — l)x  (mod 1),
and
Clearly, T is a piecewise linear and full-branch Markov map, with 
Markov partition V,  consisting of 2R — 1 intervals of equal length. 
Also the transition function /  satisfies
G V  : f{a) =  + 1 }  =  R  a n d  G V  : f{a) —  —1} =  P  — 1.
(8.27)
It follows from (8.27) and Proposition 3.6 that the deterministic walk 14 
defined by (8.26) is a model of a simple random walk whose probability 
of a leftward jump at any given time is and whose probability of
a rightward jump at any given time is k  is immediate that this
process diverges to the right with probability 1, and hence that
lim \{oBo-k) =  0, (8.28)
fc—>oo
where A denotes Lebesgue measure and
oBo-k ■= { x  G [0,1] : Vn{x) =  —k, and —k < Vj[x) < 0, for 1 < j  < n —1}.  
For all n  > 1 and all a G P„, A(a) =  and it follows that
Equation (8.12) now follows from (8.25), (8.28) and (8.29). This com­
pletes the proof. □
Example. Consider a DWDE for which the base transformation is a 
full-branch Cibbs-Markov map T  : ([0,1], A) -4- ([0,1], A), with Markov 
partition fi := {[0, ^), [ ,^ |) ,  [ |, 1]}, such that A has Cibbs potential 
h : [0,1] -4- and inf h > \  In 8. Suppose the deterministic environ­
ment is ergodic and stationary and that the transition functions f  E G
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satisfy # { a  G fi : /(a )  =  +1} =  2 and # { a  G fi : f{a) = —1} =  1. It 
follows from Theorem 8.1 that limn^ooUi^n{x,uj) = +oo for all i G Z, 
P-a.e. LÜ and m-a.e. x.
Remark. In the context of the above example, it is clear that the 
fastest rate at which measures of cylinders can decay is | .  Theorem 
8.1 says that as long as cylinders decay at a rate that is faster than ^  
then the DWDE will still diverge to the right.
Future Work
The results described in Chapters 7 and 8 naturally give rise to sev­
eral questions and possible future directions for the current work. At 
present the author’s main interests lie in:
(i) Extending the Zero-One Law (Theorem 7.5) to the non-uniformly 
bounded jump case.
(ii) Extending the sharp classification results of Solomon (Theorem 
2.12) and Bolthausen & Coldsheid (Theorem 2 of [5]) to the set­
ting described in Chapter 7.
(iii) Showing that in the situation where transition functions are uni­
formly fair (i.e. E{f )  =  0 for all f  E G) the DWDE is recurrent, 
and moreover satisfies the Central Limit Theorem.
(iv) Showing that in the recurrent regime of Theorem 7.5, the growth 
rate ^  exists almost surely (and is therefore equal to 0), and 
establishing limit laws for the DWDE. In particular, establishing 
whether or not Sinai’s (Inn)^ law holds in certain situations.
(v) Extending the main results of Chapters 7 and 8 to situations 
where the base dynamics is non-Markov, and thereby developing 
techniques that are more broadly of use in physical applications 
such as the random dynamical billiards as described in Chapter 
1 (see Lenci et al [11, 12, 21], Dolgopyat et al [14], and Simula & 
Stenlund [26]).
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