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Abstract—High Definition (HD) maps play an important role
in modern traffic scenes. However, the development of HD maps
coverage grows slowly because of the cost limitation. To efficiently
model HD maps, we proposed a convolutional neural network
with a novel prediction layer and a zoom module, called LineNet.
It is designed for state-of-the-art lane detection in an unordered
crowdsourced image dataset. And we introduced TTLane, a
dataset for efficient lane detection in urban road modeling
applications. Combining LineNet and TTLane, we proposed a
pipeline to model HD maps with crowdsourced data for the
first time. And the maps can be constructed precisely even with
inaccurate crowdsourced data.
Index Terms—HD Maps Modeling, Dataset, Convolutional
Nets, Crowdsourced
I. INTRODUCTION
With the development of navigation and driving applica-
tions, HD maps are in increasing demand. Yet modeling HD
maps was very expensive. Currently, there were two main
ways to build HD maps. One is engineering surveying and
mapping. The other is using special fleets and professional
equipment[4, 20] (.e.g, HD camera, deep sensor, radar, etc.).
Both of these methods require a large amount of manpower
and resources. However, to construct detailed HD maps on
a city scale, the higher coverage area is required so that it
is necessary to reduce costs. To enlarge the coverage area
and reduce costs, we developed a crowdsourced distribution
system. In our system, data acquired on mobile phones by
drivers could also be integrated into the model and increase
coverage area. In addition to reducing costs, the crowdsourced
strategy is also very convenient to extend and update. But it
suffers from following restrictions.
• Due to the limitations of mobile devices, we can only
obtain images and inaccurate GPS information.
• Images were captured by many drivers with unknown and
different camera parameters.
• Images were sampled every 0.7 seconds by our crowd-
sourced app on the car due to the network bandwidth
restriction. In an uneven speed, distance intervals of
image sequences are different (usually 5-20 meters).
• Images of one road could be captured multiple times by
different drivers.
Under these conditions, it is required to find a way to detect
lanes accurately in a single image. Till now, there were only
a few papers about road modeling [4, 20] and they did not
consider crowdsourcing. So we proposed a road modeling
system using crowdsourced images. First, we collect data in
a crowdsourced way, then lane markings are detected using
neural networks, finally we model HD maps using structure
from motion (SfM) with the detection results.
As for lane detection, all roads and all of the lane markings
cannot be obtained simultaneously by current methods. There
are currently two types of approaches. One is based on road
surface segmentation mostly for ego-lane[25, 6, 22]. However,
these methods are affected by occlusions and the types of lane
boundaries are ignored. The other is based on lane markings
[13, 2, 3, 9, 15]. Lane markings contain more information,
but they become narrower towards the vanishing points and
finally converge, making it difficult to distinguish them.
To detect all roads and classify all the individual lane
markings at the same time, we need a method which can
capture both the global view and details. As deep convolutional
neural networks(CNN) have shown great capability in lane
detection [15, 9, 16, 14], we built a highly accurate CNN,
named LineNet. To achieve high precision, a novel Line Pre-
diction(LP) layer is included to locate lane markings directly
instead of calculating from segmentation. In addition to the
LP layer, the Zoom Module is added to recognize occlusion
segments and gaps inside dashed lanes. With this module, the
field of view (FoV) can be enlarged to arbitrary size without
changing the network architecture. Combining these strategies
together, LineNet can detect and classify lane markings across
all roads. Details of LineNet will be discussed in Section IV.
Existing lane detection datasets are not effective enough for
HD maps modeling. Necessary road boundaries and supportive
occlusion area for HD maps modeling are not counted in
existing dataset, including KITTI Road [8], ELAS dataset [2],
Caltech Lanes Dataset [1], VPGNet Dataset [15], tuSimple
lane challenge [26] and CULane[30]. Therefore, we build a
new dataset with more than 10,000 images. In each image,
comprehensive annotations for all roads including road bound-
aries, occlusions, 6 lane types and gaps inside dashed lines are
extracted (see Table I). Details are in Section III.
To test our method for HD maps modeling, we ran experi-
ments in two steps: lane detection (Section V-A) and HD map
modeling(Section V-B). The HD map modeling pipeline is
composed of OpenSfM1, LineNet, and some post processing.
In the first step, LineNet was trained on different datasets and
compared with the state-of-the-art techniques. It turned out
that our approach outperformed other methods under various
evaluation metrics. In the second step, our whole HD maps
modeling pipeline was tested in a small-scale experiment. In
this experiment, images and GPS information were collected
1https://github.com/mapillary/OpenSfM
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2TABLE I
COMPARISON OF THE KITTI ROAD[8], ELAS[2], VPGNET DATASET[15], CALTECH LANES DATASET[1], TUSIMPLE LANE DATASET [26],
CULANE[30] AND OUR TTLANE DATASET.
Datasets Annotation type Lane mark types All roads Road boundaries Occlusion segments Total amount
KITTI road[8] segmentation no no no no 191
ELAS [2] line yes no no no ≈ 15000
Caltech Lanes Dataset[1] line yes yes no no 1224
VPGNet Dataset[15] line yes yes no no ≈ 20000
tuSimple Lane Dataset[26] line no yes no no 6408
CULane[30] line no no line no 133235
TTLane Dataset line yes yes yes partial(3000/13200) 13200
with different transportations in three conditions(straight, turn-
ing, and crossroads). The ground truth of these roads was
also collected. And HD maps was successfully constructed
with crowdsourced data for the first time. Compared with the
ground truth, our crowdsourced method can reduce the error
to 31.3 cm, which is desirable.
In summary, our main contributions are as follows.
• We proposed LineNet, a CNN model consisting of an
innovative Line Prediction Layer and Zoom Module,
and achieved state-of-the-art performance on two main
subtasks of lane detection.
• We developed TTLane Dataset, the most effective dataset
for lane detection in road modeling applications.
• We proposed a pipeline to model HD maps with crowd-
sourced data for the first time and achieved great preci-
sion even when the crowdsourced data is very inaccurate.
II. RELATED WORKS
A. Datasets
The KITTI road [8] dataset provides two types of anno-
tation: segmentation of road and ego-lane. The road area is
composed of all lanes where cars can drive. And the ego-
lane area is the lane where the vehicle is currently driving.
The ELAS dataset [2] also has ego-lane annotations, and
Lane Mark Types(LMT) are annotated. More than 20 different
scenes (in more than 15,000 frames) are provided in the ELAS
dataset.
The Caltech Lanes Dataset [1] contains four video se-
quences taken at different times of the day in urban environ-
ments. It is divided into four sub-dataset and contains 1225
images in total. Lee et al. proposed VPGNet Dataset[15],
consists of approximately 20,000 images with 8 lane marking
types and 9 road mark types under four scenarios, different
weather, and lighting conditions. Unlike the first two datasets,
all lane markings of VPGNet Dataset are annotated. Another
dataset is tuSimple lane challenge [26], that consists of 3626
training images and 2782 testing images taken on highway
roads. CULane[30] currently is the biggest dataset about
multiple lanes detection. But it is not designed for HD map
modeling, as there is only annotations of the road currently
being driven on and the annotations of road boundaries are
missing.
Our dataset offers more considerable details than any ex-
isting dataset: LMTs are provided, and all lanes in the image
are annotated. Furthermore, LMTs are more concise: white
Fig. 1. This figure shows annotations of our TTLane Dataset: (a). Annotation
of dash lanes. (b). Annotation of double lanes. (c). Annotation of occlusion
segments. (d). Annotation of road boundaries.
solid; white dash; yellow solid; yellow dash; and double lines
are all included. Gaps inside dashed lines are also annotated.
The differences among datasets are summarized in Table I and
illustrated in Fig I.
Our dataset is the only dataset that offers annotations
of road boundaries and occlusion segments. Road bound-
aries are necessary because lots of HD maps applications
need them, and occlusion segments are useful for improving
LineNet(Section V-C1). Annotations of road boundaries and
separately labeled double lines make our TTLane Dataset a
challenging large-scale dataset for lane detection in urban
environments.
B. Lane detection with CNN
Several papers about lane detection with CNN have been
published in recent years [15, 9, 16, 14]. Lee et al. [15]
proposed a multi-task CNN to detect lanes and road marks
simultaneously. They achieved the best F1-score in the Caltech
Lane dataset [1] because the vanishing point was used. He
et al.[9] combined features from the front view and Birds-Eye-
View for lane detection. Li et al. [16] extracted lane features
from CNN, and fed them into a recurrent neural network, to
utilize sequential contexts during driving. Ma´ttyus et al. [20]
used aerial images to improve the fine-grained segmentation
result from ground view. Using the approach, they were able to
recognize and model all roads. Liu et al.[18] proposed Dilated
FPN with Feature Aggregation(DFFA) for drivable road detec-
3tion. Chen and Chen[6] proposed RBNet to detect both road
and road boundaries simultaneously. DFFA[18] and RBNet[6]
achieved the best F1-score and precision respectively on the
KITTI ego-lane segmentation task[8].
It is important for lane detectors to have a large field of view
(FoV). For example, understanding large gaps inside dashed
lanes requires the FoV to be larger than the length of the
gap. Many researchers [5, 28, 29, 24, 21] have shown that
large FoV can increase performance; Maggiori et al. [19] in-
troduced several techniques for high-resolution segmentation.
Chen et al.[5] used atrous convolution [23] and ResNet[10] to
achieve larger FoV, and Wang et al. [27] proposed non-local
blocks to gather global information from the CNN. Newell
et al.[21] proposed stacked hourglass networks, to gather a
global context during the multi-level hourglass process. Peng
et al.[24] proposed a global convolutional network to enlarge
the FoV. [28] proposed Zoom-in-Net that consists of three sub-
networks. Low resolution images and high-resolution images
are fed into two separate networks, and concatenated features
are used for bounding box detection.
All of the methods mentioned above have some shortcom-
ings for HD maps modeling. DFFA[18] and RBNet[6] predict
the ego-lane segmentation, making LMTs lost. VPGNet[15]
is hard to locate non-parallel lanes or lanes that are too
close. [9, 16] and [20] require additional information such as
perspective mapping. Our LineNet is designed to solve these
issues.
C. HD Maps Modeling
There were only a few papers about HD Maps modeling[20,
31, 4]. Most of them have either[31, 4] or both[20] the
following two characteristics: using aerial images[31] and with
professional equipments[4]. Using aerial images to model HD
Maps has a natural advantage, which is that the geographic
location and topology of the maps are easy to construct.
But it also has shortcomings: the road may be covered, or
the resolution of aerial images is not enough for HD Maps
modeling. With professional equipment(mount on the car), HD
maps can be modeled precisely, but the costs are too high to
detailedly model HD maps on a city scale. Street view is a re-
lated topic of HD maps, most companies (.e.g Google, HERE,
Tencent, etc.) collect data with own fleets, but coverage is not
high enough especially in rural and remote areas, the street
view coverage of Tencent maps grows slowly in recent years,
because the cost would be unacceptable if we want to enlarge
the coverage. To detailedly model HD maps on a city scale,
we choose the crowdsourced strategy. It can overcome the two
shortcomings mentioned above without losing accuracy. We
have developed a crowdsourced distribution system that allows
drivers to collect data on mobile phones, and the HD maps can
be updated without delay. It is worth mentioning that we can
use those methods together, and our crowdsourced method can
focus on regions where own fleets are hard to reach.
III. TTLANE DATASET
A. Data Collection
Our dataset is crowdsourced. It was collected from different
drivers(about 200), each with a phone camera mounted on
Input Image
CNN
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Mask
Position
Direction
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Distance
Type
Fig. 2. An illustration of the LP layer. LineNet will become confident when
two lane markings are sufficiently far from each other.
the drivers’ dashboard. Because the dataset was obtained from
different drivers’, phones, orientations, resolutions, exposures,
focal lengths and so on, any algorithm should be robust to such
variations. All images were collected in urban environments.
Most exist datasets are continuous video sequences because
the temporal information can improve lane detection results.
However, our dataset is different, TTLane has fewer over-
lapping parts, most of them are unordered. There are two
reasons for this. First, the diversity of our dataset can be
increased, the data can be collected from all over the world.
Second, crowdsourcing suffers from the bandwidth of the
mobile network, dense video sequences require more network
traffic.
B. Annotation
We manually annotated the center points of lane markings,
Continuous lane markings are fitted and plotted with a Bezier
curve. Each lane marking has a type. There are 6 types in
total (white solid, white dash, yellow solid, yellow dash, road
boundary, other). If there are double white solid lines in the
road center, the annotator must draw 2 parallel white solid
lines, which is shown in Fig 1. This annotation method can
cope with complex double lane markings, such as left solid
and right dashed lanes.
Annotations of occlusion segments and gaps inside dashed
lanes are among other features of our dataset. Liang et al.
[17] show that analysis of the occluded region can improve
image segmentation performance, see more details in Section
V-C1. So we annotated the occlusion segments with a dotted,
continual lane. The same is true for gaps in dashed lanes. Note
that we do not distinguish among occlusions and gaps – and
they were annotated in the same format. As is shown in Fig 1.
C. Dataset Statistics
Our dataset consists of 13200 images, 3000 of which were
annotated with occlusion information and the rest of the 10200
images were usually annotated. Isolation belts, roadblocks and
other things that may affect the road conditions were annotated
as “other”. Regarding comprehensive annotation, our dataset
is the most detailed and complicated dataset for road modeling
in urban environments.
4TABLE II
DATASET STATISTIC. THE MEANING OF THESE ABBREVIATIONS IS: WS(WHITE SOLID), WD(WHITE DASH), RB(ROAD BOUNDARIES), YS(YELLOW
SOLID), YD(YELLOW DASH)
width(px) height(px) images WS WD RB YS YD others total
2058± 163 1490± 215 13200 24831 14136 22598 8945 2106 2613 75231
IV. LINENET
A. Line Prediction Layer
Current lane detection investigations based on CNN were
restricted to segmentation methods, which is not intuitive for
line detection, causing inaccuracy. It is insufficient for real-
life demands. Thus we propose a novel approach, that aims to
provide new ideas for lane detection tasks.
We use a pre-trained ResNet model with dilated
convolution[5] as the feature extractor. a dilated convolution
strategy helps to increase receptive field, which is essential
when detecting dashed lanes. To make the model suitable for
the lane detection, we make two non-trivial extensions:
• An additional layer designed for lane positioning and
classification, called the Line Prediction(LP) layer.
• A zoom module that automatically focuses on areas of
interest, i.e., converging and intersection areas of the lane
markings.
The Line Prediction (LP) layer is designed for accurate lane
positioning and classification, inspired by Zhu et al.[32]’s three
branch prediction procedure. There are six branches in our LP
layer: line mask; line type; line position; line direction; line
confidence; and line distance, as is shown in Fig 2.
A line mask is a stroke we draw with a fixed width (32
pixels in our experiments). The line type indicates one of the
six-lane marking types. Line position predicts the vector from
an anchor point to the closest point in the line. Supervising
on the line position can produce much more accurate results
than using a mask. Fig 3 illustrates this by showing that the
line position branch can predict lanes in sub-pixel level. Line
distance is the distance from the anchor point to the closest
point in the line. Line direction predicts the orientation of
the lane. Line confidence predicts the confidence ratio, i.e.,
whether the network can see the lane clear enough, which is
defined between 0 (if two lines are closer than 46 pixels) and
1 (otherwise). When we zoom into two adjacent lines, they
will gradually separates, result in change of the confidence
ratio. We will discuss how do the six branches work together
to predict a whole lane in Section IV-C. Figure 3 shows the
supervised value in the LP layer with two examples.
B. Zoom Module
The Zoom Module is the second feature of LineNet. With
this module, LineNet can alter the FoV to an arbitrarily size
without changing network structure. Our Zoom module is
inspired by Zoom-in-Net [28] and non-local block [27]. It
splits the data flow through the CNN into two streams: (i)
a thumbnail CNN; and (ii) a high-resolution cropped CNN.
Fig 4 illustrates the architecture of the Zoom Module. Fig 4
shows that the FoV depends on the size of the crops and
thumbnails. A fixed network structure has lots of benefits,
including effective use of pre-trained weights after Zoom
Module is mounted, and fixed computational complexity.
The thumbnail CNN provides a global context for the
features that the high-resolution CNN “sees” in detail. These
two CNNs share weights and compute in parallel, up to a point
where information from the “thumbnail” CNN is shared with
the high-resolution CNN. Sharing is achieved via a layer we
call the “injection layer”, that fuses features from both CNNs,
and places the result in the data stream of the high-resolution
CNN.
The Zoom Module and LP layer work together to boost
performance. The zoom module allows the network to zoom
into areas where the LP layer is not confident enough. In
practice, the zooming procedure is used multiple times, with
the zoom ratio gradually multiplied from 0.5 to 16. Fig 5
shows the four stages of the zooming process and how the LP
layer and the zoom module interact with each other through
the output of the line confidence branch. Overall, when the
certainty of the lane rises, the spatial location of the lane
becomes more accurate.
C. Post Processing
The results that LineNet detected were still discrete points.
To achieve nice and smooth lines, points were clustered
together and fitted into lines. The clustering algorithm named
DBSCAN[7] was used with our hierarchical distance(HDis).
The line position from the LP layer was collected and com-
bined with a zoom level. The combination is denoted as a
tuple a = (x, y, z), where (x, y) is the image coordinate from
line position outputs, and z is the stage’s zoom ratio used
to predict the line position. We define the distance of two
points, a and b, in the equation 1. This distance was applied
in DBSCAN clustering. And it allows DBSCAN to manipulate
the appropriate distance from different zoom ratios.
HDis(a, b) = max(a.z, b.z)
√
(a.x− b.x)2 + (a.y − b.y)2
(1)
After DBSCAN[7] clustering, line points of each cluster
were fitted into a polynomial p(x) = p0+p1x+p2x2+p3x3,
then smooth and reliable lines were achieved the and ready
for evaluation. Fig 6 shows that the lane results are gradually
clustered together during the zooming process.
V. EXPERIMENTS
We divide our experiments into three subsections: 1. lane
detection for HD maps modeling, that evaluates the effective-
ness of our LineNet; 2. HD maps modeling, that analyzes the
accuracy of our modeling pipeline; 3. Ablation studies.
5Fig. 3. This figure shows different branches’ outputs of the LP layer, with two samples. The first column shows the original images. The second column
shows the mask of the lanes. The background image in this row is much more blurred than the first column because this is what LineNet sees (i.e., the zoom
level is 0.5 so we down-sample the input images). In the third column, different colors represent different lane marking types. Note the blue color represents
the occlusion or gaps. In the fourth column, the light green color represents the unconfined area, and the cyan color represents the confident area where
predictions are reliable. The fifth column represents the distance map from the anchor point to the center line. In the sixth column, we randomly sample some
anchor points (blue points), and the green lines show the outputs of the position branch.
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Fig. 4. The Zoom Module fuses data from the thumbnail CNN and the high-resolution cropped CNN together, and detect a dashed lane in the high-resolution
stream. The thumbnail CNN can recognize the dashed lane because it has larger FoV (field of view), while the high-resolution CNN accurately locates the
lane markings.
Fig. 5. This figure illustrates the zooming process. Three columns represent
three different zoom levels (more zoom levels can be added if necessary). The
first row shows the high-resolution crops are fed into LineNet. The second row
shows what LineNet sees in one crop. And the third row shows the prediction
of LineNet in this crop. The red area represents the uncertain area. The fourth
row represents crops that are generated for the next zoom level.
Fig. 6. This figure illustrates that line points are gradually clustered together
from near to far. Different colors represent different line types.
A. Lane Detection for HD Maps Modeling
There are two common subtasks in the lane detection task,
which are: lane positioning and comprehensive lane detection.
To prove the effectiveness of our method, we apply our model
to the two subtasks and also compare our method with state-
of-the-art approaches. The experiment of HD map modeling
is described in Section V-B.
1) Implementation Details: Our implementation is based on
Tensorflow. We set the learning rate as the base learning rate
multiplying (1− iteritermax )power; base learning rate is 2e−4, and
6the power is 0.9. We use 0.9 for momentum and 5e−4 weight
decay. The number of training iterations varies due to different
dataset sizes, but 80000 iterations are sufficient for the three
datasets with which we evaluate.
For the zoom module, we use the 66th layer (4b13) of
the Dilated Resnet architecture [5] as the injection layer,
Experiments showed that average fusion works well among
various fusion methods.
2) LineNet for Lane Positioning: In the lane positioning
subtask, our goal is to predict all the lane markings in the
image without considering their types. We use Caltech Lanes
Dataset and our TTLane Dataset for this subtask. Caltech
Lanes Dataset [1] contains 1225 images taken at different
times of a day in urban environments. It is divided into four
sub-datasets, cordova1, cordova2, washington1, and washing-
ton2, that contain 250, 406, 337 and 232 images respectively.
We used the same training and testing set as in [15]. Our
TTLane Dataset has up to 10K high-resolution finely annotated
images taken in urban environments. We use 13000 images
for training and validation and 200 images for testing and
evaluation. Both datasets are annotated in a line-based way.
We adopted the method mentioned in [15], i.e., meaning we
drew ground truth lines and predicted lines with a thickness of
40 pixels and evaluate the performance in a pixel-based way
using F1-score measure.
We also adopted the method mentioned in [30], they draw
lane markings with widths equal to 30 pixels and calculate the
IoU between ground truth and predictions, we consider 0.5 as
the threshold with the F1-score measure.
We compare our method with VPGNet[15], Mask R-
CNN[11], SCNN[30] and MLD-CRF[12]. VPGNet was the
state-of-art method for comprehensive lane detection. Mask R-
CNN is one of the best-performed object detection methods.
MLD-CRF uses a conditional random field to do line posi-
tioning, and it is considered one of the best-performed method
that do not need training. And SCNN[30] won the 1st price
in TuSimple lane detection challenge 2017[26]. Results are
shown in Table III. Our method achieved the best performance,
and the result even exceeded the prior best performance by a
substantial margin. This achievement reflects that our method
works very well in line positioning.
3) LineNet for Comprehensive Lane Detection: In this
subtask, we need to predict both lanes marking positions and
their types. It is the most difficult subtask of all two subtasks
we did experiments on, especially in complex scenes where
there are moving vehicles and other actions.
Our TTLane Dataset is a more challenging dataset for up to
6 different line types. We used 13000 images for training and
validation, and 200 images for testing and evaluation, as is in
the line positioning subtask. Unlike the metrics we mentioned
above, here we evaluate area and distance between lines, not
masks. We adopted a method that is similar to the one in [1].
Consider the ground truth line as gtLine and the prediction
result as pdLine. The prediction result is considered correct
when both of the following two conditions are met:
• The distance between the endpoints of two lines is smaller
than a certain threshold (annotated as disThresh).
Fig. 7. This figuration visualizes the evaluation error. The red line is the
ground truth, and the blue line is the prediction result to be evaluated. The
second example mismatched because the distance between endpoints is too
far, the third example mismatched because the area(gray part) between two
lines are too large.
Fig. 8. Differences between ego-lane(red), ego-road(green and red), and all
roads(blue, green and red).
• The area enclosed by two lines is smaller than a certain
threshold (annotated as areaThresh).
The metric in a way is just a representation of how close
two lines are, as is shown in Fig 7. In our experiments,
disThresh is set to 40px due to the high-resolution of
images and areaThresh is set to disThresh times the
length of gtLine.
We also provided two different evaluation settings: ego-
road (i.e., the road that the vehicle is currently driving on)
evaluation and all roads evaluation. Ego-road evaluation only
considers lane markings on the ego-road, while all roads
evaluation considers all lane markings. Differences among
ego-lane, ego-road, and all roads are shown in Fig 8.
LineNet was compared with three state-of-the-art meth-
ods(Mask R-CNN[11], MLD-CRF[12], and SCNN[30]) on the
two settings, i.e., ego-road evaluation and all roads evaluation.
We did not compare the method with VPGNet[15] because the
vanishing points are not annotated in our dataset. Results are
shown in Table IV. Our method achieved the best performance
on all evaluation metrics.
To intuitively show the advantages of LineNet, here in
Fig 9 some prediction results on the testing set are shown.
These results were compared to Mask R-CNN[11] and MLD-
CRF[12] and SCNN[30]. As is shown in column 1-3, due
to the benefit of zoom module, LineNet can predict double
lines as two separate lines, while Mask-RCNN and SCNN
cannot. In column 3, we can see clearly that LineNet does
well on the curve on the remote side (yellow lines), while
Mask R-CNN and MLD-CRF just hold the line straight. In
column 4, LineNet can still work well in the rural environment,
however, MLD-CRF breaks down. We can conclude from
the experiment that mask-based lane detection, like Mask R-
CNN and SCNN, cannot handle details well, like double line
detection very well. Methods like MLD-CRF that don’t need
training can hardly perform well in complex scenes.SCNN[30]
and MLD-CRF[12] do not produce classes information, so
7TABLE III
COMPARISON OF LANE POSITIONING.
Method CULane Method Caltech Lanes Method TTLaneF1-score F1-score F1-score Precision Recall
Ours 0.731 Ours 0.955 Ours 0.832 0.848 0.816
SCNN[30] 0.713 VPGNet[15] 0.866 Mask R-CNN[11] 0.708 0.764 0.660
Caltech[1] 0.723 MLD-CRF[12] 0.412 0.556 0.327
SCNN[30] 0.790 0.794 0.787
TABLE IV
COMPARISON OF COMPREHENSIVE LANE DETECTION.
Method ego-road all roadsF1 PRE REC F1 PRE REC
Mask R-CNN[11] 0.568 0.580 0.556 0.521 0.538 0.506
MLD-CRF[12] 0.206 0.260 0.171 0.193 0.267 0.150
SCNN[30] 0.608 0.594 0.623 0.560 0.537 0.585
Ours 0.708 0.651 0.778 0.663 0.613 0.722
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Fig. 9. Visual compression on TTLane testing set. LineNet performs better
in double lines and line direction on the remote side.
the classes with all methods were evaluated except these two.
By contrast, LineNet was robust and performed well in both
situations.
B. HD Map Modeling
To test our pipeline for HD maps modeling, we ran a small
scale experiment and successfully constructed HD maps with
inaccurate data. This pipeline consists of OpenSfM2, LineNet
and some post-processing. In this experiment, images and GPS
information were collected with different transportations (cars,
bicycles, electric bikes) in three road conditions (straight,
turning, and crossroads). These transportations were driven
2https://github.com/mapillary/OpenSfM
TABLE V
GSP RECONSTRUCTION ERROR
Data Shots Number Average Height Error Average Rotation Error
straight 173 0.15 meters 5 degrees
turning 342 0.11 meters 8 degrees
crossroad 1476 0.23 meters 9 degrees
by three riders. These riders covered different sections of the
road and overlapped with each other. Images were collected
at intervals of 5-20 meters, combined with inaccurate GPS
information (with errors about 5 meters). HD maps were
successfully constructed with our pipeline. It was found that
the SfM is well connected to the overlapping parts and the
post-processing converted detection results to smooth and
reliable lines. Ground truth of these roads was also collected.
Compared with the ground truth, our crowdsourced method
can reduce the error to about 31.3 cm. It is worth mentioning
that although the GPS error of mobile devices is large, the
method can still reduce the error to a small amount.
In this section, two kinds of error measurement are used:
ground surface parameters reconstruction error, that reflects
the error of using SfM to rebuild the ground surface, and lane
error, that reflects the lane offset with the ground truth.
1) Ground Surface Parameters Reconstruction: Compared
with the original GPS information, using SfM can reconstruct
more accurate camera movement. But the road surface is still
unknown. To construct the road surface, we segmented the
point cloud obtained by SfM, and fit all the ground point
clouds to a surface with ground surface parameters. Then
the surface was used as the ground. Ground Surface Parame-
ters(GSPs) consist of angle and height(showed in Fig 11), we
solved the GSPs for each shot position, Table V showed our
GSPs reconstruction error in three different road conditions.
These three road conditions were shown in Fig 10.
2) Lane Merging: The lanes that LineNet detected were
still fragmented. There is no correlation between shots. To
model entire lanes, these detection results were projected into
the road surface, and they were merged by the same method
we mentioned in Section IV-C. Fig 10 shows the lanes were
merged in three different road conditions. To verify our lane
merging results, we evaluated our result to the ground-truth
which collected from laser sensors. Evaluate method is the
same with Section V-A3. The average evaluation error is 31.3
cm. This is a significant improvement because the GPS error
of our mobile devices is about 5 meters.
The HD map modeling experiment is still small due to our
limited resources. We plan to model a city-scale HD maps and
release it into a mobile phone application for everyone.
8(a) This sub figuration showed road modeling results in lane changed. As you can see, our method can model
the ramp and multiple lanes.
(b) This sub figuration showed road modeling results in turning. SfM is stabled when turning, and the road
modeling results were still clean and well matched.
(c) This sub figuration showed road modeling results in crossroads. This data collected from three different
transportation. In the zooming area, two drivers passed crossroad in different directions. SfM can stitch this
two road together and yield self-conform results.
Fig. 10. This three sub figurations showed how our road modeling algorithm works on three common road conditions. Each sub figurations contained a
mini-map and a zooming area, the red box in the mini-map indicated the location of the zooming area. In the zooming area, the road modeling results were
shown with colored lines. Each white triangle represented a shot position. The interval between two shots is about 5-20 meters, because of the limitation of
bandwidth. Note: We did not use any additional data(such as satellite image) except images and GPS, the ground surface images were stitch from crowdsourced
data.
9Fig. 11. Ground Surface Parameters consist of angle and height. Angle
parameter is the angle between the horizontal line of the mobile phone and
the ground. Height parameter is the distance between the mobile phone and
the ground.
TABLE VI
COMPARISON ON ABLATION STUDY FOR OCCLUSION SEGMENTS
Strategy F1-score Precision Recall
without occlusion segments 0.637 0.553 0.753
with occlusion segments 0.708 0.651 0.778
C. Ablation Study
1) Training with Occlusion Segments Improves Accuracy:
Lane marks can be blocked by moving vehicles and thus be
incomplete. We call the blocked parts of the mark “occlusion
segments”. Our TTLane Dataset annotates occlusion segments.
To inspect the effect of occlusion segments. LineNet was
trained under two conditions. one is to treat occluded segments
as normal lane markings, called “training without occlusion
segments”. Another is to treat them as a special type of
lines, called “training with occlusion segments”. Results are
shown in Table VI. The experiment showed that training with
occlusion segments performed better.
2) Zoom Module Improves Precision: In this experiment,
we canceled the feature fusion process of the zoom module,
resulting in that the global features of the thumbnail net cannot
be transmitted to the high-resolution crops net. We found that
the feature fusion process significantly improved precision, but
the recall had a slight decrease. The F1-score was improved
with the results appearing in the Table VII.
3) The Influences of each branch in LP layer: In this
experiment, we separated the different branches, including
position branch, direction branch, distance branch, and con-
fidence branch. The position branch produces more accurate
results. When we use the disThres of 40 pixels, the F1-
score was only slightly improved by the position branch. But
when the disThres was set to 10 pixels, using the position
branch significantly improved the effect(Table VIII).
Both the direction branch and the distance branch improve
the convergence speed during the training process. In 10,000
steps, the training loss is about 10% smaller when the two
TABLE VII
COMPARISON ON ABLATION STUDY FOR OCCLUSION SEGMENTS
Strategy F1-score Precision Recall
without zoom modules 0.634 0.525 0.801
with zoom modules 0.708 0.651 0.778
TABLE VIII
COMPARISON ON ABLATION STUDY FOR EACH BRANCHES
Strategy F1-score Precision Recall F1-score(10px)
without position branch 0.697 0.643 0.762 0.627
without direction branch 0.703 0.647 0.771 0.673
without distance branch 0.696 0.640 0.763 0.670
without confidence branch 0.615 0.554 0.693 0.531
with all branches 0.708 0.651 0.778 0.682
branches were used. And using this two branches does not
affect the F1-score of final result.
The confidence branch is necessary for increasing the F1-
score. When we removed the confidence branch, the zooming
process also turned off because it depends on the result of the
confidence branch, so the network will only see the image in
the first stage. And the F1-score was greatly reduced.
VI. CONCLUSION
In this paper, we propose LineNet and the TTLane dataset,
both of which help us capture the lane and road boundary
for crowdsourced HD maps modeling. For the first time, we
propose a pipeline to model HD Maps with crowdsourced
data our method achieves great precision even with inaccurate
data. The method also shows the ability to model HD maps
accurately without special equipment. Therefore our method
can enlarge the coverage area of HD maps efficiently.
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