Abstract-Due to the large amount of energy consumed in buildings, building energy savings has attracted more and more attention recently. The total energy consumed during building operations is determined by the building energy efficiency and the total demand. On the one hand, though most existing studies focus on improving building energy efficiency, there are limits. On the other hand, the demand grows fast and without limit. Therefore it is important to coordinate the supply and demand in buildings. We consider this important problem in this paper and make the following major contributions. First, the concept of average price of electricity (APE) is defined to measure the average generation cost of electricity using multiple devices. Second, a comfort model of occupant is developed to capture the tradeoff between thermal comfort and cost. Human building interaction allows the user to adjust their temperature set ranges according to the APE in real time. Third, an iterative solution method is developed to solve the supply demand coordination optimization problem. Numerical examples show that significant energy saving is possible through exploring the soft comfort requirement of the occupants, and the iterative method achieves a solution which is close to that of the centralized method, but in a much faster way. We hope this work brings insight to building energy saving in general.
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Note to Practitioners-Buildings are responsible for a significant part of the energy consumption in most developed and developing countries. In order to save energy while maintaining a comfortable indoor environment in buildings, the supply and the demand must coordinate with each other. This important problem is considered in this paper. We explore the fact that occupants are willing to relax their comfort requirement when the cost is high. This feature is enabled recently in modern buildings through the human building interaction. Considering the fact that renewable energy sources and storage devices may be available in buildings, an APE is used to measure the real-time generation cost of electricity in buildings. This price information will be fed back to the occupants. They may relax (or strengthen) the requirement on room temperature when the price is high (or low). In order
I. INTRODUCTION

B
UILDINGS are responsible for nearly 40% of the energy consumption in developed countries [1] , and 30% of it in China [2] , the number of which is still rising sharply. Buildings are also known to have significant energy saving potential comparing with industry and transportation [2] . Due to these reasons, building energy saving has attracted more and more attention in recent years around the world. The total amount of energy that is consumed during building operations is mainly determined by two factors, namely, the building energy efficiency (i.e., the amount of energy to satisfy each unit of demand in buildings) and the total demand. Most existing studies therefore can be classified into two groups. The first group considers the joint scheduling of multiple energy systems to improve the building energy efficiency. The second group considers to quantify and to predict the demand in buildings. We shall briefly review related literatures in Section II. On the one hand, there are limits on building energy efficiency. On the other hand, the demand grows fast and without limit due to the increasing living standard nowadays. Therefore, means are needed to improve the efficiency of energy use in buildings in ways that are compatible with the values of the occupants. As is shown in this paper, coordinating the supply and demand of energy in buildings could be one of those.
This supply demand coordination problem is nontrivial due to the following challenges. First, the diversity in demand. In most existing studies, the comfort profile of the occupants is predetermined according to statistical models (such as the predicted mean vote model, or PMV model for short [3] and the size of the policy space increases exponentially fast. This makes the traditional solution techniques such as value iteration and policy iteration computationally infeasible. Fourth, the coupling between the supply and the demand. Both the supply and the demand are affected by the weather, which provides the opportunity to further save energy in buildings.
In this paper, we consider the important problem of supply demand coordination and make the following major contributions. First, the concept of average price of electricity (APE) is defined to measure the average generation cost of electricity using multiple devices. This price is in general different from the price of electricity in the power grid. Second, a comfort model of occupant is developed to capture the tradeoff between thermal comfort and cost. The advances in information technologies now make it possible for human and buildings to interact in real time. Assume each individual occupant is charged according to the APE. He/she then has the motive to relax the set ranges on temperature when the APE is high, which provides the opportunity for the building energy systems to explore. The joint scheduling problem is then formulated as a mixed integer programming (MIP) problem and solved by a centralized method using CPLEX solver (denoted as method 1). Third, in order to speed up the calculation, method 2 is developed, which iteratively solves a supply side optimization problem and a demand side optimization problem. Numerical examples show that significant energy saving is possible through exploring the soft comfort requirement of the occupants. And method 2 provides a solution close to that of method 1, but in a much faster way.
The rest of this paper is organized as follows. We briefly review related literatures in Section II, mathematically formulate the problem in Section III, present the solution methodology in Section IV, discuss the numerical results in Section V, and briefly conclude in Section VI.
II. LITERATURE REVIEW
Many efforts have been made to improve the energy efficiency of buildings through integrated/individual control of energy supply devices and energy consumption equipment in buildings. On the one hand, some studies focus on reducing the energy consumption (or cost) in the demand side. Djuric et al.
[1] and Asadi et al. [4] developed some simulation-based optimization methods which consist of a simulation program (such as TRNSYS, EnergyPlus, etc.) and an optimization program (such as GenOpt and BuildOpt). Hazyuk et al. [5] , [6] developed a building model and used model-based predictive control (MPC) to ensure the thermal comfort with the minimal energy consumption. Sun et al. [7] showed that the integrated terminal control and HVAC system can save energy significantly while satisfying the comfort requirements.
On the other hand, some studies focus on improving energy efficiency of building energy supply systems through utilizing the renewable energy sources and storage devices. Figueiredo and Martins [8] presented a method based on the integration of the building automation system, demand-side management, and energy production system management. Guan et al. [9] modeled a building as a micro grid and developed a method to improve the energy efficiency.
However, in most of the aforementioned work, the comfort model of the occupant is assumed to be a fixed set point. In practice, this set point could be obtained according to statistical models. The PMV model [3] is one such example, which uses a regression model to predict the probability of mean vote under different indoor temperatures. This model then outputs a specific set point under which over 95% of the occupants are predicted to be comfortable. These models do not distinguish the difference between occupants. Such a difference leads to the concept of personalized comfort, which is usually learned through human building interaction in practice.
Yang and Wang [10] developed a building human interaction system based on a multiagent system. The personalized temperature set point is generalized into a set range in [11] . As long as the temperature is within the range, the occupant is assumed to be comfortable. Different comfortable ranges are used to capture the difference among the thermal comfort of different occupants. Peschiera et al. [12] and Peterson et al. [13] found that occupant behavior can be affected by providing the electrical energy consumption back to the occupant.
In this paper, we consider a building that consists of multiple rooms. There is an occupant in each room and with an individual comfort profile. We develop a method that explores human-building interaction to improve the energy efficiency of the building, while satisfying the comfort requirement of individual occupants. To be specific, we allow each individual to adjust his/her set range of temperature according to the real-time APE. Since the occupant is charged according to APE, this cost structure motivates him/her to do such an adjustment. The multiple devices in the supply side are then scheduled jointly considering this potential adjustment in the demand side. Numerical results show that significant energy saving may be achieved in this way.
III. PROBLEM FORMULATION
Consider a building with the multiple energy systems, as shown in Fig. 1 . The energy generation systems include the power grid, the solar PV panels, the CCHP, and the storage devices (including the battery and the ice storage). Consider a discrete-time version of the problem, in which 24 hours are discretized into stages. In each stage, a joint schedule of the multiple systems determines the mean cost for electricity generation, denoted as APE. For each zone in the building, an occupant comfort model is used to determine the set ranges of temperature according to this APE. For each occupant, since he/she is charged according to APE, he/she is motivated to adjust the set ranges according to APE. The objective function of the joint scheduling problem is to minimize the total generation cost while providing the required indoor environment for all the occupants.
In the following, we provide the occupant comfort model in Section III-A, the room model in Section III-B, the model of system dynamics in Section III-C, and the objective function in Section III-D.
A. Occupant Comfort Model
The APE is defined as the average generation cost of electricity, i.e., (1) where is the APE at ; , , , and are the electricity supplied by the power grid, the PV panels, the battery discharging, and the CCHP at , respectively; is the time of use (TOU) price for electricity per kWh at ; , , and are the electricity generation cost per kWh of the PV panels, the battery discharging, and the CCHP at , respectively.
We focus on thermal comfort in this paper because it is the most important factor of the comfortable requirements in an indoor environment [4] , [5] . The comfortable temperature range of each occupant is affected by the price of electricity [10] , [12] . To simplify the discussion, for an occupant, the upper and lower bounds of the comfortable temperature range of indoor air are assumed to be step functions of APE, i. in Table I . Comparing with set-point or set-range of temperature, this comfort model captures the tradeoff between cost and thermal comfort in temperature, and may lead to more energy saving as will be shown in Section V.
When the indoor air temperature at , , is within , the occupant feels comfortable. Otherwise, a penalty is added to the objective function. The penalty for uncomfortable at , , is
where is a constant that quantifies the cost for an occupant when the temperature exceeds the comfortable range by 1 ; and are the upper and lower bounds of , respectively. In our numerical experiments, the value of is manual set for proof of concept.
B. Room Model
Consider an HVAC system (shown in Fig. 2 [7] ) using independent control of temperature and humidity, i.e., the indoor air temperature is controlled by the fan coil unit (FCU), and the indoor air humidity is controlled by the fresh air unit (FAU) [14] . Because only the thermal comfort is considered in this paper, we consider a detailed model for the FCU. For the other parts of the HVAC system such as the cooling towers and pumps, we use the coefficient of performance (COP) to estimate their energy consumption.
Consider a building with rooms . There are one FCU and lighting equipment in each room. The cooling that is supplied by all the FCUs at , , equals to the sum of the enthalpy differences between the outlet and inlet air across all the FCUs and is given by [7] (4)
where is the index of the room; is the index of the stage; and are the enthalpies of inlet and outlet air at ; is the length of time in each stage; and are the mass flow rate of air and outlet temperature of FCU at ; , and are the temperature and absolute humidity of indoor air at ; is the specific heat of the air; and is the capacity of HVAC.
The electricity that is consumed by all the FCUs in a single time step is [7] (5)
where is the rated power of the fan; and is the rated flow rate of the fan.
Similar to [14] and [15] , the indoor air is assumed to be sufficiently mixed and thus has a uniform temperature. Assume that the room is a rectangular one, so we have (6) where is the heat generation rate per person; is the convective coefficient between the window and the indoor air, is the area of the window, is the convection coefficient between the wall and the indoor air, is the area of the wall , is the mass of the air, all for room ; is the number of occupants, is the rate of the heat generation by the lighting equipment, is the temperature of the internal surface of the wall , all in room at ; and is the outdoor temperature at . Note that the first term in the right-hand side of (6) is the heat generated by the occupants. The second term is the heat that is generated by the lighting equipment. The third term is the heat that is transferred from the outdoor air through the window to the indoor air. The fourth term is the heat that is transferred from all the walls to the indoor air, and the last term is the energy that is provided by the FCU. Particularly, if the room is not a rectangular one (e.g., with the curved walls), the summation of the fourth term in the right-hand side of (6) should be over all distinct surfaces in the room. To simplify the model, we assume that there is a simple single-pane window in the south wall. So, the heat that is transferred from the outdoor air through the window to the indoor air can be approximated as that is shown in (6) . More detailed models can be found in [21] .
The energy of the wall is affected by the heat convection with the indoor air and the outdoor air, the solar heat gains on the exterior surface , and the solar heat gains incident through the window on the interior surface . Then, for each wall we have (7) (8) where is the specific heat of the wall; is the mass of the wall ; is the temperature of the exterior surface of the wall at ; is the convection coefficient between the wall and the outdoor air; is the thermal conductivity of the wall; and is the thickness of the wall . Note that for each wall is determined by the horizontal solar radiation and the vertical solar radiation on the exterior surface of each wall.
for each wall is determined by the solar radiation incident through the window on the interior surface of each wall. Equations (7) and (8) apply to all the six walls. But the parameters for different walls may be different.
The comfortable illuminance in each room is provided by the daylight and lighting equipment, and should satisfy the following constraint [21] : (9) where is the electrical energy that is consumed by the lighting equipment during the th stage; is the illuminance provided by lighting equipment per unit of electrical consumption;
is the illuminance demand; and is a coefficient that describes the amount of heat that is generated by the lighting equipment after consuming each unit of electricity. Note that the demand on illuminance can be set initially according to the code or standard, and later on adjusted according to the feedback from the occupant. The value of the illuminance can be measured by sensors such as the illuminance transducers.
C. Model of Supply System Dynamics
1) Energy Balance Equations:
1) Balance of electricity (10) where and are the electricity that is fed into the grid and charged into the battery, respectively; and are the electricity that is consumed by the chiller in the refrigeration mode and the ice-making mode, respectively; all during stage . 2) Balance of cooling (11) where is the cooling supplied by CCHP during ; COP and COPI are the COP of the chiller in the refrigeration mode and in the ice-making mode, respectively; and are the cooling that is charged to and discharged from the ice storage, respectively. So the left-hand side of (11) represents all the cooling that is provided by the energy systems and the right-hand-side represents all the cooling that is consumed by the energy systems. (13) where (and ) if electricity is bought from (fed into) the power grid at , and 0, otherwise; and is the selling price of electricity at .
2) Cost of Electricity and Natural Gas:
2) Cost of natural gas, (14) where is the price of natural gas at , and is the natural gas that is consumed by the CCHP at .
3) Equations of the Battery:
1) Input and output power capacities (15) where (and ) = 1 if the battery is charged (discharged) at , and 0, otherwise; and ( and ) are the lower and upper bounds of the charge (discharge) rate, respectively. 2) State of charge (SOC) dynamics (16) where is the SOC of battery at , and represents the absolute amount of electricity that is remained in the battery; is the capacity of the battery; and are the lower bound and the initial value of SOC, respectively. where (and ) =1 if the battery starts charging (discharging) at , and 0, otherwise; and are the parameters to balance (18) ; is the penalty at and are the investment cost and the lifetime of the battery, respectively. [16] : 1) Constraint of the operation of the CCHP (20) where (or 0) if the CCHP is started up (or shut down) at ; is the electrical load ratio of the CCHP during . 2) Output of the CCHP (21) 3) Consumption of the natural gas (22) Note that , , , and are parameters of the CCHP that are obtained by linear fitting [16] .
4) Equations of the Cchp Unit
5) Equations of the HVAC (including the Ice Storage):
1) Constraint of the operating mode of the chiller (23) where (and ) = 1 if the chiller is in the refrigeration (ice-making) mode, and 0, otherwise. 2) Cooling power generated in two modes (24) where is the efficiency of the chiller if it works in the ice-making mode.
3) Dynamics of the remaining cooling in the ice storage (25) where is the remaining cooling and is the dissipation coefficient of the ice storage representing the amount of cooling that is lost due to the interaction with the environment per unit during one stage.
6) Cost of Electricity Under Tiered Pricing:
Besides the cost of electricity in (13), depending on the total consumption of electricity in a day (i.e., ), there might be additional costs, which has three tiers. In the first tier, the total electrical consumption is within , and there is no additional cost. In the second tier, the total electrical consumption is within , and the additional rate is . In the third tier, the total electrical consumption is within . Then, besides the cost that is charged in the second tier, an additional rate is for each unit of consumption beyond . For , let indicate that the total consumption is in the th tier, and let be the amount of electricity in the th tier. When , , and are introduced, this nonlinear constraint of cost of electricity under tiered pricing can be piecewise linearized as following: (26) (27) (28) where is the additional cost when the power consumption exceeds ; is a sufficiently large integer to bound the domain of . The solar power generation of PV panels is obtained through the model and parameters which are described in [17] .
Note that different types of electric energy, such as the power grid, the solar power, the CCHP, and the battery have different availability and cost. For example, the power grid is always available but subject to a relatively higher cost. The availability of the solar power depends on the weather, while the cost of generation of solar power excluding the capital cost of the system is cheap. The CCHP is a good choice when the heating (or cooling) and the electricity are in demand in the same time. The battery is useful to shift the electricity generation in time but the availability is restricted by the capacity. Therefore, an APE has been defined to capture the average generation cost for electricity using multiple devices.
D. Objective Function
The objective function is (29) IV. SOLUTION METHODOLOGY In this section, we present two methods. First, in Section IV-A, by linearizing the nonlinear equations in (1)-(6), the optimization problem can be solved by a centralized method that uses CPLEX solver directly. This is denoted as method 1. Second, in Section IV-B, method 2 is developed to solve the supply demand coordination problem in an iterative way. To be specific, a supply side optimization problem and a demand side optimization problem are solved iteratively until the solution converges. The performance of both methods will be shown and compared in the next section.
A. Method 1
Equation (1)- (6) are linearized as follows. First, (1)- (3) are linearized as (30)-(33). , , , , , , and if , 2/3, and 3/3 of the rated mass flow rate, respectively; and 0, otherwise. When , the FCU is shut down. , , , 2/3, and 3/3 of the rated flow rate, respectively. , , and are defined as the differences between the indoor air temperature and the outlet of FCU when the flow rate of FCU is 1/3, 2/3, and 3/3 of its rated value, respectively. Assume there is sufficient humidity control capability when the indoor air temperature is within the required range. Then, (4)- (6) where is the upper bound of
Through the above discretization and linearization, the nonlinear problem is converted to a MIP problem, which is then solved by CPLEX. The solution is near the global optimum. The gap from the global optimum is upper-bounded by the error gap which is a parameter in CPLEX and is set by the user. When finer discretization is used, CPLEX can find better solutions but consumes more time. More details on this can be found in [18] .
B. Method 2
In a commercial high rise, there are usually hundreds or thousands of rooms. The scale of the aforementioned MIP problem could be very large. In order to find a faster solution method than method 1, we decompose the optimization problem into two subproblems, as shown in Fig. 3 .
The first subproblem is the demand side optimization problem (for a single room). There are two inputs to this problem, namely, the comfort requirement and the APE. The various terminal devices are controlled to minimize an estimated cost for this single room. Mathematically, this subproblem is formulated as Note that is the total electricity consumption of the building at . The summation of this term during stages is used to replace the sum of during stages in (26) . Through solving this subproblem, the demand on electricity and the cooling demand at are obtained, respectively, where These terms represent the demand profile and will be input to the supply side.
The second subproblem is the supply side optimization problem (for all the energy generation and storage devices in the building). There are two inputs to this problem, namely, the demand profile that is obtained from solving the demand side subproblem in the last iteration, and the dynamic prices of electricity and natural gas. The various supply side devices are controlled to minimize an estimated cost for the supply side. Mathematically, this subproblem is formulated as Note that through solving this subproblem, , , and can be obtained, and the APE can be obtained by (1) . This APE will then be input to the first subproblem in the next iteration.
Method 2 provides a feasible solution to the problem that is described in Section III, since all the constraints are satisfied. Suppose we use method 1 to solve the problem first and obtain the APE. By inputting this information to the demand side and solving subproblem 1, the demand profile can be obtained. By inputting this demand profile to the supply side and solving subproblem 2, the same APE should be obtained. However, in practice, we usually do not know the APE before solving the entire problem. Therefore, an estimated APE is used to start the iteration. In order to guarantee the convergence of the solution, we update APE using a discounted factor, i.e., (40) where is APE that is obtained during the iteration. Now, we can present method 2 as follows.
Both subproblems can be solved by the CPLEX solver. The convergence of this method and the performance of the solution are shown by numerical results in the next section. 
V. NUMERICAL RESULTS
There are two groups of numerical results in this section. In Section V-A, we demonstrate the energy saving potential by exploring the soft comfort requirement. The supply demand coordination problem is solved by method 1. In Section V-B, methods 1 and 2 are compared.
A. Energy Savings Through Exploring the Soft Comfort
Consider three cases where a single room in Beijing is occupied by a frugal occupant (referred as occupant 1), a neutral occupant (referred as occupant 2), and a profligate occupant (referred as occupant 3), respectively. The room is 8 meters long, 5 meters wide, and 4 meters high. The comfort models of these occupants are shown in Table I . Assumed that the room is occupied during 7:00-24:00.
The energy supply systems consist of the power grid, the solar PV panels (7 cells in series), one HVAC (3 kWh), one battery (0.4 kWh), one ice storage device (18 kWh), and a CCHP (rated power of 5 kW). In this paper, the power generation of the PV panels and the battery are assumed to be cost free. The test is performed for a typical summer day, which is hot and humid in Beijing, and the weather data is from [19] .
The price of natural gas is . The selling price of electricity is 0.457 RMB/kWh. The TOU price is 0.3515 RMB/kWh (0:00-7:00 and 23:00-24:00), 0.4883 RMB/kWh (11:00-19:00), and 0.8135 RMB/kWh (7:00-11:00 and 19:00-23:00).
, , , and [20] . Three joint scheduling problems are solved using the CPLEX with the relative error gap being 0.01. It took 26 s to finish each calculation on a Windows PC with 3.2 GHz CPU and 4 GB memory. In the rest of this subsection, cases 1, 2, and 3 are corresponding to occupants 1, 2, and 3, respectively. The indoor air temperature of the above three cases are shown in Fig. 4 . We can see that the indoor air temperature is set at the upper bound of the comfort range since that is the most energy efficient choice in summer.
The APEs of the three cases are shown in Fig. 5 . They are different from each other due to the different control strategies of the supply systems. The control strategies of the HVAC (including the ice storage) and the CCHP are similar in all the cases. But the control strategy of battery in case 3 is different from that in cases 1 and 2, as shown in Fig. 6 . In all the three cases, the battery is charged before 7:00, and discharged during the TOU peak-price periods in the night. The SOC by the end of the day is set to equal to the initial value. This is achieved by charging during stages and . In case 3, there is a discharging-charging cycle of the battery from 7:00 to 16:30. But the battery is neither charged nor discharged during these stages in cases 1 and 2. This difference emerged due to the following reasons. 1) In case 1, the demand on electricity is relatively low, and the cost savings through using the battery during these stages is thus less than the penalty cost due to the cycle lifetime of the battery. 2) In case 2, if the battery is discharged during these periods, the APE will be decreased and fall in the range of (0.42, 0.65]. Then, the demand on electricity will increase. Because the increased cost exceeds the cost saving using the battery, the battery is not used. 3) In case 3, the demand on electricity is constant under different APEs, and is relatively high. So, the cost can be saved by using the battery during these periods.
The demand on electricity includes the energy consumption of the FCU and the lighting equipment and that of the HVAC system for cooling, as shown in Fig. 7(a) . The demand on electricity is high in the night because more lights are used. The cooling demand of each occupant is shown in Fig. 7(b) . The peak cooling loads occur from 7:30 to 24:00 due to the high outdoor temperature in summer. The HVAC system performs precooling from 0:00 to 0:30 because the TOU electrical price is low, and does not perform precooling from 0:30 to 7:00 because the outdoor temperature is low.
The demands on electricity in the three cases are 13.79, 16.86, and 24.60 kWh, respectively. The total costs are 7.17, 8.71, and 14.58 RMB, respectively. In particular, the energy consumption of occupant 1 is 44% less than that of occupant 3. This shows that significant energy saving is possible through the supply demand coordination.
B. Comparison of the Two Methods
In this section, we compare the two methods using three cases, namely a single room, a building with 9 rooms, and a building with 100 rooms. Assume that the capacities of the devices in the supply systems are proportional to the number of rooms. In both methods, the CPLEX solver uses a relative error gap (REG) of 0.01 for the first and the second cases. For the third case, there are about 400,000 decision variables and our PC simply cannot finish the calculation in a reasonable period of time with a REG of 0.01. So, we set the REG as 0.05 for the third case. In method 2, we set for the first and the second cases; and set for the third case. We show the numerical results in Tables II and III. We point out the following observations. First, method 2 obtains solutions close to those of method 1. In all the three cases the solutions of method 2 are slightly worse than those of method 1. The relative performance degradations are 0.28%, 2.83%, and 5.39%, respectively. Second, method 2 is much faster than method 1. In the three cases, the calculation times of method 2 are 46.15%, 30.44%, and 41.96% of those of method 1, respectively. This shows that method 2 reduces the calculation time by more than half with a performance degradation of less than 6% in all the three cases.
Note that REG affects both the solution time and the quality of the solution. In particular, in the first case, if we set the REG as 0.0015, method 2 obtains exactly the same solution as that of method 1. 
VI. CONCLUSION
Buildings are responsible for a significant portion of social energy consumption. In this paper, we consider the supply demand coordination through human building interaction. To be specific, the concept of APE is defined to capture the average generation cost for electricity. A comfort model that quantifies the tradeoff between the comfortable temperature ranges and the APE is developed for each occupant. Then the joint scheduling problem of the various supply side devices is modeled as a MIP problem and solved by the CPLEX. An iterative solution method is developed to speed up the calculation. Numerical results demonstrate that significant energy saving is possible under this framework, and the iterative method reduces the solution time by more than half with little performance degradation.
In this paper, we assume that the weather condition can be perfectly predicted. In practice, there is usually a prediction error. Therefore, an interesting future extension of this study is to discuss the sensitivity of the performance of the joint scheduling policy with respect to the uncertainty in the weather forecast, as well as other uncertainties. The current methods need to be extended to find the optimal scheduling policy under uncertainties. Sample-path-based methods may help in this case [22] - [25] . Event-based optimization [26] - [30] may further reduce the information exchange during the calculation and better suit the large-scale problem. Another interesting future work is to use field test to analyze how feeding back the APE to the occupants change their energy consumption behaviors.
Note that the comfort model of occupants in this paper is simplified. An interesting future work is to formulate a more elaborate model to describe the variation of comfort behaviors those are affected by the electrical price. Moreover, the occupants are assumed to be charged according to APE, while the total cost of the building is subject to a tiered pricing structure. The difference between the total money that is paid by the occupants therefore could be different from the total cost that is paid by the entire building. Such a difference can be balanced by establishing a nonprofit system operator (or a fund). Future research should examine how to modify the cost structure to better motivate individuals to save energy while maintaining fairness.
Also, note that there are usually many identical or similar rooms in a building. This implies that many demand side problems are either identical or similar. This provides an opportunity to further speed up the calculation, which is interesting potential future work. It is also important future work to apply these methods to a real building.
