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Pairing symmetries of iron-based superconductors are investigated systematically in a five-
orbital model within the different regions of interaction parameters by functional renormalization
group(FRG). Even for a fixed Fermi surface with both hole and electron pockets, it is found that
depending on interaction parameters, a variety of pairing symmetries, including two types of d-wave
and two types of s-wave pairing symmetries, can emerge. Only the dx2−y2 and the s± waves are ro-
bustly supported by the nearest-neighbor(NN) intra-orbital J1 and the next-nearest-neighbor(NNN)
intra-orbital J2 antiferromagnetic(AFM) exchange couplings respectively. This study suggests that
the accurate initial input of interaction parameters are essential to make FRG an useful method to
determine the leading channel of superconducting instability.
PACS numbers: 74.70.Xa,74.20.-z,74.20.Rp,74.25.Dw
I. INTRODUCTION
The discovery of high temperature Fe-based supercon-
ductors(FeSCs) is a major breakthrough in condensed
matter physics field1. Since their great application
prospect, lots of theoretical and experimental researches
have been devoted to study the FeSCs2–8. There is an in-
creasing diversity of superconducting materials and more
complicated characteristics. Nevertheless, the mecha-
nism of FeSCs has not been confirmed thoroughly.
Iron-pnicitides usually contain both hole and electron
pockets which are separated with momentum (pi, pi) in
2-Fe Brillouin zone(BZ). Theoretically, s±-wave2,9–11,
which displays a sign change between the supercon-
ducting orders on hole pockets and electron pockets,
is the most promising candidate. However, once the
Fermi surfaces change, s± is not the leading instabil-
ity in many theoretical studies. For example, in the
FeSCs with only electron pockets, such as most iron-
chalcogenides12–14, or only hole pockets15–17, the d-wave
pairing channel is favored in most theoretical studies
based on spin fluctuation mechanism and standard weak
coupling treatments17–20. In addition, orbital dependent
sign change s-wave21,22, sh±
20,23,24 with sign-reversal be-
tween hole pockets, η-pairing s-wave25 and time-reversal
symmetry breaking states including s+ id state26,27 and
s+ is state28,29 have been proposed theoretically.
While most weak coupling approaches have targeted
on the change of pairing symmetries depending on the
variations of Fermi surfaces, the relationship between
interaction parameters and pairing symmetries has not
been well explored. In our paper based on functional
renormalization group(FRG)30–34, an unbiased weak cou-
pling approach, we systematically investigate the effect
of interaction parameters on pairing symmetries in a
fixed Fermi surface topology that exhibits both hole and
electron pockets35. We consider interactions including
intra-orbital Coulomb coupling U , inter-orbital Coulomb
coupling U ′, Hund’s coupling JH , pairing hopping term
Jpair, nearest-neighbour(NN) antiferromagnetic(AFM)
exchange coupling J1, and next-nearest-neighbour(NNN)
AFM exchange coupling J2. We calculate the phase di-
agrams of the leading superconducting instability. It is
found that depending on interaction parameters, all s±,
dx2−y2 , dxy, and sh± phases can be emerged within the
reasonable interaction regions. This result suggests that
the theoretical predicting power from this current theo-
retical method is rather limited as it is difficult to extract
accurate effective microscopic interaction parameters for
complex systems such as iron-based superconductors.
II. METHOD AND MODEL
We use the FRG method to analyze the pairing sym-
metry with different types of interactions. FRG is a nu-
merical calculation method for weak to moderate electron
correlation systems. As it takes into account all virtual
two-electron scattering processes and calculates all the
electronic instabilities without bias, FRG is considered
to be a resultful method in calculating the instabilities
and pairing symmetries of materials.
The results of FRG are known to be sensitive to Fermi
surface topology and the details of Fermi surfaces prop-
erties. Moreover, these results also closely rely on the
initial type and value of interactions, which is the central
focus of this paper. For the sake of convenience of numer-
ical calculation, we discretize the momenta by dividing
the BZ into N patches36,37, here N = 80, and each patch
contains one Fermi surface segment. So in the numerical
process, we treat the particle momentum with the patch
index. Approximately, we regard the coupling function
as a constant in each patch and ignore the frequency de-
pendence of the vertex function and the self-energy38,39.
More specifically, FRG mainly outputs the effective inter-
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2action as the momentum continually tends to the Fermi
surface. The form of four-particle effective interaction is
VΛ(k1, k2, k3, k4)c
†
k1b1α
c†k2b2βck4b4βck3b3α, (1)
where V (k1, k2, k3, k4) exhibits a four-point interac-
tion vertex with the incoming and outgoing momenta
k1, k2, k3, k4, here we label these particles with the dis-
crete Fermi surface patches; b1, b2, b3, b4 denote the corre-
sponding band indexes of the four particles and α, β are
spin indexes. The energy cutoff Λ is the FRG flow pa-
rameter which makes the energy finally approach around
the Fermi surface. Apparently, for the superconducting
channel k1 = −k2 = k, k3 = −k4 = p and the four-
point function becomes VSC(k,−k,p,−p). We rewrite
the function into eigen-mode,
VΛ,SC(k,−k,p,−p) =
∑
i
wi(Λ)f
∗
i (k)fi(p), (2)
where i is the decomposition index. The leading insta-
bility of the superconducting channel corresponds to the
eigenvalue w1(Λ) which is the most diverging one as the
decreasing of Λ, and the homologous form factor f1(k)
tells us the detailed information of superconducting order
parameter, the pairing symmetry and the gap structure.
We adopt the band structure of the optimally doped
122-iron-pnictides. The band structure is described by a
five-orbital tight-binding model35,
H0 =
∑
k,σ
5∑
a,b=1
(ξab(k) + aδab)c
†
aσ(k)cbσ(k), (3)
where a, b stand for the five Fe d orbitals, σ stands for
spin, ξab(k) is the kinetic term,  is the onsite energy,
c†aσ(k) creates an electron with spin σ and momentum
k in orbital a. The parameters used in Eq.3 can be
found in Graser’s work35. Throughout the rest of this
paper, we take the 0.317 hole doping. The band struc-
ture and the BZ division are shown in Fig.1. There are
three bands crossing Fermi level which forms five Fermi
surfaces: two hole pockets centered at (0, 0), one hole
pocket centered at (pi, pi), and two electron pockets cen-
tered at (pi, 0)/(0, pi). More details of the model and FRG
calculation can be found in our former work40.
The total Hamiltonian is given by H = H0+HI , where
HI describes effective electron-electron interactions. In
the following sections, we will discuss the superconduct-
ing pairing symmetry under a different kind of interac-
tions.
III. ONSITE REPULSIVE COULOMB
INTERACTION
In this section, we concentrate on the onsite interac-
tions which include the intra- and inter-orbital Coulomb
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FIG. 1: (color online)(a) The band structure of the five-orbital
tight-binding model with chemical potential µ = −0.20 with
0.317 hole doping per Fe atom. (b) Brillouin zone division
graph withN = 80: the discrete green stars labeled with num-
bers are the crossing points of patch center lines and Fermi
surfaces.
coupling U and U ′, Hund’s coupling JH , and pairing hop-
ping term Jpair. The HI can be written as
HI =
∑
i[ U
∑
a
nia↑nia↓ + U ′
∑
a<b
σ,σ′
niaσnibσ′
+
∑
a<b
(JH
∑
σ,σ′
c†iaσc
†
ibσ′ciaσ′cibσ
+Jpairc
†
ia↑c
†
ia↓cib↓cib↑)], (4)
where i labels the site of a square lattice, σ, σ′ label the
spin, and niaσ is number operator at site i of spin σ in
orbital a.
Here, we maintain the basic relation U = U ′ + 2JH ,
JH = Jpair and set JH = αU so that U and α are the
only two variables in this type of interaction. Throughout
this paper, we take eV as the energy unit. In our calcu-
lation, we find that the superconducting instability man-
ifests into two pairing states, dx2−y2 -wave and s±-wave,
in the parameter space. When U = 3, α = 0.3, the sys-
tem produces dx2−y2-wave and when U = 3, α = 0.6, the
system produces s±-wave, the corresponding form fac-
tors are shown in Fig.2. More detailed results are listed
in Tab.I, where we can see that, when U ≤ 6, smaller α
tends to dx2−y2 -wave and larger α tends to s±-wave, and
when U > 6, the pairing symmetry maintains to be ro-
bust s±-wave regardless of the value of JH . These results
are consistent with the previous studies18,39,41 where α
was taken to be large so that the s±-wave was obtained.
IV. EFFECTIVE MAGNETIC EXCHANGE
INTERACTIONS
In this section, we address pairing symmetries in a
model with effective magnetic exchange interactions. In
iron-based superconductors, there are three types of mag-
netic exchange couplings in an effective model. The
first one is the onsite Hund’s couplings JH(see Eq.5).
3TABLE I: The pairing symmetry with U,U ′, JH , Jpair inter-
actions. The parameters satisfy U = U ′ + 2JH ,JH = Jpair
and JH = α ∗ U .
α = 0 α =
0.1
α =
0.2
α =
0.3
α =
0.4
U = 2 dx2−y2 dx2−y2 s± s± s±
U = 3 dx2−y2 dx2−y2 s± s± s±
U = 4 dx2−y2 dx2−y2 dx2−y2 s± s±
U = 5 dx2−y2 dx2−y2 dx2−y2 s± s±
U = 6 dx2−y2 dx2−y2 dx2−y2 s± s±
U = 7 s± s± s± s± s±
U = 8 s± s± s± s± s±
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FIG. 2: (color online)The form factor f1(k) associated to the
leading superconducting instability is plotted along the five
Fermi surfaces according to the numbering in Fig.1(b). The
interaction parameters used in (a) are U = 3, α = 0.3, and in
(b) are U = 3, α = 0.6.
The others are the NN and NNN magnetic exchange
couplings, J1(see Eq.6) and J2(see Eq.7)
10. Taken to-
gether, the interaction Hamiltonian can be written as
HI = HJH +HJ1 +HJ2 with
HJH = −JH
∑
i
∑
a 6=b
Sia · Sib, (5)
HJ1 = J1
∑
<i,j>
∑
a,b
Sia · Sjb, (6)
HJ2 = J2
∑
<<i,j>>
∑
a,b
Sia · Sjb, (7)
where Sia =
1
2
∑
α,β c
†
iaασαβciaβ is the local spin opera-
tor, σ is the Pauli matrix, i, j are the lattice sites, α, β
are spin indexes, and a, b are orbital indexes.
Then we do Fourier transform c†ia =
∑
k c
†
kae
ikRi and
use the relation σαβ · σα′β′ = 2δαβ′δβα′ − δαβδα′β′ . Us-
ing FRG, as described in the previous section, we study
the renormalized interactions described by the four-point
vertex associated with the second quantization form in
momentum space,∑
k1,k2,
k3,k4
[V1(k1, k2, k3, k4)c
†
k1aα
c†k2bβck4aβck3bα
+V2(k1, k2, k3, k4)c
†
k1aα
c†k2bβck4bβck3aα], (8)
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FIG. 3: (color online)(a)The SC form factors for J1 =
1.0, J2 = 1.0, andJH = 0: the s±-wave is robust for J2 & J1.
(b)The SC form factor for J1 = 3.0, J2 = 1.0, JH = 0: the
dx2−y2 pairing state appears when J2  J1.
with
V1 = −J1(cos(k2x − k3x) + cos(k2y − k3y))
−2J2cos(k2x − k3x)cos(k2y − k3y) + 12JH , (9)
and
V2 = − 12J1(cos(k1x − k3x) + cos(k1y − k3y))
−J2cos(k1x − k3x)cos(k1y − k3y) + 14JH , (10)
where k1, k2, k3, k4 denote the momenta of the four par-
ticles. Required by the Pauli exclusion principle, a 6= b
for the JH term.
The results are shown in Tab.II and Tab.III with vari-
ous J1, J2, and AFM JH values. Through analyzing the
results, in this case, we find that the pairing symmetry
is largely independent of the JH values. Between the
other two parameters, J2 plays a more important role
than J1. It drives a s± phase when J2 & J1, shown
in Fig.3(a) and a dx2−y2 state when J2  J1, shown in
Fig.3(b). We note that in Tab.II the s ± (nodal) means
that this s±−wave has nodes in the small Γ-centered hole
pocket. Furthermore, in Tab.III when J1 = 1.5, J2 = 0
and J1 = 2.0, J2 = 0, there is a s
h
±-wave which has a
sign change between the (0, 0)-centered hole pockets and
(pi, pi)-centered hole pocket or between the two (0, 0)-
centered hole pockets.
V. THE ORBITAL-DEPENDENT MAGNETIC
EXCHANGE INTERACTIONS
For the purpose of studying the interactions with
greater depth, we divide the NN AFM J1 and the NNN
AFM J2 into two parts respectively: the intra-orbital
4TABLE II: The pairing symmetry in the presence of the effective NN, NNN and Hund’s magnetic exchange couplings.
J2 = 0 J1 = 0 J1 = J2
J1 = 0.5 J1 = 1.0 J1 =
1.5
J1 =
2.0
J2 =
0.5
J1 =
1.0
J2 =
1.5
J2 =
2.0
J1 =
0.5
J1 =
1.0
J1 =
1.5
J1 =
2.0
JH =
0.5
s±
(nodal)
s±
(nodal)
sh± s
h
± s± s± s± s± s± s± s± s±
JH =
1.0
sh± s±
(nodal)
sh± s
h
± s± s± s± s± s± s± s± s±
JH =
1.5
h
± s±
(nodal)
sh± s
h
± s± s± s± s± s± s± s± s±
JH =
2.0
h
± s
h
± s
h
± s
h
± s± s± s± s± s± s± s± s±
TABLE III: The pairing symmetry with only the NN and NNN AFM exchange couplings.
JH = 0 J2 = 0 J2 = 0.5 J2 = 1.0 J2 = 1.5 J2 = 2.0 J2 = 2.5 J2 = 3.0 J2 = 3.5 J2 = 4.0
J1 = 0 s± s± s± s± s± s± s± s±
J1 = 0.5 s± s± s± s± s± s± s± s± s±
J1 = 1.0 s± s± s± s± s± s± s± s± s±
J1 = 1.5 s
h
± s± s± s± s± s± s± s± s±
J1 = 2.0 s
h
± s± s± s± s± s± s± s± s±
J1 = 2.5 dx2−y2 dx2−y2 s± s± s± s± s± s± s±
J1 = 3.0 dx2−y2 dx2−y2 dx2−y2 s± s± s± s± s± s±
J1 = 3.5 dx2−y2 dx2−y2 dx2−y2 dx2−y2 s± s± s± s± s±
J1 = 4.0 dx2−y2 dx2−y2 dx2−y2 dx2−y2 dx2−y2 s± s± s± s±
part and the inter-orbital part. We first study the in-
teraction containing intra-orbital J1 and inter-orbital J2.
The initial interaction Hamiltonian is
J1
∑
<i,j>
∑
a
Sia · Sja + J2
∑
<<i,j>>
∑
a 6=b
Sia · Sjb. (11)
This Hamiltonian exhibits a more plentiful pairing
phase diagram compared to the full J1 and J2 interac-
tion. Varying the intra-orbital J1 and the inter-orbital
J2 values in the FRG permitted range, we calculate the
pairing symmetry numerically and get the phase diagram
which is specified in Fig.4.
In the phase diagram, the green-filled region has the
s± pairing state(the form factor is shown in Fig.5(a))
and the yellow-filled phase in the bottom right corner has
dxy symmetry(the form factor is shown in Fig.5(b)). The
large-scaled blue-filled phase represents dx2−y2 symmetry
and it is subdivided into three parts which have slightly
difference. The form factors of these three dx2−y2 phases
are shown in Fig.6. The red-filled region represents sh±
pairing symmetry where intra-orbital J1 lies in 0 ∼ 2.4
and inter-orbital J2 lies in 0 ∼ 5.5. In our calculation, we
note that there are two sh± phases, the phase labeled by
sh±(I) has nodal electron pockets(the form factor is shown
in Fig.7(a)) and the region sh±(II) has nodeless electron
pockets(the form factor is shown in Fig.7(b)).
Secondly, we take the interactions which contain inter-
orbital J1 and the intra-orbital J2. In this case, the in-
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FIG. 4: (color online)The superconducting pairing symme-
try phase diagram in the intra-orbital J1 and inter-orbital J2
plane. When the interaction parameters vary, there are four
different pairing symmetries which are shown by different col-
ors: s±-wave (green), dxy-wave (yellow), dx2−y2 -wave (blue)
and sh±-wave (red). Thedx2−y2 -wave has three different form
factors and the sh±-wave has two.
teraction part of Hamiltonian is given by
J1
∑
<i,j>
∑
a 6=b
Sia · Sjb + J2
∑
<<i,j>>
∑
a
Sia · Sja. (12)
The result of FRG calculation is summarized in the
phase diagram shown in Fig.8. There are three phases in
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FIG. 5: (color online) The typical SC form factors for s±-
wave(a) and dxy-wave(b) in the phase diagram Fig.4. The
interaction parameters used in (a) are J1 = 1.0, J2 = 2.5, and
in (b) J1 = 0.5, J2 = 5.0.
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FIG. 6: (color online) The SC form factors(a-c) and the signs
of the gap functions(d-e)(the red and black points present
opposite sign) for dx2−y2 -wave in the phase diagram(Fig.4).
(a,d)The typical SC form factors and the corresponding signs
for the blue (I) region in Fig.4 with J1 = 3.0, J2 = 3.0.
(b,e)The typical SC form factors and the corresponding signs
for the blue (II) region in Fig.4 with J1 = 1.6, J2 = 5.0.
(c,f)The typical SC form factor and the corresponding signs
for the blue (III) region in Fig.4 with J1 = 0.5, J2 = 1.1.
the phase diagram in the inter-orbital J1 and the intra-
orbital J2 plane. When the intra-orbital J2 is less than
0.5 and the inter-orbital J1 lies in (0.4, 1.4), it exhibits
dx2−y2 state which is in the blue region. When the intra-
orbital J2 is less than 0.4 and the inter-orbital J1 is
greater than 1.5, it exhibits dxy state, as shown in the
yellow region in Fig.8. The remaining green region in
Fig.8 represents s± state.
VI. DISCUSSION AND SUMMARY
From our calculations, it is clear that the results of
FRG on superconducting pairing symmetries greatly de-
pend on the initial interactions. Even in a fixed Fermi
surface topology which was largely acknowledged to host
a s±-wave in the previous studies, a small variation of
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FIG. 7: (color online) The SC form factors(a-c) and the
signs(d-e) for the sh±-wave in the phase diagram(Fig.4).
(a,c)The typical SC form factors and the corresponding signs
for the red (I) region in Fig.4 with J1 = 1.5, J2 = 0.3.
(b,d)The typical SC form factors and the corresponding signs
for the red (II) region in Fig.4 with J1 = 2.0, J2 = 1.5.
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FIG. 8: (color online)The superconducting pairing symme-
try phase diagram in the inter-orbital J1 and intra-orbital
J2 plane. There are three different pairing symmetry states:
s±-wave, dx2−y2 -wave and dxy-wave.
interaction parameters can lead to other pairing symme-
tries and result in a complicated phase diagram. These
results essentially suggest that the FRG method lacks
predicting power for complex systems such as iron-based
superconductors since it is difficult to extract an accurate
effective model with precise estimation of interaction pa-
rameters.
Nevertheless, robust results can be observed in our
FRG results. Firstly, the intra-orbital interaction is
generally more important than the inter-orbital interac-
tion in determining pairing symmetries. Once the intra-
orbital interactions are large enough, the pairing symme-
try appears to be rather robust. Secondly, in general, the
large NN intra-orbital AFM exchange coupling favors a
dx2−y2-wave and the large NNN intra-orbital AFM favors
a s±-wave. Other pairing symmetries become possible
only when the intra-orbital magnetic exchange couplings
6are small. Finally, the fact that only the dx2−y2 -wave
and the s±-wave are obtained in the model with onsite
repulsive interactions suggests that the low energy effec-
tive magnetic exchange interactions induced by the onsite
repulsive interactions can be approximated to an intra-
orbital J1 − J2 model.
As experimentally, s-wave pairing symmetry is
rather robust throughout different families of iron-based
superconductors42, the consistency between the experi-
mental and FRG results clearly suggests that the intra-
orbital AFM exchange coupling J2 must be the dominant
source for superconducting pairing. Thus, it is likely that
the NN repulsive interactions must be important in iron-
based superconductors as it has been recently pointed
out that it can stabilize the extended s-wave pairing by
suppressing the pairing channel caused by the NN AFM
exchange coupling J1.
In summary, we have revisited the FRG results on
pairing symmetries in iron-based superconductors. We
show that even with a fixed Fermi surface topology, which
previously was considered to support s±-wave, different
emergent pairing channels can be easily induced by vary-
ing interaction parameters. The results suggest an accu-
rate effective model has to be built before FRG can help
to predict pairing symmetries.
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