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Аннотация. Для моделирования 
учебных оценок студентов предлагается 
использовать бета-биномиальное 
распределение с латентными параметрами 
(«подготовленность студента» 
и «трудность задания»). Методом 
моментов получены уравнения, связывающие 
латентные переменные и статистические 
характеристики оценок. Разработаны 
численные методы решения полученных 
уравнений. Статистическая обработка набора 
оценок обосновывает применение модели для 
изучения методик оценивания.
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Abstract. The article proposes to use the beta-
binomial distribution with latent parameters for 
the simulation of students’ educational marks: 
student’s “ability” and task “difficulty”. Using the 
method of moments, equations are obtained that 
link latent variables and statistical characteristics of 
marks. Numerical methods for solving the obtained 
equations are developed. Statistical processing of 
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Исследование статистических характе-
ристик оценок  [1] позволяет утверждать, что 
оценки, выставленные преподавателями по раз-
ным дисциплинам, не принадлежат одной гене-
ральной совокупности. Но при формировании 
сводного итогового документа требуется, чтобы 
они были сопоставимы для правильного отра-
жения итогов обучения. В современной теории 
тестирования (Item Response Theory, IRT) для 
учета и уровня подготовленности тестируемых, 
и уровня трудности заданий применяют латент-
ные переменные  [2]. В  научных исследовани-
ях  [3,  4] предлагается применить этот подход 
для учета оценок преподавателей.
Первоначально IRT разрабатывалась для 
обработки дихотомических заданий, в  кото-
рых возможны два варианта ответа: «правиль-
но»  —  1 и  «неправильно»  —  0. Впоследствии 
этот подход был распространен на политоми-
ческие задания с  несколькими вариантами от-
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вета различной степени правильности (точно-
сти)  [5,  6]. При этом два основных латентных 
параметра («трудность задания» и  «подготов-
ленность тестируемого») дополняются параме-
трами вариантов ответа. Такая универсальная 
модель позволяет разделить варианты ответа 
по трудности. Однако для надежности оценива-
ния большого количества параметров требует-
ся больше наблюдений.
В  биномиальной модели  [3] вероятность 
того, что i-й студент получит оценку  
за j-е задание, имеет следующее биномиальное 
распределение:
где Xij — оценка i-го студента за j-е задание;
где qi — параметр подготовленности i-го сту-
дента (i = 1, …, n); 
dj — параметр трудности j-го задания (j = 1, 
…, m).
Все оценки полагаются независимыми 
в  совокупности. Биномиальное распределе-
ние соответствует дискретной природе оценок 
и  предположению, что оценка преподавателя 
складывается под действием многостороннего 
исследования выполнения задания студентом 
и должна быть близка к сумме бернуллиевских 
случайных величин. По диапазону значений по-
добное распределение подходит и для традици-
онной шкалы оценок, и для активно внедряемой 
в последнее время стобалльной шкалы.
Исследования оценок показали, что модель 
в целом проходит статистические проверки по 
критерию Фишера и традиционные для IRT про-
верки с применением Infit и Outfit статистик [2]. 
Однако оценки некоторых заданий не проходят 
проверки, что объясняется неподходящими ме-
тодиками: или все задания оцениваются оди-
наково, или появляются выбросы, не  соответ-
ствующие средним показателям успеваемости 
студента.
В  то же время обнаружилось, что оценки 
имеют большую дисперсию, чем это предсказы-
вает модель. Для устранения этого недостатка 
нужно использовать распределение, аналогич-
ное биномиальному, но имеющее дополнитель-
ные параметры, влияющие на дисперсию. Таким 
распределением является бета-биномиальное.
Бета-биномиальная распределение экзаме-
национной оценки задается следующим обра-
зом:
где kj  — количество градаций оценки j-го зада-
ния;
pij — случайная величина, имеющая бе-
та-распределение
которое зависит от параметров подготовленно-
сти i-го студента (qi> 0) > и трудности j-го зада-
ния (dj > 0).
В результате усреднения по распределению 
pij получаем вероятности оценок g
и числовые характеристики распределения
Особенностью параметров qi и dj в данной 
модели является то, что при умножении их на 
некоторый положительный коэффициент g ма-
тематическое ожидание не изменится, а диспер-
сия будет варьироваться в широких пределах – 
от  при , что соответствует 
дисперсии биномиального распределения, до 
 при 
При обработке оценок (особенно оценок 
текущей успеваемости) достаточно часто встре-
чаются неполные наборы оценок (например, 
если некоторые студенты не  выполняют каки-
212020 Выпуск 3
е-либо учебные задания). Для описания такого 
набора оценок введем следующие индикаторы: 
i-го студента за j-е задание,
Для оценки параметров модели можно вос-
пользоваться методом моментов. Используя 
формулу для математического ожидания слу-
чайной величины Xij и выполняя суммирования 
по i и j, получаем уравнения 
которые можно применять для подбора параме-
тров. Традиционно в IRT для этого использует-
ся метод Ньютона (касательных). В этом методе 
итерационная формула








Аналогично, полагая qi (0)=  q
Значения q = 7,5 и d =2,5 обеспечивают на-
чальные значения оценок, соответствующие 
самой массовой оценке — «хорошо». Вычисли-
тельный процесс обладает хорошей сходимо-
стью при соблюдении условия вариативности 
оценок: отсутствуют или исключены ситуации, 
когда все оценки некоторого задания мини-
мальны или максимальны. Также поиск пара-
метров можно представить в  виде процедуры 
минимизации неотрицательной квадратичной 
формы, что обеспечивает сходимость итераци-
онных вычислений.
Обработка данных показала, что математи-
ческие ожидания оценок биномиальной и  бе-
та-биномиальной моделей совпадают. Оценка 
дисперсии остатков соответствует вычислен-
ному значению бета-биномиальной модели. 
Однако для разных заданий отклонение оценки 
дисперсии от теоретического значения оказыва-
ется значительным (уровни подготовленности 
к выполнению различных заданий отличаются 
и  должны описываться разными латентными 
переменными). Применение предложенного 
подхода будет более обоснованным, если мож-
но выделить задания, требующие сходных ком-
петенций. Это позволит более точно измерять 
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