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THE GRADIENT FLOW OF THE POLARIZATION MEASURE.
WITH AN APPENDIX.
GIOVANNI PISTONE AND MARIA PIERA ROGANTIN
Abstract. The polarization measure is the probability that among 3 individuals chosen
at random from a finite population exactly 2 come from the same class. This index is
maximum at the midpoints of the edges of the probability simplex. We compute the
gradient flow of this index that is the differential equation whose solutions are the curves
of steepest ascent. Tools from Information Geometry are extensively used. In a time
series, a comparison of the estimated velocity of variation with the direction of the
gradient field should be a better index than the simple variation of the index.
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1. Introduction
Given a discrete distribution pi on n + 1 classes x = 0, 1, . . . , n, we consider an index
called polarization measure, defined by
(1) POL (pi) =
n∑
x=0
pi2x(1− pix).
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Figure 1. Normalised Polarization. The display shows: the proba-
bility simplex as an equilateral triangle; the level curves of 4 × POL;
the unstable critical point at pi = (1/3.1/3, 1/3) (circle); the mini-
mum points at the vertexes (triangles); the maximum points at pi =
(0, 1/2, 1/2), (1/2, 0, 1/2), (1/2, 1/2, 0) (squares).
The polarization measure has been introduced in Economics for real distributions by
Esteban and Ray [1994]. The discrete version we consider here has been used in Pino
and Vidal-Robert [2013, p. 10].
The polarization measure has the following interpretation. Let X, Y, Z be i.i.d. ∼ pi
and consider the indicator of exactly two equal
I2 = (X = Y 6= Z) + (X = Z 6= Y ) + (Y = Z 6= X).
Then E [I2] = 3
∑n
x=0 pi
2
x(1− pix) = 3 POL (pi).
The polarization measure on the classes {0, 1, 2}, as shown in Fig. 1, has an unstable
critical point at the uniform distribution, it is zero in the case of concentration in one class,
and reaches its maximum 1/4 on distributions on two classes with equal probabilities.
Polarization measure was devised to be an index of the distance of a distribution from
the three cases of maximal polarization. In Fig. 1 the simplex is represented as an
equilateral triangle. In the following we shall use different sets of coordinates to represent
the probability simplex, e.g. see Fig. 4 (left).
We want to study the dynamics of this index, i.e. to characterise evolutions that
maximise or minimise the index. This study requires tools from Information Geometry
(IG) e.g., Amari and Nagaoka [2000], Gibilisco and Pistone [1998], Pistone and Rogantin
[1999], Gibilisco et al. [2010], Pistone [2013], Malago` and Pistone [2014]. However, the
following presentation is actually largely self-contained.
The recourse to IG is not dispensable because the ordinary gradient flow of POL, as
shown in Fig. 5 (left), does not lead to the extrema of interest on the border of the
probability simplex. Consequently, one wants to turn to a different way to compute the
gradient, i.e. to the so-called Amari’s natural gradient. We use elementary fact of the
theory of Dynamical Systems to characterise critical points of the gradient flow and refer
to Abraham et al. [1988].
The basics of IG are discussed in Sec. 2. The application of IG to the polarization
measure is described in Sec. 3. The possibility of a generalisation of such an index
is shortly discussed in Sec. 4, while the reduction of the problem to the study of an
exponential family is presented in Sec. 5. We suggest a possible application in Sec. 6.
Further material, not directly related with the measure of polarization, but suggested
by the methodology, is presented in the Appendixes. Differential equations on the proba-
bility simplex are well known in applications other then Descriptive Statistics. We briefly
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discuss the relations between these applications and our one in App. A. In App. D some
issues related to the second order calculus are briefly discussed.
2. Natural gradient
We denote by ∆n the simplex of the probability function pi on 0, 1, . . . , n. The interior
of the simplex, ∆◦n, is the set of the strictly positive probability functions,
∆◦n =
{
pi ∈ Rn+1
∣∣∣∣∣
n∑
x=0
pix = 1, pix > 0, x = 0, 1, . . . , n
}
.
The border of the simplex is the union of all the faces of ∆n as a convex set. We recall
that a face of maximal dimension n− 1 is called facet. A facet is a simplex of dimension
n− 1.
We define Bpi to be the vector space of random variables U that are pi-centered, Epi [U ] =
0. In the geometry of Rn+1, Bpi is the plane through the origin, orthogonal to the vector−→
Opi.
Definition 1.
(1) The tangent bundle of the open simplex ∆◦ is the set
T∆◦n = {(pi, U)|pi ∈ ∆◦n, U ∈ Bpi} .
(2) If I 3 t 7→ p(t) ∈ ∆◦n is a one-dimensional statistical model, geometrically a curve,
its score
Dp(t) =
p˙(t)
p(t)
=
d
dt
log p(t)
belongs to Bp(t) for all t ∈ I. As the score is a centered random variable, hence
I 3 t 7→ (p(t), Dp(t)) is a curve in the tangent bundle.
In fact, U ∈ Bpi is meant to represent a generic velocity vector through pi, see Fig.
2. The score is a representation of the velocity along a curve, because of a geometric
interpretation of C. R. Rao’s classical computation:
(2)
d
dt
Et[U ] =
d
dt
∑
x
U(x)p(x; t) =
∑
x
U(x)
d
dt
p(x; t) =
∑
x
U(x)
d
dt
log (p(x; t)) p(x; t) =
∑
x
(U(x)− Et[U ]) d
dt
log (p(x; t)) p(x; t) =
Et
[
(U − Et[U ]) d
dt
log (p(t))
]
= 〈U − Et[U ], Dp(t)〉p(t)
We observe that the scalar product above is the scalar product on Bp(t).
A curve on the simplex is a parametric model. The probability pi is represented by
a vector from O to the point whose coordinates are (pii)i=0...,n. In Fig. 2, the velocity
vectors are represented by arrows; they are orthogonal to the vectors
−→
Opi.
In our context, a vector field F : ∆◦n → Rn+1 is a mapping such that F (pi) ∈ Bpi, i.e.
such that the couple (pi, F (pi)) belongs to the tangent bundle. (pi, F (pi)) ∈ T∆◦n for all pi.
Because of our geometrical construction, here we prefer to call F a vector field, but we
want to stress its statistical meaning of centered function of the distribution.
A differential equation is an equation of the form Dp(t) = F (p(t)).
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Figure 2. The simplex (solid triangle) is view from below. The curve on
the simplex is a parametric model. The probabilities pi are represented by
vectors from O to the point whose coordinates are pi. The velocity vectors
are represented by arrows; they are orthogonal to the vectors from O to pi.
Given a real function φ : ∆◦n → R, its gradient is the vector field ∇φ such that for all
curves p(·) we have
(3)
d
dt
φ(p(t)) = 〈∇φ(p(t)), Dp(t)〉p(t) , 〈u, v〉pi = Epi [uv] , u, v ∈ Bpi.
The Rao’s computation in Eq. (2) is the prototypical gradient computation.
The gradient flow equation is the differential equation
Dp(t) = ∇φ(p(t)).
Along a solution of the gradient flow equation the value of φ is increasing because
dφ(p(t))/dt = 〈∇φ(p(t)),∇φ(p(t)〉p(t) ≥ 0. Actually the solution of the gradient flow
equation is the curve of steepest ascent.
Computations are usually performed in a parametrization
pi : Θ 3 θ 7→ pi(θ) ∈ ∆◦n,
Θ being an open set in Rn. The j-th coordinate curve is obtained by fixing the other
n − 1 components and moving θj only. The scores of the j-th coordinate curves are the
random variables
Djpi(θ) =
∂
∂θj
log pi(θ), j = 1, . . . , n.
The sequence (Djpi(θ) : j = 1, . . . , n) is a vector basis of the tangent space Bpi(θ). The
representation of the scalar product in such a basis is〈
n∑
i=1
αiDipi(θ),
n∑
j=1
βjDjpi(θ)
〉
pi(θ)
=
n∑
i,j=1
αiβjIij(θ),
where the matrix I(θ) =
[
〈Dipi(θ), Djpi(θ)〉pi(θ)
]n
i,i=1
is the Fisher information matrix.
If θ 7→ φ˜(θ) is the expression in the parameters of a function φ : ∆◦n → R, that is
φ˜(θ) = φ(pi(θ)), and t 7→ θ(t) is the expression in the parameters of a generic curve
p : I → ∆◦n, then the components of the gradient in (3) are expressed in terms of the
ordinary gradient by observing that
d
dt
φ(p(t)) =
d
dt
φ˜(θ(t)) =
n∑
j=1
∂
∂θj
φ˜(θ(t))θ˙j(t).
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Figure 3. Diagram of the action of the natural gradient in a given
parametrization pi : Θ→ ∆◦n.
As Dp(t) =
∑
j Djpi(θ(t))θ˙j(t), we obtain from (3)
(4)
d
dt
φ(p(t)) = 〈∇φ(p(t)), Dp(t)〉p(t) =
∑
j
〈
∇φ(p(t)), Djpi(θ(t))θ˙j(t)
〉
p(t)
.
Definition 2 (Amari [1998]). The natural gradient is a vector ∇˜φ˜(θ) whose components
are the coordinates of the gradient ∇φ˜(pi(θ)) ∈ Bpi(θ) in its pi-basis, that is
∇φ(pi(θ)) =
n∑
j=1
(∇˜φ˜(θ))jDjpi(θ).
By substitution of the expression in (4) we obtain
(5) ∇˜φ˜(θ) = ∇φ˜(θ)I−1(θ).
Fig. 3 is an illustration for the function φ(pi) = POL(pi).
The common parametrization of the (flat) simplex ∆◦n is the projection on the solid
simplex Γn =
{
η ∈ Rn
∣∣∣0 < ηj,∑nj=1 ηj < 1}, that is
pi : Γn 3 η 7→
(
1−
n∑
j=1
ηj, η1, . . . , ηn
)
∈ ∆◦n,
in which case ∂jpi(η), j = 1, . . . , n, is the random variable with values −1 at x = 0, 1 at
x = j, 0 otherwise, hence ∂jpi(η) = ((X = j)− (X = 0)) and
Djpi(η) = ((X = j)− (X = 0)) /pi(η).
The element (j, h) of the Fisher information matrix is
Ijh(η) = Epi(η)
[
(X = j)− (X = 0)
pi(X;η)
(X = h)− (X = 0)
pi(X;η)
]
=
∑
x
pi(x,η)−1 ((x = j)(j = h) + (x = 0)) = η−1j (j = h) +
(
1−
∑
k
ηk
)−1
hence
I(η) = diag (η)−1 +
(
1−
n∑
j=1
ηj
)−1
[1]ni,j=1.
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As an example we consider n = 3. The Fisher information matrix, its inverse and the
determinant of the inverse are, respectively,
I(η1, η2, η3) =
(1− η1 − η2 − η3)−1
η−11 (1− η2 − η3) 1 11 η−12 (1− η1 − η3) 1
1 1 η−13 (1− η1 − η2)
 ,
I(η1, η2, η3)
−1 =
(1− η1)η1 −η1η2 −η1η3−η1η2 (1− η2)η2 −η2η3
−η1η3 −η2η3 (1− η3)η3
 ,
det
(
I(η1, η2, η3)
−1) = (1− η1 − η2 − η3)η1η2η3.
Note that the computation of the inverse of I(η) is an application of the Sherman-
Morrison formula and the computation of the determinant of I(η)−1 is an application of
the matrix determinant lemma.
For general n, we have the following Proposition, whose interest stems from the defi-
nition of natural gradient, see Eq. (5).
Proposition 1.
(1) The inverse of the Fisher information matrix is
I(η)−1 = diag (η)− ηηt
(2) In particular, I(η)−1 is zero on the vertexes of the simplex, only.
(3) The determinant of the Fisher information matrix is
det
(
I(η)−1
)
=
(
1−
n∑
i=1
ηi
)
n∏
i=1
ηi.
(4) The determinant of I(η)−1 is zero on the borders of the simplex, only.
(5) On the interior of each facet, the rank of I(η)−1 is n − 1 and the n − 1 liner
independent column vectors generate the subspace parallel to the facet itself.
Proof.
(1) By direct computation, I(η)I(η)−1 is the identity matrix.
(2) The diagonal elements of I(η)−1 are zero if ηj = 1 or ηj = 0, for j = 1, . . . , n.
If, for a given j, ηj = 1, then the elements of I(η)
−1 are zero if ηh = 0, h 6= j.
The remaining case corresponds to ηj = 0 for all j. Then I(η)
−1 = 0 on all the
vertexes of the simplex.
(3) It follows from Matrix Determinant Lemma.
(4) The determinant factors in terms corresponding to the equations of the facets.
(5) Given i, the conditions ηi = 0 and ηj 6= 0, 1 for all j 6= i, define the interior
of the facet orthogonal to standard base vector ei. In this case the i-th row
and the i-th column of I(η)−1 are zero and the complement matrix corresponds
to the inverse of a Fisher information matrix in dimension n − 1 with non zero
determinant. It follows that the subspace generated by the columns has dimension
n−1 and coincides with the space orthogonal to ηi. Consider the facet defined by
(1−∑ni=1 ηi) = 0, ηi 6= 0, 1 for all i. For a given j, the matrix without the j-th
row and the j-th column has determinant
(
1−∑ni=1,i 6=j ηi)∏ni=1,i 6=j ηi. On the
considered facet this determinant is different to zero and I(η)−1 has rank n − 1
and their columns are orthogonal to the constant vector. 
6

An other parametrization is the exponential parametrization based on the exponential
family with sufficient statistics Xj = (X = j), j = 1, . . . , n,
pi : Rn 3 θ 7→ exp
(
n∑
j=1
θjXj − ψ(θ)
)
1
n+ 1
where
ψ(θ) = log
(
1 +
∑
j
eθj
)
− log (n+ 1) .
Some of the properties discussed in Prop. 1 should actually be discussed under the
exponential parametrization, see e.g. Malago` and Pistone [2014], but we do not do that
here. We will discuss the exponential parametrization below in Sec. 5 to show that
polarization can be seen as an expectation with respect to an exponential family.
3. The gradient flow of POL
We apply now the general theory of the natural gradient to the study of the dynamics
of the polarization measure. Our goal is to find the lines of the steepest ascent of the
function POL.
In the common parametrization we have
P˜OL(η) =
(
1−
n∑
j=1
ηj
)2( n∑
j=1
ηj
)
+
n∑
j=1
η2j (1− ηj)
and, for n = 2,
P˜OL(η) = (1− η1 − η2)2(η1 + η2) + η21(1− η1) + η22(1− η2) =
3(η21η2 + η1η
2
2)− (η21 + η22)− 4η1η2 + (η1 + η2)
with gradient
∇P˜OL(η) = (6η1η2 + 3η22 − 2η1 − 4η2 + 1, 6η2η1 + 3η21 − 2η2 − 4η1 + 1) .
The inverse of the Fisher information matrix is
I−1(η1, η2) =
[
(1− η1)η1 −η1η2
−η1η2 (1− η2)η2
]
.
The natural gradient is
(6) ∇˜ P˜OL(η1, η2) = ∇P˜OL(η1, η2)I−1(η1, η2) =(−9η31η2 − 9η21η22 + 2η31 + 14η21η2 + 5η1η22 − 3η21 − 5η1η2 + η1,
−9η21η22 − 9η1η32 + 5η21η2 + 14η1η22 + 2η32 − 5 η1η2 − 3η22 + η2
)
.
See in Fig.s 4 and 5 the gradient fields.
Some properties of the natural gradient field depend on the inverse of Fisher informa-
tion matrix only, other are specific properties of the function POL. We note that the
vector field in (6) is actually defined and continuous for all η ∈ R2 and coincides with
the natural gradient in the interior Γn of the solid simplex. By abuse of language, we call
the extended object with the same name of the probabilistic object.
The inverse of Fisher information matrix is zero at the points (0, 0), (0, 1), (1, 0),
see Prop. 1. These are among of the fixed points of the gradient flow equation. The
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Figure 4. Level curves of the Polarization in the common parametrization
(left) and natural gradient field (right).
Figure 5. The gradient without the correction by I−1 gives the wrong
directions (left), while the natural gradient applies correctly (right). Both
fields are extended outside the probability simplex. The length of the
arrows is relative to each display and cannot be compared across displays.
determinant of the inverse of Fisher information matrix is det I(η)−1 = (1− η1− η2)η1η2.
As proved in Prop. 1 for the general case, the determinant is zero on the borders of
simplex. Here the probabilistic model is not defined, but the continuous extension of
the gradient flow holds. On the facets of the simplex the vector field is parallel to the
facets itself. On the facets the inverse of Fisher information matrix is one dimensional:
if η1 = 0 then I
−1 corresponds to (0, 1)t, if η2 = 0 then I−1 corresponds to (1, 0)t, and if
1− η1 − η2 = 0 then I−1 corresponds to (1,−1)t.
To study the flow in the fixed points we consider the sign of the eigenvalues of the
Jacobian of the natural gradient, calculated in the fixed points, see Arnold [2006].
The Jacobian of ∇˜ P˜OL(η) is J =
[
∂ ∇˜ P˜OL(η)
∂η1
∂ ∇˜ P˜OL(η)
∂η2
]
where
∂ ∇˜ P˜OL(η)
∂η1
=
[−27η21η2 − 18η1η22 + 6η21 + 28η1η2 + 5η22 − 6η1 − 5η2 + 1
−9η32 − 18η22η1 + 14η22 + 10η2η1 − 5η2
]
∂ ∇˜ P˜OL(η)
∂η2
=
[ −9η31 − 18η21η2 + 14η21 + 10η1η2 − 5η1
−27η22η1 − 18η2η21 + 6η22 + 28η2η1 + 5η21 − 6η2 − 5η1 + 1
]
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The Jacobian calculated in the vertexes are
J(0, 0) = J(0, 1) = J(1, 0) =
[
1 0
0 1
]
and the two eigenvalues of the three Jacobian are both positive. Then, the fixed points
on the vertexes repel flow locally.
Moreover, the natural gradient is zero on the midpoints of the borders,
(
0, 1
2
)
,
(
1
2
, 0
)
and
(
1
2
, 1
2
)
. The Jacobian calculated in the midpoints are
J
(
0,
1
2
)
= −1
8
[
2 0
1 4
]
J
(
1
2
, 0
)
= −1
8
[
4 1
0 2
]
J
(
1
2
,
1
2
)
= −1
8
[
3 −1
−1 3
]
and the two eigenvalues of the three Jacobian are both negative. Then, these fixed points
attract flow locally.
In standard cases the Jacobian of a gradient is the Hessian matrix. This is not true
anymore in IG where we compute the Jacobian of the natural gradient. Actually, in IG
there are various notions of Hessian, each one based on a different connection on the
tangent bundle.
4. Generalisation of the polarization measure
We consider now an inverse problem in the simple case n = 2. We want a third degree
symmetric polynomial which could be used as polarization measure. Computations were
performed using Sage Stein et al. [2014].
A generic polynomial is
f(pi) = a(pi30 + pi
3
1 + pi
3
2) + b(pi
2
0pi1 + pi0pi
2
1 + pi
2
0pi2 + pi0pi
2
2 + pi
2
1pi2 + pi1pi
2
2)+
cpi0pi1pi2 + d(pi
2
0 + pi
2
1 + pi
2
2) + e(pi0pi1 + pi0pi2 + pi1pi2),
and its expression in the parameters is
f˜(η) = (−3a+ 3b− c)η21η2 + (−3a+ 3b− c)η1η22 + (3a− b+ 2d− e)η21+
(6a− 4b+ c+ 2d− e)η1η2 + (3a− b+ 2d− e)η22+
(−3a+ b− 2d+ e)η1 + (−3a+ b− 2d+ e)η2 + a+ d.
The components of the natural gradient are
(∇˜ f˜)1(η) =(9a− 9b+ 3c)η31η2 + (9a− 9b+ 3c)η21η22 + (−6a+ 2b− 4d+ 2e)η31+
(−18a+ 14b− 4c− 4d+ 2e)η21η2 + (−9a+ 5b− c− 4d+ 2e)η1η22+
(9a− 3b+ 6d− 3e)η21 + (9a− 5b+ c+ 4d− 2e)η1η2+
(−3a+ b− 2d+ e)η1
(∇˜ f˜)2(η) =(9a− 9b+ 3c)η1η32 + (9a− 9b+ 3c)η21η22 + (−6a+ 2b− 4d+ 2e)η32+
(−18a+ 14b− 4c− 4d+ 2e)η1η22(−9a+ 5b− c− 4d+ 2e)η21η2+
(9a− 3b+ 6d− 3e)η22 + (9a− 5b+ c+ 4d− 2e)η1η2+
(−3a+ b− 2d+ e)η2.
Note that the case f˜ = P˜OL is b = 1 and a = c = d = e = 0. Because of the
multiplication by I(η)−1, the natural gradient ∇˜ f˜(η) is zero in each of the simplex
vertexes (0, 0), (1, 0), (0, 1). Because of the symmetry, the natural gradient ∇˜ f˜(η) is
zero in each of the mid-point of the edges, i.e. (1/2, 0), (0, 1/2), (1/2, 1/2) and at the
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uniform probability, (1/3, 1/3). We need to turn to the discussion of the Jacobian matrix
of the natural gradient of f .
At the vertexes, the Jacobian is
(−3a+ b− 2d+ e)
[
1 0
0 1
]
,
so that we want −3a+ b− 2d+ e > 0.
At the uniform probability (1/3, 1/3) the Jacobian is
1
9
(6a− c+ 6− 3e)
[
1 0
0 1
]
.
A necessary condition of non definiteness is
(7) 6a− c+ 6d− 3e = 0.
At the mid-points of the three edges (1/2, 0), (0, 1/2), (1/2, 1/2), the values of the
Jacobian matrices are, respectively,[
3
2
a− 1
2
b+ d− 1
2
e 9
8
a− 1
8
b− 1
8
c+ d− 1
2
e
0 −3
4
a− 1
4
b+ 1
4
c− d+ 1
2
e
]
[−3
4
a− 1
4
b+ 1
4
c− d+ 1
2
e 0
9
8
a− 1
8
b− 1
8
c+ d− 1
2
e 3
2
a− 1
2
b+ d− 1
2
e
]
[
3
8
a− 3
8
b+ 1
8
c −9
8
a+ 1
8
b+ 1
8
c− d+ 1
2
e
−9
8
a+ 1
8
b+ 1
8
c− d+ 1
2
e 3
8
a− 3
8
b+ 1
8
c
]
,
and, imposing the necessary condition c = 6a+ 6d− 3e of Eq. (7), they are
1
8
(3a− b+ 2d− e)
[
4 1
0 2
]
,
1
8
(3a− b+ 2d− e)
[
2 0
1 4
]
,
1
8
(3a− b+ 2d− e)
[
3 −1
−1 3
]
.
The two eigenvalues of each of these matrices are both negative if 3a − b + 2d − e < 0.
Notice that this condition of attracting flow on the midpoints is the same condition of
repelling flow on the vertexes.
Summarising, the conditions on the coefficients of a third degree symmetric polynomial
that represent a measure with the properties stated above, are
6a− c+ 6d− 3e = 0 3a− b+ 2d− e < 0.
In conclusion, it is possible to design other measures of polarization in the form of
a symmetric polynomial of degree 3, or more general forms. In particular, it would be
interesting to have a measure in a form similar to the entropy. The analogy is suggested
by the fact that the gradient flow of the entropy gives trajectories that move from the
uniform probability to one of the vertexes of the simplex.
5. POL as expectation along an exponential family
We have already observed that the function POL defined in Eq. 1 is an homogeneous
polynomial of degree 3 in the indeterminates pix. The general class of indexes based on
homogeneous polynomials that we have discussed in Sec. 4 is of special interest because
they reduce to an expectation with respect to an exponential family, as we discuss now
in the case of three sample points.
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Table 1. Sample space and random variables of the exponential family in
Eq. (8). The sample cases of polarization are presented in boldface in the
first column.
X Y Z X1 Y1 Z1 X2 Y2 Z2 T1 T2
1 0 0 0 0 0 0 0 0 0 0 0
2 1 0 0 1 0 0 0 0 0 1 0
3 2 0 0 0 0 0 1 0 0 0 1
4 0 1 0 0 1 0 0 0 0 1 0
5 1 1 0 1 1 0 0 0 0 2 0
6 2 1 0 0 1 0 1 0 0 1 1
7 0 2 0 0 0 0 0 1 0 0 1
8 1 2 0 1 0 0 0 1 0 1 1
9 2 2 0 0 0 0 1 1 0 0 2
10 0 0 1 0 0 1 0 0 0 1 0
11 1 0 1 1 0 1 0 0 0 2 0
12 2 0 1 0 0 1 1 0 0 1 1
13 0 1 1 0 1 1 0 0 0 2 0
14 1 1 1 1 1 1 0 0 0 3 0
15 2 1 1 0 1 1 1 0 0 2 1
16 0 2 1 0 0 1 0 1 0 1 1
17 1 2 1 1 0 1 0 1 0 2 1
18 2 2 1 0 0 1 1 1 0 1 2
19 0 0 2 0 0 0 0 0 1 0 1
20 1 0 2 1 0 0 0 0 1 1 1
21 2 0 2 0 0 0 1 0 1 0 2
22 0 1 2 0 1 0 0 0 1 1 1
23 1 1 2 1 1 0 0 0 1 2 1
24 2 1 2 0 1 0 1 0 1 1 2
25 0 2 2 0 0 0 0 1 1 0 2
26 1 2 2 1 0 0 0 1 1 1 2
27 2 2 2 0 0 0 1 1 1 0 3
If the random variables X, Y, Z are i.i.d. with the distribution of X supported by
{0, 1, 2}, and coded as an exponential family i.e.
X X1 X2
0 0 0
1 1 0
2 0 1
,
pix = exp (θ1x1 + θ2x2 − ψ(θ1, θ2)) ,
ψ(θ1, θ2) = log
(
1 + eθ1 + eθ2
)
,
then the joint probability function of X, Y, Z is itself an exponential family,
(8) p(x, y, z; θ1, θ2) = e
θ1(x1+y1+z1)+θ2(x2+y2+z2)−3ψ(θ1,θ2), x, y, z = 0, 1, 2,
with sufficient statistics Tj(x, y, z) = xj + yj + zj, j = 1, 2. The model for T1, T2 is
(9) p(t1, t2; θ1, θ2) = e
θ1t1+θ2t2−3ψ(θ1,θ2)f(t1, t2),
where f is the table count of T1, T2. The random variables of this model are represented
in Tab. 1.
The marginal polytope, that is the convex set generated by the values of the sufficient
statistics, is illustrated in Fig. 6. We refer to Brown [1986] for the relevant theory.
If I is the indicator function of the set {(0, 1), (0, 2), (1, 0), (1, 2), (2, 0), (2, 1)} then the
value of 3 POL, when expressed in the parameters θ, is Eθ [I(T1, T2)]. Thus, the problem
of the maximisation of the polarization measure is rephrased to the problem of finding the
maximum of the expected value of a random variable on a given exponential family. This
approach has been considered in Combinatorial Optimisation, see e.g. Malago` [2012],
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Figure 6. Marginal polytope of the exponential family. The points in
the diagram are the values of the sufficient statistics. Each one of the
emphasised points correspond to three cases where polarization occurs,
for example T1 = 1, T2 = 2 corresponds to the cases 18 : (2, 2, 1); 24 :
(2, 1, 2); 26 : (1, 2, 2), in Tab. 1. At the right, the table of joint counts of
T1, T2 is displayed.
Malago` et al. [2011], Ollivier et al. [2011v1; 2013v2], Malago` et al. [2013]. It has a
number of issues.
First, any convergent evolution along the exponential family has either a limit internal
to the exponential family itself of a limit outside the exponential family, supported by a
face of the marginal polytope, see Cˇencov [1982], Rinaldo et al. [2009], Rauh et al. [2011],
Malago` and Pistone [2010].
Second, the maximum of the function can be reached as a limit of expected values if,
and only if, there exists, among the distributions obtained conditioning the exponential
family to one face of the marginal polytope, a distribution such that the expected value
of the function is equal to the maximum of the function itself. We do not enter here in a
detailed discussion, see more information in Malago` and Pistone [2010, 2014].
The expectation parameters of the exponential family (8) are
Eθ [T1] = 3
∂
∂θ1
ψ(θ1, θ2) = 3
eθ1
1 + eθ1 + eθ2
,
Eθ [T2] = 3
∂
∂θ2
ψ(θ1, θ2) = 3
eθ2
1 + eθ1 + eθ2
.
These parameters are related to the η by
Eθ [Tj] = Eθ [Xj] + Eθ [Yj] + Eθ [Zj] = 3ηj, j = 1, 2.
The inverse of the map
1
3
∇ψ : θ 7→ η
can be computed explicitly as
eθ1 =
η1
1− η1 − η2 , e
θ2 =
η2
1− η1 − η2 .
The cumulant function is expressed as a function of η as
3ψ(θ1, θ2) = 3 log
(
1 + eθ1 + eθ2
)
= log
1
(1− η1 − η2)3 ,
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and the exponential family in Eq. (8) is expressed in the parameter η as
(10) pθ(t1, t2) = e
θ1t1eθ2t2e−3ψ(θ1,θ2)f(t1, t2) =
ηt11 η
t2
2 (1− η1 − η2)3−t1−t2f(t1, t2) = pη(t1, t2).
When the probabilities are expressed in the form of Eq. (10), we can actually compute
values for border cases [Pistone, 2009]. We recover in a different way the result already
known.
η1 = 0, η2 = 1/2:: Eq. (10) becomes p0,1/2(t1, t2) = 0
t1(1/2)3−t2f(t1, t2), which is
zero but for t1 = 0. This distribution is concentrated on {(0, 1), (0, 1), (0, 2), (0, 3)},
with p0,1/2(0, t2) = f(0, t2)/8. It follows E0,1/2 [I(T1, T2)] = 3/4.
η1 = 1/2, η2 = 0:: Same as the previous case. The distribution is concentrated where
t2 = 0, p1/2,0(t1, 0) = f(t1, 0)/8, and E1/2,0 [I(T1, T2)] = 3/4.
η1 = 1/2, η2 = 1/2:: In this case the distribution is (1/2)
t1(1/2)t203−t1−t2f(t1, t2) with
support on the face where t1 + t2 = 3, probabilities p1/2,1/2(t, 3− t) = f(t, 3− t)/8,
and E1/2,1/2 [I(T1, T2)] = 3/4.
We have shown on an example that the maximal value of the polarization measure
is actually reachable as a limit of the expected value of a random variable I(T1, T2) on
the exponential family, but this does not mean that the maximum value of the expected
value is equal to the maximum value of the random variable itself. This would be true if
the maximum of the random variable were reached on a face of the marginal polytope.
This is discussed in the literature we have cited above.
6. Conclusion and suggested applications
We have considered a statistical index different from indexes for concentration or uni-
formity, such as the discrete Gini index or Boltzmann-Gibbs-Shannon entropy. The
polarization measure has been discussed in a dynamic way, by considering its variation
and computing the directions of steepest variation. The study requires tools suitable to
discuss differential equation on a differentiable manifold.
This methodology suggests to implement the velocity of variation itself as a sta-
tistical index. Consider a study of the evolution of an index in time such as Pino
and Vidal-Robert [2013]. In the time series pi1, pi2, . . . the evolution of the index e.g.,
POL (pi1) ,POL (pi2) , . . . , could be misleading, because an increase in the index could be
associated to a shift from a basin of attraction to a different basin of attraction. We
suggest a more precise local study as follows. Given a movement from pit to pit+1, we look
for a comparison of an estimate −−−→pitpit+1 of the velocity vector to the gradient field of the
index, that is compute 〈−−−→pitpit+1,∇POL (pit)〉pit . An estimator of the velocity is a mapping
from a couple of densities piinitial, pifinal to the tangent space at the initial density Tpiinitial∆
◦
n.
The inverse of such a mapping is discussed under the name of retraction in Absil et al.
[2008]. The simplest example here being −−−→pitpit+1 = (pit+1 − pit)/pit = pit+1/pit − 1, which is
suggested by
Dpi(t) =
d
dt
log pi(i) = lim
h→0
h−1
pit+h − pit
pit
.
It is a common practice in Engineering to use the initial velocity of the Riemannian
geodesic connecting pit to pit+1 [Absil et al., 2008]. This would require the computation
of the geodesic itself, which is done using the computations schetched in App. D.
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Appendix A. From Lotka-Volterra to the replicator
A.1. Lotka-Volterra n = 2. From Goel et al. [1971], with αi, λi > 0, i = 1, 2, and
t 7→ (N1(t), N2(t)) ∈ R2>, the LV equation
(11)
{
N˙1 = α1N1 − λ1N1N2 = N1(α1 − λ1N2),
N˙2 = −α2N2 + λ2N1N2 = N2(−α2 + λ2N1).
has a stationary point (q1, q2) with
(12) q1 =
α2
λ2
, q2 =
α1
λ1
.
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In the variables
(13)

z1 =
N1
q1
=
λ2N1
α2
,
z2 =
N2
q2
=
λ1N2
α1
,
the equations are
(14)
{
z˙1 = α1z1(1− z2),
z˙2 = α2z2(z1 − 1), i.e.

d
dt
log z1 = α1(1− z2),
d
dt
log z2 = α2(z1 − 1).
It follows that
(15) α2
1− z1
z1
z˙1 + α1
1− z2
z2
z˙2 = 0,
so that
(16) C(z1, z2) = α2(log z1 − z1) + α1(log z2 − z2) = log
(
(z1e
−z1)α2(z2e−z2)α1
)
is constant. Note that limz1,z2→0,+∞C(z1, z2) = −∞ and
(17) HessC(z1, z2) = −

α2
z21
0
0
α1
z22
.
 , is negative definite.
This shows the existence of periodic orbits, see [Goel et al., 1971, p 10–11].
A.2. Uplift of Lotka-Volterra. Because of the periodic behaviour, we cannot expect
the dynamic project to the simplex ∆1. Following Hofbauer [1981], we can go up to
(18) ∆◦2 =
{
pi = (pi0, pi1, pi2)
∣∣∣∣∣∑
i
pii = 1, pii > 0, i = 0, 1, 2
}
.
We add a constant population of one individual z0 = 1 and define the transformation
R2> ↔ ∆◦2
(19)

pi0 =
z0
z0 + z1 + z2
=
1
1 + z1 + z2
pi1 =
z1
z0 + z1 + z2
=
z1
1 + z1 + z2
pi2 =
z2
z0 + z1 + z2
=
z2
1 + z1 + z2
,

z1 =
pi1
pi0
z2 =
pi2
pi0
Note that p˙i0 + p˙i1 + p˙i2 =
d
dt
(pi0 + pioz1 + pi0z2) = 0. We have
(20) p˙i0 =
d
dt
(1 + z1 + z2)
−1 = −pi20(z˙1 + z˙2) = −pi20(α1z1(1− z2) + α2z2(z1 − 1)) =
− pi20
(
α1
pi1
pi0
(
1− pi2
pi0
)
+ α2
pi2
pi0
(
pi1
pi0
− 1
))
= − (α1pi1 (pi0 − pi2) + α2pi2 (pi1 − pi0)) =
pi0
(
−α1pi1 + α2pi2 + (α1 − α2)pi1pi2
pi0
)
,
16
(21) p˙i1 =
d
dt
(pi0z1) = p˙i0z1 + pi0z˙1 = p˙i0
pi1
pi0
+ pi0α1
pi1
pi0
(
1− pi2
pi0
)
= pi1
(
−α1pi1 + α2pi2 + (α1 − α2)pi1pi2
pi0
)
+ α1pi1
(
1− pi2
pi0
)
= pi1
(
−α1pi1 + α2pi2 + (α1 − α2)pi1pi2
pi0
+ α1
(
1− pi2
pi0
))
,
(22) p˙i2 =
d
dt
(pi0z2) = p˙i0z2 + pi0z˙2 = p˙i0
pi2
pi0
+ pi0α2
pi2
pi0
(
pi1
pi0
− 1
)
= pi2
(
−α1pi1 + α2pi2 + (α1 − α2)pi1pi2
pi0
)
+ α2pi2
(
pi1
pi0
− 1
)
= pi2
(
−α1pi1 + α2pi2 + (α1 − α2)pi1pi2
pi0
+ α2
(
pi1
pi0
− 1
))
.
Define
(23) f0(pi) = 0, f1(pi) = α1
(
1− pi2
pi0
)
, f2(pi) = α2
(
pi1
pi0
− 1
)
.
Then
(24) pi · f(pi) = pi0f0(pi) + pi1f1(pi) + pi2f2(pi) =
pi1α1
(
1− pi2
pi0
)
+ pi2α2
(
pi1
pi0
− 1
)
=
α1pi1 − α2pi2 + (α2 − α1)pi1pi2
pi0
,
hence the differential equation for pi is the replicator equation
(25) p˙ii = pii(fi(pi)− pi · f(pi)), i = 1, 2, 3.
Appendix B. Information Geometry of the replicator in dimension 2
The replicator equation Eq. (25) is nothing else then a particular class of differential
equations in ∆◦2 as a submanifold of of R3. Let f : δ◦2 → R3, where f(pi) ∈ R3 is viewed
as a random variable on {0, 1, 2}. Then F (pi) = f(pi)− Epi [f(pi)] is a vector field of ∆◦2.
The differential equation is δpi = F (pi), see Ay and Erb [2005], Pistone [2010, 2013].
B.1. Simplex parametrizations. Let ∆02 be the simplex as a sub-variety of R3:
∆02 = {pi = (pi0, pi1, pi0) ∈ R3≥ | pi0 + pi1 + pi2 = 1}
We consider different parametrizations.
B.1.1. Solid simplex. pi0 = 1− θ1 − θ2,pi1 = θ1,
pi2 = θ2,
,
{
θ1 = pi1,
θ2 = pi2,
,
{
(θ1, θ2) ∈ R2>
∣∣θ1 + θ2 < 1} .
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The Jacobian of θ 7→ pi(θ)) is
(26) J(θ) =
−1 −11 0
0 1

B.1.2. Exponential family. The exponential family
(27) pi = eθ1X1+θ2X2−ψ(θ),
i X1 X2
0 0 0
1 1 0
2 0 1
, ψ(θ) = log
(
1 + eθ1 + eθ2
)
gives
(28)
 pi0 = (1 + e
θ1 + eθ2)−1,
pi1 = e
θ1(1 + eθ1 + eθ2)−1,
pi2 = e
θ2(1 + eθ1 + eθ2)−1,
,
{
θ1 = log
pi1
pi0
,
θ2 = log
pi2
pi0
,
, {(θ1, θ2) ∈ R2}.
As pii(θ) =
∂
∂θi
ψ(θ), i = 1, 2, then (pi1, pi2) (the solid simplex parameters) are the
expectation parameters of the exponential family (27).
The Jacobian is
(29) J(θ) = (1 + eθ1 + eθ2)−2
 −eθ1 −eθ2eθ1(1 + eθ2) −eθ1+θ2
−eθ1+θ2 eθ2(1 + eθ1)
 =
 −pi0pi1 −pi0pi2pi1(1− pi1) −pi1pi2
−pi1pi2 pi2(1− pi2)
 .
Notice that, if Z(θ) = eψ(θ), then
(30) J(θ) =
[∇Z(θ)−1
Hessψ(θ)
]
=
[ ∇Z(θ)−1
Varθ (X1, X2)
]
.
B.1.3. Projective parametrization. pi0 = (1− θ1 − θ2)
−1,
pi1 = θ1(1− θ1 − θ2)−1,
pi2 = θ2(1− θ1 − θ2)−1,
,
{
θ1 =
pi1
pi0
,
θ2 =
pi2
pi0
,
,
{
(θ1, θ2) ∈ R2>
}
.
The Jacobian is
(31) J(θ) = (1− θ1 − θ2)−2
 −1 −11− θ2 −θ1
−θ2 1− θ1
 =
 −pi20 −pi20pi0(pi0 − pi2) −pi0pi1
−pi0pi2 pi0(pi0 − pi1)

B.2. Differential equations in different parametrizations. A differential equation
d
dt
pi(t) = F (pi(t)) in the simplex ∆◦2, considered as sub-variety of R3, computed compo-
nentwise, has the form:
(32)
 p˙i0(t) = F0 (pi0(t), pi1(t), pi2(t)) ,p˙i1(t) = F1 (pi0(t), pi1(t), pi2(t)) ,p˙i2(t) = F2 (pi0(t), pi1(t), pi2(t)) ,
where F has to be orthogonal to the constant vector, i.e. F · 1 = 0, or F0 +F1 +F2 = 0.
Because of this condition, it is enough to consider
(33)
{
p˙i1(t) = F1 (1− pi1(t)− pi2(t), pi1(t), pi2(t)) ,
p˙i2(t) = F2 (1− pi1(t)− pi2(t), pi1(t), pi2(t)) .
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The differential equation (32), written in the parameter θ has the form d
dt
pi(θ(t)) =
F (pi(θ(t))), i.e.:
(34)
∂
∂θ1
pi(θ(t)) θ˙1(t) +
∂
∂θ2
pi(θ(t)) θ˙2(t) = Jpi(θ(t))θ˙(t) = F (pi(θ(t)))
B.2.1. Solid simplex. In this case, the Jacobian is (26) and
We have:
∂
∂θ1
pi(θ(t)) = (−1, 1, 0)t ∂
∂θ2
pi(θ(t)) = (−1, 0, 1)t
and Eq. (34) in matrix form become:−1 −11 0
0 1
[θ˙1
θ˙2
]
=
F0F1
F2
 ,
which implies: θ˙1 = F1 and θ˙2 = F2, i.e. Eq. (33).
The choice to leave out F0 is of course arbitrary.
B.2.2. Exponential family. In this case the Jacobian is (29), hence Eq. (34) becomes
(1 + eθ1 + eθ2)−2
 −eθ1 −eθ2eθ1(1 + eθ2) −eθ1+θ2
−eθ1+θ2 eθ2(1 + eθ1)
[θ˙1
θ˙2
]
=
F0F1
F2
 .
We need to compute the inverse of the lower block, i.e.
Hessψ(θ)−1 =
(
1 + eθ1 + eθ2
)2 [eθ1 (1 + eθ2) −eθ1eθ2
−eθ1eθ2 eθ2 (1 + eθ1)
]−1
=
1 + eθ1 + eθ2
eθ1+θ2
[
eθ2
(
1 + eθ1
)
eθ1+θ2
eθ1+θ2 eθ1
(
1 + eθ2
)]
=
(
1 + eθ1 + eθ2
) [1+eθ1
eθ1
1
1 1+e
θ2
eθ2
]
.
The differential equation in the parameters θ is{
θ˙1 =
(
1 + eθ1 + eθ2
)
1+eθ1
eθ1
F1(θ) +
(
1 + eθ1 + eθ2
)
F2(θ),
θ˙2 =
(
1 + eθ1 + eθ2
)
F1(θ) +
(
1 + eθ1 + eθ2
)
1+eθ2
eθ2
F2(θ),
or, written in pi:
(35)
 θ˙1 =
(
1
pi1
+ 1
pi0
)
F1 +
1
pi0
F2
θ˙2 =
1
pi0
F1 +
(
1
pi2
+ 1
pi0
)
F2
B.2.3. Projective parametrization. Eq. (34) in matrix form becomes:
(1− θ1 − θ2)−2
 −1 −11− θ2 −θ1
−θ2 1− θ1
 ( θ˙1
θ˙2
)
=
 F0F1
F2

whose solution in θ˙1, θ˙2 is:{
θ˙1 = (1− θ1) (1− θ1 − θ2) F1 + θ1 (1− θ1 − θ2) F2
θ˙2 = θ2 (1− θ1 − θ2) F1 + (1− θ1 − θ2) (1− θ2) F2
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and written in pi: {
θ˙1 = (1− pi2) pi−20 F1 + pi1pi−20 F2
θ˙2 = pi2pi
−2
0 F1 + (1− pi1) pi−20 F2
Notice that, in each parametrization, the condition F0 + F1 + F2 = 0 is verified.
Appendix C. Replicator equations
The differential equation of the replicator, see Ay and Erb [2005], is:
x˙i = xi (fi(x)− x · f)
On the simplex we have:
(36)
{
F1(pi) = pi1 (f1(pi)− pi · f)
F2(pi) = pi2 (f2(pi)− pi · f)
where the expected value of f is
(37) pi · f = f0pi0 + f1pi1 + f2pi2 = f0 + (f1 − f0)pi1 + (f2 − f0)pi2,
so that
f1 − pi · f = (1− pi1)(f1 − f0)− pi2(f2 − f0),(38)
f2 − pi · f = −pi1(f1 − f0) + (1− pi2)(f2 − f0),(39)
and Eq. (36) becomes:
(40)
{
F1 = pi1 ((f1 − f0)(1− pi1)− (f2 − f0)pi2) ,
F2 = pi2 (−(f1 − f0)pi1 + (f2 − f0)(1− pi2)) ,
or
(41)
[
F1
F2
]
=
[
pi1(1− pi1) −pi1pi2
−pi1pi2 pi2(1− pi2)
] [
f1 − f0
f2 − f0
]
.
Replacing F1 and F2 in the differential equations with the different parametrizations,
written as a function of pi, we have, in the exponential parametrization,
(42)
[ 1
pi0
+ 1
pi1
1
pi0
1
pi0
1
pi0
+ 1
pi2
] [
pi1(1− pi1) −pi1pi2
−pi1pi2 pi2(1− pi2)
]
=
(
1
pi0
[
1 1
1 1
]
+
[
pi−11 0
0 pi−12
])[
pi1(1− pi1) −pi1pi2
−pi1pi2 pi2(1− pi2)
]
=
[
pi1 pi2
pi1 pi2
]
+
[
1− pi1 −pi2
−pi1 1− pi2
]
= I2
so that the differential equations are
(43)
{
θ˙1 = f1 − f0
θ˙2 = f2 − f0
In the projective parametrization
(44)
[
(1− pi2)pi−20 pi1pi−20
pi2pi
−2
0 (1− pi1)pi−20
] [
pi1(1− pi1) −pi1pi2
−pi1pi2 pi2(1− pi2)
]
=
1
pi20
[
1− pi2 pi1
pi2 1− pi1
] [
1− pi1 −pi1
−pi2 1− pi2
] [
pi1 0
0 pi2
]
=
[pi1
pi0
0
0 pi2
pi0
]
hence the differential equations are
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(45)
{
θ˙1 = θ1(f1 − f0)
θ˙2 = θ2(f2 − f0)
Appendix D. Second order calculus
The expectation parameters are
ηi(θ) =
eθi
1 +
∑d
j=1 e
θj
and the information matrix is
I(θ) = diag (η(θ))− η(θ)η(θ)′
The precision matrix is
I−1 = diag (η)−1 + (1− |η|)−111′.
In fact
(diag (η)− ηη′) (diag (η)−1 + (1− |η|)−111′) =
I + (1− |η|)−1 diag (η) 11′ − ηη′ diag (η)−1 − (1− |η|)−1ηη′11′ =
I + (1− |η|)−1η1′ − η1′ − |η| (1− |η|)−1η1′ = I.
The derivative in the direction h of η 7→ diag (η)− ηη′ at η is
h 7→ diag (h)− hη′ − ηh′,
hence, composing with
∂iη(θ) = I(θ)ei = (diag (η(θ))− η(θ)η(θ)′) ei = ηi(θ) (ei − η(θ)) ,
we obtain
∂iI(θ) = diag (ηi(θ) (ei − η(θ)))− ηi(θ) (ei − η(θ))η(θ)′ − ηηi(θ) (ei − η(θ))′
= ηi(θ)
(
diag ((ei − η(θ)))− (ei − η(θ))η(θ)′ − η(θ) (ei − η(θ))′
)
.
The following equality is to be used below.
I−1∂iI =(
diag (η)−1 + (1− |η|)−111′) (ηi (diag ((ei − η))− (ei − η)η′ − η (ei − η)′)) =
ηi diag (η)
−1 (diag ((ei − η))− (ei − η)η′ − η (ei − η)′)+
ηi(1− |η|)−111′
(
diag ((ei − η))− (ei − η)η′ − η (ei − η)′
)
=
We conclude by briefly reviewing the computation of the metric connection (Levi-Civita
connection) which is required by e.g., the computation of the Riemannian Hessian.
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Let pi(t) be an univariate statistical model. Let F (pi(t)) and G(pi(t)) be centered piv-
otal quantities (vector fields of the statistical model). The variation of Cov(F (pi(t)), G(pi(t)))
in the time is:
d
dt
(Cov(F (pi(t)), G(pi(t)))) =
d
dt
〈F (pi(t)), G(pi(t))〉pi(t) =
d
dt
∑
i,j
Fi(pi(t))Gi(pi(t))Iij(pi(t)) =
∑
i,j
(
d
dt
Fi
)
GiIij +
∑
i,j
Fi
(
d
dt
Gi
)
Iij +
∑
i,j
FiGi
(
d
dt
Iij
)
=
〈 d
dt
F,G〉pi(t) + 〈F, d
dt
G〉pi(t) + 1
2
〈I−1 d
dt
(I)F,G〉pi(t) + 1
2
〈F, I−1 d
dt
(I)G〉pi(t) =
〈 d
dt
F +
1
2
I−1
d
dt
(I)F,G〉pi(t) + 〈F, d
dt
G+
1
2
I−1
d
dt
(I)G〉pi(t),
see do Carmo [1992], Pistone [2013].
The last line can be properly written as:
〈 d
dt
(Fi(pi(t)))
n
i=1 +
1
2
I−1(pi(t))
d
dt
(I(pi(t)))F (pi(t)), G〉pi(t)+
〈F (pi(t)), d
dt
(Gi(pi(t)))
n
i=1 +
1
2
I−1(pi(t))
d
dt
(I(pi(t)))G〉pi(t),
which defines an operator (affine connection do Carmo [1992] or metric derivative Lang
[1995])
(F,α) 7→ ∇Fα+ 1
2
I−1(∇Iα)F
If the model is such that I−1(pi(t)) d
dt
(I(pi(t))) = 0, then
d
dt
(Cov(F (pi(t)), G(pi(t)))) = 〈 d
dt
(Fi(pi(t)))
n
i=1 , G〉pi(t)+〈F (pi(t)),
d
dt
(Gi(pi(t)))
n
i=1〉pi(t).
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