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1 Introduction
Despite extension groups between modules over an algebra are very easy to
define and taught nowadays in every standard course in homological algebra,
it is still to be very difficult to compute them explicitly for a given pair of
modules. One of such problems is a computation of extension groups between
Weyl modules over the Schur algebra S(n, r). It was shown in the joint work [3]
of the author with Ana Paula Santana that this problem is closely related to
the construction of a minimal projective resolution of the trivial module K over
Kostant form UK(sl
+
n ) of the universal enveloping algebra of the Lie algebra sl
+
n .
In this paper we compute the first three steps of a minimal projective res-
olution of K in the case p = 2 and n = 3. For this we use Anick’s resolution
constructed in [1]. Our result depends on the knowledge of a Gro¨bner basis for
UK(sl
+
n ). In the last section we give several conjectures about the Gro¨bner basis
for UK(sl
+
n ). It should be noted that with this conjectures proved it would be
easy to extend the result of Theorem 3 to the cases p ≥ 3, n = 3 and p = 2,
n ≥ 4.
In the Section 2 we recall the definition of Gro¨bner basis and in the Section 3
the construction of the Anick’s resolution. Then we proceed with the definition
of UK(sl
+
n ) in Section 4. The Sections 5, 6, 7 contain new results. Note that all
the results of Section 5 are proved for an arbitrary p and n, and they will be
used in the subsequent papers.
2 Gro¨bner basis
LetX be a set. We denote byX∗ the set of all words with letters in X . Then X∗
is a free monoid generated by X with the multiplication given by concatenation
of words and the unity e given by the empty word. There is a partial order ≺
on X∗ given by the incusion of words. Note that ≺ is the coarsest partial order
∗The work is supported by the FCT Grant SFRH/BPD/31788/2006. The financial support
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on X∗ such that X∗ is an ordered monoid with e the least element of X∗. A
monoidal order on X∗ is a total order that refines ≺.
Let K be a field. We denote by K 〈X∗〉 a vector space spanned by X∗. A
vector spaceK 〈X∗〉 is a free associative algebra generated byX . We will call the
elements of X∗ monomials, and the elements of K 〈X∗〉 polynomials. Define the
support of p ∈ K 〈X∗〉 to be the set of element in X∗ with non-zero coefficients
in p. If ≤ is a monoidal order on X∗ then we define the leading monomial lm(p)
of p ∈ K 〈X∗〉 to be the maximal element of support of p with respect ≤. Define
the leading term lm(p) of p to be the leading monomial of p with coefficient it
enters in p. A monoidal order ≤ on X∗ can be extended to a partial order ≤
on K 〈X∗〉 by the rule
p ≤ q ⇐⇒lm(p) < lm(q)
lt(p) = lt(q) and p− lt(p) ≤ q − lt(q).
Note that in the case lm(p) = lm(q) but lt(p) 6= lt(q) the polynomials p and q
are incompatible.
The pair (m, f), wherem is a monomial and f an element of K 〈X∗〉, is called
a rewriting rule if m > f . Note that every element p ∈ K 〈X∗〉 gives a rewriting
rule r(p) = (lm(p), f) where f = (p − lt(p))/λ and λ is the leading coefficient
of p. We will say that h is a result of application of (m, f) to g if there is
m′ ∈ supp(g) such that m′ = umv for some u, v ∈ X∗, and h = g−λm′+λufv,
where λ is the coefficient of m in g. We will write in this situation g →r h. If
r = r(p) for some p ∈ K 〈X∗〉 then we write g →f h instead of g →r(p) h. Let
S be a collection of rewriting rules or polynomials. Then g →S h denotes that
there is r ∈ S such that g →r h. Formally, →S is a set relation on K 〈X
∗〉.
We denote by →∗S the reflexive and transitive closure of →S . An element g
of K 〈X∗〉 is called non-reducible with respect to the set of rewriting rules or
polynomials S if g is a minimal element of K 〈X∗〉 with respect to →∗S .
Definition 1. Let A be an algebra over a field K and X = { ai | i ∈ I} a set
of generators of A. Denote by pi the canonical projection from K 〈X∗〉 to A.
We say that a subset S of ker (pi) is a Gro¨bner basis of ker(pi) if pi restricted
on the vector space of non-reducible elements with respect { r(p) | p ∈ S} is an
isomorphism of K-vector spaces. A Gro¨bner basis S is called reduced if elements
p ∈ S are non-reducible with respect to S \ {p}.
Suppose that ≤ is an artinian monoidal order onX∗, that is every descending
chain in X∗ stabilizes. Let f ∈ K 〈X∗〉. If f is reducible with respect to a
Gro¨bner basis then there is f1 such that f →S f1. By definition of Gro¨bner
basis f1 < f with respect to the induced ordering on K 〈X
∗〉. If f1 is reducible
we can find f2 such that f1 →S f1, f1 > f2 and so on. Thus we get a descending
sequence f > f1 > f2 > . . . . As we assumed that the ordering ≤ is artinian this
sequence have to break. Thus there is f ′ that is non-reducible with respect to
S and f →S f
′. We call f ′ the normal form of f with respect to S and denote
it by NF (f, S). Note that the use of the article “the” is justified by the fact
that f ′ is unique. In fact suppose there are f ′ and f ′′ such that f →S f
′ and
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f →S f
′′. Then f ′ − f ′′ = (f ′ − f) + (f − f ′′) ∈ ker(pi) is an element of the
kernel of the natural projection pi : K 〈X∗〉 → A. Moreover, all monomials in
f ′ − f ′′ are non-reducible with respect to S. Since the images of non-reducible
monomials with respect to S give a basis of A under the map pi it immediately
follows that f ′ − f ′′ = 0.
The notion of Gro¨bner basis is closely connected with the notion of critical
pairs. We say that two monomials m1, m2 ∈ X
∗ overlaps if there are u, v,
w ∈ X∗ such that m1 = uv and m2 = vw. Note that two given monomials
can have different overlappings. To make things more convenient we define an
overlapping as a triple (m,m1,m2), such that there are u, v ∈ X
∗ such that
m = m1v and m = um2.
Definition 2. A critical pair is a triple (w, r1, r2), where w is a word and
r1 = (m1, f1), r2 = (m2, f2) are rewriting rules such that there are u, v ∈ X
∗
with the property
w = um1 = m2v or w = um1v = m2.
A word w is called the tip of the critical pair (w, r1, r2).
Let (w, r1, r2) be a critical pair with r1, r2 ∈ S and u, v ∈ X
∗ such that
w = um1 = m2v (or w = um1v = m2). It is called reducible if uf1 − f2v →
∗
S 0
(respectively uf1v− f2 →
∗
S 0). The set of rewriting rules S is called complete if
all critical pairs (w, r1, r2) with r1, r2 ∈ S are reducible.
Theorem 1. Suppose ≤ is artinian monoidal ordering on X∗. A subset S of
K 〈X∗〉 is a Gro¨bner basis of a two-sided ideal I ⊂ K 〈X∗〉 if and only if the set
of rewriting rules { r(p) | p ∈ S} is complete.
We shall need the following proposition
Proposition 1. Suppose R is a complete rewriting system in variables X and
Y is a subset of X. We denote by R(Y ) the subset of R that consist from all
the rules (m, p) such that m ∈ Y ∗. If for all (m, p) ∈ R(Y ) we have p ∈ K 〈Y ∗〉
then R(Y ) is a complete rewriting system.
Proof. Suppose f ∈ K 〈Y ∗〉 and f →R g then f →(m,p) g for some (m, p) ∈ R.
Since m  m′ for some m′ ∈ supp(f) and m′ ∈ Y ∗ we get that (m, p) ∈ R(Y ).
By assumption of the proposition we get p ∈ K 〈Y ∗〉. Therefore g ∈ K 〈Y ∗〉 and
f →R(Y ) g. Now by repetition we get that f ∈ K 〈Y
∗〉 and f →∗R g implies that
f →∗R(Y ) g.
Suppose that (w, r1, r2) is an overlap of two rules from R(Y ) and u, v ∈ Y
∗
are such that w = m1v = um2 (w = um1v = m2). Then p1v − up2 ∈ K 〈Y
∗〉
(up1v−p2 ∈ K 〈Y
∗〉) and p1v−up2 →R 0 (up1v−p2 →R 0), since R is complete.
But then p1v − up2 →R(Y ) 0 (up1v − p2 →R(Y ) 0), which shows that R(Y ) is
complete.
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3 Anick resolution
The anick resolution was introduced in [1]. LetA be an algebra over a fieldK and
ε : A→ K a homomorphism of algebras. Let X = a1,. . . be a set of generators of
A and S ⊂ K 〈X∗〉 a reduced Gro¨bner basis with respect to a monomial ordering
≤ on X∗. For this set of data Anick constructed a free resolution of K over A,
which is nowadays called anick resolution. We will describe only the first four
steps of Anick’s construction under additional assumption that ε(x) = 0 for all
x ∈ X .
First we define sets Tk, k = −1, 0, 1, 2, that will serve as bases of A-free
modules Pk. Denote by T−1 the set {e} with one element e and by T0 the set
X . The set T1 is the set of all leading monomials in S. Denote by T˜2 the set of
all possible overlaps of elements of T1. Every element of T˜2 is a triple (w, r1, r2).
We say that an overlap (w, r1, r2) is minimal if there is no overlap (w
′, r′1, r
′
2)
such that w′ ≺ w. Note that if an overlap (w, r1, r2) is minimal then the
rules r1 and r2 are uniquely determined by w. In fact, suppose that (w, r1, r2)
(w, r′1, r
′
2) ∈ T˜2. Then w = m1v = m
′
1v
′. But this means that m1  m
′
1 or
m′1  m1. Since S is a reduced Gro¨bner basis it follows that r1 = r
′
1. Similarly
r2 = r
′
2. Denote by T2 the set of monomials in X
∗ such that there is a minimal
overlap (w, r1, r2). Denote for k = −1, 0, 1, 2 by Pk the A-linear span of Tk.
Let M be the set of all non-reducible monomials with respect to S. Then for
k = −1, 0, 1, 2 the set
Nk = {m.t |m ∈M, t ∈ Tk}
is the basis of Pk over K.
The sets Nk have a full ordering induced by the ordering ≤ on X
∗ via the
map m.t 7→ mt. We define maps δn : Pn → Pn and jn : Pn−1 → Pn as follows.
δ0(m.x) := NF (mx, S).e
j0(ux.e) := u.x
δ1(m.t) := NF (mt
′, S).x, where t = t′x
Now let m ∈M and x ∈ X . Suppose there are u, v ∈M such that m = uv and
vx ∈ T1. Then we define j1(m.x) = u.vx. Otherwise we let j1(m.x) = 0. Note
that j1 is well-defined as m = uv = u
′v′ would imply that v  v′ or v′  v and
therefore vx  v′x or v′x  v′x. But since S is reduced Gro¨bner basis any two
different elements of T1 are incompatible with respect to  (in other words T1
is an anti-chain in the Anick’s terminology).
Let w ∈ T2 be such that w = m1v = um2 with m1, m2 ∈ T1. Define
δ2(m.w) = NF (mu, S).m2.
Suppose t ∈ T1 and m ∈M . If m = uv for some u, v ∈M such that vt ∈ T2
then we define j2(m.t) = u.vt. Note that if such u and v exist then they are
unique as S is a reduced Gro¨bner basis. If there is no u and v with the above
property then we let j2(m.t) = 0.
Now we define homomorphisms of left A-modules dn : Pn → Pn−1 and homo-
morphisms of K-vector spaces in : ker(dn−1)→ Pn for n = 0, 1, 2 by induction.
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Since dn is a homomorphism of free A-modules it is enough to define dn on the
basis elements .t, where t ∈ Tn. On the other hand in is a homomorphism of K
vector spaces, moreover we do not have any convenient basis for ker(dn−1). We
will define in by induction on the leading term of f ∈ ker(dn−1).
d0(.t) := δ0(.t)
i0(m.e) := j0(m.e)
dn+1(.t) := δn+1(.t)− indn(δn+1(.t))
in(f) := jn(lt(f)) + in(f − dn(jn(lt(f)))).
Note that it is not obvious that dn and in are well-defined. This a part of the
claim of Proposition 2. The following proposition is proved in [1]. Note that
Anick [1] constructed modules Pn and maps dn for all n ∈ N.
Proposition 2. The sequence of left A-modules
P2
d2−→ P1
d2−→ P0
d2−→ P−1
ε
−→ K→ 0
is an exact complex.
4 Konstant form of universal enveloping algebra
Denote by sl+n the Lie algebra of upper triangular nilpotent matrices. Let Un(C)
be its universal enveloping algebra over C. We shall consider sl+n with the
standard basis {eij | 1 ≤ i < j ≤ n}. Then Un(C) is generated as an algebra by
the elements e1,2, e2,3, . . . , en−1,n.
Let≪ be an arbitrary full ordering on the set { eij | i < j}. We always assume
that in the product
∏
i<j
e
kij
ij the generators increase from the left to right, with
respect to the ordering≪. It follows from the Poincare-Birkhoff-Witt Theorem,
that the set
Bn =
 ∏
1≤i<j≤n
e
kij
ij
∣∣∣∣∣∣kij ∈ N

is a C-basis of Un(C). Denote by e
(k)
ij the element
1
k!e
k
ij of the algebra Un(C).
We define Un(Z) to be the Z-sublattice of Un(C) generated by the set
Bn =
∏
i<j
e
(kij)
ij
∣∣∣∣∣∣kij ∈ N
 .
Proposition 3. The set Un(Z) is a subring of Un(C). In other words, Un(Z)
is a Z-algebra. It is called the Kostant form of the universal enveloping algebra
Un(C) over Z.
Proof. For a proof see [2, Lemma 2 after Proposition 3] and [2, Remark 3]
thereafter.
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Definition 3. For any field K, the algebra Un(K) := K ⊗Z Un(Z) is called
Kostant form of the algebra Un(C) over K.
Define a grading on sl+n (C) by deg(eij) = j − i.
This grading extends to the grading of UC(sl
+
n ) such that
UC(sl
+
n )d =
∏
i<j
e
kij
ij
∣∣∣∣∣∣
∑
i<j
kij(j − i) = d
 .
Since the intersection of UC(sl
+
n )d with UZ(sl
+
n ) is a lattice in UC(sl
+
n )d, this
grading downgrades to UZ(sl
+
n ). After tensoring with K we get a grading on
UK(sl
+
n ) such that
UK(sl
+
n )d =
∏
i<j
e
(kij)
ij
∣∣∣∣∣∣
∑
i<j
kij(j − i) = d
 .
5 Big Gro¨bner basis
In this section we describe a Gro¨bner basis of the algebra Un(K) with respect to
the generating set X =
{
e
(k)
ij
∣∣∣ i < j, k ∈ N}. We will consider deglex ordering
on X∗ with respect to the degree function defined in the previous section and
the ordering ≪ on X .
Theorem 2. Let X and the ordering on X be as above. Then the following set
of rewriting rules is complete:
e
(k)
ij e
(r)
ij →
(
k + r
k
)
e
(k+r)
ij (1)
e
(k)
ij e
(r)
st → e
(r)
st e
(k)
ij , if i, j, s, t are different and (s, t)≪ (i, j) (2)
e
(k)
ij e
(r)
jt →
min(k,r)∑
s=0
e
(r−s)
jt e
(s)
i,t e
(k−s)
i,j , if (i, j)≫ (j, t) (3)
e
(k)
ij e
(r)
si →
min(k,r)∑
t=0
(−1)te
(r−t)
si e
(t)
s,je
(k−t)
ij , if (i, j)≫ (s, i) (4)
Note that the corresponding Gro¨bner basis is not reduced in general, since
it can happen that (i, t) doesn’t lie between (j, t) and (i, j) in (3) or that (s, j)
doesn’t lie between (s, i) and (i, j) in (4).
Proof. It is clear that the set
B =
∏
i<j
e
(kij)
i,j
∣∣∣∣∣∣ i < j, kij ∈ N

6
is the set of non-reducible words with respect to the given rewriting system. By
definition the natural image of B in UK(sl
+
n ) is a basis of UK(sl
+
n ). Therefore
it is enough to check that for every rule the left hand side and the right hand
side are equal in UK(sl
+
n ). This is obvious for (1) and (2). Thus we have only
to check the claim for (3) and (4). We shall do this only for (3) as the case (4)
is similar.
We have to prove the equality
e
(k)
ij e
(r)
jt →
min(k,r)∑
s=0
e
(r−s)
jt e
(s)
i,t e
(k−s)
i,j
in UK(sl
+
n ). Clearly it is enough to prove the same equality in UZ(sl
+
n ) and
therefore in UC(sl
+
n ). We will do this by induction on the minimum of k and r.
The case min(k, r) = 1 splits into two cases r = 1 and k = 1. The case k = 1
we prove by induction on k. For k = r = 1 we have
eijejt = ejteij + eit.
Suppose we have proved equality for k = 1 and r ≤ r0. Let us check it for
r = r0 + 1.
eije
(r)
jt =
1
r
eije
(r−1)
jt ejt induction assumption
=
1
r
(
e
(r−1)
jt eij + e
(r−2)
jt eit
)
ejt
=
1
r
(
e
(r−1)
ij ejteij + e
(r−1)
jt eit + e
(r−2)
jt ejteit
)
= e
(r)
ij eij +
1
r
(1 + r − 1)) e
(r−1)
jt eit
= e
(r)
ij eij + e
(r−1)
jt eit.
Now we prove the equality in the case r = 1 and k ≥ 2. Suppose it is proved
for all k ≤ k0. Let us show it for k = k0 + 1. We have
e
(k)
ij ejt =
1
k
eije
(k−1)
ij ejt
=
1
k
(
eijejte
(k−1)
ij + eijeite
(k−2)
ij
)
=
1
k
(
ejteije
(k−1)
ij + eite
(k−1)
ij + eiteije
(k−2)
ij
)
= ejte
(k)
ij + eite
(k−1)
ij .
Suppose we have prove equality for all k and r such that min(k, r) ≤ m0. Let us
prove it for min(k, r) = m0+1. There are two cases k = m0+1 and r = m0+1.
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As the computations are very similar we will treat only the first case.
e
(k)
ij e
(r)
jt =
1
k
eije
(k−1)
ij e
(r)
jt
=
1
k
k−1∑
s=0
eije
(r−s)
jt e
(s)
it e
k−1−s
ij
=
1
k
k−1∑
s=0
(
e
(r−s)
jt e
(s)
it eije
(k−1−s)
ij + e
(r−s−1)
(jt) eite
(s+1)
it e
(k−1−s)
ij
)
=
1
k
k∑
s=0
(k − s+ s)e
(r−s)
jt e
(s)
it e
(k)
ij =
k∑
s=0
e
(r−s)
jt e
(s)
it e
(k)
ij .
Corollary 1. Let p be a characteristic of the field K and l ≥ 0. Then the linear
span Ul
K
(sl+n ) of the set
B′ =
∏
i<j
e
(kij)
ij
∣∣∣∣∣∣ kij ≤ pl − 1

is a subalgebra of UK(sl
+
n )
Proof. We claim that Ul
K
(sl+n ) is the subalgebra A of UK(sl
+
n ) generated by the
set
X ′ =
{
e
(k)
ij
∣∣∣ k ≤ pl − 1} .
It is enough to show that the set B′ is a basis of A. Let R be rewriting system
defined in Theorem 2. We claim that R(X ′) is complete. To prove this we apply
Proposition 1. It is obvious for the rules (2), (3) and (4) that if the left hand
side is an element of (X ′)
∗
then all the monomials on the right hand side are
also elements of (X ′)
∗
. Moreover, if k+ r ≤ pl− 1 then the same is true for the
rewriting rule (1). Suppose k, r ≤ pl−1 and k+r ≥ pl. Then k + rchoosek = 0
in K. It is well known that the degree of p in the prime decomposition of n! is
given by the formula
∞∑
j=0
[
n
pj
]
.
Therefore the degree of p in the prime decomposition of
(
k+r
k
)
is
∞∑
j=0
([
k + r
pj
]
−
[
k
pj
]
−
[
r
pj
])
=
[
k + r
pl
]
+
l−1∑
j=0
([
k + r
pj
]
−
[
k
pj
]
−
[
r
pj
])
≥
[
k + r
pl
]
= 1 > 0.
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Therefore for the rule (1) and k + r ≥ pl we get
e
(k)
ij e
(r)
ij → 0.
This shows that R(X ′) is complete. Now it is obvious that B′ is the set of non-
reducible monomials in the alphabet X ′ with respect to the rewriting system
R(X ′). This shows that B′ is a basis of the algebra A′.
6 Small Gro¨bner basis
The Gro¨bner basis obtained in the previous section is not convenient for the
construction of minimal projective resolution of K, since the anick resolution is
much closer to the minimal resolution if the chosen generating set is minimal.
In this section we will stick to the case p = 2 and n = 3. The more general
case will be considered in other paper. Nevertheless we start with the technical
result that is true for an arbitrary p and n.
Lemma 1. Let p be the characteristic of K and k = klp
l + kl−1p
l−1 + · · ·+ k0
with 0 ≤ ks ≤ p− 1. Then for any i < j
l∏
s=0
(
e
(ps)
ij
)ks
is a non-zero multiple of e
(k)
ij .
Proof. We have to check that the integer
n :=
k!∏l
s=0 (p
s!)ks
is non-zero in K. The degree of p in the prime decomposition of n is given by
l∑
t=0
([
k
pt
]
−
l∑
s=0
ks
[
ps
pt
])
=
l∑
t=0
((
l∑
s=t
ksp
s−t
)
−
l∑
s=t
ksp
s−t
)
= 0.
This shows that n is non-zero in K.
Now we note that
e
(pl)
ij = e
(pl)
i,i+1e
(pl)
i+1,j −
pl−1∑
s=0
e
(pl−s)
i+1,j e
(s)
ij e
(pl−s)
i,i+1 .
In fact it was proved in Theorem 2. From this equality by induction on j − i
and l it follows that the set{
e
(pl)
i,i+1
∣∣∣ 1 ≤ i ≤ n− 1, l ∈ N0}
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generates UK (sl
+
n ). Note that the set{
e
(pk)
i,i+1
∣∣∣ 1 ≤ i ≤ n− 1, 0 ≤ k ≤ l}
generates the subalgebra UK(sl
+
n ) of UK(sl
+
n ).
From now on we assume that n = 3 and p = 2. For a convenience we will
denote e2
k
12 by ak and e
2k
23 by bk. We start with the proof of some equalities in
UK(sl
+
3 ).
Proposition 4. For any k we have a2k = b
2
k = 0.
Proof. In the proof of Corollary 1 it was proved that if r, s ≤ pt−1 and r+s ≥ pt
then for any i < j we have e
(r)
ij e
(s)
ij = 0. We apply this claim to the situation
(i, j) = (1, 2), (2, 3) and r = s = 2k, t = k + 1.
Proposition 5. For any l and k elements al and ak commutes. Similarly bl
and bk.
Proof. Obvious.
Proposition 6. For any l > k we have
albk + bkal + akbkakak+1 . . . al−1 = 0 (5)
blak + akbl + bkakbkbk+1 . . . bl−1 = 0 (6)
in UK(sl
+
n ).
Proof. We have
albk = e
(2l)
12 e
(2k)
23
=
2k∑
s=0
e
(2k−s)
23 e
(s)
13 e
(2l−s)
12 relation (3)
= bkal +
2k∑
s=1
e
(2k−s)
23 e
(s)
13 e
(2l−s)
12
and
akbkak . . . al−1 = e
(2k)
12 e
(2k)
23 e
(2k)
12 . . . e
(2l−1)
12
= e
(2k)
12 e
(2k)
23 e
(2l−2k)
12 Lemma 1
=
2k∑
s=0
e
(2k−s)
23 e
(s)
13 e
(2k−s)
12 e
(2l−2k)
12 .
Since 2k, 2l − 2k ≤ 2l − 1 and 2l = 2k + (2l − 2k) ≥ 2l by proof in Corollary 1
we have e
(2k)
12 e
(2l−2k)
12 = 0. Now if 1 ≤ s ≤ 2
k then 2k − s = 2i1 + · · · + 2iσ
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for some 0 ≤ σ ≤ k and 0 ≤ i1 < i2 < · · · < iσ ≤ k − 1. Moreover 2
l − 2k =
2k+2k+1+ · · ·+2l−1. Therefore applying Lemma 1 twice we get for 1 ≤ s ≤ 2k
e
(2k−s)
12 e
(2l−2k)
12 = e
(2l−s)
12 .
Therefore
akbkak . . . al−1 =
2k∑
s=1
e
(2k−s)
23 e
(s)
13 e
(2l−s)
12 .
The second equality follows from the obvious duality ak ↔ bk.
Proposition 7. For all k ∈ N we have bkakbkak + akbkakbk = 0 in UK(sl
+
n ).
Proof. We have
akbkakbk = e
(2k)
12 e
(2k)
23 e
(2k)
12 e
(2k)
23
=
2k∑
s=0
e
(2k)
12 e
(s)
12 e
(2k−s)
13 e
(s)
23 e
(2k)
23 relation (4).
Now if 0 ≤ s ≤ 2k−1 applying Lemma 1 twice we get e
(2k)
12 e
(s)
12 = e
(2ks )
12 . Similarly
for e13. If s = 2
k we get e
(2k)
12 e
(s)
12 = a
2
k = 0 by Proposition 4. Therefore
akbkakbk =
2k−1∑
s=0
e
(2k+s)
12 e
(2k−s)
13 e
(2k+s)
23 .
From the duality e12 ↔ e23 it follows that
bkakbkak =
2k−1∑
t=0
e
(2k+t)
23 e
(2k−t)
13 e
(2k+t)
12 .
Now we can use rewriting rules (2), (4), and (1):
2k−1∑
t=0
e
(2k+t)
23 e
(2k−t)
13 e
(2k+t)
12 =
2k−1∑
t=0
2k+t∑
r=0
e
(2k+t−r)
12 e
(r)
13 e
(2k−t)
13 e
(2k+t−r)
23
=
2k−1∑
s=−2k
2k−1∑
t=max(0,s)
(
2k − s
2k − t
)
e
(2k+s)
12 e
(2k−s)
13 e
(2k+s)
23 .
Suppose −2k ≤ s ≤ −1. Denote −s by s˜. Then
2k−1∑
t=max(0,s)
(
2k − s
2k − t
)
=
2k−1∑
t=0
(
2k + s˜
2k − t
)
=
2k∑
j=1
(
2k + s˜
j
)
= 1 +
2k∑
j=0
(
2k + s˜
j
)
.
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Now the sum
∑2k
j=0
(
2k+s˜
j
)
is a coefficient of x2
k
in the product2k+s˜∑
j=0
xj
 ∞∑
j=0
xj
 = (1 + x)2k+s˜(1 + x)−1 = (1 + x)2k+s˜−1
= (1 + x)2
k
(1 + x)s˜−1 = (1 + x2
k
)(1 + x)s˜−1.
Since 0 ≤ s˜− 1 ≤ 2k − 1, this coefficient is 1. Therefore
2k−1∑
t=max(0,s)
(
2k − s
2k − t
)
= 0
for −2k ≤ s ≤ −1. Suppose 0 ≤ s ≤ 2k − 1. Then we get
2k−1∑
t=max(0,s)
(
2k − s
2k − t
)
=
2k−1∑
t=s
(
2k − s
2k − t
)
=
2k−s∑
j=1
(
2k − s
j
)
= 1 + (1 + 1)2
k−s = 1.
Therefore
bkakbkak =
2k−1∑
s=0
e
(2k+s)
12 e
(2k−s)
13 e
(2k+s)
23
as required.
Let Xl = { ak, bk | 0 ≤ k ≤ l}. We order the elements of Xl by
a0 < b0 < a1 < b1 < · · · < al < bl
and define degree deg : Xl → N by deg(ak) = deg(bk) = 2
k. Denote by pi the
natural projection K 〈X∗l 〉 → U
l
K
(sl+n )).
Proposition 8. The following set Sl of elements in K 〈X
∗
l 〉
albk + bkal + akbkakak+1 . . . al−1 if l > k (7)
blak + akbl + bkakbkbk+1 . . . bl−1 if l > k (8)
alak + akal if l > k (9)
blbk + bkbl if l > k (10)
bkakbkak + akbkakbk (11)
a2k (12)
b2k (13)
is a reduced Gro¨bner basis of ker(pi).
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Proof. If follows from Propositions 4, 5, 6, 7, that Sl is a subset of ker(pi). Thus
it is enough to show that the images of non-reducible monomials in X∗l give a
basis of Ul
K
(sl+n ). Since the images of non-reducible monomials in X
∗
l generate
Ul
K
(sl+3 ) as a vector space and U
l
K
(sl+3 ) is finite dimensional, it is enough to
show that the number of non-reducible monomials in X∗l with respect to Sl is
less or equal to the dimension of U l
K
(sl+3 ). From Corollary 1 it follows that the
dimension of Ul
K
(sl+3 ) is
(
2l
)3
= 23l = 8l.
To find non-reducible monomials with respect to Sl it is enough to find
monomials that does not contain submonomials albk, blak, alak, blbk for l >
k, and submonomials bkakbkak, a
2
k, b
2
k. If a monomial m does not contain
submonomials albk, blak, alak, blbk for l > k, then the indices of variables in
m weakly increase from the left to right. We denote by mk a submonomial of
m that consists from the all variables with index k. Then m = m0m1 . . .ml−1.
Now if mk does not contain submonomals a
2
k, b
2
k, bkakbkak then it is equal to
one of the monomials
e, ak, bk, akbk, bkak, akbkak, bkakbk, akbkakbk.
Therefore there is no more then 8l non-reducible monomials in X∗l with respect
to Sl.
Corollary 2. Let X =
⋃
l≤0Xl. The set S =
⋃
l≥0 Sl is a reduced Gro¨bner
basis of ker(pi), where pi is the natural projection K 〈X∗〉 → UK(sl
+
3 ).
Proof. It is clear that S ⊂ ker(pi). Denote byR the rewriting system { r(p) | p ∈ S}.
It is enough to show that any critical pair (w, r1, r2), with r1, r2 ∈ R is reducible.
For a given critical pair (w, r1, r2) there is an l ≥ 0, such that all monomials
in w, r1, r2 lie in Xl. By Proposition 8 the set Sl is a Gro¨bner basis, there-
fore any critical pair (w, r1, r2) with w ∈ X
∗
l , r1, r2 ∈ Rl = { r(p) | p ∈ Sl} is
reducible.
7 First steps of minimal resolution for n = 3 and
p = 2
We will consider the algebra UK(sl
+
3 ) as a graded algebra with the grading
induced by degree function deg(ak) = deg(bk) = 2
k. Since the zero component
of UK(sl
+
3 ) is a field K and UK(sl
+
3 ) is a positively graded all graded projective
modules are shifts of the regular module UK(sl
+
3 ). Suppose P = UK(sl
3
+)v with
deg(v) = m. We define Rad(R) =
⊕
d≥1 UK(sl
+
3 )v. This definition of radical
can be extended to the arbitrary projective module by additivity. It is well
known that a resolution of an UK(sl
+
3 ) module M
· · · → Pm → . . . P2
d1−→ P1
d0−→ P0 →M → 0
is minimal up to step m if and only if Im(dk) ⊂ Rad(Pk) for all 0 ≤ k ≤ m.
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Now we will examine first four steps of the anick resolution of the trivial
module K over UK(sl
+
3 ). Then we modify it and get first three steps of a minimal
projective resolution.
In our situation T0 = { ak, bk | k ∈ N0}, and
T1 = { alak, blbk, albk, blak, bkakbkakbk, bkbk, akak | 0 ≤ k < l} .
We start with the computation of d1 : P1 → P0 in the anick resolution. Note
that since we are working in characteristic two we can disregard sings. Suppose
l > k, then
d1(.alak) = al.ak + i0d0(al.ak) = al.ak + i0(akal)
= al.ak + ak.al.
Analogously d1(.blbk) = bl.bk + bk.bl. Now
d1(.a
2
k) = ak.ak + i0d0(ak.ak)
= ak.ak + i0(0) = ak.ak
and analogously d1(.b
2
k) = bk.bk.
d1(.albk) = al.bk + i0d0(al.bk)
= al.bk + i0(akbkak . . . al−1.e+ bkal.e)
= al.bk + akbkak . . . al−2.al−1 + bk.al.
Analogously
d1(.blak) = bl.ak + bkakbk . . . bl−2.bl−1 + ak.bl.
Now
d1(.bkakbkak) = bkakbk.ak + i0d0(bkakbk.ak)
= bkakbk.ak + i0(akbkakbk.e)
= bkakbk.ak + akbkak.bk.
It is readily seen that the image of d1 is a subset of Rad(P0). Now we examine
properties of d2 : P2 → P1 in the anick resolution. In our case
T2 = { amalak, bmblbk |m ≥ l ≥ k}
∪ { amalbk, bmblak |m ≥ l > k}
∪ { amblak, bmalbk |m > l > k}
∪ { amblbk, bmalak |m > l ≥ k}
∪ { albkakbkak, blalblalbk | l > k}
∪ { blbkakbkak, blalblalak | l ≥ k}
∪ { bkakbkakbkak | k ∈ N0} .
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We will not compute value of d2 for all elements of T2. Instead we will show
that for some elements of T2 the image of d2 lies in Rad(P1) and for the rest of
elements we compute d2. Every element v of P1 can be uniquely written as a
sum ∑
m∈M, t∈T1
λm,tm.t,
where λm,t are elements of K. Now v ∈ Rad(P1) if and only if λe,t = 0 for all
t ∈ T1. Therefore if v is homogeneous and deg(v) is not an element of the set
{deg(t) | t ∈ T1} then v is an element of Rad(P1). Now
D = { deg(t) | t ∈ T1} =
{
2l + 2k
∣∣ l ≥ k ≥ 0} .
Note that d2 preserves degree as our Gro¨bner basis is homogeneous. Therefore
if t ∈ T2 and deg(t) 6∈ D, then d2(.t) ∈ Rad(P1). Now if m > l > k then the
degree of elements similar to amalak is 2
m + 2l + 2k and it is not an element of
D. Thus we have to consider only the cases when at least two numbers m, l, k
are equal.
Note that d2(.bkakbkakbkak), d2(.a
3
k), d2(.b
3
k), d2(b
2
kakbkak), d2(bkakbka
2
k)
are linear combinations of monomials that involve only variables with index k,
since the linear span of such monomials is a subalgebra of UK(sl
+
3 ). The set{
deg(t)
∣∣ t ∈ T1, t ∈ {ak, bk}∗}
contains two numbers: 2k+1 and 2k+2. Now deg((bkak)
3) = 3×2k+1, deg(a3k) =
deg(b3) = 3×2k, deg(b2kakbkak) = deg(bkakbka
2
k) = 5×2
k are different from both
of them. Therefore d2(.(bkak)
3), d2(.a
3
k), d2(.b
3
k), d2(.b
2
kakbkak), d2(.bkakbka
2
k)
lie in the radical of P1.
Suppose m > k. Then the elements a2mak, a
2
mbk, b
2
mak, b
2
mbk, bmambmamak,
and bmambmambk are elements of the subalgebra generated by Xm. They all
are of degree 2m+1 + 2k, but the set
{deg(t) | t ∈ T1, t ∈ X
∗
m} =
{
2l + 2k
∣∣m ≥ l ≥ k ≥ 0} .
does not contain 2m+1 + 2k, therefore the value of d2 for all of the above men-
tioned elements lies in the radical of P1.
It is left to compute d2 for ama
2
k, amb
2
k, bma
2
k, ambkakbkak, and bmbkakbkak.
Since am and ak commute we get
d2(.ala
2
k) = al.a
2
k + ak.alak
and the similar formulae are valid for d2(.bmb
2
k).
Suppose m > k + 1. Then we have
d2(.amb
2
k) = am.b
2
k + i1(ambk.bk)
= am.b
2
k + i1(bkam.bk + akbkak . . . am−1.bk)
= am.b
2
k + bk.ambk + i1(akbkak . . . am−1.bk + bkakbkak . . . am−2.am−1)
= am.b
2
k + bk.ambk + akbkak . . . am−2.am−1bk
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and the similar formula for d2(.bma
2
k). Now suppose m = k + 1. Then we get
d2(.ak+1b
2
k) = ak+1.b
2
k + i1(ak+1bk.bk)
= ak+1.b
2
k + i1(bkak+1.bk + akbkak.bk)
= ak+1.b
2
k + bk.ak+1bk + i1(akbkak.bk + bkakbk.ak)
= ak+1.b
2
k + bk.ak+1bk + .bkakbkak
and
d2(.bk+1a
2
k) = bk+1.a
2
k + ak.bk+1ak + .bkakbkak.
Now
d2(.ambkakbkak) = am.bkakbkak + i1(ambkakbk.ak + amakbkak.bk)
= am.bkakbkak + i1(bkakbkam.ak + akbkakam.bk)
= am.bkakbkak + bkakbk.amak + i1(akbkakam.bk + bkakbkak.am)
= am.bkakbkak + bkakbk.amak + i1(akbkakam.bk + akbkakbk.am)
= am.bkakbkak + bkakbk.amak + akbkak.ambk.
d2(.bmbkakbkak) = bm.bkakbkak + i1(bmbkakbk.ak + amakbkak.bk)
= bm.bkakbkak + i1(bkakbkbm.ak + akbkakam.bk)
= bm.bkakbkak + bkakbk.bmak + i1(bkakbkak.bm + akbkakam.bk)
= bm.bkakbkak + bkakbk.bmak + i1(akbkakbk.bm + akbkakam.bk)
= bm.bkakbkak + bkakbk.bmak + akbkak.ambk .
Therefore d2(.ambkakbkak) and d2(.bmbkakbkak) lie in the radical of P1.
Let T ′1 = T1\{ bkakbkak | k ∈ N0} and T
′
2 = T2\
{
bk+1a
2
k
∣∣ k ∈ N0}. Define P ′1
and P ′2 to be the submodules of P1 and P2 with A-bases T
′
1 and T
′
2 respectively.
We define d′1 to be the restriction of d1 on P1. The differential d
′
2 : P
′
2 → P
′
1 is
defined as follows. Let t ∈ T ′2. Then
d2(.t) = f +
∞∑
k=0
fk.bkakbkak
where f ∈ P ′2 and only finitely many fk are different from 0. Define
d′2(.t) = f +
∑
k=0
fk
(
bk+1.a
2
k + ak.bk+1ak
)
.
By the usual consideration we can see that the complex
P ′2 → P
′
1 → P
′
0 → P
′
−1 → K→ 0
is exact. Moreover it is minimal up to the term P ′1. We get
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Theorem 3. Let us denote UK(sl
+
3 ) by A and the free module over A, which is
generated by an element of degree s, by A[s]. The trivial module K over A has
a minimal projective resolution of the form⊕
0≤k
A[2k+1]⊕2
⊕
 ⊕
0≤k<l
A[2l + 2k]⊕4
→ ∞⊕
k=0
A[2k]⊕2 → A→ K→ 0.
8 Conjectures
In this section we formulate several conjectures that were guessed from the
excessive computer computations. We will consider the set of generators X ={
e
(pk)
i,i+1
∣∣∣ 1 ≤ i ≤ n− 1, k ∈ N0} of UK(sl+n ), where p is the characteristic of the
field K. To make formulae more readable we shall write aik instead of e
(pk)
i,i+1.
We will assume the ordering ≤ on X defined by
a11 < a21 < · · · < an−1,1 < a12 < · · · < an−1,2 < . . .
and on UK(sl
+
n ) we consider deglex ordering, where deg(aik) = p
k.
Conjecture 1. The map X → UK(sl
+
n ), aik 7→ ai,k+j can be extended to a
homomorphism of graded algebras UK(sl
+
n )→ UK(sl
+
n ).
Note that in the case of n = 3 and p = 2 the claim of the conjecture easily
follows from Proposition 2.
Conjecture 2. Suppose n = 3 and p > 2. Denote a1k by ak and a2k by bk.
Then the set{
apk, b
p
k, b
2
kak − 2bkakbk + akb
2
k, bk2a
2
k − 2akbkak + a
2
kbk, (bkak)
p − (akbk)
p
∣∣ k ∈ N0}
∪
{
albk − bkal − akbka
p−1
k . . . a
p−1
l−1 , blak − akbl − bkakb
p−1
k . . . b
p−1
l−1
∣∣∣ l > k} .
is the Gro¨bner basis of UK(sl
+
4 ).
Now we formulate a conjecture about Gro¨bner basis for the case p = 2 and
n ≥ 4. For every sequence of integers i = (i1, . . . , il) we denote by ai,k the
product
ai1,k . . . ail,k.
We write i..j for a sequence (i, i+1, . . . , j) if i < j and for a sequence i, i−1, . . . , j
if i > j. We denote by Ll the set of all permutations (i1, . . . , il) of (1, . . . , l)
such that for every 1 ≤ σ ≤ l − 1 either iσ+1 < iσ or iσ+1 = iσ + 1. Define for
every m such that m+ l ≤ n
Ll[m] = { (i1 +m, . . . , il +m) | (i1, . . . , il) ∈ Ll} .
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Conjecture 3. The set
{
a2ik
∣∣ 1 ≤ i ≤ n− 1, k ∈ N0} ∪
 ∑
i∈Ll[m]
a2ik
∣∣∣∣∣∣ k ∈ N0, l +m ≤ n

∪ { [ai+m−1,k, ai..i+m,k] + [ai+m−1,k, ai+m..i,k] | 1 ≤ i ≤ n−m− 1, k ∈ N0}
∪ { albk + bkal + akbkak . . . al−1, blak + akbl + bkakbk . . . bl−1 | } .
is a Gro¨bner basis of UK(sl
+
n ).
Note that this conjecture has a very simple proof module Conjecture 1.
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