Abstract. We improve upon indirect diagonalization arguments for lower bounds on explicit problems within the polynomial hierarchy. Our contributions are summarized as follows.
Introduction
We study the power of indirect diagonalization in proving class separations and lower bounds on explicit problems in NP and the polynomial hierarchy, 434 Williams cc 15 (2007) deriving several improvements on existing lower bounds and some brand new bounds as well.
Indirect diagonalization.
Put bluntly, a separation by "indirect diagonalization" is a proof-by-contradiction simulation. Suppose we wish to show C D, for classes C and D. An indirect diagonalization argument begins by assuming C ⊆ D. If sufficiently strong, this assumption allows us to derive new complexity class inclusions -in particular, we use the algorithms guaranteed to exist by the assumption to develop new algorithms. After some iterations, the new algorithms/inclusions become so wonderful that they are not only unlikely but are also provably impossible, contradicting a known separation result, e.g., a time hierarchy theorem. As a lower bound method, this approach is appealing in that it allows one to employ one's algorithmic intuitions towards the task of proving lower bounds, and it is non-relativizing, in the sense that one can potentially invoke non-relativizing inclusions in the derivations that lead to a contradiction.
One limitation to this sort of attack is that, at present, there are not too many known class separations to begin with, so a number of strong assumptions are sometimes necessary to reach a contradiction. The major goal of our work is to investigate how one might circumvent this difficulty, by employing a host of known class separations in some sophisticated way. In this paper, we focus on the particular cases of lower bounds on nondeterministic linear time, alternating linear time, and bounded nondeterminism. The lower bounds for nondeterministic linear time extend to lower bounds for natural NP-complete problems, such as Boolean satisfiability. Similarly, the lower bounds for alternating linear time extend to lower bounds for a class of quantified Boolean formulas, and the bounded nondeterminism results imply a lower bound for circuit satisfiability.
A four-step scheme for indirect diagonalization. Let D[t]
denote a class of sets recognized by some deterministic machine model running in time t. One family of prior lower bound approaches for nondeterministic time (in general, alternating time) follows a certain high-level schematic:
1.3. Lower bounds for SAT on subpolynomial-space RAMs. Rooted in work of Kannan [12, 13] from the early 80's, and initiated by Fortnow [6] in 1997, an intriguing thread of lower bound research has opened up that seeks to prove a "poor man's" version of L = NP using indirect diagonalization.
More precisely, while it is well-known that L = NP is equivalent to the statement "nondeterministic linear time is not contained in deterministic n k time on logspace machines, for all k ≥ 1" (i.e., NTIME[n] DTISP[n k , log n]), proving such a large lower bound on nondeterministic linear time currently appears out of our reach. Nevertheless, it is of course still interesting to ask what we can prove about the matter -to find the largest k for which the separation provably holds. Naturally, when one starts to consider fixed time bounds, the model of computation becomes a possible issue. We use the random access Turing machine model discussed in Section 2.1, which is time-equivalent to other cc 15 (2007) random access models within polylogarithmic factors. SAT has strong completeness properties under this model, in the sense that a separation of the form NTIME [n] DTISP[n k , n o (1) ] implies that SAT is not in DTISP[n k−o (1) , n o (1) ]. Therefore, proving such a non-containment also proves a lower bound for an explicit and natural problem in NP.
Lipton and Viglas [14] gave an indirect diagonalization argument (which implicitly follows the four-step scheme) to obtain the lower bound NTIME[n] DTISP n √ 2−ε , n o (1) .
By Corollary 2.2 for subpolynomial (i.e., n o (1) ) space RAMs, this implies that SAT cannot be solved in n √ 2−ε time and subpolynomial space, for all ε > 0. The best lower bound known prior to our work was n φ−ε time and n o(1) space by Fortnow and Van Melkebeek [7] in 2000, where φ ≈ 1.618 is the golden ratio. Their proof was also an indirect diagonalization.
Improvements on deterministic subpolynomial-space SAT lower bounds. We utilize tools developed in the aforementioned work with an inductive method to improve the SAT time lower bound to Ω(n 1.6616... ) time. (1) time.
An informal outline of the inductive method is provided in Section 1.7, and the theorem is proved in Section 3.2. We then boost the lower bound to n 1.7327 , which is slightly larger than n To achieve this bound, we introduce a new tool that improves upon item (2) in the four-step scheme. That is, we give an improved speedup of DTISP in Σ 2 TIME. The key behind our speedup is that it relies heavily on item (1), i.e., the initial assumption of the indirect diagonalization argument. Previous speedup results of this kind (Lipton-Viglas and Fortnow-Van Melkebeek) did not utilize this assumption -their containments of DTISP in Σ k TIME hold unconditionally. 1.4. Improvement on alternating time lower bounds. We also improve upon lower bounds for solving Σ k -SAT (deciding the truth of Σ k sentences in first-order Boolean logic) with deterministic and co-nondeterministic machines, by using the inductive method introduced in the n 1.6616 lower bound for SAT. In their golden-ratio lower bound work, Fortnow and Van Melkebeek [7] also proved that the problem Σ k -SAT cannot be solved in n k−ε time on a n o(1) -space random access machine. We improve upon this result for all values of k. For instance, in the case of Σ 2 -SAT, the lower bound goes from n 2 time to n 2.761 . As k increases, the lower bound becomes closer to n k+1 : for example, the bound for Σ 100 -SAT is n 100.99 time. The following lower bound for all Σ is proved in Section 4.1.
1.5. Improved lower bounds for SAT on off-line one-tape TMs. The above results all hold for random-access machine models. Our inductive method also works for lower bounds on a machine model that is a hybrid between a RAM and a off-line one-tape TM: in particular, the model has random access to its input, but only sequential access to its worktape. For more details on the model, see Section 2.1. Proving time lower bounds on these machines is not as easy as one might first think, e.g., such machines can recognize PALINDROMES in linear time and logarithmic space. 1 Maass and Schorr [15] and Van Melkebeek and Raz [16] independently showed the following result for off-line one-tape TMs, where DTIME 1 [t] denotes the time class for this machine model: 1 Contrast this machine model with the standard multitape Turing machine, where a O(log n) space bound implies a Ω(n 2 ) time lower bound for recognizing PALINDROMES [4] . Santhanam [22] gave an efficient reduction from PALINDROMES to SAT, resulting in an Ω(n 2 /(poly(log n))) time lower bound on the time-space product for solving SAT on multitape machines. 1.6. Lower bounds for bounded nondeterminism on small-space machines. In the remainder of the paper, we show how indirect diagonalization ideas using alternation can be further extended to prove lower bounds on bounded nondeterministic computation. Define NTIBI[t(n), b(n)] to be the class of languages recognized by t(n) time (the TI) random access Turing machines that use at most b(n) nondeterministic bits (the BI). More precisely, when given an input x, a characteristic machine for this class guesses b(|x|) bits on a special tape and then runs deterministically for t(|x|) time using the input tape, the special tape, and some number of worktapes. 2 We prove the separation:
The theorem also holds when the classes are defined with respect to multitape Turing machines.
That is, even with only n 1/1000 nondeterministic moves, there is still a nonlinear time separation of nondeterminism from deterministic small space. Some examples of concrete values of c ε are:
As might be expected, c ε → 1 as ε → 1. Theorem 1.6 has an interesting corollary. 1.7. Our strategy at a high level. We propose an inductive strategy which elaborates upon the four-step scheme described in the introduction, and takes better advantage of the polynomial hierarchy in obtaining a contradiction. The main idea is to derive a sequence of "switching lemma" style inclusions (but only vaguely related to Håstad [10] ), where each new lemma invokes all of the previous lemmas in its derivation. We start by using items (2) and (3) from the four-step scheme (i.e., "speedup" and "alternation removal") to derive
for some small constant f 2 . Essentially this means that an "OR of ANDs" at the bottom of the configuration tree of an alternating machine can be switched with an "AND of ORs" of polynomial size. Under the right conditions, this switching lemma can be invoked to prove an even better relationship between Σ 3 and Π 3 , namely
for some f 3 < f 2 . In general, a relation between Σ k and Π k can be proved by using relations between all lower levels of the polynomial hierarchy. If the derived exponent f k ever drops below 1, then we know the hypothesis assumed in item (1) of the four-step scheme must be false, as that contradicts a time hierarchy theorem. Let's give a concrete illustration. In the deterministic random-access machine lower bounds for SAT, we suppose that NTIME[n] ⊆ DTISP[n c , n o (1) ] for some c > 1 and in turn we derive an inclusion of the form
where f 2 is a function of c. If f 2 (c) < 1, then the inclusion contradicts a known separation (cf. Theorem 2.4 in the following section). Otherwise, we may assume this inclusion as a lemma, to help us out in further derivations. 3 More precisely, we use this inclusion to derive Σ 3 TIME[n] ⊆ Π 3 TIME[n f3 (c) ], where f 3 (c) < f 2 (c) for appropriate c. Again if f 3 (c) < 1 we are done, otherwise we proceed to get an inclusion for Σ 4 TIME[n], Σ 5 TIME[n], etc. Our construction and choice of c ensure that the sequence f 2 (c), f 3 (c), f 4 (c), . . . is monotonically decreasing, and eventually drops below 1. Moreover, the value of c such that the sequence drops below 1 is larger than the lower bound exponents previously obtained. More dramatic improvements occur with higher levels of the polynomial hierarchy, cf. (1) workspace is used. The 'hybrid TM' model is discussed in Section 2.1. The previous bounds are in parentheses; each of them either directly appear in [7] (the RAM bounds), [16] (the TM bounds), or can be easily derived from that work.
Comparison with Fortnow-Van Melkebeek. Our inductive strategy appears to be somewhat different from that of Fortnow and Van Melkebeek. Although both strategies use indirect diagonalization and induction, Fortnow and Van Melkebeek obtain contradictions by inductively deriving containments of the form NTIME[n
for an increasing sequence {k i } and decreasing sequence {a i }. When a i < 1, a contradiction to a time hierarchy theorem is reached. In contrast, our induction derives
for a decreasing sequence {b k }. That is, Fortnow-Van Melkebeek derives relations between NTIME and coNTIME for larger and larger time functions, while our method derives relations for the same time bounds but for a larger and larger number of alternations. Furthermore, when a contradiction does not hold for us, we still obtain a relation between Σ k and Π k that is useful for deriving a relation between Σ k+1 and Π k+1 and higher levels of the polynomial hierarchy. The dichotomy of deriving either (a) a contradiction, or (b) a better inclusion than before, is the leverage that allows us to improve the known lower bounds. In particular, item (b) provides a way to remove alternations
show that this would be also sufficient for a contradiction. 4 We regrettably remark that the table in the conference version [26] mistakenly reported incorrect lower bounds for Σ 3 and Σ 100 on co-nondeterministic machines, of n 2.761 and n 99.98 . Those lower bounds were for Σ 2 and Σ 99 on deterministic machines. We thank an anonymous reviewer for pointing this out. cc 15 (2007) Time-space lower bounds for SAT 441 at a lower time cost. Thus one may say that this kind of argument helps us improve upon item (3) in the four-step scheme above.
We note that the final results in this paper (those proving lower bounds on bounded nondeterminism) do not follow the inductive strategy we have outlined above. Instead, they exploit a property of the known simulations of DTISP in Σ 2 TIME. In particular, these Σ k TIME and Π k TIME speedups of DTISP are such that the kth quantifier only guesses O(log n) bits. Roughly speaking, we do not need the assumption
] will suffice. For more details, confer with Section 6.
Preliminaries
This section has two parts. First, we describe our notation and the machine models we use in the paper. Secondly, we recall some results from past work that shall be useful in developing our lower bounds.
Notation and the machine models studied.
We use ε to denote (as is standard) a non-zero quantity that is sufficiently small for the current context. As is typical with most such works, we implicitly assume floors and ceilings are applied to fractions wherever appropriate.
We assume familiarity with basic complexity notions such as alternation [2] , and standard resource-bounded classes such as DTIME
[t], NTIME[t], SPACE[s], DTISP[t, s] (simultaneous deterministic time t and space s), NTISP[t, s]
(the nondeterministic version of the same class), and Σ k TIME[t] and Π k TIME[t] (time with k − 1 alternations -Σ denotes starting in an existential state, whereas Π-machines start in a universal state). We also use the class NTIBI[t, b] (nondeterministic time and bits), which we define to be the class of languages recognized by t(n) time (the TI) random access Turing machines that use at most b(n) nondeterministic bits (the BI).
When we speak of a "quantifier" of an alternating machine, we are referring to a segment of the machine's computation whose first timestep is either in the initial state or in a state immediately following an alternation, and whose last timestep is either in a final state or in a state immediately prior to an alternation. So, no alternations occur during a quantifier, but they can occur just before and after it. For example, an alternating machine M uses exactly
Default model. Our default machine model is the random access Turing machine, although our arguments work for RAMs as well and in general are cc 15 (2007) more or less model-independent. When we specify a class without further qualification, we are referring to classes defined with respect to this Turing machine model. By "random access Turing machine", we mean Turing machines with a read-only input tape, a full-access work tape, and two write-only index tapes (one for input, one for work). To access the ith cell of the input or work tape, one writes i to the respective index tape; hence an arbitrary access of a tape with t cells takes O(log t) time. After the ith cell is accessed, the respective index tape is reset to blanks.
Hybrid off-line TM model. We also prove lower bounds for an off-line Turing machine model, referred to as "deterministic off-line TM" in Table 1 .1. The machine model has:
• an input tape that is read-only, random access,
• a small storage of n o (1) bits that is read-write, random access, and
• an unbounded one-dimensional tape that is read-write with sequential (two-way) access.
To emphasize that there is only one unbounded read-write tape, we define DTIME 1 [t] to be the relevant time class for this machine model.
Existing tools.
As our results build upon previous lower bound work, we apply several tools already available. The first one permits us to phrase our results as lower bounds for SAT.
A useful property of satisfiability. It is known that satisfiability of Boolean formulas in conjunctive normal form is a complete problem under very tight reductions for a small nondeterministic complexity class. Define NQL as "nondeterministic quasi-linear time", i.e., This theorem has a corollary significant for our purposes. Let C[t(n)] in the following represent a time t(n) complexity class under one of the three models:
• Deterministic RAM using time t and t o(1) space,
• Co-nondeterministic RAM using time t and t o(1) space,
• Hybrid Off-Line TM using time t. Some separation results. We shall also require some well-known separation results, each of which are provable by straightforward diagonalization. The following result uses the fact that a random-access machine using k quantifiers in time t can be simulated by a two-tape machine using k quantifiers in time O(t), found in Chandra and Stockmeyer's original conference paper on alternation [3] .
cc 15 (2007) We call it the "No Complementary Speedup" Theorem, as it intuitively says that not all bounded-alternation machines can be sped up by a "complementary" machine with the same number of alternations.
When proving lower bounds on bounded nondeterminism classes, we use a different hierarchy theorem, which holds for random access and multitape Turing machines.
Theorem 2.5. For all time constructible functions t 2 (n), t 2 (n) ≥ n such that t 2 (n) log t 2 (n) = o(t 1 (n)), and for all ε ∈ (0, 1),
Proof. Standard diagonalization. First, observe one can enumerate the set of random access (or multitape) machines {M i } using t 2 (n) time and t ε 2 (n) nondeterministic bits in a standard way (perhaps the only difficulty in the proof is that t
"Alternations for Time" Lemma. Another useful proposition says that we can reduce alternations in a computation while slightly increasing the runtime, provided that there is a close time relationship between classes with fewer alternations. We do not know of a reference for this lemma, but its proof is elementary. 
, and
So by padding, any k-quantifier machine M running in time t is equivalent to some k-quantifier machine N that runs in time t d , but if M begins with an ∃ (resp. ∀) quantifier, then N begins with a ∀ (resp. ∃) quantifier.
Let M be a Σ k machine with O(t) runtime. 
Let C be the configuration of M(x) at this point. Simulate N * (x, C). 
It is easy to verify that
In particular, the first (k − Note the case k = 2 was essentially proved by Kannan [13] . The key idea is to simulate the proof in [2] that DTISP[t, s] ⊆ ATIME[s log t], which is essentially Savitch's theorem [23] tailored to the language of alternating machines. In the proof of DTISP[t, s] ⊆ ATIME[s log t], the alternating simulation of a cc 15 (2007) DTISP[t, s] machine M works by repeatedly guessing configurations "in the middle" of the computation. Let us think of the input to an alternating simulation A as a triple k, C, C , where k is a positive integer and C and C are configurations of M. A wishes to output yes iff, when M is executed from C for 2 k steps, its configuration becomes C . (Without loss of generality, the runtime t is a power of two.) To do this, if k = 0 then A just simulates M from C for one step, and checks if its configuration equals C . For k > 0, A existentially guesses a configuration C , which is supposed to be the configuration of M that occurs 2 k−1 = 2 k /2 steps after starting from C; let us call this configuration C . A universal quantifier then guesses a 0 or a 1. Finally, A calls itself on C, C , k − 1 if 0 was written, and calls itself on C , C , k − 1 if 1 was written. It is easy to see that this simulation works; a little analysis shows that its runtime is O(s log t) = O(s 2 ). The above machine A uses many alternations during its execution (O(log t), as a matter of fact). To obtain a fast simulation of M that uses a constant number of alternations, we can guess many configurations at once, and universally check each one we guessed. This sacrifices the O(s log t) runtime, but uses vastly fewer alternations.
Proof of Lemma 2.7 (Sketch). Fix a deterministic machine M using time t(n) and space s(n). We first show how to simulate M in kbs + t/b
k−1 time with 2k quantifiers (a Σ 2k TIME[kbs + t/b k−1 ] machine). Next, we show how the construction can be modified to use only k quantifiers, i.e., we make a simulation in Σ k TIME[kbs + t/b k−1 ]. We describe a machine N using 2k quantifiers that simulates M below.
N(x) : Let C 0 and C t+1 be the unique initial and accept configurations of M(x).
Return Simulate(C 0 , C t+1 , k).
Simulate(C i , C j , j):
If j = 0 then accept iff C i leads to C j in at most t/b k−1 steps.
• Existentially guess machine configurations C
• Universally choose i j ∈ {1, . . . , b} and return Simulate(C
It is straightforward to verify that the procedure Simulate works analogously to the proof of DTISP[t, s] ⊆ ATIME[s·log t], except that instead of guessing just k−1 ) time overall. How can we reduce the number of quantifiers from 2k to k? We exploit the fact that the computation is deterministic, and therefore closed under complement. Rewrite Simulate to be a "negation" of the above:
• Universally choose configurations C
. Intuitively, Simulate2 verifies that C i leads to C j by considering all sequences of configurations where the first configuration is C i , but the last one is not C j . Simulate2 verifies that for any such sequence, there are two adjacent configurations that do not lead from one to the other. Since all sequences from C i to some C j = C j fail to work, it must be that C i leads to C j . Clearly, Simulate2 runs in the same time bound and number of alternations as Simulate, but the quantifiers start with a ∀ instead.
Our final algorithm makes the two procedures mutually recursive: rewrite Simulate so that it calls Simulate2, and vice-versa. Then, the number of quantifiers in N(x) becomes exactly k, where the first (k − 1) quantifiers guess O(b · s) bits each, and the last quantifier runs in O(t/b k−1 ) time.
Remark 2.8. Note that DTISP[t, s]
⊆ Π k TIME[k · b · s + t/b k−1 ]
follows immediately from the closure of DTISP under complementation.
A significant instantiation of Lemma 2.7 is the following important corollary.
Corollary 2.9. For all integers
Proof. When b = (t/s) 1/k , the overall runtime of the Lemma 2.7 simulation is minimized, resulting in the corollary. configurations, then existentially picking one) are used to cut down the simulation time of a block of the computation by a kth root, and a final ∀ quantifier guesses the n c/k co-nondeterministic steps taken in a block.
Lemma 2.10 (Fortnow and Van Melkebeek [7] ).
For time constructible t(n) ≥ n and b(n) such that 1 ≤ b(n) ≤ t(n), and all
k ≥ 1, coNTISP[t, t o(1) ] ⊆ Π 2k−1 TIME[t 1/k+o(1) ].
New time-space lower bounds for SAT
We begin by showing a n 1.6616 time lower bound for deterministic RAMs using n o (1) space. The proof of this lower bound does not use any new tools, but rather relies solely on a new style of argument, introduced in Section 1.7 and outlined in the next section.
Intuition.
As mentioned in Section 1.7, the idea behind our new lower bounds is to derive a sequence of "switching lemmas", where each new lemma invokes all of the previous lemmas in its derivation. Here we make that idea more precise, in the specific context of time-space lower bounds on nondeterminism.
If nondeterministic time t can be simulated in deterministic time t c , then by Lemma 2.6 it follows that Σ k TIME
A fundamental observation behind our results is that, if we further assume nondeterministic time t is in deterministic time t c and space t o(1) for c < 2, this not only implies that Σ k TIME[t] can be efficiently simulated by a Σ k−1 machine, but also that the runtime for this simulation is faster than t c . Moreover, as k increases, the implied simulation gets faster for appropriately small c. This simulation can be used to improve item (3) from the four-step scheme (the "alternation removal").
For an example of the idea, we give a simple proof that NTIME[n] DTISP[n c , n o(1) ] for c < √ 2. First, assume the contrary. Then by the machinery presented in the previous section, 
+o (1) is not quite a contradiction, but it is at the very least a lemma that, in conjunction with Lemma 2.6, implies
+o (1) ], for all k ≥ 3. Provided that c < 2, this is stronger than
The lemma can then be used to get an even tighter inclusion for Σ 3 in Π 3 , in particular 
If c
4 < 6, we have a contradiction. Otherwise, the above inclusion between Σ 3 and Π 3 can be used to prove a relation between Σ 4 and Π 4 . An inductive strategy for improving lower bounds naturally arises: derive increasingly better Π k simulations of Σ k using the previous simulations obtained, and take c to be the largest constant that implies Π k TIME[n] ⊆ Σ k TIME[o(n)] for some k. In many cases, this particular attack yields better lower bounds than previous approaches, as we shall see throughout the paper.
First SAT lower bound.
We now present a more formal exposition of the above ideas, proving a n 1.6616 time lower bound for SAT on n o(1) space machines. The main theorem of this section is the following. 
Let us first observe some properties of the f function.
Lemma 3.2. f (k) is monotone increasing and converges to a value greater than 1.6616.
Proof of Lemma 3.2.
Corollary 2.2, Theorem 3.1, and Lemma 3.2 immediately imply Theorem 1.1 from the Introduction, i.e., the n 1.6166 time-space lower bound for SAT. We use the inductive argument described in previous sections to prove a relation between Σ k and Π k for all k ≥ 2, from which the theorem follows. Define an expression e by the inductive definition
e(i) .
holds for some c ≥ 1, and let k ≥ 2 be an integer. If
Proof. By induction. The case k = 2 is exactly the n √ 2 lower bound of Section 3.1. We revisit it for completeness. Assume ( * ) holds for c > 1; then
where the last inclusion follows from Corollary 2.9. Observe this is precisely what we derived earlier in Section 3.1.
Induction Hypothesis : Assume for all i ∈ {2, . . . , k − 1} that e(i) ≥ 1 and (1) .
We now prove the theorem for general k. The "Alternations For Time" Lemma (Lemma 2.6) and induction hypothesis imply that
We therefore have by padding (which is possible since each e(i) ≥ 1)
i=2 (e(i)+o (1)) .
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But we also have
where the penultimate inclusion follows from Corollary 2.9 (Fortnow and Van Melkebeek's simulation), and the last inclusion follows by definition of e(k).
Proof of Theorem 3.1. Let k be the smallest integer such that c < f(k ); such a k exists since f is monotonically increasing (Lemma 3.2). Consider when (1) .
, then e(2) < 1. Therefore ( * ) contradicts the "No Complementary Speedup" Theorem (Theorem 2.4), and this concludes the base case. Otherwise, observe that c ≥ 2 1/2 implies e(2) ≥ 1. In fact, we have the following arithmetic relationship between the expressions e and f . 
Claim 3.5 and our choice of k implies that k is the smallest integer such that e(k ) < 1. Therefore for all i ≤ k − 1 we have that e(i) ≥ 1, so Lemma 3.4 applies. Namely,
However, ( * * ) contradicts the "No Complementary Speedup" Theorem (Theorem 2.4), since e(k ) < 1. This completes the proof of Theorem 3.1.
The mechanics of the above proof also demonstrate a new time-space tradeoff for SAT.
Proof (Sketch). In the above proof, one can replace the n o(1) space bound by n d for a sufficiently small d > 0. The time bounds of the alternating simulations increase only by an additive factor of q k d in the exponents, where q k is a constant that depends on the number of alternations. for some δ > 0 that depends on the constant c < 2. This new containment allows us to push the SAT lower bound above n Let us briefly outline how the proof of the lemma goes. As the statement of the lemma suggests, it is an inductive argument, but of a different kind than before. First we use the containment of nondeterministic linear time in DTISP[n c , n o (1) ] to obtain NTIME[n ] ⊆ Π 2 TIME n 1+o (1) for some > 1. We show that this containment can be used to get a better simulation of DTISP in Π 2 TIME than the known one. In particular,
From
This new simulation can in turn be used to obtain
for some > . That is, the two containments of DTISP in Π 2 TIME and NTIME in Π 2 TIME can mutually improve upon each other, and the amount of improvement that can be achieved depends on the constant c.
Proof of Lemma 3.7. By induction on k. The k = 1 case is trivial since
. By padding and the inductive hypothesis (note
We use this inclusion to get a better speedup of DTISP in Π 2 TIME[n 1+o ( .) Written as a first-order logic sentence, the Π 2 simulation looks like:
The (∃i · · · )[· · · ] part in the above sentence corresponds to an NTIME computation that takes an input of O(n) bits (the input x, plus the list of configurations) and runs in n d(k)/c+o (1) time. Hence, by inclusion ( * ), this nondeterministic computation can be replaced with a Π 2 TIME[n 1+o (1) ] computation. 
for some deterministic linear time relation R and constant a > 0. That is,
(Note we need ε ≤ Notice that Corollary 3.8 can be padded in a standard way.
1+o (1) ].
We are now armed with an additional lower bound tool. If Corollary 3.9 is combined with the inductive argument from Section 3.2, we see an interesting result: instead of having Lipton-Viglas' n √ 2 lower bound as a base case, we now have something resembling Fortnow-Van Melkebeek's n φ lower bound as a base case, with φ being the golden ratio.
More precisely, we know that if
Then, for all ε > 0 and sufficiently small ε 2 > 0, there is an ε 1 > 0 such that
where the penultimate inclusion follows by taking ε 1 = ε 2 /c 2 , and the last inclusion follows from Corollary 3.9. Observe that this new inclusion of Σ 2 cc 15 (2007) for arbitrarily small ε > 0 and appropriate ε > 0. Therefore, to avoid a contradiction, it must be that c(c − 1) ≥ 4, or c ≥ 2.56. Continuing with Σ 4 , Σ 5 , etc., one can numerically derive that c > 2.788 is needed to avoid a contradiction.
The columns of Table 1 .1 for deterministic RAMs can be completed in similar fashion. A general lower bound result can be stated as follows.
Theorem 4.5. Let ≥ 2 be an integer. Let c > 1 be such that for some integer k ≥ 2,
Proof (Sketch). The induction begins with:
and
In general, one can prove that for k ≥ ,
where e (0) = c/ , e (k) = (e (k − 1)) 2 · (k − 1)/k. An explicit expression for e is given by
For example, the n 100.99 time lower bound for Σ 100 can be derived using Theorem 4.5. When k > 12 and c < 100.99, the expression
A simple expression for a lower bound on Σ TIME[n] is given by the following corollary, which is already an improvement over Fortnow and Van Melkebeek's n −ε lower bound for Σ TIME [n] . In the following, we prove Corollary 1.3 from Section 1.4, which claims that 
Observe that the corollary follows from (4.6), due to Theorem 4.5 and the fact that
We now prove (4.6). For k ≥ 3, the following sequence of inequalities holds:
While the above bound is in a simple form, we note that it is still somewhat weak for large values of . In particular, we know (empirically, from analysis of = 100) that the lower bound of Theorem 4.5 approaches Ω(n +1 ) for Σ TIME[n] when is large, while Corollary 1.3 only implies an Ω(n +1/2−ε ) lower bound for Σ TIME[n] when is sufficiently large.
Co-nondeterministic RAMs.
Our method can also be used to derive lower bounds for for Σ TIME[n] on co-nondeterministic machines using n o (1) space. We only sketch how these arguments go, since they are similar to the above. Our purpose here is not to prove the best possible bound, but to demonstrate the lines of reasoning. We shall invoke Lemma 2.10, Fortnow and Van Melkebeek's alternating simulation of coNTISP.
First we look at the case when = 2. Assume for contradiction that
]. This implies that, for k ≥ 1, two alternations can be removed from a Σ k+2 computation with cost c in the exponent (the proof of this is similar to Lemma 2.6). We derive (1) .
Therefore, for any ε ∈ (0, 1) it follows that d ∈ (1, 2), so any c ∈ (1, d) suffices.
Notice in the above we needed that c(c − ε ) < 1, ε < ε, and ε < c/2. Thus the maximum possible ε and c are ε < 1/ √ 2 and c < √ 2. (To see this, note that c is maximized by making ε as large as possible; change the inequalities to equations, and solve.)
The separation of NTIBI from DTISP has application to real satisfiability problems, as we now demonstrate. [21] , there is a Boolean circuit C M of O(n log n) gates such that M (x, y) accepts iff C M (x, y) = 1.
Let C M ,x be C M with the input bits of x hard-coded. An arbitrary bit in the description of the Pippenger-Fischer circuit C M ,x can be computed in O(poly(log n)) time and O(log n) space on a multitape machine, when the input tape head is on the proper bit of x (for a reference, cf. Fortnow et al. [8] 
Conclusion
We have demonstrated an inductive method for proving lower bounds on concrete NP-complete problems, such as SAT, that utilizes properties of the polynomial hierarchy and existing tools. We also showed how existing lower bound arguments can get lower bounds on bounded nondeterminism classes, due to the O(log n)-bit universal quantifier inside of a Σ 2 TIME simulation of DTISP. Our approach is extremely general. It is applicable to essentially any lower bound on Σ k TIME where the class C (shown to be weak) can be sped up using a constant number of alternations, and this speedup improves when more alternations are used -a tradeoff between alternations and speedup must be possible. To illustrate the importance of the last point, observe that our approach cannot currently be used to improve Paul, Pippenger, Szemeredi, and Trotter's NTIME[n] = DTIME[n] result, since we do not know a generalization of DTIME[t] ⊆ Σ 4 TIME[t/ log * t] where a machine using more than four alternations improves upon the t/ log * t time simulation of DTIME [t] . (However, we do know that DTIME[t] ⊆ ATIME[t/ log t] [11, 19] , so such a tradeoff may be possible.)
Concerning further work in this area, it would be interesting to unify our techniques with those of Fortnow and Van Melkebeek. Their approach seems to be different from ours in both its capabilities and limitations. We can improve many of their results -however, they are able to prove an Ω(n √ 2 ) time lower bound for SAT on co-nondeterministic subpolynomial space machines and it seems we cannot do that with our method.
In closing, we believe that we have not yet completely exploited the full "power of inductive thinking" in our results. The conditional speedup of DTISP (Lemma 3.7) only works when we assume a subquadratic time algorithm. Thus it appears that the best time lower bound for SAT that we can obtain with the tools of this paper is Ω(n 2 ) (assuming subpolynomial space), but this is not totally clear. It may very well be that a proof of L = NP could take a form similar to the kind of arguments we presented here. Results supporting or contradicting this suggestion would be of great interest.
