This paper proposes, describes and evaluates a novel framework for video quality prediction of MPEG-based video services, considering the perceptual degradation that is introduced by the encoding process and the provision of the encoded signal over an error prone wireless or wire-line network. The concept of video quality prediction is considered in this work, according to which the encoding parameters of the video service and the network QoS conditions are used for performing an estimation/prediction of the video quality level at the user side, without further processing of the actual encoded and transmitted video content. The proposed prediction framework consists of two discrete models: i. A model for predicting the video quality of an encoded signal at a pre-encoding stage by correlating the spatiotemporal content dynamics to the bit rate that satisfies a specific level of user satisfaction; and ii. A model that predicts primarily the undecodable frames (and subsequently the perceived quality degradation caused by them) based on the monitored averaged packet loss ratio of the network. The proposed framework is experimentally tested and validated with video signals encoded according to MPEG-4 standard.
Introduction
Today, the quality level of a digitally encoded video signal that is transmitted over a resource-constrained network depends largely on the performance capabilities of the encoder itself and the available bandwidth of the transmission network. Both of these factors may introduce to the video signal a respective perceptual loss, due to which the finally delivered video at the end-user is degraded in comparison to the original uncompressed one. This situation has set new research challenges for the assessment of video quality as a part of the encoding and network-resource management system, making Video Quality Assessment (VQA) an active research area during the last years.
VQA in general is the process of assessing the perceptual level of a video service, which has been come through a procedure of encoding (i.e. compressing), data loss or other processing. Particularly, VQA focuses on quantifying the degradation that is introduced by encoding systems and/or during the transmission of the encoded signal over error-prone or resource-constrained transmission channels. Thus, an original video signal may experience two phases of degradation that VQA must address:
i. Quality degradation due to encoding procedure, ii.
Quality degradation due to transmission errors. Concerning the first phase, the degradation is strongly related on the selected encoding parameters and mainly on the ELSEVIER encoding bit rate. Currently, the determination of the encoding bit rate that satisfies a specific level of video quality is a matter of repetitive post-encoding subjective or objective video quality assessments, each time taking place after the encoding process [1] . Subjective evaluation of video signals requires large amount of human resources, establishing it as an impractical procedure for a service provider. Similarly, the repetitive use of objective metrics [1] [2] [3] [4] [5] [6] on already encoded sequences may require numerous test encodings for identifying the appropriate encoding parameters for a specific quality level, which apart from time consuming is financially unaffordable from a business perspective as well.
Concerning the second phase (i.e. during the transmission of the service), it must be considered that encoded video services, due to their interdependent frame-structure, are highly sensitive to transmission errors (e.g. packet loss) and require high transmission reliability in order between sender and receiver devices to maintain flawless video transmission and stream synchronization. Especially, in video streaming, each transmitted from one end video packet, it can be received at the other end, either intact, with errors or get totally lost. In the last two cases, the perceptual outcome is similar, since the decoder at the end-user usually discards the packet with errors, causing visual artifacts not only on the frame that the specific dropped packet belongs to, but also to the subsequent decoded frames that are dependent on the dropped one as well. Currently, the assessment of the quality degradation of a video signal due to network QoS issues is performed either by applying subjective or objective assessment methods during the decoding process at the end-user side. From the network perspective, this procedure does not provide a mapping between the network QoS parameters (e.g. packet loss ratio) and the respective degradation of the video quality [7] , mainly due to the stochastic nature of the phenomenon. Therefore, such a procedure is not practically applicable by a network operator, who wants to monitor how the QoS network conditions affect the video quality of a multimedia service, because it requires not only continuous monitoring (which can be dealt with the appropriate management systems), but also perceptual evaluation as well.
Therefore, the concept of video quality prediction (and not assessment) is necessary to be introduced, describing a novel category of methods that do not require the encoded signal in order to define its quality level. More specifically, these methods predict the video quality level that will have a specific video content after the encoding process based on the encoding parameters. Further processing of the encoding/encoded data is not required, minimizing by this way the respective complexity and resource consumption.
In this context, the paper proposes, describes and evaluates a novel framework for end-to-end video quality prediction of MPEG video services, which moves beyond the existing VQA methods both at the encoding and transmission processes, without requiring as input the encoded and/or streamed/decoded digital video. More specifically the proposed framework focuses on twofold procedures:
i. The prediction of the encoding parameters that satisfy a specific video quality level in terms of encoding bit rate and content dynamics. ii. The mapping of the packet loss ratio of the transmission channel to the respective quality degradation. Through the proposed end-to-end video quality prediction framework, the content provider will be able to predict the finally delivered video quality level at the end-user side, considering specific encoding parameters and transmission conditions, without being necessary to further process the actual encoded and/or streamed video content. So, the aim of this paper is to present a methodology that is deterministic, reasonably accurate and simple enough to support the ever-increasing applications of large-scale streaming media over resource-constrained packet networks. Such an end-to-end perceived QoS framework will not only play an essential role in performance analysis, control and optimization of multimedia systems, but it will also contribute towards a more efficient network/system resource allocation, utilization and management. For clarity reasons, the frequently used term in this paper of the Perceived QoS (PQoS) is defined hereby as the video quality that the end-user experiences while consuming a multimedia service. Our proposed test bed is based on simulated network scenarios using a network simulator NS-2 [33] , which provides a lot of flexibility for evaluating different configurations used in this paper. For demonstration purposes, the proposed framework is tested also on a real packet-based network.
After this introductory section, the rest of the paper is organized as follows: Section 2 performs a literature review on the relevant research works, focusing both on the video quality assessment and the estimation of the degradation due to the conditions of the transmission channel. Also, in this section are described the fundamental concepts of a MPEG signal, which will be later used for the description of the proposed framework. Section 3 presents the proposed model for the prediction and determination of the encoding bit rate value that satisfies a specific level of user satisfaction. Similarly, Section 4 presents the proposed model of mapping the packet loss rate of the network on the decoding performance of the video decoder. In Section 5, it is performed the experimental validation and calibration of the proposed models, proving the accuracy and efficiency of them. In Section 6 the proposed end-to-end video quality prediction framework is introduced, described and evaluated. Section 7 presents an experimental application of the proposed end-to-end framework at a real small scale packet network test-bed with controllable network conditions. Finally, Section 8 concludes the paper.
Background

Video Quality Assessment Methods
The advent in the field of video quality assessment is found in methods that use error-sensitive functions between the encoded and the original/uncompressed video sequence in order to peform an assessment of the quality. These primitive methods [1] , although they initially provided a quantitative approach of the degradation caused by the encoding procedure, practically they do not reflect accurately the video quality as it is observed and perceived by human viewers.
Beyond these primal models, currently the evaluation of the video quality is a matter of subjective and objective procedures, which are applied after the encoding process (post-encoding evaluation).
The subjective test methods, which have mainly been proposed by International Telecommunications Union (ITU) and Video Quality Experts Group (VQEG), involve an audience, who watch a video sequence and score its quality as perceived by the participants, under specific and controlled watching conditions. Afterwards, usually the Mean Opinion Score (MOS) is exploited as evaluation metric, which provides a numerical indication of the perceived quality of the media after compression and/or transmission, for further statistical analysis and processing of the collected data.
Generally speaking, subjective video quality evaluation processes require large amount of human resources, making them time-consuming (e.g. large audiences are required for evaluating test sequences), limiting their use to experimental purposes only. On the other hand, objective evaluation methods provide faster quality assessment, exploiting multiple metrics that use mathematical models to quantify the perceptual impact of the encoding artifacts (e.g. blockiness, blurriness, error blocks, etc) on the video quality level.
The majority of the objective methods require the undistorted video source as a reference entity in the quality evaluation process. Due to this requirement, they are characterized as Full Reference (FR) Methods [1] [2] [3] . In this direction, some novel full reference metrics have been recently proposed based on the video structural distortion and content entropy [4] [5] [6] [7] [8] . On the other hand, the fact that these methods require the original video signal as reference deprives their use in broadcasting/streaming services, where the initial undistorted signal is not always available or not accessible at the user side.
Due to this reason, the recent research has been focused on developing methods that can evaluate the PQoS level based on metrics, which use only some extracted structural features from the original signal (Reduced Reference Methods) [9] [10] [11] [12] [13] or do not require any reference video signal (No Reference Methods). The NR methods can be classified into two classes: The NR-visual based and the NR-coded based. The first methods must initially decode the bit stream and estimate the video quality at the pixel domain [14] [15] [16] [17] [18] [19] , while the second ones assess the perceived quality directly through the compressed bit stream, without requiring any decoding process [20] [21] [22] [23] [24] [25] .
Towards this direction, in [39] it is suggested the use of the frame rate as an objective metric for exploring its impact on the perceptual quality of a video. According to this framework, the authors propose the use of the product of i) a metric that assesses the quality of a quantized video at the highest frame rate and ii) a temporal correction factor, which reduces the respective quality of the first metric to the one that corresponds to the actual frame rate.
Similarly [40] , it examines the simultaneous impact of various parameters on the video quality level and proposes a crossdimensional perceptual quality assessment framework, focusing on low-bit rate videos. More specifically, the paper produces outcomes on how specific combinations of the encoding parameters affect the video quality level.
However, all the aforementioned works have focused on mapping the video signal to a specific perceptual quality level by quantifying the quality degradation that has been caused by the encoding process. So, all the previous works have been focused on the unidirectional mapping of encoding parameters to video quality. Due to the need for forecasting the encoding parameters that satisfy a specific level of user satisfaction, some alternative objective methods have been proposed lately, which perform the reverse mapping (i.e. video quality to encoding parameters) and move beyond the simple post-encoding quality assessment by introducing the concept of video quality prediction for given encoding parameters and content dynamics at a pre-encoding state [26] [27] [28] . Towards this direction will focus also the content of this paper and more specifically the paper addresses the determination of the quality degradation caused by the encoding process of a video signal by extending the concept of the encoding video quality prediction along with the respective degradation caused by the network.
Quality Degradation due to Transmission Errors
The issue of deterministically mapping the perceptual impact of transmission errors (like packet loss) on the delivered perceptual video quality at the end-user is a fresh topic in the field of video quality assessment since the relative literature appears to be limited with a small number of relative published works.
In this framework, S. Kanumuri et al [29] proposed a very analytical statistical model of the packet-loss visual impact on the decoding video quality of MPEG-2 video sequences, specifying the various factors that affect the video quality and visibility (e.g. Maximum number of frames affected by the packet loss, on what frame type the packet loss occurs etc). However, this study focuses mainly on the pure study of MPEG-2 decoding capabilities, without considering parameters of the streaming or the latest encoding standards.
Similarly, in [30] is presented a transmission distortion model for real-time video streaming over error-prone wireless networks. In this work, an end-to-end video distortion study is performed, based on the modeling of the impulse propagation error (i.e. the visual fading behavior of the decoding artifact). The deduced model, although it is very accurate and robust, enabling the media service provider to predict the transmission distortion at the receiver side, is not a generic one. On the contrary, it is highly dependent on the video content dynamics and the selected encoder settings. More specifically, it requires an initial quantification of the spatial and temporal dynamics of the content, which will allow the appropriate calibration of the model. This prerequisite procedure (i.e. adapting the impulse transmission distortion curve based on the least mean square error criteria) is practically inapplicable by an actual content creator/provider. Moreover, due to the strong dependence of the proposed model on the spatiotemporal dynamics of the content its implementation is limited to sequences with very short duration (i.e. up to 10 sec), since the consideration of a unique impulse transmission distortion will not be accurate for longer video signals.
In [37] , a mathematical approach of video quality assessment over a packet network is presented, which is based on mapping the jitter parameter of a packet network to packet loss based on the capacity of the playback buffer. Therefore a unified packet loss value is calculated, which comprises both the actual packet loss ratio and the deduced one by the respective network jitter parameter. This unified packet loss ratio is mapped primarily to frame loss and then to quality rating. However, for the model to be accurate an impairment degree is introduced, which sets the impact of each packet loss on the frame that it belongs to. The value of this parameter is calculated based on the content of the signal, making the proposed method to act as a reduced reference one. So, for the model to provide correct measurements, it must be fed with the characteristics of the encoded video. Also, the validation section presented in [37] is very limited, without testing the validity of the proposed model on an adequate number of experimental signals.
Finally, in [38] a theoretical analysis of the overall mean squared error in hybrid video coding is presented for the case of error prone transmission. This work has been validated with simulation on H.263 signals, but its aim has mainly focused on the effects of the INTRA coding and spatial loop filtering, while during the transmission a specific set of network parameters has been considered and tested.
Towards this direction will contribute also this paper, by proposing a mapping framework of network packet loss to video quality degradation in terms of subjective MOS.
Novelty of the Current Paper
In this context [26, 27, 28, 37, 38, 39, 40] our paper extends concepts and models of the existing literature to the case of MPEG-based encoded signals by proposing, testing and validating a generic model for end-to-end video quality prediction of to be encoded video services. Our proposed framework consists two discrete parts: -A method for predicting and specifying for a given content the encoding parameters that satisfy a specific perceptual level -A model for calculating the perceptual impact of the packet loss ratio on the delivered perceived quality of the transmitted service.
In comparison with the existing similar works [26] [27] [28] 39] , the first part of the proposed framework in this paper moves beyond the existing works, because its aim is to provide for a specific video signal the decision on the encoding process that must be followed in order to satisfy a specific level of user satisfaction (i.e. quality level). Although, the proposed model relies on benefit functions like in [39] , it differs and innovates because it provides quality prediction before the encoding process and not assessment as in [39] after the encoding process. Similarly in [40] , the use of the multi-dimensional objective metrics is used for developing a decision assessment framework for deriving specific outcomes on the perceptual efficiency of the encoding process for low bit rate videos, while the first part of this paper provides a prediction framework for videos at any encoding bit rate.
Moreover, in contrast to any existing FR, RR or NR perceptual model that is applied on the decoded video signal, to the best of our knowledge, this work proposes one of the first models that extends the concept of assessment and provides end-toend video quality prediction across all the lifecycle of the media content: From the service generation down to the content consumption at the viewer side. In this work, the concept of prediction is defined as the principle that the proposed framework is capable of calculating the delivered video quality of an encoded signal, without requiring as input the decoded video signal but only its encoding characteristics (i.e. encoding bit rate) and network statistics (i.e. packet loss).
The fact that the proposed method actually does not require any test encoding to be done or a video to be actually sent via the transport network to the end-user for performing its video quality estimation, it provides a content-aware aspect, according to which at any time it can be predicted the video quality level that would have a video service if it was actually transporting over the specific network, subject to its encoding parameters and the current network conditions. This condition provides significant saving both in the bandwidth allocation and the service management. Concerning the bandwidth allocation the saving comes from the fact that specific video provisions may not be performed if the network conditions does allow an acceptable quality level. For the service management , the saving comes from the fact that adaptation actions may be taken in the requested video service in order to deal with the existing network conditions better and finally achieve optimized quality levels at the end-user.
This saving of resources that is performed by the proposed video quality prediction, outweighs the partial loss of accuracy that may be introduced by not considering the observed video quality at the user side, and instead replicating it theoretically. More specifically, the rest parts of this paper show that the accuracy of the proposed model is quite satisfactory, so by applying the proposed prediction model, many steps of the media delivery chain are saved in terms of resources and time, namely: The video encoding procedure, the video provision and the video consumption. The proposed model provides content-aware capabilities to the network that will be applied, which alleviates the network operators from using subjective/objective statistical methods for mapping network QoS to perceived QoS; a procedure that practically is not feasible because end-users must provide feedback for the perceptual level of the service that they consume. Moreover, the service provider wants to be able to avoid the provision of a service at an unacceptable quality level, a situation that currently cannot be avoided, since the delivered quality level can be assessed only when the service has been actually delivered (even in unacceptable quality). Therefore, the proposed prediction model can improve the efficiency of the media delivery in many aspects, providing also network/bandwidth resource saving.
In this paper both reference video signals and actual video trailers have been used as YUV source signals throughout the experimental section of the paper. The YUV files that are movie trailers have been generated by converting High-Definition or Standard-Definition trailers to YUV and are not released because they subject to copyright issues. The rest reference YUV test signals that have been used in this paper are available for downloading at [41] .
MPEG Video Structure
The MPEG standard [31] defines three frame types for the compressed video streams, namely I (Intra-coded), P (Predictive-coded) and B (Bi-directionally predictive-coded) frames. The frame classification is mainly based on the procedure, according to which each frame type has been generated and encoded. The successive frames between two succeeding I frames define a Group Of Pictures (GOP). In the MPEG literature the GOP pattern is described by two parameters GOP (N, M), where N defines the GOP length (i.e. the total number of frames within each GOP) and the (M-1) is the number of B frames between I-P or P-P frames, as shown in Figure 1 . The arrows indicate the encoding/decoding correlation between the frames and more specifically that the B and P frames depend on the respective preceding and succeeding I or P frames. Therefore, from the hierarchical structure of MPEG encoding as it is depicted on Figure 1 , a video frame may be considered as directly or indirectly undecodable. Direct undecodable is considered a video frame, which packets have been lost during their transmission. Thus in this paper we define as successful decoding of a frame, the case where all the packets that comprise the specific frame have been successfully received by the video decoder. On the other hand, indirect undecodable is considered a video frame when a reference frame is directly or indirectly undecodable. For simplicity, in this paper we consider the standard error concealment method i.e. the Zero Error Concealment (ZEC) and we set the Decodable Threshold (DT) [31] [32] equal to 1.0, which means that any unsuccessfully decoded frame (i.e. a frame with at least one packet loss) is discarded at the decoder. Therefore, our analysis provides the worst-case scenario in terms of video quality degradation and decoding robustness.
Modeling and Predicting Video Quality
In digital video encoding the Block Discrete Cosine Transformation (BDCT) is exploited, since it exhibits very good energy compaction and de-correlation properties. In this paper, we use the following conventions for video sequences: Every real NxN frame f is treated as a 2 Thus, the inverse transform can be described as:
The elements of frame F Bf = in the frequency domain can be expressed as the coefficients of the vector f , using the
where n e is the normalized DCT basis vector and n F the DCT coefficients of f .
The high compression during the MPEG-related encoding process is (among other procedures) based on the quantization of the DCT coefficients, which in turn results in loss of high frequency coefficients. Within a MPEG block/macroblock, the luminance differences and discontinuities between any pair of adjacent pixels are reduced, by the encoding and compression process. On the contrary, for the pairs of adjacent pixels, which are located across and on both edge sides of the border of adjacent DCT blocks, the luminance discontinuities are increased by the encoding process, due to the independent quantization of the individual blocks. The blocking or blockiness effect is the most prominent visual distortion in a compressed sequence, due to the regularity of the pattern. Thus, after the quantization:
where [ ] Q denotes the quantization process.
So, at the decoder side, the final reconstructed frame (after motion estimation and compensation modules) will be given by:
Thus, the perceived quality degradation per frame due to the encoding and quantization process can be expressed by an error based framework in the luminance domain Y f ∆ between the original and the decoded frames.
In this context, an average of the Perceived Quality of a video Service (PQoS) level for the whole encoding signal, consisting of N frames, can be derived by the following error-based equation:
In this paper we deifne as Mean Perceived QoS (MPQoS) the averaged PQoS of a video signal for its whole duration. Based on this error-based framework, the SSIM objective quality metric [6] was selected for experimentally measuring and quantifying the degradation caused in the original uncompressed signal by the encoding process. The SSIM is a FR objective metric, which measures the structural similarity between two images/video sequences, exploiting the general principle that the main function of the human visual system is the extraction of structural information from the viewing field. The SSIM was preferred by the authors of this paper to be used for the experimental needs of this paper, because it has performed quite satisfactorily in the relative performance evaluation studies [6] . However, the selection of the specific metric does not limit the efficiency of the proposed model to SSIM metric only, since any other objective metric could be used instead of it for producing the experimental benefit functions of Fig. 3 . Thus, considering that f and f' depicts the frames of the uncompressed and compressed signal respectively, then the SSIM is defined as:
where f , f' are the mean of f and f', f , f' , ff' are the variances of f, f' and the covariance of f and f', respectively. The constants C 1 and C 2 are defined as:
where L is the dynamic pixel range and K 1 = 0.01 and K 2 = 0.03, respectively. Thus, SSIM metric can be considered as an appropriate metric for quantifying the video quality level of an encoded signal for the experimental and validation needs of this paper, without excluding the use of other metrics as well. The selection of the SSIM or any other metric does not alter the algorithm of the proposed model, since only the respective arithmetic values of the experimental data may differ among the various metrics, causing relative differences between them and not substantial ones. For frames with high complexity the instant SSIM level drops (i.e. <0.9), while for static frames the instant SSIM is higher (i.e. >0.9 or equal to 1, which denotes no degradation at all).
The concept of averaging the SSIM for the whole video duration can be exploited for deriving the Mean Perceived Quality of Service (MPQoS) as a representative perceptual parameter for the specific content. However, although the MPQoS provides a single perceived quality measurement, which is more practical especially for the service providers, for the case of long duration videos the use of just one representative measurement of the perceived quality may not be accurate, because the spatial and temporal activity level of the content may differ significantly, especially in the case of heterogeneous content. In such long sequences, the proposed average metric can be combined along with a shot boundary detection algorithm, which will lead to calculating partial MPQoS for various scenes. However, this case is not examined in the current paper, but since the proposed framework is tested and validated on videos with short duration then the successful extension to long duration videos in conjunction with a shot boundary detection method is considered as trivial. The paper aims at quality issues in short in duration signals, such as movie trailers, news or music clips with practically constant and homogeneous level of spatiotemporal activity. Figure 2 ), the MPQoS value (denoted as <PQoS> SSIM for the rest of the paper) of each clip was calculated. This experimental procedure was repeated for each video clip in CIF resolution. The results of these experiments are depicted in Figure 3 .
Referring to the curves of Figure 3 , the following remarks can be made: 1. The minimum bit rate of the lowest <PQoS> SSIM value depends on the spatiotemporal activity level of the video clip.
2. The variation of the <PQoS> SSIM vs. bit rate is an increasing function, but non linear.
3. The quality improvement of an encoded video clip is not significant for bit rates higher than a specific threshold. This threshold depends on the spatiotemporal activity of the video content.
Moreover, each <PQoS> SSIM vs. bit rate curve can be successfully described by a logarithmic function of the general form 1 2 ln( )
where C 1 and C 2 are constants strongly related to the spatial and temporal activity level of the content. Table 1 depicts the corresponding logarithmic functions for the test signals of Figure 3 along with their R 2 factor, which denotes the fitting efficiency of the theoretical logarithmic curve to the experimental one. BitRate as a set C, where each element n F is a triplet, consisting the <PQoS> SSIM at a specific bit rate and the constants C 1 , C 2 , which are derived by the analytical logarithmic expression of Table 1 :
where -SSIM( ) is the function that calculates the perceived quality of each frame according to the SSIM metric -N the total number of frames f i that comprises the movie m Thus, deriving the sets n C for various contents, ranging from static to very high Spatial and Temporal (S-T) ones, a reference hyper set RS , containing a range of S T C − sets for representative spatiotemporal levels can be deduced:
Hence, considering an unknown video clip, which is uncompressed and the service provider wants to predict its corresponding S T C − set that better describes its perceived quality vs. bit rate curve before the encoding process, then, it is defined for all the sets S T C − the Absolute Difference Value (ADV) between the first S T C − triplet element (i.e. the <PQoS> SSIM at a specific encoding BitRate n ) and the experimental measurement of the mean SSIM for the test signal at the same BitRate n , for which all the reference sets S T C − have been derived, utilizing the logarithmic equations of Table 1 : Then the service provider can predict analytically through the estimated logarithmic expression all the bit rates that satisfy specific perceived quality levels, without requiring any other encoding tests. Thus, one only estimation of the <PQoS> SSIM at a specific encoding bit rate is adequate for the accurate determination of the <PQoS> SSIM vs. Bit Rate curve for a given signal/content. Upon this presentation of the model that predicts the <PQoS> SSIM level of a signal during the encoding process, in the next section, it is examined the case of the quality degradation during the transmission process of the encoded video.
Modeling Packet Loss Impact on Video Quality
In this section, we discuss the impact of the packet loss during the transmission of a video over a lossy transmission channel on the percentage of the successfully decoded frames and afterwards we quantify the quality degradation at the enduser side. Due to the fact that the frames in a MPEG video sequence are interdependent, considering a packet loss, the visual distortion caused by a packet loss will be not limited only to the frame, to which the specific lost packet belongs to. On the contrary, spatial error propagation will take place, affecting all the frames that are dependent on the specific frame that the loss occurred. Thus, in order to calculate the error propagation due to a packet loss, the interdependencies of the coded frames must be taken under consideration.
At the user-side, the PQoS degradation induced by a packet loss depends on the error concealment strategy implemented by the decoder. A typical concealment strategy is the zero-motion method, in which a lost macroblock (or frame) is concealed by retaining the macroblock(s) located in the same spatial location of the previously successfully decoded frame. Thus, when packet loss occurs depending on the decoder structure there are two possible case scenarios: i. The decoder attempts to reconstruct the flawed video frames (with or without error concealment) causing the frames to exhibit spatial errors (block distortions and block errors), ii. The decoder completely discards a corrupted video frame and repeats the previous flawless frame until a new decoded frame (without errors) is available.
In this context, this section focuses on the second case scenario, while the first case will be considered into future work, and proposes a mathematical framework that models the percentage of the unsuccessfully decoded frames (i.e. lost frames) based on the frame drops that are caused by packet losses during the streaming process. An analytical model is introduced, which is used to predict the effect of the packet loss distribution on the delivered video quality.
The proposed model of packet loss to frame loss
For evaluation purposes of the packet loss impact on the PQoS level of a streaming service, it is adopted an objective evaluation metric, known as Decodable Frame Rate (Q) [34] . The value of Q lies between 0 and 1. The larger the value of Q, the better the video quality received by the end user, since it means that the majority of the frames have been successfully received and decoded by the user's terminal. Therefore Q is defined as the fraction of successfully decoded frames to the total number of frames sent by a video source and contained in the video sequence:
Since the N dec is the summation of the successfully decoded I, P and B frames (i. e. N dec-I , N dec-P , and N dec-B ) and the N total is the summation of I, P and B frames (i.e. N total-I , N total-P , and N total-B ), the Q can be defined as:
Based on this Q metric, in the next sub-sections it is analytically calculated the expected numbers of theoretically expected successfully decodable frames per type (i.e. I, B, P) based on a structure GOP (12, 3) , which is a typical selection in MPEGcoded video applications due to its optimized trade-off between robustness and compression efficiency. However, the proposed model can be appropriately adapted to any possible GOP structure by reforming the relevant math equation, which will be presented in the next sections.
In the proposed model, the concept of theoretically expected decodable frames is subject to the following hypotheses: • At the decoder it is not implemented any sophisticated error concealment method.
• The decoding threshold is considered equal to one (DT=1) independently of the content dynamics, meaning that one packet loss causes unsuccessful decoding of the respective frame, which practically equals to frame loss during the decoding process.
• The error propagation affects all the frames that are depended on the lost frame (where the packet loss took place).
Considering that the previous hypothesis is valid (i.e. DT=1), the dependent frames are indirectly considered to fail during the decoding procedure.
• The packet loss rate is considered constant and uniform during the application period of the model.
Based on these hypotheses, it is clear that the proposed approach of modelling packet loss impact on the theoretically expected decodable frames of a video service follows a relative approach, where it is researched the degradation caused by the transmission packet loss ratio in relevance to the initial quality of the encoded video content. A case that is not considered in the above hypotheses is the packet loss to happen on the control packets (i.e. ACK packets). Because he size of data packet (500~1000 Bytes) is much larger than the respective control packet (typically around 30 Bytes), the probability over a uniform packet loss ratio to lose a control packet in comparison to lose a data-packet is very low. So, we can practically ignore the loss effect of control packets and assume that all the packet-loss comes from data packets. Moreover, considering even that this not probable case of losing a control packet may occur, the fact that any video streamer implementation will have different reaction to this, makes the study of this case of low interest since it is not widely applicable but very dependent on the streamer implementation. So without loss of generality, this special codec-dependent case is not addressed by the paper.
Following this explanatory section, the proposed model is presented in the next sub-sections, considering constant packet loss ratio p for the whole service duration. In the appendix of the paper, for readability purposes is presented the notation explanation of all the used symbols.
Hereby is presented an analytical approach to the calculation of the expected number of successfully decodable frames, in order to analytically define the Q metric for GOP (12, 3) .
1) The expected number of successfully decodable I frames (N dec-I )
In a GOP of an encoded sequence, the I frame (i.e. the first frame of the GOP) is successfully decodable only if all the packets that belong to the specific frame have been successfully received. Considering that (1-p) is the probability for one packet to be successfully received, given a packet loss rate equal to p and taking under consideration that the I frame consists approximately C I packets then the probability the first I frame of a sequence to be successfully decoded is ( ) ( )
Which is the mathematical representation of the probability that all the packets carrying the data of the first I frame to have been successfully received at end-user side.
Consequently, the expected number of succesfully decodable I frames for the whole video sequence, considering that the total number of I frames is GOP N (i.e. one I frame in each GOP) then the expression:
Represents the expected number of successfully decoded I frames of a streamed video sequence, which consists GOP N GOPs, over a transmission network with p packet loss rate.
2) The expected number of successfully decodable P frames (N dec-P )
In a GOP, P frames can be successfully decoded only if the preceding I (only for the case of the first P frame in a GOP) or P frames (for all the rest P frames in a GOP) have been successfully decoded (see fig. 1 ) and all the packets that belong to the P frame under examination have been successfully received. Therefore, taking under consideration the previously proven equation for the successful decoding of the I frame within a GOP and the fact that successful reception of all the packets that belong to the P frame under examination and its preceding I frame is needed for successful decoding, then the probability of the first P frame to be decodable within a GOP is:
( ) ( ) ( ) ( )
Where C P and C I represent the average number of packets that construct a P and I frame respectively. Respectively considering that the successful decoding of the second in turn P frame within a GOP is directly dependent on the successful reception of the packets that belong to it and indirectly dependent on the successful decoding of the previous P frame, then the probability of the second P frame within a GOP to be successfully decodable is:
Extending this formulation to the rest P frames of a GOP, considering that there are totally N p P frames in a GOP, and depending on their position, the probability of the 1 st , 2 nd , …, Np in turn P frame to be successfully decodable is provided by the following equations:
Thus, according to the above equations, the expected number of successfully decoded P frames within a GOP is provided by the equation
Considering that the whole sequence contains GOP N GOPs, then the total expected number of successfully decodable P frames for the whole video is given by the following expression:
3) The expected number of successfully decodable B frames (N dec-B )
Within a GOP, B frames are successfully decodable only if the preceding and succeeding reference I or P frames are both decodable and all the respective packets that consists the specific B frame have been successfully received. Considering that consecutive B frames throughout the GOP structure have the same inter-coding dependencies on the preceding or succeeding I or P frames, we examine the consecutive B frames as a B frame group, except for the last B frame in a GOP, which is dependent only on the preceding P and succeeding I frame (making it indirectly dependent on two successive I frames).
Therefore, in a GOP the probability the first B frame/group to be successfully decodable depends on the successful decoding of the preceding I frame (i.e. ( ) I C 1-p ), the successful decoding of the succeeding P frame (i.e. (1-) p ). Therefore the probability the first group of B frames in a GOP to be successfully decodable is described by the following expression:
( ) ( )
Where it has been taken under consideration that a I/P/B frame consists approximately C I / C P /C B packets. Similarly, considering that the second group of B frames depends on exactly the same I/P packets as the first one plus the packets that consist the succeeding P frame, then the probability for successful decoding of the second B frame within a GOP is given by ( ) ( )
It must be noted that the second group of B frames is independent on the successful reception of the packets that consist the first B group, since it is not related to it. Therefore it only depends on its own B packets and for this reason the term B C (1-) p remains constant. Continuing the same process to the rest B frames of a GOP(N,M), the following expressions are derived that depict the probabilities each B frame in a GOP to be successfully decoded: 
The last two expression refer to the penultimate and last B frame/group of a GOP structure, considering that the last B frame is also dependent on the I frame of the next GOP (for this reason the exponential 2C I appears). According to MPEG structure that was presented on Section 2.4, within a GOP(N,M) there are M-1 subsequent B frames that in the above analysis have been considered as one B frame/group.
In order to calculate the total number of expected successfully decodable B frames in a video sequence that consists GOP N GOPs, we sum all the respective probabilities of the B frames/groups, which have been calculated above for one GOP. Substituting the relative probabilities that have been already calculated, the expected number of successfully decodable B frames for the whole video sequence can be described as: According to this formulization, for typical parameterization the respective expected decodable frame rate for various packet sizes follows the form that is depicted on Figure 4 . It must be noted that since the proposed model considers that a packet loss causes directly or indirectly undecodable frames, the model is independent on the spatiotemporal dynamics of the content and focuses on the frame loss of the test sequence.
Another significant notice it that the maximum value of packet loss under test is 0.1 (i.e. 10%) since at this packet loss rate approximately the 90% of the video signal has become undecodable. So, greater values do not add practical value to the paper. Therefore, for the rest of the paper, the experimental measurements will be focused on this range of packet loss ratio. Hence, considering a transmission channel with uniform and constant packet loss ratio p, the respective Q rate of successfully decodable frames (i.e. frames without any direct or indirect packet loss) can be analytically predicted.
According to this formulization, for typical parameterization the respective expected decodable frame rate for various packet sizes follows the form that is depicted on Figure 4 . It must be noted that since the proposed model considers that a packet loss causes directly or indirectly undecodable frames, the model is independent on the spatiotemporal dynamics of the content and focuses on the frame loss of the test sequence. Another significant notice it that the maximum value of packet loss under test is 0.1 (i.e. 10%) since at this packet loss rate approximately the 90% of the video signal has become undecodable. So, greater values do not add practical value to the paper. Therefore, for the rest of the paper, the experimental measurements will be focused on this range of packet loss ratio.
Experimental Validation and Calibration of the Proposed Prediction Models
Validation of the Encoding Quality Prediction Model
The proposed model of Section 3, for predicting the encoding bit rate that satisfies specific perceptual quality level was tested on a set of real captured video clips, containing content with duration spanning from 10 seconds up to 10 minutes. These video clips were captured in DV PAL format from common TV programs and then transcoded to MPEG-4/H.264. Applying the proposed model the predicted video quality was calculated for various bit rate values and then it was compared to the actually estimated one, which provided the data for drawing the relative performance plot that is depicted on Figure 5 . According to this plot, the proposed model provides adequately accurate results by predicting successfully the respective video quality of short in duration video clips. Moreover, the proposed prediction model was also validated for a set of media clips, which were captured from common television programs in DV PAL format and encoded at CIF resolution. The video clips had exclusively specific homogeneous content (i.e. talk show, football, swimming, speech etc.) with duration spanning from 15 seconds up to 60 seconds for the same content type. Applying the proposed prediction model and following the same validation procedure, the respective performance plot was derived and is depicted on Figure 6 , showing satisfactory behavior of the model for homogeneous contents, independently of their short duration. This spatiotemporal homogeneity of the content can be met within short periods/shots of longer video sequences.
Therefore, the validity of the proposed prediction model for the encoding of the video sequences at various perceptual quality levels has been experimentally proved.
Validation and Calibration of the Proposed Frame Loss Prediction Model
1) Validation of the Proposed Frame Loss Prediction Model
The proposed model of packet loss impact on the percentage of successfully decodable frames of the transmitted video has been built based on some hypotheses, which have been stated in Section 4. Among these hypotheses, it has been considered that the packet rate remains constant and follows the uniform distribution, which means that the packet losses follow a specific periodic pattern like the one of Figure 7 . Due to the uniform distribution of the packet losses and the hypothesis that the DT is equal to 1, the uniform packet loss scheme provides the theoretically worst case scenario of a specific packet loss rate impact on the expected number of successfully decodable frames. Therefore, in order to validate initially the accuracy and efficiency of the proposed model that maps the packet loss to frame loss considering DT=1.0, experimental measurements of the frame loss of MPEG sequences over a uniform packet loss scheme were performed.
The experiments were performed on NS-2 simulation environment, where three video traces were utilized namely "Fitzek", "Aladdin" and "Jurassic". These traces were encoded using the MPEG-4/H.264 format and GOP (12, 3) and were specifically selected because they are representative of diverse spatiotemporal content. This diversity leads to different video statistics and properties, providing a wide range of video shot categories for the validation purposes of the proposed model. More specifically, Fitzek signal is characterized by short duration and high C I values, while Aladdin and Jurassic signals are longer in duration videos with higher C P and C B values respectively. Table 2 contains the test signal statistics that were deduced for MPEG-4/H.264 encoding and GOP structure (12, 3) . The validation process was performed for various packet sizes ranging from 188 bytes that correspond to Digital Video Broadcasting (DVB) services to 1000 bytes that is the typical size for video streaming application like Video On Demand (VoD) or IPTV. The statistics of the test signals for representative packet sizes are depicted on Table 3 , where the distribution and concentration of the packets to the various frame types are displayed.
During the validation process, the test signals were streamed under the NS-2 simulation environment of a uniform packet loss scheme for the experimental estimation of their successfully decoded (i.e. flawless) frames. The experimentally derived results were compared to the corresponding predicted ones that were provided by the application of the proposed model. The two sets of experimentally measured and theoretically predicted results were used to form the respective performance plot that is depicted on figure 8 , where it can be observed that the proposed model provides accurate prediction of the expected ratio of decodable frames over a uniformly packet loss scheme. The fact that it appears high density of experimental points in the beginning of the axes shows that for high packet loss ratios, the respective experimental/measured decodable number of frames is low, because the decoding process cannot be performed due to the high loss of data. However, under real network transmission conditions, the packet loss scheme does not follow the uniform distribution, which is an unrealistic and theoretical case only. For this reason, the proposed model was also tested under bursty-based packet loss distribution scheme, which causes concentration of the lost packets under specific frames, similar to the case that it is depicted on Figure 9 . For the validation purposes of the proposed model under bursty packet losses, the Gilbert Elliot (GE) model was selected since it has been deduced that provides efficient simulation conditions [35] and provides for the same packet loss rate of the uniform model, the packet losses grouped in bursts, approximating by this way the behavior of real error-prone transmission channels.
The experiments for the GE packet loss scheme were performed again on NS-2, using the same configuration as in the uniform case and the same test signals of Table 3 . Following the same validation procedure as previously, the successfully decoded frames of the test signals were experimentally calculated. Afterwards, the corresponding expected number of decodable frames was also predicted by the application of the proposed model and the results were compared to the experimental ones, in order to derive the respective performance plot, which is depicted on Figure 10 . From the derived results, it can be observed that the proposed model does not predicted accurately the frame losses for burtsy packet loss environments and more specifically it over-estimates the impact of the packet loss on the relative frame loss, especially for the case of low/medium packet loss rates. This outcome was expected since it has been already discussed that the hypotheses of DT=1 and uniform packet loss scheme, on which the proposed model has been built, corresponds to the theoretically worst case scenario, providing the lowest threshold of frame loss. This overestimation of the packet loss impact by the proposed model can be also observed in Figure 11 , where the experimentally derived curves for uniform and GE packet schemes are depicted in conjunction with the respective theoretically derived one from the proposed model. Fig. 11 . Experimentally derived Successfully Decodable Frame Rate Q for bursty (Gilbert Elliot -GE) and Uniform packet loss scheme compared to the predicted one Figure 11 depicts the case of the test signal Fitzek with packet size 500 Bytes as a representative example of the efficiency of the proposed model in comparison to the experimentally derived results of uniform and Gilbert Elliot packet loss schemes.
As it can be observed, the proposed model provides excellent match between the uniform and the predicted case, which correspond also to the theoretically worst case. But for the case of bursty packet-loss scheme, the relative experimental curve appears an offset from the respective predicted one. Therefore, for better match between the predicted values of the proposed model and the experimentally measured under bursty loss conditions, which correspond to a realistic condition of a network, a calibration of the proposed model is required by the application of an appropriate offset multiplier.
2) Calibration of the Proposed Frame Loss Prediction Model
The results from the study of bursty schemes of the previous sub-section showed that the theoretically expected decodable frames for the worst case of the uniform packet loss scheme must be multiplied by an offset parameter in order to be more accurate and emulate the behavior of the Gilbert Elliot packet loss schemes. The offset multiplier for this purpose has been experimentally defined by performing repeating test-matches and calculated to be equal to the following expression: 
=
Using again the NS-2 simulation environment, the experiment for the case of bursty packet loss scheme was repeated and the proposed calibrated model compared to experimentally measured values of successfully decoded frames. From this comparison the performance plot of Figure 12 was derived and the respective Fig. 13 (which can be compared to the respective Fig. 11 ). Comparing the performance plots of the calibrated and non calibrated model, which are depicted on Fig. 12 and 10 respectively, it can be derived that the proposed offset multiplier provides satisfactory mapping of the predicted number of successfully decodable frames to the respective experimentally derived. Therefore, the proposed model has been successfully validated for the cases of both uniform and bursty packet loss schemes as well, providing satisfactory approximations and predicted measurements.
The proposed end-to-end framework
Mapping of CPDF to MOS
Based on the aforementioned proposed theoretical models of video quality prediction at a pre-encoding state and packet loss-to-frame loss, this section proposes an end-to-end video quality prediction framework of MPEG-based signals, which is based on the combination and exploitation of the two proposed models.
More specifically, the first model will be exploited as a metric for predicting the video quality degradation that is caused by the encoding process of the uncompressed video signal. Considering an MPEG-based compression, the degradation is primarily dependent on the selected encoding bit rate (i.e. the deduced perceptual quality will be lower in comparison to the initial content).
Therefore, the <PQoS> SSIM derived from the first proposed model of Section 3 will be used as a degradation multiplier to the initial quality level of the uncompressed content, which is considered as perceptually excellent (i.e. equal to 100 in the perceptual scale), indicating the relative degradation of the encoded content due to the MPEG compression.
Considering the degradation that may be induced due to transmission problems during the streaming of the service, the proposed model of Section 4 will be used, which maps the packet loss rate of the transmission channel to the expected number of decodable frames (or equivalently to the frame loss percentage). However, the proposed model maps the impact of the packet loss ratio to the respective frame loss, but the perceptual degradation caused by this frame loss, it is not estimated.
In the proposed model, we have considered the zero-motion concealment method for recovering the frame losses. This means that the transmitted degraded signal suffers from motion discontinuities, because the last successfully decoded frame is retained till the next successfully decoded one. Towards this, based on the literature, a relative mapping between the frame losses of an MPEG video and the respective perceptual degradation, has been already proposed in [36] . More specifically, due to the fact that the video signal may suffer several degradations at any stage of the transmission chain, resulting in severe motion discontinuities in video streaming, the end-user may perceive a jerky motion and instantaneous fluidity breaks. Packet losses in the transmitted networks are the main cause of this perceived jerkiness/break. Packet losses cause a sporadic frame discarding at the decoding process because of the limited buffering time, making the last successfully decoded frame to be displayed in the position of the dropped frame until the next successfully decoded frame follows. Therefore, the end-user will perceive a frozen playback followed by an abrupt displacement of the depicted objects.
In [36] the term temporal discontinuity is used as a perceptual synonym of the frozen playback. More specifically, the perceptual impact of a single burst of dropped frames on the perceptual degradation has been estimated for short video sequences of 10 sec duration, a period that is adequate to avoid the forgiveness effect and consider the spatiotemporal content dynamics practically constant.
Moreover, since the PQoS degradation due to frame losses and the respective temporal discontinuity is highly dependent on the spatiotemporal activity of the content, the selection of a short period of monitoring and assessment minimizes this dependence and makes possible the provision of a generic prediction model regardless of the spatiotemporal dynamics of the content. Furthermore, according to the statistical analysis of [36] , this short duration minimizes the probabilities to have multiple bursty packet losses within this period, making the study of single packet loss bursts schemes statistically quite accurate and satisfactory. Based on the model, which has been proposed, presented, tested and subjectively evaluated in [36] the mapping of the dropped frames to perceptual quality level with regard to the Mean Opinion Scores (MOS) [1] over various spatiotemporal contents of 10 sec duration and 25fps temporal rate is analytically described by the following expression: = where x is the discontinuity duration computed over all contents in msec. Therefore, this equation maps the objective metric of the discontinuity durations to the respective PQoS level degradation in terms of the subjective metric of MOS.
The fact that the 85.8 is used as maximum estimated quality is derived from the validation process of the model in [36] and it is based on the fact that statistically there is always a variance in the measured assessments by the viewers, even if they characterize the sample as excellent. Therefore, the mean excellent value that it is subjectively achieved is around 85.8 out of 100.
In this point the authors would like to point out that the specific representation of the MOS metric in the range of 0-100 (and not in the usual one from 1 to 5) is used as a more detailed one in comparison to 1-5. This elaboration of the five scale of the MOS, it is a common tactic in the research field of video quality evaluation and a direct mapping is performed every 20 units to the respective 1-5 MOS unit (i.e. 0-20:1, 21-40:2, 41-60:3, etc.) [12] . So, the selection of this scale is not a proprietary approach for the need of this paper, but a common tactic followed for more accurate results.
Based on the 10sec duration restriction of the described model in [36] , the estimation of the dropped frames due to the monitored packet loss ratio, which is the complimentary of the CPDF (i.e. the CPDF for single bursty packet loss schemes, the derived result will be used as input to the MOS prediction scheme for the final mapping of frame loss to PQoS. Considering that the duration period of applying the proposed model in [36] to all the test signals is 10 sec, then the variable of the discontinuity duration can be also expressed in terms of duration percentage of the discontinuities over the 10 seconds. Thus, describing the variable x of Therefore by applying the proposed model over a period of 10 sec at the streaming channel of service, the respective perceptual level can be estimated.
Correlating the proposed discrete models into an end-to-end quality metric
Combining the two discrete proposed models along with the aforementioned MOS extension of the second one, can be further exploited for providing a prediction of the Expected Delivered Video Quality (EDVQ) level at the end-user. In this direction, the video service provision can be considered as two events: i. the encoding event (A event) and ii. the transmission event (B Event). Each of these two events can introduce quality degradation to the initial video signal through different mechanisms that have been already discussed and modelled by the proposed models of this paper. Moreover, both the events are absolutely necessary in the video delivery process, which means that the intersection of A and B cannot be the empty set (i.e. encoding without transmission and transmission without encoding is not possible for an endto-end video delivery framework). Therefore, the EDVQ can be considered as the intersection of the A and B events and described by the following conditional equation, which maps the EDVQ to the degradation that is caused to the initial video signal by both the A and B events (i.e. the encoding and the transmission process):
Therefore, this relation -based on the fact that the intersection of A and B are not the empty set, can be further analyzed as following:
This relation means that the EDVQ can be dscribed as the product of the degradation that is occurred by the encoding event A and the transmission event B given the encoding event A. Considering this approach, the ( ) Degradation A parameter can be successfully mapped to the degradation that is caused by the encoding process, and respectively the ( | ) Degradation B A can be mapped to the degradation caused due to packet loss during the video delivery subject to the applied encoding parameters. It must be noted that the impact of the packet loss on the quality degradation is strongly related to the encoding parameters that have been applied on the specific video (i.e. event A), since the mean frame size plays a key role to the packetization scheme of the stream (as it has been already discussed in the respective model of packet loss-toframe loss of this paper). Therefore, the above formula can be re-written as follows: Where the <PQoS> SSIM can be considered as the long term multiplier, since it provides an average prediction of the video quality degradation caused by the encoding process over a video signal and the MOS is the short term multiplier, given that it provides prediction of the video quality degradation that it is caused by the packet losses of the transmission medium every ten seconds.
Experimental Demonstration of the proposed end-to-end framework
In order to be able to demonstrate the validity of our framework and verify the proper operation, we applied the proposed framework on a real small scale packet-network testbed, which is able of applying specific network conditions (i.e. packet loss ratio) by Linux-based scripts. The chosen architecture is illustrated in Fig.14 , where the testbed is comprised of one autonomous domain, consisting of three PCs operated by Linux OS (kernel 2.6.xx) and a Measurement PC. The ingress PC is the content provider and service generator (i.e. the media streamer), the second PC in the domain is equipped with NistNet [42] for applying specific network conditions and the third PC is the media receiver (i.e. the end-user). For the validation purposes of this paper, specific packet loss pattern was applied (as it is illustrated on Fig 15) by appropriate configuration of NistNet. The measurement PC of the testbed has twofold responsibilities: Firstly was used for validating the accuracy of the loss pattern that NistNet applies and secondly for applying the proposed framework and deriving the experimental graphs that are depicted on Fig. 15 .
The experimental application of the proposed end-to-end framework is divided to two phases: a. The application of the prediction model for estimating the bit rate that corresponds to a specific quality level; b. The application of the model that predicts the impact of the packet loss during the content provision on its initial quality level. For the needs of this experiment a music video trailer was selected as a test signal, which was initially encoded at MPEG-4/H.264 CIF 100 kbps. During the first phase of the experiment, it is also considered that the Content Provider possesses the reference hyper-set RS , containing the S T C − sets derived from the test signals of Table 1 . Thus, the encoded clip @100kbps
is used as input to the SSIM algorithm and the resulted instant SSIM curve is used for the estimation of the <SSIM> value, which is estimated equal to 0.8. Afterwards, using this value as input in the ADV equation, it is defined the S T C − that minimizes the ADV and therefore contains the optimal triplet element for the analytical description of the signal under test. More specifically, for the derived <SSIM> value, the optimal S T C − set belongs to BBC Africa reference clip. Thus, the equation that describes better the variation of the <PQoS> SSIM vs. the bit rate is <PQoS> SSIM = 0.1098ln(Bit Rate)+0.2702
Consequently, if the content provider wishes to offer this video clip at the perceptual qualities 0.70, 0.80 and 0.90, then by using the above equation is able to estimate the corresponding bit rates in a pre-encoding process. Table 5 shows the corresponding encoding bit rate values for the specific video clip. For the purposes of the specific experiment the <PQoS> SSIM =0.9 was selected, which means that the long term of the initial degradation due to encoding in EDVQ is 0.9 (i.e. 10% video quality degradation).
During the second phase, we selected a specific and periodic pattern of packet losses with an average value of 20% packets drop from the video stream. By this selection, the authors want to demonstrate that the proposed framework predicts statistically correctly the stochastic impact of a packet loss on the subsequent frames of a video sequence (i.e. the fact that the same packet loss ratio will diversely result in loss of I, B or P-frame packets, which in turn will cause different error propagation and therefore quality degradation). Afterwards, using the network testbed, the streaming of the video was performed with packet size equal to 1000 Bytes. Then the frame loss was experimentally calculated and then it was compared to the predicted one that it was derived by the proposed model, showing satisfactory match, in a similar way like the presented validated results in section 5c. Afterwards, the respective MOS estimations were estimated based on the proposed adaptation of the model described in [36] . The results of this demonstration are depicted in Figure 15 , where the predicted MOS values are depicted in parallel to the packet loss scheme that was used during this experimental procedure. More specifically, in Figure 15 the predicted MOS for the degradation of the perceptual quality has been calculated. For reference purposes the respective frame loss ratio is depicted in parallel to the packet loss scheme. The EDVQ can be finally calculated by the multiplication of the respective predicted MOS values (short term) with the <PQoS> SSIM =0.9 (long term), as they were estimated by the proposed end-to-end video quality prediction framework As it can be observed, when packet loss spikes occurs (significant instant packet loss) then the predicted MOS value is instantly degraded. Moreover, for the same packet loss scheme, it can be deduced that its impact on the number of successfully decoded frames and the calculated MOS quality varies based on the type of the frames that the packet loss happened. For example see the degradation around the 400 sec of Figure 15 in comparison to the other ones. It can be clearly observed that the respective frame loss pattern is more severe than the rest ones, showing that the specific packet loss occurred on frame types that are more significant in the decoding process. Thus the model deterministically predicts the impact of the packet loss on the delivered video quality, without leaving out the stochastic nature of the quality degradation caused by packet losses during the service provision.
Conclusions
This paper presents a theoretical framework for end-to-end video quality prediction for MPEG-based services. The proposed framework encloses two discrete models: i) A model for predicting the video quality of an encoded signal at a preencoding stage and ii) A model for mapping packet loss ratio of the transmitting channel to video quality degradation. The efficiency of both discrete models has been experimentally validated, proving by this way the accuracy of the proposed framework, which combines the discrete models into a common end-to-end video quality assessment framework.
The advance of the proposed framework is that it can be applied on any MPEG-based encoded sequences, subject to specific GOP structure. Moreover, it is also introduced the novel issue of predicting the video quality of an encoded service at a pre-encoding state, which provides new facilities at the content provider side. However, the validity of the proposed framework has been successfully experimentally tested both on uniform and bursty packet loss schemes.
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APPENDIX NOTATIONS USED IN THE PAPER Ntotal-I Ntotal-P Ntotal-B
The total number of I, P and B frames.
Ndec-I Ndec-P Ndec-B
The number of successfully decoded (i.e. flawless) I, P and B frames.
Ndec
The aggregate number of successfully decoded (i.e. flawless) frames at the end-user terminal from the sequence
NTotal
The total number of frames in the sequences
NGOP
The total number of GOPs in the sequence.
CI CP CB
The mean number of packets that transport the data of I, P and B frames respectively p Packet loss rate Q The fraction of successfully decoded frames to the total number of frames of a sequence
S(I)
The probability the I frame of a sequence to be successfully decoded
S(Pn)
The probability the n th P frame within a GOP to be successfully decoded
S(Bn)
The probability the n th B frame within a GOP to be successfully decoded N P , N B Total number of P and B frames within a GOP
EDVQ
Expected Delivered Video Quality
