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Este documento describe las consecuencias que sobre la 
estimaci~n m{nimo-cuadratica de los modelos econom~tricos 
tiene la aparicibn de observaciones at1 p icas en los datos 
muestrales. Se señala la importancia de analizar la posi-
ble presencia de puntos at{picos,destacandose las medidas 
y contrastes estadísticos que facilitan determinar cuando 
un dato muestral no es homogeneo con el resto, todo ello 
ilustrado con una aplicaciC:n emp{rica. Finalmente,se enu-
meran los pasos metodológicos, que conviene atender, para 
, 
conseguir un diseño robusto en la elaboracion de un mode-
lo econome:tri co. 
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En la elaboraci~n de todo modelo econométrico se presupone, 
que su especificación es correcta y que una estructura especí-
fica ha generado las observaciones en estudio, consistiendo el 
objetivo principal del trabajo econométrico en la estimación 
de los valores de los parámetros contenidos en su ecuación, en 
base a los datos muestrales de las variables endógenas y exó-
genas que la definen. 
Pero en las investigaciones empíricas casi nunca puede par-
tirse de un marco te~rico, suficientemente exacto, como para 
formular el modelo eon precisión y garantía de que la especi-
ficación es formalmente correcta y que todos los requerimien-
tos precisos para una inferencia válida de los valores de los 
parametros se cumplen, al menos, a un nivel aproximativo sufi-
ciente. 
, 
En este sentido, conviene comprobar que la decision adopta-
da en cada caso (estimación de los parámetros), no esta basada 
en un proceso en el que no son confirmadas las condiciones bá-
sicas, pues ello nos conduciría a una solución err~nea. 
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La necesaria diagnosis del modelo requiere analizar,en base 
, 
a los propios resultados de la estimacion, la validez general 
de las condiciones teóricas iniciales, de acuerdo con la apli-
. ' ' caClon de determinados contrastes de hipotesis usuales en todo 
pro~eso de modelización econométrica, lo que implica,según los 
casos, la reformulación del modelo o la reestimación del mismo 
por métodos alternativos que sean m~s satisfactorios. 
--------------------------------------------------------------
Gráfico 1.- Proceso de modelización econométrica. 
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Estas limitaciones de la pra'ctica economÉtrica se producen, 
en gran parte,de los habituales errores en la materia prima de 
los modelos construidos,las estadísticas econ~micas.La calidad 
qe los datos es 10 que implica que,cuando se da el salto de la 
" I 
teorla a la practica,haya que convencerse de que todos los mo-
delos y todas las hip~tesis en que se fundamenta un determina-
do metodo de estimación son 'falsos'. 'No hay modelos correc-
I • tos; hay modelos utlles', como señalan los profesores RAYMOND 
y URIEL (1). Los modelos deben ser utilizados no creidos. 
, 
El problema de la calidad de las estadísticas economicas, 
que deriva a que no puedan aceptarse, sin ninguna objeción las 
cifras que se publican,sin someterlas a un proceso de contras-
te o cr{tica razonable, supone también, . I la normal preocupaClon 
que debe representar este hecho para la Econometría Aplicada, 
debiendo incluirse en los contrastes para análisis de validez 
general del modelo, test que permitan encontrar,sí los hay,fa-
, I 
llos en la informacion numerica de las variables. 
Entre estos vamos a centrarnos en aquellos que tratan de la 
detección de valores an~malos o atípiCOS, observaciones no ho-
I • • 
mogeneas con el resto de datos de la muestra, outliers en ter-
minOlogía anglosajona. 
Su estudio y tratamiento, se aborda en muy pocos manuales 
econométricos, a pesar de que, como demostraremos en estas pá-
I 
ginas, pueden tener una incidencia importante en la resolucion 
de cualquier modelo. 
---------------------------------.-----------------------------
(1) J.L RAYMOND I E. URIEL (1987): Investigación econométrica 
aplicada. 
-5-
CONSECUENCIAS SOBRE ESTIMACION MINIMO-CUADRATICA. 
-------------------------------------------------
La estimaciÓn del modelo lineal: 
y = X a + u 
donde, Y es un vector de T*l observaciones de la variable en-
• dógena, X es una matriz de T*K valores de las variables e>:oge-
• nas, de rango K, B es un vector de K parametros y u es un vec-
tor T*l de perturbaciones aleatorias, con E(u)=O y E(uu')= ~lI 
Y distribucion normal, conduce, aplicando el criterio de esti-
mación de los mínimos-cuadrados, a la ecuaci6n: 
, , 
X X = b X Y 
en donde, bajo el supuesto de que la matriz X'X es invertible, 
se obtiene como soluci6n para el vector de estimadores: 
b = (X'X)-l X'Y 
Gr~ficamente, el ajuste mínimo-cuadrático significa obtener 
la ecuaciÓn matemática " y = Xb, tal que discurriendo por entre 
la nube de puntos que representa los T datos muestrales, resu-
me estos dándonos una escala de transformaci¿n de los valores 
X en Y. 
. , La Solucl0n obtenida es claramente dependiente de los valo-
res contenidos en la matriz X y en el vector Y,y por lo tanto, 
, . 
la validez de 105 datos condiciona la estimacion de los para-
metros del modelo. 
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En concreto, si suponemos la presencia de puntos at{picos 
I que pueden mostrarse por un valor anomalo de Y para un punto 
del vector X correspondiente o un valor at{pico para X este 
segundo, acompañado O no de una respuesta atípica en Y, los 
... 
mismos incidiran en el resultado final de la 
m{nimos-cuadrados. 
estimaciC::n seg':'n 
I Ademas, condicionado por este cambio, los residuos de la re-
gresión también se ven afectados, en mayor o menor cuantía, lo 
cual conduce inevitablemente a que el conjunto de medidas eva-
luatorias de la ecuación estimada, varianza residual, varianza 
de los estimadores, coeficiente de determinación, 
, 
••• , tambien 
se vean alterados variando, por tanto, todo el conjunto de re-
• su1tados de la regresion y la diagnosis final sobre el modelo 
que se estima. 
En efecto,ilustrando el proceso descrito con un ejemplo nu-
mérico en base a datos muestrales de dos variables, con Objeto 
• de que podamos representar graficamente los resultados, se ha 
• I pasado a su resoluclon m-c en base a los datos originales de 
las variables (cuadro l.a), a esos mismos datos perturbando un 
un valor de la variable endógena,dato at{pico en YCcuadro 1.b) 
• o cometiendo un error en la variable exogena X(cuadro l.c). Po-
demos así, analizar los efectos que la presencia de un punto 
at{pico,supuestamente 
de los datos, bien de 
. . 
ecuaClon. 
generado por un error en la manipulaciÓn 
• Y o de X,tiene sobre la estimacion de la 
En las tres salidas de resultados obtenidas,tanto los valo-
, 
res de la estimacion como las medidas eva1uatorias, varian de 
una regresión a otra,cambiando el sentido de la interpretación 
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que de ellas debe realizarse. Si, para la primera regresion, 
, 
la estimacion conseguida puede considerarse aceptable en aten-
, I 
cion a la representatividad general alcanzada en la ecuacion 
.., 
attlstada (R~= 0.96) Y a la fiabilidad conseguida en la estima-
l' , , 
cion de los parametros, en especial en el termino de pendiente 
de la recta (CD
a 
= 157.), en la segunda, con dato atípico en Y 
¿ 
Y en la tercera,con dato at{pico en X, estos resultados clara-
mente empeoran. 
, 
Cuando la regresion la realizamos en base a los valores del 
, 
cuadro 1.b,se debe rechazar la estimacion pues el contraste de 
. 
la hip~tesis Ho:B< = O acepta esta, al nivel de significacion 
del 57., indicándonos la no dependencia lineal entre variables 
I , 
endogena y exogena. Mientras que si analizamos resultados del 
cuadro 1.c, esta dependencia se acepta pero,frente a la prime-
, 
ra regresion, tiene la desventaja, de que no nos permite ase-
gurar que se haya cuantificado adecuadamente los parametros de 
,la estructura que relaciona Y con X (CD9¿= 617.). 
En 1 a representación ~grC:f ica de los tres ajustes, se observa 
el sentido del cambio que los puntos at{picos determinan sobre 
la ecuación de regresión, línea de trazo continuo por la línea 
punteada. 
, , 
Las observaciones anomalas atraen la recta estimada 
I ' , • I hacia Sl, tanto mas, cuanto mas se aleJen estas del centro de 
gravedad medio del resto de observaciones empleadas en la es-
• timacion. 
La atracción que todo punto at{pico produce, es debida a la 
particular forma de la función que el método de estimación de 
los mínimos-cuadrados trata de minimizar, una suma de cuadra-
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Cuadro 1.a.- Resultados para datos originales • 
... DATOS .... 
J.. 
• 2 
-!t._ 
.~ 
4 
• 
• 7 
• 
• 
'0 u 
4.9b 
.... 
•• 24 
6.82 
.. "" .... 
8.15. 
.. '" .... 
•• 94 
9.96 
ttATRJCES DATOS 
.. U'.I .. 
U 
.. 
.. U'Y) _ 
83.07 
797.4:5 
•• (Y'Y) -
~.841901 
.. u'x,-J .. 
.827272727 
-.0818181818. 
~-
.. 
'00' 
4 
• 
• 7 
• 
• 
.0 
U 
12 
l> 
'4 
-.0818181818 
9. 090''i'0909E-03 
J.~ DESCRIPTIVO 
• ECUACI"" "INJI'ID-OJADRATJCA • 
Yt-.3.4751.344 +.4S290908't la 
r.-.0Bó2210881 rfl •• 95"Ij,624IS 
2.ES~ ESTJMDA 
• ESTlttAC10N PUN'TUAL • 
bl·3.4~ 
b:r. 4S2909OB"l 
8~-. 1053B133 
.. YAllfb} .. 
.0871191002 .... 62210881E-03 
-e.IAo22J0881E-03 9.':I801209E-04 
• ESTlftAClON POR lNTERVAI-OS • 
J 8 t2.. 8077:iS15 
J82·.~blB5 I 
4.J43S1694 
• DEPENDEJrCIA LItEN.. ClXJLIfl'A 
CD·
1
-19.2160449 
CDa2·1S.4~' 
Fo -214.U6977 
Cuadro 1.b.- Resultados con valor I anomalo en Y • 
... DATD6". 
J.. -!t._ 
1 4.96 
2 5.68 
:5 '.24 
.. 6.82 
D '.95 
• 18.4 7 •• :11 
• •• 33 
· .... 10 •• IM 
SI •••• 
"'''''ICES ~TDB 
.. '1'11 .. 
11 
.. 
.. ,.".,-1 .. 
.&212,2121 
.... 08 •••••• ,. 
~-
.. 
'001 
4 
• 
• 7 
• 
• 10 
U 
12 
l> 
14 
-.0818111818 
•• 09090t09E-03 
J • tIlDEL.Q DESCRJ PT ¡YO 
• EaW:lca '"INJrI)-Q"'W)AATlCA • 
;t ..... ·4174~~ +.452909091 .2t 
-: .... 7599297 ~ •• 171981382 
2.1EBlIK.IC'n!M UTafIADA 
• ESTlttAC1CIN .......-n.ML • 
~12.07065B1 
.. \MACia) .. 
.......... 
-... ~
" .... 41745457 
.. ~.4U90909J 
-.W'5fl291 
.1...,..... 
• EBT'I'W:JDN PDl JN1'EftIMLD8 • 
18 , .... 2.7305106.2 I 11.5654'" 
182-.296401'2ll • '.2022 ..... 
• DEJl'EHDEtrE:JA LINEAL CIlM.JLlfTA 
CD8 .. ·'·····,as:I CD
a2 - • .s..44387S 
FO -1."'A2081 
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Cuadro 1.c.- Resultados con valor anomalo en X. 
_. DATOS __ 
-L ~.-
• 4.96 2 .... 
• 6.24 
• 6.82 
• .. '" 
• 8.04 7 B.SI 
e 8.33 
9 .... 
•• 8.94 .. 9.11. 
I'IATRICES DATOS 
.. (l' •. .. 
11 
... 
.. U'V) .. 
83.07 883." 
.. Cy'y, .. 
.so.841901 
.. u'n-1 .. 
.4672-47387 
-.037979O'J41 
~-
• 
• 
.. 
7 
e 
9 
•• 11 
22 
13 
•• 
... 
,>4, 
-.037979'0';1041 
;S.832752.6.2E-03 
t. ttDDELD DESCR I PT 1 YO 
• EDJACIDN "JN1!1D-CU\ORATlCA • 
Vt-+D.2~lB12 +.232~1 X2t 
8~ •• 1I534.1403M ,¡z..600644," 
• ESTIPlACJON P\.NT1.W.. • 
DI~·24641812 
b~.~1 
.. YMCb'" 
.487483367 
-.03910239277 
• EBTUtAClDH f'CIfI INTERVIILDS • 
18 ,-3.66708952 I 6.82574673 
J
82
-.OM6It.0543 , .375694048 
• DEPENDDCIA LJt.EAL CON.JIMTA 
CD8 .-30. 1029878 
CD82-61.481 1482 
Fo ·13.~ 
Cuadro 1.d.- Resultados con valor an¿malo en X incrementado • 
... DATOS ... 
--2t._ ~- J.I'IODELD DEBCRIPTJVO -L 
• 4.96 • 
• 1ECUAC10N "IHUO-ClH\DAATiCA • 
2 .... • 
• •• 24 • Yt"7.Z5B99~ +.0'6186068 X2t 
• •• 82 7 
• .... • -:-1. 'f040577 • Jél-.109207S82 
• 0.04 • 7 8.S! •• o .... 11 2.1EIf1'RL.I:l\N DTlNADA 
• .... "2 
•• 8.94 13 • DTlftACJDN ......-nw. I .. '.t • •• 
IM1R11ZII DATOS 
D.-7.2118997S 
.. U'XI" 
":t-.o, •• a.0.8 
.. . .. -!-2.SZ'7J8S71 
... 
'MO' 
.. VMebt .. 
.. e.'Y ... 
.28927U71 -4.~'O'.6E~ 
a.07 -4.29D'OtB'E~ 2.:174454"-04 
..... 45 
.. eV'vl .. • DTltMelDH P'OR JN1'EJMIILD8 • 
650."1901 1 ...... 04240025 ••• 4'755'47'5 CDe _.6.7M11S21 
• 
.. el·..,-I .. .'2-.0 ...... 929 •• 05104'''' CD1Z-2ID.S44214 
.12430201:1 -1."58:I99E-o:I 
• DEJlPrlDDCI" UNEIIL CDUIMT" F. -l.l~ 
-l."S8399E-o:I l.~':SSIE-04 
-------------------------------------
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Gr~fico 2.- Resultados de estimaciÓn con datos an¿malos 
al Anomalia en Y 
bl Anomal{a en X 
lO 
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dos de residuos, que hace que aquellas observaciones con resi-
I • , I • duo grande, ponderadas segun una funclon cuadratlca, arrastren 
la ecuación ajustada hacia esas observaciones. 
Dependiendo de la gravedad con que se nos presente el pro-
blema del punto atipico pOdría determinar, casi en exclusiva, 
los valores de los coeficientes de la ecuaci¿n que se ajusta, 
o ' como ocurre, por ejemplo, en la regreslon que se muestra en el 
cuadro l.d, en la que hemos supuesto un error en la variable X 
de mucha mayor cuantía que el inicialmente considerado en la 
, 
estimacion recogida en el cuadro l.c. 
El m~todo de los mínimos-cuadrados se muestra as! poco efi-
caz, distorsionando en gran medida los resultados a alcanzar, 
dando lugar a estimadores que son sesgados y no eficientes. 
Además, la propia hip~tesis de normalidad de las perturba-
ciones aleatorias del modelo, necesaria para la definición v~­
lida de los contrastes y test estadísticos, de cuya aplicaci~n 
dependemos para evaluar el modelo, pueden verse alterados como 
consecuencia de la presencia de puntos atípiCOS e invalidarnos 
I 
esta parte de los resultados econometricos. 
En conclusi6n,que la presencia de punto/s at{pico/s malogra 
o , 
el conjunto de resultados que se obtIenen por el metodo de es-
timación de los mfnimos-cuadrados, dependiendo la validez de 
I 
la solucion de la gravedad propia del problema. 
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ANALISIS DE PUNTOS INFLUYENTES EN LA REGRESION. 
----------------------------------------------
.:. Los i ncoveni entes apuntados sobre mi ni mos-cuadrados suponen 
que este m¿todo de estimación no debe ser empleado, si existen 
puntos atípicos que influyen 
. , fuertemente en la regreslon. La 
soluci~n de la ecuación deducida de la presencia de los valo-
res atípicos, I independientemente del resto de valores no ano-
, 
malos, prejuzga conseguir una estimacion,cuyas propiedades son 
debidas únicamente a esos puntos y no podemos tener confianza 
, 
en el modelo construido, que aunque pudiera ser valido,no con-
firma sus propiedades por el total de información disponible 
en la muestra. 
I 
Es preciso analizar los datos en que se basa la estimacion, 
si deseamos conocer la magnitud del problema con que nos esta-
mos enfrentando, para tomar las medidas correctoras correspon-
dientes. 
A tal efecto,se han propuesto tradicionalmente, la utiliza-
cion de gr':ficos de residuos frente a la variable end~gena (o 
, , 
su estimacion>, o bien frente a cada una de las variables exo-
1 
. , genas de a ecuaCl0n. 
La utilización de estos gráficos, convenientes en cualquier 
aplicación econométrica empírica, puesto que su empleo permite 
conocer aproximativamente la presencia de determinados proble-
• I 
mas especiales como no linealidad de la relaclon, autocorrela-
• # I • Cl0n o heteroscedasticidad, puede tambien ser valido para de-
tectar puntos atípicos asociados a un Y o a una X particular. 
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No podemos,en cambio,detectar valores atípicos multivariantes, 
caracterizados por tener varias coordenadas X alejadas de sus 
valores medios, y por ello vamos a describir medidas cuantita-
t~~as de influencia que permitan conocer la presencia de pun-
tos atípicos bajo circunstancias generales. 
, 
Cualquier medida de la influencia real de un valor anomalo, 
debemos establecerla en.funci~n de la alteracidn que su inclu-
sien produce en el vector de estimadores m-c, o bien, alterna-
, • I 
tivamente, por la modificacion que establece sobre la ecuaC10n 
estimada. 
Supuesto el modelo lineal general resuelto para una muestra 
, . 
de tamaño T,tal y como lo hemos planteado en estas pag1nas,va-
mos a pasar a resolverlo para un tamaño de muestra T-l,tras la 
• 
supresion en el vector Y, de valores de la . . var1able endogena, 
del dato y en T, y en la matriz X el vector xT que contiene 
los K 
, 
datos de las variables exogenas, en dicho instante del 
tiempo. 
La nueva estimacid"n del modelo Cb(TI ), nos supone resolver 
1 
. , 
a ecuaC10n: 
en donde: 
e.l 
X(T¡ , es la submatriz de dimensi~n T-l,K de valores 
de las variables exógenas,obtenida al suprimir 
el vector fila x,. correspondiente a la obser-
vación T. 
I 
I 
J 
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y~) , es el vector columna de dimensibn T-l resul-
b 
. , 
tante de eliminar la o servaClon YT • 
es decir: 
ello nos permite expresar e.l, por: 
. , 
y restando de la ecuaClon general: 
X·X = • b X Y 
nos conduce a: 
o lo que es lo mismo: 
e.2 
, 
relacion que nos permite analizar la diferencia entre la esti-
. , , 
maClon con T y T-l datos, como funcion de la discrepancia en-
tre valor observado YT y el previsto por la ecuación estimada 
con T-l observaciones (e(T) = YT-Y(T¡)' ponderado por una can-
, 
tidad que depende de la columna T asociada a esa observacion 
en la matriz (X'X¡-l X'o 
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En esta ecuaciÓn, premultiplicando por el vector Tila x~, 
nos surge la relacibn entre predicciones del punto T, a priori 
" (y (~l ) y a posteriori (y~), esta Última, obtenida incluido el 
el- propio dato T en la estimación. 
relación que vamos a escribir como: 
e.3 
en donde: 
es el t~rmino T de la diagonal de la matriz: 
Las predicciones coinciden, haci~ndolo también los estima-
dores, bien cuando el residuo e CTI sea cero o cuando lo sea el 
elemento VTT.' El punto T se comporta como los T-l previos y no 
ser~ un valor atípico. 
Por el contrario, si el residuo obtenido es grande o lo es 
el término VTT la diTerencia de previsi~n de comportamiento de 
y estará indicándonos la presencia de un punto atlpico. 
El termino vTT en el que XT es una Tila contenida en la ma-
J 
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triz X de datos cumple: 
donde, S es la matriz. de varianzas y covarianzas entre las va-
riables exógenas del modelo. Por tanto,v~T puede interpretarse 
como una medida de la distancia del punto XT al centro de las 
medias muestrales x, siendo mayor cuanto más alejado esté el 
punto de su media. En concreto, puede demostrarse que su valor 
esta acotado: 
, 
mostrando un valor proximo a la cota inferior l/T,que sucedera 
cuando XT=X, que el punto muestral T no es atípico en cuanto a 
las variables x, si bien puede serlo respecto a y si YT está 
alejado de YCTI ' lo que puede producirse si el punto es at{pi-
ce en y. 
Alternativamente, un valor próximo a 1, representa un punto 
atípico en el vector XT 
, 
que incidira sobre los resultados de 
la estimación en función del comportamiento concreto que ten-
gamos en y. 
Las ecuaciones e.2 y e.3 que nos permiten conocer si el 
punto T es atípico o no frente al resto de valores de la mues-
tra,suponen la ejecución de dos regresiones independientes que 
contemplen las mismas en funci~n del total de datos muestrales 
y de un tamaño de muestra T-l. 
Desconocido a priori si un punto t es o no atlpico,este es-
-17-
tudio debe extenderse al conjunto de puntos T de la muestra, 
lo que nos supone ejecutar T+1 regresiones independientes. 
El hecho de tener que emplear en las ecuaciones e.2 y e.3 
el residuo a priori e(~l para t=1,2 ••• T, es el que condiciona 
este tipo de actuación. Por ello resulta interesante analizar 
la relaci6n entre residuos a priori y a posteriori, que puede 
permitirnos llevar a cabo el an~lisis de puntos at{picos segJn 
una sola regresi6n sobre el total de puntos muestrales. 
Basta tener en cuenta, que en general: 
..... ....... 
YT - Y(T) = YT-YT / 1-v TT e. 4 
o, lo que es lo mismo: 
e.S 
pudiendo entonces escribirse la ecuacion e.3, por: 
~. ~ 
Y(T) = (YT-YT) vTT /(1-vTT) e.6 
y, á su v,ez, la ecuacion e.2 que marca la variacidn producida 
en el vector de estimadores, como: 
b - b (t) e.7 
Estas dos últimas ecuaciones, nos permiten llevar a cabo el 
análisis de puntos atípicos en cualquier muestra, mediante la 
ejecución de una Jnica regresi~n sobre el total de datos, que 
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nos facilita el conocimiento de los residuos a posteriori,y de 
la obtención de los elementos Vtt de la diagonal de la matriz 
v. Las distancias entre b y b(~) ,. A o Y. e Y(t) marcaran su pre-
sencia • 
. ' 
Las dos relaciones propuestas, que definen distancias abso-
lutas entre estimadores y/o previsión, tienen la desventaja de 
medir estas diferencias en base a la magnitud de los datos de 
I las variables que se estan manejando en la muestra,siendo con-
veniente qLle sean sustituidas por otras de caracter relativo, 
adimensionales, independientes de las unidades en que se for-
malizan los datos muestrales. 
Así, si suponemos que un punto t es atípico y conlleva como 
error absoluto de previsiÓn el descrito en la ecuacion e.6, el 
error relativo que estamos cometiendo al incluirlo en la esti-
• " I maclon, vendra dado por la razon: 
e.8 
I • I 
en donde, segun la ecuaCl0n e.4: 
eS decir: 
.... .... 
Y(t) = (Yt-VttYt)/(l-vtt) 
que sustituido en e.7 determina: 
A,.. A A A 
Yt-Y(t) /Y(t) = Vtt(Yt-Yt)/(Yt-VttYt) e.9 
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relaci~n que facilita efectuar el c'lculo en base a los resul-
tados propios de la regresiÓn ~nica sobre el total de datos de 
la muestra. 
A efectos de interpretaciÓn conviene que se escriba en t~r­
minos absolutos y en tantos por cien, como forma mas e>:presiva 
de medir esta distancia de previsi¿n, pareciendo recomendable 
que, en cualquier regresi¿n,su magnitud no supere una cota m~-
, 
xima d~ 101., valores superiores seran representativos de pre-
sencia de puntos atIpicos. 
Aplicando 10 descrito en este apartado al ejemplo analizado 
anteriormente, presentamos en los cuadros 2.a, 2.b y 2.c, los 
. . 
residuos de la regreslon, las ponderaciones vH ,las distancias 
• absolutas de prevision de cada punto t y las correspondientes 
relativas. 
, 
ASl, para el modelo resuelto con los datos iniciales no se 
presentan divergencias de previsión importantes,para la regre-
sion sobre el total de puntos muestrales y la ejecutada sin el 
correspondiente punto t, sin embargo, en las dos estimaciones 
con dato at{pico en Y o en X. las distancias obtenidas marcan 
la presencia del error de manipulaci¿n cometido en los datos, 
con valores del orden del 137. y 237., respectivamente. 
Adicionalmente, en estos cuadros de resultados, puede apre-
ciarse como se incrementan todas las distancias de predicciÓn, 
derivadas, exclusivamente, de la incorporaciÓn de un único da-
to at{pico en la muestra. 
1 
2 
3 
4 
5 
6 
7 
9 
9 
10 
11 
t 
1 
2 
3 
4 
5 
6 
7 
9 
9 
10 
11 
1 
2 
3 
4 
5 
6 
7 
9 
9 
10 
11 
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Cuadro 2.a.- Resultados para datos originales. 
-t 
---: 327272752 
-.0601818413 
.0469090715 
.17399998 
-.148909109 
.488181802 
.505272713 
-.127636373 
-.270545464 
-.423454553 
.143636357 
Vtt 
--:3"--18-18-1-8-1-:8--
.236363637 
.. 17'2.727273 
.127272727 
.1 
.090909091 
.1 
.127272727 
.172727273 
.236363636 
.319181918 
~ ~ 
-2L~I. ___ -
-:152727284 
-.0186277128 
9. 79420175E-G3 
.0253749971 
-.0165454565 
.0488181803 
.0561414126 
-.0186130378 
-.0564875145 
-.131069266 
.0670302999 
~-y(~)/Y(1_1 _ 
2:80748683 
.. 323464643 
.158397731 
.383271926 
.. 232529455 
.65064881 
.706306926 
.219597555 
.629946546 
1.38047225 
.687537266 
Cuadro 2.b.- Resultados con valor anómalo en Y. 
A ~ ~~Y(t)/~.i11_ e t __ V~t 
-2L.!:.u.1 
--o 
-1 • 26909093 .318181818 -.592242434 9.68220922 
-1.00200002 .236363637 -.310142864 4.43559104 
-.894909108 .172727273 -.1&849155 2.5519711 
-.767818201 .127272727 -. 111973488 1.45424048 
-1.09072729 .1 -.121191922 1.48484589 
9.90636362 .090909091 .99063b3~ 13.2032035 
-.436545473 .1 -.0485050526 .53924158 
-1.06945456 .127272727 -.155962124 1.63218548 
-1.21236365 .172727273 -.253130873 2.50488358 
-1.36527274 .236363636 -.42258442 3.93913168 
-.798181832 .318181818 -.372484855 3.34647389 
----
I 
Cuadro 2.c.- Resultados con valor anomalo en X. 
-t _____ _ 
-::¡:21703833 
-.729693377 
-.402348427 
-.055003481 
-.15765853 
.69'1686417 
.937031366 
.52437632 
-1.72482924 
.669066217 
1.45641116 
__ V~.~\ ____ _ 
.224739676 
.193275261 
.149477352 
.123344948 
.104878049 
.0940766551 
.0909407665 
.0954703933 
.651219512 
.127526132 
.1S50S2265 
A A 
-2L "-V"S\ .. I:.-__ _ 
-: 352804369 
-.163745186 
-.0707117983 
-7. 73B96356E-G3 
-.0184722529 
.0726597435 
.0937390519 
.0553463451 
-3.22048537 
.0977948224 
.267258956 
~ A A 
__ V,:VIUIVUI 
5.40295358 
2.49101265 
1.05334655 
.112440116 
.25921855 
.999768909 
1.25332497 
.714120833 
23.705637 
1.19653933 
3.24487921 
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. , 
¿ Cuando un valor concreto expresivo de la diferencia en el 
vector de estimadores o en las predicciones será significativo 
y, por tanto, característico de presencia en la muestra de un 
punto atípico 7. 
sI un punto t es at{pico frente al resto de valores mues-
trales su comportamiento,desde el punto de vista de la estruc-
, 
tura que relaciona Yt con xt,no sera plenamente explicable por 
la estructura estimada en base al resto de datos muestrales. 
, 
La previsión del valor Yt realizada con la ecuacion ajusta-
, 
da a T-1 datos, no compatibilizara entre los valores deducidos 
de su intervalo de confianza, a este que estamos tratando de 
predecir. 
, 
podemos plantear un contraste basado en la prediccion 
, 
a priori del punto t, dado por la expresion: 
~ 
Y(tl - Yt 
e.IO 
, 
que como se demuestra en los manuales econometricos,dentro del 
capítulo específico dedicado al modelo lineal, se comporta se-
gún una distribucidn 't' de Student con T-K-I grados de liber-
tad, que nos permite, determinado un nivel de significación E, 
aceptar o rechazar que Ytpertenece a la estructura estimada en 
la ecuaci~n o en nuestro caso, 'que el dato Yt correspondiente 
.. 
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al vector Xt es o no un valor atípico. 
La ecuación e.IO podemos también escribirla como: 
e.ll 
si tenemos en cuenta la relaci~n entre la inversa de X' X Y de 
1 - Vtt 
que implica que: 
Operativamente. las ecuaciones e.l0 y e.ll tienen el incon-
veniente de basarse en la varianza de los residuos obtenidos 
• sin incluir el punto t, lo que nos sup~ne en la aplicacion del 
• contraste, segun se ha explicitado en puntos anteriores,ejecu-
tar un total de T+l regresiones independientes con las consi-
• guientes complicaciones de calculo. 
. . Los T-l residuos de la regreslon sin el punto t (2), pueden 
ser conocidos sin necesidad de ajuste específico sobre los co-
, 
rrespondientes puntos muestrales, basandonos en los residuos 
de la regresión ajustada al total de datos T de la muestra • 
-------
. _------------------
(2) Denominaremos a estos residuos por: 
2 e ••• , (t) 
t-l 
e(t)' t+l e ... , (t) 
-----------
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. ' En efecto, si en la ecuaClon e.7 premultiplicamos por el 
vector >'i' obtenemos: 
siendo x,.b la predicción del punto Y7 con la ecuaci';n de re-
, 
gresion sobre el total de datos y. xJbCT) la llevada a cabo con 
la ecuación sin el punto t (Y~I ), es decir: 
, 
o lo que es lo mismo: 
(y·-Yj ) 
J (t) 
ó tambi én (3): 
e.12 
, 
relacion que nos permite calcular la varianza residual: 
= I (T-K-l) 
necesaria en la resolución del contraste descrito. 
Alternativamente al contraste 't', que supone aplicar pro-
cedimientos de detección de cambio estructural, puede emplear-
-------------------------------
(3) si j=t nos surje la relacitin ya conocida: 
oc 
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se también, el método propuesto por G.CHOW(4),un contraste 'F' 
, 
obtenido por comparacion de la suma de cuadrados de residuos 
de la regresión total y de la regresión sin el dato t,según la 
" , 
e>:.preSl on: 
." 
~ e 2 _ i: e j 2 
t=1 t j*t (t> 
= ------------------
" . , 
en la que los residuos de la regreslon sin el punto t los cal-
I 
culamos de acuerdo con la ecuacion e.12. 
De los contrastes mencionados,en el cuadro 3,se contiene la 
aplicación del estad{stico 't' al ejemplo que venimos desarro-
llando en este documento. En el mismo,se muestra la clara ati-
picidad de los correspondientes puntos muestrales que han sido 
manipulados en las regresiones b y c. 
--------------------------------------------------------------
Cuadro 3.- Resultados del contraste 't' para valores atipicos 
t 
Regresion a Regresion b Regresion e 
-----.-----------
-----.-- -----.-----------
1 -1.26019716 -.421687277 -1.42954236 
2 -.200517614 -.313059401 -.772583503 
3 .149997514 -.268198627 -.406839931 
4 .551116291 -.223733941 -.0542341625 
5 -.461909815 -.31391468 -.154041168 
6 1.74812522 35.4735968 .698950335 
7 1.84763149 -.124994286 .957736522 
8 
-.400768303 -.312548059 .517363057 
9 -.90724153 -.36470991 -8.9079349 
10 -1.62246701 -.428814098 .680005076 
11 .513467251 -.263452078 1.70859283 
----------------------------------------------
(4) CHOW G: Text of equality between sets of coeffients in two 
linear regression. 
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TRATAt'1IENTO DE DATOS ATIPICOS. CONCLUSIONES. 
--------------------------------------------
.·"El comp·ortamiento at{pico de un dato o de un subconjunto de 
datos, que desvirtua los resultados de cualquier regresión m{-
nimo-cuadr~tica, puede ser la consecuencia práctica de un nor-
mal error de mediciÓn,tal y como nos ha servido en estas p~gi-
I . 
nas para presentar el problema, o tambien puede surgir, porque 
el punto o puntos analizados determinan un comportamiento es-
tructural distinto del que representan el conjunto muestral de 
valores base de la regresi~n. Incluso puede llegar a pensarse, 
I que estos puntos anomalos esten encubriendo fallos en la defi-
nición de la especificaciÓn del modelo, bien en la forma fun-
• I , 
cional de la ecuaclon, bien en la enumeracion de las variables 
11. 
exogenas, presentando, en este ultlmo caso, 
I 
econometrico de la variable omitida. 
el grave problema 
Es por ello,que el necesario tratamiento de puntos at{picos 
en la estimaciÓn m1nimo-cuadr~tica, requiere, como soluciones, 
seguir un conjunto estructurado de pasos que nos garantizen la 
no presencia de cada una de las posibles causas de atipicidad, 
tal y como las hemos enumerado. 
{ " As , en primer lugar,ante la deteccion de valores anomalos, 
es conveniente revisar la informaci~n estad~stica utilizando, 
si es posible, criterios emp{ricos que permitan garantizar la 
validez de esos datos. 
, 
Esta operacion es recomendable de ejecutar incluso antes de 
la estimación de la ecuaci~n, analizandose cada serie de datos 
-
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, 
de las variables que van a introducirse en el modelo, endogena 
, • I . Y exogenas, por separado, prestando atencion a comportamientos 
no homogeneos de algunos datos particulares con el resto. 
Una vez depuradas las series de datos sí el problema conti-
nua, es necesario precisar sí esos datos at{picos son debidos 
a los errores de especificaci~n que hemos mencionado. Sera con-
veniente probar nuevas regresiones con forma funcional distin-
. . 
ta o con variables exogenas adicionales. 
De persistir el problema,la presencia de cambio estructural 
parece la única causa directa de la presencia de puntos at{pi-
, 
cos, implicando que su solucion puede venir dada, bien por la 
estimación de dos estructuras distintas 
, 
o por la eliminacion 
de esos puntos, si son pocos los datos at{picos,del proceso de 
I 
estimacion. 
• Adicionalmente,puede pensarse en un cambio de metodo de es-
timaciÓn, linea seguida dentro de la Econometría por los deno-
minados métodos robustos de estimacidn. Procedimientos que mo-
difican la ponderacidn cuadrática del m~todo minimo-cuadr~tico 
para garantizar que unos pocos valores con alto peso no arras-
tren la ecuaci¿n hacia sí (5). 
En cualquier caso,vistas las negativas consecuencias que la 
presencia de anomalias muestrales tiene sobre el método de es-
timaci6n de los mínimos-cuadrados, resulta imprescindible ana-
, , 
lizar, previamente a la estimacion,la posible incorporacion de 
datos atípicos en la muestra. 
--------------------------------------------------------------
, , 
(5) Hetodos de estimacion planteados por primera vez por P.J. 
HUBER: Robust estimation of a location parameter. 
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La robustez del diseño obtenido y la confianza en una solu-
ci¿n correcta, solo estaran garantizadas en el caso de no pre-
sencia de puntos atípicos entre los datos muestrales. 
As{, para el ejemplo estudiado en este documento,suponiendo 
que en el caso concreto de atipicidad manifiesta en un dato de 
X (dato noveno del cuadro l.c>, no nos fuera posible detectar 
la causa originaria de la anomal!a,convendr{a abordar la esti-
maci¿n del modelo lineal eliminando la observacion atipica. 
I 
La escasez de informacion muestral (solo once datos>, no es 
I I 
obice para que los resultados aSl calculados (cuadro 4>,repre-
senten una aproximación v~lida a los iniciales, cuando no apa-
recta el problema de punto atípico. Ello indica claramente que 
, I 
es mas adecuado perder grados de libertad en la resolucion por 
"..{ni.mos-cuadrados que incorporar datos at{picos en la informa-
ci ón muestral. 
I 
Cuadro 4.- Resultados estimacion sobre T-l puntos. 
••• DATOS ... 1.ttDDELO DESCRIPTIVO 
-1. __ !1._ __~z~ __ • ECUACIDN "INIHD-CUADRATICA • 
1 4.96 • 2 s .... s 9t -+3.425094'4 +.46162817 X2t 3 6.24 6 
• 6.62 7 ~_. 0859954834 fi2-.9bl280406 S 6."" 8 
6 8.04 • 7 8.51 10 
8 8.33 11 2.ESTRUCl\RA ESTII1ADA 
• 8.9" 13 10 9.96 
" 
• ESTII1ACION PIJN11JAL • 
ttATRICES DATOS b l _3."2S09494 
.. CX'XI .. 
b 2-· 461B2S17 
lo 87 ~.I0749"35" 87 8S7 
.. (X'y, .. .. VNUM •• 
74.43 .0920306309 -9.~26661:iE-03 
693.77 -9.34266bl':5E-03 I.0738b967E-03 
•• Cy·y, .. 
• ESTJI'SACION POR INTERVALOS • 5'16.192301 
181-2.72553408 , 4.124~ CDB.-20·42456&4 
.. cx'u- I .. 1°
2
-.386260663 I .53739&76 CDB2-16.362ó889 
.B5b143855 -. 0Bb9130868 
-.086091~ 9. 990009iSE-03 • DEPENDENCIA LII€AL. CQNJt.HTA '0 -19B."1'373!5 
--------------------------------------------------------------
: 
• 
• 
• 
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