Abstract. The Single Ring Theorem, by Guionnet, Krishnapur and Zeitouni in [18], describes the empirical eigenvalue distribution of a large generic matrix with prescribed singular values, i.e. an N × N matrix of the form A = U T V , with U, V some independent Haar-distributed unitary matrices and T a deterministic matrix whose singular values are the ones prescribed. In this text, we give a local version of this result, proving that it remains true at the microscopic scale (log N ) −1/4 . On our way to prove it, we prove a matrix subordination result for singular values of sums of non-Hermitian matrices, as Kargin did in [24] for Hermitian matrices. This allows to prove a local law for the singular values of the sum of two non-Hermitian matrices and a delocalization result for singular vectors.
Introduction
The Single Ring Theorem, by Guionnet, Krishnapur and Zeitouni in [18] , describes the empirical eigenvalue distribution of a large generic matrix with prescribed singular values, i.e. an N × N matrix of the form A = U T V , with U, V some independent Haardistributed unitary matrices and T a deterministic matrix whose singular values are the ones prescribed. More precisely, under some technical hypotheses, as the dimension N tends to infinity, if the empirical distribution of the singular values of A (i.e. of T ) converges to a compactly supported limit probability measure ν on the real line, then the empirical eigenvalue distribution of A converges to a limit probability measure µ on the complex plane which depends only on ν. The limit measure µ is radial, has support S = {z ∈ C ; a ≤ |z| ≤ b} (a −2 = x −2 dν(x) ; b 2 = x 2 dν(x)) (1) and density ρ satisfying ρ(z) = 1 2π ∆ z ( log |x|ν ∞,z (dx)) with ν ∞,z := ν
(ν s is the symmetrization of ν, see (10) , and is the additive free convolution [29, 26, 1] ). In the left image of Figure 1 , we plotted the spectrum of an example of such a matrix A with size N = 500, illustrating the convergence of the empirical spectral measure. In the right image of Figure 1 , we plotted 500 independent random points with uniform distribution (a) Spectrum of the 500 × 500 matrix A = U T V when the singular values of T are uniformly distributed on (0.5, 4) (b) 500 points uniformly distributed on the support of the limit spectral distribution of A on the ring S. Our point was not to compare the limit spectral distribution of A with the uniform distribution on S, but to compare both point processes at microscopic scale: we see that the 500 eigenvalues of A fill the ring way more regularly than the independent points, which reflects the so-called eigenvalues repulsion phenomenon. Some of the mathematical manifestations of such phenomenons are the so-called local laws (see e.g. [16, 12, 13] ). Here, we will prove a local law for the Single Ring Theorem on scale ε N = (log N )
in the interior of S, which means roughly that the number of eigenvalues of A in any ball B(z 0 , r) contained in S is asymptotic to µ(B(z 0 , r)) × N not only for fixed r but also for r ∼ ε N .
To give an idea of the techniques used in the proofs and of the difficulties we had to overcome, let us compare them with those of another local law for non-Hermitian matrices. Recently, in the series of papers [12, 13, 30] , Bourgade, Yau and Yin proved a local law for non-Hermitian matrices with i.i.d. entries. It is well known that the empirical spectral distribution of a random matrix with size N whose entries are i.i.d., centered, with variance 1/N and subject to no symmetry tends to the uniform measure on the unit disc of C when the dimension tends to infinity (see [28] ). In [12, 13, 30] , the authors gave an almost optimal result about the local accuracy of the approximation of the empirical spectral distribution by its limit: they proved, through C 2 test functions, that the approximation stays correct as long as we consider test sets with surface at least N −1 , for any > 0. As a subset of the unit disc with normalized surface S should contain approximately N × S eigenvalues, this is not far from the best one could do by considering sets with more than finitely many eigenvalues. In the local law we give here, we are far from this optimal scale, but the set of tools we have at disposal lacks several key elements. The proofs, in [12, 13, 30] as well as in the present paper, are based on the so-called Hermitization technique, which expresses the empirical spectral distribution of a non-Hermitian matrix A as the Laplacian of the function f (z) = 1 N Tr log |A − z|, with |A − z| = (A − z)(A − z) * (see (45)). In [12, 13, 30] , where A is a matrix with i.i.d. entries, A − z is a matrix of the type "information plus noise", a model well understood. It allows the authors of [12, 13, 30] to prove, thanks to the Schur complements formula, that for any z, the empirical eigenvalues distribution of |A − z| is close to its limit at local scale N −1 . Then, as the limit spectral distribution of |A − z| has a smooth density whose singularity points are well understood and as the smallest singular values of z − A are not likely to be too close to zero, the authors of [12, 13, 30] approximate 1 N Tr log |A − z| by its theoretical limit quite well. Here, the Schur complements formula is not an option because suppressing a row and a column breaks the symmetry of the Haar measure. Instead, we use the matrix subordination, a technique invented by Kargin in [24] : in Theorem 1.6, we prove that for any matrix B independent of A = U T V , the resolvants G A , G B and G H of the matrices
for some complex-valued functions S A , S B such that Im S A,B (z) ≥ − 1 N η 7 . Equations (3) and (4) have to be compared with the ones defining the free convolution thanks to Stieltjes transforms subordination (see Theorem 6.1):
The Hermitization technique described above brings us to use these equations with B = −zI and µ = δ |z| , so that µ s ν s = ν ∞,z . Ideally, Equations (3)- (6) should give an upper-bound on E
2N
Tr G H (z) − m µ s ν s (z) which could be turned into an upper-bound on 1
Tr log |H| − log |x|dµ
The problem here is that the upper-bound on (6) involves the inverse of a certain 2 × 2 determinant (see (31)), which can vanish for z close to the real line (to control this determinant for z close to the real line, one would need precise informations about the density of ν ∞,z , which have, except for the case of i.i.d. matrices, remained out of reach so far, despite several studies of these questions as in [3, 4, 6 ])
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. However, using only some bounds on the operator norms of A and B, we 1 The lack of informations on the order of the density of ν ∞,z at its singularities is also what makes the use of the estimates of Guionnet, Krishnapur and Zeitouni, like [19, Eq. (12) ], ineffective here.
can deduce from (3)-(6) that for |z| large enough,
Needing the have |z| large for such a bound to be proved is a real problem in the perspective of establishing a local law for the eigenvalues of A. We fix it (at the price of a quite poor microscopic scale ε N ) using Hadamard's three circles theorem, an idea introduced by Kargin in [22] . This theorem, with some standard concentration inequalities, allows to deduce from (8) 
To conclude the proof, we need to turn (9) into a control on (7): this is done thanks to the Helffer-Sjöstrand functional calculus and to a recent theorem by Rudelson and Vershynin in [27] about the smallest singular value of A − z.
Organization of the article : We postpone the proof of our key result, the matrix subordination result (Theorem 1.6) to Section 5. We will first prove its main consequence, Proposition 2.1, in Section 2. Then, the short proofs of the local law for the singular values of A + B (Theorem 1.11) and of the singular vectors delocalization for A + B (Theorem 1.12) will be given in Section 3. The proof of the local Single Ring Theorem will be given in Section 4, followed in Section 5 by the proof of Theorem 1.6 and in the appendix by several results we will use here.
Notation : Throughout this text, z = E + iη, E ∈ R, η > 0 denotes an element of C + := {ξ ∈ C ; Im ξ > 0}. For µ a signed measure on the real line, we define
and for M ∈ M N (C) (the set of N × N complex matrices), we define µ M as the empirical eigenvalue distribution of M :
whereas ν M denotes the empirical singular value distribution of M :
Note that we have
5
We denote by M the canonical operator norm of M . When M is Hermitian, we also define, for z = E + iη, E ∈ R, η > 0,
for G M the resolvant matrix of M :
For X an L 1 random variable,
For X = X N and Y = Y N , X Y means that X/Y −→ 0 as N → ∞.
Main results

1.1.
Local Law for the Single Ring Theorem. Let A be an N × N matrix (depending implicitly on N ) of the form A = U T V , with U, V some independent Haar-distributed unitary matrices and T a deterministic matrix.
We make the following hypothesis.
There is ν a probability measure, η 0 > 0 and C 0 independent of N such that
where m is the Stieltjes transform defined at (11) and ( Then we know, by [18, 27] 2 , that µ A converges in probability to a law µ with density ρ given by (2) and support S = {z ∈ C ; a ≤ |z| ≤ b} given by (1).
Here is our main result. 
we have the convergence in probability, as N → ∞,
where µ is the limit spectral law of A, introduced above. Remark 1.3. Why do we call it a local law ? The convergence of µ A towards µ can be considered as local with scale ε N at z 0 when for any test function f ,
As for a test function f with enough decay at infinity, the RHT of (19) should have order at most µ(B(z 0 , ε N )) ≈ ε 2 N , this rewrites
which is precisely the contents of the theorem.
Remark 1.4. Note that we focus on the interior of the support S (it is necessary at (46)).
It has been proved in [19, 8] that there is no eigenvalue at a macroscopic distance of S, but the case of the border of S (i.e. |z 0 | = a or b) is not treated here.
Remark 1.5. It can easily be seen from the proof that (ii) of Hypothesis 1.1 can be replaced by the fact that there are η 0 > 0 and C > 0 fixed such that for all z such that
Matrix subordination.
In order to prove this local law, we need to prove a matrix subordination result, as called by Kargin in [24] , where he introduced this idea for Hermitian matrices. Let A, B be deterministic, depending implicitly on N , N × N matrices such that there is K independent of N such that
Let U, V be some independent N × N Haar-distributed unitary matrices and
We introduce the matrices
Note that the matrices A, B and H have eigenvalues the singular values of respectively A, B and A + B (and their opposites). Theorem 1.6. For a certain a constant c depending only on the constant K of (20) , there are some complex valued functions S A (z), S B (z) of z = E + iη ∈ C + and some matrices R A (z) and R B (z) such that we have
such that the functions S A (z), S B (z), whose formulas are given at (65), satisfy
and such that the matrices R A (z), R B (z), whose formulas are given at (66), satisfy
for a constant C depending only on the K of (20 Let us suppose that besides the hypothesis A , B ≤ K, there are some probability measures ν a = δ 0 and ν b = δ 0 such that as N → ∞,
It is well known [20, 7] that we then have the convergence in probability
with ν the probability measure on R + whose symmetrization ν s (see (10)) satisfies
The two next theorems give conditions for the convergence of (29) to hold at local levels. 
Let φ N be a sequence of smooth functions and let M N := max{ φ ( ) N ∞ ; = 0, . . . , p + 1}. Then there are C, c > 0 depending only on C 0 , K, η 0 , p, ν a , ν b such that with probability at least
We define, for µ, ν, compactly supported probability measures on R and z ∈ C + ,
where the functions S µ , S ν are the subordination functions introduced in Theorem 6.1.
We use the definition introduced by Kargin in [24] : Definition 1.9. We say that the pair (µ, ν) of probability measures on R is well behaved at E ∈ R if: a) the subordination functions S µ , S ν have finite limits with positive imaginary parts at E, b) the value of the analytic continuation 3 of the function κ µ,ν (z) at E is non zero.
Remark 1.10. Sufficient conditions have been given, for example by Belinschi in [3] , for a) of the previous definition to occur. As far as b) is concerned, Kargin gave sufficient conditions in [23] . Besides, if a) is satisfied, by the analytic continuation principle and an analysis of the function κ µ,ν (z) at infinity, we see that the set of E's were a) holds and not b) is discrete. is well behaved at E ∈ R and that there is η 0 = η 0 (N ) such that sup
we have
for the convergence in probability, where ρ is the density
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, at E, of the limit of ν A+ B , i.e. Let us now state a result about the delocalization of the singular vectors of A + B which will also come for free once Theorem 1.6 and Proposition 2.1 proved.
Let s a (a = 1, . . . , N ) denote the singular values of A + B and let u a (a = 1, . . . , N ), v a (a = 1, . . . , N ) denote some orthonormal bases such that for each a, (u a , v a ) is a pair of singular vectors for A + B associated to s a (i.e. A + B = a s a u a v * a ). For each a, i, u a (i), v a (i) denote the ith components of u a , v a .
Theorem 1.12 (Singular vectors delocalization for
and the hypotheses of Theorem 1.11 hold, then we have
3 It has been proved at Th. 3.3 of [3] that a) implies that the functions S µ and S ν have analytic continuations to a neighborhood of E, which implies of course that κ µ,ν (z) does so. 4 It follows from Th. 7.4 of [9] and Th. 4.1 p. 146 of [3] that there is an open set U ⊂ R + and an analytic positive function ρ on U such that the limit ν of ν A+ B is αδ 0
for some constants c, C depending only on the parameters of the hypotheses.
Note about the constants c, C : In the proof of the Local Single Ring Theorem (Theorem 1.2) c, C will denote some respectively small and large constants that might change from line to line and that depend only on the constant parameters introduced in the statement of Theorem 1.2 and in Hypothesis 1.1. In the same way, in the proofs of the matrix subordination result (Theorem 1.6), the local law for singular values and the singular vectors delocalization (Theorems 1.11 and 1.12), as well as Proposition 2.1, c, C might change from line to line and depend only on the parameters introduced in the hypotheses.
Statement and proof of Proposition 2.1
For µ, ν, compactly supported probability measures on R and z ∈ C + , besides the number κ µ,ν (z) defined at (31), we define the numbers
The following consequence of Theorem 1.6 will be a key result in the proof of the local version of the single ring theorem. Kargin stated very similar results in [23, 24] but to prove the local Single Ring Theorem, we need to give more accurate upper bounds than the ones given in Kargin's works, what we have here.
Proposition 2.1. Let s > 0 be small enough and z = E + iη ∈ C + be such that
then for s the following inequalities hold:
Proof. Note first that, by Theorem 1.6 (whose proof is postponed at Section 5),
Indeed, with our definition of (65) (and its analogue for S A (z)), we have
, and the third equation of the lemma follows from its two first ones. Let us prove them.
For z ∈ C + , we define the set
and for µ, ν probability measures on R, we define the function
With the notations of Theorem 6.1, we have
We shall apply it for µ = ν a and ν = ν b , yielding
A similar system can be written for S A and S B : by (37), (24) and (25) 
so that
and that by hypothesis,
Let us now consider the intermediate system:
We shall upper-bound the distance between the solutions of (39) and (44) on the one hand (using the fact that the derivative of F ν A ,ν B ,z is not too small and that r A (z), r B (z) are small), and upper-bound the distance between the solutions of (44) and (43) on the other hand (using the same ideas,).
Let us upper-bound the distance between the solutions of (39) and (44) thanks to Kantorovich's Theorem 6.6 of the appendix. For
by Theorem 6.6, we have
(the 100 is here to avoid any norm choice issue, as Theorem 6.6 is stated for the euclidian norm). The derivative
Its second derivative is bounded by
This proves that under the hypotheses of the lemma, the distance between the solutions of (39) and (44)
, is upper-bounded by the first part of the common right hand side of (34) and (35).
Upper-bounding the distance between the solutions of (44) and (43) goes along the same lines, and gives the second part (the one involving s) of the common right hand side of (34) and (35).
3. Proofs of Theorems 1.8, 1.11 and 1.12 (Local laws and singular vectors delocalization for A + B)
3.1. Proof of Theorem 1.8 (Local law 1).
Lemma 3.1. Let K be a fixed compact subset of C + . Then there is C = C(K) > 0 such that for any δ > 0,
Proof. The lemma can be proved as Corollary 6 of [22] .
Let us now prove Theorem 1.8. By Lemma 6.4, Proposition 2.1, Lemma 3.1 and Corollary 6.12, we know that there are C, c > 0 such that we have, with probability at least 1−Ce −N c ,
By Corollary 6.10, we conclude.
Proof of Theorem 1.11 (Local law 2).
The proof is a direct application of Lemma 3.1 and Proposition 2.1 and of Erdös, Schlein and Yau's method (see Theorem 6.8 in the appendix).
3.3. Proof of Theorem 1.12 (Singular vectors delocalization). The proof is a copy of the one of Theorem 4 in [23] . Let us give the main lines. First, we note that for any a, as (u a , v a ) of unit singular vectors associated to the singular value s a of A + B, the vector
is an eigenvector of H associated to the eigenvalue ±s a .
Then we use the classical trick by Erdös, Schlein and Yau that for E = ±s a ,
Then we prove that if 1
Then some concentration estimates allow to conclude.
Proof of Theorem 1.2 (Local Single Ring Theorem)
It is well known (see e.g. [11, Sect. 4] ) that for any A ∈ M N (C) and any F ∈ C 2 c (C),
Here, we get
In the same way, we have (using an integration by parts at (46) because z 0 has been chosen in the interior of the support of the function ρ of (2)),
Hence to prove that both expressions are equal up to an error term tending to zero in probability as N → ∞, by Lemma 3.1 of [28] , we need to prove that (i) for any z ∈ C, we have, for the convergence in probability,
(ii) for any R > 0, the sequence
is bounded.
We shall in fact prove that for any R > 0, uniformly in z ∈ B(0, R),
uniformly in z ∈ B(0, R), which will prove (i) and (ii) in the same time.
So let us fix R > 0.
Let us now choose a positive integer p and > 0 such that
(which is possible since 4α < 1) and set
Then (47) implies that
and as > 0, for any k ≥ 1, We can construct such a sequence of functions such that there is a constant C independent of N such that for all = 0, . . . , p + 1,
We set log ≥t N (x) := ϕ t N (x) log(x) and log <t N (x) :
Then we have, for
Let us treat the three terms in the RHS of (53) separately.
• By Theorem 1.8, (51) and (49), with probability at least 1 − Ce −N c , uniformly in z ∈ B(0, R), we have
But by (49), the RHT is ε 2 N . As, on the complementary of the above event, we have the domination inequality
we deduce that unformly in z ∈ B(0, R),
• Let us now treat the close-to-zero terms.
Lemma 4.1. Let K be a compact subset of C which does not contain 0.
(a) Let C be as in Hypothesis 1.1, (iii). Then for any ξ ∈ C, t ∈ (0, 1),
(b) There are some constants A K , a K > 0 such that for all N large enough, for all ξ ∈ K and all y > 0,
(c) Let N ≥ 1 and ν be a probability measure on R such that for some constants A, a > 0, for all y > 0,
Then there is A = A (A, a) such that for any t ∈ [N −a , 1], we have
(d) There are some positive constants c K , C K such that for N ≥ 1 large enough, for all ξ ∈ K, u > 0,
and such that for any δ > 0, we have, for all ξ ∈ K,
Proof. (a) For C as in Hypothesis 1.1, (iii), we have Im m ν ≤ C on C + , hence Im m ν s ≤ C on C + . So by Lemma 6.7, for any ξ ∈ C, ν ∞,ξ = ν s δ s |ξ| has a density with respect to the Lebesgue measure, which is bounded by C/π. Thus for t ∈ (0, 1),
(b) follows directly from Lemmas 13 and 15 of [18] (the fact that the estimate is uniform in ξ bounded and bounded away from zero follows from a careful look at the arguments of [18] ). Then to compute the expectation, we will use the fact that for any positive random variable X, any α > 0 and any ε ∈ (0, 1],
We know that for N large enough, for any ξ ∈ B(z 0 , Rε N ), the support of ν ∞,ξ = ν 
and
where δ > 0 is chosen such that for c K , C K is in (d) of the previous lemma, we have
•• By (55), (a) of Lemma 4.1 and (50), we know that
•• Let us now treat the three terms of the RHS of (56).
First term of the RHS of (56): We always have
Let us now take the second moment. By Cauchy-Schwartz, we have
Then we use (b) of Lemma 4.1 (plus the fact that As we chose δ so that C K − δc K < 0, we get that
Second term of the RHS of (56): We have
where we used (b) of Lemma 4.1.
Third term of the RHS of (56): By (b) and (c) of Lemma 4.1 and (50) (using CauchySchwartz again, as above), we can claim that
• Let us conclude the proof. By what precedes, we have proved that the RHS of (56) has second moment ε 4 N , uniformly in z ∈ B(0, R). Besides, by (57), we have proved that the (deterministic) RHT of (55) is ε 2 N , uniformly in z ∈ B(0, R). This proves that the close-to-zero terms in (53) have second moments ε 4 N , uniformly in z ∈ B(0, R). At (54), we proved that the same holds for the far-from-zero term in (53). This concludes the proof of the theorem.
Proof of Theorem 1.6 (Matrix Subordination)
This proof goes roughly along the same lines as the one of Theorem 2 of the paper [24] by Kargin. The main difficulty is to give a Schwinger-Gyson equation adapted to our context (Lemma 5.2), which forces us to introduce the linear form τ of (59) (from the point of view of quantum probability theory, which identifies the normalized trace to an expectation, τ can be assimilated to a conditional expectation). 5.1. Preliminaries. First, one can easily see, by left and right invariance of the Haar measure, that one can suppose that A and B are diagonal matrices with non negative entries, so that
To state our forthcoming Schwinger-Dyson equation (61), we define the map
where the complex numbers is also invariant, in law, under such a conjugation, we know that H is invariant under this conjugation in law. It implies that for example
The following lemma is the Schwinger-Dyson equation of our problem.
Lemma 5.2. For any z,
Proof. It suffices to prove that the element of
belongs to the kernel of the linear map X ⊗ Y → τ (X)Y . We shall prove that (62) belongs to the space
to be the linear map defined by Ψ(X ⊗ Y )(M ) = XM Y. It is easy to see that the space of (63) is precisely the space of elements of
Hence it suffices to prove that for any Z, Z ∈ M N (C),
By linearity, one can suppose that Z, Z are Hermitian. Then one recognizes easily that the LHT of (64) is (up to a constant factor) the derivative, at t = 0, of E[G Ht (z)], where 
Then we have
Thus, using successively (18), the resolvant identity and the previous lemma, we get
Dividing by the complex number E[m H (z)] and multiplying on the left by A − z, one gets
. This gives
.
To conclude, it suffices to notice that
up to the fact that in the second term of R A (z), we have [
] is a scalar matrix, both are equal.
where I denotes the identity matrix.
Proof. By the previous lemma,
which allows to conclude.
Lemma 5.5. Let ρ be a probability measure supported by [−K, K] and |z| ≤ K. Then
Proof. It suffices to note that for any
It follows from this lemma that there is c depending only on K such that
Lemma 5.6. For any δ > 0,
Proof. To prove it, as for any Hermitian matrix M , G M (z) ≤ η −1 , it suffices to prove that for any δ > 0,
We shall apply the Lemma 6.5 of the appendix. Note first that a Haar-distributed unitary matrix can be realized as the product of a Haar-distributed SU N matrix by a uniform random phase, hence up to a randomization of B by multiplication by an independent uniform phase, one can suppose that U and V are independent Haar-distributed SU N matrices.
Let P 1 , P 2 be the 2N × 2N matrices defined by
with the notations of (22), (23) . We need to prove that under the sole hypothesis that A , B , |z| ≤ K, the numbers
are bounded uniformly in N .
For X, Y skew-Hermitian matrices with null traces and U, V ∈ SU N ,
where P is the orthogonal projection from M 2N (C) onto the tangent space at I, of (SU N ) 2 . As this projection does not enlarge the nom, the usual non commutative Hölder inequalities (see Appendix A.
In the same way,
and one concludes as above.
Lemma 5.7. We have
Proof. The three first inequalities follow from the previous lemma and standard queuesmoments relations. The upper-bound on ∆ A (z) follows from the very definition of ∆ A (z) at Lemma 5.3. The upper-bound on Ψ A (z) follows from its definition
and from (68). At last, (71) follows from the definition Y A (z) = (I + Ψ A (z)) −1 − I and from the well known inequality
Lemma 5.8. Let p ≥ 1, Z(1) · · · Z(2p) a word with length 2p with letters in {U, V } and i 0 , . . . , i 2p ∈ {1, . . . , N }. Then
Proof. The following claim follows directly from the invariance of the Haar measure by left and right multiplication by diagonal unitary matrices.
Claim : for the expectation to be non zero (what we suppose from now on), each i ∈ {1, . . . , N } must appear the same number of times as the first coordinate of U αβ as as the second coordinate of U * αβ and also the same number of times as the first coordinate of V αβ as as the second coordinate of V *
We set C(i, U, k) := #{times that i is the first coordinate of an U αβ in Z(1)
• } where each ε = 1 if is odd and * if is even and where the •'s are not taken into account.
In the same way, we define C(i, V, k).
It is clear that for all
is the first coordinate of a term at an odd position which is not the first one in Z(1)
• } −#{times that i is the second coordinate of a term at an even position which is not the last one in Z(1)
Let us now conclude:
• First case: Z(1) = Z(2p). Let us suppose for example that Z(1) = U . By the above claim, for all i, C(i, V, 2p) = 0, which by (72), it implies that for all i, C(i, U, 2p) = 0. Then the above claim again allows to deduce that i 0 = i 2p .
• Second case: Z(1) = Z(2p). Let us suppose for example that Z(1) = U and Z(2p) = V . Then the fact that i 0 and i 2p are not taken into account in the numbers C(i, U, 2p) C(i, V, 2p) imply, by the above claim, that
Moreover, by the claim again, for all i = i 2p ,
Equations (72), (73), (74) imply that i 0 = i 2p .
Remark 5.9. As (U * , V * ) law = (U, V ), Lemma 5.8 then implies that
Also, as for any θ, θ ∈ R, (e iθ U, e iθ V ) law = (U, V ), we have that for any p ≥ 0, any word Z(1) · · · Z(2p + 1) with length 2p + 1 and letters in {U, V }, any ε 1 , . . . , ε 2p+1 ∈ {1, * } and any i 0 , . . . , i 2p+1 ∈ {1, . . . , N },
Lemma 5.10. Under our hypotheses, for all z ∈ C + , E[G H (z)] is a matrix of the form
with D 1 (z), D 2 (z) ∈ M N (C) diagonal matrices, hence commutes with A.
Proof. First, we know that H is invariant, in law, under conjugation by the matrix 0 I I 0 hence E[G H (z)] is a matrix of the form
Let us now prove that the matrices D 1 (z), D 2 (z) are necessarily diagonal. By analytic continuation, it suffices to prove it for |z| large enough. For |z| > A + B ,
and any of the four block matrices coordinates of any power of H is word in A, U BV * and V BU * . Then one concludes by noticing that as A and B are diagonal, by Lemma 5.8 and Remark 5.9 the expectation of any word in A, U BV * and V BU * is a diagonal matrix.
5.2.
Proof of Theorem 1.6 (Matrix Subordination). Note first that the statement is symmetric in A and B, so we shall prove it for S B and R A only.
By Lemmas 5.3 and 5.4, we have
By Proposition 2 of [23] , we know that
has all its eigenvalues with imaginary part ≥ η. But by Lemma 5.10, EG H (z) commutes with A, hence the eigenvalues of −(EG H (z)) −1 + A − z have non negative imaginary parts. Thus by standard perturbation analysis (see e.g. [14, Chap. 4 
Then, (69) and (71) give directly the lower-bound (26) on the imaginary part of S B (z).
The upper-bound (27) on R A (z) follows directly from the expression (77), the upperbound (70) on ∆ A (z) , and the fact that for N large enough, Im(z + S B (z)) ≥ η 2 . 6. Appendix 6.1. Free convolution and subordination. Let us first recall one of the ways to define the free convolution [10, 3, 5] .
Theorem 6.1 (Definition of the free convolution via subordination). Let µ, ν be probability measures on the real line with compact supports. Then the system
has a unique solution (m(·), S µ (·), S ν (·)) in the class of triplets of analytic functions on C + satisfying, as |z| → +∞,
The function m(z) is then the Stieltjes transform of a unique probability measure, which is µ ν. Moreover, S µ and S ν take values in C + .
Remark 6.2. Note that this result, in addition to define the free convolution, is a first regularity result for this convolution. Indeed, for any η > 0 and any probability measure ρ on the real line, the function z → m ρ (z + iη) is the Stieltjes transform of an analytic regularization of ρ (namely its classical convolution with the Cauchy law 1 π ηdx x 2 +η 2 ). Hence for µ, ρ some probability measures on the real line, the equation m ρ (z) = m µ (z ) with Im z > Im z implies roughly that ρ is more regular than µ.
The following lemmas will be used in this text. Lemma 6.3. Let X, Y be free self-adjoint elements of a tracial W * -probability space (A, τ ) with repsective distributions µ, ν. Then for any z ∈ C + , we have
Proof. Let us focus for example on S µ . It is equivalent to prove that
Let τ Y denote the conditional (non-commutative) expectation given the W * -algebra generated by Y . We know, by Th. 3.1 of [10] , that
(the miracle of [10] being precisely that despite the τ Y in the RHT, z + S µ (z) is a scalar) and
Let us now apply τ . As z + S µ (z) ∈ C, we get
which is exactly (79).
such that for any pair µ, ν of probability measures with supports contained in [−K, K], for any |z| > M 1 , the numbers S µ s (z), S ν s (z) (defined at Theorem 6.1), κ µ s ,ν s (z), α µ s ,ν s (z) and β µ s ,ν s (z) (defined at (31), (32) and (33)) satisfy
Proof. First, by the previous lemma, we know that the estimate (78) is uniform in all pairs µ, ν of probability measures with supports contained in [−K, K]. Besides, it is obvious that the estimates −z k m 
Then for U, V independent Haar-distributed SU N matrices, for any δ ≥ 0,
One can easily see (passing the phase randomness in T and computing the gradient) that for any 6 
we have 2bL < 1. Define (i) µ admits a density ρ with respect to the Lebesgue measure such that ρ ∞ ≤ M , (ii) Im m µ is uniformly bounded, on C + , by πM .
Moreover, in this case, for any probability measure ν on R, µ ν also admits a density with respect to the Lebesgue measure which is bounded by M .
Proof. For z = E + iη (E ∈ R, η > 0), we have
Hence if (i) holds, then
Reciprocally, let us suppsoe that Im m µ is uniformly bounded, on C + , by πM . The law
converges weakly to µ as η ↓ 0, hence for any x < y, µ([x, y]) = lim η (x − λ) 2 + η 2 dx, there are some functions T 1 , T 2 , T 3 such that R(λ) = 1 |λ−E|≤ηM + T 1 (λ) + T 2 (λ) + T 3 (λ), with
• T 2 ∞ ≤ 1 and supp(T 2 )
where C is a constant depending only on p and ϕ.
• Using this remark in the particular case where p = 1, we get t∈R Ψ(t)dν(t) = Re (E,η)∈R×[0,+∞)
∂Ψ(E + iη) η ηm ν (E + iη)dEdη .
Indeed, (84) is continuous (for the topology defined by bounded continuous functions), linear in ν and invariant under translations, so that it suffices to prove it for ν = δ 0 . Then it follows from Green's theorem, as for all E ∈ R, Im Ψ(E) = 0 and ∂Ψ(E) = 0.
• As a consequence, as φ and Φ coincide on R, using (84), (80) and (83) 6.4.4. An application of Hadamard's three circles theorem. The following use of Hadamard's three circles theorem is due to Kargin, in [22] . All ideas of the proof of Theorem 6.11 can be found in [22] , but as it is not stated clearly, we give a short proof. Proof. We apply the previous theorem: here, c = 4/a, δ = CN −1 , so that r(δ) = e −8/ √ a log(N/C) . Thus 1 − r(δ) ≤ 8/ a log(N/C) and it is easy to see that for N large enough, the disc H a,r(δ) will contains the set in question here.
