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Kurzfassung
Der verlässlichste unabhängige prognostische Faktor für den Krankheitsverlauf von Patienten mit
Kopf-Hals-Karzinom ist das Vorhandensein von Lymphknotenmetastasen. Eine computergestützte
Untersuchung und zeitliche Verfolgung von Lymphknoten in mehreren Bildmodalitäten durch ein
multimodales, multitemporales Modell bietet viele Vorteile, insbesondere in Bezug auf Reproduzier-
barkeit. Grundvoraussetzung dafür ist jedoch eine robuste automatische Registrierung und Segmen-
tierung von Lymphknoten aus multimodalen Zeitreihen. Da existierende Verfahren den Anforderungen
nicht genügen, werden dazu in dieser Arbeit neuartige Methoden entwickelt und evaluiert.
Zur Lymphknotensegmentierung aus CT-Datensätzen wird ein Radialstrahl-basiertes 3D-Verfahren
umfangreich behandelt. Ausgehend von einem Saatpunkt werden Strahlen radial in alle möglichen
Richtungen gleichverteilt geschickt und ein Optimierungsverfahren bestimmt für jeden Strahl unter
Einbeziehung von Bildinformation und lokalem Formwissen den bestmöglichen Radius und somit
eine Segmentierung. Erstmalig ﬁndet ein Vergleich unterschiedlicher bildbasierter Kostenfunktionen
statt und die Parameter werden durch ein datengetriebenes Verfahren bestimmt. Mit einer durch-
schnittlichen Oberﬂächendistanz von nur 0.46 mm ist die Segmentierungsgenauigkeit im Bereich der
manuellen Expertensegmentierung und deutlich besser als existierende semi-automatische Verfahren.
Die Inter-Observer-Variabilität zur Volumenbestimmung ist um den Faktor 3 geringer als bei manu-
eller Volumenbestimmung. Neben Lymphknoten eignet sich das Verfahren auch zur Segmentierung
anderer rundlicher Strukturen, wie z.B. Tumore, und bietet auch für einige Organe, wie z.B. die
Prostata, eine Alternative zur modellbasierten Segmentierung.
Die Registrierung einzelner Lymphknoten erfordert die automatische deformierbare Registrierung des
gesamten Kopf-Hals-Bereichs. Dazu wird in dieser Arbeit die erste vollautomatische generalisierbare
multi-rigide Methode vorgestellt. Sie basiert auf einem neuartigen artikulierten Atlas, welcher neben
Wissen über Form und Aussehen einzelner Knochen auch deren relative Lagen (Artikulation) aus
Trainingsdaten lernt. Dieser wird zunächst zur gleichzeitigen Segmentierung der Knochen aus dem
CT-Datensatz verwendet. Ausgehend davon wird er durch personalisiertes Wissen angereichert und an
die andere Bildmodalität oder Zeitserienaufnahme unter Berücksichtigung des gelernten Artikulati-
onsraums angepasst. Die daraus berechneten rigiden Transformationen werden in einem zweistuﬁgen
Prozess in das umliegende Weichteilgewebe propagiert und ein dichtes Deformationsfeld entsteht.
Abschließend wird die Registrierungsgenauigkeit innerhalb der Lymphknoten durch ein lokal rigides
Registrierungsverfahren verbessert. Die Vorteile der multi-rigiden Registrierung liegen in dem großen
Konvergenzbereich und der geringen Anfälligkeit für Bildartefakte aufgrund der einzigartigen globalen
Regularisierung. Innerhalb von Lymphknotenzentren wird eine Registrierungsgenauigkeit von durch-
schnittlich 5.05 mm erreicht. Gegenüber der B-Spline Registrierung ergibt sich eine Verbesserung
um 37% und eine subjektiv deutlich besser empfundene Qualität der erzeugten deformierten Bilder.
Die wichtigsten Beiträge dieser Arbeit sind zur Segmentierung von Lymphknoten eine neue Kos-
tenfunktion, ein umfangreicher Vergleich verschiedener Kostenfunktionen und eine datengetriebene
Parameterwahl. Die Hauptbeiträge zur Bildregistrierung sind das Lernen der relativen Elementlagen,
ein adaptives Anpassungsverfahren und die Personalisierung des artikulierten Atlas.
ii
Abstract
The most reliable independet prognostic factor for the disease evolution of head&neck cancer patients
is the presence of lymph node metastasis. A computer aided evaluation and follow up assessment
of relevant lymph nodes in diﬀerent imaging modalities using a multimodal multitemporal model
has many advantages, in particular in terms of reproducibility. However, this requires the robust
automated registration and segmentation of lymph nodes from multi-modal time series medical
images. In this work, new approaches for both imaging problems are presented because existing
solutions do not satisfy the requirements.
For the segmentation of lymph nodes from CT-data, a radial ray based 3D-method is treated com-
prehensively. From a seed point, rays are cast into all directions and an optimization technique
determines a radius for each ray based on image appearance and shape knowledge thereby obtaining
a segmentation. For the ﬁrst time, diﬀerent appearance cost functions are compared and parame-
ters are selected using a data driven approach. With an average symmetric surface distance of only
0.46mm, the segmentation accuracy is close to manual segmentation and outperforms existing semi-
automatic methods. The inter-observer-variablity for volume assessment is approximately three times
lower compared to manual volume assessment. Beyond lymph nodes, this method is also suitable for
the segementation of other spherical structures such as tumors and oﬀers an alternative to model
based segmentation approaches for certain organs like the prostate.
Prerequisite for a registration of individual lymph nodes is the automated deformable registration
of the entire head&neck images. Therefore, the ﬁrst fully automated general purpose multi-rigid
registration method is presented. It is based on an articulated atlas combining shape and appearance
knowledge of individual bones with information about their relative spatial locations (articulation).
It is created from annotated training data and used to obtain a segmentation of individual bones
from CT-data. Based on that, the atlas is personalized and then adapted to the other imaging
modality or time series image, thereby incorporating the learned articulation space. The resulting
rigid transformations for each bone are propagated into the surrounding soft tissue in a two step
process resulting into a dense deformation ﬁeld. Finally, the accuracy within the lymph nodes is
improved using local rigid registration. Advantages of the multi-rigid image registration approach
presented in this work are the huge capture range as well as low sensitivity towards imaging artifacts
due to global regularization. The average registration accuracy in the lymph node centers is 5.05mm.
Compared to B-spline registration, this is 37% better while at the same time a considerable better
quality of the deformed images is achieved.
The major contributions of this work to the segmentation of lymph nodes are a new cost function,
a comprehensive comparison of cost functions and a data driven parameter selection. The main
contributions to image registration are the learned articulation, a dynamic adaptation strategy and
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Die Untersuchung von Lymphknoten im Kopf-Hals-Bereich mittels bildgebender Verfahren unter-
schiedlicher Bildmodalitäten hat eine große Bedeutung bei der Stadienbestimmung und Verlaufs-
kontrolle von Patienten mit Kopf-Hals-Karzinom. Im Vergleich zu einer manuellen Untersuchung
unterliegt eine computergestützte Auswertung nicht der Subjektivität eines Radiologen und ist daher
wünschenswert. Allerdings ist dazu eine Registrierung der herangezogenen Bildmodalitäten sowie die
Segmentierung einzelner relevanter Lymphknoten erforderlich. Diese Arbeit widmet sich diesen bei-
den bisher unzureichend betrachteten Aspekten der medizinischen Bildverarbeitung, indem neuartige
Lösungen dafür entwickelt und evaluiert werden.
Klinische Problemstellung: An Kopf-Hals-Karzinomen, also Krebserkrankungen in der Mund-
höhle, dem Rachen und dem Kehlkopf, erkranken weltweit ca. 550000 Menschen pro Jahr. Damit ist
diese Krebserkrankung die siebt-häuﬁgste [19] und die Fünfjahresüberlebensrate liegt in den westli-
chen Ländern bei nur knapp 40% [20]. Darüber hinaus beeinträchtigen Kopf-Hals-Karzinome oft die
Lebensqualität erheblich, insbesondere die Fähigkeit zu sprechen und zu schlucken. Bei der großen
Mehrheit der Tumore handelt es sich um das Plattenepithelkarzinom, welches oftmals von regionalen
Metastasen in den Lymphknoten (siehe Abbildung 1.1(b)) begleitet wird.
Das Vorhandensein von Lymphknotenmetastasen ist der verlässlichste unabhängige prognostische
Faktor für den Krankheitsverlauf [21]. Nach erfolgreicher Behandlung, welche meist durch einen
chirurgischen Eingriﬀ erfolgt und oftmals von Strahlen- und seltener auch Chemotherapie begleitet
wird, ist die Rezidivquote in den ersten fünf Jahren mit 25 ✁ 50% beachtlich hoch. Da für viele
der Patienten das Auftreten eines Rezidivs einem Todesurteil gleichkommt, ist die Beobachtung
des Kopf-Hals-Bereichs insbesondere in den ersten zwei Jahren nach der Behandlung von großer
Bedeutung.
Bedeutung bildgebender Verfahren: Bildgebende Verfahren spielen bei der Diagnose nur
eine untergeordnete Rolle, weil der Tumor meist an einer Schleimhaut entdeckt wird und so eine
histologische Diagnose auf Basis einer Biopsieprobe oft bereits vor der Bildakquisition vorliegt. Daher
liefern bildgebende Verfahren lediglich Zusatzinformationen über Größe des Primärtumors und dessen
Lage zu umliegenden Gewebe sowie über das Vorhandensein von regionalen und Fernmetastasen. Bei
der Stadienbestimmung, der Therapieplanung und -verlaufskontrolle sowie der Nachverfolgung haben
bildgebende Verfahren jedoch eine tragende Rolle [22]. Kontrastmittelverstärktes CT sowie T1- und
T2-gewichtetes MRT werden in der klinischen Routine zur Lokalisation und Größenbestimmung
des Primärtumors und der Untersuchung von regionalen Metastasen eingesetzt. Trotz der hohen
Sensitivität kommt PET aufgrund geringer Speziﬁtät und der hohen Kosten nicht so oft zum Einsatz.
1
1. Einleitung
(a) CT-Aufnahme eines typi-
schen gesunden Lymphknotens
(b) CT-Aufnahme eines vergrö-
ßerten Lymphknotens mit nekro-
tischem Gewebe
(c) Durch die Betrachtung einer einzelnen
2D-Schicht eines 3D-Objektes gehen wich-
tige Informationen verloren
Abbildung 1.1.: Vergleich zwischen 2D- und 3D-Betrachtung eines Lymphknotens
Ultraschall kann lediglich zur Navigation einer Feinnadelbiopsie und als kostengünstige Alternative
in der Nachuntersuchung verwendet werden.
Die Stadienbestimmung hat einen großen Einﬂuss auf die Prognose des Krankheitsverlaufs und be-
stimmt maßgeblich die Art der eingesetzten Therapie. Sie geschieht international standardisiert nach
der TNM-Klassiﬁkation [23], welche auf Größe und Ausbreitung des Primärtumors, den Befall der re-
gionalen Lymphknoten und dem Vorhandensein von Fernmetastasen basiert. Der Lymphknotenbefall
wird üblicherweise durch eine radiologische Befundung festgestellt, weil diese eine bessere Genauig-
keit als eine klinische Untersuchung durch Abtastung liefert. Dabei ist es wichtig, pathologische von
nicht pathologischen Lymphknoten zu unterscheiden. Indikatoren für Pathologien sind unter anderem
Vergrößerung, eine rundere Form, Cluster-Bildung, selektive Kontrastmittelaufnahme, Inhomogenität
und das Vorhandensein von nekrotischem Gewebe oder einer extrakapsulären Ausbreitung [22][21].
Da einige dieser Indikatoren besser auf CT-Aufnahmen, andere jedoch besser auf MRT-Aufnahmen
bestimmt werden können, bietet eine gemeinsame Auswertung beider Bildmodalitäten einen Mehr-
wert, weshalb oftmals Aufnahmen beider Modalitäten erstellt werden.
Größenbestimmung von Läsionen: In der klinischen Praxis erfolgt die Größenbestimmung des
Primärtumors und der Lymphknoten üblicherweise mithilfe der im Jahr 2000 vorgestellten RECIST-
Kriterien [24] bzw. deren Nachfolger aus dem Jahr 2009 [25][26]. Diese messen allerdings nicht
die wahre Größe, also das Volumen, sondern lediglich die 2D-Abmessungen in einer repräsentati-
ven axialen Schicht. Dies hat zwei entscheidende Nachteile. Zum einen sind die Messungen nicht
robust reproduzierbar, es besteht also eine hohe Inter- und Intra-Observer-Variabilität. Zum ande-
ren geht prinzipbedingt die 3D-Information durch die Betrachtung einer einzelnen axialen Schicht
verloren, was zur Folge hat, dass diese Messungen nur unzureichend mit dem tatsächlichen Volu-
men korrelieren (siehe Abbildung 1.1(c)). Trotz dieser Nachteile ﬁndet in der klinischen Praxis eine
volumetrische Betrachtung nicht statt, weil eine 3D-Modellerstellung durch manuelle Konturierung
zu zeitaufwändig ist. Die manuelle schichtweise Konturierung eines einzelnen Lymphknotens nimmt
meinen eigenen Messungen in [1] bis zu 25 Minuten in Anspruch. (Semi-) automatische Verfahren




Segmentierung des Primärtumors Stadienbestimmung, Strahlentherapieplanung
Segmentierung von Lymphknoten Stadienbestimmung, Verlaufskontrolle
Detektion von Lymphknoten Stadienbestimmung, Verlaufskontrolle
Segmentierung der Lymphknotenregionen Strahlentherapieplanung
Registrierung von einzelnen Lymphknoten Stadienbestimmung, Verlaufskontrolle
Reg. des gesamten Kopf-Hals-Bereichs Verlaufskontrolle, Strahlentherapieplanung
Tabelle 1.1.: Benötigte Bildverarbeitungsmethoden zur Behandlung von Patienten mit Kopf-Hals-
Karzinomen
Strahlentherapieplanung: Zusätzlich zu der chirurgischen Entfernung des Primärtumors und
der befallenen regionalen Lymphknoten wird bei der Behandlung von Kopf-Hals-Karzinomen oftmals
auch die Strahlentherapie eingesetzt. Dabei soll so viel zerstörerische Strahlung wie möglich in die
Zielregionen und so wenig wie möglich in nicht betroﬀenes Gewebe, insbesondere in die Risikoorgane
wie z.B. den optischen Nerv, die Speicheldrüsen, das Rückenmark oder den Hirnstamm, gelangen. Dies
erfordert eine präzise Konturierung der entsprechenden Regionen auf einem sog. Planungs-CT, was
sehr zeitaufwändig ist und einer hohen Inter-Observer-Variabilität unterliegt. Letzteres kann durch
die zusätzliche Einbeziehung komplementärer Bildaufnahmetechniken, wie z.B. MRT oder PET, ver-
ringert werden [21]. Sowohl das Übertragen der Planung in die Therapie als auch die Einbeziehung
mehrerer Modalitäten bei der Konturierung erfordert allerdings, dass die örtlichen Zusammenhänge
bekannt sind. In der Praxis ist dies meistens dadurch sichergestellt, dass dem Patienten eine Maske
aufgesetzt wird, die ihn in mehr oder weniger dieselbe Position zwingt. Zur Erhöhung der Genauigkeit
und der Vereinfachung der Bildaufnahme ist es allerdings wünschenswert, Positionsunterschiede mit-
tels multimodaler Bildregistrierung des Kopf-Hals-Bereichs ausgleichen zu können. Zur Verkürzung
der Planungserstellung werden rechnergestützte Bildsegmentierungsverfahren benötigt.
Verlaufskontrolle: Da bei dem Plattenepithelkarzinom die Rezidivquote sehr hoch ist, ist eine
strikte Verlaufskontrolle nötig. Unter anderem werden dazu CT- und/oder MRT-Aufnahmen heran-
gezogen. Dabei kommt es in erster Linie darauf an, jede Veränderung, insbesondere bei den Lymph-
knoten, zu erkennen. Ein direkter Vergleich von Aufnahmen aus der Zeitserie ist dabei nur schwer
möglich, weil die Position des Patienten in den Aufnahmen der Zeitserie in der Regel nicht dieselbe
ist und so eine nachträgliche bildbasierte Positionskorrektur benötigt wird. Um Veränderungen auch
auf dem korrigierten Bild tatsächlich erkennen zu können, ist eine besondere Anforderung, dass le-
diglich Bildunterschiede ausgeglichen werden sollen, die aufgrund einer Positionsänderung zu Stande
gekommen sind, nicht jedoch diejenigen, die von einer Anatomieveränderung stammen.
Zusammenfassung: Bildgebende Verfahren werden zur Diagnose, Stadienbestimmung, Thera-
pieplanung und -verlaufskontrolle sowie der Nachverfolgung von Patienten mit Kopf-Hals-Karzinomen
herangezogen. Zur Verbesserung existierender Anwendungen sowie zur Ermöglichung neuer Anwen-
dungsgebiete werden unterschiedliche Methoden der medizinischen Bildverarbeitung benötigt. Ein
Überblick ist in Tabelle 1.1 zu ﬁnden. Für Lymphknoten ergeben sich in der aktuellen klinischen
Vorgehensweise folgende Nachteile:
1. Die Größenbestimmung nach den RECIST-Kriterien ist aufgrund der Betrachtung einer einzel-
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nen Schicht eines 3D-Objektes ungenau und unterliegt einer hohen Inter- und Intra-Observer-
Variabilität.
2. Eine manuelle Segmentierung unterliegt ebenfalls einer hohen Inter- und Intra-Observer-Va-
riabilität. Deshalb und aufgrund des hohen Zeitaufwands zur Erstellung ﬁndet dies in der
Praxis nicht statt.
3. Bei der Betrachtung von Lymphknoten über mehrere Zeitpunkte hinweg verschärft sich das Pro-
blem mangelnder Robustheit manueller Segmentierung, weil hier Volumenunterschiede einen
Einﬂuss auf den weiteren Therapieverlauf haben können.
4. In der klinischen Praxis werden unterschiedliche Aufnahmen, seien es Aufnahmen einer Zeitrei-
he oder unterschiedlicher Bildmodalitäten zum selben Zeitpunkt, üblicherweise unabhängig
voneinander oder bestenfalls nebeneinander betrachtet und analysiert. Eine Bildfusion ﬁndet
mangels in der Praxis verfügbarer robuster deformierbarer Registrierungsverfahren nicht statt.
Parameter von Lymphknoten werden also aus je einer Modalität zu je einem Zeitpunkt unab-
hängig bestimmt.
1.2. Anwendungsszenario
Um diese Nachteile überwinden zu können, wird in dieser Arbeit ein neuartiger computergestützter
Ansatz zur personalisieren Vorhersage des Krankheitsverlaufs verfolgt. Für den Patienten wird ein
multimodales, multitemporales parametrisches Modell erstellt (siehe Abbildung 1.2). Grundlage dafür
sind Aufnahmen unterschiedlicher Bildmodalitäten, wie z.B. CT und MRT, welche komplementäre
Informationen bieten. Diese werden zur Stadienbestimmung vor der Therapie akquiriert. Im Zuge
der Therapieverlaufskontrolle und Nachsorge werden in Abständen von einigen Monaten weitere
Aufnahmen unterschiedlicher Bildmodalitäten erstellt.
Diese Aufnahmen werden zunächst fusioniert, wodurch ein einziges Multikanal-Bild entsteht. Jeder
Kanal entspricht einem anderen Zeitpunkt und/oder Bildmodalität. Vorraussetzung für die Fusion ist
örtliche Korrespondenz der Aufnahmen, die durch automatische Bildregistrierung hergestellt wird.
In einem weiteren Schritt werden die Zielstrukturen, also der Primärtumor und klinisch relevante
Lymphknoten, deﬁniert. Dies geschieht durch 3D-Segmentierung in mindestens einer Bildmodalität
pro Zeitpunkt. Aufgrund bestehender örtlicher Korrespondenz kann diese in die anderen Kanäle
propagiert werden.
Anschließend werden aus den fusionierten Bilddaten (semi-) automatisch quantitative geometrische
und Textur-Merkmale aus den Zielstrukturen extrahiert [2]. Diese werden dann zur personalisier-
ten Vorhersage des Krankheitsverlaufs mittels maschineller Klassiﬁkationsverfahren, welche durch
Patientenmerkmale mit bekanntem Krankheitsverlauf zuvor trainiert wurden, verwendet.
Zur Erhöhung der Vorhersagegenauigkeit können zu den bildbasierten Merkmalen auch klinische und
genomische Merkmale in den Klassiﬁkationsprozess einbezogen werden [3][4]. Eine verlässliche per-
sonalisierte Vorhersage des Krankheitsverlaufs ermöglicht eine Anpassung der Therapie sowie der
Verlaufskontrolle. Dies kann dem Patienten unnötige operative Eingriﬀe mit erheblichen Nachwir-
kungen ersparen und zudem die Gesundheitskosten reduzieren, ohne dabei allerdings Patienten mit
einem hohen Risiko eines Redizivs unterzuversorgen.
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Registrierung und Segmentierung 
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Multimodale Zeitreihe 
Merkmalsextraktion und Klassifikation 
Abbildung 1.2.: Multimodales, multitemporales Modell zur Vorhersage des Krankheitsverlaufs. Auf-
nahmen unterschiedlicher Bildmodalitäten und Zeitpunkte werden mittels deformier-
barer Bildregistrierung fusioniert. Zielorgane werden durch Bildsegmentierung deﬁ-
niert. Auf Grundlage dessen werden charakteristische Merkmale extrahiert, die zur
personalisierten Klassiﬁkation verwendet werden.
Um klinisch relevante bildbasierte Merkmale aus einer multimodalen Zeitreihe eines Lymphknotens
extrahieren zu können, ergeben sich aus der Sicht eines Bildverarbeiters folgende zwei Herausfor-
derungen: Die automatisierte Registrierung der Aufnahmen unterschiedlicher Bildmodalitäten und
Zeitpunkten und die robuste Segmentierung von Lymphknoten aus einer Bildmodalität.
1.3. Zielsetzung
Ziel dieser Arbeit ist es, neue automatische Verfahren zur Registrierung und Segmentierung von
Lymphknoten aus multimodalen Zeitreihen im Kopf-Hals-Bereich, die über den aktuellen Stand der
Forschung hinaus gehen, zu entwickeln und zu evaluieren.
1.3.1. Segmentierung von Lymphknoten
Lymphknoten sollen aus medizinischen Bilddaten des Kopf-Hals-Bereichs segmentiert werden. Auf-
grund der typischerweise geringeren Schichtabstände von CT- im Vergleich zu MRT-Aufnahmen
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und den normierten absoluten Intensitätswerten von unterschiedlichem Gewebe soll die Segmentie-
rung auf CT-Daten erfolgen. Eine nachfolgende Bildregistrierung kann dazu dienen, das Ergebnis
auf MRT-Daten zu übertragen. Die Bestimmung des zu segmentierenden Lymphknotens soll sich
auf minimale Anwenderinteraktion, also auf Vorgabe einer einzelnen 3D-Koordinate im Inneren des
Lymphknotens, beschränken. Das Finden der Lymphknotengrenzen soll dann automatisch erfolgen.
Bei Bedarf soll der Anwender jedoch die Möglichkeit erhalten, das Ergebnis auf einfache Art und
Weise zu beeinﬂussen. Die Genauigkeit sollte so hoch sein, dass die Verwendung einen Mehrwert
bei der Größenvermessung gegenüber RECIST darstellt. Die Laufzeit sollte einige wenige Sekunden
auf aktueller Hardware nicht überschreiten. Die größten Herausforderungen bei der Segmentierung
von Lymphknoten sind die hohe Varianz an Größe, Form und an umliegendem Gewebe, sowie dem
oftmals geringen Kontrast zu benachbarten Strukturen und das Vorhandensein von Pathologien. Seit
1996 bis heute werden zwar von unterschiedlichen Arbeitsgruppen regelmäßig Verfahren zur Lymph-
knotensegmentierung vorgestellt, keines genügt jedoch allen hier deﬁnierten Anforderungen und/oder
ein Teil der genannten Herausforderungen wird nicht adressiert.
1.3.2. Registrierung von Lymphknoten
Lymphknoten im Kopf-Hals-Bereich sollen sowohl auf verschiedenen Modalitäten als auch über Auf-
nahmen desselben Patienten zu unterschiedlichen Zeitpunkten hinweg registriert werden. Folgende
Anforderungen ergeben sich:
• Unterschiedliche Modalitäten: Als Modalitäten kommen (kontrastverstärkte) CT- und MRT-
Aufnahmen des Kopf-Hals-Bereichs in Frage, wobei in der klinischen Praxis übliche anatomische
MR-Sequenzen (T1, T2 gewichtet,. . . ), Schichtabstände und Orientierungen der MR-Schichten
(Axial, Coronal oder Sagittal) unterstützt werden sollen.
• Unterschiedliche Bildqualitäten: Weder typische Bildartefakte, wie z.B. Sternartefakte von Me-
tallimplantaten in CT-Aufnahmen oder lokal unterschiedliche Signalstärke in MRT-Aufnahmen
noch eine Begrenzung der Aufnahmen auf Bildausschnitte sollen ein Hindernis darstellen.
• Unterschiedliche Patientenlage: Bei der Positionierung des Patienten während der Aufnahme
sollen keine besonderen Vorkehrungen getroﬀen werden müssen, was bedeutet, dass sich insbe-
sondere die Halswirbelsäule in unterschiedlichen Stellungen in den verschiedenen Aufnahmen
beﬁnden darf.
• Unterschiedliche Zeitpunkte: Die Aufnahmen können zu unterschiedlichen Zeitpunkten aufge-
nommen sein. Insbesondere bedeutet dies, dass Änderungen in der Anatomie vorhanden sein
können. Ursache dafür kann bspw. eine Gewichtsänderung, Tumorwachstum, aber auch ein
chirurgischer Eingriﬀ sein.
• Erhaltung von Anatomieunterschieden: Bei der Registrierung von Zeitserien ist eine weite-
re Anforderung, dass anatomische Unterschiede in den Lymphknotenregionen weitestgehend
erhalten bleiben, so dass die Registrierung es einem Radiologen ermöglicht evtl. vorliegende
Unterschiede zu erkennen.
• Automatismus: Die Registrierung soll vollautomatisch ablaufen. Die Segmentierung des zu
registrierenden Lymphknotens kann in einer Modalität als gegeben angesehen werden.
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Existierende Lösungen genügen diesen Anforderungen nicht und es werden daher neuartige Registrie-
rungsverfahren benötigt.
1.4. Aufbau der Arbeit
Im folgenden Kapitel (Kapitel 2) werden zum besseren Verständnis dieser Arbeit grundlegende Ei-
genschaften von Lymphknoten beschrieben und gängige Bildsegmentierungs- und Registrierungsme-
thoden in einem globalen Kontext kategorisiert. Darauf aufbauend werden in Kapitel 3 existierende
Arbeiten zum Thema Lymphknotensegmentierung und Registrierung des Kopf-Hals-Bereichs vorge-
stellt und theoretisch auf deren Stärken und Schwächen hin untersucht. Dabei stellt sich heraus,
dass existierende Verfahren den Anforderungen nicht genügen und damit neue Verfahren entwickelt
werden müssen.
In Kapitel 4 werden die eigenen Lösungsansätze zur Lymphknotensegmentierung und -registrierung
motiviert und vorgestellt. Zur Lymphknotensegmentierung wird zunächst das größeninvariante Masse-
Feder-Modell als Weiterentwicklung eines bestehenden modellbasierten Segmentierungsalgorithmus
vorgestellt. Da dies jedoch konzeptbedingt trotz Verbesserung immer noch keine zufriedenstellenden
Ergebnisse auf klinischen Daten erzielen kann, wird eine auf Radialstrahlen basierende Methode ent-
wickelt. Besonderer Stellenwert wird dabei dem Vergleich von Kostenfunktionen und Optimierungs-
verfahren, sowie der Parameterwahl beigemessen, entscheidende Aspekte, welcher in der Literatur zur
Lymphknotensegmentierung bisher nicht betrachtet wurden. Weitere neue Entwicklungen sind eine
auf kumulierten Intensitätswerten basierende Kostenfunktion, eine auf der Bildgradientenrichtung be-
ruhende lokale Formerhaltung und Erweiterung zur Erhöhung der Robustheit. Alternativ zur präzisen
automatischen Segmentierung mittels Graph-Cut ermöglicht die Verwendung von Belief-Propagation
auch eine komfortable interaktive Segmentierung.
Anschließend wird zur Registrierung von Lymphknoten ein neues Verfahren vorgestellt, welches auf
einem neuartigen artikulierten Atlas des Skeletts basiert und sich aus insgesamt 5 Schritten zusam-
mensetzt. In einem ersten Schritt wird der Kopf rigide registriert. Anschließend erfolgt eine Anpassung
des artikulierten Atlas an die CT-Aufnahme, wodurch i) eine Segmentierung der einzelnen rigiden
Strukturen (Knochen) erfolgt und ii) der artikulierte Atlas durch personalisiertes Wissen angereichert
wird. Letzteres ermöglicht es, den Atlas in einem weiteren Schritt an die andere Bildmodalität anzu-
passen. Auf Grundlage der nun bekannten Transformation der einzelnen Knochen wird daraufhin in
einem zweistuﬁgen Prozess ein dichtes Deformationsfeld berechnet. Abschließend werden die Lymph-
knoten lokal rigide registriert. Dieses Verfahren ist das erste vollautomatische Verfahren seiner Art,
welches sich auch auf andere Körperregionen generalisieren lässt und verfügt als eines der wenigen
nicht-rigiden Registrierungsverfahren über globale Regularisierung. Die innovative Anpassungsstrate-
gie des artikulierten Atlas führt zu einem hohen Konvergenzbereich.
Die durchgeführten Experimente bzgl. Genauigkeit, Robustheit und Laufzeit aller im Rahmen dieser
Arbeit entwickelten Verfahren sowie deren qualitativen und vor allem quantitativen Ergebnisse anhand
klinischer Daten werden in Kapitel 5 beschrieben.
Anschließend wird in Kapitel 6 die Anwendung der entwickelten Registrierungs- und Segmentierungs-
verfahren zur Merkmalsextraktion aus multimodalen Zeitreihen zur Vorhersage des Krankheitsverlaufs
von Patienten mit Kopf-Hals-Karzinom beschrieben. Darüber hinaus werden weitere und denkbare
Anwendungsgebiete der in dieser Arbeit entstanden Technologien beschrieben.
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Zur Abrundung werden in Kapitel 7 die Ergebnisse der Arbeit mit Fokus auf die eigenen wissenschaft-





Lymphknoten sind ein wichtiger Bestandteil des lymphatischen Systems des Menschen, welches neben
der Immunabwehr auch dem Flüssigkeitstransport dient. Dort ﬁltern sie das darin beﬁndliche Gewebs-
wasser (Lymphe) und befreien diese von Antigenen. In ihnen ﬁndet ein großer Teil der Immunabwehr
statt.
In diesem Abschnitt wird auf die zur Registrierung und Segmentierung wichtigsten Eigenschaften
von Lymphknoten, deren krankhaften Veränderungen und deren Darstellung mittels bildgebender
Verfahren eingegangen. Einige Aspekte werden durch die Analyse einer repräsentativen Menge von
49 Lymphknoten aus CT-Aufnahmen untermauert. Diese Menge enthält normale, vergrößerte Lymph-
knoten, sowie Lymphknoten mit zentralem nekrotischem Gewebe. Einige der Aufnahmen sind kon-
trastmittelverstärkt. Für alle Lymphknoten liegt eine Referenz-Segmentierung vor. Eine genaue Be-
schreibung dieser Menge an Lymphknoten ist in Kapitel 5.1.1 zu ﬁnden.
2.1.1. Eigenschaften
Vorkommen: Im menschlichen Körper beﬁnden sich ca. 800 Lymphknoten, die sich mit Ausnahme
des zentralen Nervensystems im gesamten Körper verteilen. Dabei gibt es Regionen mit besonderer
Häufung, wie die Achselhöhle, die Bauchwand (Leiste), der Bauch, der Brustraum und der Hals. In
Letzterem beﬁnden sich um die 300 Lymphknoten [27]. Zur regionalen Einteilung der Lymphknoten
im Halsbereich wird heutzutage üblicherweise das Klassiﬁkationsschema nach Robbins et al. [28]
herangezogen, welches auf der im Jahre 1932 von Rouvière [29] vorgestellten Einteilung basiert.
Diese Unterteilung erfolgt dabei in den sechs in Abbildung 2.1(a) dargestellten Regionen.
Aufbau: Wie in Abbildung 2.1(b) zu sehen ist, gliedern sich Lymphknoten in drei Bereiche: Rinde
(Kortex), Parakortikalzone und Mark [30]. Diese sind von einer Kapsel umgeben. Die Lymphe eines
bestimmten Körpergebietes oder Organs um den Lymphknoten – das sog. Einzugsgebiet des Lymph-
knotens – gelangt über mehrerere lymphatische Vas aﬀerens in den Lymphknoten hinein. Innerhalb
des Lymphknotens wird die Lymphe geﬁltert und dabei von Antigenen befreit. Zusätzlich wird die
Lymphe durch das Mark mit Antikörpern angereichert. Schließlich verlässt diese den Lymphknoten
wieder am Hilum durch die lymphatische Vas eﬀerens.
Größe: Der Durchmesser von gesunden Lymphknoten liegt normalerweise im Bereich von 2 bis
20mm [30]. Sind sie allerdings mit der Abwehr von Krankheiten beschäftigt oder krankhaft verändert,
können sie stark anschwellen. Der Durchmesser kann dann sogar 5 cm und mehr betragen. In der
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(a) Die regionale Klassiﬁkation von Halslymph-
knoten nach Robbins et al. [28] (Abbildung
aus [28])
(b) Schematischer Aufbau eines Lymphknotens (Ab-
bildung aus [30])
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Ohne NekroseMit Nekrose
Abbildung 2.2.: Lymphknoten besitzen eine große Variabilität in Form und Größe. Je größer ein
Lymphknoten ist desto runder ist er in der Regel
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Abbildung 2.3.: Schnitt durch größennormierte Lymphknoten verdeutlicht die große Formvariabilität
vorliegenden Menge beﬁndet sich der große Durchmesser zwischen 9.2 und 47.6 mm (Durchschnitt
17.1✟ 6.9 mm).
Form: Gesunde Lymphknoten sind in etwa ellipsoid bis bohnenförmig. Allerdings können einzelne
Lymphknoten von dieser Form lokal stark abweichen (siehe Abbildung 2.3). Insgesamt kann die
Formvariabilität von Lymphknoten daher als hoch angesehen werden. Das Verhältnis zwischen großem
und kleinem Durchmesser beträgt größenordnungsmäßig 2 : 1. Wie anhand der vorliegenden Menge in
Abbildung 2.2 zu sehen ist, neigen vergrößerte Lymphknoten eher dazu rund zu sein. Das Verhältnis
der Durchmesser nähert sich also 1 : 1 an.
Umliegendes Gewebe: Lymphknoten sind oftmals von Fettgewebe umgeben. Die Fettgrenz-
schicht zu anderem Gewebe ist besonders im Kopf-Hals-Bereich allerdings sehr dünn, wodurch
Lymphknoten de facto an sehr unterschiedliche Gewebstypen grenzen. Dieses reicht von anderem
Weichteilgewebe (Gefäße und Muskeln) bis hin zu Knochen. Oftmals grenzen benachbarte Lymph-
knoten auch direkt aneinander an und bilden einen sogenannten Lymphknoten-Cluster. Über das
umliegende Gewebe kann somit keine Annahme getroﬀen werden (siehe Abbildung 2.4).
2.1.2. Lymphadenopathie
Eine krankhafte Anschwellung von Lymphknoten wird als Lymphadenopathie bezeichnet. Dabei wird
zwischen regionaler und generalisierter Lymphadenopathie unterschieden, wobei bei Ersterer das An-
schwellen der Lymphknoten auf eine bestimmte Körperregion beschränkt ist. Die Ursache für eine
Lymphadenopathie kann vielfältig sein und reicht von infektiös-entzündlichen Prozessen im Einzugs-
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(a) Fett (b) Knochen
(c) Gefäße und Muskeln (d) Andere Lymphknoten




gebiet über virale Infektionen bis hin zu bösartigen Veränderungen. Letzteres wird aufgrund des
Ortes des Primärtumors weiter unterteilt. Beruht die Erkrankung auf einer bösartigen Veränderung
von lymphatischen Zellen, bezeichnet man dies als malignes Lymphom. Sind allerdings bösartige
Zellen eines Primärtumors, welcher sich im Einzugsgebiet des Lymphknotens beﬁndet, über das lym-
phatische System in den Lymphknoten gelangt, spricht man von regionalen Lymphknotenmetastasen.
Bei Krebserkrankungen im Kopf-Hals-Bereich ist das Vorhandensein von regionalen Lymphknotenme-
tastasen der verlässlichste prognostische Faktor für den Krankheitsverlauf [21]. Die robuste Diagnose
dessen ist daher von höchster Bedeutung für die Wahl der Therapie und Verlaufskontrolle. Neben
der klinischen Untersuchung und histologischen Untersuchung einer Biopsieprobe kommt dazu ins-
besondere auch die nichtinvasive Diagnose mittels bildgebender Verfahren zur Anwendung.
2.1.3. Bildgebung
Zur Untersuchung der Hals-Lymphknoten von Patienten mit Kopf-Hals-Karzinom werden unter-
schiedliche bildgebende Verfahren herangezogen. Neben der Computertomographie (CT) und der
Magnetresonanztomographie (MRT) kommen seltener auch Ultraschall und Positronen-Emissions-
Tomographie (PET) zum Einsatz. Das Ziel ist dabei das Feststellen bzw. das Ausschließen von
regionalen Lymphknotenmetastasen. Obwohl, wie im vorangegangenen Abschnitt beschrieben, eine
Vergrößerung von Lymphknoten unterschiedliche Ursachen haben kann, wird die Größe dennoch nach
wie vor oft als Kriterium verwendet. Nach den aktuellen RECIST-Kriterien [26] gelten Lymphknoten
mit einem kleinen Durchmesser von weniger als 10 mm als nicht pathologisch. Allerdings können sich
Metastasen auch in kleineren Lymphknoten gebildet haben [31]. Neben der Größe wird daher einer
ganzen Reihe anderer Faktoren eine Bedeutung beigemessen [31][32]. Eine ausgeprägte Bohnenform
sowie die Sichtbarkeit des Hilums spricht gegen Metastasierung. Nekrotisches Gewebe innerhalb des
Lymphknotens, extrakapsuläre Ausbreitung sowie ein geringer Blutﬂuss sind hingegen Anzeichen für
regionale Lymphknotenmetastasen.
Computertomographie: Im Bereich der Bildgebung zur Beurteilung von Krebs im Kopf-Hals-
Bereich kann das CT als das Arbeitspferd angesehen werden [22]. Zur Begutachtung von Lymphkno-
ten wird dem Patienten vor der Aufnahme üblicherweise ein Kontrastmittel intravenös verabreicht,
welches durchﬂossenes Gewebe im CT heller darstellt. Im Vergleich zu Gefäßen ist die Aufnahme
von Kontrastmittel in Lymphknoten allerdings sehr gering. Zur maschinellen Verarbeitung durch
Bildverarbeitungs- und Bildanalyse-Algorithmen eignet sich das CT besonders dadurch, dass der
Schichtabstand mit einer Größenordnung von 1 mm relativ gering ist und die Signalstärke durch die
Hounsﬁeld-Skala (Luft ♣✏ ✁1000 HU, Wasser ♣✏ 0 HU) normiert ist.
Die Grauwertverteilung der vorliegenden Menge ist in Abbildung 2.5 dargestellt. 95% aller zentral
gelegenen Voxel – hier alle enthaltenen Voxel mit einem Mindestabstand zum Rand von 1 mm –
aller nicht-nekrotischen Lymphknoten beﬁnden sich zwischen 43 und 119 HU. Der Durchschnitt
liegt bei 80 ✟ 20 HU. Wird der äußere Bereich mit einbezogen, sinkt der Durchschnitt durch den
dort zum Tragen kommenden Partialvolumeneﬀektes auf 63 ✟ 37 HU. Lymphknoten mit zentralem
nekrotischen Gewebe (siehe Abbildung 2.6(b)) haben einen deutlich dunkleren inneren Bereich.
Der Kontrast von Lymphknoten zum umliegenden Gewebe ist an vielen Stellen (benachbarte Lymph-
knoten, Muskeln, Gefäßen) sehr gering. Lediglich an Übergängen zu Fettgewebe ist ein größerer,
beim Übergang zu Knochen und Luft sogar ein sehr großer Kontrast gegeben. Abbildung 2.6 zeigt
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Alle Lymphknoten (Zentral)Alle Lymphknoten (inkl. Rand)Nicht-Nekrotisch (Zentral)Nicht Nekrotisch (inkl. Rand)
Abbildung 2.5.: Grauwertverteilung von Lymphknoten in kontrastverstärkten CT-Aufnahmen, wie sie
im klinischen Alltag zum Einsatz kommen. Wird der Rand (1 mm) mit einbezogen,
verschiebt sich die Verteilung aufgrund des Partialvolumeneﬀektes etwas zu Gunsten
von geringen Intensitäten.
CT-Aufnahmen von Lymphknoten mit unterschiedlichen Eigenschaften.
Neben der Bestimmung der Größe eignet sich die Computertomographie insbesondere zur Erkennung
von nekrotischem Gewebe innerhalb des Lymphknotens [22].
Magnetresonanztomographie: Der große Vorteil – sowohl zur Diagnose als auch zur Bildver-
arbeitung – von MRT ist der hohe Weichteilkontrast (siehe Abbildung 2.7). Dem gegenüber stehen
allerdings eine lange Aufnahmezeit und die damit verbundene Anfälligkeit für Bewegungsartefakte, ein
großer Schichtabstand (→ 3 mm) sowie nicht normierte Bildintensitäten. Diese werden maßgeblich
von dem verwendeten MRT-Protokoll bestimmt (es steht eine sehr große Zahl an unterschiedli-
chen nicht standardisierten Sequenzen zur Auswahl), aber auch andere Faktoren, wie z.B. die Masse
des Patienten und die lokale Magnetfeldstärke, haben einen Einﬂuss. Dies ist insbesondere für eine
maschinelle Verarbeitung von großem Nachteil.
Neben der üblichen T1- und T2-gewichteten Aufnahmen mit Fettsättigung kommt auch ultraklei-
nes superparamagnetisches Eisenoxid (USPI) als Kontrastmittel zum Einsatz [32], welches in T2-
gewichteten Aufnahmen zu einer Reduzierung des MRT-Signals innerhalb von gesunden und entzün-
deten Lymphknoten führt. Metastasierte Lymphknoten zeigen diesen Signalverlust nicht, wodurch
diese von gutartigen Lymphknoten unterschieden werden können. Darüber hinaus kann zur Erkennung
von Lymphknotenmetastasen auch diﬀusionsgewichtete Magnetresonanztomograﬁe (DWI) verwendet
werden, welche die Diﬀusionsbewegung von Wassermolekülen in Körpergewebe misst. Eine Kenngrö-
ße des DWI-Bildes – der scheinbare Diﬀusionskoeﬃzient (ADC) – ist in metastasierten Lymphknoten
höher als in gutartigen Lymphknoten sowie Lymphomen.
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(a) Typischer gutartiger bohnenförmiger Lymph-
knoten
(b) Vergrößerter Lymphknoten mit zentralem ne-
krotischen Gewebe
(c) Stark verrauschte Aufnahme (d) Geringer Kontrast zu umliegendem Gewebe




(a) T1 gewichtete MRT-Aufnahme (b) T2 gewichtete MRT-Aufnahme
Abbildung 2.7.: MRT-Aufnahmen von Lymphknoten (grün umradet)
Ultraschall: Lymphknoten, die nahe an der Hautoberﬂäche liegen, können mittels Ultraschall
begutachtet werden. Die Größe und Form können bestimmt werden. Zur Begutachtung des Hilums
ist Ultraschall die Methode der Wahl [31]. Dopplersonograﬁe kann zur Flussmessung verwendet
werden.
Positronen-Emissions-Tomographie: PET besitzt eine hohe Sensitivität zur Detektion von
Lymphknotenmetastasen, allerdings geht diese mit einer geringen Speziﬁtät einher [21], was zu einer
Falschklassiﬁkation tatsächlich nicht befallener Lymphknoten führt. Auch ist es mit PET auﬂösungs-
bedingt nicht möglich, kleinste Metastasen zu erkennen. PET spielt daher nur eine untergeordnete
Rolle.
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Signalbasiert Modellbasiert
Objektsegmentierung













- Active Shape Models





Vorwissen / SpezialisierungBildabhängigkeit / Generalisierbarkeit
Abbildung 2.8.: Klassiﬁkationsschema von Segmentierungsverfahren anhand der Menge des verwen-
deten Vorwissens
2.2. Segmentierung und Registrierung in der medizinischen
Bildverarbeitung
Trotz jahrzehntelanger Forschung sind Bildsegmentierung und -registrierung nach wie vor die ak-
tivsten Forschungsgebiete im Bereich der medizinischen Bildverarbeitung. Der Literaturstudie [5]
zufolge, die mein Kollege Marius Erdt zusammen mit mir durchführte, stellen 45% aller in den
wichtigsten Fachzeitschriften und Konferenzen vorgestellten Arbeiten der letzten zwei Jahre einen
neuen Segmentierungs- und Registrierungsansatz vor, der meistens auf einen ganz speziellen Anwen-
dungsfall abzielt. Zum besseren Verständnis dieser Arbeit werden in diesem Abschnitt kurz gängige
Bildsegmentierungs- und Registrierungsverfahren kategorisiert. Insbesondere werden dabei die für
diese Arbeit so wichtigen Gemeinsamkeiten dieser scheinbar getrennten Forschungsgebiete heraus-
gestellt. Es ﬁndet allerdings keine lehrbuchartige Einführung statt. Dazu sei der Leser z.B. an das
Standardwerk von Handels [33] verwiesen.
2.2.1. Segmentierung
Unter Bildsegmentierung versteht man die Aufteilung eines Bildes in zusammenhängende Bereiche.
Sie wird in der Bildverarbeitung üblicherweise zur Lokalisierung von Objekten verwendet. Die im Jahr
2000 von Duncan et al. [34] getroﬀene Feststellung, dass kein einzelner Algorithmus in der Lage ist,
eine Vielzahl von relevanten Strukturen in medizinischen Bildern zu segmentieren, besitzt nach wie
vor Gültigkeit. Die großen Herausforderungen sind geringer Kontrast zwischen den einzelnen Struk-
turen, große Varianz bezüglich der Form und Erscheinung von Strukturen derselben Klasse sowie
Bildstörungen, wie z.B. Rauschen oder Aufnahmeartefakte. Dies hat zur Folge, dass selbst trainier-
te Personen, wie z.B. Radiologen mit jahrelanger Erfahrung in vielen Fällen eine hohe Intra- und
Inter-Observer-Variabilität aufweisen. Zur Segmentierung eines Objektes aus einem medizinischen
Bild können vier verschiedene Merkmalstypen herangezogen werden: Diskontinuität am Übergang zu
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(a) Segmentierung der Knochen mittels
Schwellwertverfahrens. Das Ergebnis ist an
einigen Stellen löchrig.
(b) Segmentierung eines Lymphlnoten mittels Region-Growing.
Die Segmentierung läuft in benachbarte Strukturen aus.
Abbildung 2.9.: Signalbasierte Segmentierungsverfahren angewendet auf einen CT-Datensatz
anderen Objekten, Erscheinung, Form und Lage. Nicht alle Verfahren verwenden alle vier Charakte-
ristiken. Je mehr Wissen ein Verfahren über Erscheinung, Form und Lage im Segmentierungsprozess
einbezieht, desto geringer ist die Empﬁndlichkeit gegenüber geringem Bildkontrast und Bildstörun-
gen. Gleichzeitig ist es dabei jedoch auch spezieller auf eine bestimmte Anwendung zugeschnitten.
Abbildung 2.8 zeigt ein Schema, welches gängige Segmentierungsverfahren in fünf Hauptkategorien
innerhalb des Kontinuums bzgl. der Menge des verwendeten Vorwissens und damit der Spezialisierung
einordnet. Im Folgenden wird auf diese Hauptkategorien kurz eingegangen.
Grauwertbasierte Methoden: Grauwertbasierte Methoden entscheiden die Objektzugehörig-
keit für jeden einzelnen Pixel/Voxel unabhängig, einzig und allein aufgrund der Bildintensität. Nur
Pixel/Voxel mit Grauwerten innerhalb eines bestimmten Intervalls oder über/unter einem bestimm-
ten Schwellwert werden zu dem zu segmentierenden Objekt gezählt. Das zugrundeliegende Bild muss
dabei nicht zwangsläuﬁg das Originalbild, sondern kann auch eine vorverarbeitete Version, sein. Bei-
spielsweise kann durch lineare Filterung Rauschen unterdrückt oder gewisse Strukturen hervorgehoben
werden. Konzeptbedingt funktionieren grauwertbasierte Verfahren allerdings nur bei Strukturen mit
hohem Bildkontrast. Das prominenteste Anwendungsgebiet ist die Segmentierung von Knochen in
CT-Aufnahmen (siehe Abbildung 2.9(a)). Das einzige Vorwissen, das dabei zur Anwendung kommen
kann, ist, in welchem Grauwertbereich sich die zu segmentierende Struktur beﬁndet. Dieser kann ent-
weder von einem Experten auf dem Anwendungsgebiet vorgegeben werden oder durch maschinelle
Lernverfahren anhand von manuell segmentierten Trainingsdaten gelernt werden. Alternativ kann die
Grauwertschwelle auch automatisch aufgrund der Grauwertverteilung im Bild bestimmt werden. Dies
geschieht oftmals durch das Otsu-Verfahren [35], welches den Schwellwert so setzt, dass die Grau-
wertvarianz innerhalb der Objektklassen möglichst gering und zwischen den Objektklassen möglichst
hoch ist.
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Regionen- und kantenorientierte Verfahren: Regionen- und kantenorientierte Verfahren
sind wie die grauwertbasierten Verfahren ebenfalls signalbasiert. Allerdings werden Nachbarschafts-
beziehungen in den Segmentierungsprozess einbezogen.
Beim Region-Growing wird ausgehend von einem Saatpunkt eine Region solange erweitert, bis ein
anwendungsspeziﬁsches Homogenitätskriterium nicht mehr erfüllt ist. Durch diese Vorgehensweise
ist garantiert, dass die entstandene Region zusammenhängend ist. Da allerdings keinerlei Forminfor-
mation einbezogen wird, passiert es oft, dass die Region an ein oder mehreren Stellen aus dem zu
segmentierenden Objekt ausläuft (Boundary-Leaking, siehe Abb. 2.9(b)). Die Wahl des Saatpunktes
erfolgt meist durch den Anwender. Aufgrund der geringen Komplexität und der Generalisierbarkeit
des Ansatzes hat sich Region-Growing zu einem Standardtool in kommerzieller Bildverarbeitungs-
software entwickelt. Weitere oft angewendete regionenbasierte Verfahren sind der Split-and-Merge-
Algorithmus [36] und die Wasserscheidentransformation [37].
Kantenorientierte Verfahren basieren auf der Detektion von Diskontinuitäten im Bild am Übergang
zwischen zwei Objekten. Dies geschieht üblicherweise durch Gradientenﬁlter oder darauf aufbauenden
Methoden, wie z.B. dem Canny-Edge-Detector [38]. Da die Konturen im Allgemeinen nicht geschlos-
sen sind, sind oftmals weitere Verarbeitungsschritte nötig, bevor ein Konturverfolgungsalgorithmus
eingesetzt werden kann.
Verfahren mit lokalem Formwissen: Die erste Verfahrenskategorie, die sich nicht ausschließ-
lich auf die Diskontinuität zwischen Objekten und/oder dem Erscheinungsbild des zu segmentierenden
Objektes bezieht, ist die Segmentierung mit lokalem Formwissen. Hierbei wird das Segmentierungs-
problem meist in ein Energieminimierungsproblem überführt, das diejenige Segmentierung S✝ ﬁndet,
welche ein Energiefunktional der Form
E♣Sq ✏ Eextern♣B,Sq   λ ☎ Eintern♣Sq (2.1)
minimiert. Eextern♣B,Sq gibt an, wie gut die Segmentierung S zu dem Bild B passt, also bspw.
wie stark die Bildgradienten am Rand von S sind, wohingegen Eintern♣Sq unwahrscheinliche, also
bspw. sprunghafte Formen bestraft. λ regelt den Einﬂuss der einzelnen Terme. Die Segmentierung
S kann auf unterschiedliche Weise parametrisiert werden. Bei den 1988 von Kass et al. vorgestellten
Snakes [39] zur 2D-Segmentierung von glatten Objekten wird eine (geschlossene) Kontur x♣νq durch
einen skalaren Wert ν P r0, 1s repräsentiert. In 3D werden diese oft als Aktive Konturen bezeichnet
und können z.B. durch Polygonnetze beschrieben werden. In [40] wird implizite Modellierung durch
Niveaumengen (Level-Sets) vorgestellt. Ein (lokales) Energieminimum wird meist durch ein lokales
Optimierungsverfahren gefunden. Der Segmentierungserfolg hängt daher zu einem großen Teil von der
Initialisierung ab. Insbesondere wenn das Segmentierungsproblem als Markov-Random-Field (MRF)
modelliert werden kann, können aber auch globale Optimierungsverfahren wie Graph-Cut [41] oder
Belief-Propagation [42][43] zum Einsatz kommen.
Das Einbeziehen von lokalem Formwissen hat gegenüber rein signalbasierten Methoden den Vorteil,
dass Objektgrenzen mit lokal sehr geringem Kontrast aufgrund von kontrastreichen Objektgrenzen
in der Umgebung dennoch gefunden werden können. Da die möglichen Formen gegenüber signalba-
sierten Methoden eingeschränkt sind, sind Verfahren mit lokalem Formwissen deutlich spezieller an
ein bestimmtes Segmentierungsproblem angepasst.
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Verfahren mit globalem Formwissen: Bei Verfahren mit globalem Formwissen wird die in-
terne Energie Eintern aus Gleichung 2.1 dahingehend erweitert, dass der Unterschied zu einer Refe-
renzform oder einer Menge von Referenzformen einﬂießt. Es können also nur noch Objekte, die so
ähnlich wie die Referenzform(en) aussehen, segmentiert werden. Dabei unterscheidet man zwischen
Deformierbaren Modellen [44], welche den Unterschied zu einer einzigen Referenzform einbeziehen,
Active Shape Models(ASMs) [45], welche einen gelernten Formenraum betrachten und Active Ap-
pearance Models(AAMs) [46], welche bei der Berechnung der externen Energie Eextern zusätzlich zur
Betrachtung der Kontur auch Wissen über das Aussehen innerhalb des Modells miteinbeziehen.
Bei ASMs wird eine einzelne Form x oftmals mittels Hauptkomponentenanalyse (Principal Compo-
nent Analysis, PCA) mittels eines niedrigdimensionalen Vektors b durch
x ✏ x¯ A ☎ b  r (2.2)
beschrieben, wobei x¯ dem Durchschnitt aller n Trainingsformen xj entspricht. Die Matrix A besteht
aus den Eigenvektoren der Kovarianzmatrix C ✏ 1
n✁1X¯X¯
T , X¯ ✏ x0✁ x¯, . . . ,xn✁1✁ x¯. Der Vektor r
ist das Residuum. Je näher eine beliebige Form x an dem durch die Trainingsformen xj beschriebenen
Formenraum liegt, desto geringer sind ⑤b⑤ und ⑤r⑤.
Weitere Verfahren, die zu dieser Kategorie gezählt werden können, sind stabile Masse-Feder-Mo-
delle [47] und die bereits 1962 patentierte Hough-Transformation [48].
Verfahren mit globalem Formwissen kommen immer dann zum Einsatz, wenn sich das zu segmentie-
rende Objekt nicht klar von dem Hintergrund abgrenzt, dafür aber viel über die Form bekannt ist.
Sie sind also sehr speziell auf einen bestimmten Anwendungsfall, wie z.B. die Segmentierung eines
einzelnen Organs [6], zugeschnitten.
Lageorientierte Verfahren: In einigen Fällen reicht die Einbringung von globalem Formwissen
immer noch nicht aus, um ein bestimmtes Objekt zu segmentieren. Ein Beispiel dafür ist die Segmen-
tierung eines bestimmten Wirbels. Da die Formen benachbarter Wirbel üblicherweise recht ähnlich
sind, kann mit Formwissen allein nicht garantiert werden, dass auch tatsächlich der gewünschte und
nicht ein benachbarter Wirbel segmentiert wird. Das Einbeziehen von Vorwissen über den Ort des
Objektes bzw. die relative Lage zu anderen Objekten kann hierbei behilﬂich sein. Gekoppelte Mo-
delle [49] segmentieren mehrere Strukturen gleichzeitig unter der Einbeziehung ihrer relativen Lage.
Auf die Spitze wird dieses Prinzip bei der atlasbasierten Segmentierung [50] gebracht (siehe Abbil-
dung 2.10). Dort werden zunächst in einem Modellbild – dem Atlas – alle relevanten Objekte meist
manuell oder interaktiv segmentiert. Anschließend wird mittels eines bildbasierten Registrierungsver-
fahrens die örtliche Korrespondenz des gesamten Atlas zu dem Referenzbild gefunden, für welches
die Segmentierung erfolgen soll. Der eigentliche Segmentierungsschritt besteht nun lediglich darin,
die Segmentierung aus dem Atlas zu übertragen. Die Güte der Segmentierung hängt von der Auswahl
des Atlas und dem verwendeten Registrierungsalgorithmus ab. Die relativen Lagen der Objekte sind
implizit durch den Atlas kodiert.
2.2.2. Registrierung
Bildregistrierung bezeichnet die Bestimmung des örtlichen Zusammenhangs zwischen zwei Aufnah-
men derselben Szene oder ähnlicher Szenen [51]. Trotz der enormen Fortschritte in den vergan-
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Abbildung 2.10.: Bei der atlasbasierten Segmentierung wird das Referenzbild mit einem zuvor seg-
mentierten Modellbild (Atlas) registriert. Ist die örtliche Korrespondenz bekannt,
kann die Segmentierung einfach übertragen werden.
genen Jahren hat das bereits im Jahre 1998 aufgestellte Klassiﬁkationsschema für Bildregistrie-
rungsverfahren für medizinische Bilder nach Maintz et al. [52] weitestgehend Gültigkeit behalten.
Demnach können Registrierungsverfahren nach Dimensionalität, Registrierungsgrundlage, Art der
Transformation, Transformationsdomäne, Interaktion, Optimierungsverfahren, beteiligte Modalitä-
ten, Subjekt und Objekt eingeteilt werden. Ein Registrierungsproblem kann immer auch als ein
Optimierungsproblem aufgefasst werden, bei dem die optimalen Parameter p✝ P Rn einer Trans-
formation T : R3
➅
R
n ÞÑ R3 gefunden werden sollen, die ein Fehlermaß (Unähnlichkeitsmaß)
F : ♣R3 ÞÑ Rq➅♣R3 ÞÑ Rq ÞÑ R 0 zwischen einem Referenzbild R und einem durch p parametri-
siertem transformierten Modellbild MT der Form
E♣pq ✏ F ♣R,MT ♣pqq (2.3)
minimiert. Maßgeblich für die zur Verfügung stehenden Möglichkeiten, aber auch der damit einher-
gehenden Komplexität, ist die Art der Transformation. Neben der Erhöhung der Komplexität haben
ﬂexiblere Transformationen den weiteren entscheidenden Nachteil, dass die Anforderung an das Feh-
lermaß steigt, weil lokale Ungenauigkeiten sich stärker bemerkbar machen. Dies kommt besonders
bei multimodalen Registrierungsproblemen zum Tragen, weil in diesem Fall die beteiligten Bilder
komplementäre Informationen zeigen, die aber dennoch örtlich korrekt aufeinander abgebildet wer-
den sollen. Aber auch Bilder mit Aufnahmeartefakten, wie z.B. CT-Aufnahmen mit Metallartefakten














Abbildung 2.11.: Die Flexibilität von Transformationsklassen, welche in der Bildregistrierung verwen-
det werden, bilden ein Kontinuum.
te daher immer so unﬂexibel wie möglich gewählt werden, aber dennoch den Anforderungen bzgl.
der zu erwartenden Deformation zwischen den Bildern und der geforderten Genauigkeit entsprechen.
2.2.2.1. Transformationsklassen
Als Transformation stehen in der Literatur eine ganze Reihe von Möglichkeiten zur Auswahl, wel-
che üblicherweise in zwei Kategorien eingeteilt werden: rigide (globale) und nicht-rigide (elastische)
Transformationen [51]. Diese Unterteilung ist allerdings sehr grob und wird daher im Folgenden etwas
genauer dargelegt. Die Art der Unterteilung erfolgt nach dem Grad der Flexibilität (siehe Abbildung
2.11), wobei an dem einen Ende des Kontinuums eine einfache isotrope Skalierung (ein Freiheits-
grad) und am anderen Ende ein beliebiges Deformationsfeld steht, bei dem jedem der N Voxel im
Referenzbild ein eigener 3-Dimensionaler Deformationsvektor zugeordnet wird (3N Freiheitsgrade).
Rigide Transformationen: Üblicherweise werden zu den globalen Transformationen lediglich
lineare Abbildungen der Art
x✶ ✏ T ♣x,pq ✏ A♣pq ☎ x (2.4)
gezählt, wobei A P R4✂4 von dem Parametervektor p abhängt und sowohl x als auch x✶ in homoge-
nen Koordinaten gegeben sind. Man beachte, dass A nicht vom Ort x abhängt und so eine globale
Transformation gegeben ist, also eine Transformation, die an allen Orten dieselbe ist. Die Parametri-
sierung von A bestimmt die Art der Abbildung, angefangen bei der Isotropen Skalierung mit einem
Freiheitsgrad (DOF), über die Rigide Transformation (3 DOF Rotation + 3 DOF Translation) bis
hin zur Projektiven Abbildung mit 15 DOF .
Nicht nur bei starren Objekten, wie z.B. dem Schädel, ist es sinnvoll, eine rigide Transformation zu
verwenden. Falls nur ein kleiner Bereich von Interesse ist, kann dieser oftmals näherungsweise als starr
angenommen werden. Bei der Optimierung darf das Fehlermaß dann nur in dieser zuvor bestimmten
Region (ROI) berechnet werden.
Neben der geringen Komplexität und der hohen Robustheit haben rigide Verfahren den großen Vor-
teil, dass es nicht zu ungewünschten geometrischen Verzerrungen kommt und insbesondere Größen
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erhalten bleiben. Sollen beispielsweise Anatomieänderungen in zwei Aufnahmen einer Zeitserie zur
Bestimmung des Therapieerfolgs bestimmt werden, können nicht-rigide Verfahren i.d.R. nicht einge-
setzt werden, da diese neben den Positionsänderungen auch etwaige Anatomieänderungen ausgleichen
und so dem eigentlichen Ziel – der Ermöglichung der Unterschiedsdetektion – entgegenwirken.
Multi-Rigide Transformationen: Die Klasse mit der nächsthöheren Komplexität sind multi-
rigide bzw. multi-lineare Verfahren. Diese Klasse von Verfahren ist die erste, die als elastisch bezeich-
net werden kann. Die Grundidee basiert darauf, dass n einzelne Regionen Ri, i P r1 . . . ns des Bildes
als für sich rigide betrachtet werden. Die Bestimmung dieser rigiden Einzelteile kann dabei entweder
durch gleichmäßiges Aufteilen des Bildes (z.B. [7]) oder durch die Einbringung von anatomischem
Vorwissen erfolgen. Anstatt ganzer Regionen können allerdings auch einzelne Punkte eine lineare
Transformation zugeordnet werden, aus denen dann ein invertierbares Deformationsfeld bestimmt
wird [53].
Als anatomisches Vorwissen wird üblicherweise verwendet, dass einzelne Knochen starre Körper sind.
Analog zur Physiologie des Menschen trägt das menschliche Skelett das umliegende Weichteilgewebe.
Diese Betrachtungsweise wurde als erstes im Jahre 1996 von Little et al. [54] vorgeschlagen und
seitdem immer wieder aufgegriﬀen. Der Registrierungsprozess besteht aus drei Schritten:
1. Segmentierung der einzelnen rigiden Strukturen,
2. Registrierung der rigiden Strukturen,
3. Bestimmung der Deformation in den restlichen Strukturen.
Neben der bereits erwähnten Analogie zur menschlichen Physiologie haben multi-rigide Transforma-
tionen den Vorteil, dass die Anzahl der Freiheitsgrade mit 6☎n für ein elastisches Verfahren sehr gering
ist. Aufgrund dieser beiden Eigenschaften kann ein großer Konvergenzbereich (eine große Capture
Range) erzielt werden. Die Registrierung in den starren Teilen ist sehr genau, da dort keine Verzer-
rungen zulässig sind. Allerdings kann es im umliegenden Gewebe zu Registrierungsungenauigkeiten
kommen, da die Deformation dort üblicherweise nur durch Interpolation der rigiden Transformationen
entsteht. Dies kann bspw. umgangen werden, wenn im Nachgang ein weiteres ﬂexibleres Transfor-
mationsmodell zum Einsatz kommt.
Verbindung von Kontrollpunkten mit Splines: Das wohl am häuﬁgsten zur elastischen
Registrierung verwendete Transformationsmodell basiert auf der Verwendung von Kontrollpunkten,
die zur Parametrisierung von Splines verwendet werden. Eine Möglichkeit zur Bestimmung des De-
formationsfeldes d : R3 ÞÑ R3 besteht darin, zunächst in dem Referenzbild R und dem Modellbild
M n korrespondierende Paare von Interest-Punkten ♣ri,miq P R3
➅
R
3, i P r1 . . . ns zu detektieren,
welche die Stützstellen di :✏ mi ✁ ri des Deformationsfeldes d deﬁnieren (d♣riq ✏ di). Anschlie-
ßend wird das restliche Deformationsfeld durch Interpolation bestimmt. Neben Elastic-Body-Splines
(EBS) [55], werden dazu häuﬁg Thin-Plate-Splines (TPS)[56] verwendet, welche das physikalische
Verhalten einer unendlich großen, dünnen Metallplatte unter der Last von n Massen modellieren.
Das Deformationsfeld ist durch




 ⑤⑤x✁ ri⑤⑤2   η2✟ ☎ ln  ⑤⑤x✁ ri⑤⑤2   η2✟ (2.5)
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Abbildung 2.12.: Bei der B-Spline-Registrierung wird auf das Referenzbild ein Gitter gelegt, dessen
Kontrollpunkte als Parameter fungieren.
gegeben, wobei η ein freier Steiﬁgkeitsparameter ist und die Koeﬃzienten a, b, c, d, fi durch ein
lineares Gleichungssystem bestimmt werden, welches im Wesentlichen d♣riq ✏ di garantiert.
Die robuste automatische Detektion von korrespondierenden Punktpaaren, die noch dazu alle Bildbe-
reiche abdecken, ist insbesondere bei multimodalen Bildpaaren nahezu unmöglich. Daher werden oft
die Kontrollpunkte ri gleichmäßig auf einem Gitter im Referenzbild verteilt (siehe Abbildung 2.12).
Die Deformationsstützvektoren di werden nun zu freien Parametern in einem 3n-dimensionalen Op-
timierungsproblem einer bildbasierenden Fehlermetrik (vgl. Gleichung 2.3). Da, wie man in Glei-
chung 2.5 sieht, alle Kontrollpunkte einen Einﬂuss auf das gesamte Deformationsfeld haben, ist diese
Optimierung für die in der Praxis benötigte Anzahl an Stützstellen nicht eﬃzient. Eine Abhilfe schaf-
fen kubische B-Splines [57], bei denen der Einﬂuss der Kontrollpunkte lokal begrenzt ist und daher
auch für eine große Anzahl von Stützstellen geeignet sind.
Da aber auch hierbei aufgrund der hohen Anzahl an Parametern praktisch nur lokale Optimierungs-
verfahren in Frage kommen, ist die Capture Range sehr begrenzt. Um dieses bekannte Problem in den
Griﬀ zu bekommen kommen oft Multiresolution-Ansätze zum Einsatz. Ein weiteres, durch die große
Flexibilität bedingtes Problem ist, dass es, wenn keine weiteren Einschränkungen getroﬀen werden,
zu degenerierten Deformationsfeldern kommen kann. Strukturen in dem Referenzbild können auf die
falschen Strukturen im Modellbild abgebildet werden, die Größe von einzelnen Strukturen kann sich
drastisch verändern und es kann sogar zu Überschneidungen kommen.
Komplett freie Registrierung: Der höchstmögliche Grad an Freiheit besteht darin, jedem
einzelnen der N Voxel im Referenzbild einen eigenen freien Deformationsvektor di P R3, i P r1 . . . N s
zuzuordnen und dann für jeden Voxel die optimale Deformation zu bestimmen. Dies geschieht z.B.
in der 1998 von Thirion vorgestellten Demons Registrierung [58] durch ein Diﬀusionsmodell. In der
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sog. Demons 1 Registrierung wird in Anlehnung an die Maxwellschen Dämonen für jeden Voxel
i der dazugehörige Deformationsvektor di iterativ verändert, so dass sich die Intensitäten in dem
Referenzbild und dem transformierten Modellbild annähern. Dies funktioniert freilich nur auf Bildern
derselben Aufnahmetechnik.
Mit diesem größtmoglichen Grad an Freiheit kann theoretisch jedes beliebige Deformationsfeld, al-
so auch das perfekte, abgebildet werden. In der Praxis kann dies allerdings nur selten tatsächlich
gefunden werden, da, wie oben bereits erwähnt, mit zunehmender Freiheit auch die Störanfälligkeit
steigt. Um dennoch Transformationen mit hohen Freiheitsgraden verwenden zu können, ist Regulari-
sierung nötig, dass heißt, es muss Vorwissen über die möglichen Transformationen in den Registrie-
rungsprozess eingebracht werden, so dass nicht plausible Transformationen (bspw. Überdeckungen,
Unstetigkeiten, Volumenänderungen) ausgeschlossen bzw. bestraft werden.
2.2.2.2. Vorwissen
Eine intuitiv einleuchtende Annahme, die über ein Deformationsfeld getroﬀen werden kann, ist, dass
es glatt sein soll, d.h. dass x ✓ y ñ d♣xq ✓ d♣yq gelten soll. Dies ist bei den Spline-basierten
Transformationen automatisch gegeben. Bei der Demons-Registrierung wird dies dadurch erreicht,
dass ein Glättungsﬁlter nach jeder Iteration auf das Deformationsfeld angewendet wird.
Die am häuﬁgsten verwendete Art der Regularisierung besteht allerdings darin, die Zielfunktion der
Optimierung (Gleichung 2.3) um einen Regularisierungs- oder Plausibilitätsterm P ♣pq : Rn ÞÑ R 0 ,
der unwahrscheinliche Transformationen bestraft, folgendermaßen zu erweitern:
E♣pq ✏ F ♣R,MT ♣pqq   λ ☎ P ♣pq , (2.6)
wobei λ den Einﬂuss der beiden Terme steuert. Man beachte, dass P nur von der Transformation
abhängt und damit einer internen Energie gleichkommt. Neben dem Plausibilitätsterm ist die Regu-
larisierung vor allem aber von der verwendeten Transformationsklasse gegeben, wobei ersteres eine
weiche Randbedingung und letzteres hingegen eine harte Randbedingung darstellt.
Die Art der Regularisierung kann durch ein Kontinuum beschrieben werden, an dessen einem Ende
Lokale Regularisierung und an dem anderen Ende die Globale Regularisierung steht. Auf diese Art und
Weise kann das in Abbildung 2.11 dargestellte Transformationsklassenkontinuum um die Dimension
des Vorwissens erweitert werden (siehe Abbildung 2.13).
Lokale Regularisierung: Bei der lokalen Regularisierung ﬂießt lediglich örtlich begrenztes Vor-
wissen über die zu erwartende Transformation ein. Dies kann beispielsweise die zuvor erwähnte Glatt-
heitsanforderung sein, welche implizit durch bspw. die Verwendung von Splines und zusätzlich explizit
durch einen entsprechenden Plausibilitätsterm modelliert werden. Ein von Wahba et al. [59] vorge-



















































Abbildung 2.13.: Die Einteilung der Transformationen wird um die Dimension des Vorwissens erwei-
tert. Die Robustheit der Registrierungsverfahren nimmt vom gelben hin zum grünen
Bereich diagonal zu. Der rot markierte Bereich kann durch die harte Randbedingung
der Art der Transformation nicht abgedeckt werden.
Das zugrundeliegende physikalische Modell ist dasselbe wie das durch Gleichung 2.5 beschriebene
der Thin-Plate-Splines.
Abgesehen von der Glattheit, sind weitere lokale Plausibilitätsterme möglich. Rohlﬁng et al. schlagen
in [60] einen lokalen Volumenerhaltungsterm vor, der darauf basiert, dass die Determinante der
Jacobimatrix der Transformation den Wert eins hat, wenn weder eine Stauchung, noch eine Spreizung
vorliegt. In [61] wird dies von Loeckx et al. erweitert, so dass nicht nur Volumenerhaltung, sondern
lokale Starrheit gefordert wird.
In [62] und [63] werden ebenfalls lokale Starrheit gefordert, allerdings nur in einigen (zuvor identi-
ﬁzierten) Bereichen. Dadurch, dass diese Bereiche (z.B. Läsionen oder Knochen) zuvor identiﬁziert
werden müssen, verliert diese Art der Regularisierung zum Teil ihren lokalen Charakter.
Globale Regularisierung: Bei der globalen Regularisierung hingegen ﬂießt Wissen über die
gesamte Transformation ein. Dies kann z.B. sein, dass sie an jeder Stelle dieselbe sein soll, oder dass
an bestimmten Orten nur bestimmte Transformationen vorkommen können bzw. wahrscheinlicher
sind. Ersteres ist bei allen linearen Abbildungen, wie z.B. die Ähnlichkeitstransformation (Rotation
+ Translation + isotrope Skalierung), automatisch gegeben. Zusätzlich kann dennoch ein globaler
Plausibilitätsterm zur Anwendung kommen, der bspw. bestimmte erwartete Skalierungen bevorzugt.
Je globaler eine Regularisierung ist, desto höher ist der Spezialisierungsgrad einer Methode, weil
die Menge der möglichen Transformationen eingeschränkt wird. Gleichzeitig steigt dadurch auch die
Robustheit der Methode gegenüber Störeinﬂüssen der Bilder.
2.2.3. Regmentierung
Obwohl die Zielsetzung von Segmentierung und Registrierung grundverschieden ist, ist die Methodik
der modellbasierten Segmentierungsverfahren praktisch identisch mit Registrierungsverfahren. In bei-
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- Multi-modale Segmentierung - Deformierbare Modelle
- Atlasbasierte Segmentierung
- Masse-Feder-Modelle
- Active Shape Models
Segmentierungsverfahren mit globalem 
Vorwissen über Form und Lage 
Abbildung 2.14.: Die drei verschiedenen Arten der Regmentierung mit Anwendungsbeispielen
den Fällen wird dasselbe Energiefunktional (vgl. Gleichung 2.1 und 2.6) minimiert, welches aus einem
Datenterm und einem Regulierungsterm besteht. Das transformierte Modell kann sich, muss sich je-
doch nicht, dabei unterscheiden. Während bei Verfahren, die zur Segmentierung eingesetzt werden,
häuﬁg Polygonnetze zum Einsatz kommen, dient zur Registrierung meist eins der beteiligten Bilder
als Modell. Die atlasbasierten Verfahren treiben dies auf die Spitze, indem in einem zur Segmentie-
rung verwendeten Verfahren ebenfalls ein Bild als Modell verwendet wird, wobei zu diesem Bild vorab
semantische Information über die Objektzugehörigkeit vorhanden sein muss. Aufgrund dieser Gemein-
samkeiten haben mein Kollege Marius Erdt und ich in [5] diese Klasse von Bildverarbeitungsverfahren
als Regmentierung bezeichnet.
Neben bildbasierten Registrierungsverfahren und modellbasierten sowie lageorientierten Segmentie-
rungsverfahen, gehören dazu auch Verfahren, die zunächst segmentieren, um anschließend zu regis-
trieren, oder registrieren, um anschließend zu segmentieren (siehe Abbildung 2.14). Ein Beispiel für
ersteres sind Registrierungsverfahren, die unterschiedliche Regionen des Bildes auf unterschiedliche
Art und Weise registrieren. Die Identiﬁkation dieser Regionen erfolgt dabei mittels eines Segmen-
tierungsverfahrens. Bspw. muss in einem multi-rigiden Verfahren zur Registrierung [54] die Seg-
mentierung der einzelnen rigiden Regionen (Knochen) bekannt sein, bevor diese dann registriert
werden können und daraus die Deformation für das Weichteilgewebe bestimmt werden kann. In die
letzte Kategorie fallen alle Verfahren zur Segmentierung, die die komplementäre Information in un-
terschiedlichen Bildmodalitäten derselben Szene ausnutzen. Die zugrunde liegenden multimodalen
Bilder müssen dazu natürlich zueinander registriert vorliegen. In einigen Fällen laufen diese beiden




3. Stand der Forschung
3.1. Segmentierung von Lymphknoten aus CT-Datensätzen
Unter Segmentierung von Lymphknoten im Kopf-Hals-Bereich können zwei fundamental unterschied-
liche Vorgänge verstanden werden. Zum einen ist das die Bestimmung der Lymphknotenregionen, die
in Kapitel 2.1.1 vorgestellt wurden. Dabei sind die Objektgrenzen einzelner Lymphknoten nicht von
Bedeutung. Das Hauptanwendungsgebiet ist die Bestimmung der Zielorgane zur Strahlentherapie-
planung. Zum anderen versteht man unter Lymphknotensegmentierung die Segmentierung einzelner,
relevanter Lymphknoten, die entweder durch ein automatisches Lymphknoten-Detektionsverfahren
wie z.B. [64][65][66][67] oder durch einen Anwender zuvor ausgewählt wurden. Dies wird, wie schon
in Kapitel 1.1 erklärt, zur Stadienbestimmung, Verlaufskontrolle und Merkmalsextraktion benötigt.
Da der Fokus dieser Arbeit auf der Segmentierung einzelner Lymphknoten aus CT-Datensätzen liegt,
wird in diesem Kapitel hierauf umfangreich eingegangen. Verfahren zur Segmentierung von Lymph-
knoten aus anderen Modalitäten sowie Verfahren zur Detektion von Lymphknotenregionen werden
nur kurz angerissen.
3.1.1. Lageorientierte Verfahren zur Lymphknotenregionensegmentierung
Da Lymphknoten an vielen verschiedenen Regionen im ganzen Körper vorkommen und das umlie-
gende Gewebe sehr unterschiedlich sein kann, ist es bei der Segmentierung einzelner Lymphknoten
nicht sinnvoll, Wissen über die relative Lage zu anderen Objekten einzubeziehen. Daher werden
Lage-orientierte Verfahren nur zur Segmentierung ganzer Lymphknotenregionen eingesetzt. Hierbei
wiederum ist die Einbeziehung der relativen Lage zu anderen Objekten zwingend erforderlich, weil
die Lymphknotenregionen keinen abgeschlossenen Objekten entsprechen, sondern lediglich implizit
über umliegende Landmarken deﬁniert sind.
Commowick et al. [68] verwenden zur Segmentierung der Lymphknotenregionen II,III und IV einen
Durchschnittsatlas, welcher aus 45 manuell konturierten CT-Datensätzen des Kopf-Hals-Bereichs
erstellt wurde. Der Erstellungsprozess beinhaltet drei Schritte: Durchschnittsbilderstellung durch
Registrierung und Mittelung der CT-Aufnahmen, Durchschnittssegmentierungserstellung durch den
STAPLE-Algorithmus [69] und Symmetrisierung an der mittleren Sagittalebene. Die Anpassung des
Atlas erfolgt mittels eines deformierbaren Registrierungsverfahrens, welches in Abschnitt 3.2.1 kurz
beschrieben ist.
Gorthi et al. [70] verwenden ebenfalls einen atlasbasierten Ansatz, um die Lymphknotenregionen
im Kopf-Hals-Bereich zu segmentieren (siehe Abbildung 3.1). Bei diesem Atlas handelt es sich le-
diglich um einen Datensatz, für den neben den Lymphknotenregionen auch andere Strukturen –
nämlich die Außenkontur, Unterkiefer, Wirbel und die Trachea – manuell konturiert wurden. Diese
zusätzlichen Strukturen werden in einem komplett frei deformierbarem Registrierungsprozess (vgl.
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Abbildung 3.1.: Automatische Segmentierung der Lymphknotenregionen durch ein atlasbasiertes Seg-
mentierungsverfahren (Abbildung aus [70])
Abschnitt 3.2.1) berücksichtigt. Wie in atlasbasierten Segmentierungsverfahren üblich werden die
Lymphknotenregionen abschließend auf das Referenzbild übertragen.
Auch bei Teng et al. [71] kommt ein atlasbasiertes Verfahren zum Einsatz, wobei hier mehrere manuell
konturierte CT-Datensätze als Atlas zur Verfügung stehen, von denen der geeignetste automatisch
ausgewählt wird. Zunächst werden Landmarken, wie z.B. das Zungenbein, der Unterkiefer und die
Halswirbelsäule, durch ein heuristisches Verfahren, welches ein 2D-Schwellwertverfahren mit einem
3D-deformierbaren Modell kombiniert, grob segmentiert. Welcher Atlas als Modellbild verwendet
wird, ergibt sich durch einen Vergleich eines Merkmalsvektors, welcher sowohl aus dem Modellbild als
auch aus dem Referenzbild extrahiert wird. Dieser enthält das Gesamtvolumen der Kopf-Hals-Region,
Oberﬂächen einiger Strukturen und Vektoren zwischen den Mittelpunkten von Landmarken. Der
passendste Atlas wird dann mit einer Mutual Information [72][73] basierten B-Spline-Registrierung
an das Referenzbild angepasst (vgl. Abschnitt 3.2.1). Abschließend werden die Lymphknotenregionen
auf das Referenzbild übertragen.
3.1.2. Vergleichende Studien
Wie in den folgenden Abschnitten berichtet wird, wurden einige Methoden speziell auf das schwie-
rige Problem der Segmentierung von einzelnen Lymphknoten zugeschnitten. Ein Vergleich dieser
Methoden untereinander fehlt allerdings weitestgehend. Lediglich in [74] und [75] werden allgemeine
Segmentierungsmethoden hinsichtlich ihrer Eignung zur Segmentierung einzelner Lymphknoten aus
CT- bzw. MRT-Aufnahmen einander gegenübergestellt.
Die wahrscheinlich früheste Arbeit zur Segmentierung einzelner Lymphknoten aus CT-Datensätzen
wurde im Jahre 1996 von Rogowska et al. [74] vorgestellt. Darin wurde ein automatisches Schwell-
wertverfahren (AS), ein semi-automatisches lokales Schwellwertverfahren (LS), die Wasserscheiden-
transformation (WT) und Snakes (SN) auf deren Eignung zur Anwendung auf Lymphknoten in
einzelnen zweidimensionalen CT-Schichten überprüft. Bei allen Verfahren, mit Ausnahme von AS,
ist eine manuelle Initialisierung erforderlich, die deutlich über eine einfache Auswahl des Lymphkno-
tens hinaus geht (z.B. grobes Einzeichnen der Kontur). Die Evaluierung fand auf Phantomdaten
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Abbildung 3.2.: Automatische Bestimmung des Inklusion-Kriterium-Parameters für ein Region-
Growing-Verfahren zur Segmentierung von Lymphknoten aus MRT-Aufnahmen, so
dass Boundary-Leaking verhindert wird (hier: 2.0; Abbildung aus [75])
sowie 37 Lymphknoten von Hasen statt. Es stellte sich heraus, dass die Wasserscheidentransforma-
tion und Snakes die beste Segmentierungsqualität liefern. Dies suggeriert, dass zur Segmentierung
von Lymphknoten einfache Grauwert-, Regionen- und Kanten-orientierte Verfahren nicht ausreichend
sind, sondern, dass zusätzlich Wissen über die Form, wie es z.B. bei Snakes zum Einsatz kommt, in
den Segmentierungsprozess einﬂießen muss. Mit Blick auf die in Abschnitt 2.1 beschriebene große
Varianz der Form, Größe und des umliegenden Gewebes von Lymphknoten sowie deren geringer
Kontrast in CT-Aufnahmen ist dieses Ergebnis nicht verwunderlich.
Kürzlich (2011) verglichen Debats et al. [75] gängige Verfahren auf deren Eignung zur Segmen-
tierung von Lymphknoten in MRT-Aufnahmen. Darunter beﬁnden sich neben zwei Varianten des
Regionen-orientierten Verfahrens Region-Growing auch ein Verfahren, welches lokales Formwissen
(Graph-Cut (GCS)) und ein Verfahren, welches globales Formwissen (Parametric Shape and Appea-
rance Model (PSAM)) einbezieht. Die Region-Growing Verfahren haben als Inklusionskriterium einen
Schwellwertbereich, welcher dynamisch während des Segmentierungsprozesses angepasst wird (Con-
ﬁdence Connected Region-Growing). Der Bereich ist durch das b-fache der Standardabweichung der
Grauwerte innerhalb der Region deﬁniert. In dem ersten Verfahren (CCRG) ist b ﬁxiert, wohingegen in
dem zweiten Verfahren (ECC) b automatisch so klein gewählt wird, dass gerade keine plötzliche star-
ke Erweiterung stattﬁndet (siehe Abbildung 3.2). Dies soll das größte Problem von Region-Growing,
nämlich das Boundary Leaking, in den Griﬀ bekommen. Das Graph-Cut Verfahren modelliert die
Grauwertverteilung sowohl des Lymphknotens als auch des Hintergrunds als Gaussverteilung und
bestimmt somit die Gewichte der Graphkanten zu Quelle und Senke. Die Übergänge der Kanten zwi-
schen benachbarter Voxeln ist abhängig von deren Grauwertunterschieden. Das PSAM nimmt eine
Gaussverteilung der Parameter (Distanz zum Zentrum des Lymphknotens, des Verhältnisses zwischen
dem Volumen und dem Radius sowie Grauwertdiﬀerenz zwischen dem Objekt und dem Hintergrund)
an, lernt die Parameter (Mittelwert und Standardabweichung) aus manuell segmentierten Bildern
dementsprechend und berechnet daraus die interne Energie während der Anpassung. Die externe
Energie ist durch den quadratischen Abstand der aktuellen Modellparameter und geschätzten Mo-
dellparameter gegeben. Das Gesamtenergiefunktional wird durch ein lokales Optimierungsverfahren
minimiert. Der Vergleich der Methoden erfolgte auf mit vier unterschiedlichen Sequenzen aufgenom-
menen kontrastverstärkten MRT-Bildern (T1, T2✝, ADC, FLASH) von 146 Patienten mit mindestens
einem sichtbarem Lymphknoten. Der durchschnittliche Dice Similarity Coeﬃcient (DSC) betrug 0.35
bzw. 0.57 für die beiden Region-Growing-Verfahren, 0.44 für das GCS und 0.46 für das PSAM. Das
gute Abschneiden des zweiten Region-Growing-Verfahrens (ECC) verwundert zunächst, weil keinerlei
Formwissen zum Einsatz kommt, kann aber damit erklärt werden, dass Region-Growing unabhängig
von den absoluten Grauwerten und der Objektgröße ist. Während ersteres MRT-speziﬁsch ist, ist
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Größeninvarianz unabhängig von der Bildmodalität eine wichtige Anforderung an ein Lymphknoten-
segmentierungsverfahren.
3.1.3. Grauwert-, Regionen- und Kanten-orientierte Verfahren
Wie bereits geschildert haben Grauwert-, Regionen- und Kanten-orientierte Verfahren keine große
Aussicht auf Erfolg bei der Segmentierung von einzelnen Lymphknoten aus CT-Aufnahmen. Aufgrund
der Einfachheit wird so ein Verfahren, nämlich das Region-Growing, dennoch als Teilschritt des
Lymphknoten-Detektions-Algorithmus von Kitasaka et al. [64] verwendet. In einem späteren Schritt
werden die entstandenen Regionen in Bezug auf Form und Größe analysiert. Nicht passende Regionen
werden aussortiert. Evaluiert wurde das Verfahren allerdings nur in puncto Detektionssensitivität und
-speziﬁtät, nicht jedoch in puncto Segmentierungsgenauigkeit.
3.1.4. Verfahren mit globalem Formwissen
Obwohl Lymphknoten, wie in Abschnitt 2.1.1 erläutert, eine große Formvarianz aufweisen, werden in
der Literatur dennoch Verfahren, welche globales Formwissen einbeziehen, vorgestellt. Dieses Wissen
wird aber nie in Form eines statistischen Formmodells eingebracht, wie es bei vielen Organen, wie z.B.
der Leber, üblich ist, weil für Lymphknoten kein charakteristischer Formenraum (z.B. Ausbuchtung
immer oben links) existiert. Stattdessen wird auf einfache geometrische Formen, wie Ellipsoid und
Kugel zurückgegriﬀen, von denen allerdings relativ große Abweichungen erlaubt sind.
Ellipsoid: Unal et al. [76] verwenden eine Ellipse als geometrisches Modell zur gleichzeitigen Seg-
mentierung und Registrierung von Lymphknoten aus 2D-MRT-Schichten von n unterschiedlichen
Sequenzen. Parametrisierung der Ellipse und der rigiden Transformationen führt zu einem (5  4n)-
dimensionalen Optimierungsproblem, welches ein Regionen- und einen Kanten-basiertes Energiefunk-
tional minimiert. Die Initialisierung erfolgt durch ein Rechteck. Um ein 3D-Volumen zu erhalten, wird
das 2D-Ergebnis in benachbarte Schichten propagiert. Die Evaluierung erfolgte durch den Vergleich
mit manueller Konturierung auf 30 Lymphknoten. Durchschnittlich wurde 11.00④13.05④19.96 % des
Lymphknotens auf T2④T2✍1④T2✍2-gewichteten MRT-Aufnahmen nicht in die Segmentierung einbe-
zogen. Zhang et al. [77] bringen die Distanz zu einer Ellipse als Formwissen in einem Graph-Cut
basierten Segmentierungsverfahren von Lymphknoten aus 2D-Ultraschall-Schichten ein. Die Initiali-
sierung erfolgt ebenfalls durch ein Rechteck, aus welchem auch die für den Graph-Cut benötigten
initialen Objekt- und Hintergrundmarker extrahiert werden. Zusätzlich zu den üblichen auf Intensi-
tätsunterschieden basierenden Kantengewichten w♣p, qq benachbarter Pixel p, q und auf Intensitäts-
wahrscheinlichkeiten basierenden Kantengewichten zu Quelle w♣p,Qq und Senke w♣p, Sq wird die
Berechnung der Kantengewichte dahingehend erweitert, dass eine große Distanz D zu einer Ellip-
se (siehe Abbildung 3.3(c)) zu einer geringeren Kantenwahrscheinlichkeit führt. Das mit Graph-Cut
zu minimierende Gesamtenergiefunktional ergibt sich damit zu:
E ✏ ♣1✁ µq
✔✕λ➳
❅p












wobei λ und µ den Einﬂuss der einzelnen Terme regeln. In einem ersten Schritt wird der traditionelle
Graph-Cut ohne globales Formwissen angewendet (siehe Abbildung 3.3(a)), aus welchem initiale
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(a) Ergebnis des traditionellen Graph-Cuts in der
vorgegeben rechteckigen ROI
(b) Approximation des Graph-Cut Ergebnisses
durch eine Ellipse
(c) Distanz zur Ellipse (d) Ergebnis des Graph-Cuts unter Berücksichti-
gung der Distanz zur Ellipse
Abbildung 3.3.: Graph-Cut mit Ellipse als globales Formwissen zur Segmentierung von Lymphknoten
aus Ultraschallbildern (Abbildungen aus [77])
Parameter einer Ellipse geschätzt werden (siehe Abbildung 3.3(b)). In weiteren Iterationen wechseln
sich Graph-Cut und Ellipsenberechnung bis zur Konvergenz ab. Evaluiert wurde die Methode auf
klinischen Daten von 60 Patienten. Mit einer durchschnittlichen Hausdorﬀ-Distanz (HD) von 10.1
Pixeln hat das Einbringen von Formwissen mittels einer Ellipse einen großen Vorteil gegenüber dem
traditionellen Graph-Cut (HD: 29.2) und liefert zu manueller Segmentierung vergleichbare Ergebnisse
(HD: 10.6).
Moltz et al. [78] stellten ein 3D-Verfahren vor, welches neben Lymphknoten auch leicht modiﬁziert
auf Lebermetastasen und Lungenherde in CT-Aufnahmen angewendet wurde. Die Initialisierung er-
folgt durch das manuelle Einzeichnen eines Strichs, der quer durch das zu segmentierende Objekt
geht und so eine ROI deﬁniert. Die Segmentierung erfolgt dann in mehreren Schritten (siehe Ab-
bildung 3.4): i) Region-Growing um den Mittelpunkt der ROI; ii) Radiale Strahlen werden in alle
Richtungen geschickt, bis diese entweder an die Region-Growing-Grenze stoßen oder aber die ROI
verlassen; iii) Aus den Endpunkten aller Strahlen, die die ROI nicht verlassen, wird eine Ellipsoid
so bestimmt, dass alle Endpunkte gerade so enthalten sind; iv) Wasserscheidentransformation auf
dem Distanzbild des Region-Growing-Ergebnisses, wobei lokale Distanzbildmaxima innerhalb des El-
lipsoids als Objektmarker und Maxima außerhalb des Ellipsoids sowie Punte am Rand der ROI als
Hintergrundmarker verwendet werden; v) Nachverarbeitung durch morphologische Operatoren. Die
Evaluierung erfolgte auf 222 Lymphknoten im Brust-, Abdomen- und Beckenbereich. Allerdings wur-
den die Segmentierungsergebnisse nicht mit Referenzsegmentierungen verglichen, sondern lediglich
durch zwei unabhängige Experten bewertet. In 78% der Fälle wurde die Segmentierungsqualität mit
gut oder sehr gut bewertet.
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(a) ROI, welche durch einen An-
wender gezogenen Strich (hier
nicht dargestellt) deﬁniert wurde
(b) Ergebnis des Region-Growings (c) Aus den Endpunkten von Radi-
alstrahlen berechneter Ellipsoid
(d) Marker der Wasserscheiden-
transformation in den lokalen Ma-
xima der Distanztransformierten
des RG-Ergebnisses
(e) Ergebnis der Wasserscheiden-
transformation
(f) Nachverarbeitung durch mor-
phologische Operatoren
Abbildung 3.4.: Auf der Wasserscheidentransformation basierendes heuristisches Verfahren zur Seg-
mentierung von Lymphknoten aus CT-Datensätzen (Abbildungen aus [78])
Maleike et al. [79] verwenden zur 3D-Segmentierung von Lymphknoten aus CT-Datensätzen ein defor-
mierbares Modell, welches einem Ellipsoiden entspricht. Da das umliegende Gewebe von Lymphknoten
sehr unterschiedlich ist (vgl. Abschnitt 2.1.1), kann dessen Aussehen nicht aus Referenzbildern gelernt
werden. Stattdessen wird die Kostenfunktion so gewählt, dass für Lymphknoten typische Grauwerte
innerhalb des Modells und andere Grauwerte außerhalb des Modells zu geringen Kosten führen. Dar-
über hinaus werden große Bildgradientenstärken an der Modelloberﬂäche bevorzugt. Initialisiert wird
das 3D-Modell durch eine manuell eingezeichnete grobe 2D-Kontur in einer Schicht. Zusätzlich zu
der automatischen Segmentierung wird dem Anwender anschließend auch eine manuelle Korrektur
erlaubt. Dieses Verfahren wurde auf 29 Lymphknoten angewendet und mit einer Referenzsegmentie-
rung verglichen. Es stellte sich heraus, dass das Segmentierungsverfahren auch ohne Korrektur bei
einigen Fehlermaßen vergleichbare Ergebnisse wie die manuelle Segmentierung erzielt (Median der
Haussdorﬀ-Distanz: 2.7 vs. 2.6 mm, des Volumenüberlappungsfehlers: 0.19 vs. 0.21). Bei anderen
Fehlermaßen schneidet das Verfahren allerdings deutlich schlechter ab (Median der durchschnittlichen
Oberﬂächendistanz: 0.6 vs. 0.3 mm, der Volumendiﬀerenz: 10.1 vs. 4.2%).
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(a) Anordnung der Massepunkte mit Intensitäts-
sensoren auf dem inneren Ring und Bildgradien-
tensensoren auf dem äußeren Ring
(b) Zur Erhaltung der initialen Winkel (rote Balken) werden
Torsionskräfte auf die Massepunkte ausgeübt
Abbildung 3.5.: Masse-Feder-Modell zur Segmentierung von Lymphknoten aus CT-Datensätzen (Ab-
bildungen aus [80] bzw. [47])
Kugel mit fester Größe: Anstatt eines Ellipsoiden verwenden Dornheim et al. [81][80] eine
noch einfachere Form, nämlich eine Kugel, als Formwissen für ein stabiles Masse-Feder-Modell [47]
(Stable-Mass-Spring-Model(SMSM)). Ein Massen-Feder-Modell besteht aus Massenpunkten i, auf
die durch das Bild getriebene Kräfte Fi wirken. Form- und Größenerhalt wird über Federn erreicht,
die die Massepunkte i und j miteinander verbinden und Federkräfte Fi,j ausüben. Das Modell passt











☎ ♣1✁ dq , (3.2)
wobei ∆t dem Zeitschritt, ws und wf Gewichten der Kräfte, mi der Masse des Massenpunktes i
und d einem Dämpfungsfaktor entspricht. Zusätzlich zu den Federkräften kommen bei dem SMSM
auch noch Torsionskräfte zum Einsatz, welche die Winkel zwischen den Federn erhalten (siehe Ab-
bildung 3.5(b)). Die Kombination aus Feder- und Torsionskräften führt dazu, dass das Modell immer
in die Ursprungsform zurückfällt, falls keine externen Kräfte wirken. Dadurch kann man von glo-
balem Formwissen sprechen. Zur Segmentierung von Lymphknoten aus CT-Datensätzen werden die
Massepunkte wie in Abbildung 3.5(a) angeordnet und um einen durch den Anwender vorgegebe-
nen Saatpunkt initial platziert. Die Größe wurde dabei so klein gewählt (0.3 mm), dass sich das
gesamte Modell innerhalb des Objekts beﬁndet. Um eine Änderung der Größe zuzulassen, werden
die Federgewichte des äußeren und inneren Rings sehr klein im Vergleich zu denen zwischen den
Ringen gewählt. Die Massenpunkte des äußeren Rings werden durch Gradientensensoren in Regionen
mit hoher Gradientenstärke in Richtung der Modellnormalen gedrückt. Zusätzlich werden Intensi-
tätssensoren auf dem inneren Modellring platziert, welche diese Massepunkte in Regionen mit für
Lymphknoten typischen CT-Intensitäten drücken. Um auch die Segmentierung von Lymphknoten mit
zentralem nekrotischen Gewebe zu unterstützen, sind diese Intensitätssensoren allerdings nicht im ge-
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(a) Transferfunktion der Plateau-Filterung zur Vorverarbeitung (b) Nach der Anpassung unterschiedlich
großer Modelle wird das beste (hier blau) au-
tomatisch ausgewählt
Abbildung 3.6.: Erweiterungen des Masse-Feder-Modells zur Erhöhung der Größeninvarianz (Abbil-
dungen aus [82])
samten Modell verteilt. Eine quantitative Evaluation erfolgte auf 40 Lymphknoten, wobei hierbei das
Modell durch zwei Punkte initialisiert wurde, welche die Modellgröße vorgaben. Die durchschnittliche
Oberﬂächendistanz variierte zwischen 0.3 und 0.6 mm (Hausdorﬀdistanz: 1.7 ✁ 3.9 mm) und war
damit vergleichbar mit manueller Segmentierung.
Um auch pathologische Lymphknoten erfolgreich aus CT-Datensätzen segmentieren zu können, stell-
ten Dornheim et al. in [82] und [83] zwei Erweiterungen zu dem SMSM-Segmentierungsverfahren
vor. Das Bild wird zunächst einer sog. Plateau-Filterung unterzogen, bevor die Sensoren darauf zu-
greifen (siehe Abbildung 3.6(a)). Dadurch werden alle Bildintensitäten so transformiert, dass i) evtl.
vorhandene Bildgradienten innerhalb der für Lymphknoten üblichen Grauwerte die Intensitätssenso-
ren nicht stören, ii) die Gradientenstärken erhalten bleiben und iii) Lymphknoten nun die Strukturen
mit den hellsten Intensitäten sind. Letzteres hat zur Folge, dass die Gradientensensoren durch die
Einbeziehung der Gradientenrichtung stärker auf Lymphknotengrenzen reagieren, nicht jedoch auf
Bildgradienten benachbarter Strukturen mit eigentlich höheren Bildintensitäten, wie z.B. kontrastver-
stärkte Gefäße. Ferner wird eine Multi-Modell-Segmentierung angewendet (siehe Abbildung 3.6(b)).
Das bedeutet, dass Modelle mit unterschiedlichen Parametern (hier initiale Modellgröße) auf den
selben Datensatz angepasst werden. Im Anschluss daran wird das am besten angepasste Modell
durch eine Anpassungsgütefunktion [84] automatisch bestimmt, welche auf der Form des angepass-
ten Modells und den Bildsensorwerten basiert. Das ausgewählte Modell bestimmt die endgültige
Segmentierung, könnte darüber hinaus aber auch noch zur Charakterisierung des Lymphknotens ein-
gesetzt werden. Die Evaluierung erfolgte durch Vergleich mit [81] auf 21 Lymphknoten. In Bezug auf
durchschnittliche Oberﬂächendistanz und Haussdorﬀ-Distanz wurde eine leichte Verbesserung erzielt
(0.41 vs. 0.53 mm bzw. 3.15 vs. 3.51 mm).
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(a) Interaktive Segmentierung durch
manuelle Vorgabe einer ROI und Kon-
turpunkten.
(b) Automatische Detektion von
Konturpunkten auf Radialstrahlen
(c) Automatisch detektierte Kontur-
punkte zur Verbindung mittels Live-
Wire
Abbildung 3.7.: Schichtweise Segmentierung von Lymphknoten mit Live-Wires (Abbildungen
aus [85])
3.1.5. Verfahren mit lokalem Formwissen
Aufgrund des geringen Kontrastes zu benachbarten Strukturen in CT-Aufnahmen ist die Verwendung
von Formwissen vorteilhaft. Globales Formwissen setzt voraus, dass die gesamte zu erwartende Form
in etwa bekannt ist. Da dies bei Lymphknoten allerdings nur sehr begrenzt der Fall ist, besteht ein
oft verwendeter Ansatz darin, nur lokales Formwissen zu verwenden, also eine lokal glatte Kontur zu
erzwingen, ohne dabei aber eine konkrete globale Form zu bevorzugen.
Live-Wire: Zur Segmentierung von Lymphknoten aus CT-Aufnahmen im Brustbereich stellen
Lu et al. in [85] ein interaktives Verfahren vor, welches auf auf der Live-Wire- oder Intelligent-
Scissors [86]-Segmentierung basiert. In einer repräsentativen 2D-Schicht bestimmt der Anwender
zunächst eine ROI, die den Lymphknoten komplett enthält. Anschließend gibt er einige wenige Punk-
te auf der Kontur vor, die automatisch miteinander verbunden werden (siehe Abbildung 3.7(a)).
Dabei wird aus der ROI ein Graph erstellt, bei dem jeder Pixel einem Knoten entspricht und für die
Übergänge benachbarter Pixel lokale Übergangskosten, welche unter anderem die Bildgradientenstär-
ke und -richtung einbeziehen, berechnet werden. Der Pfad mit den geringsten Kosten zwischen zwei
Punkten wird durch den Algorithmus von Dijkstra bestimmt. Unter der Annahme, dass die Struk-
tur in benachbarten Schichten sehr ähnlich aussieht, werden die Saatpunkte für die angrenzenden
Schichten automatisch aus der aktuellen Kontur bestimmt. Dieser Vorgang wird solange fortgesetzt,
bis eines von mehreren Abbruchkriterien erfüllt ist. Alternativ zur manuellen Vorgabe von Kontur-
punkten in der Referenzschicht können diese auch automatisch bestimmt werden. Ausgehend von
einem einzigen vorgegebenen Saatpunkt innerhalb des Lymphknotens werden Radialstrahlen in alle
Richtungen geschickt (siehe Abbildung 3.7(b)). Auf jedem dieser Strahlen fungiert der Punkt mit der
höchsten Gradientenstärke als Konturpunkt für den folgenden Live-Wire-Segmentierungsprozess (sie-
he Abbildung 3.7(c)). Die Evaluierung erfolgte quantitativ auf 50 Lymphknoten. Im Vergleich zu
einer Referenzsegmentierung erzielte das interaktive Verfahrenen einen durchschnittlichen DSC von
0.81 ✟ 0.07. Eine automatische Bestimmung der Konturpunkte führte zu dem leicht schlechteren
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Wert 0.79✟0.08. Prinzipbedingt versagt die automatische Detektion der Kontrollpunkte bei Lymph-
knoten mit geringem Bildkontrast oder falls Strukturen mit hohem Bildkontrast (bspw. Knochen)
sich in der Nähe des Lymphknotens beﬁnden.
Snakes und aktive Konturen: 1997 verwendeten Honea et al. in einem der ersten vorgestellten
Ansätze zur Lymphknotensegmentierung [87] einen Snake [39]-basierten Ansatz, welcher zunächst
auf einer einzelnen repräsentativen 2D-Schicht zur Anwendung kommt. Die Initialisierung der Kon-
tur erfolgt durch eine Ellipse, welche der Anwender durch das Einzeichnen von zwei orthogonalen
Strichen deﬁniert. Da so die Größe in etwa vorgegeben ist, führt eine lokale Anpassungsstrategie
weder zu einem Kollaps der Kontur (Gefahr bei einer zu kleinen Initialisierung im homogenen Inne-
ren, in dem keine geeigneten Punkte gefunden werden können) noch zu einer Anpassung an eine
falsche Struktur (Gefahr bei einer zu großen Initialisierung). Die interne Energie ist durch den bei
Snakes üblichen Stetigkeits- und Glattheitsterm gegeben. Die externe Energie für einen Punkt x ist
durch Eext♣xq ✏ hrot ✍ I♣xq gegeben, wobei I♣xq dem Eingabebild und hrot einem rotierten Prewitt-
Operator zur Kantendetektion entspricht. Die Rotation ist durch die Verbindung des Schwerpunktes
aller Konturpunkte mit dem Punkt x gegeben, wodurch nur Kanten betrachtet werden, die von In-
nen nach Außen einen Hell-Dunkel-Verlauf aufweisen. Um die Anfälligkeit für starke Bildgradienten
außerhalb des Lymphknotens zu reduzieren, erfolgt die Kandidatenpunktsuche in der ersten Iteration
nur in das Innere der Kontur. In allen folgenden Iterationen wird dann in einer 3✂ 3-Nachbarschaft
gesucht. Aufgrund der hohen Varianz an Größe, Form und Bildcharakteristik einzelner Lymphknoten
haben die Werte der einzelnen Energieterme für unterschiedliche Lymphknoten auch unterschied-
liche Größenordnungen und eine sinnvolle a priori Gewichtung der Energieterme ist nicht sinnvoll.
Daher ﬁndet vor der gewichteten Addition zur Gesamtenergie eine Normalisierung der einzelnen
Energieterme statt. Um eine 3D-Segmentierung zu erhalten, wird das Segmentierungsergebnis ei-
ner Schicht als Initialisierung für die Segmentierung in den benachbarten Schichten verwendet. Die
Methode wurde quantitativ auf 25 künstlichen Phantom-Lymphknoten durch Volumenmessung eva-
luiert. Die durchschnittliche Abweichung betrug dabei 4.5%. Zusätzlich wurde die Methode auch auf
reale Lymphknoten angewendet. Dabei zeigte sich allerdings, dass die sukzessive 2D-Segmentierung
oftmals nicht zu einer zufriedenstellenden 3D-Segmentierung führt, weil die Konturunterschiede in
benachbarten Schichten so groß sein können, dass sich die Kontur an eine falsche Struktur anpasst.
Um dieses Problem zu umgehen, entwickelte dieselbe Gruppe zwei Jahre später in [88] ein echtes 3D-
Segmentierungsverfahren, welches ein initial kugelförmiges Modell durch Energieminimierung an einen
CT-Datensatz anpasst. Dieses Modell wird durch einen einzelnen Punkt platziert und ist so klein, dass
es sich komplett innerhalb des Lymphknotens beﬁndet. Expandiert das Modell, wird ein Punkt, der
vom Schwerpunkt des Modells weit entfernt liegt durch drei Punkte ersetzt, um die Punktdichte auf
der Oberﬂäche fein genug zu halten. Die auf Simulated Annealing basierende Anpassungsstrategie
wählt in jeder Iteration einen einzelnen Modellpunkt zufällig aus, verschiebt diesen zufällig und behält
die Verschiebung bei, wenn sich die Gesamtenergie verringert. Wird die Gesamtenergie erhöht, wird
mit einer von dieser Energieerhöhung abhängigen Wahrscheinlichkeit der Punkt trotzdem beibehalten,
so dass das Modell nicht zwangsläuﬁg in lokalen Minima des Energiefunktionals stecken bleibt. Um
eine Expansion des Modells zu erreichen, wird bei der zufälligen Verschiebung eines Modellpunktes
darauf geachtet, dass Verschiebungen aus dem Modell hinaus wahrscheinlicher sind. Daher wird bei
dem Modell auch von einem Baloon gesprochen. Die interne Energie besteht aus zwei Termen, einer,
der für eine gleichmäßige Verteilung der Modellpunkte auf der Oberﬂäche sorgt, und einer, der die
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(a) Manuell gesetzte Abbruchbedin-
gung für den Expansionsprozess in ei-
ner Schicht
(b) In allen weiteren Schichten
dient das Segmentierungsergebnis der
Nachbarschicht als Abbruchbedin-
gung
Abbildung 3.8.: Level-Sets zur schichtweisen Segmentierung von Lymphknoten (Abbildungen
aus [89])
Krümmung des Modells gering hält. Die externe Energie des Punktes x ist durch
Eext ✏
✧ ✁⑤∇I♣xq⑤2 , falls ❂♣r✁∇I♣xqq ➔ 30✆
✁ cos♣r✁∇I♣xqq⑤∇I♣xq⑤2 sonst (3.3)
gegeben, wobei∇I♣xq Bildgradientenvektor des Punktes x ist und r der Richtung vom Modellschwer-
punkt zu x entspricht. Diese Richtungsgewichtung erlaubt es, Hell-Dunkel-Verläufe zu bevorzugen
und Bildgradienten, die orthogonal zu der Modellnormalen sind, zu ignorieren. Unglücklicherweise
wurde die Methode nur auf künstlichen Daten evaluiert.
Yan et al. stellen in [89] ein Level-Sets-basiertes Segmentierungsverfahren für Lymphknoten aus CT-
Aufnahmen vor. Eine sequenzielle Anwendung auf 2D-Schichten führt zu einer 3D-Segmentierung.
Neben dem Bildgradienten werden bei der Anpassung auch Bildintensitäten berücksichtigt, wo-
durch Boundary-Leaking verhindert werden soll. Der Anwender bestimmt in einer repräsentativen
2D-Schicht neben einem Saatpunkt auch einen Kreis um diesen Punkt, dessen Radius so gewählt
wird, dass der Lymphknoten gerade so komplett enthalten ist (siehe Abbildung 3.8(a)). Dieser Kreis
dient als hartes Abbruchkriterium für den Anpassungsprozess. Für alle weitere Schichten dient die
aus der Nachbarschicht bereits extrahierte Kontur als Abbruchkriterium (siehe Abbildung 3.8(b)).
Ein Nachverarbeitungsschritt ermöglicht es dem Anwender das Segmentierungsergebnis anzupassen.
Zur Evaluierung wurde das Verfahren auf ca. 400 Lymphknoten angewendet. Allerdings wurden keine
quantitativen Ergebnisse vorgestellt.
Feulner et al. verwenden für den Segmentierungsteil ihres Lymphknotendetektions- und segmentie-
rungsverfahren [90] einen Graph-Cut-basierten Ansatz. In einem Bereich um einen Saatpunkt wird
aus dem Voxelgitter ein Graph erstellt. Die Kantenkapazitäten ergeben sich aus der Wahrschein-
lichkeit der Objekt- und Objektgrenzenzugehörigkeit, welche aus Histogrammen bzw. gemeinsamen
Histogrammen von annotierten Trainingsdaten gelernt wurden. Um dem sog. small-cut-Problem –
also dem Fall, dass der Kapazitätsengpass sich direkt um die Quelle oder die Senke herum beﬁn-
det – zu entgehen werden die Kantenkapazitäten mit dem Faktor 1
r
(r entspricht der Entfernung
39
3. Stand der Forschung
Abbildung 3.9.: Repräsentation einer Oberﬂäche durch Radialstrahlen.
eines Punktes zu dem Mittelpunkt – also dem Radius) gewichtet. Dies hat zur Folge, dass keine
bestimmte Objektgröße bevorzugt wird und gleichzeitig rundere Strukturen aufgrund der geringeren
Oberﬂäche bevorzugt werden. Das Verfahren wurde umfangreich in Bezug auf Detektionssensitivität
und -speziﬁtät evaluiert, nicht jedoch in Bezug auf Segmentierungsgenauigkeit.
Radialstrahlen: Eine weitere Möglichkeit, lokales Formwissen in den Segmentierungsprozess ein-
zubeziehen, besteht bei der Verwendung von Radialstrahlen. Ausgehend von einem vorgegebenen
Saatpunkt s werden n Strahlen radial gleichverteilt in alle möglichen Richtungen di, i P r1, . . . , ns aus-
gesendet. Eine Segmentierug kann nun als Oberﬂäche um den Saatpunkt beschrieben werden (siehe
Abbildung 3.9), welche durch einen n-dimensionalen Radien-Vektor r gegeben ist. Die Oberﬂächen-
punkte pi sind durch pi ✏ s  ri ☎di gegeben. Diese Art der Repräsentation ist besonders für in etwa
runde Strukturen, wie es z.B. Lymphknoten sind, geeignet. Da jeder Radialstrahl die Oberﬂäche nur
einmal schneiden darf, ist diese Repräsentation konzeptbedingt allerdings auf die Beschreibung stern-
konvexer Strukturen limitiert. Wird der Vektor r diskretisiert (r ✏ rmax
m
☎l, l P r1, . . . ,ms, kann der Seg-
mentierungsprozess als Energieminimierungsprozess innerhalb eines Markov-Random-Fields (MRF)








minimiert, wobei N♣iq die Menge aller benachbarter Radialstrahlen des Strahls i darstellt. Der Term
E♣liq hängt nur von der Belegung des i-ten Feldes (Strahls) ab und kann z.B. von dem Bildinhalt an
der Position x ✏ s  li rmaxm di abhängen. Der Term E♣li, ljq hingegen ermöglicht es, lokales Formwis-
sen in den Segmentierungsprozess zu integrieren, indem z.B. hohe Energiewerte für große absolute
1rmax bestimmt den maximal möglichen Radius. m P N bestimmt die Anzahl der möglichen Belegungen. Der Abstand




3.1. Segmentierung von Lymphknoten aus CT-Datensätzen
Abbildung 3.10.: Ausgehend von einem kugelförmigen Mesh (a) wird in mehreren Schritten der Graph
erstellt (hier ∆ ✏ 1, Abbildung aus [93]).
Diﬀerenzen benachbarter Belegungen li und lj vergeben werden. Diese Art der Oberﬂächenreprä-
sentation wurde z.B. zur Segmentierung von neuroepithelialen Hirntumoren aus MRT-Aufnahmen
eingesetzt [91], kommt aber auch zur Segmentierung von Lymphknoten zum Einsatz.
Barbu et al. verwenden in [92] und [67] solch eine Repräsentation zur Segmentierung von Lymphkno-
ten aus CT-Aufnahmen. Zunächst wird für jeden Strahl i ein Radius yi bestimmt, der aufrund der
Grauwertcharaktaristik entlang des Strahls wahrscheinlich der Grenze des Lymphknotens entspricht:
yi ✏ argmin
0↕r↕Rmax
⑤I♣sq✁ I♣s rdiq⑤ → Dmax. yi entspricht also der kürzesten Entfernung zum Zentrum,
an dessen Position die Bildintensität von der des Zentrums um mehr als dem Schwellwert Dmax








wobei α ein Gewichtungsfaktor und ρ♣xq ✏ ln♣1  x2
2
q eine nichtlineare Transferfunktion ist. Demnach
werden Oberﬂächen bevorzugt, die sich nahe an den durch y gegebenen Punkten beﬁnden und
gleichzeitig ähnliche benachbarte Radien aufweisen, also glatt sind. Die Optimierung erfolgt durch ein
Gradientenabstiegsverfahren, welches durch r ✏ y initialisiert wird. Der Evaluierung erfolgte auf einer
sehr großen Anzahl von Lymphknoten (763), die sich allerdings nicht im Kopf-Hals-Bereich befanden.
In Bezug auf eine manuelle Segmentierung wird ein DSC von 0.78✟ 0.13 und eine durchschnittliche
Oberﬂächendistanz von 0.93✟ 0.74 mm erreicht.
Auch Wang et al. verwendeten in [93] Radialstrahlen zur Segmentierung von Lymphknoten aus
CT-Aufnahmen. Dazu wird das in [94] vorgestellte allgemeine Verfahren zur optimalen Oberﬂächen-
segmentierung auf Radialstrahlen angewendet. Zunächst werden die Bildintensitäten des Eingabe-
bildes in einem Vorverarbeitungsschritt so transformiert, dass nur noch Strukturen zwischen ✁100
und 150-HU – ein Bereich in dem sich Lymphknoten überlicherweise beﬁnden – erhalten bleiben.
Eine 3 ✂ 3-Medianﬁlterung verringert Rauschen. Anschließend wird aus der diskreten Radialstrah-
lenrepräsentation ein gerichteter Graph erstellt, wie in Abbildung 3.10 dargestellt. Der Raum aller
zulässigen Formen ist durch den Parameter ∆ eingeschränkt, welcher bestimmt, mit dem wievielten
Knoten kj ✏ ki ✁ ∆ des benachbarten Strahls j ein Knoten ki des Strahls i verbunden wird. Für
∆ ✏ 0 wird der Formenraum bspw. auf Kugeln beschränkt. Je größer ∆ ist, desto stärker kann
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der Formenraum variieren. Den Kanten innerhalb eines Strahls werden Kosten zugeordnet und die
eigentliche Segmentierung erfolgt durch einen Graph-Cut(GC) zwischen den Punkten am äußers-
ten Rand und dem Mittelpunkt, so dass der Schnitt zu minimalen kumulierten Kosten führt. Die
Kosten ci♣kq des k-ten Knotens des Strahls i ergeben sich aus Bildkantenkosten cKantei♣kq und
Grauwert-Homogenitätskosten cghi♣kq zu ci♣kq ✏ ♣1✁ wForm♣kqcKantei♣kqq   αcghi♣kq mit dem Ge-
wichtungsfaktor α. Die einzelnen Terme sind durch















gegeben, wobei I♣xq der Bildintensität in dem Punkt x und Mi der Menge aller lokalen Maxima der
Ableitung von cghi♣kq entspricht. p♣k, aq ✏ e✁
♣k✁aq2
2σ2 modelliert eine örtliche Unsicherheit. wForm♣kq
ist besonders für solche Radien k hoch, für die die Kantenkosten aller Strahlen konsistent hohe Werte
aufweisen. Benachbarte Strukturen, die den Saatpunkt nicht komplett umschließen, sorgen demnach
nicht für ein hohes Gewicht. Die Verwendung von lokalen Maxima der Ableitungen der Bildhomoge-
nität anstatt der sonst oft üblichen Bildgradientenstärke zur Beschreibung der Bildkantenkosten hat
den Vorteil, dass starke Bildgradienten umliegender Strukturen nicht von den oft schwachen Bildgra-
dienten an der Lymphknotengrenze ablenken können. Die Evaluierung erfolgte durch Vergleich des
Segmentierungsergebnisses von 22 Lymphknoten mit einer manuell erstellten Referenzsegmentierung.
Dabei wurde ein mittlerer DSC von 0.84, eine durchschnittliche symmetrische Oberﬂächendistanz von
0.47✟ 0.08 mm und eine Hausdorﬀ-Distanz von 2.12 mm erzielt.
Später wurde dieses Verfahren um die Möglichkeit einer interaktiven Korrektur erweitert [95]. Der
Anwender klickt dazu nachdem ein erstes Segmentierungsergebnis, welches durch das gerade be-
schriebene Verfahren generiert wurde, auf einzelne Stellen der tatsächlichen Lymphknotenkontur, die
nicht korrekt segmentiert wurden. Auf Grundlage dieses Punktes werden dann die bildbasierten Kos-
ten in einer Region um diese Punkte, die sich durch Grauwertproﬁlähnlichkeiten deﬁniert, angepasst.
Der Strahl, welcher durch den Punkt verläuft, erhält minimale Kosten an dem Punkt selbst. Bei allen
übrigen Strahlen der Region wird das Formgewicht wForm so angepasst, dass ein ähnlicher Radius
bevorzugt wird. Auf Grundlage dieser angepassten Kosten wird dann das Segmentierungsverfahren
erneut aufgerufen. Die Evaluation wurde auf 111 Lymphknoten durchgeführt, eine deutliche Erweite-
rung im Vergleich zu [96]. Neben der Segmentierungsgenauigkeit wurde dabei auch die Abhängigkeit
vom Saatpunkt zumindest rudimentär anhand einiger Beispiele betrachtet.
3.1.6. Zusammenfassung
Sowohl die Segmentierung der Lymphknotenregionen als auch die Segmentierung einzelner Lymph-
knoten wird als Lymphknotensegmentierung bezeichnet. Der Fokus dieser Arbeit liegt auf Letzterem.
Die meisten in der Literatur vorgestellten Verfahren werden auf CT-Daten angewendet, es existieren
jedoch auch einige wenige Arbeiten für andere Bildmodalitäten, z.B. für MRT und Ultraschall. Die
größten Herausforderungen bei der Segmentierung von Lymphknoten sind die hohe Varianz an Größe,
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Form und an umliegendem Gewebe sowie dem oftmals geringen Kontrast zu benachbarten Strukturen
und das Vorhandensein von Pathologien.
Da die ungefähre Objektgröße a priori nicht bekannt ist, haben Verfahren, die ein Modell an einen
Datensatz mit Hilfe einer lokalen Strategie anpassen, einen großen Nachteil. Ist die initiale Modellgrö-
ße zu klein gewählt, kann die Objektgrenze nicht problemlos gefunden werden, weil die Gewebedichte
in gutartigen Lymphknoten recht homogen ist und so z.B. eine Anziehung des Modells durch Bild-
kanten nicht möglich ist. Ist die initiale Modellgröße jedoch zu groß gewählt, ist eine fälschliche
Anpassung an benachbarte Objekte nicht unwahrscheinlich. Häuﬁg wird dieses Problem durch die
Erhöhung der Anwenderinteraktion gelöst, es gibt jedoch auch andere Lösungsmöglichkeiten, wie
z.B. die Verwendung mehrerer Modelle unterschiedlicher Größen. Die danach folgende automatische
Modellauswahl ist allerdings nicht trivial und potentiell fehleranfällig. Darüber hinaus besteht die
Möglichkeit der Verwendung globaler statt lokaler Optimierungsalgorithmen, wie z.B. Graph-Cut,
die keine Initialisierung benötigen.
Als Bildmerkmale können Bildgradienten an der Objektgrenze bzw. Bildintensitäten im Inneren des
Lymphknotens verwendet werden. Da das umliegende Gewebe sehr unterschiedlich sein kann, ist
es nicht sinnvoll Annahmen darüber in den Segmentierungsprozess einzubeziehen. Dadurch entfällt
z.B. auch das Lernen von Grauwertproﬁlen an den Objektgrenzen. Bei der Verwendung von Bild-
gradienten ist darauf zu achten, dass die Objektgrenzen umliegender Strukturen deutlich stärkere
Bildgradienten als Lymphknoten aufweisen können. Bei gesunden Lymphknoten kann der Grauwert-
bereich im Inneren in einem bestimmten Intervall angenommen werden. Im Bereich der Objektgrenzen
wird durch Partialvolumeneﬀekt allerdings davon abgewichen. Pathologische Lymphknoten enthalten
hingegen oftmals nekrotisches Gewebe im Zentrum, welches sich deutlich dunkler als das typische
Lymphknotengewebe im CT darstellt. Da gerade die Segmentierung pathologischer Lymphknoten von
besonderer klinischer Bedeutung ist, sollte dies von einem Verfahren explizit berücksichtigt werden.
Dies geschieht jedoch bei nur sehr wenigen in der Literatur vorgestellten Verfahren.
Da viele der umliegenden Strukturen (Muskeln, Gefäße, Drüsen, andere Lymphknoten,. . . ) sehr ähn-
liche Dichten wie Lymphknoten und damit auch sehr ähnliche Intensitäten in CT-Aufnahmen haben,
ist der Kontrast am Übergang von Lymphknoten zu solchen Strukturen lokal nur sehr gering. Eine
schichtweise 2D-Segmentierung auf axialen Schichten ist deshalb nicht zielführend. Daher werden
echte 3D-Verfahren benötigt, die Formwissen einbeziehen.
Obwohl die Lymphknoten in etwa elliptisch sind, ist die Formenvarianz beträchtlich. Da jedoch kein
bestimmter spezieller Formenraum bevorzugt oder ausgeschlossen werden kann, ist das Ausnutzen
von Formkorrelationen unterschiedlicher Lymphknoten nicht möglich. Das Lernen des Formenraums
bspw. durch die Hauptkomponentenanalyse (PCA) ist also nicht erfolgversprechend. Daher wird
globales Formwissen in existierenden Ansätzen nur in Form von einfachen geometrischen Formen,
wie z.B. Kugeln oder Ellipsoiden, eingebracht. Um dennoch alle möglichen Formen modellieren zu
können, muss es allerdings möglich sein, stark von dieser Form abweichen zu können, was wiederum
die Anfälligkeit zur fälschlichen Anpassung an umliegendes Gewebe erhöht. Alternativ wird lokales
Formwissen verwendet, welches auch bei starker Gewichtung keine relevanten Formen ausschließt.
Da, wie in Tabelle 3.1 zu sehen ist, kein bestehendes Verfahren allen angesprochenen Aspekten ge-
nügt, besteht Bedarf an der Entwicklung eines neuartigen echten 3D-Verfahrens, welches Lymphkno-
ten aus CT-Datensätzen mit minimaler Anwenderinteraktion (ein Klick) segmentiert. Um eine große
Varianz an Lymphknoten abdecken und dem geringen Kontrast auf CT-Aufnahmen entgegentreten
zu können, soll Wissen über das Aussehen im gesamten Inneren des Lymphknotens, insbesondere
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Rogowska (AS)[74] 1996 ✔ ✘ ✔ ✔ ✔ ✘ ✔ ✘ ✔ ✔
Rogowska (LS)[74] 1996 ✔ ✘ ✔ ✘ ✔ ✘ ✘ ✘ ✔ ✔
Rogowska (WT)[74] 1996 ✔ ✘ ✔ ✘ ✔ ✘ ✘ ✘ ✔ ✔
Rogowska (SN)[74] 1996 ✔ ✘ ✔ ✘ ✔ ✔ ✘ ✘ ✔ ✔
Honea[87] 1997 ✔ ✘ ✔ ✘ ✘ ✔ ✘ ✘ ✔ ✘
Honea[88] 1999 ✔ ✔ ✔ ✔ ✘ ✔ ✘ ✘ ✘ ✘
Yan[89] 2004 ✔ ✘ ✔ ✔ ✔ ✔ ✘ ✘ ✔ ✘
Dornheim[81] 2006 ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔ ✔
Unal[76] 2006 ✘ ✘ ✔ ✘ ✔ ✔ ✘ ✘ ✔ ✔
Kitasaka[64] 2007 ✔ ✔ ✔ ✔ ✔ (✔) ✘ ✘ ✔ ✘
Commowick[68] 2008 ✔ ✔ ✘ - - - - - ✔ ✔
Maleike[79] 2008 ✔ ✔ ✔ ✘ ✔ ✔ ✘ ✘ ✔ ✔
Gorthi[70] 2009 ✔ ✔ ✘ - - - - - ✔ ✔
Moltz[78] 2009 ✔ ✔ ✔ ✘ ✔ ✔ ✔ ✘ ✔ ✘
Zhang[77] 2009 ✘ ✘ ✔ ✘ ✔ ✔ ✔ ✘ ✔ ✔
Dornheim[83] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔ ✔
Teng[71] 2010 ✔ ✔ ✘ - - - - - ✔ ✔
Wang[93] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔
Debats (CCRG)[75] 2011 ✘ ✔ ✔ ✔ ✔ ✘ ✘ ✘ ✔ ✔
Debats (ECC)[75] 2011 ✘ ✔ ✔ ✔ ✔ ✘ ✘ ✘ ✔ ✔
Debats (GCS)[75] 2011 ✘ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔
Debats (PSAM)[75] 2011 ✘ ✔ ✔ ✔ ✔ ✔ ✘ ✘ ✔ ✔
Lu[85] 2011 ✔ ✘ ✔ ✘ ✘ ✔ ✘ ✘ ✔ ✔
Barbu[67] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔
Beichel[95] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔
Feulner[90] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✘
Tabelle 3.1.: Zusammenfassung von Eigenschaften der in diesem Kapitel betrachteten Segmentie-
rungsverfahren von Lymphknoten
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auch von pathologischen Lymphknoten, zur Anwendung kommen. Darüber hinaus soll Wissen über
die Form durch lokales Formwissen einﬂießen und die Berechnung der Segmentierung soll durch ein
globales Verfahren erfolgen.
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(a) CT-Aufnahme in überstreckter Stellung (b) MRT-Aufnahme in aufrechter Stellung
Abbildung 3.11.: Kopf-Hals-Aufnahmen des selben Patienten mit extrem unterschiedlicher Stellung
des Nackens
3.2. Registrierung des Kopf-Hals-Bereichs
Die kritischste der in Kapitel 1.3 formulierten Zielsetzungen ist, dass zur Registrierung von Lymphkno-
ten im Kopf-Hals-Bereich keine Annahme über die Stellung der Wirbelsäule getroﬀen werden kann.
Dies hat zur Folge, dass derselbe Lymphknoten im Halsbereich bis zu 10 cm in beiden Aufnahmen
entfernt sein kann (siehe Abbildung 3.11). Daher ist die bloße Anwendung von lokal beschränkten
Registrierungsverfahren nicht möglich, sondern der gesamte Kopf-Hals-Bereich muss deformierbar
registriert werden. Da lokale Verfahren im Anschluss angewendet werden können, spielt die Genauig-
keit nur eine untergeordnete Rolle. Es kommt vielmehr auf die Robustheit gegenüber Bildartefakten
und abgeschnittenen Aufnahmen, wie sie im klinischen Alltag entstehen, an.
Die Zielsetzung dieser Arbeit führt weiterhin dazu, dass für die Kopf-Hals-Registrierung innerhalb
des in Kapitel 2.2.2 kurz vorgestellten Klassiﬁkationsschemas nach Maintz et al. [52] folgende Fest-
legungen bereits an dieser Stelle getroﬀen werden können:
Dimensionalität: 3D/3D,
Registrierungsgrundlage: Grauwert- bzw. Segmentierungsbasiert,
Transformationsdomäne: Global,
Interaktion: Keine (vollautomatisches Verfahren),
Beteiligte Modalitäten: CT/MRT bzw. CT/CT,
Subjekt: Intra-Subjekt, Anatomieänderungen möglich (Zeitserie),
Objekt: Lymphknoten bzw. Kopf-Hals-Bereich.
Zu untersuchen bleibt also die Art der Transformation und das Optimierungsverfahren, wobei die
Art der Transformation einen weit größeren Einﬂuss hat. Im folgenden Abschnitt werden in der Lite-
ratur beschriebene Verfahren zur Kopf-Hals-Registrierung beschrieben. Um dem Leser einen besseren
Gesamteindruck zu vermitteln, wird dabei allerdings, wenn nötig, von der durch die obige Tabelle
strikt vorgegebenen Eingrenzung abgewichen.
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3.2.1. Transformationsklassen
Rigide Verfahren: Aufgrund der Starrheit des Kopfes ist dies das typische Anwendungsgebiet
rigider Registrierungsverfahren. 1994 schlugen Hill et al. [97] eine landmarkenbasierte Methode zur
Registrierung von CT- und MRT-Aufnahmen vor, für welche bei der Bildakquisition keine besonde-
ren Vorkehrungen (wie z.B. ein Fixierrahmen oder externe Landmarken) getroﬀen werden müssen.
Zunächst identiﬁziert der Anwender mit Hilfe einer komfortablen graphischen Benutzeroberﬂäche
korrespondierende 3D-Punkte in beiden Aufnahmen. Die Verschiebung wird durch die Schwerpunkte
der Punktwolken und die Drehung durch eine Singulärwertzerlegung bestimmt. Das Verfahren wurde
auf 15 CT/MRT-Bildpaaren getestet.
In den folgenden Jahren wurde von Studholme et al. in [98] und [99] ein vollautomatische rigides
CT/MRT-Registrierungsverfahren für den Kopf vorgestellt, welches ein Bildähnlichkeitsmaß in ei-
nem Multi-Resolution-Gradientenabstiegsverfahren maximiert. Dazu wurden die damals bekannten
zur multimodalen Registrierung geeigneten Bildähnlichkeitsmaße Soft Tissue Correlation [100], Cor-
responding MR and CT Variance [101] sowie der Mutual Information [72][73] verwendet. Anhand
von 10 Bildpaaren stellte sich heraus, dass zur CT/MRT Registrierung Mutual Information und Soft
Tissue Correlation am besten geeignet sind und vergleichbare Genauigkeit wie landmarkenbasierte
Verfahren liefern. Auch die Registrierung von abgeschnittenen Volumen ist bis zu einem gewissen
Grad möglich. Das Registrierungsergebnis lässt sich verbessern, indem deformierbare Teile, wie z.B.
das Ohr oder der Unterkiefer, nicht zur Berechnung des Bildähnlichkeitsmaßes herangezogen werden.
Mittlerweile hat sich diese Art der Registrierung zu einem Standardverfahren entwickelt, welches in
vielen kommerziell verfügbaren Systemen zum Einsatz kommt. Bei der Wahl des Fehlermaßes wird
Mutual Information nach wie vor häuﬁg verwendet, obwohl andere vielversprechende Verfahren wie
Normalized Mutual Information [102], Gradient Correlation [103], Cumulative Residual Entropy [104]
und Cross-Cumulative Residual Entropy [105] in der Zwischenzeit publiziert wurden.
Wie in Kapitel 2.2.2.1 erörtert, besitzen rigide Verfahren eine geringe Komplexität und sind durch
die Verwendung von globalem Vorwissen sehr robust gegenüber lokalen Bildstörungen und deformie-
ren das Bild nicht. Allerdings ist anhand des Beispiels in Abbildung 3.11 leicht zu sehen, dass diese
Transformationsklasse für die Registrierung des gesamten Kopf-Hals-Bereichs – und insbesondere der
Lymphknotenregionen im Hals – aufgrund von möglichen Deformationen ungeeignet ist. Sollen den-
noch rigide Registrierungsverfahren eingesetzt werden, muss sichergestellt werden, dass die Position
des Halses in allen Aufnahmen dieselbe ist. Dies geschieht in der klinischen Praxis üblicherweise durch
einen stereotaktischen Rahmen, der den Patienten bei allen Aufnahmen in derselben Position ﬁxiert.
Spline-basierte und freie elastische Verfahren: Im Kopf-Hals-Bereich werden Spline-ba-
sierte und komplett freie elastische Verfahren hauptsächlich zur Inter-Subjekt-Registrierung von CT-
Aufnahmen im Kontext der atlasbasierten Registrierung verwendet. Haupteinsatzgebiet ist dabei die
automatische Konturierung von Risikoorganen, wie z.B. der Speicheldrüsen, und Zielorganen, wie z.B.
die Lymphknotenregionen, zur Strahlentherapieplanung. Im Folgenden wird eine Auswahl an Verfah-
ren kurz vorgestellt, die in den letzten Jahren publiziert wurden. Um nicht abzuschweifen, wird dabei
lediglich auf die Registrierungskomponente der Verfahren eingegangen und andere Komponenten,
wie die Auswahl des Atlas und der Segmentierungsschritt, werden ausgeklammert.
Hollensen et al. [106] registrieren zunächst aﬃn und ﬁnden anschließend ein Minimum des qua-
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dratischen Intensitätsunterschieds einer B-Spline-Transformation unter Verwendung von lokaler Re-
gularisierung. Bei Ramus et al. [107] kommt ebenfalls eine aﬃne Registrierung zum Einsatz. Im
Anschluss daran wird der in [108] vorgestellte Multi-Resolution-Block-Matching-Algorithmus verwen-
det, welcher ein dichtes Deformationsfeld aus dem Versatz (also nur Translation) einzelner Blöcke
berechnet. Ausreißer einzelner Blocks werden detektiert und durch Interpolation der Transformatio-
nen gültiger Blocks ersetzt. Gering et al. [109] verwenden die klassische Demons-Registrierung [58].
Nach einer rigiden Registrierung des Halswirbels C2, verwenden Yang et al. [110] eine Art Multi-
Resolution-Demons-Ansatz, der in Bezug auf Genauigkeit und Geschwindigkeit, insbesondere in Re-
gionen mit schwachem Bildgradienten, verbessert wurde. Papastavrou et al. [111] registrieren PET-
CT-Aufnahmen verschiedener Patienten in einem Framework, das zunächt die Bilder aﬃn registriert
und anschließend die Kontrollpunkte einer B-Spline-Transformation mit einem Gradientenabstiegsver-
fahren optimiert. Als Bildähnlichkeitsmaß wird eine gewichtete Summe aus der quadratischen Inten-
sitätsdiﬀerenz der CT-Aufnahmen und der normalisierten Mutual Information zwischen der restlichen
Kombination aus CT- und PET-Aufnahmen verwendet. Es kommt ebenfalls lokales Vorwissen zum
Einsatz.
Darüber hinaus gibt es Ansätze, die neben der Intensitätsinformation der Bilder auch die bereits
konturierten Strukturen des Atlas einbeziehen. Commowick et al. [68] registrieren anfangs aﬃn und
anschließend die im Atlas vorhandenen Strukturen lokal-aﬃn. Die Deformationen in allen anderen
Bereichen werden zunächst durch Interpolation bestimmt. Zur Bestimmung der endgültigen Trans-
formation für jeden einzelnen Voxel wird ein zu [108] ähnlicher Multi-Resolution-Block-Matching-
Algorithmus verwendet. Han et al. [112] registrieren in 3 Stufen: 1. Maximierung der Mutual Infor-
mation mit 9 Freiheitsgraden (Verschiebung, Drehung, Skalierung), 2. Blockbasierte Registrierung
die die Glattheit der Objektoberﬂächen forciert (Poly-Smooth) und 3. Komplett freie elastische Re-
gistrierung, welche die Summe der Local Correlation Coeﬃcients [113] mit Hilfe eines Gradienten-
abstiegverfahrens minimiert. Eine lokale Regularisierung hat innerhalb der Objekte einen deutlich
höheren Einﬂuß als in der Umgebung. Gorthi et al. [70] kombinieren eine komplett freie Registrie-
rung mit aktiven Konturmodellen der Atlas-Strukturen, welche implizit durch Level-Sets beschrieben
werden. Eine aﬃne Vorregistrierung wird hierbei nicht benötigt. Teng et al. [71] verwenden globale
Regularisierung, indem sie automatisch segmentierte Landmarken in einen Multi-Resolution B-Spline
basierten Ansatz [114] einbeziehen, der die Mutual Information maximiert.
Aufgrund der hohen Variabilität der Anatomie in dem Inter-Subjekt-Fall müssen dabei sehr ﬂexible
Registrierungsverfahren zum Einsatz kommen, die sich, wie in Abschnitt 2.2.2.1 erörtert, durch eine
hohe Komplexität und eine damit verbundene geringe Robustheit auszeichnen. Dieser hohe Grad an
Flexibilität wird allerdings in dem in dieser Arbeit betrachteten Intra-Subjekt-Fall gar nicht benötigt.
Daher ist zur Intra-Subjekt-Registrierung eine Transformationsklasse mit geringer Komplexität und
höherer Robustheit vorzuziehen. Die Robustheit kann weiterhin durch die Verwendung von globalem
anstatt lokalem Vorwissen über die Transformation gesteigert werden.
Multi-Rigide Verfahren: Multi-rigide Verfahren bieten für die Intra-Subjekt-Registrierung einen
guten Kompromiss zwischen der Robustheit von rigider Registrierung auf der einen und der Flexibilität
von elastischer Registrierung auf der anderen Seite, wodurch diese besonders geeignet für den in dieser
Arbeit betrachteten Anwendungsfall erscheinen. Daher wird auf diese Transformationsklasse etwas
umfangreicher eingegangen.
Alle multi-rigiden Verfahren, die im Kopf-Hals-Bereich Anwendung ﬁnden, betrachten ausschließ-
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Abbildung 3.12.: Prinzipieller Ablauf einer multi-rigiden Registrierung
lich den Intra-Subjekt-Fall, wobei dies entweder multimodale Registrierung oder Registrierung einer
Zeitserie bedeuten kann. Die einzelnen Knochen werden dabei als rigide Strukturen angesehen und
das umliegende Weichteilgewebe als deformierbar. Im Intra-Subjekt-Fall ist diese Annahme i.d.R. zu-
treﬀend, da Knochen deutlich härter als das umliegende Gewebe und daher nicht deformierbar sind.
Ferner ändert sich die Anatomie, bspw. durch Tumorwachstum, im Weichteilbereich deutlich stärker.
Die erste Arbeit in diesem Bereich wurde bereits im Jahre 1996 von Little et al. [54] vorgestellt. Auf
der Basis von bekannten rigiden Transformationen einzelner Bereiche und bekannten korrespondieren-
den Landmarken wird ein Deformationsfeld durch Interpolation berechnet, welches die Starrheit der
rigiden Teile aufrechterhält. Neben der Anwendung auf künstlichen 2D-Daten wurde dieses Verfahren
auch zur Deformation von einzelnen sagittalen MRT-Schichten des Kopf-Hals-Bereichs verwendet.
Eine Evaluation der Genauigkeit, insbesondere in den interpolierten Regionen, fand nicht statt.
Fast ein Jahrzehnt später, nämlich im Jahre 2005, stellten Du Bois d’Aische et al. in [115] eine
gekoppelte Registrierung einzelner rigider Teile vor, welche in [116] und [117] weiterentwickelt wur-
den. Zunächst werden die einzelnen rigiden Strukturen von einem Anwender interaktiv segmentiert.
Der Hauptbeitrag dieser Arbeit besteht darin, dass die einzelnen Strukturen dann nicht individu-
ell, sondern gemeinsam registriert werden. Dies entspricht einer lokalen Regularisierung und erhöht
den Konvergenzbereich der Methode erheblich. Die Deformation der nicht-rigiden Bildbereiche wird
durch eine biomechanische Finite-Elemente-Methode (FEM) bestimmt. Die Methode wurde auf 7
Datensatzpaaren (4 CT/MRT, 2 CT/PET, 1 CT/CT) evaluiert, wobei bei den CT/MRT Paaren der
Target-Registration-Error (TRE)von jeweils 20 anatomischen Landmarken bestimmt wurde. Gegen-
über rigider Registrierung wurde über eine durchschnittliche Verbesserung der Genauigkeit um 48%
auf 2.53 mm berichtet. Die Registrierung benötigte auf damals aktueller Hardware (AMD Athlon
XP 3200+, 1 GB RAM) ca. 15 min.
Urschler et al. stellten im folgenden Jahr ein multi-rigides Verfahren [118] zur Registrierung und
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Segmentierung von Knochen in Kopf-Hals-CT-Aufnahmen für die Angiograﬁe. Zunächst wird die
kontrastverstärkte mit der gewöhnlichen CT-Aufnahme rigide registriert. Der nicht korrekt registrierte
Bereich wird dann über die durch ein Schwellwertverfahren erhaltenen Segmentierungen der Knochen
bestimmt. Dieser Bereich wird erneut rigide registriert. Dieser Prozess wird solange fortgesetzt, bis der
nicht korrekt registrierte Bereich eine vorgegebene Mindestgröße unterschreitet. Die Transformation
des Gewebes wird dann durch Interpolation der einzelnen rigiden Transformationen bestimmt. Da
die Segmentierung der Knochen in beiden Aufnahmen erforderlich ist, ist eine Anwendung auf den
multi-modalen Fall nicht möglich. Die Methode wurde auf 5 Datensatzpaaren evaluiert, indem die
Anzahl der nicht korrekt registrierten Knochenvoxel gezählt und die mittlere quadratische Abweichung
berechnet wurde. Wie zu erwarten, verringerten sich beide Maße mit Zunahme der Iterationen. Die
Laufzeit beﬁndet sich im Bereich von wenigen Minuten (Pentium M 2.0 GHz, 1.5 GB RAM).
Im Jahre 2010 verwendeten Al-Mayah et al. ebenfalls ein multi-rigides Verfahren [119] zur Registrie-
rung von Kopf-Hals-CT-Aufnahmen desselben Patienten zur Strahlentherapieplanung. Die einzelnen
rigiden Strukturen (Halswirbel und Unterkiefer) werden manuell segmentiert und anschließend indivi-
duell rigide registriert. Zusätzlich kann auch die Patientenhautoberﬂäche weitere korrespondierende
Landmarken liefern, die in den Registrierungsprozess einbezogen werden können. Das Deformations-
feld wird ebenfalls durch FEMs bestimmt. Die Methode wurde an vier Patienten evaluiert. Dabei
wurden jeweils ein Tumor und die Ohrspeicheldrüsen in beiden Aufnahmen manuell segmentiert.
Nach Anwendung der Transformation wurde der Dice Similarity Coeﬃcient (DSC) und der Fehler
des Massezentrums dieser Strukturen gemessen. Die Zunahme des DSCs gegenüber rigider Regis-
trierung war mit knapp 15% auf 0.86 ohne die Hinzunahme der Körperoberﬂäche am größten. Bei
dem Massezentrenfehler führte die Hinzunahme der Körperoberﬂäche allerdings zu einem besseren
Ergebnis. Gegenüber rigider Registrierung wurde dieser um 38.8% auf 2.27 mm gesenkt.
Ein verwandtes Anwendungsgebiet der multi-rigiden Registrierung ist die Wirbelsäule, welches in [120]
[121][122] und [123] angegangen wurde. Auch wurden multi-rigide Verfahren zur Registrierung von
Ganzkörper-CT-Aufnahmen verwendet [124]. Bei Mäusen kam diese Art der Registrierung am ganzen
Körper [125] bzw. an Extremitäten [126][127] zum Einsatz. Zu guter Letzt zählt die Registrierung
auch Röntgenaufnahmen der Hand [128] und MRT-Aufnahmen des Gehirns [53] zu den Anwen-
dungsgebieten. Da diese Verfahren nicht auf den Kopf-Hals-Bereich angewendet wurden, seien sie
an dieser Stelle nur kurz erwähnt. Eine detaillierte Beschreibung relevanter Aspekte für diese Arbeit
ﬁndet später statt.
Wie in Kapitel 2.2.2.1 bereits erwähnt, besteht eine automatisches multi-rigides Registrierungsver-
fahren aus drei Schritten, nämlich i) Segmentierung der einzelnen rigiden Strukturen im Referenzbild,
ii) Registrierung der rigiden Strukturen und iii) Bestimmung der Deformation in den restlichen Struk-
turen. Deren Zusammenhang ist in Abbildung 3.12 dargestellt. In den folgenden Abschnitten werden
nun konkrete in der Literatur vorgestellte Möglichkeiten dieser Schritte erörtert.
3.2.2. Bestimmung der einzelnen Rigiden Strukturen
Eine der größten Herausforderungen bei diesem Ansatz ist die Identiﬁkation der rigiden Teile Ri,
also der einzelnen Knochen. Dabei ist es bei den meisten Verfahren nicht ausreichend für jedes Voxel
des Referenzbildes zu bestimmen, ob es zu einer rigiden Struktur gehört, sondern auch zu welcher
Struktur. Während Ersteres für Knochen auf CT-Bildern durch ein einfaches Schwellwertverfahren
robust bestimmt werden kann, ist Letzteres ungleich komplizierter, weil einzelne rigide Strukturen,
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(a) Initiale Modelle (b) 100 Iterationen (c) Segmentierungsergebnis nach
500 Iterationen
Abbildung 3.13.: Gleichzeitige Anpassung mehrerer Modelle an die Wirbelkörper zur Bestimmung
der einzelnen rigiden Strukturen in einem multi-rigiden Registrierungsverfahren. Ein
Startpunkt pro Wirbel ist erforderlich. (Abbildungen aus [121])
wie z.B. die Wirbel, sehr ähnlich aussehen und aneinander grenzen.
Ausnahmen hierzu bilden die Verfahren von Li et al. [124] und Suh et al. [127], welche keine explizite
Zuordnung der rigiden Voxel zu einzelnen rigiden Teilen benötigen. Allerdings setzen beide Verfah-
ren voraus, dass die rigiden Strukturen sowohl im Referenzbild als auch im Modellbild identiﬁziert
werden können. Da dies nur in CT-Aufnahmen einfach zu bestimmen ist, eignen diese Verfahren sich
nicht zur multimodalen Registrierung. In beiden Verfahren werden zunächst die Knochen in beiden
Bildern mittels Schwellwertverfahren segmentiert. In [124] wird ein robuster punktbasierter Registrie-
rungsalgorithmus [129] auf aus den Knochen extrahierten Punktwolken angewendet, welcher iterativ
Punktkorrespondenz und die Registrierungstransformation bestimmt. In [127] wird ein erweiterter
Demons-Algorithmus zur Registrierung der Knochenoberﬂächen verwendet. Obwohl diese Verfahren
aufgrund der Verwendung von nicht-rigiden Registrierungsverfahren zur Registrierung der Knochen
streng genommen nicht multi-rigide sind, werden diese dennoch als solche betrachtet, weil rigide
Strukturen (die Knochen) und Weichteilgewebe unterschiedlich betrachtet werden.
Manuelle / Interaktive Segmentierung: Ein Großteil der bereits genannten multi-rigiden
Registrierungsverfahren geht überhaupt nicht auf diesen Aspekt ein, sondern setzt die Kenntnis der
einzelnen rigiden Strukturen als gegeben voraus. Dazu gehören [54][63][123][53] und [119].
Interaktive Verfahren kommen in [120], [126] und [117] zum Einsatz. In [120] werden einzelne Wirbel
durch eine Kombination aus Schwellwertverfahren, Region-Growing und manueller Nachverarbeitung
segmentiert. In [126] werden die einzelnen Knochen von Mäuseextremitäten durch die manuelle
Platzierung von Trennebenen in den Gelenken – also den Übergängen der einzelnen rigiden Teile –
voneinander getrennt. In [117] wird zur Segmentierung der Knochen aus Kopf-Hals-CT-Aufnahmen
ein Softwaretool zur Simulation und Navigation in der Chirurgie [130] verwendet.
Semi-automatische Verfahren: Hu et al. stellten in [121] ein semi-automatisches Verfahren
zur Segmentierung der einzelnen Wirbel der Halswirbelsäule aus CT-Aufnahmen vor. Zunächst setzt
der Anwender je einen Saatpunkt in jeden Wirbelkörper. Um diese Punkte werden kleine kugelför-
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mige Modelle platziert, welche durch Level-Sets beschrieben werden. Die Modelle passen sich dann
gleichzeitig an die Wirbelkörper an (siehe Abbildung 3.13). In die externe Energie ﬂießen sowohl
die Bildgradientenstärke als auch die Bildhelligkeit ein. Letzteres zum einen, um zu verhindern, dass
die Kontur typische Knochenintensitäten verlässt und zum anderen, um die Anpassungsgeschwindig-
keit im dunkleren inneren Bereich (Knochenbälkchen) zu erhöhen. Zusätzlich wird die Anpassung
dahingehend verändert, dass die Anpassungsgeschwindigkeit in Bereichen, in welchen Konturen ver-
schiedener Wirbelkörper sich nahe kommen, verringert wird, um Überschneidungen zu verhindern.
Sich dennoch überschneidende Bereiche stoßen sich voneinander ab. Eine Evaluation fand lediglich
qualitativ durch visuelle Begutachtung einiger weniger Datensätze statt.
Automatische Heuristiken: Die automatischen Verfahren von Cˆech et al. [122] zur Registrie-
rung der Wirbelsäule und dem von Martín-Fernández et al. [128] zur Segmentierung von Händen
auf Röntgenaufnahmen basieren auf komplizierten Heuristiken, wodurch sich diese Verfahren nur für
genau den behandelten Anwendungsfall eignen. Die Verfahren sind also nicht generalisierbar.
In [122] kommt, nachdem sämtliche Knochen in der CT-Aufnahme durch ein einfaches Schwellwert-
verfahren segmentiert wurden, eine Folge von elementaren Bildverarbeitungsschritten zur Extraktion
der Mittellinie des Rückenmarks zum Einsatz. Anschließend wird das Volumen in Schichten ortho-
gonal zu der Knochenmarkmittellinie abgetastet, so dass ein normalisiertes Volumen entsteht, in
dem die Wirbelsäule begradigt ist. Nach einer weiteren Folge von Verarbeitungsschritten zur robus-
teren Segmentierung der Knochen werden die einzelnen Wirbel durch Trennoberﬂächen voneinander
separiert. Die Platzierung dieser Oberﬂächen erfolgt in Schichten mit einem lokalen Minimum des
Knochenanteils, was den Bandscheiben entspricht. Die Evaluierung erfolgte nur durch visuelle Be-
gutachtung der Ergebnisse von 10 Datensätzen. Die Autoren berichten von Problemen, insbesondere
bei der Separierung der Halswirbel.
In [128] werden zur Registrierung von Händen auf Röntgenaufnahmen korrespondierende Landmarken
in den Gelenken durch eine Heuristik extrahiert. Dies geschieht durch eine Folge von einfachen
Bildverarbeitungsoperationen, darunter Gaußsche Filterung, Kantendetektion, Schwellwertverfahren
und die Wasserscheidentransformation.
Automatische generalisierbare Verfahren: Ein generalisierbarer Ansatz zur Segmentierung
von einzelnen rigiden Strukturen wird lediglich von Baiker et al. [125][131] zur Registrierung von
Ganzkörper-CT-Aufnahmen von Mäusen angewendet. Auf einem repräsentativen hochaufgelösten
CT-Datensatz wurden die einzelnen Knochen segmentiert. Dieser fungiert als artikulierter Atlas. Die
mögliche Beweglichkeit wird durch eine hierarchische Modellierung des Skeletts erreicht, wobei auf
verschiedenen Modellebenen Knochenverbunde bzw. einzelne Knochen den Modellelementen entspre-
chen. Zwischen den einzelnen rigiden Strukturen werden Gelenke explizit modelliert (siehe Abbildung
3.14(b)). Dabei wird zwischen Drehgelenken, Kugelgelenken und dem Schultergelenk in Bezug auf
mögliche Freiheitsgrade unterschieden. Die Oberﬂächen der Knochen werden durch Punktwolken
beschrieben. In der zu segmentierenden CT-Aufnahme werden die Knochen ebenfalls durch eine
Punktwolke beschrieben. Der Anpassungsprozess des Atlas an die CT-Aufnahme erfolgt hierarchisch,
wobei nach einer Ganzkörperausrichtung mit dem Kopf begonnen wird (siehe Abbildung 3.14(a)). Die
Punktwolken der einzelnen Modellelemente werden mit der Knochenoberﬂächenpunktwolke sukzessi-
ve gemäß der speziﬁzierten Freiheitsgrade des Gelenks mittels Iterative Closest Point (ICP) [132]
registriert. Lediglich die Wirbelsäule wird anderweitig segmentiert und zwar durch ein einfaches
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(a) Hierarchische Anpassung (b) Explizite Modellierung unterschiedlicher
Gelenktypen
Abbildung 3.14.: Ein hierarchischer artikulierter Atlas wird von Baiker et al. [125] zur Segmentierung
des Skeletts von Mäusen vorgestellt. (Abbildungen aus [125])
Region-Growing, wodurch die komplexe Modellierung der Wirbelsäule entfällt. Zur Evaluierung wurde
der Ansatz auf 12 Ganzkörper-CT-Aufnahmen von Mäusen angewendet. Die durchschnittliche Ober-
ﬂächendistanz der Knochen betrug nach der Anpassung 0.44 mm mit einer Standardabweichung von
0.4 mm. Das hierarchische Vorgehen führt zu einem großen Konvergenzbereich. Allerdings wird dieser
dadurch erkauft, dass der Registrierungserfolg der unteren Hierarchieebenen von dem Erfolg in den
oberen Ebenen abhängt.
Klinder et al. stellten einen Ansatz zur gemeinsamen Segmentierung von Wirbeln mittels eines artiku-
lierten Formmodells vor [133]. Obwohl die beabsichtigte Anwendung der Autoren nicht die multi-rigide
Registrierung ist, soll der Ansatz aufgrund der Nähe zu der für diese Arbeit benötigten Art der Seg-
mentierung dennoch beschrieben werden. Das artikulierte Formmodell besteht aus je einem eigenen
Modell für jeden Wirbel, welches in einem zweistuﬁgen Prozess an einen CT-Datensatz angepasst
wird: Eine globale Anpassung bestimmt Position und Ausrichtung der Wirbel und eine lokale Anpas-
sung bestimmt anschließend gemeinsam die Form der Wirbel. In beiden Schritten wird der mögliche
Lösungsraum gelernt. Für die lokale Anpassung geschieht dies mit Hilfe eines gewöhnlichen ASMs.
Die globale Anpassung hingegen erfordert eine Beschreibung wahrscheinlicher Konstellationen der
lokalen Koordinatensysteme der Wirbel. Da rigide Transformationen nicht zu einem Vektorraum ge-
hören und bspw. eine Durchschnittstransformation nicht ohne Weiteres angegeben werden kann, kann
dies allerdings nicht direkt mit Hilfe der in Kapitel 2.2.1 vorgestellten Methoden zur Segmentierung
mit globalem Formwissen erfolgen. Daher sei zunächst das Distanzmaß zweier Transformationen T1
und T2 nach [134] deﬁniert:
d♣T1, T2q :✏
❜
⑤⑤r♣T✁12 ✆ T1q⑤⑤2   ⑤⑤0.05 ☎ t♣T✁12 ✆ T1q⑤⑤2 , (3.9)
wobei r♣☎q der durch einen Einheitsquaternion beschriebenen Rotationskomponente und t♣☎q der
Translationskomponente entsprechen. Der Mittelwert µ von N Trainingstransformationen T i wird
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angenähert. Ein Vektor bestehend aus den individuellen Transformationen Tk relativ zu dem Nach-
barwirbel beschreibt eine Wirbelsäulenkonstellation C ✏ rT1, . . . , TKs. Die durchschnittliche Kon-
stellation C¯ kann analog gebildet werden. In dem sich dort beﬁndlichen Tangentialraum wird nun
mittels PCA die Variation aller auftretenden Wirbelsäulenkonstellationen gelernt. Aus der dadurch
erhaltenen Eigenvektormatrix A ✏ ♣a1, . . . ,anq und dem aus einer bestimmten Konstellation C be-
stimmten t-dimensionalen Gewichtsvektor b ✏ AT ♣logC¯Cq wird für die relative Transformation Tk













welche unwahrscheinliche Konstellationen, also Konstellationen mit einer großen Distanz zum ge-
lernten Konstellationsraum, bestraft. Zur Anpassung an das Bild wird eine externe Energie Eextk
eingeführt. Durch einen Exhaustive Search in einem Bereich um die aktuelle Transformation (sowohl
bzgl. Verschiebung als auch bzgl. Drehung) wird in jedem Iterationsschritt für jedes Modellelement
diejenige absolute Transformation T˜absk gefunden, welche aufgrund der Bildgradientenstärke in der
Modelloberﬂäche am besten zu dem Bild passt. Diese werden dann in relative Transformationen T˜k
bzgl. des Nachbarwirbels umgerechnet. Die so entstandenen Merkmalstransformationen dienen dann






Zur globalen Anpassung des artikulierten Modells an den Datensatz wird die gewichtete Summe
aus externer und interner Energie mit Hilfe eines Downhill-Simplex -Optimierers minimiert. Die dar-
auf folgende lokale Formanpassung geschieht bei allen Wirbeln gleichzeitig, wobei ähnlich zu [121]
die externe Energie um einen Term erweitert wird, welcher Überlappung verhindert. Zur Evaluie-
rung wurde die Methode erfolgreich auf 10 CT-Datensätze der Wirbelsäule angewendet, wobei die
durchschnittliche Oberﬂächendistanz 1.0 mm betrug.
Durch das Einbringen von Objektlagewissen durch den gelernten Konstellationsraum können nicht
plausible Konstellationen ausgeschlossen werden. Dies erhöht die Robustheit des Algorithmus im
Vergleich zur unabhängigen Modellanpassung für jeden Wirbel. Die Wahrscheinlichkeit einer fälsch-
lichen Anpassung eines einzelnen Wirbelmodells an einen ähnlichaussehenden Nachbarwirbel wird
verringert. Folgende Teilaspekte des Algorithmus bieten allerdings Raum für Verbesserung:
• Als interne Energie wird die Distanz zum gelernten Konstellationsraum verwendet (DFFS, vgl.
Abschnitt 4.2.3). Jedoch sind nicht alle Konstellationen innerhalb des Konstellationsraums
plausibel. Je weiter eine Konstellation von der Durchschnittskonstellation entfernt ist, desto
unplausibler ist sie. Dies (DIFS) wird nicht berücksichtigt.
• Für jedes Modellelement wird eine geeignete Transformation durch einen Exhaustive Search ge-
funden. Die globale gemeinsame Anpassung aller Elemente erfolgt dann durch einen Downhill-
Simplex -Optimierer. Dies zieht vermutlich eine hohe Laufzeit nach sich. Eine geschlossene
Ableitung des zu minimierenden Gesamtenergiefunktionals würde den Exhaustive Search ver-
meiden und dabei die Verwendung gradientenbasierter Optimierungsverfahren ermöglichen.
Eine Verringerung der Laufzeit wäre die Folge.
• Das gleichzeitige Finden einer Transformation für jeden Wirbel erfordert eine gute Initialisie-
rung. Andernfalls kann es trotz Berücksichtigung des Konstellationsraums passieren, dass das
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Modell teilweise um einen Wirbel verrutscht. Dies geschieht bspw. wenn das initiale Modell
zu groß ist. Die oberen Wirbel könnten korrekt liegen, mehrere weiter unten liegende Wirbel
jedoch nicht. Die Folge wäre, dass sich die unteren Modellelemente fälschlicherweise an die
Nachbarwirbel anpassen könnten und es zu einer Lücke zwischen zwei Modellelementen in der
Mitte des Gesamtmodells kommen könnte, die aufgrund der geringen externen Energie nicht
durch die höhere interne Energie ausgeglichen werden könnte. Ein Start der Anpassung mit
einem einzelnen bestimmten Modellelement und sukzessiver Einbeziehung von Nachbarmodel-
lelementen könnte dies vermeiden.
3.2.3. Registrierung der rigiden Strukturen
Durch die Annahme, dass Knochen sich nicht deformiert, ist es in dem Intra-Subjekt-Fall ausreichend,
dass für jeden zuvor segmentierten Knochen i genau eine rigide Transformation Ti gefunden wird. Bei
der Registrierung zweier CT-Aufnahmen ist dazu eine Registrierung der einzelnen rigiden Strukturen
nicht erforderlich, weil in beiden Aufnahmen die einzelnen Knochen segmentiert werden können
und so eine direkte Berechnung von Transformationen möglich ist. Im multi-modalen Fall ist die
Segmentierung i.d.R. lediglich in einer Modalität – nämlich im CT – vorhanden. Die Transformationen
werden dann überlicherweise durch bildbasierte rigide Registrierungen ermittelt.
Unabhängige Registrierung: In den meisten Fällen erfolgt die Registrierung der einzelnen
Strukturen unabhängig voneinander. Al-Mayah et al. [119] registrieren Wirbel und Unterkiefer rigide
(CT/CT), wobei wichtige Details, wie z.B. das Ähnlichkeitsmaß nicht genannt werden. Zur CT/MR-
Registrierung der einzelnen Wirbel maximieren Huesmann et al. [120] Mutual Information Wirbel
für Wirbel, wobei das Ähnlichkeitsmaß nur innerhalb des segmentierten Bereichs berechnet wird. Hu
et al. [121] und Cˆech et al. [122] gehen sehr ähnlich vor. Der einzige Unterschied besteht darin,
dass der Bereich, in dem die Mutual Information berechnet wird, um einige Millimeter vergrößert
wird, so dass die kontrastreichen Regionen am Rande der Wirbel (Übergang zu anderem Gewebe)
in den Registrierungsprozess einbezogen werden. Die Robustheit kann dadurch erhöht werden. Ist
der Bereich klein genug gewählt, sind Ungenauigkeiten nicht zu erwarten, weil angenommen werden
kann, dass in diesem Bereich die Transformation zum Knochen sehr ähnlich sein wird.
Der große Nachteil der unabhängigen Registrierung besteht darin, dass der Konvergenzbereich relativ
gering ist. Bei schwacher Deformation ist dies sicherlich kein Problem, bei großen Deformationen hin-
gegen sind einige Wirbel in beiden Bildern sehr weit voneinander entfernt, wodurch die Anforderung
an die Initialisierung erheblich steigt.
Registrierung unter Einbeziehung der relativen Lage: Um diesem entscheidenden Nach-
teil etwas entgegen zu setzen, beziehen Papademetris et al. [126] zur Registrierung von Mäuseextremi-
täten, Du Bois d’Aische et al. [117] zur Registrierung des Kopf-Hals-Bereichs, Martín-Fernández [128]
zur Registrierung von Röntgenbildern von Händen und Baiker et al. [125] zur Registrierung von Mäu-
seskeletten die relative Lage der starren Strukturen zueinander in den Registrierungsprozess ein.
In [126] wird jeder Übergang zwischen zwei benachbarten Knochen durch ein Gelenk mit zwei Frei-
heitsgraden modelliert. Die einzelnen Tranformationen werden nacheinander geschaltet. Die Trans-
formation eines Punktes x des linken Knöchels im Referenzbild in den entsprechenden Punkt x✶ im
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Abbildung 3.15.: Die Registrierung von Wirbeln erfolgt in [117] gemeinsam mittels eines artikulier-
ten Modells. Auch hier sind die Gelenke explizit über 3 Freiheitsgrade modelliert.
(Abbildung aus [117])
Modellbild ist bspw. durch
x✶ ✏ Tglobal ✆ THüfte ✆ Tlinkes-Knie ✆ Tlinker-Knöchel ✆ x (3.13)
gegeben. Die Konkatenation von Transformationen dient als globales Vorwissen und verringert zum
einen die Anzahl an Freiheitsgraden und vergrößert zugleich den Konvergenzbereich. Die N ✏ 6 2n
Parameter (global rigide, n Gelenke mit je 2 Parametern) werden gemeinsam mit Hilfe des Robust-
Point-Matching-Algorithmus [135] bestimmt, welcher abwechselnd Punktkorrespondenzen zwischen
extrahierten Knochenoberﬂächenpunkten bestimmt und die Transformationsparameter abschätzt.
In [117] wird ebenfalls ein Gelenkmodell verwendet (siehe Abbildung 3.15), allerdings mit 3 Freiheits-
graden pro Gelenk. Die Anpassung des aus dem Referenzbild erstellten Modells an das Modellbild
erfolgt bildbasiert durch die Maximierung der Mutual-Information. Der Optimierungsprozess erfolgt
durch das stochastische Verfahren Simultaneous Perturbation Stochastic Approximation [136].
Da in [128] die Landmarken aus beiden Aufnahmen der Hand extrahiert werden, können die Transfor-
mationsmatrizen der einzelnen Handknochen direkt aufgrund von den korrespondierenden Punkten
berechnet werden. Ähnliches geschieht auch in [125]. Der zuvor beschriebene hierarchische artikulierte
Atlas kann auf mehrere Bilder angewendet werden. Sind die Transformationen der einzelnen Elemente
zum Atlas durch die Anpassung erst einmal bekannt, können auch die relativen Transformationen
der Knochen zwischen den Aufnahmen direkt berechnet werden.
3.2.4. Bestimmung des Deformationsfeldes im Weichteilgewebe
Ausgehend von den rigiden Transformationen der einzelnen rigiden Strukturen T1, . . . , Tn soll nun
ein dichtes Deformationsfeld, d.h. jedem Voxel des Referenzbildes wird genau ein Deformationsvektor
zugeordnet, bestimmt werden. Dazu gibt es drei Möglichkeiten: i) Die Transformationen dienen als
Initialisierung für eine deformierbare Registrierung und ii) die Transformationen sind die treibenden
Kräfte einer Finite-Elemente-Methode und iii) das Deformationsfeld wird durch Interpolation der
einzelnen rigiden Transformationen bestimmt.
Initialisierung für deformierbare Registrierung: Freideformierbare Registrierungsmetho-
den benötigen in der Regel eine gute Initialisierung, um gute Ergebnisse zu erzielen. Multi-rigide
Verfahren eignen sich dazu, da – wie wir in den vergangenen Abschnitten gesehen haben – globales
Vorwissen eingebracht werden kann.
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Zur Registrierung von Mäuseextremitäten verwenden Suh et al. [127] die multi-rigide Registrie-
rung der Knochen gemeinsam mit einer Registrierung der Hautoberﬂäche als Initialisierung für den
Demons-Algorithmus [58], welcher das Weichteilgewebe registriert. Li et al. [124] verwenden zur
Registrierung des Weichteilgewebes von Ganzkörper-CT-Aufnahmen den in [137] vorgestellten auf
adaptive radiale Basisfunktionen basierenden ABA-Algorithmus. Dieser maximiert die normalisierte
Mutual-Information und sorgt durch die Verwendung lokaler Regularisierung für plausible Transfor-
mationen.
Im Wesentlichen kann diese Art der Registrierung nicht mehr als multi-rigide, sondern mehr als frei
deformierbar aufgefasst werden, welches die üblichen Nachteile mit sich bringt: hohe Komplexität
und die Anfälligkeit für eine Anpassung an falsche Strukturen, wie z.B. Bildartefakte. Darüber hinaus
werden nicht nur eine Änderung der Position, sondern auch etwaige Änderungen in der Anatomie
ausgeglichen. Im Gegensatz zum Inter-Subjekt-Fall ist dies allerdings im Intra-Subjekt-Fall nicht
immer gewünscht, z.B. wenn es darum geht, durch Registrierung positionskorrigierte Bilder einer
Zeitreihe im Hinblick auf Anatomieänderungen zu vergleichen.
Finite-Elemente-Methoden: Zur Registrierung des Kopf-Hals-Bereichs verwenden Al-Mayah
et al. [119] und Du Bois d’Aische et al. [117] Finite-Elemente-Methoden, welche durch die bekann-
ten Transformationen der rigiden Strukturen getrieben werden. Bei Ersterem kommt dazu die von
Brock et al. vorgestellte Methode MORFEUS [138] zum Einsatz. Bei Letzterem wird ein linear elas-
tisches Modell angenommen. Zunächst wird ein Mesh aus Tetraeder generiert, welches die Größe der
einzelnen Elemente nach der Wichtigkeit der Region bestimmt (z.B. hohe Auﬂösung um die rigiden
Bereiche). Die Berechnung der Deformation u für jeden einzelnen Knoten des Meshes wird durch ein
dünnbesetztes lineares Gleichungssystem der Form
Ku ✏ ✁f (3.14)
gelöst, wobei f den durch die rigiden Transformationen induzierten externen Kräften und K einer
Steiﬁgkeitsmatrix entspricht. Die Deformation für jeden einzelnen Voxel wird dann durch Interpolation
der Deformationen der umliegenden Meshknoten bestimmt.
Wird das Gewebe exakt modelliert, kann sicherlich eine sehr hohe Registrierungsgenauigkeit imWeich-
teilgewebe erzielt werden. Dies erfordert allerdings eine umfangreiche Segmentierung von allen rele-
vanten Strukturen mit unterschiedlichen Gewebeeigenschaften. Diese ist in der Regel nicht gegeben.
Wird das gesamte Gewebe als homogen angenommen, entspricht dies im Wesentlichen einer Interpo-
lation, wobei allerdings die Laufzeit durch die Meshgenerierung und das Lösen des Gleichungssystems
eine hohe Rechenzeit mit sich bringt.
Interpolationsschemata: Durch zufällige Abtastung der Ränder der einzelnen rigiden Struktu-
ren bestimmen Huesman et al. [120] zur Registrierung der Wirbelsäule korrespondierende Landmar-
ken. Diese dienen dann als Stützpunkte für Thin-Plate-Splines. Verschiebungen der einzelnen rigiden
Transformationen verbreiten sich so in das umliegende Weichteilgewebe.
Little et al. argumentierten in [54] allerdings, dass bei der Verwendung von Landmarken Deformatio-
nen in den eigentlich als starr betrachteten rigiden Strukturen auftreten können. Um dieses Problem
zu umgehen, schlugen sie ein Interpolationsschema vor, welches mit Hilfe der Distanztransformation
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(a) Keine Fortpﬂanzung von Rotationen bei der Inter-
polation des durch eine Rotation entstandenen Defor-
mationsfeldes
(b) Die Interpolation aller Anteile der Transformatio-
nen ermöglicht, dass auch Rotationen in die umlie-
genden Strukturen propagiert werden.
Abbildung 3.16.: Interpolation zweier um 30✆ gegensätzlich rotierter starrer Körper durch unter-
schiedliche Interpolationsstrategien.
der einzelnen rigiden Transformation Ti berechnet werden. So werden also nicht nur Translations-,
sondern auch die Rotationskomponenten der rigiden Transformationen in das Weichteilgewebe pro-
pagiert (vgl. Abbildung 3.16). Dieses Schema hat sich weit verbreitet und wird unter anderem auch
zur Registrierung der Wirbelsäule angewendet [122].
3.2.5. Zusammenfassung
Zur Registrierung von Lymphknoten im Kopf-Hals-Bereich können lokal rigide Verfahren nicht aus-
schließlich eingesetzt werden, da aufgrund unterschiedlicher Positionen der Wirbelsäule der Konver-
genzbereich zu gering ist. Daher muss der gesamte Kopf-Hals-Bereich registriert werden. Hierbei
kommt es besonders auf die Wahl der Transformationsklasse an. Multi-rigide Verfahren bieten einen
guten Kompromiss zwischen der Flexibilität auf der einen und Robustheit auf der anderen Seite. In
dem betrachteten Intra-Subjekt-Fall sind innerhalb der Knochen keine Deformationen zu erwarten.
Daher können die einzelnen Knochen als für sich rigide betrachtet werden, weswegen multi-rigide
Verfahren in diesem Fall besonders geeignet sind. Die Registrierung gliedert sich in 3 Schritte: Seg-
mentierung der Knochen, Registrierung der Knochen und Bestimmung des Deformationsfeldes im
Weichteilgewebe.
Da insbesondere benachbarte Wirbel eine sehr ähnliche Form und ein sehr ähnliches Aussehen ha-
ben, muss bei der Segmentierung der einzelnen Knochen ein lageorientiertes Verfahren zur Anwen-
dung kommen. Durch die große Beweglichkeit der Wirbelsäule können einzelne Bildbereiche in den
unterschiedlichen Aufnahmen sehr weit voneinander entfernt sein. Um solche Aufnahmen dennoch
erfolgreich registrieren zu können, ist eine individuelle Registrierung der einzelnen Knochen nicht aus-
reichend. Die Einbeziehung von Nachbarschaftsrelationen kann Abhilfe schaﬀen. Größte Robustheit
liefern dabei Verfahren mit globaler Regularisierung.
Bei der Bestimmung der Deformation des Weichteilgewebes haben deformierbare Registrierungs-
methoden aufgrund der hohen Parameteranzahl eine hohe Komplexität und sind sehr anfällig für
Bildstörungen. FEMs haben üblicherweise eine höhere Komplexität als Interpolationsmethoden und
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Hill[97] 1994 ✔ ✘ ✔ ✘ - - - ✔ ✔
Little[54] 1996 ✔ ✘ - ✔ ✘ ✘ INT ✔ ✘
Studholme[99] 1996 ✔ ✔ ✔ ✘ - - - ✔ ✔
Huesmann[120] 2003 ✔ ✘ ✔ ✔ ✘ ✘ INT ✘ ✘
Hu[121] 2004 ✔ ✘ ✔ ✔ ✘ ✘ - ✘ ✘
Papademetris[126] 2005 ✔ ✘ ✘ ✔ ✘ ✔ INT ✘ ✘
Cech[122] 2006 ✔ ✔ ✔ ✔ ✔ ✘ INT ✘ ✘
Li[124] 2006 ✔ ✔ ✘ ✔ - ✔ REG ✘ ✘
Urschler[118] 2006 ✔ ✔ ✘ ✔ ✔ ✘ INT ✔ ✘
Baiker[125] 2007 ✔ ✔ ✘ ✔ ✔ ✔ - ✘ ✘
D.B. d’Aische[117] 2007 ✔ ✘ ✔ ✔ ✘ ✔ FEM ✔ ✔
Commowick[68] 2008 ✘ ✘ ✘ ✘ - - REG ✔ ✔
Han[112] 2008 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Klinder[133] 2008 - ✔ - ✔ ✔ ✔ - ✘ -
Li[123] 2008 ✔ ✘ ✘ ✔ ✘ ✘ REG ✘ ✘
Papastavrou [111] 2009 ✔ ✔ ✘ ✘ - - - ✔ ✘
Gorthi[70] 2009 ✘ ✘ ✘ ✘ - - REG ✔ ✔
M.-Fernández [128] 2009 ✔ ✔ ✘ ✔ ✔ ✔ INT ✘ ✔
Al-Mayah[119] 2010 ✔ ✘ ✘ ✔ ✘ ✘ FEM ✔ ✔
Gering[109] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Hollensen[106] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Ramus[107] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Teng[71] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Yang[110] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Suh[127] 2011 ✔ ✔ ✘ ✔ - ✔ REG ✘ ✔
Tabelle 3.2.: Zusammenfassung von Eigenschaften der in diesem Kapitel betrachteten Registrie-
rungsmethoden. Nicht relevante/beschriebene Merkmale sind durch - gekennzeich-
net. Die Behandlung des Weichteilgewebes kann entweder durch bildbasierte Regis-
trierung (REG), Finite-Elemente-Methoden (FEM) oder Interpolation (INT) bestimmt
werden.
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benötigen evtl. physikalische Materialeigenschaften. Etwaige Ungenauigkeiten von Interpolationsme-
thoden können durch anschließende lokale Registrierung der Lymphknoten kompensiert werden.
Da, wie in Tabelle 3.2 zu sehen ist, kein existierendes Verfahren allen hier motivierten Kriterien
genügt, besteht Bedarf an der Entwicklung eines neuartigen Verfahrens. Die größte Schwachstelle von
in der aktuellen Literatur beschriebenen multi-rigiden Methoden liegt in der robusten Segmentierung
der einzelnen rigiden Strukturen, welche bisher meist Interaktion durch den Anwender erfordern.
Darüber hinaus kann der Bereich aller möglichen Transformationen durch die rigorose Einbringung
von globaler Regularisierung weiter eingeschränkt werden. Bei existierenden Verfahren geschieht dies
meist gar nicht und falls doch – wie z.B. in [125] und [117] – kann dies zur Erhöhung der Robustheit
noch weiter ausgebaut werden.
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Aufgrund der in Kapitel 1 motivierten klinischen Bedeutung und der in Kapitel 3 identiﬁzierten Lücken
im heutigen Stand der Forschung beschreibt dieses Kapitel nun die im Rahmen der Arbeit entwickelten
neuartigen Methoden zur Segmentierung und Registrierung von Lymphknoten. Die Evaluierung der
Methoden erfolgt anschließend separat in Kapitel 5.
4.1. Segmentierung von Lymphknoten in CT-Datensätzen
Mit Blick auf die in Abschnitt 2.1 und 3.1 erarbeiteten Anforderungen, ist eine erfolgreiche Seg-
mentierung von Lymphknoten keine triviale Aufgabe. Die größten Herausforderungen sind die hohe
Varianz an Größe, Form und umliegendem Gewebe sowie das eventuelle Vorhandensein von Patho-
logien und der geringe Kontrast zu benachbarten Strukturen in CT-Aufnahmen. Keines der in der
Literatur vorgestellten Verfahren betrachtet all dies gleichzeitig. Im Folgenden werden zunächst eini-
ge Erweiterungen des modellbasierten Ansatzes von Dornheim et al. [81] vorgestellt. Da auch diese
nicht zu den gewünschten Ergebnissen führen, wird anschließend ein Radialstrahl-basierter Ansatz
vorgestellt. Die Machbarkeit wird zunächst durch die Segmentierung von Lymphknoten aus 2D-CT-
Schichten gezeigt. Darauf aufbauend wird dieser Ansatz dann zu einer echten 3D-Segmentierung
erweitert. Besonderes Augenmerk wird der Auswahl der Kostenfunktion und der Bestimmung der
dazugehörigen Parameter beigemessen, weil diese einen sehr großen Einﬂuss auf das Segmentie-
rungsergebnis haben, in der Literatur dennoch meist ad hoc bestimmt werden. Als Initialisierung ist
ein einzelner Saatpunkt in der Nähe des Objektschwerpunkts gegeben.
4.1.1. Größeninvariantes Masse-Feder-Modell
Die erste im Rahmen dieser Arbeit entwickelte und in [8] veröﬀentlichte Methode zur Lymphknoten-
segmentierung ist eine Erweiterung des Masse-Feder-Modells [47][81]. Prinzipiell erfüllt diese Metho-
de viele der gewünschten Eigenschaften, insbesondere ist sie die einzige in der Literatur zu ﬁndende
Methode, die auch Lymphknoten mit zentralem nekrotischem Gewebe explizit unterstützt. Durch
die lokale Modellanpassung ergibt sich jedoch ein entscheidender Nachteil: Die starke Abhängigkeit
von der Modellinitialisierung oder äquivalent von der unbekannten Größe des Lymphknotens. Wie
bereits im vorangegangenen Kapitel beschrieben, wurde dieses Problem in [83] erkannt und durch
einen Multi-Modell-Ansatz angegangen. Neben der Erhöhung der Komplexität, erhöht sich dadurch
auch die Anzahl der freien Parameter und ein weiterer kritischer Schritt, die automatische Aus-
wahl des am besten angepassten Modells, wird nötig. Anstatt eines Multi-Model-Ansatzes werden
im Folgenden drei Erweiterungen, relative Ruhelängen, ausgewogene Torsionskräfte und eine initiale
Modellexpansion eingeführt, die eine Größeninvarianz des Masse-Feder-Modells sicherstellen sollen.
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(a) Durch externe Kräfte de-
formiertes Modell
(b) Der Bezug auf absolute
Ruhelängen (α ✏ 0) führt vor
allem zu einer ungewünschen
Beibehaltung der initialen Mo-
dellgröße.
(c) Der ausschließliche Bezug
auf relative Ruhelängen (α ✏
1) führt zu einer ungewün-
schen Modellexpansion.
Abbildung 4.1.: Eﬀekt der Federkräfte auf die Größe eines Masse-Feder-Modells, welches durch ex-
terne Kräfte deformiert wurde
Relative Ruhelängen: Die in [47] vorgeschlagenen Federkräfte Fi,j zwischen den Massen i und
j mit den Positionen si und sj folgen der Newton’schen Mechanik und wirken so, dass die initiale
Distanz zwischen den Massen l0ij ✏
✞✞s0j ✁ s0i ✞✞ – die sog. Ruhelänge – möglichst erhalten bleibt:
Fi,j ✏ ♣⑤sj ✁ si⑤ ✁ l0ij q ☎
sj ✁ si
⑤sj ✁ si⑤ . (4.1)
In dieser Gleichung entspricht der erste Faktor der Dehnung und der zweite Faktor der Kraftrichtung.
Da l0ij eine absolute Größe ist, ist dadurch auch eine globale Größe des Modells vorgegeben, von
welcher durch das Wirken der externen Kräfte nur bedingt abgewichen werden kann. Eine Verrin-
gerung des Einﬂusses der Federkräfte kann diesen ungewünschten Eﬀekt reduzieren, führt jedoch
gleichzeitig zu einer Instabilität des Modells. Um dies zu verhindern wird Gleichung 4.1 dahingehend
verändert, dass sich die Federkraft auf relative anstatt absolute Ruhelängen bezieht:
Fi,j ✏ ♣⑤sj ✁ si⑤ ✁ λ ☎ l0ij q ☎
sj ✁ si
⑤sj ✁ si⑤ , (4.2)
wobei λ einem Skalierungsfaktor entspricht, welcher nach jeder Modellanpassungsiteration folgen-











Dabei sind ♣i, jq alle Paare von Massen, die miteinander durch eine Feder verbunden sind und α
ein Parameter, der eine ungewünschte Expansion verhindert. Stellt man sich bspw. eine einzelne
Masse vor, welche durch eine externe Kraft stark in das Äußere gedrückt wird, während alle anderen
Massen sich nur leicht nach Außen bewegen (siehe Abbildung 4.1(a)), sind zwei verschiedene extreme
Arten der Kompensation durch Federkräfte denkbar: i) Bezug auf absolute Ruhelängen, die sämtliche
Massen wieder in den Ursprungszustand zurück versetzen (α ✏ 0, siehe Abbildung 4.1(b)) und ii)
Bezug auf relative Ruhelängen, wodurch die falsche Gesamtmodellgröße beibehalten wird (α ✏ 1,
siehe Abbildung 4.1(c)). Ein α P s0, 1r triﬀt einen Kompromiss zwischen den beiden Extremen, was
zu einer stabileren Größe führt. Hier wurde α ✏ 0.95 gewählt.
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(a) Initiale Massenkonﬁguration (b) Torsionskraft wirkt nur auf
benachbarte Massen (β ✏ 0)
(c) Torsionskraft wirkt nur auf
die deformierte Masse (β ✏ 1)
Abbildung 4.2.: Auswirkung der Anwendung von Torsionskräften auf unterschiedliche Massen
Ausgewogene Torsionskräfte: Zur Formerhaltung wurden in [47] Torsionskräfte eingeführt, die
bei einer Positionsänderung einer Masse i auf die benachbarten Massen j wirken. Auf i selbst wirkt
unmittelbar keine Torsionskraft, was den Formerhaltungsprozess in die Länge zieht. Daher werden in
dieser Arbeit die Torsionskräfte dahingehend erweitert, dass sie sowohl auf die benachbarten Massen
j als auch auf die Masse i selbst wirkt:
Fijj ✏ ♣1✁ βq ☎ Fij und (4.4)
Fiji ✏ ✁β ☎ Fij . (4.5)
β P r0, 1s ist dabei ein Parameter, der die in [47] beschriebene Torsionskraft Fij auf die Massen i
und j aufteilt. Um eine Gleichverteilung zu erzielen, wird β ✏ 0.5 gewählt. In [47] wurde implizit
β ✏ 0 gewählt. Abbildung 4.2 illustriert den erzielten Eﬀekt.
Initiale Modellexpansion: Um zu verhindern, dass die Modellanpassung durch den Einﬂuss um-
liegender Strukturen fehlschlägt, muss das Modell komplett innerhalb des Lymphknotens initialisiert
werden. Falls das Modell deutlich kleiner als der Lymphknoten ist, ist es wahrscheinlich, dass anfangs
überhaupt keine externen Kräfte auf das Modell wirken, weil die Grauwerte an den Intensitätssen-
soren sich im gewünschten Bereich beﬁnden und auch keine Bildgradienten im Konvergenzbereich
der Gradientensensoren sind. Folglich kann sich das Modell nicht an die Lymphknoten anpassen. Aus
diesem Grund wird eine initiale Modellexpansion eingeführt. Dies geschieht, indem jeder Masse i eine
initiale Bewegung v0i zugeordnet wird, welche eine konstante Geschwindigkeit v0 in Modellnorma-
lenrichtung ni beschreibt:
v0i ✏ v0 ☎ ni . (4.6)
Dies führt zu einer balonartigen Expansion des Modells, welche durch den Dämpfungsfaktor d in
der Anpassungsgleichung 3.2 im Laufe des Anpassungsprozesses verringert wird. Weiterhin verringert
sich der Einﬂuss dieser Expansion sobald externe Kräfte des Lymphknotenrandes wirken.
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4.1.2. Radialstrahl-basierte 2D-Segmentierung von Lymphknoten
Wie in dem Evaluationskapitel 5.1.2 zu sehen sein wird, sind die gerade beschriebenen Erweiterungen
des Masse-Feder-Modells zwar in der Lage den Einﬂuss der initialen Modellgröße auf das Segmentie-
rungsergebnis zu verringern, das fundamentale Problem der lokalen Modellanpassung wird allerdings
nicht ausgeräumt. Daher wird in den folgenden Abschnitten eine fundamental andere Methode ent-
wickelt, welche auf Radialstrahlen basiert und eine globale Optimierung ermöglicht. Bevor allerdings
ein 3D-Ansatz vorgestellt wird, soll in diesem Abschnitt zunächst die Machbarkeit anhand der Seg-
mentierung von Lymphknoten in einzelnen 2D-CT-Schichten nachgewiesen werden. Dieses Verfahren
wurde in [9] veröﬀentlicht. Die 2D-Segmentierung alleine ermöglicht bereits folgende Anwendungen:
• Die Segmentierung der Lymphknoten in einer einzelnen axialen CT-Schicht ermöglicht eine
automatische Bestimmung der axialen Lymphknotendurchmesser, welche z.B. von den RE-
CIST [26]-Kriterien benötigt werden. Neben einer Verringerung der Begutachtungsdauer wird
auch die Inter- und Intra-Beobachter-Variabilität verringert, weil die Bestimmung der Lymph-
knotenbegrenzung immer durch genau denselben Algorithmus erfolgt.
• Eine 2D-Segmentierung eignet sich sehr gut zur Initialisierung eines modellbasierten 3D-Ansatz-
es mit lokaler Anpassungsstrategie. So könnte bspw. die in [79] manuelle grobe Konturierung
in einer Schicht entfallen und durch ein automatisches robustes 2D-Segmentierungsverfahren
ersetzt werden.
Auf die grundsätzliche Vorgehensweise von Radialstrahl-basierten Segmentierungsmethoden wurde
bereits in Abschnitt 3.1.5 kurz eingegangen. In dem hier vorliegenden 2D-Fall werden n Strahlen um
einen vorgegebenen Saatpunkt s gleichmäßig verteilt (siehe Abbildung 4.3(a)). Der j-te Punkt pi,j
auf dem i-Strahl ergibt sich zu












✟ ✡ . (4.7)
Ein n-dimensionaler Vektor von Punktindizes j beschreibt einen geschlossenen Pfad um s und damit
auch eine Segmentierung. rmax beschreibt den maximal möglichen Radius und m gibt die Anzahl der




♣Eextern♣pi,jiq   Eintern♣ji, ji✁1qq , (4.8)
wobei die externe Energie Eextern♣xq geringe Werte für Orte mit wahrscheinlicher Lymphknoten-
grenze annimmt und die interne Energie Eintern♣ji, ji✁1q für lokale Formerhaltung sorgt. Um einen
geschlossenen Pfad zu erhalten, wird j✁1 :✏ jn✁1 deﬁniert. Im Folgenden werden nun die einzelnen
Energieterme motiviert und beschrieben. Alle angegebenen Parameter haben sich durch informelle
Experimente als brauchbar erwiesen.
Bildgradienten-Energieterm: Am Rand eines Lymphknotens wird eine gewisse Bildgradien-
tenstärke ⑤∇I♣xq⑤ erwartet. Der Bildgradienten-Energieterm spiegelt dies wider und ergibt sich daher
zu
EGrad♣xq ✏ wGrad ☎max♣0, gmax ✁ ⑤∇♣Gσ ✍ I♣xqq⑤q , (4.9)
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(a) Diskrete geschlossene Kontur ei-
nes Lymphknotens (rot) entlang von
Radialstrahlen (grau)
(b) Graph mit n ✏ 4 Strahlen und m ✏ 4 Radien mit
allen möglichen Übergängen (grau) und einer möglichen
Segmentierung (fett)
Abbildung 4.3.: Zugrundeliegende Datenstruktur der Radialstrahl-basierten 2D-Lymphknotenseg-
mentierungsmethode
wobei gmax einer maximalen Gradientenstärke, ∇ dem Gradientenoperator, ✍ dem Faltungsoperator
und Gσ einem Gausskernel mit dem Glättungsparameter σ ✏ 1 mm entspricht. Die Energie ist
durch das Intervall r0, gmaxs begrenzt, um sehr starke Bildgradienten, wie sie z.B. im Übergang von
Knochen zu Weichteilgewebe vorliegen, nicht zu bevorzugen. Die Gradientenkosten ﬂießen ad hoc
mit dem Gewichtungsfaktor wgrad ✏ 112 in die Gesamtenergie ein.
Intensitäts-Energieterm: Mit Ausnahme von nekrotischem Gewebe, sollten sich alle Intensi-
tätswerte im Inneren des Lymphknotens in einem festen Bereich rImin, Imaxs der Hounsﬁeld-Skala






I♣pi,kq ✁ Imax ; I♣pi,kq → Imax
Imin ✁ I♣pi,kq ; I♣pi,kq ➔ Imin
0 ; sonst
, (4.10)
wobei l ✏ min
❅k⑤I♣pi,kqPrImin,Imaxs
♣kq der kleinste Radius ist, dessen Bildintensität sich in dem typischen
Intervall beﬁndet. Unter der Annahme, dass sich der Saatpunkt innerhalb von etwaigem zentralem
nekrotischem Gewebe beﬁndet, wird dadurch sichergestellt, dass dies keinen Einﬂuss auf die Energie
hat. Ansonsten gilt, dass die Energie mit der Größe des Bereichs außerhalb des typischen Intensitätsbe-
reichs und der absoluten Diﬀerenz der Intensitätswerte zu dem Bereich steigt. Dieser Energieterm ist
maßgeblich an dem Ausschluss von Strukturen jenseits der Lymphknotengrenze verantwortlich. Abbil-
dung 4.12 illustriert den Kostenverlauf beispielhaft entlang eines Strahls. Der Intensitäts-Energieterm
ﬂießt ad hoc mit dem Faktor wInt ✏ 16 in die Gesamtenergie ein.
Formerhaltungs-Energieterm: Um eine glatte Kontur zu erhalten, sollen ähnliche Radien von







wobei α ✏ 8 sehr unähnliche Radien überproportional stark bestraft.
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(a) Pfad beginnend bei 0✆ (b) Pfad beginnend bei 180✆ (c) Fusion der Pfade bei 90✆ und 270✆
Abbildung 4.4.: Die Fusion zweier Pfade, die von gegenüberliegenden Seiten gestartet wurden, führt
zu einem geschlossenen Pfad unter Beibehaltung der Komplexitätsklasse
Optimierung: Da das durch Gleichung 4.8 formulierte Energieminimierungsproblem eindimen-
sional ist und nur direkt benachbarte Strahlen sich gegenseitig beeinﬂussen, können die einzelnen
Radien als versteckte Zustände eines Hidden Markov Models angesehen werden. Die global optimale
Sequenz kann eﬃzient durch dynamische Programmierung gefunden werden [139]: Zunächst wird
vorwärts über alle Strahlen i in dem in Abbildung 4.3(b) dargestellten Graphen iteriert. Dabei wird
für jeden Radius j derjenige Radius k des Vorgängerstrahls i ✁ 1 mit der geringsten Summe an
bisher kumulierter Energie plus der Formerhaltungsenergie des Übergangs Eintern♣k, jq bestimmt und
gemerkt. Zu dieser Energie wird die externe Energie Eextern♣pi,jq des aktuellen Knotens addiert,
wodurch sich dessen kumulierte Energie ergibt. Wurde der letzte Strahl erreicht, wird der Radius mit
der geringsten kumulierten Energie bestimmt, welcher der Ausgangspunkt zur Bestimmung des Pfades
mit den geringsten Kosten ist. Die gesamte Sequenz von Radien wird nun durch Zurückverfolgen der
im vorangegangenen Schritt gemerkten Übergängen bestimmt.
Die Gesamtkomplexität des Algorithmus ist durch O♣m2 ☎ nq gegeben. Die Komplexität der Vorver-
arbeitung ist proportional zu der Gesamtanzahl an Pixeln in der Schicht.
Dieser Algorithmus funktioniert allerdings nur für lineare Pfade, die nicht geschlossen sind. Für
geschlossene Pfade kann der optimale Pfad dennoch gefunden werden, indem der Algorithmus m-
mal ausgeführt wird, wobei jedes Mal der Start- und End-Radius des Pfades auf einen anderen festen
Wert gesetzt wird. Aus den m Pfaden wird dann durch einer erschöpfende Suche derjenige mit der
geringsten Energie ausgewählt. Da dies aber die Komplexitätsklasse des Algorithmus von O♣m2 ☎ nq
auf O♣m3 ☎ nq erhöht, wird der Algorithmus nur zweimal ausgeführt, einmal o.B.d.A. beginnend bei
0✆ und einmal auf der gegenüberliegenden Seite bei 180✆ (siehe Abbildung 4.4). In der Praxis hat
sich gezeigt, dass die durch diese Heuristik gefundenen Pfade, mit Ausnahme von ein paar Strahlen
in der Nähe von 0 bzw 180✆, identisch zu dem optimalen geschlossenen Pfad sind. Eine Fusion der
beiden Pfade bei 90✆ und 270✆ führt zu keinem Verlust an Segmentierungsgenauigkeit.
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4.1.3. Radialstrahl-basierte 3D-Segmentierung von Lymphknoten
Wie die Evaluation des gerade beschriebenen Radialstrahl-basierten 2D-Lymphknotensegmentie-
rungsansatzes in Abschnitt 5.1.3 zeigen wird, ist diese Art von Verfahren besonders durch den Einsatz
eines globalen Optimierungsverfahrens vielversprechend und es lohnt sich daher das Verfahren auf den
3D-Fall zu erweitern. Anstatt durch einen geschlossenen Pfad ist eine Segmentierung nun durch eine
geschlossene Oberﬂäche um einen Saatpunkt gegeben (vgl. Abschnitt 3.1.5 und siehe Abbildung 3.9).
Die Radialstrahlen sind nicht in einer Ebene in gleichmäßig verteilten Winkeln angeordnet (siehe Ab-
bildung 4.3(a)), sondern gleichmäßig auf einer Kugeloberﬂäche. Dies kann bspw. durch eine reguläre
Tesselierung einer Kugel erzielt werden. Das Nichtvorhandensein einer natürlich gegebenen Reihen-
folge, und die damit verbundene zyklische Nachbarschaft, führt allerdings zu einem entscheidenden
Unterschied: Eine global optimale Lösung kann nicht mehr durch dynamische Programmierung ge-
funden werden, sondern komplexe Optimierungsverfahren sind nötig. Sie können eine global optimale
Lösung jedoch nur annähernd ﬁnden.
Deutlich wichtiger als das Optimierungsverfahren ist in der Regel aber die gewissenhafte Auswahl
einer für den speziellen Anwendungsfall geeigneten Kostenfunktion [140] und deren Parameter. Eine
populäre generische Methode ist eine statistische Modellierung von auftretenden Grauwertproﬁlen
an der Objektgrenze aus repräsentativen Daten, für die eine Referenzsegmentierung vorliegt. Die
Kosten an der Stelle x ergeben sich dann durch ein Distanzmaß zwischen dem tatsächlichem Proﬁl
an der Stelle x und dem gelernten Proﬁl. Eine solche Vorgehensweise setzt jedoch eine gewisse
Konsistenz der Grauwerte in der Umgebung um die Objektgrenze voraus. Bei Lymphknoten mag
dies für das Innere gegeben sein, für das Äußere können jedoch keine Annahmen getroﬀen werden
(vgl. Abschnitt 2.1.1). Daher kann das Lernen von Grauwertproﬁlen nicht eingesetzt werden und die
Kostenfunktion kann nur auf elementaren Annahmen beruhen:
• Diskontinuität an der Objektgrenze,
• Bekannte Beschaﬀenheit im Inneren des Lymphknotens.
Da die Diskontinuitäten an der Objektgrenze in vielen Fällen örtlich nicht sehr stark ausgeprägt sind
und auch die Beschaﬀenheit im umliegendem Gewebe oftmals der von Lymphknoten gleicht, ist eine
rein bildabhängige Kostenfunktion nicht ausreichend und es muss Formwissen eingebracht werden.
Wie auch schon im 2D-Fall soll dies zunächst durch die Annahme geschehen, dass benachbarte
Strahlen eine ähnliche Distanz zum in der Nähe des Schwerpunkts liegenden Saatpunkts aufweisen.
Dies hat zur Folge, dass der prinzipbedingt auf sternkonvexe Formen mit dem Saatpunkt im Zentrum
beschränkte Formenraum noch weiter auf Formen mit glatten Oberﬂächen eingeschränkt wird. Die
in Abbildung 2.3 dargestellten Formen von Lymphknoten erfüllen diese Eigenschaften.
Im folgenden Abschnitt werden zunächst Optimierungsverfahren vorgestellt, welche eine Belegung
für die Strahlen (ein bestimmter Radius für jeden Strahl) ﬁnden, so dass ein Kompromiss aus Bild-
information auf der einen und lokaler Forminformation auf der anderen Seite entsteht. Im Anschluss
daran werden möglicherweise geeignete bildgradienten- und intensitätsbasierte Kostenfunktionen vor-
gestellt und deren Parameter durch ein datengetriebenes Verfahren bestimmt. Darauf aufbauend wird
die geeignetste Kombination an Kostenfunktionen ausgewählt und weitere Parameter, wie z.B. die
optimale Anzahl an Radialstrahlen, werden bestimmt. Abschließend werden mögliche Erweiterungen
beschrieben. Grundlage für den gesamten Prozess dient die in Abschnitt 2.1 kurz erwähnte und
in Abschnitt 5.1.1 ausführlich beschriebene repräsentative Menge von 49 Lymphknoten aus CT-
Aufnahmen, für die eine Referenzsegmentierung gegeben ist. Um eine unabhängige Evaluierung der
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Methode zu ermöglichen, kommt dreifache Kreuzvalidierung für sämtliche datenabhängige Parame-
terbestimmungen zur Anwendung. Die Aufteilung der 49 Lymphknoten in Trainings- und Testmengen
wird ebenfalls in Abschnitt 5.1.1 beschrieben. Dieses Verfahren wurde in [10] veröﬀentlicht.
4.1.4. Optimierungsverfahren und Formerhaltung
Aufgabe des Optimierungsverfahrens ist es, für jeden Strahl i P r1, ns einen Radius ri zu ﬁnden, so
dass
(i) eine bildabhängige Energiefunktion EBild möglichst gering ist und
(ii) die entstehende Oberﬂäche lokal glatt ist.
Ein Oberﬂächenpunkt auf dem i-ten Strahl xi kann durch den Saatpunkt s, die Richtung des Strahls
di und dem Radius ri beschrieben werden:
xi ✏ s  ridi . (4.12)
Um ein diskretes Optimierungsproblem zu erhalten, wird jeder Strahl gleichmäßig inm Teile unterteilt.
Es wird nun nicht mehr nach einem Vektor von Radien r P Rn sondern einem Vektor von Indizes
l P r1, . . . ,msn gesucht. Gleichung 4.12 ergibt sich zu
xi ✏ s  li rmax
m
di , (4.13)
wobei rmax der maximal mögliche Radius und rmaxm der Abstand zweier benachbarter Punkte auf
dem Strahl ist. Zusammen mit der Anzahl an Strahlen bestimmt Letzteres die bestenfalls erreichbare
Segmentierungsgenauigkeit.
Die bildabhängige Energiefunktion EBild : r1, . . . ,msn ÞÑ R 0 ergibt sich aus der Summe von unären






















Kostenfunktion C hängt nur von dem durch den Strahl und den Radius gegebenen Ort und dem
Bild ab, notwendigerweise nicht jedoch von anderen Strahlen und deren Radien. Sie sei zunächst
unbekannt. Auf diese wird in späteren Abschnitten ausführlich eingegangen.
Die Modellierung der Glattheit kann auf unterschiedliche Art und Weise erfolgen und ist abhängig
von der Art der Optimierung. Da das Durchprobieren aller möglichen Belegungen l nicht eﬃzient
ist, muss ein Optimierungsverfahren verwendet werden, welches ggf. auf Optimalität verzichtet. Im
Folgenden werden verschiedene lokale und globale Optimierungsverfahren samt geeigneter Former-
haltung vorgestellt.
Lokale Optimierung mit Gradientenabstiegsverfahren: Eine populäre und zugleich ein-
fache Möglichkeit, die Formerhaltung zu modellieren, besteht darin, zu fordern, dass benachbarte
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Strahlen ähnliche Radien haben. Dies wurde schon in [67] und bei der in Abschnitt 4.1.2 vorgestell-
ten 2D-Segmentierung verwendet. Dort wurde dies durch Gleichung 4.11 sichergestellt. Die Folge ist,
dass das Objekt als lokal kugelförmig angenommen wird. Im 3D-Fall ist diese Art der Formerhaltung
durch die paarweisen Kosten Ci,j♣li, ljq benachbarter Strahlen i, j gegeben:





Der Exponent α ➙ 1 erlaubt eine überproportianale Bestrafung hoher Radieniﬀerenzen benachbarter
Strahlen und λ entspricht den Kosten, die bei einer Radiendiﬀerenz von 1 mm zugeordnet werden.







Ci,j♣li, ljq , (4.17)
wobei N ♣iq der Menge der benachbarten Strahlen des Strahls i entspricht.
Das zu minimierende Gesamtenergiefunktional setzt sich dann analog zur Gleichung 3.4 aus Bild-
energie und Formerhaltungsenergie zusammen:








Ci,j♣li, ljq . (4.19)
Da dieser Energieterm nur unäre (Ci) und paarweise (Ci,j) Kostenterme enthält, kann das Problem
durch ein Markov Random Field (MRF) beschrieben werden, für das viele eﬃziente Energiemini-
mierungsalgorithmen existieren. Da der eigentliche Wert für die Energie bei der Minimierung nicht
relevant ist, muss Gleichung 4.19 nicht ausgewertet werden. Daher müssen mögliche numerische Pro-
bleme bei der Addition vieler kleiner Zahlen für eine hohe Anzahl von Strahlen und damit Summanden
nicht beachtet werden.
Im einfachsten Fall erfolgt die Energieminimierung durch ein Gradientenabstiegsverfahren. Dabei wird
ausgehend von einer Startbelegung l0 immer mit kleinen Schrittweiten ∆ in negativer Richtung des
Gradienten des Energiefunktionals gegangen, bis Konvergenz erreicht ist. Die Iterationsvorschrift der
k-ten Iteration ist durch
lk ✏ lk✁1 ✁∇E♣lk✁1q (4.20)
gegeben. Die partiellen Ableitungen des Energiefunktionals ❇E❇li setzten sich aus der Summe der par-
tiellen Ableitungen des Bildenergieterms und der des Formerhaltungsenergieterms zusammen. Wo-
hingegen letztere einfach analytisch bestimmt werden können, ist dies bei dem Bildenergieterm nicht




 ♣l1, . . . , li   1, . . . , lnqT ✟✁ EBild  ♣l1, . . . , li ✁ 1, . . . , lnqT ✟
2
(4.21)
✏ Ci♣li   1q ✁ Ci♣li ✁ 1q
2
. (4.22)
Die initiale Belegung l0 wird dadurch bestimmt, dass für jeden Strahl unabhängig derjenige Radius






Abbildung 4.5.: Durch den Belief-Propagation-Algorithmus werden zwischen benachbarten Strahlen
(rot) Nachrichten ausgetauscht. Die Belegung eines Strahls hängt sowohl von den
bildbasierten Kosten des Strahls als auch von eingehenden Nachrichten ab.
Der große Vorteil dieses Optimierungsverfahrens ist das günstige Laufzeitverhalten. Da es sich al-
lerdings um ein lokales Optimierungsverfahren handelt, hängt die erreichbare Segmentierungsgenau-
igkeit zum einen von der Initialisierung und zum anderen von dem Energiefunktional ab. Je näher
die Initialisierung an dem globalen Minimum und je wenige lokale Minima die Zielfunktion aufweist,
desto bessere Ergebnisse werden erwartet. Besonders durch das inhomogene umliegende Gewebe ist
eine gutartige Zielfunktion allerdings nicht zu erwarten. Dennoch verwenden Barbu et al. in ihrem
Radialstrahl-basierten Verfahren [67] ein Gradientenabstiegsverfahren zum Finden der Belegung.
Globale Optimierung mit Belief-Propagation: Ein Optimierungsverfahren, welches oft für
Energien der Form aus Gleichung 4.19 verwendet wird und nicht die Nachteile eines lokalen Opti-
mierungsverfahrens hat, ist Belief-Propagation [42] (BP).
Dabei wird jeder möglichen Belegung li P r1, . . . ,ms des Strahls i eine Wahrscheinlichkeit zugeordnet,
die sich zunächst nur aus den unären Kosten Ci♣liq ergibt. Abhängig von dieser Wahrscheinlichkeit
sendet jeder Strahl zu seinen Nachbarstrahlen j P N ♣iq für jede mögliche Belegungskombination
♣li, ljq eine Nachricht, die sich aus der eigenen Wahrscheinlichkeit und den durch die Formerhaltung
gegebenen paarweisen Übergangskosten Ci,j♣li, ljq zusammensetzt. Aus den Nachrichten, die ein
Strahl erhält und den aktuellen eigenen Wahrscheinlichkeiten werden letztere neu berechnet (vgl.
Abbildung 4.5). Dieser Vorgang wird iterativ fortgesetzt. Abschließend wird für jeden Strahl i diejenige
Belegung li mit der größten Wahrscheinlichkeit gewählt.
Sind die Nachbarschaften so gewählt, dass keine Zyklen entstehen, ist Optimalität garantiert. Ein Bei-
spiel dafür ist das in Abschnitt 4.1.2 vorgestellte Radialstrahl-basierte 2D-Segmentierungsverfahren,
wo BP äquivalent zu der dort verwendeten dynamischen Programmierung ist. In dem 3D-Fall treten
allerdings Zyklen auf und Optimalität kann nicht garantiert werden. Dennoch erzielt BP auch dann
in vielen Fällen sehr gute Ergebnisse.
BP bietet viele Vorteile. Eine Initialisierung ist nicht notwendig und die Wahrscheinlichkeit in einem
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(a) Ein Knoten pro diskretem
Punkt auf jedem Strahl + Quelle
(blau) und Senke (grün)
(b) Die Intra-Strahl-Kanten verbin-
den die Knoten auf einem Strahl
(c) Die Inter-Strahl-Kanten ver-
binden benachbarte Strahlen und
sorgen damit für Formerhaltung.
∆ entspricht der maximal mögli-
chen Radiendiﬀerenz benachbarter
Strahlen.
Abbildung 4.6.: Prinzipieller Ablauf der Grapherzeugung veranschaulicht für den 2D-Fall mit Former-
haltungsparameter ∆ ✏ 2
lokalen Minimum zu landen, welches weit entfernt von dem globalen Minimum ist, ist deutlich
geringer als bei einem lokalen Optimierungsverfahren. Darüber hinaus eignet sich BP innerhalb eines
Iterationsschritts sehr gut zur Parallelisierung. Durch den iterativen Charakter des Verfahrens können
die zugrundeliegenden Kosten Ci♣liq auch während der Berechnung geändert werden. Dies wird in
der in Abschnitt 4.1.8 vorgestellten Erweiterung zur interaktiven Segmentierung ausgenutzt.
Globale Optimierung mit Graph-Cut: Ein weiteres globales Optimierungsverfahren, das
sich im Kontext der Radialstrahl-basierten Segmentierung eignet, ist Graph-Cut [41] (GC). Es kann
einen optimalen Schnitt und damit eine geschlossene Oberﬂäche zwischen dem Saatpunkt und den
äußersten Punkten eines jeden Strahls ﬁnden. Diese Art der Oberﬂächenﬁndung wurde zunächst
in [94] für allgemeine Oberﬂächen vorgestellt und anschließend in [91] und [93] zur Radialstrahl-
basierten Segmentierung von Gliomen bzw. Lymphknoten verwendet (vgl. Abschnitt 3.1.5).
Der zugrundeliegende knotengewichtete gerichtete Graph besteht aus einem Knoten Vi,j für jeden
Punkt j auf jedem Strahl i und zwei weiteren ausgezeichneten Knoten Quelle und Senke (siehe Abbil-




Ci♣jq ; j ✏ 1
Ci♣jq ✁ Ci♣j ✁ 1q ; 2 ↕ j ↕ m . (4.24)
Die Kanten setzen sich aus Intra-Strahl- und Inter-Strahl-Kanten zusammen. Die Intra-Strahl-Kanten
verbinden den j-ten Knoten auf jedem Strahl mit dem j✁1-ten Knoten. Zusätzlich wird der Quellenk-
noten mit allen äußersten Knoten und der Knoten des Saatpunkts mit dem Senkenknoten verbunden
(siehe Abbildung 4.6(b)).
Die Formerhaltung wird nicht mehr, wie bei den vorangegangen Optimierungsverfahren, durch Glei-
chung 4.17 gegeben, sondern wird durch die Inter-Strahl-Kanten modelliert (siehe Abbildung 4.6(c)).
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(a) In der Original-CT-Aufnahme
wird nur ein kleiner Intensitätsbe-
reich für Weichteilgewebe verwen-
det.
(b) Intensitätskorrigiert, alle In-
tensitäten außerhalb des Intervalls
r✁100, 260s HU werden herausgeﬁl-
tert.
(c) Die Grenzen anderer Strukturen
weisen eine deutlich höhere Bildgra-
dientenstärke als die Lymphknoten-
grenze auf
Abbildung 4.7.: Lymphknoten neben einem kontrastverstärkten Gefäß (rechts oben), Fettgewebe
(darunter) und anderem Weichteilgewebe (links). Eine Referenzsegmentierung ist
in grün eingezeichnet.
Der j-te Knoten eines jeden Strahls i wird dazu mit dem Knoten max♣1, j ✁∆q aller benachbarter
Strahlen verbunden. Der Parameter ∆ bestimmt den Grad der Glattheit der entstehenden Oberﬂä-
chen. Für ∆ ✏ 0 werden nur Kugeln um den Saatpunkt s erlaubt. Größere ∆ erhöhen die mögliche
Flexibilität. Im Gegensatz zu der durch Gleichung 4.17 beschriebenen Formerhaltung werden nicht
alle Übergänge benachbarter Strahlen erlaubt. Diejenigen, die erlaubt sind, haben allerdings alle
dieselben Kosten.
Auf diesem Graph bestimmt dann der Min-Cut/Max-Flow Algorithmus von Boykov und Kolmogo-
rov [141] denjenigen Schnitt zwischen Quelle und Senke, welcher zu den geringsten kumulierten
Kosten unter Beachtung der geforderten Glattheit führt.
Auch dieses Verfahren benötigt keine Initialisierung. Die erhaltene Lösung ist optimal, allerdings
wurde die weiche Formerhaltung aus Gleichung 4.17, welche eine geringe Radiendiﬀerenz bevorzugt,
durch eine harte Randbedingung ersetzt, welche maximal eine Radiendiﬀerenz von ∆ zulässt.
4.1.5. Bildgradientenbasierte Kostenfunktionen
Nachdem in den vorangegangenen Abschnitten auf des generelle Segmentierungsverfahren, die For-
merhaltung und mögliche Optimierungsverfahren eingegangen wurde, widmen sich die nächsten Ab-
schnitte dem wohl wichtigsten, aber in der Literatur notorisch vernachlässigsten Aspekt der bild-
abhängigen Kostenfunktion C : R3 ÞÑ R 0 . Diese soll abhängig von dem zu segmentierenden Bild
I : R3 ÞÑ R einem Ort x P R3, möglichst geringe Kosten zuordnen, falls dieser sich auf der Lymph-
knotenoberﬂäche beﬁndet und andernfalls möglichst hohe Kosten. Wie bereits erläutert, kann die
Kostenfunktion die Diskontinuität an der Objektgrenze und die bekannte Beschaﬀenheit im Inneren
des Lymphknotens ausnutzen. Dieser Abschnitt beschäftigt sich mit Ersterem.
Diskontinuität an der Objektgrenze äußert sich durch eine lokal höhere Bildgradientenstärke als in
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(a) Logarithmische Gradientenstärke (b) Richtungsgewichtete logarithmi-
sche Gradientenstärke
(c) Lokale Gradientenstärkemaxima
Abbildung 4.8.: Bildgradientenbastierte Kostenfunktionen im Vergleich
der Umgebung. Hohe Bildgradientenstärken treten natürlich auch an den Grenzen anderer Objekte
auf und können dort – wie z.b. im Übergang von Knochen auf Weichteilgewebe – deutlich stärker
ausfallen (siehe Abbildung 4.7(c)). Daher muss bei der Wahl der Kostenfunktion darauf geachtet
werden, dass hohe Bildgradientenstärken zu geringen Kosten führen, sehr hohe Bildgradientenstärken
allerdings nicht zu unverhältnismaßig niedrigen Kosten führen, um eine fälschliche Anpassung an
andere, kontrastreichere umliegende Strukturen zu verhindern.
Da in CT-Aufnahmen der Grauwertbereich von Lymphknoten bekannt ist (siehe Abschnitt 2.1.3),
kann dieses Wissen verwendet werden, um Bildgradienten in anderen Grauwertbereichen auszuschlie-
ßen. Dies geschieht durch die Anwendung folgender Transferfunktion auf das Intensitätsbild I:
I¯♣xq ✏
✩✫✪
Imin ; I♣xq ➔ Imin
Imax ; I♣xq → Imax
I♣xq ; sonst
. (4.25)
Das Intervall rImin, Imaxs gibt den für den Übergang von Lymphknoten zu umliegenden Gewebe rele-
vanten Bildintensitätsbereich vor. Dieses wird ad hoc auf das Intervall r✁100, 260s festgelegt, so dass
das Zentrum des Intervalls der durchnittlichen Lymphknotenintensität entspricht (siehe Abbildung
2.5). Die Größe des Intervalls wurde so gewählt, dass alle innerhalb der Lymphknoten vorkommende
Bildintensitäten und ein großer benachbarter Intensitätsbereich enthalten sind, nicht jedoch grund-
sätzlich verschiedene Gewebstypen wie Knochen oder Luft (siehe Abbildung 4.7(b)).
Besonders durch den Partialvolumeneﬀekt kann es sein, dass die durch die Referenzsegmentierung
gegebene Kontur systematisch von lokalen Bildgradientenstärkenmaxima abweicht. Um dem entge-
genzuwirken, wird ähnlich zu [82] der Parameter δ eingeführt, welcher abhängig vom Saatpunkt s
die Position x folgendermaßen korrigiert:
x¯ ✏ x  δ ☎ x✁ s⑤x✁ s⑤ . (4.26)










(a) Intensitätstransferfunktion (b) Beispiel nach Anwendung der Trans-
ferfunktion
Abbildung 4.9.: Nach Anwendung der hier dargestellten Intensitätstransferfunktion weist Lymphkno-
tengewebe die höchsten Bildintensitäten auf. Bildgradienten des transformierten In-
tensitätsbildes am Rand eines Lymphknotens zeigen folglich immer in Richtung des
Lymphknotens.
Logarithmische Gradientenstärke: Eine einfache Möglichkeit, die gerade formulierten Anfor-
derungen zu erfüllen, basiert auf der logarithmischen Gradientenstärke:
CLogAbsGrad♣xq ✏ Cmax ✁ log
 
1  ✞✞∇  Gσ ✍ I¯♣x¯q✟✞✞✟ . (4.27)
Wie schon zuvor entspricht∇ dem Gradientenoperator, ✍ dem Faltungsoperator undGσ einem Gauss-
kernel der Varianz σ2. Die maximalen Kosten Cmax ✏ 5 wurden so gewählt, dass CLogAbsGrad♣xq → 0
stets gilt. In homogenen Bildbereichen sind die Kosten maximal und mit zunehmender Bildgradi-
entenstärke sinkt diese stetig, wobei durch die Logarithmisierung sehr starke Bildgradienten nur zu
unwesentlich geringeren Kosten als etwas schwächere Bildgradientenstärken führen (siehe Abbildung
4.8(a)). Freie Parameter, die nicht ad hoc festgelegt werden können, sind der Bildglättungsparameter
σ und die systematische Abweichung δ.
Richtungsgewichtete logarithmische Gradientenstärke: Neben der Bildgradientenstärke
ist es sinnvoll, auch die Bildgradientenrichtung einﬂießen zu lassen. Bei konturbasierten Verfahren
geschieht dies üblicherweise durch Projektion der Bildgradientenrichtung entlang der Konturnorma-
len [142][88]. Bei Radialstrahl-basierten Methoden ist allerdings zum Zeitpunkt der Kostenberechnung
keine Modellnormalenrichtung oder Ähnliches vorhanden. Ersatzweise kann aber auf die Richtung des
Radialstrahls d ✏ x✁s⑤x✁s⑤ zurückgegriﬀen werden, welche jedoch die Konturnormalenrichtung nur an-
nähert.
Ist das umliegende Gewebe dunkler (z.B. Fettgewebe), zeigt der Bildgradient an der Lymphknoten-
grenze in das Innere, bei hellerem umliegenden Gewebe (z.B. Knochen) in das Äußere. Um eine
konsistente Gradientenrichtung unter Beibehaltung der Gradientenstärke zu erhalten, wurde in [82]
die Plateau-Filterung (siehe Abbildung 3.6(a)) eingeführt, welche die Bildintensität so transforma-
tiert, dass Lymphknotengewebe die höchsten Bildintensitäten aufweist und somit alle Bildgradienten
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an der Lymphknotengrenze immer in das Innere des Lymphknotens zeigen (siehe Abbildung 4.9).
Um von diesem gewünschten Eﬀekt bei der Gradientenkostenberechnung proﬁtieren zu können, wird
Gleichung 4.25 entsprechend modiﬁziert:
I¯♣xq ✏
✩✬✬✫✬✬✪
Imin ; I♣xq ➔ Imin
Imin ; I♣xq → Imax
Imax   Imin ✁ I♣xq ; Imax✁Imin2 ➔ I♣xq ↕ Imax
I♣xq ; sonst
. (4.28)




Cmax ; ❂ ♣I✶♣xq,✁dq ➙ 90✆
Cmax ✁ log ♣1  ⑤I✶♣xq⑤q ☎ cos♣❂♣I
✶♣xq,✁dqq
cos γ
; γ ➔ ❂ ♣I✶♣xq,✁dq ➔ 90✆
Cmax ✁ log ♣1  ⑤I✶♣xq⑤q ; ❂ ♣I✶♣xq,✁dq ↕ γ
, (4.29)
wobei I✶♣xq ✏ ∇  Gσ ✍ I¯♣x¯q✟ dem Bildgradienten entspricht. Eine ähnliche Fallunterscheidung wurde
bereits in [88] verwendet und hat zur Folge, dass Bildgradienten, die bis zu einem Winkel von γ von
der Richtung d des Radialstrahls abweichen, mit vollem Gewicht in die Kostenberechnung einﬂießen.
Dies ist insbesondere bei Radialstrahl-basierten Verfahren von Vorteil, da die Kontur in vielen Fällen
nicht orthogonal zum Strahl verläuft. Bildgradienten mit einer höheren Winkelabweichung als γ
werden entsprechend weniger stark gewichtet und Bildgradienten, die gar entgegengesetzt zum Strahl
verlaufen, werden, wie homogene Strukturen auch, mit maximalen Kosten bewertet. Dadurch werden
Übergänge des umliegenden Gewebes in andere Strukturen unterdrückt (siehe Abbildung 4.8(b)).
Auch der Übergang von etwaigem zentralen nekrotischen Gewebe in das Lymphknotengewebe, wo eine
beträchtliche Bildgradientenstärke vorliegen kann, wird unterdrückt, weil hier die Gradientenrichtung
in entgegengesetzte Richtung zeigt.
Freie Parameter sind, wie bei der rein auf gradientenstärkebasierten Kostenfunktion auch, der Bild-
glättungsparameter σ und die systematische Abweichung δ. Zusätzlich kommt der Winkel γ hinzu.
Lokale Gradientenstärkemaxima: Die bisher vorgestellten bildgradientenbasierten Kosten-
funktionen hängen nach wie vor von der Bildgradientenstärke ab, obwohl es keine theoretische Recht-
fertigung dafür gibt, dass ein stärkerer Bildgradient eher als ein schwächerer Bildgradient an der Ob-
jektgrenze eines Lymphknotens auftritt. Einen interessanten Ansatz, um komplette Unabhängigkeit
von der Bildgradientstärke zu erreichen, wurde in [93] vorgestellt und basiert auf lokalen Extrema.
Dies soll hier aufgegriﬀen werden. Entlang des Strahls der Richtung d ✏ x✁s⑤x✁s⑤ werden zunächst die
richtungsgewichteten Gradienten ähnlich zu Gleichung 4.29 berechnet:
Gj ✏
✩✬✫✬✪




; γ ➔ ❂ ♣I✶♣xjq,✁dq ➔ 90✆
⑤I✶♣xjq⑤ ; ❂ ♣I✶♣xjq,✁dq ↕ γ
, (4.30)
wobei xj ✏ s   j rmaxm d dem j-ten Punkt auf dem Strahl entspricht. Anschließend wird daraus die













T1 0.56 mm, 0.13 0.38 mm, 0.12, 33.80✆ 0.37 mm, 0.12, 33.80✆
T2 0.58 mm, 0.13 0.34 mm, 0.08, 36.10✆ 0.34 mm, 0.08, 36.10✆
T3 0.60 mm, 0.13 0.37 mm, 0.13, 32.66✆ 0.36 mm, 0.13, 33.23✆
Tabelle 4.1.: Die optimalen Parameter ♣δ, σq bzw. ♣δ, σ, γq der bildgradientenbasierten Kostenfunk-
tionen wurden durch den Simplex-Optimierungs-Algorithmus für die verschiedenen Test-
mengen der Kreuzvalidierung bestimmt.












wobei der Gausskernel mit Standardabweichung ψ ✏ 0.5 mm eine örtliche Unsicherheit modelliert.
Unabhängig von der Bildgradientenstärke sind die Kosten an den lokalen Maxima minimal (siehe
Abbildung 4.8(c)).
Freie Parameter sind, wie bei der vorherigen Kostenfunktion auch, der Bildglättungsparameter σ, die
systematische Abweichung δ und der Winkel γ.
Bestimmung der Parameter: Anhand der gegebenen Referenzsegmentierungen werden nun
die freien Parameter σ, δ und ggf. γ der beschriebenen bildgradientenbasierten Kostenfunktionen
durch ein Optimierungsverfahren bestimmt. Aus jeder Referenzsegmentierung wird zunächst der Re-
ferenzradienvektor r✍ bestimmt, welcher für jeden Strahl den Referenzradius enthält. Dies geschieht,
indem ausgehend vom Saatpunkt s entlang des Strahls iteriert und der Ort des Übergangs y✍i aus
der Referenzsegmentierung detektiert wird: r✍i ✏ ⑤y✍i ✁ s⑤.
Für möglichst viele Strahlen sollte sich an diesen Stellen r✍i ein lokales Minimum der Kostenfunktion
beﬁnden und ansonsten möglichst wenig lokale Minima vorhanden sein. Das Vorliegen des globa-
len Minimums ist nicht zwingend erforderlich, weil zusammenhängende lokale Minima durch das
Einﬂießen von Formwissen über benachbarte Strahlen hinweg ein globales Minimum der Gesamtkos-
tenfunktion (siehe Gleichung 4.19) ergeben können. Darüber hinaus sind die später beschriebenen
intensitätsbasierten Kostenfunktionen eher dazu geeignet, eine globale Einschränkung zu geben. Den-
noch sollten die Kosten an den Referenzradien gering im Vergleich zu den umliegenden Kosten sein.
Die erste geforderte Eigenschaft, das Vorhandensein eines lokalen Kostenfunktionminimums am Rand





✩✫✪ 1 ; min❅aPLi ⑤a✁ r
✍
i ⑤ ➔ ǫ
0 ; min
❅aPLi
⑤a✁ r✍i ⑤ ➙ ǫ
, (4.33)
wobei die Menge Li alle lokalen Minima der Kostenfunktion Ci entlang des Strahls i enthält. Die
Fehlertoleranz wurde auf ǫ ✏ 0.5 mm festgelegt.
Die zweite geforderte Eigenschaft, eine möglichst geringe Anzahl an lokaler Kostenfunktionsminima
außerhalb des Referenzsegmentierungsrandes, kann durch die durchschnittliche Anzahl der lokalen
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Die dritte geforderte Eigenschaft, vergleichsweise geringe Kosten am Referenzsegmentierungsrand,
















wobei der Nenner den durchschnittlichen Kosten entlang des Strahls i entspricht.
Für eine gegebene Menge T von Intensitätsbildern mit dazugehörigen Saatpunkten und Referenzseg-
mentierungen können alle drei Koeﬃzienten als Funktion νT ♣θq, ηT ♣θq bzw. ξT ♣θq der Energiepara-
meter θ ✏ ♣σ, δq bzw. θ ✏ ♣σ, δ, γq aufgefasst werden, welche den durchschnittlichen Koeﬃzienten
über diese Menge ausdrücken. Nun sollen die optimalen Parameter θ✍T gefunden werden, also dieje-
nigen, die νT ♣θq maximieren:
θ✍T ✏ argmax
❅θ
νT ♣θq . (4.36)
Um ein lokales Optimierungsverfahren verwenden zu können, muss die Zielfunktion als gutartig an-
gonmmen werden. Sie muss also ein wohldeﬁniertes Maximum haben und in einem großeren Bereich
um dieses Maximum herum konvex sein. Durch später beschriebene Experimente lässt sich begrün-
det vermuten, dass diese Annahme tatsächlich zutriﬀt. Zum einen weist die erschöpfende Suche
im Parameterraum in Abbildung 4.14 eine entsprechende Charakteristik auf und zum anderen wer-
den erweisen sich die gefundenen optimalen Parameter für die unterschiedlichen Trainingsmengen der
Kreuzvalidierung (siehe Abschnitt 5.1.1) als ähnlich (siehe Tabelle 4.1). Bei Funktionen mit mehreren
lokalen Minima wäre dies i.d.R. nicht gegeben.
Das klassische Gradientenabstiegsverfahren oder ähnliche auf dem Gradienten der Zielfunktion basie-
rende Optimierungsverfahren können jedoch nicht verwendet werden, weil eine analytische Berech-
nung dessen nicht praktikabel ist. Stattdessen wird hier der Simplex-Algorithmus [143] verwendet,
welcher sich dadurch auszeichnet, dass er die partiellen Ableitungen der Zielfunktion nicht benötigt.
Um zu verhindern, dass die Parameter σ und γ ihren Wertebereich verlassen und um gleichzeitig zu
erreichen, dass ein potentiell größerer Wertebereich abgedeckt wird, ﬁndet eine Parametersubstitution
statt:
σ ✏ σ0 ☎ 2σ✶ , (4.37)
γ ✏ α0 ☎ 2γ✶ . (4.38)
So ist sichergestellt, dass σ und γ stets positiv sind. Eine Erhöhung (Verringerung) von σ✶ um 1
führt zu einer Verdopplung (Halbierung) von σ. Bei dem Parameter δ ist dies nicht nötig, weil eine
systematische Abweichung sowohl positiv, als auch negativ sein kann. Initial wurden die Parameter
auf σ0 ✏ 0.5 mm (ad hoc), γ0 ✏ 30✆ (analog zu [88]) und δ0 ✏ 0 mm (kein systematischer Fehler)
gesetzt. Der initiale Simplex wurde auf ♣1, 1, 1q gesetzt. Die Anzahl der Strahlen wird mit ca. 6500
auf einem sehr hohen Wert festgelegt. Im Zuge der Kreuzvalidierung wurde das Verfahren auf alle
drei Trainingsmengen angewendet. Die erhaltenen Parameter sind in Tabelle 4.1 zu sehen. Erfreu-









lok. Erfolgsrate ν 0.64✟ 0.11 0.66✟ 0.08 0.65✟ 0.09
Anzahl Lok. Min. η 11.38✟ 2.55 9.31✟ 1.93 9.64✟ 2.11
Rel. Kosten ξ 0.24✟ 0.17 0.34✟ 0.15 0.52✟ 0.15
Tabelle 4.2.: Durchschnitt und Standardabweichung der Koeﬃzienten der auf den bildgradientenba-
sierten Kostenfunktionen mit optimierten Parametern
systematische Abweichung zwischen der Referenzkontur und Orten mit lokalen Bildgradientenstär-
kemaxima vorliegt.
Anschließend wurden die Koeﬃzienten ν, ξ und η auf den Testmengen der Kreuzvalidierung (siehe
Abschnitt 5.1.1) berechnet. Durchschnitt und Standardabweichung sind in Tabelle 4.2 eingetragen.
Bei lokaler Erfolgsrate und Anzahl der lokalen Maxima erzielen die richtungsgewichtete logarithmi-
sche Gradientenstärke und die lokalen Gradientenstärkemaxima die besten Werte. Bei den relativen
Kosten ist dies hingegen die logarithmische Gradientenstärke gefolgt von der richtungsgewichteten
logarithmischen Gradientenstärke.
4.1.6. Intensitätsbasierte Kostenfunktionen
Bildgradientenbasierte Kostenfunktionen sind zwar in der Lage, die Objektgrenze zu modellieren,
sie können jedoch nichts über die Beschaﬀenheit im Inneren des Objektes aussagen. So kann es
bspw. passieren, dass mehrere aneinander angrenzende Objekte als ein einzelnes Objekt von einem
Segmentierungsalgorithmus identiﬁziert werden. Bei der Analyse des Inneren würde man diese feh-
lerhafte Segmentierung allerdings feststellen können. Daher ist es sinnvoll, schon von Anfang an
die Beschaﬀenheit im Inneren des Lymphknotens in den Segmentierungsprozess einzubeziehen. Dies
geschieht mittels intensitätsbasierter Kostenfunktionen. Im Folgenden werden drei Kostenfunktio-
nen, davon eine Standardkostenfunktion, eine aus aktueller Literatur entnommene und eine in dieser
Arbeit neu entwickelte Kostenfunktion, motiviert und beschrieben.
Homogenität: Wie bereits in Abschnitt 2.1.3 beschrieben, ist das Innere von gutartigen Lymph-
knoten ziemlich homogen. Die Grauwerte im Inneren sind um 80 HU näherungsweise gaussverteilt.
Die Standardabweichung beträgt lediglich 20 HU. Diese Homogenität kann in eine intensitätsbasier-
te Kostenfunktion einﬂießen. Entlang eines Strahls wird im Inneren des Lymphknotens eine deutlich
geringere Varianz erwartet als für Bereiche des Strahls, die die Lymphknotengrenze überschreiten.








♣Gσ ✍ I♣p¯kq ✁ µjq2
☛
(4.39)





♣I♣Gσ ✍ p¯kqq die durschnittliche Intensität ist. Der Term hängt also direkt von der Varianz
der Grauwerte vom Saatpunkt bis zum Kandidaten ab (siehe Abbildung 4.10(a)). Die Faltung mit
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(a) Homogenität (b) Distanz zur detektierten Lymph-
knotengrenze
(c) Kumulierte Intensitäten
Abbildung 4.10.: Intensitätsbasierte Kostenfunktionen im Vergleich
dem Gausskernel Gσ erhöht die Toleranz gegenüber Rauschen und der Logarithmus sorgt dafür,
dass sich die Kosten an allen Stellen in derselben Größenordnung beﬁnden. Durch Letzteres ist
sichergestellt, dass einzelne Bereiche im Inneren des Lymphknotens, welchen fälschlicherweise hohe
Intensitätskosten zugeordnet wurden, durch die bildgradientenbasierten Kostenfunktionen oder durch
die Übergangskosten dennoch korrekt segmentiert werden können.
Bei dieser Kostenfunktion beachte man allerdings, dass die Homogenitätsannahme im Inneren des
Lymphknotens nur für gesunde Lymphknoten gilt. Lymphknoten mit zentralem nekrotischen Gewebe
erfüllen diese Annahme hingegen nicht, weil das nekrotische Gewebe im CT etwas dunkler abgebil-
det wird (im Bereich um ca. 10 HU). Im Vergleich zum umliegenden Gewebe, wie z.B. Knochen
oder kontrastverstärkten Gefäßen fällt diese Inhomogenität jedoch klein aus, d.h. dass im Inneren
des Lymphknotens eine geringe Homogenität herrscht, diese aber dennoch höher als die Homoge-
nität außerhalb des Lymphknotens ist. Freie Parameter sind der Bildglättungsparameter σ und die
systematische Abweichung δ.
Distanz zur mutmaßlichen Lymphknotengrenze: Wie bereits beschrieben, sind die Bildin-
tensitäten im Inneren des Lymphknoten bekannt. Dieses Wissen kann zur Deﬁnition einer Kosten-
funktion direkt herangezogen werden. Für jeden Strahl wird zunächst derjenige Index y identiﬁziert,




j, j P I ðñ j → l ❫Gσ ✍ I♣p¯jq ❘ rImin, Imaxs . (4.40)
Der Punkt pl ist dabei derjenige, dessen Intensität sich vom Saatpunkt ausgehend als erstes innerhalb
des Intensitätsintervalls beﬁndet (siehe Abbildung 4.11). Auf diese Art und Weise werden, unter der
Annahme, dass der Saatpunkt sich im Inneren von etwaigem nekrotischen Gewebe beﬁndet, auch
Lymphknoten mit zentralem nekrotischen Gewebe unterstützt. Der so bestimmte Punkt py kann nun
als die, aufgrund der Bildintensitäten, wahrscheinlichste Lymphknotengrenze angesehen werden. Das
Lymphknotenintensitätsintervall wurde auf r43, 119s festgelegt. Nach der Analyse in Abschnitt 2.1.3
entspricht dies einer Abdeckung von 95% aller im Inneren von nicht-nekrotischen Lymphknoten
vorkommenden Intensitätswerte. Die geringeren Bildintensitäten von nekrotischem Gewebe werden
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Abbildung 4.11.: Mutmaßliche Lymphknotenkontur aufgrund der Intensitätswerte entlang der Radi-
alstrahlen (rot) im Vergleich zur Referenzsegmentierung (grün)
an dieser Stelle nicht mehr betrachtet, weil dieses zentral angenommen wurde und somit schon durch
den Start der Detektion am l-ten Punkt abgedeckt ist.
Die Kosten aller Punkte des Strahls werden dann abhängig von dem Abstand zu diesem Punkt









Diese Kostenfunktion ist fast identisch mit der in [67] formulierten Kostenfunktion. Der Hauptunter-
schied besteht in der Bestimmung von y, welches dort auf eine deutlich einfachere Weise bestimmt
wird: Es ist der erste Punkt entlang des Strahls, dessen Bildintensität um mehr als 50 HU von der
des Saatpunkts abweicht. Freie Parameter sind, wie in der zuvor beschriebenen Kostenfunktion, der
Bildglättungsparameter σ und die systematische Abweichung δ.
Kumulierte Intensitäten: Die gerade beschriebene Kostenfunktion wächst mit der Distanz zur
mutmaßlichen Lymphknotengrenze. Dies hat den Nachteil, dass Objektgrenzen, welche z.B. aufgrund
von geringem Kontrast zu Nachbarstrukturen nicht detektiert werden konnten oder durch Rauschen
falsche Grenzen innerhalb des Lymphknotens detektiert werden, zu sehr hohen Kosten an der tatsäch-
lichen Lymphknotengrenze führen können, die möglicherweise nicht von anderen Kostenfunktionen
oder vom Formwissen ausgeglichen werden können. Daher ist es sinnvoll, die Kostenfunktion so zu
erweitern, dass innerhalb des Lymphknotens keine Kosten entstehen und außerhalb die Kosten mit
dem Abstand der Bildintensität zum Intervall rImin, Imaxs und der Distanz zur mutmaßlichen Lymph-







I♣p¯kq ✁ Imax ; I♣p¯kq → Imax
Imin ✁ I♣p¯kq ; I♣p¯kq ➔ Imin
0 ; sonst
☞✌ (4.42)
erreicht werden. Abbildung 4.12 illustriert den Kostenverlauf beispielhaft entlang eines Strahls. Das
dieser Kostenfunktion zugrunde liegende Prinzip hat sich bereits zur 2D-Segmentierung von Lymph-
knoten bewährt (vgl. Abschnitt 4.1.2). Das Intensitätsintervall wird wie bei der zuvor beschriebenen
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(a) Grauwertproﬁl entlang des Strahls
(b) Kostenproﬁl entlang des Strahls
Abbildung 4.12.: Darstellung der kumulierten Intensitäten beispielhaft entlang eines Strahls (blau).
Die vertikale grüne Linie entspricht der tatsächlichen Lymphknotengrenze, die ho-
rizontalen roten Linien markieren das bekannte Bildintensitätsintervall.
Kostenfunktion ebenfalls auf r43, 119s festgelegt und auch nekrotisches Gewebe wird auf dieselbe
Art und Weise unterstützt: Das Kumulieren beginnt erst ab dem l-ten Punkt, welcher der erste ent-
lang des Strahls ist, dessen Bildintensität sich innerhalb des vorgegebenen Intervalls beﬁndet. Wie
zuvor sind die einzigen beiden freien Parameter der Bildglättungsparameter σ und die systematische
Abweichung δ.
Bestimmung der Parameter: Wie bei den bildgradientenbasierten Kostenfunktionen hat die
Wahl der freien Parameter einen entscheidenden Einﬂuss auf das Segmentierungsergebnis. Jedoch
steht bei den intensitätsbasierten Kostenfunktionen weniger die genaue Lokalisierung der Lymph-
knotengrenze im Vordergrund, sondern das globale Ausschließen von Bereichen, welche aufgrund der
Intensitätswerte im Inneren nicht zu dem zu segmentierenden Lymphknoten gehören können. Der zu
































Homogenität Distanz zur mutmaßlichen
Lymphknotengrenze
Kumulierte Intensitäten
T1 0.23 mm, 2.19 0.67 mm, 0.24 0.81 mm, 0.24
T2 0.31 mm, 2.16 0.60 mm, 0.22 0.78 mm, 0.22
T3 0.21 mm, 2.20 0.64 mm, 0.26 0.81 mm, 0.24
Tabelle 4.3.: Die optimalen Parameter ♣δ, σq der bildintensitätsbasierten Kostenfunktionen wurden
durch den Simplex-Optimierungs-Algorithmus für die verschiedenen Testmengen der
Kreuzvalidierung bestimmt.
Homogenität Distanz zur mutmaßlichen
Lymphknotengrenze
Kumulierte Intensitäten
glob. Erfolgsrate ν✶ 0.06✟ 0.07 0.54✟ 0.22 0.43✟ 0.24
Rel. Kosten ξ 0.35✟ 0.15 0.26✟ 0.22 0.08✟ 0.07
Distanz zu glob. Min.ζ 3.85✟ 2.55 2.77✟ 2.55 2.63✟ 2.58
Tabelle 4.4.: Durchschnitt und Standardabweichung der Koeﬃzienten für die bildintensitätsbasierten
Kostenfunktionen mit optimierten Parametern
Dies steht im Gegensatz zur lokalen Erfolgsrate (vgl. Gleichung 4.33), welche bei den bildgradien-
tenbasierten Kostenfunktionen maximiert wurde. Zusätzlich wurde die Fehlertoleranz mit ǫ ✏ 1 mm
etwas höher gesetzt. Der Optimierungsprozess ist ansonsten derselbe und wird wie zuvor auch schon
im Zuge der Kreuzvalidierung auf alle drei Trainingsmengen (siehe Abschnitt 5.1.1) unabhängig an-
gewendet. Es kommen ein Simplex-Optimierungsverfahren und die Parametersubstitution des Bild-
glättungsparameters σ zum Einsatz. Die optimalen Parameter sind in Tabelle 4.3 vermerkt. Auch
hier sind die erhaltenen Werte für alle drei Trainingsmengen konsistent.
Auf den Testmengen wurden auch für diese Kosten aussagekräftige Koeﬃzienten berechnet. Neben
der globalen Erfolgsrate ν✶ und der in Gleichung 4.35 deﬁnierten relativen Kosten ξ ist dies auch der















in mm gegeben ist. Der letztere Koeﬃzient ist ein Maß für die Güte der globalen Lokalisation der
Kostenfunktion. Da dies im Vordergrund steht, wurde auf die Berechnung der durchschnittlichen
Anzahl an lokalen Minima η verzichtet. Die Ergebnisse sind in Tabelle 4.4 eingetragen.
Aufgrund dieser Werte können für die Kostenfunktionen folgende Aussagen getroﬀen werden. Durch
die geringe Erfolgsrate, hohen relativen Kosten an der tatsächlichen Lymphknotengrenze und der
hohen Distanz zum globalen Minimum scheint die Homogenität im Inneren als exklusive Kostenfunk-
tion nicht geeignet zu sein. Die anderen beiden Kostenfunktionen zeigen ähnliche Charakteristiken,
wobei die kumulierten Intensitäten durch sehr geringe relative Kosten an der tatsächlichen Lymph-
knotengrenze herausstechen und leicht geringere Distanz von dem Referenzsegmentierungsrand zum
globalen Kostenminimum aufweisen.
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4.1.7. Parameterbestimmung
Die in dem vergangenen Abschnitt vorgestellten und untersuchten Kostenfunktionen sollen nun in
einem Radialstrahl-basierten Segmentierungsverfahren zum Einsatz kommen. Ziel dieses Abschnittes
ist es, die beste Kostenfunktionskombination zu identiﬁzieren und geeignete Gewichte der Kosten-
funktionen untereinander und die Parameter der formerhaltenden Kosten zu bestimmen. Als Gütekri-
terium dient der Index G P r0, 100s, welcher ein Maß für die Ähnlichkeit zwischen einer durch einen
Algorithmus erzeugten Segmentierung und einer Referenzsegmentierung ist (100 entspricht einer per-
fekten Überlappung, 75 entspricht der Qualität von manueller Segmentierung). Eine Deﬁnition dieses
Maßes ist in Abschnitt 5.1.1 zu ﬁnden.
Einzelne Kostenfunktionen: In einem ersten Schritt wird die Eignung der Kostenfunktionen
zur Radialstrahl-basierten Segmentierung von Lymphknoten jeweils für sich geprüft. Da unterschied-
liche Optimierungsverfahren mit unterschiedlichen Kostenfunktionen besser/schlechter als andere
zurechtkommen können, kommen alle drei in Abschnitt 4.1.4 beschriebenen Optimierungsverfahren
(Gradientenabstieg (GA), Belief Propagation (BP) und Graph Cut (GC)) mit zugehöriger Former-
haltung zum Einsatz.
Um den Einﬂuss der Kostenfunktion auf die Segmentierungsgüte möglichst unabhängig von allen
anderen Faktoren feststellen zu können, wurden möglichst viele Parameter konstant gesetzt. Für
GA und BP ist einzig und allein der Formerhaltungskostenparameter λ variabel, weil für diesen
Parameter oﬀensichtlich für unterschiedliche Kostenfunktionen unterschiedliche Werte zum besten
Segmentierungsergebnis führen. Bei der mit GC verwendeten Formerhaltung existiert ein solcher
Parameter nicht.
Die Anzahl der Strahlen wurde ad hoc auf etwas über 2000, die Anzahl der Punkte auf einem Strahl
auf m ✏ 120 und der maximale Radius auf rmax ✏ 30 mm festgelegt. Dies hat zur Folge, dass
Lymphknoten bis zu einem großen Durchmesser von 60 mm unterstützt werden und die maximale
Segmentierungsgenauigkeit bei rmax
m
✏ 0.25 mm liegt, was sich größenordnungsmäßig im Bereich der
üblichen Auﬂösung innerhalb von CT-Schichten beﬁndet.
Der Exponent der Formerhaltungskosten des GA- und des BP-Verfahrens wurde auf α ✏ 2 gesetzt.
Der Formerhaltungsparameter ∆ des GC-Verfahrens wurde folgendermaßen bestimmt: Aus dem Re-





✞✞r✍i ✁ r✍j ✞✞
rmax
s . (4.45)
∆ ✏ wurde dann so gewählt, dass 95% aller maximalen Diﬀerenzen ∆k abgedeckt werden können.
Für GA und BP soll nun der optimale Formerhaltungskostenparameter λ so bestimmt werden, dass
die mittlere Güte G¯T einer Trainingsmenge T maximiert wird. G¯T wird dabei folgendermaßen be-
stimmt: Der Segmentierungsalgorithmus wird auf jedes Element der Menge T angewendet, wobei
der Saatpunkt jeweils in den Schwerpunkt der Referenzsegmentierung gelegt wird. Anschließend wird
das Gütemaß G zwischen dem Segmentierungsergebnis und der Referenzsegmentierung berechnet.
G¯T ergibt sich dann zu dem Mittelwert der Gütemaße G und kann als Funktion des Formerhaltungs-
parameters λ aufgefasst werden. Die Bestimmung des optimalen Segmentierungsparameters λ✍ kann
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GA Abs. Grad. Richt. Grad. Lok. Max. Homogenität Distanz Kum. Int.
T1 50 100 50 100 2 0.09
T2 5.55 50 50 100 16.66 0.15
T3 33.33 7.69 50 100 7.14 0.12
Tabelle 4.5.: Die optimalen Formerhaltungskosten λ✍ der einzelnen Trainingsmengen der Kreuz-
validierung für die verschiedenen einzelnen Kostenfunktionen unter Verwendung des
Gradientenabstiegsverfahrens
BP Abs. Grad. Richt. Grad. Lok. Max. Homogenität Distanz Kum. Int.
T1 2.56 1.45 0.08 0.01 1.85 0.01
T2 1.96 1.12 0.07 0.01 2.04 0.01
T3 2.00 1.11 0.09 0.01 2.04 0.81
Tabelle 4.6.: Die optimalen Formerhaltungskosten λ✍ der einzelnen Trainingsmengen der Kreuzvali-
dierung für die verschiedenen einzelnen Kostenfunktionen unter Verwendung des Belief-
Propagation-Verfahrens
nun als Fuktionsmaximierungsproblem aufgefasst werden:
λ✍ ✏ argmax
❅λ
G¯T ♣λq . (4.46)
Unter der Annahme, dass die Zielfunktion gutartig ist, kann, wie schon zur Bestimmung der Kosten-
funktionsparameter, der Simplex-Algorithmus verwendet werden. Um einen großen Bereich abdecken
zu können und λ → 0 garantieren zu können, wurde die Parametersubstitution λ ✏ λ0 ☎ 2λ✶ angewen-
det. Der Startwert wurde auf λ0 ✏ 1 festgelegt, was einer Radienabweichung benachbarter Strahlen
i, j von 1 mm die Formerhaltungskosten Ci,j ✏ 1 zuordnet. Die initiale Größe des Simplex wurde
auf 1 festgelegt. Die Optimierung wurde für die drei Trainingsmengen separat für alle zuvor beschrie-
benen Kostenfunktionenen durchgeführt. Der optimale Parameter wurde für alle Kostenfunktionen
in Tabelle 4.5 für das Gradientenabstiegsverfahren bzw. in Tabelle 4.6 für das Belief-Propagation-
Verfahren eingetragen. Anschließend wurden die unterschiedlichen Optimierungsverfahren mit den
gefundenen Parametern zur Segmentierung aller Elemente der Testmengen angewendet und für jedes
Element die Segmentierungsgüte G bestimmt. Statistiken dazu sind in Tabelle 4.7 zu ﬁnden.
Bei den bildgradientenbasierten Verfahren eignet sich die richtungsgewichtete logarithmische Gradi-
entenstärke am besten. Beide globale Optimierungsverfahren (GC und BP) erzielen deutlich bessere
Werte als das Gradientenabstiegsverfahren, wobei GC mit 69.69 eine bessere durchschnittliche Seg-
mentierungsgüte als BP mit 57.88 erreichen kann. Dies muss allerdings nicht notwendigerweise an
dem Optimierungsverfahren liegen, sondern kann auch an den unterschiedlichen Arten der Former-
haltung liegen, deren Parameter bisher nur ad hoc festgelegt wurden und damit möglicherweise im
Falle von GC geeigneter sein könnten. Der Grund, weshalb GA so schlechte Werte liefert, ist ver-
mutlich auf eine schlechte Initialisierung und die daraus resultierende Konvergenz zu einem falschen
lokalen Minimum zurückzuführen. Die Initialisierung durch globale Minima der Kostenfunktion für
jeden Strahl ist damit bei den bildgradientenbasierten Kostenfunktionen ungeeignet. Dies ist auch
nicht weiter verwunderlich, weil starke Bildgradientenstärken an vielen Stellen im umliegenden Gewe-
be vorkommen. Globale Optimierungsverfahren benötigen keine Initialisierung und sind daher nicht
betroﬀen.
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GA BP GC
Abs. Grad. 5.38 33.74 27.21
Richt. Grad. 11.70 57.88 69.69
Lok. Max. Grad. 3.21 28.47 49.57
Homogenität 15.21 15.33 50.44
Distanz 33.74 55.31 15.99
Kum. Int. 33.71 22.77 45.06
Tabelle 4.7.: Durchschnittliche Segmentierungsgüte G¯ für die verschiedenen einzelnen Kostenfunk-
tionen der unterschiedlichen Segmentierungsverfahren
Die bildintensitätsbasierten Kostenfunktionen eignen sich in der Regel schlechter als die bildgradi-
entenbasierten Kostenfunktionen. GA bildet allerdings eine Ausnahme dazu, was zeigt, dass bildin-
tensitätsbasierte Kostenfunktionen besser in der Lage sind, die ungefähre Größe zu lokalisieren. Dies
entspricht der Konstruktionsabsicht. Unklar bleibt jedoch, weshalb BP bei der Distanz zur Lymph-
knotengrenze und GC bei der Homogenität eine herausstechend hohe Segmentierungsgüte erzielt.
Mit einer maximal erzielten durchschnittlichen Segmentierungsgüte von 69.69 für die richtungsge-
wichteten logarithmischen Gradientenstärke und GC, sind die erhaltenen Segmentierungsergebnisse
jedoch noch nicht zufriedenstellend. Im Vergleich zu manueller Segmentierung ist dieses Verfahren
immer noch um 7% schlechter. Daraus kann geschlossen werden, dass weder die Betrachtung von
Diskontinuität an der Objektgrenze, noch die Beschaﬀenheit im Inneren für sich ausreichend ist, um
Lymphknoten mit hoher Genauigkeit segmentieren zu können.
Kombination der Kostenfunktionen: Da weder bildgradientenbasierte noch intensitätsba-
sierte Kostenfunktionen für sich alleine zur Segmentierung von Lymphknoten geeignet sind, werden




ρ CiGrad♣liq   CiInt♣liq . (4.47)
Dabei wurde ein neuer Parameter ρ eingeführt, welcher den relativen Einﬂuss der bildgradienten-
basierten Kosten zu den intensitätsbasierten Kosten auf die Gesamtkosten regelt. Die optimialen
Parameter λ✍ und ρ✍ wurden analog zur Bestimmung der optimalen Formerhaltungskosten λ✍ im
vorangegangenen Abschnitt durch Maximierung der durchschnittlichen Segmentierungsgüte für die
unterschiedlichen Segmentierungsverfahren bestimmt. Bei GC muss lediglich der Parameter ρ✍ ge-
funden werden, weil λ✍ nicht existiert. Da eine geringe Eignung einer Kostenfunktion für sich alleine
nicht notwendigerweise auch eine geringe Eignung in Kombination mit einer anderen Kostenfunktion
nach sich ziehen muss, kann keine der vorgestellten Kostenfunktionen a priori ausgeschlossen werden.
Daher wurde die Parameteroptimierung auf den Trainingsmengen und die anschließende Messung der
Segmentierungsgüte auf den Testmengen für alle 9 möglichen Kombinationen aus bildgradientenba-
sierter und intensitätsbasierter Kostenfunktionen durchgeführt.
Die optimalen Parameter sind für die unterschiedlichen Optimierungsverfahren in Tabelle 4.8,4.9
und 4.10 eingetragen. Für die verschiedenen Trainingsmengen beﬁnden sich die durch die Simplex-
Optimierung erzielten Werte in den allermeisten Fällen in derselben Größenordnung. Diese Konsistenz
ist einerseits ein Anzeichen für die Validität des Parameterbestimmungsverfahrens und andererseits
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Gradientenabstieg Homogenität Distanz Kum. Int.
Abs. Grad. λ✍ 2.22 3.33 2.00 2.70 4.76 1.25 0.28 0.24 0.27
ρ✍ 3.22 3.32 3.30 1.95 1.94 1.77 0.04 0.003 0.002
Richt. Grad. λ✍ 7.14 7.69 5.26 10.0 10.0 10.0 0.28 0.27 0.32
ρ✍ 2.62 2.66 2.45 1.96 1.96 1.96 0.06 0.07 0.08
Lok. Max. λ✍ 1.01 0.58 0.75 50.0 20.0 50.0 100 0.20 4.00
Grad. ρ✍ 5.29 6.57 3.12 13.58 8.23 11.60 89.08 0.12 2.00
Tabelle 4.8.: Die optimalen Parameter λ✍, ρ✍ der gradientenbasierten gegenüber der intensitätsbasier-
ten Kostenfunktion für das auf Gradientenabstieg basierende Segmentierungsverfahren.
In jedem Feld sind die aus den drei disjunkten Trainingsmengen T1, T2 und T3 der
Kreuzvalidierung durch Optimierung bestimmten Werte eingetragen.
Belief-Propagation Homogenität Distanz Kum. Int.
Abs. Grad. λ✍ 0.72 9.09 12.5 3.03 5.26 4.35 3.33 1.49 4.00
ρ✍ 4.05 5.66 6.92 2.67 2.86 1.97 2.68 2.38 3.45
Richt. Grad. λ✍ 10.0 7.69 12.5 9.09 4.76 7.69 7.69 6.25 3.57
ρ✍ 5.72 5.32 6.29 5.19 2.93 4.76 5.55 5.42 3.34
Lok. Max. λ✍ 0.13 0.49 0.45 7.69 2.94 8.33 0.10 0.64 0.57
Grad. ρ✍ 18.02 48.16 42.38 22.84 8.32 24.96 47.73 2.65 2.29
Tabelle 4.9.: Die optimalen Parameter λ✍, ρ✍ der gradientenbasierten gegenüber der intensitätsba-
sierten Kostenfunktion für das auf Belief-Propagation basierende Segmentierungsver-
fahren. In jedem Feld sind die aus den drei disjunkten Trainingsmengen T1, T2 und T3
der Kreuzvalidierung durch Optimierung bestimmten Werte eingetragen.
Graph-Cut Homogenität Distanz Kum. Int.
Abs. Grad. ρ✍ 5.60 5.55 5.65 2.99 3.88 2.09 3.32 3.35 1.92
Richt. Grad. ρ✍ 3.32 5.63 5.73 8.02 7.85 6.91 3.67 3.37 1.92
Lok. Max. ρ✍ 9999 9999 9999 26.84 27.57 23.82 9999 9999 9999
Tabelle 4.10.: Das optimale Gewicht ρ✍ der gradientenbasierten gegenüber der intensitätsbasierten
Kostenfunktion für das auf Graph-Cut basierende Segmentierungsverfahren. In jedem
Feld sind die aus den drei disjunkten Trainingsmengen T1, T2 und T3 der Kreuzvalidie-
rung durch Optimierung bestimmten Werte eingetragen.
Homogenität Distanz Kum. Int.
GA BP GC GA BP GC GA BP GC
Abs. Grad. 28.50 51.35 55.62 35.29 59.29 50.20 44.37 66.68 65.20
Richt. Grad. 40.53 70.87 71.35 37.83 63.82 69.79 46.66 70.05 72.66
Lok. Max. 16.51 22.99 49.52 36.11 60.19 71.13 31.16 29.14 49.55
Tabelle 4.11.: Durchschnittliche Segmentierungsgüte G¯ für die verschiedenen Kostenfunktionskom-
binationen der unterschiedlichen Segmentierungsverfahren
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Abbildung 4.13.: Kombination bildgradientenbasierter und intensitätsbasierter Kostenfunktionen im
Vergleich. Die bildgradientenbasierten Kostenfunktionen dominieren. Schon die ge-
ringfügige Erhöhung der Kosten außerhalb der Lymphknotengrenzen durch die in-
tensitätsbasierten Kosten ist ausreichend, um die Segmentierungsgüte zu erhöhen.
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für die Vergleichbarkeit der einzelnen Trainingsmengen. Ausnahmen bilden teilweise die Werte für die
lokalen Maxima der Gradientenstärke. Ein Grund dafür könnte sein, dass die absolute Bildgradien-
tenstärke bei diesem Verfahren überhaupt keinen Einﬂuss auf das Segmentierungsergebnis hat und
so das Verfahren anfällig für zufällige lokale Gradientenstärkemaxima ist.
Wie in Abbildung 4.13 für BP zu sehen ist, dominiert der Einﬂuss der bildgradientenbasierten Kos-
tenfunktionen den der intensitätsbasierten Kostenfunktionen. Wie zu erwarten, ist der ermittelte op-
timale Einﬂuss der bildgradientenbasierten Kostenfunktionen bei Verwendung des lokalen Verfahrens
GA deutlich geringer als bei den globalen Verfahren BP und GC. Bei dem optimalen Formerhaltungs-
kostenparameter λ✍ zeichnet sich im Vergleich der verschiedenen Optimierungsverfahren kein Trend
ab.
Die erzielte durchschnittliche Segmentierungsgüte, welche auf den Testmengen gemessen wurde, ist
für die verschiedenen Kombinationsmöglichkeiten der Kostenfunktionen und für die verschiedenen
Optimierungsverfahren in Tabelle 4.11 eingetragen. Die Kombination von bildgradientenbasierten
und intensitätsbasierten Kostenfunktionen stellt einen deutlichen Mehrwert dar. Dennoch liefern die
globalen Verfahren BP und GC nach wie vor erheblich bessere Ergebnisse als das lokale GA-Verfahren,
wobei GC etwas bessere Werte als BP erzielt. Dieser geringe Unterschied kann möglicherweise, wie
bereits erläutert, aber auch durch das unterschiedliche Formwissen bzw. mögliche bisher ad hoc
festgelegte nicht-optimale Parameter zustande kommen.
Die besten Ergebnisse werden durch die Kombination der richtungsgewichteten logarithmischen Gra-
dientenstärke mit den kumulierten Intensitäten für GC und der Homogenität für BP erzielt. Über-
raschenderweise erzielt das GC-Verfahren auch bei der Kombination der lokalen Gradientenstärke-
maxima mit der Distanz zur mutmaßlichen Lymphknotengrenze eine sehr große durchschnittliche
Segmentierungsgüte, obwohl die von den einzelnen Kostenfunktionsteilen erzielten Ergebnisse (siehe
Tabelle 4.7) ganz und gar nicht vielversprechend aussehen.
Anzahl der Radialstrahlen: Die Kombination aus richtungsgewichteter logarithmischer Bild-
gradientenstärke und kumulierten Intensitäten bzw. Homogenität hat sich für das Gradientenabstiegs-
und Graph-Cut- bzw. für das Belief-Propagation-Verfahren als am erfolgreichsten herausgestellt. Da-
bei wurden allerdings einige Parameter, welche sicherlich einen Einﬂuss auf das Segmentierungser-
gebnis haben, ad hoc festgelegt. Dies sind zum einen die Parameter der Formerhaltung (α, λ bzw. ∆)
und zum anderen die Anzahl der Strahlen n. Diese Parameter beeinﬂussen sich gegenseitig. Je mehr
Strahlen verwendet werden, desto näher sind die Radien benachbarter Strahlen und damit desto star-
rer muss die Formerhaltung sein. Dieser Zusammenhang soll nun für die bei GA und BP verwendete
Formerhaltung näher untersucht werden. Für GC ﬁndet diese Analyse nicht statt, weil eine andere
Formerhaltung zur Anwendung kommt, die den Parameter λ nicht enthält.
Sei λ✍n der optimale Formerhaltungsparameter für n Strahlen. Der Einfachheit halber soll n hier
die Anzahl der Strahlen in der Ebene angeben. Dadurch kann der Winkel φ zwischen zwei Strahlen
durch φ ✏ 360✆
n
berechnet werden. Die tatsächliche Anzahl der Strahlen auf der Kugeloberﬂäche ist
proportional zu n2. Weiterhin sei EBild die dazugehörige Bildenergie, welche durch Gleichung 4.15
berechnet wurde. Es wird angenommen, dass die Radiendiﬀerenz benachbarter Strahlen an allen
Stellen durch den konstanten Term d360
✆
n
näherungsweise gegeben ist. d → 0 entspricht hierbei
der Radiendiﬀerenz pro Winkel. Die Formerhaltung aus Gleichung 4.17 vereinfacht sich unter dieser
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Wird nun die Anzahl der Strahlen auf n✶ verändert, hat das Folgen sowohl für den Bildenergieterm
als auch für den Formenergieterm. Da die Kosten an nahe beieinanderliegenden Orten ähnlich sind,
ändern sich die Kosten der einzelnen Strahlen für ähnliche Strahlenanzahlen n und n✶ kaum. Allerdings





angenähert werden. Beim Formenergieterm kommen hingegen zwei gegenläuﬁge Eﬀekte zu tragen.
Steigt die Anzahl der Strahlen, steigt auch die Anzahl der Summanden in Gleichung 4.17. Gleichzeitig
sinkt allerdings die Radiendiﬀerenz in Gleichung 4.16. Die Formerhaltungskosten λ müssen also so





















































beste Segmentierungsgütebeste Formerhaltungerwartete Formerhaltung
Abbildung 4.15.: Einﬂuss der Strahlenanzahl auf die Segmentierungsgüte bei der bestmöglichen For-
merhaltung und gemessene und berechnete optimale Formerhaltungskosten λ✍







Steigt die Strahlenanzahl, müssen demnach auch die Formerhaltungskosten steigen, und zwar über-
proportional für α → 1. Für den Fall α ✏ 2 soll der Zusammenhang zwischen der Strahlenanzahl n
und den Formerhaltungskosten λ für das BP-Verfahren auch experimentell untersucht werden.
Dazu wurde der Bereich n P r10, 120s, λ P r0.001, 100s gleichmäßig abgetastet und für jede Kom-
bination die durchschnittliche Segmentierungsgüte G¯ berechnet. Das Ergebnis ist in Abbildung 4.14
dargestellt. Das globale Maximum beﬁndet sich bei n✍ ✏ 45, λ✍ ✏ 2.46. Dies entspricht einer tat-
sächlichen Strahlenanzahl von 1311 für die gesamte Oberﬂäche. Überraschenderweise führen auch
deutlich weniger Strahlen zu guten Segmentierungsergebnissen. Bei einer hohen Strahlenanzahl hin-
gegen, ist die Formerhaltung sehr lokal begrenzt, weil nur die Radien benachbarter Strahlen einbe-
zogen werden, um die Komplexität des Verfahrens gering zu halten. Die Folge ist der Verlust an
Segmentierungsgenauigkeit.
Zusätzlich wurden für jede Strahlenanzahl die bestmöglichen Formerhaltungskosten λ✍ bestimmt.
In Abbildung 4.15 sind diese (grüne Punkte) zusammen mit der theoretischen Berechnung durch
Gleichung 4.52 ausgehend von n ✏ 50 (blaue Kurve) dargestellt. Auch bei der experimentellen Be-
trachtung zeigt sich, dass eine höhere Strahlenanzahl eine stärkere Formerhaltung benötigt, und zwar
in ähnlicher Weise, wie durch die theoretische Betrachtung erwartet. Die erfolgten Vereinfachungen
sind also valide.
Für die drei Segmentierungsverfahren mit unterschiedlicher Optimierung sollen basierend auf den
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Parameter Wert(e) Bestimmungsweise
Struktur
Anzahl Strahlen GA n 293, 413, 213 Max. der Segmentierungsgüte G¯
Anzahl Strahlen BP n 669, 1259, 1199 Max. der Segmentierungsgüte G¯
Anzahl Strahlen GC n 2479, 2095, 2321 Max. der Segmentierungsgüte G¯
Maximaler Radius rmax 30 mm Wissen über die max Objektgröße
Knoten pro Strahl m 120 Wissen über Bildauﬂösung
Saatpunkt s ✁ Freier Parameter
Vorverarbeitung
Min Bildintensität Imin ✁100 HU Wissen über Bildintensitäten
Max Bildintensität Inax 260 HU Wissen über Bildintensitäten
Formerhaltung
Formerhaltungskosten GA λ 0.17, 0.25, 0.25 Max. der Segmentierungsgüte G¯
Exponent GA α 3.53, 3.19, 4.61 Max. der Segmentierungsgüte G¯
Formerhaltungskosten BP λ 5.55, 3.70, 8.33 Max. der Segmentierungsgüte G¯
Exponent BP α 2.08, 1.46, 2.01 Max. der Segmentierungsgüte G¯
Abweichungstol. GC ∆ 0.85, 1.15, 1.35 mm Max. der Segmentierungsgüte G¯
Richtungsgew. Log. Grad.
System. Abweichung δ 0.38, 0.34, 0.37 mm Max. der lokalen Erfolgsrate ν
Bildglättung σ 0.12, 0.13, 0.13 mm Max. der lokalen Erfolgsrate ν
Winkel.Abw.Tol. γ 33.8, 36.1, 32.7 ✆ Max. der lokalen Erfolgsrate ν
Maximale Kosten Cmax 5 Analyse der Bildgradienten
Grad.Kost. Gewicht GA ρ 0.06, 0.07, 0.08 Max. der Segmentierungsgüte G¯
Grad.Kost. Gewicht BP ρ 5.72, 5.32, 6.29 Max. der Segmentierungsgüte G¯
Grad.Kost. Gewicht GC ρ 3.67, 3.36, 1.92 Max. der Segmentierungsgüte G¯
Kumulierte Intensitäten GA,GC
System. Abweichung δ 0.81, 0.78, 0.81 mm Max. der globalen Erfolgsrate ν✶
Bildglättung σ 0.24, 0.22, 0.24 mm Max. der globalen Erfolgsrate ν✶
Min Bildintensität Imin 43 HU Grauwert-Histogramm-Analyse
Max Bildintensität Inax 119 HU Grauwert-Histogramm-Analyse
Homogenität BP
System. Abweichung δ 0.23, 0.31, 0.21 mm Max. der globalen Erfolgsrate ν✶
Bildglättung σ 2.19, 2.16, 2.20 mm Max. der globalen Erfolgsrate ν✶
Tabelle 4.12.: Übersicht aller Segmentierungsparameter und die Art der Bestimmung. Für alle durch
Optimierung bestimmten Parameter sind die unterschiedlichen Werte für die Trainings-
mengen T1, T2 und T3 der Kreuzvalidierung separat angegeben.
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vorangegangenen theoretischen und experimentellen Betrachtungen nun die optimalen Parameter n✍
und α✍, λ✍ bzw.∆✍ für die jeweils besten Kostenfunktionen ermittelt werden. Die Anzahl der Strahlen
n bezieht sich von nun an wieder auf die Gesamtanzahl. Die zu maximierende Zielfunktion ist damit
für eine Trainingsmenge T die durchschnittliche Segmentierungsgüte G¯T ♣n, α, λq für GA und BP
bzw. G¯T ♣n,∆q für GC. Die Optimierung ﬁndet, wie in den Parameteroptimierungsschritten zuvor,
durch das Simplex-Optimierungsverfahren satt, wobei zuvor eine Parametersubstitution analog zur
Gleichung 4.38 für alle Parameter zum Einsatz kommt. Wie Abbildung 4.14 suggeriert, ist solch ein
lokales Optimierungsverfahren aufgrund der Konvexität der Funktion geeignet, das globale Optimum
zu ﬁnden. Um eine aussagekräftige Evaluierung zu ermöglichen, wurden die Parameter im Zuge
der 3-fachen Kreuzvalidierung, wie zuvor auch schon, unabhängig auf den drei Trainingsmengen
bestimmt.
Die erhaltenen Parameter sind zusammen mit allen anderen Parametern in der Übersichtstabelle 4.12
eingetragen. Auch in diesem letzten Optimierungsschritt wurden konsistente Werte erzielt. Die Anzahl
der Strahlen variiert für die unterschiedlichen Verfahrensarten beträchtlich. Es hat sich herausgestellt,
dass GA deutlich weniger Strahlen als BP und BP wiederum deutlich weniger Strahlen als GC für die
jeweils bestmögliche Segmenterungsgüte benötigt.
Damit sind alle Parameter der Segmentierungsverfahren bestimmt. Die in Tabelle 4.12 eingetragenen
Parameter stellen die Grundlage für die ausführliche Evaluation in Abschnitt 5.1.4 dar.
4.1.8. Erweiterungen
Das in den vorangegangen Abschnitten beschriebene Segmentierungsverfahren erfüllt bereits einen
Großteil der in Abschnitt 1.3 formulierten Anforderungen. Folgende relevante Problemstellungen
blieben allerdings bisher unberücksichtigt:
• Das Segmentierungsergebnis ist abhängig von der Wahl des Saatpunkts und damit auch vom
Anwender. Zur Erhöhung der Robustheit sollte es aber so weit wie möglich unabhängig von
der manuellen Initialisierung sein.
• Die durch Gleichung 4.17 beschriebene Formerhaltungsenergie ist nur für Kugeln minimal. Die
Form von Lymphknoten kann davon aber beträchtlich abweichen. Eine geeignetere Formerhal-
tung ist wünschenswert.
• Durch mangelnden Bildkontrast, Rauschen oder andere unvorhergesehene Faktoren, kann es
passieren, dass das Segmentierungsergebnis immer noch nicht zufriedenstellend ist. Eine kom-
fortable schnelle Art der interaktiven Korrektur wäre für solche Fälle wünschenswert.
Im Folgenden werden drei Erweiterungen des Radialstrahl-basierten Lymphknotensegmentierungsver-
fahrens vorgestellt.
Invarianz gegenüber des Saatpunkts: Der Saatpunkt sollte innerhalb des Lymphknotens
liegen, so dass die gesamte Lymphknotengrenze auf direktem Weg vom Saatpunkt erreichbar ist, ohne
dass sie an anderer Stelle geschnitten wird. Der Bereich, auf den dies zutriﬀt, wird als das Zentrum
der sternkonvexen Struktur bezeichnet. In vielen Fällen, jedoch nicht notwendigerweise, liegt der
Schwerpunkt des Objektes innerhalb des Zentrums. Aus diesem Grund und weil vom Schwerpunkt des
Objektes ausgehend die Objektoberﬂäche in alle Richtungen so gleich weit wie möglich entfernt ist,
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(a) 1. Iteration (b) 2. Iteration (c) 3. Iteration
Abbildung 4.16.: Trotz der Wahl unterschiedlicher Saatpunkte (rot und blau) wird durch die Neu-
berechnung des Saatpunkts nach einigen Iterationen ein sehr ähnliches Segmentie-
rungsergebnis erzielt.
eignet sich der Schwerpunkt besonders als Saatpunkt. Eine manuelle Initialisierung des Saatpunkts
wird in den seltensten Fällen mit dem Schwerpunkt übereinstimmen, was eine gewisse Intra- und
Inter-Observer-Variabilität nach sich zieht.
Unter der Annahme, dass die Segmentierungsergebnisse bei unterschiedlichen Saatpunkten in der
Nähe des Zentrums ähnlich sind (siehe Abschnitt 5.1.4 für eine experimentelle Bestätigung dieser
Annahme), kann ein iteratives Verfahren eine gewisse Invarianz gegenüber des Saatpunkts erreichen:
Zunächst wird das Segmentierungsverfahren wie gewohnt an einem manuell initialisierten Saatpunkt
s0 angewendet und eine erste Segmentierung S0 wird erhalten. Daraus wird dann der Masseschwer-
punkt bestimmt und als initialer Saatpunkt s1 für eine wiederholte Anwendung des Segmentierungs-
verfahrens verwendet. s1 sollte nun näher an dem tatsächlichen Schwerpunkt des Lymphknotens
liegen. Dieser Vorgang wird nun wiederholt, bis eine maximale Anzahl an Iterationen erreicht wurde
oder der Schwerpunkt konvergiert ist (siehe Abbildung 4.16).
Diese Heuristik hat Potential zur Erhöhung der Robustheit. Konvergenz ist allerdings nicht für al-
le unterstützten Formen (vgl. Abschnitt 4.1.3) und auch nicht für den Fall von Ungenauigkeiten
der Segmentierung garantiert. Im Falle konvexer Strukturen (siehe Abbildung 4.17(a)) kann jedoch
für einen perfekten Radialstrahl-basierten Segmentierungsansatz Konvergenz einfach gezeigt wer-
den: Da in einer konvexen Menge jeder Punkt mit jedem anderen Punkt verbunden werden kann,
so dass alle Punkte der Verbindungsstrecke sich ebenfalls innerhalb der Menge beﬁnden, führt eine
Segmentierung von einem beliebigen Punkt innerhalb der Menge ausgehend zu einer Segmentie-
rung der gesamten Menge. Der Schwerpunkt dieser perfekten Segmentierung fällt natürlich mit dem
Objektschwerpunkt zusammen und das Verfahren konvergiert. Notwendige Bedingung für die Kon-
vergenz aller unterstützten Strukturen (sternkonvexe Strukturen mit glatter Oberﬂäche) ist, dass
der Schwerpunkt der Struktur sich innerhalb des Zentrums – also dem Bereich, von dem aus alle
Punkte der gesamten Struktur erreicht werden können – beﬁndet. Dann kann das gesamte Objekt
segmentiert werden und der Schwerpunkt fällt wieder auf dieselbe Stelle. Hinreichende Bedingung ist
jedoch, dass sich der initiale Saatpunkt ebenfalls innerhalb des Zentrums beﬁndet, oder zumindest
nach endlich vielen Iteration des Verfahrens sich in das Zentrum hinein bewegt (siehe Abbildung
4.17(b)). Beﬁndet sich der Schwerpunkt der Struktur außerhalb des Zentrums, aber innerhalb des
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(a) Bei konvexen Strukturen führt ein beliebiger Saat-
punkt innerhalb der Struktur zu einer Segmentierung
der gesamten Struktur. Der Schwerpunkt der Segmen-
tierung fällt somit stets mit dem Schwerpunkt der
Struktur zusammen und das Verfahren konvergiert.
(b) Auch bei annähernd konvexen Strukturen fällt der
Schwerpunkt der Segmentierung stets ins Zentrum.
Da sich hier der Strukturschwerpunkt innerhalb des
Zentrums beﬁndet, konvergiert das Verfahren auch in
diesem Fall für alle Saatpunkte.
(c) Liegt der Schwerpunkt der Struktur nicht im Zen-
trum, kann Konvergenz weder ausgeschlossen noch
garantiert werden. In jedem Fall ist mit Segmentie-
rungsungenauigkeiten zu rechnen.
(d) Liegt der Schwerpunkt der Struktur außerhalb der
Struktur, ist das Saatpunkt-invariante Verfahren un-
geeignet.
Abbildung 4.17.: Unterschiedliches Konvergenzverhalten des Saatpunkt-invarianten Verfahrens für
unterschiedliche sternkonvexe Formen unter der Annahme eines perfekten
Radialstrahl-basierten Segmentierungsverfahrens. Es werden jeweils Schwerpunkt
der Struktur (blau), das Zentrum der Struktur (grüne Schraﬃerung), ein Saatpunkt
s0 (rot), die dazugehörige bestenfalls erzielbare Segmentierung S0 (rote Schraﬃe-
rung) und der Schwerpunkt dieser Segmentierung s1 (türkis) dargestellt.
Objektes (siehe Abbildung 4.17(c)), ist Konvergenz nicht garantiert. Sobald der Saatpunkt das Zen-
trum erreicht, wird die gesamte Struktur segmentiert, was zur Folge hat, dass der Saatpunkt sich
wieder aus dem Zentrum hinaus begibt und in der nächsten Iteration es prinzipbedingt zu Segmentie-
rungsungenauigkeiten kommt. Wohin der Schwerpunkt dann fällt kommt auf die konkrete Form an.
Konvergenz kann weder ausgeschlossen, noch garantiert werden. Für den Fall, dass der Schwerpunkt
sich sogar außerhalb der Struktur beﬁndet (siehe Abbildung 4.17(d)), ist das Verfahren gänzlich
ungeeignet, weil ein Saatpunkt außerhalb des Objektes ein unklares Segmentierungsergebnis nach
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sich zieht. Solche Strukturen sind aber aufgrund der Glattheitsanforderung unwahrscheinlich. Neben
diesen theoretischen Überlegungen, die von einem perfekten Radialstrahl-basierten Segmentierungs-
verfahren ausgehen, ist eine experimentelle Validierung des Verfahrens in der praktischen Anwendung
nötig. Diese ist in Abschnitt 5.1.4 zu ﬁnden.
Bildgradientenbasiertes Formwissen: In diesem Abschnitt wird das in [11] veröﬀentlichte
Formwissen vorgestellt. Das bisher verwendete Formwissen fordert, dass benachbarte Strahlen einen
möglichst ähnlichen Radius haben. Die zugrundeliegende Annahme ist dabei, dass die Form der
einer Kugel ähnlich ist und dass der Saatpunkt in der Nähe des Zentrums liegt. Je weniger diese
Annahme zutriﬀt, desto geringer darf der Einﬂuss des Formwissens beim Segmentierungsprozess
sein, um dennoch eine Segmentierung der Zielstruktur erreichen zu können. Im Gegenzug vergrößert
eine Abschwächung des Formwissens allerdings die Gefahr des Auslaufens der Segmentierung in
benachbarte Strukturen. Wie in Abschnitt 2.1.1 beschrieben, triﬀt die Annahme einer Kugel für
Lymphknoten nicht sonderlich gut zu. Daher wird ein Formwissen benötigt, welches eine größere
Formvariabilität unterstützt.
Dazu wird zunächst der Verlauf von Objektgrenzen untersucht. Bei der Betrachtung der Bildgradien-
tenrichtung an der Objektgrenze fällt auf, dass diese in die Normalenrichtung der Objektoberﬂäche
zeigt. In einer kleinen Umgebung um einen Punkt auf der Oberﬂäche kann diese als Ebene ap-
proximiert werden, deren Normalenrichtung der Bildgradientenrichtung ∇I♣xq an dieser Stelle x
entspricht.
Nun soll ein Radialstrahl-basiertes Segmentierungsverfahren betrachtet werden. Sind genügend Strah-
len vorhanden, kann angenommen werden, dass die Objektoberﬂächenpunkte benachbarter Strahlen
sehr nahe aneinander liegen und die gerade beschriebene Approximation der Objektoberﬂäche durch
eine Ebene zutreﬀend ist. Hat nun der Strahl i den Oberﬂächenpunkt xi, sollte der Oberﬂächen-
punkt auf dem benachbarten Strahl xj sich möglichst nahe am Schnittpunkt yij des Strahls j mit
der Ebene durch xi und der Normalenrichtung ∇I♣xiq beﬁnden (siehe Abbildung 4.18(a)). Durch
Einsetzen der Gleichung des Strahls in die Hesseschen Normalform der Ebenengleichung kann dieser
Schnittpunkt berechnet werden:
yij ✏ s  ∇♣Gσ ✍ I♣xiqq ☎ di
∇♣Gσ ✍ I♣xiqq ☎ dj ridj . (4.53)






ri ; ⑤∇♣Gσ ✍ I♣s  ridiqq⑤ → gmin
ri ; sonst
(4.54)
wobei bei einem unscharfen Übergang oder geringem Bildkontrast, also kleinen Bildgradientenstär-
ken, darauf verzichtet und angenommen wird, dass der gewünschte Radius dem des Nachbarstrahls
entspricht. Der Grund dafür ist, dass schwache Bildgradienten nicht notwendigerweise von einer Ob-
jektgrenze, sondern möglicherweise von Bildstörungen stammen und deren Richtungen damit nicht
aussagekräftig sind. Der Parameter gmin gibt die minimale Bildgradientenstärke an, die notwendig
ist, damit die Richtung als aussagekräftig aufgefasst wird.





















(a) Die Ebene durch xi mit der durch die Bildgradientenrichtung vor-
gegebenen Normalenrichtung schneidet den Nachbarstrahl
(b) Die erwarteten Radien benachbar-
ter Strahlen des bildgradientenbasier-
te Formwissens (grün) im Vergleich zu
der traditionellen Formerhaltung (rot)
Abbildung 4.18.: Der erwartete Radius des benachbarten Strahls ergibt sich aus der Bildgradienten-
richtung
Das Einbeziehen der Bildgradientenrichtung führt dazu, dass diese Art der Formerhaltung nicht
kugelförmige Strukturen, sondern Strukturen, welche tatsächlich im Bild vorliegen, bevorzugt. Ein
Beispiel dazu ist in Abbildung 4.18(b) für einen typischen bohnenförmigen Lymphknoten zu sehen.
Die Kehrseite dieser Art der Formerhaltung besteht allerdings darin, dass die durch Gleichung 4.17
gegebene Konvexität der ursprünglichen Formerhaltung nicht mehr gegeben ist und damit die Kon-
vergenz des Belief-Propagation-Algorithmus nicht mehr garantiert ist. Daher muss die Sinnhaftigkeit
experimentell nachgewiesen werden, was in Abschnitt 5.1.4 geschieht.
Die Parameter σ und gmin wurden durch informelle Experimente auf 0.5 mm bzw. 80 festgelegt. Die
Änderung der Formerhaltung hat auch einen Einﬂuss auf andere Parameter, insbesondere auf den
Exponenten α und den Formerhaltungskostenparameter λ. Daher werden diese beiden Parameter,
wie schon in den vergangenen Abschnitten beschrieben, durch Maximierung der durchschnittlichen
Segmentierungsgüte G¯♣α, λq für jede der drei Trainingsmengen gesondert bestimmt. α✍ ergibt sich
zu 2.25, 2.13, 1.52 und λ✍ zu 5.55, 3.70, 5.00. Im Vergleich zum Ausgangsverfahren (BP mit Former-
haltung nach Gleichung 4.17) sind durch das neue Formerhaltungswissen die Formerhaltungskosten λ
oder der Formerhaltungsexponent α größer. Die hier vorgestellte, auf dem Bildgradienten basierende
Formerhaltung hat also einen größeren Einﬂuss auf die zu minimierende Energie als beim Standard-
formwissen. Diese Beobachtung spricht dafür, dass ein durch die Bildgradientenrichtung bestimmter
erwarteter Radius eines Nachbarstrahls im Fall von Lymphknoten tatsächlich zutreﬀender ist, als die
Erwartung, dass benachbarte Strahlen einen möglichst ähnlichen Radius haben.
Interaktive Segmentierung: Um eine manuelle Korrektur durch einen Experten während des
Segmentierungsprozesses zu ermöglichen, wird in diesem Abschnitt das in [12] veröﬀentlichte Ver-
fahren zur interaktiven Segmentierung vorgestellt. Grundlage für das interaktive Verfahren ist das in
Abschnitt 4.1.4 beschriebene auf Belief-Propagation basierende Verfahren mit der im vergangenen
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Initialer Saatpunkt Konturanpassung Anwender - Interaktion Segmentierungsergebnis
Abbildung 4.19.: Ablauf der interaktiven Segmentierung eines kontrastarmen Lymphknotens aus
Sicht des Anwenders
Abschnitt beschriebenen Formerhaltung. Obwohl GC etwas bessere Werte als BP erzielt hat, kann
dieses Verfahren nicht verwendet werden, weil die Berechnung der optimalen Belegung nicht iterativ
erfolgt. Der iterative Charakter von BP eignet sich jedoch zum interaktiven Eingriﬀ des Anwenders.
Aus Sicht des Anwenders läuft die Segmentierung eines Lymphknotens unter Verwendung einer
graphischen Benutzeroberﬂäche in folgenden Schritten ab:
1. Der Anwender wählt einen Saatpunkt durch einen Mausklick in das ungefähre Zentrum des zu
segmentierenden Lymphknotens.
2. Das System zeigt ein 3D-Modell der aktuell am wahrscheinlichsten angenommenen Kontur
in einer vom Anwender ausgewählten axialen, coronalen und sagittalen Schicht an. Ein im
Hintergrund ablaufender Prozess aktualisiert kontinuierlich diese Kontur.
3. Der Anwender inspiziert die angezeigte Kontur in beliebigen Schichten.
4. Besteht Korrekturbedarf, zeichnet der Anwender die gewünschte Lymphknotenkontur in einer
beliebigen Schicht ein. Das System bezieht diese eingezeichneten Punkte in den Konturberech-
nungsprozess ein.
5. Ist das gewünschte Segmentierungsergebnis erzielt, bestätigt der Anwender dieses.
Dieses Vorgehen ist in Abbildung 4.19 noch einmal verdeutlicht. Da der Algorithmus einem Radial-
strahl-basierten Ansatz zugrunde liegt, ist die Klasse der unterstützten Strukturen weiterhin auf
sternkonvexe Formen beschränkt.
Um das beschriebene Verhalten zu erzielen, wird das BP-Verfahren folgendermaßen erweitert:
• Nach jedem Iterationsschritt t, in dem die Strahlen mit ihren Nachbarstrahlen Nachrichten
austauschen, wird die gerade wahrscheinlichste Belegung l✍t berechnet, ein korrespondieren-
des Polygonnetz erstellt und visualisiert. Bei dem ursprünglichen BP-Verfahren ﬁndet dieser
Vorgang nur einmal nach der Konvergenz des Verfahrens oder bei Erreichen einer maximalen
Iterationsanzahl statt.
• Die Terminierungsbedingungen des Algorithmus werden durch eine manuelle Bestätigung er-
setzt. Ohne Eingriﬀ seitens des Anwenders terminiert das Schicken der Nachrichten zwischen
benachbarten Strahlen also nicht.
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• Beim Einzeichnen eines gewünschten Konturpunktes x✍ durch den Anwender wird die Kosten-
funktion C dahingehend verändert, dass dem Punkt x✍ minimale Kosten zugeordnet werden.




❂♣di,x✍ ✁ sq . (4.56)





Die neuen Kosten des Strahls k ergeben sich dann zu
Ck♣jq ✏
✧
0 ; j ✏ l✍k
Cmax ; sonst
. (4.58)
In den folgenden Iterationsschritten werden die Nachrichten dann dementsprechend automa-
tisch angepasst, so dass weiterhin eine glatte Kontur entsteht.
4.1.9. Zusammenfassung
Methoden: Nach einigen Experimenten mit einem größeninvarianten Masse-Feder-Modell und
einer vielversprechenden Radialstrahl-basierten 2D-Segmentierungsmethode wurde eine Radialstrahl-
basierte 3D-Segmentierungsmethode entwickelt, welche zur Segmentierung einzelner Lymphknoten
aus klinischen CT-Daten eingesetzt werden kann.
Ausgehend von einem Saatpunkt werden Strahlen radial in alle möglichen Richtungen gleichverteilt
geschickt. Eine Segmentierung wird durch eine geschlossene Oberﬂäche um den Saatpunkt beschrie-
ben, welche durch je einen Radius für jeden Strahl parametrisiert ist. Diese Radien werden von einem
Optimierungsverfahren unter Einbeziehung von lokalem Formwissen und Wissen über das Aussehen
von Lymphknoten in CT-Aufnahmen in Form von Kostenfunktionen gefunden.
Eigene Beiträge: Im Vergleich zu existierenden Lymphknotensegmentierungsverfahren ergeben
sich folgende Neuerungen:
• Vergleich von Optimierungsverfahren: In existierenden Radialstrahl-basierten Verfahren wird
entweder das lokale Gradientenabstiegsverfahren oder das globale Graph-Cut-Verfahren zum
Finden des Radienvektors eingesetzt. Im Rahmen dieser Arbeit wurde zum ersten Mal Belief-
Propagation verwendet, welches durch den iterativen Charakter eine interaktive Erweiterung
und eine ﬂexible Art der Einbeziehung von Formwissen ermöglicht. Während in der Literatur
jeweils ein bestimmtes Optimierungsverfahren verwendet wird, ﬁndet hier zum ersten Mal ein
Vergleich von Optimierungsverfahren statt, wobei das Graph-Cut Verfahren zu den besten
Segmentierungsergebnissen führt.
• Vergleich von Kostenfunktionen: Anstatt lediglich eine einzige Kostenfunktion zu motivie-
ren und vorzustellen, werden unterschiedliche bildgradienten- und intensitätsbasierte Kosten-
funktionen vorgestellt und gegenübergestellt. Für Lymphknoten ﬁndet solch ein Vergleich von
Kostenfunktionen zum ersten Mal statt.
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• Neuartige Kostenfunktion. Die in dieser Arbeit verwendeten bildbasierten Kostenfunktionen
sind größtenteils Erweiterungen existierender Kostenfunktionen. Die auf kumulierten Intensi-
täten beruhende Kostenfunktion ist allerdings eine Neuentwicklung. In Kombination mit einer
bildgradientenbasierten Kostenfunktion erweist diese sich im Vergleich zu existierenden inten-
sitätsbasierten Kostenfunktionen als besser geeignet.
• Bestimmung der Parameter: Anstatt die Parameter heuristisch festzulegen, wurde in dieser
Arbeit ein Verfahren entwickelt, welches auf Grundlage von Referenzsegmentierungen optimale
Parameter automatisch bestimmt.
• Saatpunktinvariantes Verfahren: Zur Erhöhung der Robustheit des Segmentierungsergebnis-
ses gegenüber dem manuell gesetzten Saatpunkt wurde im Rahmen dieser Arbeit ein Verfahren
angewendet, welches den Saatpunkt iterativ anpasst.
• Bildgradientenbasiertes Formwissen: Ausnahmslos fordern existierende Radialstrahl-basierte
Verfahren zur Formerhaltung, dass benachbarte Strahlen möglichst ähnliche Radien aufwei-
sen, was zu einer Bevorzugung von kugelförmigen Strukturen führt. In dieser Arbeit wurde
zum ersten Mal ein alternatives lokales Formwissen vorgestellt, welches mit Belief-Propagation
als Optimierungsverfahen im Radialstrahl-basierten Lymphknotensegmentierungsverfahren zum
Einsatz kommt. Anstatt Kugeln bevorzugt es tatsächlich im Bild vorhandene Strukturen.
• Interaktives Verfahren: Zum ersten Mal wurde ein Radialstrahl-basiertes Segmentierungs-
verfahren um einen interaktiven Modus erweitert, welcher es einem Anwender während des
Optimierungsprozesses durch Belief-Propagation erlaubt, das Segmentierungsergebnis zu be-
einﬂussen.
Vorteile: Das entwickelte Radialstrahl-basierte Verfahren ist in der Lage, die großen Herausfor-
derungen der Lymphknotensegmentierung zu meistern. Durch den Einsatz eines globalen Optimie-
rungsverfahrens werden alle Lymphknotengrößen gleichermaßen unterstützt und abgesehen von dem
Saatpunkt ist keine weitere Initialisierung nötig. Existierende Verfahren benötigen oftmals mehr An-
wenderinteraktion zur Initialisierung. Durch die Verwendung von Formwissen können gegenüber rein
bildbasierten Segmentierungsverfahren auch Lymphknoten mit geringerem Bildkontrast an der Ob-
jektgrenze erfolgreich segmentiert werden. Da es sich dabei um lokales anstatt globales Formwissen
handelt, kann eine hohe Formvarianz, wie sie typisch bei Lymphknoten ist, abgedeckt werden, ohne
dabei eine bestimmte globale Form a priori zu bevorzugen. Darüber hinaus wurde bei der Entwick-
lung der Kostenfunktionen darauf geachtet, dass auch pathologische Lymphknoten mit zentralem
nekrotischen Gewebe unterstützt werden.
Nachteile und Lösungsansätze: Der Nachteil aller Radialstrahl-basierten Verfahren ist die
prinzipbedingte Beschränkung auf sternkonvexe Formen und die ungleichmäßige Auﬂösung des Seg-
mentierungsergebnisses. Bereiche, die näher an dem Saatpunkt liegen, haben eine deutlich höhere
Auﬂösung als weiter außen liegende Bereiche. Eine Lösungsansatz dafür ist die Verwendung eines
modellbasierten Segmentierungsverfahrens, welches durch das radialstrahlbasierte Segmentierungs-
verfahren initialisiert wird. So kommen die Nachteile beider Verfahren nicht zum Tragen: das kombi-
nierte Verfahren hat durch den modellbasierten Anteil eine gleichmäßige Auﬂösung und ist nicht auf




Ein weiterer Nachteil ist die Abhängigkeit von dem manuell platzierten Saatpunkt. Dadurch kann
dieses Verfahren zum einen nicht vollautomatisch im Hintergrund ablaufen, sondern erfordert An-
wenderinteraktion, wenn auch nur in geringem Maße. Zum anderen führt dieser Einﬂuss zu einer
Abhängigkeit vom Anwender. In Abschnitt 5.1.4 wird den praktischen Auswirkungen dieser Nachtei-
le experimentell nachgegangen. Eine Möglichkeit, die Anwenderabhängigkeit zu vermeiden, besteht
darin, geeignete Saatpunkte durch ein automatisches Lymphknotendetektionsverfahren, wie sie z.B.
in[64][65][66] oder [67] vorgestellt werden, zu bestimmen.
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4.2. Registrierung von Lymphknoten in
Kopf-Hals-Tomographien
Eine präzise Registrierung von Lymphknoten in CT- und MRT-Aufnahmen ist unter anderem zur
Bildfusion für eine anschließende Bestimmung von Merkmalen nötig. Eine rigide Registrierung der
gesamten Aufnahmen ist allerdings nicht ausreichend, weil schon eine leicht unterschiedliche Position
des Patienten in beiden Aufnahmen zu einem lokalen Unterschied führt, der nicht durch eine globale
Transformation ausgeglichen werden kann. Übliche deformierbare Registrierungsverfahren, wie z.B.
die B-Spline-Registrierung, sind ebenfalls nicht zielführend, weil diese die Lymphknoten potentiell
deformieren. Durch die komplementäre Information von multimodalen Aufnahmen könnte es bspw.
passieren, dass ein ganzer Lymphknoten in der MRT-Aufnahme lediglich auf das innere nekrotische
Gewebe in der CT-Aufnahme abgebildet wird. Darüber hinaus ist bei der Anwendung auf Zeitseri-
en eine vergleichende Beurteilung desselben Lymphknotens über mehrere Aufnahmen hinweg nicht
möglich, weil Unterschiede in der Anatomie von der Registrierung als Deformation aufgefasst und
ausgeglichen werden. Aus diesen Gründen wird in dieser Arbeit ein lokal rigides Registrierungsverfah-
ren vorgestellt, welches lediglich den Lymphknoten und etwas umliegendes Gewebe betrachtet. Die
Lokalisation des Lymphknotens ist durch die Segmentierung mit dem im vorangegangenen Kapitel
vorgestellten Verfahren aus der CT-Aufnahme gegeben. Da der Konvergenzbereich eines solchen Ver-
fahrens durch die prinzipbedingte Lokalität sich allerdings nur auf einen kleinen Bereich beschränkt,
ist davor eine ganzheitliche Registrierung der Aufnahmen nötig, dessen Genauigkeit nicht allzu groß
sein muss, dafür aber einen großen Konvergenzbereich haben muss und robust gegenüber Bildarte-
fakten sein soll. Dazu wird ein Regmentierungsverfahren (siehe Kapitel 2.2.3) vorgestellt, welches
aus 5 Teilschritten besteht und auf einem artikulierten Atlas des Skeletts basiert:
• In einem ersten Schritt wird der Kopf rigide registriert.
• Anschließend erfolgt eine Anpassung des artikulierten Atlas an die CT-Aufnahme, wodurch i)
eine Segmentierung der einzelnen rigiden Strukturen (Knochen) erfolgt und ii) der artikulierte
Atlas durch personalisiertes Wissen angereichert wird.
• Letzteres ermöglicht es, den Atlas in einem weiteren Schritt an die andere Bildmodalität an-
zupassen, um eine rigide Transformation für jeden Knochen zu erhalten.
• Auf Grundlage der nun bekannten Transformationen der einzelnen Knochen wird daraufhin
ein dichtes Deformationsfeld berechnet. Optional kann auch die Hautoberﬂäche als weitere
korrespondierende Landmarke in die Berechnung des Deformationsfeldes einbezogen werden.
• Das entstandene Deformationsfeld wird nun zur Initialisierung des lokal rigiden Lymphknoten-
registrierungsverfahrens verwendet.
Der gesamte Ablauf der Registrierung von Lymphknoten ist in Abbildung 4.20 dargestellt und die
einzelnen Schritte werden in den nächsten Abschnitten ausführlich beschrieben. Das Gesamtkonzept
der Methoden zur globalen Registrierung des Kopf-Hals-Bereichs wurde in [13] veröﬀentlicht.
4.2.1. Multimodale rigide Registrierung des Kopfes
Zur bildbasierten multimodalen Registrierung des Kopfes hat sich die Maximierung der Mutual In-














Abbildung 4.20.: Zusammenhang der einzelnen Schritte zur Registrierung von Lymphknoten
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Zufallsgrößen (Bilder) A und B berechnet sich durch
I♣A,Bq ✏ H♣Aq  H♣Bq ✁H♣A,Bq , (4.59)
wobei H♣.q die Entropie, also der Informationsgehalt einer Zufallsgröße und H♣., .q die gemeinsa-
me Entropie zweier Zufallsgrößen ist, welche aus dem überlappenden Bereich der Bilder berechnet
wird. Bei der Anwendung in der Bildregistrierung wird die Annahme getroﬀen, dass die statistische
Abhängigkeit der Intensitätswerte beider Bilder bei korrekter Ausrichtung der Aufnahmen am größ-
ten ist und damit deren gemeinsame Entropie am geringsten ist. Die Minimierung der gemeinsamen
Entropie für sich ist allerdings nicht zielführend, weil Minima vor allem dann auftreten, wenn sich
überwiegend homogene Bereiche überlappen (bspw. Hintergrund auf Hintergrund). Da in diesem Fall
die Einzelentropieen sehr gering sind, verhindert deren Einﬂuss in die Mutual Information solch ein
Minimum.
Bei der Anwendung dieses Prinzips auf klinische Kopf-Hals-Tomographien ergeben sich allerdings
folgende Fallstricke:
• Die initiale Position und Orientierung der Bilder muss sich bereits in der Nähe des korrekten
Registrierungsergebnisses beﬁnden. Andernfalls sind Optimierungsverfahren nicht in der Lage,
das korrekte lokale Maximum des Bildähnlichkeitsmaßes zu ﬁnden. Eine gängige Methode zur
Initialisierung ist die Ausrichtung beider Bilder an deren Schwerpunkten und Hauptachsen [144].
Für MRT-Aufnahmen kann dies im Allgemeinen jedoch nicht angewendet werden, weil diese
in der klinischen Praxis oftmals nur einen kleinen Ausschnitt des Kopf-Hals-Bereichs abbilden.
Der Schwerpunkt solch einer MRT-Aufnahme fällt daher also im Allgemeinen nicht mit dem
einer CT-Aufnahme des gesamten Kopf-Hals-Bereichs zusammen und auch die Ausrichtung an
den Hauptachsen ist nicht verlässlich. Es wird also eine andere Initialisierung benötigt, die mit
abgeschnittenen Aufnahmen zurecht kommt.
• Im Gegensatz zum Kopf kann der gesamte Kopf-Hals-Bereich nicht als einzelner starrer Kör-
per betrachtet werden. Weicht die Position der Halswirbelsäule in der einen Aufnahme stark
von der in der anderen Aufnahme ab, kann eine korrekte rigide Transformation nicht gefunden
werden, weil die nicht-rigiden Bereiche einen negativen Einﬂuss auf das Bildähnlichkeitsmaß
haben. Daher dürfen nicht-rigide Bereiche, also der Hals, nicht in die Berechnung des Bild-
ähnlichkeitsmaßes einbezogen werden. Dies erfordert eine automatische grobe Detektion der
Region-of-Interest (ROI), also des Kopfes.
Im Folgenden werden die in [14] veröﬀentlichten Heuristiken zur Detektion der ROI und zur In-
itialisierung vorgestellt, die eine vollautomatische rigide Registrierung unter Beachtung der gerade
beschriebenen Anforderungen ermöglichen.
Region-of-Interest-Detektion: Zur Detektion des Übergangs zwischen Kopf und Hals wird die
Tatsache ausgenutzt, dass die Fläche des Körpers in axialen Schichten des Halses kleiner ist als
im Kopf. Dies gilt auch für abgeschnittene Aufnahmen. Unter der Annahme, dass der Hintergrund
sowohl in CT- als auch in MRT-Aufnahmen niedrigere Intensitätswerte als der Körper aufweist,
kann der Körper durch ein einfaches Schwellwertverfahren extrahiert werden. Um die Anfälligkeit
für Rauschen gering zu halten, wird die Aufnahme zunächst mit einem Gaussﬁlter (σ ✏ 3 mm)
geﬁltert. Der Schwellwert wird auf 10% des in der Aufnahme vorkommenden Intensitätsbereichs
gesetzt. Zur Rauschunterdrückung wird anschließend die größte zusammenhängende Komponente
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(a) Flächeninhalt des umschließenden Rechtecks in
jeder Schicht ausgehend vom Hals (links) bis hin zum
Kopf (rechts)
(b) Automatische Klassiﬁkation in Kopf-
(rot) und Hals-Voxel; Detektion des Kinns
(blau) durch Finden des ventralsten, kau-
dalsten (grüne Linie) Voxel innerhalb des
Kopfbereichs
Abbildung 4.21.: Automatische Detektion des Kopf-Hals-Übergangs
extrahiert, welche einer groben Maske des Kopf-Hals-Bereichs entspricht. In dieser Maske wird für
jede axiale Schicht die maximale Ausdehnung in X- und Y -Richtung bestimmt und der Flächeninhalt
des dadurch deﬁnierten Rechtecks berechnet. Auf den Verlauf des Flächeninhalts in Z-Richtung
(siehe Abbildung 4.21(a)) wird zur Erhöhung der Robustheit ein Median-Filter mit einem Radius
von 15 mm angewendet, bevor dieser zur Bestimmung des Kopf-Hals-Übergangs analysiert wird.
Dazu wird von oben nach unten iteriert. Das erste lokale Maximum beﬁndet sich sicherlich im Kopf-
Bereich, das darauf folgende lokale Minimum beﬁndet sich bereits im Hals. Von dort an wird nun in
entgegengesetzte Richtung iteriert bis 105% des Flächeninhalts am lokalen Minimum überschritten
wird. Die dazugehörige Schicht trennt nun die Kopf-Schichten (oberhalb) von den Hals-Schichten
(unterhalb) (siehe Abbildung 4.21(b)).
Initialisierung: Zur Initialisierung ist die robuste Detektion einer gemeinsamen Landmarke erfor-
derlich. Da die Heuristik auch auf abgeschnittene Bilder angewendet werden soll, kann die nächst-
liegendste Landmarke – die Nasenspitze – nicht verwendet werden, da sie nicht notwendigerweise in
allen Bildern zu sehen ist. Stattdessen wird die Kinnspitze verwendet, welche zwar nicht sonderlich
punktförmig ist, dafür aber in allen Aufnahmen, dessen Zielregion die Mundhöhle ist, zu sehen ist.
Die Kinnspitze ist durch den ventralsten (vordersten), kaudalsten (untersten) Voxel der durch den
vorangegangenen Schritt bestimmten Maske gegeben (siehe Abbildung 4.21(b)). Für alle Voxel der
Maske in den Kopf-Schichten wird dazu die Distanz zu einer Ebene berechnet, die diagonal zwischen
die axiale und koronale Ebene vor dem Kopf platziert wird. Das gesuchte Voxel hat den minimalen
Abstand zu dieser Ebene.
Mutual-Information-basierte Registrierung: Während in MRT-Aufnahmen das Weichteil-
gewebe auf einen großen Intensitätsbereich abgebildet wird, werden diese nur auf einen kleinen Bereich
in CT-Aufnahmen (üblicherweise zwischen ✁125 und 225 HU) abgebildet. Da alle anderen Intensitä-
ten, wie z.B. die vielen unterschiedlichen Grauwerte für Knochen, nicht sinnvoll für einen Vergleich
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Abbildung 4.22.: Vergleich vonMutual-Information und Cross-Cumulative-Residual-Entropy bei einer
30✆ 3D-Rotation um das Kinn. Das Optimum der dritten Dimension ist in die
anderen beiden Dimensionen projiziert.
herangezogen werden können, werden alle Intensitäten der CT-Aufnahme, die sich außerhalb des
Weichteilgewebefensters beﬁnden, in einem Vorverarbeitungsschritt auf ✁125 bzw. auf 225 abgebil-
det. Die MRT-Aufnahme – das Modellbild – wird dann initial so verschoben, dass die Landmarke –
das Kinn – in beiden Aufnahmen übereinander liegt. Unter den Annahme, dass das Kinn nun perfekt
ausgerichtet ist, reduziert sich das ursprünglich 6-dimensionale (Rotation + Translation) Registrie-
rungsproblem auf ein 3-dimensionales Problem: Rotation um das Kinn. Diese Rotation wird durch die
Maximierung einer geeigneten Ähnlichkeitsmetrik gefunden. Aufgrund der Multimodalität bieten sich
statistische Maße, wie Mutual-Information oder Cross-Cumulative-Residual-Entropy [104] an. Wie in
Abbildung 4.22 zu sehen ist, ist für dieses niedrigdimensionale Optimierungsproblem kein fundamenta-
ler Unterschied zu erwarten. In der Implementierung wurde die Mutual-Information-Implementierung
von Mattes et al. [114] verwendet, wobei in jedem Bild 50000 Samples zufällig ausgewählt wurden,
um ein gemeinsames Histogramm der Dimension 24 ✂ 24 aufzubauen, aus dem die Einzelentropien
und die gemeinsame Entropie berechnet werden. Um einen negativen Einﬂuss von potentiell defor-
miertem Gewebe – wie dem Hals – zu verhindern, ﬁndet die Auswahl der Samples nur in den zuvor als
Kopf klassiﬁzierten Schichten statt. Aufgrund der Glattheit und des hohen Konvergenzbereichs des
Ähnlichkeitsmaßes (siehe Abbildung 4.22) konvergiert ein Gradientenabstiegsverfahren schnell gegen
die benötigte Rotation.
Da das Kinn nicht punktförmig ist und die Detektion daher mittels der beschriebenen einfachen
Heuristik ungenau ist, ist es nötig, etwaige Registrierungsungenauigkeiten in einem weiteren Schritt
auszugleichen. Wiederum wird die Mutual-Information mit einem Gradientenabstiegsverfahren maxi-
miert, diesmal allerdings in dem vollen rigiden 6-dimensionalen Parameterraum. Um den Einﬂuss der
Translation zu vergrößern, wird das Rotationszentrum diesmal vom Kinn in das geometrische Zentrum
aller Kopf-Voxel verschoben. Das Resultat sind nun zwei Aufnahmen des Kopf-Hals-Bereichs, auf de-
nen der Kopf bestmöglich ausgerichtet ist. Aufgrund möglicher Positionsunterschiede, insbesondere




n P N Anzahl der Atlaselemente
i P r1, . . . , ns Index eines Atlaselements
m P N Anzahl der Trainingsdatensätze
j P r1, . . . ,ms Index eines Trainingsdatensatzes
D ⑨ R3 Deﬁnitionsbereich der Aufnahme
R ⑨ R Grauwertbereich
Cj D ÞÑ R CT-Aufnahme des Trainingsdatensatzes j
S
j
i Di ÞÑ t0, 1✉ Segmentierung der Struktur i im Trainingsdatensatz j
Sj D ÞÑ t0, 1✉ Segmentierung aller Strukturen im Trainingsdatensatz j
Ti R
7 ✂ R3 ÞÑ R3 Ähnlichkeitstransformation des Elementkoordinatensystem von Ele-
ment i in das Atlaskoordinatensystem
Tg R
6 ✂ R3 ÞÑ R3 Globale rigide Transformation des Atlaskoordinatensystems in das
Weltkoordinatensystem
T j R6 ✂ R3 ÞÑ R3 Rigide Transformation des Atlaskoordinatensystems in das Koordina-




7 ✂ R3 ÞÑ R3 Ähnlichkeitstransformation des Elementkoordinatensystems von Ele-




7 ✂ R3 ÞÑ R3 Ähnlichkeitstransformation des Elementkoordinatensystems von Ele-
ment i in das Atlaskoordinatensystem des Trainingsdatensatzes j
pi P R7 Parameter der Elementtransformation Ti
p P R7n Parameter aller Elementtransformationen (Artikulationsparameter)
pj P R7n Artikulationsparameter des Trainingsdatensatzes j
e P R6 Parameter der globalen Transformation Tg
Di ⑨ R3 Deﬁnitionsbereich des Atlaselements i
Wi R
3 ÞÑ r0, 1s Wahrscheinlichkeitsbild des Atlaselements i zur Formrepräsentation
Ai Di ÞÑ R Texturrepräsentation des Atlaselements i
❞ R✂ T ÞÑ T Skalarprodukt einer Transformation
❵ T ✂ T ÞÑ T Kommutative Addition zweier Transformationen
k P N Dimensionalität des gelernten Artikulationsraums
a P Rk Parameter einer Artikulation im gelernten Artikulationsraum
r P R7n Fehlervektor einer Artikulation zum gelernten Artikulationsraum
P P R7n✂m Parameter aller Trainingsdatensätze
p¯ P R7n Parameter der Durchschnittsartikulation
A P R7n✂k Basisvektoren des gelernten Artikulationsraums
λj P R Eigenwerte der Kovarianzmatrix der Trainingsparameter
EBild R
7n ✂ R6 ÞÑ R 0 Bildenergieterm zur Anpassung des artikulierten Atlas
EArt. R
7n ÞÑ R 0 Artikulationsrestriktionsterm zur Erhaltung der gelernten Artikulation
ψ P R  Balance zwischen Bild- und Artikulationsenergieterm
ρ P R  Balance zwischen Fehler innerhalb des und zum Artikulationsraum
t P R  Anpassungsfortschritt
wi R
  ÞÑ r0, 1s Bildenergietermeinﬂuss des Atlaselements i in Anhängigkeit von t
L D ÞÑ t0, . . . , n✉ Labelbild; Zuordnung jedes Voxels zu einem Atlaselement
Tabelle 4.13.: Übersicht der Notation des artikulierten Atlas
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Abbildung 4.23.: Beispieltrainingsdatensätze zum Aufbau des artikulierten Atlas. Jedes manuell seg-
mentierte Objekt ist in einer anderen Farbe dargestellt.
4.2.2. Artikulierter Atlas zur Segmentierung einzelner Knochen
Aufgrund des hohen Kontrastes kann Knochen sehr einfach, bspw. durch ein Schwellwertverfahren,
in CT-Aufnahmen segmentiert werden. In dem Szenario dieser Arbeit ist es allerdings nicht ausrei-
chend, Knochen per se zu segmentieren, sondern jeder Knochen des Kopf-Hals-Bereichs, der eine
gewisse Größe überschreitet, soll getrennt segmentiert werden. Dabei handelt es sich um den Schä-
del, den Unterkiefer, die 7 Halswirbel (C1-C7) und die ersten beiden Brustwirbel (Th1, Th2). Da die
Formen, insbesondere die der Wirbel, recht komplex sind und diese sich auch noch in unmittelba-
rer Umgebung voneinander beﬁnden, ist die Segmentierung nicht trivial. Globales Formwissen muss
eingebracht werden. Doch auch das allein ist nicht ausreichend, weil benachbarte Strukturen sehr
ähnliche Charakteristiken aufweisen und so ein möglicher Formmodell-basierter Segmentierungsan-
satz sich potentiell an benachbarte Strukturen anpassen könnte. Der Ausweg, der in dieser Arbeit
gegangen wird, besteht darin, alle Knochen gleichzeitig mithilfe eines neuartigen Artikulierten Atlas
zu segmentieren, welcher in [15] veröﬀentlicht wurde und neben Wissen über Textur und Form der
einzelnen Strukturen auch die Lagebeziehungen der Strukturen untereinander statistisch gelernt hat.
Dieser Abschnitt beschäftigt sich mit dem Aufbau dieses Atlas. Im darauf folgenden Abschnitt wird
dann die eigentliche Segmentierung durch die Anpassung des Atlas an einen ungesehenen Datensatz
beschrieben. Die in diesen Abschnitten verwendete Notation ist in Tabelle 4.13 zusammengefasst.
Trainingsgrundlage: Trainingsgrundlage für den Atlas stellen manuell annotierte CT-Datensätze
des Kopf-Hals Bereichs dar. Jeder der insgesamt m Traningsdatensätze verfügt über eine CT-
Aufnahme: Cj : D ÞÑ R, j P t1, . . . ,m✉. D ⑨ R3 ist dabei der Deﬁtionsbereich der Aufnahme
und R ⑨ R der zulässige Grauwertbereich. In dieser CT-Aufnahme sind alle n Strukturen segmen-
tiert. Diese Segmentierungen werden als Binärbilder dargestellt: Sji : D ÞÑ t0, 1✉, i P t1, . . . , n✉.
Da die schichtweise manuelle Segmentierung von vielen Strukturen sehr zeitaufwändig ist (ca. 3 Stu-
den pro Datensatz durch einen geübten Anwender), wurde der konkret in dieser Arbeit verwendete
Atlas auf nur 15 unterschiedlichen Datensätzen trainiert. Die Auswahl erfolgte dabei so, dass eine
möglichst größe Variabilität an Form und vor allem an Wirbelsäulenpositionen abgedeckt wird. Da
der Kopf-Hals-Bereich des Menschen rechts-links symmetrisch ist, wurden alle Datensätze und da-
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(a) Unterkiefer (b) Halswirbel C2 (c) Halswirbel C4 (d) Brustwirbel Th1
Abbildung 4.24.: Die Formvarianz der einzelnen Atlaselemente wird durch Wahrscheinlichkeitsbilder
repräsentiert. Einige Beispiele sind hier durch Volumenrendering abgebildet.
zugehörige Segmentierungen zusätzlich an der sagittalen Ebene gespiegelt und den Trainingsdaten
hinzugefügt. Dadurch wird ein größerer Bereich an Form und Objektlagen abgedeckt. Die Anzahl der
Trainingsdatensätze beträgt also m ✏ 30. Einige Beispiele sind in Abbildung 4.23 dargestellt.
Aufbau: Der artikulierte Atlas besteht aus n Elementen. Jedem dieser Elemente ist genau eine zu
segmentierende Struktur (also bspw. der Schädel oder der Wirbel C4) zugeordnet.
Jedes Element verfügt über ein(e)
• Transformation: Die Transformation Ti : R7 ✂ R3 ÞÑ R3 transformiert einen Punkt x P R3
im Elementkoordinatensystem durch einen 7-dimensionalen Parametervektor pi P R7 in einen
Punkt y P R3 im Atlaskoordinatensystem. Die sieben Freiheitsgrade setzen sich aus einer Trans-
lation, einer 3D-Rotation und einer isotropen Skalierung zusammen. Auf weitere Freiheitsgrade
wurde aus Komplexitätsgründen verzichtet. Auf eine weitere Einschränkung der Freiheitsgrade,
bspw. durch eine explizite Modellierung von Gelenken, wie dies in der Literatur (z.B. [125])
geschieht, soll an dieser Stelle verzichtet werden, um zunächst beliebige Konstellationen der
Atlaselemente zu ermöglichen. Die Einschränkung auf plausible Konstellationen erfolgt erst
später durch das Lernen des Artikulationsraums aus Trainingsdaten.
• Form: Da die Genauigkeit der Segmentierung in dem Szenario dieser Arbeit eine untergeord-
nete Rolle spielt, kann auf eine Modellierung der Oberﬂäche durch ein statistisches Formmo-
dell [45][145] verzichtet werden. Stattdessen gibt ein Wahrscheinlichkeitsbild Wi : Di ⑨ R3 ÞÑ
r0, 1s statistischen Aufschluss darüber, ob ein Punkt sich innerhalb oder außerhalb des Elements
beﬁndet. Beispiele dafür sind in Abbildung 4.24 dargestellt.
• Textur: Die Textur (das Aussehen) eines Elements in einer CT-Aufnahme wird durch ein
Durchschnittsbild Ai : Di ÞÑ R repräsentiert, welches aus den Trainings-CT-Datensätzen
erzeugt wird. Abbildung 4.25 zeigt einige Beispiele.
Der gesamte artikulierte Atlas beﬁndet sich in einem Atlaskoordinatensystem. Dieses ist durch eine
globale rigide Transformation Tg : R6 ✂ R3 ÞÑ R3 gegeben, welche einen Punkt im Atlaskoordina-
tensystem in einen Punkt im Weltkoordinatensystem transformiert. Punkte, welche im Elementko-
ordinatensystem vorliegen, werden also durch die Konkatenation der Elementtransformation und der
globalen Transformation Tg ✆ Ti in das Weltkoordinatensystem transformiert.
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(a) Schädel (b) Unterkiefer (c) Halswirbel C2 (d) Halswirbel C4
Abbildung 4.25.: Durchschnittintensitätsbilder modellieren die Textur der Atlaselemente. Ausgewähl-
te Schichten sind hier abgebildet.
Parametrisierung: Da jedes der n Atlaselemente 7 Freiheitsgrade hat, kann die Artikulation,
also die Bewegung bzw. Pose des Atlas, durch einen 7n-dimensionalen internen Parametervektor
p P R7n beschrieben werden. Zusätzlich wird die globale Position und Ausrichtung des Atlas durch
einen 6-dimensionalen externen Parametervektor e P R6 beschrieben, welcher den Parametern der
globalen rigiden Transformation entspricht.
Allerdings bleibt bei dieser Beschreibung zunächst unklar, wie die 7 Parameter eines Elements nun
die Elementtransformation parametrisieren sollen. Um die Anforderungen an eine geeignete Parame-
trisierung formulieren zu können, wird ein Blick auf die beiden Anwendungsszenarien geworfen:
1. Beim Artikulationstraining soll der Raum aller in der Praxis auftretenden Transformationen aus
einzelnen Beispieltransformationen T j gelernt werden. Neben den Trainingsbeispielen sollen
auch alle ’dazwischenliegenden’ Transformationen in diesem Raum enthalten sein. Dazu ist es
nötig, zwischen den Transformationen stetig interpolieren zu können.
2. Bei der späteren Anpassung des Atlas an einen Datensatz soll der trainierte Artikulationsraum
berücksichtigt werden. Je weiter eine Transformation T von dem gelernten Raum ’entfernt’
ist, desto unwahrscheinlicher soll T sein. Dazu ist es nötig, einen Abstand zwischen zwei
Transformationen zu deﬁnieren.
Beide Anforderungen sind in einem Vektorraum erfüllt. Linearkombinationen zweier Elemente können
durch Skalarmultiplikation und Addition gebildet werden und durch eine Norm kann eine Abstands-
metrik induziert werden.
Bei der Elementtransformation handelt es sich um eine sog. Ähnlichkeitstransformation. Streckenver-
hältnisse und Winkelgrößen bleiben unverändert, Streckenlängen ändern sich jedoch im Allgemeinen.
Eine solche Transformation wird oftmals durch einen Skalierungsfaktor s P R eine Rotationsmatrix
R P R3✂3 und einen Translationsvektor t P R3 beschrieben:
y ✏ T ♣xq ✏ s ☎Rx  t (4.60)
Rotationsmatrizen besitzen 3 Freiheitsgrade und werden oft entweder durch Eulerwinkel oder durch
einen Einheitsquaternion erzeugt. Die Transformation kann also durch einen 7-dimensionalen Vektor
beschrieben werden. Unglücklicherweise erfüllt diese Art der Parametrisierung nicht die genannten
Anforderungen: Bspw. entspricht der Nullvektor nicht dem neutralen Element, d.h. der Identität, und




Um diesem Problem zu entgegnen, schlug Alexa [146] eine Parametrisierung von Transformatio-
nen auf Basis der Matrixexponentialfunktion vor, die es erlaubt, auf Transformationen Operationen
durchzuführen, so wie dies in einem Vektorraum geschieht. Eine Transformation kann in homogenen
Koordinaten durch eine 4✂ 4-Matrix T beschrieben werden:
T ✏
☎✝✝✆ sR t
0 0 0 1
☞✍✍✌ . (4.61)
Diese wird durch die Matrixexponentialfunktion einer weiteren 4✂ 4-Matrix A beschrieben:
T ✏ eA , (4.62)





deﬁniert ist und eﬃzient berechnet werden kann (siehe [146]). Durch die Umkehrfunktion,
also den Matrixlogarithmus, kann die Parametrisierung A ✏ log♣T q berechnet werden. In dieser
Darstellung ist durch r ❞ T ✏ er log♣T q ein Skalarprodukt ❞ und durch X ❵ Y ✏ elog♣Xq log♣Y q eine
Addition ❵ deﬁniert, welche intuitiv erwartete Eigenschaften erfüllen:
• Die Skalarmultiplikation einer beliebigen Transformation mit 0 ergibt die Identität (0❞X ✏ I).
• Die Skalarmultiplikation einer beliebigen Transformation mit ✁1 ergibt die inverse Transfor-
mation (✁1❞X ✏ X✁1).
• Die Addition ist kommutativ (X ❵ Y ✏ Y ❵X).






• Die Addition zweier Rotationen ergibt wieder eine Rotation.
Die Darstellung einer Transformation durch das Matrixexponential scheint also für die beiden ge-
nannten Anwendungsgebiete geeignet zu sein. Jedoch können in dieser Darstellung alle möglichen
Transformationen und nicht nur Ähnlichkeitstransformationen dargestellt werden. Die Anzahl der
Freiheitsgrade muss also reduziert werden. Da eine Addition und eine Skalarmultiplikation vorliegt,
kann dies durch Linearkombinationen von k Basistransformationen Bi geschehen:







wobei p der k-dimensionale Parametervektor ist, der die einzelnen Basistransformationen gewichtet.
Für den konkreten Fall der Ähnlichkeitstransformation werden also k ✏ 7 Basistransformationen
benötigt: 3 Translation, 3 Rotation und eine Skalierung. Diese wurden ad-hoc auf Translation um
je 1 mm in x-, y- und z-Richtung, Rotation je um 2✆ um x-, y- und z-Achse sowie Skalierung
um 2% festgelegt. Jede beliebige Ähnlichkeitstransformation lässt sich daraus kombinieren. Mithilfe
der Pseudoinversen lassen sich aus einer beliebigen Ähnlichkeitstransformation T die Parameter p
bestimmen.
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Abbildung 4.26.: Die Transformationen T ji überführen das Koordinatensystem des Wahrscheinlich-
keitsbildes Wi von Element i in das Koordinatensystem der Trainingsdaten j.
Formtraining: Wie bereits erwähnt, wird die Form eines Elements i durch ein Wahrscheinlich-










i ♣T ji ♣xqq , (4.64)
wobei T ji Ähnlichkeitstransformationen sind, welche die einzelnen Segmentierungen in ein gemeinsa-
mes Koordinatensystem überführen (siehe Abbildung 4.26). Die Bestimmung der Transformationen
T
j
i und die Berechnung des Wahrscheinlichkeitsbildes geschieht iterativ durch folgenden Algorithmus:
1. Setze S1i als Referenzbild Ri.
2. Verschiebe den Schwerpunkt von Ri in den Ursprung.
3. Finde für alle Trainingssegmentierungen Sji je eine Transformation T
j
i zum Referenzbild durch
Bildregistrierung:
a) Initialisiere die Transformation T ji durch eine Verschiebung des Schwerpunkts von Ri in
den Schwerpunkt von Sji .
b) Finde durch ein Gradientenabstiegsverfahren diejendige Ähnlichkeitstransformation T ji ,
welche den mittleren quadratischen Fehler vom transformierten Ri zu S
j
i minimiert.
4. Berechne das Wahrscheinlichkeitsbild Wi mithilfe Gleichung 4.64 aus allen Trainingsdaten
5. Berechne die Durchschnittstransformation T¯i aller T
j









7. Verschiebe den Schwerpunkt von Wi in den Ursprung.
8. Glätte Wi durch einen Gaussﬁlter.
9. Terminiere falls Wi ✓ Ri gilt, ansonsten setze Ri ✏Wi und gehe zu Schritt 3.
Durch diesen iterativen Prozess wird der Einﬂuss der Trainingsdatenreihenfolge minimal gehalten.
Als Deﬁnitionsbereich Di des Wahrscheinlichkeitsbildes wird ein Quader gewählt, welcher alle Orte
x mit der Eigenschaft Wi♣xq → 0 enthält.
Training der Textur: Die Textur eines Elements i ist durch ein Durchschnittsbild Ai repräsen-
tiert, welches mithilfe der zuvor bestimmten Transformationen T ji aus den CT-Aufnahmen C
j der












Die Transformationen stellen sicher, dass sich bei der Mittelung alle CT-Aufnahmen im selben Koordi-
natensystem, und zwar in dem des betrachteten Elements, beﬁnden. An Orten mit hoher Formvarianz
oder Orten, die weit vom Element entfernt sind, ist das Durchschnittsbild deutlich unschärfer als an
Orten im Elementzentrum mit geringer Formvarianz. Der Deﬁnitionsbereich Di von Ai entspricht
dem des Wahrscheinlichkeitsbilds Wi zur Formrepräsentation. Diese Art der Texturrepräsentation
wird später im Anpassungsprozess verwendet, um eine Aussage über die Überlappung des artikulier-
ten Atlas und einer CT-Aufnahme treﬀen zu können.
Artikulationstraining: Durch das Artikulationstraining sollen die relativen Lagen der Atlasele-
mente zueinander gelernt werden. Da dies unabhängig von der absolution Position und Ausrichtung
der Trainingsdaten geschehen soll, müssen diese erst in ein gemeinsames Koordinatensystem über-
führt werden. Dies geschieht durch denselben Algorithmus, der schon beim Formtraining zur Bestim-
mung der Transformationen der einzelnen Elemente angewendet wurde. Als Eingebedaten dienen





i . Statt Ähnlichkeitstransformationen werden diesmal jedoch rigide Transformationen T
j
gesucht, weil die Größe der Trainingsdaten in das Artikulationstraining einbezogen werden soll. Die
Transformationen T j bestimmen das Atlaskoordinatensystem für jeden Trainingsdatensatz. Das ent-
standene Wahrscheinlichkeitsbild ist nur ein Beiprodukt und wird im Folgenden nicht mehr benötigt.
Aus den absoluten Transformationen T j der Träningsdatensätze sowie den absoluten Transformatio-
nen T ji der Modellelemente der Trainingsdatensätze können nun relative Elementtransformationen
E
j
i berechnet werden (siehe Abbildung 4.27):
E
j





Da es sich bei den Elementtransformationen Eji um Ähnlichkeitstransformationen handelt, können
diese durch je einen 7-dimensionalen Parametervektor pji P R7 beschrieben werden. Dazu kommt
die zuvor beschriebene Parametrisierung in Matrixexponentialdarstellung zum Einsatz. Der Vektor
pji bildet die Gewichte zur Linearkombination von Basistransformationen.
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Abbildung 4.27.: Die Trainingsdatentransformation T j überführt das Atlaskoordinatensystem in das
Trainingsdatenkoordinatensystem. Die Elementtransformationen Eji beﬁnden sich
dann für alle Trainingsdaten im selben Koordinatensystem und die Artikulation kann
daraus gelernt werden.
Um die gesamte Artikulation eines Trainingdatensatzes zu beschreiben, werden die Parametervek-
toren pji der Elemente zu einem einzigen 7n-dimensionalen Parametervektor p
j P R7n zusammen-
gefasst. Aus diesen m Parametervektoren pj soll nun der Raum aller typischen relativen Lagen von
Modellelementen gelernt werden.
Wie bereits motiviert, kann durch die Parametrisierung der Transformationen mithilfe des Matrix-
exponentials mit den Vektoren pj wie in einem Vektorraum gerechnet werden. Daher kann auch
das Standardverfahren zum Lernen von Formmodellen, die Hauptkomponentenanalyse oder englisch
Principal Component Analysis (PCA) [147], verwendet werden. Die Parametervektoren der Trai-
ningsdatensätze werden dazu in eine 7n ✂m-Matrix P ✏  p1, . . . ,pm✟ geschrieben. Eine beliebige
Artikulation p P R7n wird durch einen k ✦ 7n-dimensionalen Artikulationsvektor a P Rk dargestellt:
p ✏ p¯ A ☎ a   r , (4.67)




pj der Durchschnittsartikulation aller Trainingsartikulationen entspricht. Die Ma-
trix A enthält die k Eigenvektoren mit den größten zugehörigen Eigenwerte λj , λ1 ➙ ☎ ☎ ☎ ➙ λk ➙
☎ ☎ ☎ ➙ λm✁1 → 0 der Kovarianzmatrix C ✏ 1m✁1 Pˆ Pˆ T , Pˆ ✏ ♣p1 ✁ p¯, . . . ,pm ✁ p¯q. Der durch die
k Eigenvektoren aufgespannte Raum wird als Artikulationsraum bzw. Featurespace (F ) bezeichnet.
Alle darin enthaltenen Artikulationen können durch a beschrieben werden. Der erste Eintrag von
a beschreibt die Bewegung entlang der größten Varianz in den Trainingsdaten, der zweite Eintrag
die Bewegung entlang der zweitgrößten Varianz und so weiter. Da die Daten starke Korrelationen
aufweisen (bspw. liegt der Halswirbel C4 immer knapp unterhalb von C3), kann davon ausgegan-














Abbildung 4.28.: Länge des Fehlervektors bei unterschiedlicher Dimensionalität k des Artikulations-
vektors a
















Abbildung 4.29.: Die Artikulation des Atlas in Abhänigkeit von den ersten drei Einträgen des Ar-
tikulationsvektors a. Die Durchschnittsartikulation p¯ ist in der mittleren Spalte
dargestellt.
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Genauigkeit zu beschreiben. Alle nicht durch a beschreibbaren Artikulationen beﬁnden sich in dem
komplementären Raum F¯ . Sie werden durch den Residualvektor r P R7n beschrieben. Da jedoch ein
Großteil der in der Praxis vorkommenden Artikulationen innerhalb oder zumindest nahe an F sein
sollte, weist der Residualvektor r üblicherweise eine geringe Länge auf.
Es soll nun geklärt werden, wie viele Freiheitsgrade tatsächlich nötig sind. Dazu wurde für unter-
schiedliche k eine Leave-One-Out-Kreuzvalidierung angewendet. Der Artikulationsraum wurde für
m✁1 Parametervektoren gelernt, der übriggebliebene Parametervektor wurde mithilfe von Gleichung
4.67 rekonstruiert und schließlich wurde die Länge des Residualvektors ⑤⑤r⑤⑤ berechnet. Dies wurde
für alle Kombinationsmöglichkeiten von m✁1 Parametervektoren durchgeführt und die entstandenen
Fehler wurden gemittelt. Abbildung 4.28 zeigt diesen mittleren Fehler für unterschiedliche Dimensio-
nalität k des Artikulationsvektors a. Wie zu erwarten, nimmt der Fehler mit steigendem k zunächst
rapide ab, für höhere k jedoch nicht mehr so stark und ab ca. k ✏ 10 fast gar nicht mehr. Daher
wurde k ✏ 10 festgelegt. Der ursprünglich 77-dimensionale Raum kann also aufgrund der vorhande-
nen Korrelation durch einen 10-dimensionalen Vektor eﬃzient beschrieben werden. Abbildung 4.29
zeigt die Artikulation in Abhängigkeit der ersten drei Einträge.
4.2.3. Anpassung des artikulierten Atlas
Um einen ungesehenen CT-Datensatz mithilfe des artikulierten Atlas segmentieren zu können, muss
dieser an den Datensatz angepasst werden. Dies geschieht durch die Minimierung eines Energiefunk-
tionals der Form
E♣p, eq ✏ EBild♣p, eq   ψEArtikulation♣pq , (4.68)
wobei p die Artikulation und e die globale Position und Orientierung beschreibt. Der Bildenergieterm
EBild liefert umso geringere Werte, desto mehr die Grauwerte im CT-Datensatz an den durch p und
e gegebenen Positionen mit der gelernten Textur übereinstimmen. Der Artikulationsrestriktionsterm
liefert hingegen umso geringere Werte, desto mehr die durch p beschriebene Artikulation der des
zuvor gelernten Artikulationsraums entspricht. Letzterer ist unabhängig von der globalen Position
und Orientierung e des Atlas. Der Parameter ψ balanciert die beiden Terme.
Diese Art von Energiefunktional kam schon an einigen Stellen in dieser Arbeit zum Einsatz, jedes
Mal jedoch mit einer leicht anderen Bedeutung. In Abschnitt 2.2.1 wurden Segmentierungsverfahren
mit lokalem Formwissen eingeführt. Dazu wird in Gleichung 2.1 Bildinformation und lokale For-
merhaltung balanciert. Dasselbe geschieht in Abschnitt 3.1.5, 4.1.2 und 4.1.4 zur Segmentierung
von Lymphknoten. Darüber hinaus wird in Abschnitt 2.2.2.1 die Gleichung 2.6 dazu verwendet, um
bei der bildbasierten deformierbaren Registrierung eine Balance zwischen der Übereinstimmung des
Referenzbildes mit dem deformierten Modellbild und lokaler Plausibilität des Deformationsfeldes zu
ﬁnden.
Bildenergieterm: Da CT-Aufnahmen durch die Hounsﬁeld-Skala normiert sind und sonstige In-
tensitätsschwankungen bspw. durch Artefakte als vernachlässigbar angenommen werden, wird der
mittlere gewichtete quadratische Fehler zwischen der transformierten Atlastextur Ai und der CT-
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wobei pi der Anteil der Gesamtartikulation p ist, welcher die Transformation für das Element i
parametrisiert. Der mittlere quadratische Fehler wird durch eine Menge, bestehend ausmi zufällig aus
dem Elementdeﬁnitionsbereich Di gezogenen Stichproben (Samples) xli, l P r1, . . . ,mis approximiert.
mi wird dabei linear in Abhängigkeit von der Gesamtgröße gewählt. Je größer mi ist, desto genauer
ist die Approximation. Gleichzeitig erhöht sich aber auch die Laufzeit proportional. 20000 Samples für
alle 11 Atlaselemente haben sich als guter Kompromiss zwischen Laufzeit und Approximationsgüte
erwiesen. Die Gewichtung des Fehlers erfolgt durch das Gauss-geﬁlterte (Gσ) Wahrscheinlichkeitsbild
Wi. Dies hat zur Folge, dass Bereiche, welche wahrscheinlicher zu dem Element gehören oder - durch
die Filterung - sich zumindest in der Nähe des Elements beﬁnden, stärker gewichtet werden als die
anderen Bereiche. So ein Vorgehen ist sinnvoll, weil die Grauwerte außerhalb des Elements einer
größeren Varianz unterliegen (vgl. Training der Textur in Abschnitt 4.2.2).




wi EBildi♣pi, eq , (4.70)





wi ✏ 1 gilt. Auf diese Weise ist sichergestellt, dass kleine Elemente (bspw.
ein Wirbel) einen kleineren Einﬂuss auf die Gesamtenergie als große Elemente (bspw. der Schädel)
haben.
Artikulationsrestriktionsterm: Die mögliche Artikulation soll sich auf den gelernten Artiku-
lationsraum beschränken oder sich zumindest in der Nähe des Raums beﬁnden. Modelliert man die
Wahrscheinlichkeitsdichte der Artikulation näherungsweise als Gaußverteilung, kann das Fehlermaß









wobei λl, λ1 ➙ ☎ ☎ ☎ ➙ λm✁1 → 0 die Eigenwerte der Kovarianzmatrix C sind (siehe Artikulationstrai-
ning in Abschnitt 4.2.2).
Die Beschreibung des Anteils der Artikulation innerhalb des durch die Eigenvektoren von C aufge-
spannten Raums (gelernter Artikulationsraum F ) folgt aus Gleichung 4.67 und geschieht durch den
Vektor a ✏ AT ☎ ♣p✁ p¯q. Der dazugehörige Fehlerterm (der erste Term von Gleichung 4.71) ist durch
Mahalanobis-Distanz gegeben. Je größer eine Koordinate relativ zu der erwarteten Varianz – gegeben
durch λ – ist, desto größer ist der Fehler. Dieser Fehler wird als Distance In Feature Space (DIFS)
bezeichnet.
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Abbildung 4.30.: Zusammenhang zwischen dem Fehler innerhalb des Artikulationsraums F und im
komplementären Raum F¯
Da sich eine Artikulation p nicht notwendigerweise innerhalb des gelernten Artikulationsraums F be-
ﬁndet, p aber zumindest in der Nähe von F sein sollte, entspricht der zweite Term der Gleichung 4.71
der quadratischen euklidischen Distanz von p zu F . Dies ist der Fehler in dem komplementären Raum
F¯ und wird als Distance From Feature Space (DFFS) bezeichnet. Abbildung 4.30 veranschaulicht
den Zusammenhang zwischen DIFS und DFFS.
Der Parameter ρ wird als DFFS-Koeﬃzient bezeichnet und balanciert beide Fehlerquellen. Unter







Ist die Varianz in F¯ hoch, erhält man große Werte für ρ und der Einﬂuss des DFFS auf den Artiku-
lationsrestriktionsterm ist gering.
Energieminimierung durch Gradientenabstieg: Die Anpassung des Atlas an einen Da-
tensatz C wird durch Minimierung des in Gleichung 4.68 beschriebenen Energiefunktionals E♣p, eq
realisiert. Die Minimierung läuft in einem zweistuﬁgen Prozess ab:
1. In einem ersten Schritt wird die optimale globale Position und Orientierung e✍ gefunden. Dies
geschieht durch ein Gradientenabstiegsverfahren mit konstanter Schrittlänge.
Die Initialisierung geschieht durch eine Heuristik: Da CT-Aufnahmen üblicherweise dieselbe
Ausrichtung besitzen, wird initial keine Rotation angenommen. Die initiale Position wird auf
das kraniale (obere) Ende der CT-Aufnahme gesetzt, weil oberhalb des Kopfes keine weiteren
Strukturen erwartet werden, an die sich der Atlas fälschlicherweise anpasst. Diese Heuristik
setzt voraus, dass ein gewisser Teil des Schädels in der CT-Aufnahme sichtbar ist. Es hat sich
herausgestellt, dass in etwa die Hälfte des Schädels ausreichend ist.
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Der Artikulationsvektor wird während dieses Schrittes auf die Durchschnittsartikulation p ✏
p¯ gesetzt. Der Artikulationsrestriktionsterm hat immer den Wert 0 und muss darum nicht
berechnet werden.
2. In einem zweiten Schritt wird die optimale Artikulation p✍ gemeinsam mit der optimalen
globalen Position und Orientierung e✍ wiederum durch ein lokales Gradientenabstiegsverfahren
gefunden. Dies geschieht ausgehend von der Durchschnittsartikulation in zuvor bestimmter
globaler Position und Orientierung. Da e✍ in dem Schritt zuvor für die Durchschnittsartikulation
bestimmt wurde und diese für abweichende p ebenfalls anders sein kann, kann e in diesem
Schritt nicht konstant gelassen werden.




werden. Dies kann weitestgehend analytisch geschehen:
∇E♣p, eq ✏ ∇EBild♣p, eq   ψ∇EArtikulation♣pq , (4.73)
wobei für die Einträge ❇EArtikulation❇ei ✏ 0 gilt, weil der Artikulationsrestriktionsterm nicht von der globalen
Position und Orientierung abhängt.
Zur Berechnung des Gradienten des Artikulationsrestriktionsterms wird unter Ausnutzen von
⑤⑤r⑤⑤2 ✏ ⑤⑤p✁ p¯⑤⑤2 ✁ ⑤⑤a⑤⑤2 , (4.74)
was aus dem Satz des Pythagoras folgt (siehe Abbildung 4.30), wird Gleichung 4.71 zunächst um-
geschrieben:
EArtikulation♣pq ✏ ♣p✁ p¯qTAΛ✁1AT ♣p✁ p¯q
  1
ρ
✏♣p✁ p¯qT ♣p✁ p¯q ✁ ♣p✁ p¯qTAAT ♣p✁ p¯q✘ , (4.75)
wobei Λ✁1 ✏ diag♣ 1
λ1
, . . . , 1
λk
q gilt. Gleichung 4.74 gilt, weil das Residual r stets orthogonal zu dem
durch F aufgespannten Raum ist und somit der Satz des Pythagoras gilt (siehe Abbildung 4.30).
Der Gradient des Artikulationsrestriktionsterms kann dann durch Vektoranalysis aus Gleichung 4.75
bestimmt werden:
∇EArtikulation♣pq ✏ 2AΛ✁1AT ♣p✁ p¯q   2
ρ
 
p✁ p¯✁AAT ♣p✁ p¯q✟ . (4.76)
Die Berechnung des Gradienten des Bildenergieterms gestaltet sich etwas komplizierter. Für ein






Ai♣xji q ✁ C♣☎q
✙





wobei C♣☎q ✏ C
✁
T ♣eq ✆ T ♣piq ✆ xji
✠
gilt und JT ♣piq die Jacobimatrix der durch pi parametrisierten
Transformation ist. Die Berechnung dieser Jacobimatrix basiert auf der Ableitung des Matrixexpo-
nentials. Dies kann entweder durch Auswertung des in [149] beschriebenen Integrals erfolgen oder
durch ﬁnite Diﬀerenzen approximiert werden. In dieser Arbeit kam aus Eﬃzienzgründen Letzteres
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(a) Erfolgreiche Anpassung (b) Anpassung an die falsche Struktur
Abbildung 4.31.: Anpassung des artikulierten Atlas an unterschiedliche Datensätze durch das
Gradientenabstiegsverfahren
zur Anwendung. Die Ableitung nach den Parametern der globalen Position und Orientierung erfolgt
sehr ähnlich, wobei hierbei jeder Summand aus Gleichung 4.70 einen Einﬂuss auf den Gradienten hat
und somit berücksichtigt werden muss.
Basierend auf dem gerade beschriebenen Gradienten kann nun die Aktualisierungsregel für den k-ten
Schritt des Gradientenabstiegsverfahrens formuliert werden:
♣p, eqk 1 ✏ ♣p, eqk ✁∆ ☎∇E♣p, eq , (4.78)
wobei ∆ der Schrittweite entspricht. Beendet wird die Anpassung, sobald ♣p, eqk 1 ✓ ♣p, eqk gilt
und der artikulierte Atlas sich somit in einem lokalen Minimum beﬁndet.
Abbildung 4.31 zeigt Beispiele für den angepassten artikulierten Atlas. Während mit dieser Anpas-
sungsstrategie in einigen Fällen gute Ergebnisse erzielt werden können, kann es in anderen Fällen
passieren, dass das Verfahren in das falsche lokale Energieminimum konvergiert. Gerade innerhalb
der Wirbelsäule tritt dies auf, wie das Beispiel in Abbildung 4.31(b) zeigt. Der Grund dafür ist, dass
benachbarte Wirbel sehr ähnlich aussehen. Somit kommt es sehr stark auf die Initialisierung an, ob
bspw. das Modellelement, welches den Wirbel C5 repräsentiert, tatsächlich in den Wirbel C5 oder
doch in den benachbarten Wirbel C4 oder C6 konvergiert. Bei einzelnen Wirbeln kann dies durch den
Artikulationsrestriktionsterm kompensiert werden. Bewegt sich jedoch eine genügend große Anzahl
an Elementen in Richtung der falschen Struktur, kann dies nicht mehr kompensiert werden und zwei
Atlaselemente beﬁnden sich auf derselben Struktur oder ein Atlaselement deckt zwei benachbarte
Strukturen ab. Dieser Nachteil des puren Gradientenabstiegsverfahrens tritt insbesondere bei Da-
tensätzen auf, welche untypisch sind, also stark von der Durchschnittsartikulation p¯ abweichen. Ein
Beispiel dafür sind Patienten, deren Anatomie durch Pathologien oder chirurgische Eingriﬀe von der
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normalen Anatomie abweicht. Sowohl das Abdecken aller möglichen Anatomieabweichungen während
des Artikulationstrainings als auch die Verwendung eines globalen Optimierungsverfahrens ist durch
mangelnde Trainingsdaten bzw. aus Komplexitätsgründen in der Praxis nicht realisierbar.
Energieminimierung durch adaptiven Gradientenabstieg: Eine neuartige Lösung zum
gerade beschriebenen Problem soll nun in diesem Abschnitt vorgestellt werden. Die Grundidee be-
steht darin, die Anpassung zunächst mit eindeutigen Strukturen zu beginnen und dann Nachbar-
schaftsbeziehungen im weiteren Anpassungsprozess zu berücksichtigen.
Umgesetzt ist diese Idee durch das Einführen von adaptiven Gewichten des Bildenergieterms. Glei-
chung 4.70 wird folgendermaßen erweitert:
EBild♣p, e, tq ✏
n➳
i✏1
wi♣tq EBildi♣pi, eq , (4.79)
wobei t P r0, . . . , 1s ein neuer Parameter ist, welcher den Fortschritt des Anpassungsprozesses be-
schreibt und die Gewichte wi♣tq der Elemente nun davon abhängen. Für jedes Element wird nun ein
Zeitpunkt ti festgelegt, ab dem wi♣tq ✏ wi gelten soll. Vor diesem Zeitpunkt gilt wi♣tq ✏ 0 und die
Anpassung des Elements geschieht ausschließlich aufgrund des Artikulationsrestriktionsterms. Wäh-
rend des Anpassungsprozesses mithilfe von Gleichung 4.78 wird nun auch der Parameter t ausgehend
von t ✏ 0 in jedem Schritt leicht erhöht. Ist t ✏ 1 erreicht, ist die zu minimierende Energie zu der in
Gleichung 4.68 formulierten Energie identisch.
Für das Kopf-Hals-Modell bedeutet dies konkret, dass die Anpassung mit dem Schädel beginnt
(tSchädel ✏ 0), sich dann über den Unterkiefer und den ersten Wirbel (tUnterkiefer ✏ 0.1 und tC1 ✏ 0.1)
bis hin zum untersten Wirbel fortpﬂanzt (tTh2 ✏ 0.9). Der Schädel dient damit als eindeutige An-
fangsstruktur, welche zuerst gefunden wird. Ausgehend davon werden dann die Nachbarstrukturen
gefunden, dann deren Nachbarn, usw. Durch die passive Anpassung mithilfe des Artikulationsrestrik-
tionsterms ist sichergestellt, dass sobald ein Element i aktiv wird, d.h. t ✏ ti gilt, dieses sich bereits
an einer gelernten plausiblen Stelle beﬁndet. Die Anpassung an eine falsche Struktur wird dadurch
unwahrscheinlich. Durch dieses sequenzielle Vorgehen wird verhindert, dass schlecht initialisierte Ele-
mente die korrekte Anpassung des gesamten Atlas gefährden.
Abbildung 4.32 zeigt die Entwicklung der adaptiven Gewichte wi♣tq im Laufe eines Anpassungspro-
zesses. Anstatt eine harte Änderung von wi♣tq ✏ 0, t ➔ ti auf wi♣tq ✏ wi, t ➙ ti zu verwenden,
geschieht dies hier jedoch kontinuierlich mit Hilfe der Gaußfunktion. Die Anpassung von t erfolgt
aufgrund der Konvergenz einzelner Atlaselemente. Ist bspw. der Betrag der partiellen Ableitungen der
Parameter für den Schädel klein, ist dieser also gut angepasst, dann wird t erhöht und der Unterkiefer
und das obere Ende der Wirbelsäule können sich nun an den Datensatz anpassen. Diese kontinu-
ierliche Anpassung beschleunigt den Anpassungsprozess im Vergleich zu einer harten Änderung. So
muss ein Element nicht warten bis das Vorgängerelement sich komplett angepasst hat.
Segmentierung: Sobald der artikulierte Atlas an einen Datensatz angepasst ist, also e und p be-
kannt sind, kann jedem Voxel in dem Datensatz ein Label durch eine Abbildung L : D ÞÑ t0, . . . , n✉
zugeordnet werden. Die Labels entsprechen dabei dem Index des Atlaselements bzw. dem ausgezeich-
neten Label 0, falls das Voxel zu keinem Element zugeordnet werden soll. Eine einfache Übertragung
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Abbildung 4.32.: Entwicklung der adaptiven Gewichte wi♣tq und der Energiegradientenstärke ∇Ei
für die verschiedenen Atlaselemente im Verlauf des Anpassungsprozesses
der Labels aus dem Atlas, wie dies üblicherweise bei atlasbasierter Segmentierung geschieht, ist hier
nicht möglich, weil der artikulierte Atlas die Forminformation über Wahrscheinlichkeiten kodiert.
Stattdessen bildet die Grundlage für die Zuordnung zum einen die gelernte Information über die
Form der zu segmentierenden Strukturen durch die Wahrscheinlichkeitsbilder Wi und zum anderen
Wissen über die Intensität von Knochen in CT-Aufnahmen. Aus den Trainingsdatensätzen wurde
mithilfe des Bayestheorems die bedingte Wahrscheinlichkeit p♣Knochen⑤Iq ✏ p♣I⑤Knochenqp♣Knochenq
p♣Iq
für das Vorhandensein von Knochen bei einer gegebenen Intensität I numerisch bestimmt. Wie in
Abbildung 4.33 zu sehen ist, kann diese gut durch die Arkustangensfunktion modelliert werden. Die
kleine, aber dennoch positive Wahrscheinlichkeit für Knochen bei sehr geringen Bildintensitäten,
sogar unter 0 HU , erscheint zunächst unplausibel, kann jedoch durch den Partialvolumeneﬀekt
erklärt werden.
Die Wahrscheinlichkeit pi♣xq eines Elements i für den Ort eines Voxels x ergibt sich zu
pi♣xq ✏ p ♣Knochen⑤C♣xqq ☎Wi
 
T✁1♣piq ✆ T✁1♣eq ✆ x
✟
. (4.80)
Ausgehend davon wird die Labelzuordnung bestimmt:
L♣xq ✏
✩✫✪ 0 ;max❅i ♣pi♣xqq ➔ pminargmax
❅i
pi♣xq ; sonst , (4.81)
wobei pmin ✏ 0.05 ein Schwellwert für eine valide Elementzuordnung ist. Es wird also immer dasjenige
Element ausgewählt, welches die höchste Wahrscheinlichkeit aufgrund der Form besitzt. Der Schwell-




























Abbildung 4.33.: Die bedingte Wahrscheinlichkeit für das Vorhandensein von Knochen abhängig von
der CT-Intensität kann gut durch die Arkustangensfunktion modelliert werden.
knochentypischen CT-Intensitäten aufweisen, nicht zu einem Element gezählt werden, sondern als
Hintergrund angesehen werden. Aus dem Labelbild können nun die Segmentierungen Si : D ÞÑ t0, 1✉
der Atlaselemente extrahiert werden.
4.2.4. Sukzessive lokal rigide Registrierung einzelner Knochen
Nun soll ausgehend von den Segmentierungen Si der CT-Aufnahme für jedes Element eine rigi-
de Transformation Ti zum Modellbild gefunden werden. Unter der Annahme, dass die einzelnen
Knochen sich nicht oder nur geringfügig über die Aufnahmen hinweg ändern, ist eine rigide Trans-
formation vollkommen ausreichend, weil keine Deformation, sondern nur eine andere Position und
Ausrichtung erwartet wird. Diese Annahme wird dadurch unterstützt, dass Knochen deutlich härter
als das umliegende Weichteilgewebe ist. Einzig und allein bei einer Anatomieänderung durch einen
chirurgischen Eingriﬀ ist es möglich, dass diese Annahme verletzt wird und somit die Registrierung
möglicherweise fehlschlägt.
Die lokal rigide Registrierung eines Elements geschieht rein bildbasiert. Ein Bildähnlichkeitsmaß wird
als Funktion der Transformationsparameter aufgefasst und mithilfe eines Gradientenabstiegsverfah-
rens wird ein lokales Maximum gefunden.
Das Maß wird dabei nur in einer geringfügig dilatierten Version von Si berechnet. Wird die Dilatation
zu klein gewählt, ist nicht genügend Kontext für eine erfolgreiche Registrierung vorhanden, wird sie
allerdings zu groß gewählt, hat möglicherweise deformiertes Weichteilgewebe einen negativen Einﬂuss
auf das Registrierungsergebnis. In der Praxis hat sich eine Dilatation um 5 mm als geeignet erwiesen.
Als Bildähnlichkeitsmaß kommt, wie auch schon zur rigiden Registrierung des Kopfes (siehe Ab-
schnitt 4.2.1), Mutual-Information [72][73] zum Einsatz. Mit ihr können sowohl bei monomodalen
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Abbildung 4.34.: Die sukzessive lokal rigide Registrierung in der dargestellten Reihenfolge ermöglicht
es, auch sehr weit voneinander entfernte Strukturen erfolgreich zu registrieren.
als auch bei multimodalen Aufnahmen gute Registrierungsergebnisse erzielt werden. Somit eignet
sie sich gleichermaßen für die Registrierung von Aufnahmen mit unterschiedlichen Modalitäten und
Aufnahmen derselben Modalität zu unterschiedlichen Zeitpunkten (Zeitserien).
Da aus Eﬃzienzgründen ein lokales Optimierungsverfahren verwendet werden muss, ist eine gute
Initialisierung der Transformationsparameter nötig. Für den Schädel kann dies einfach durch die in
Abschnitt 4.2.1 gefundene global rigide Transformation des Kopfes erfolgen. Je weiter die Knochen
jedoch vom Schädel entfernt sind und je stärker die Positionen der Wirbelsäule voneinander ab-
weichen, desto ungeeigneter ist diese Art der Initialisierung. Daher läuft der Registrierungsprozess
sukzessive ab. Zuerst wird der Schädel registriert, dann die unmittelbaren Nachbarn (der Unterkie-
fer und der Halswirbel C1). Dabei wird die Transformation der Nachbarelemente mit der ﬁnalen
Transformation des Schädels initialisiert. Die erhaltene ﬁnale Transformation des Wirbels C1 wird
wiederum als Initialisierung für den nächsten Nachbarn, den Halswirbel C2, verwendet. Auf diese
Weise wird ein Element nach dem anderen initialisiert und registriert, bis für alle Elemente je eine
rigide Transformation Ti vorliegt. Die Registrierungsreihenfolge ist in Abbildung 4.34 dargestellt.
Durch Ausnutzen von Anatomiewissen über den Zusammenhang benachbarter Strukturen ist es mög-
lich, auch initial sehr weit voneinander entfernte Strukturen erfolgreich zu registrieren und somit
sehr starke Wirbelsäulenpositionsunterschiede auszugleichen. Dieser große Konvergenzbereich wird
im Endeﬀekt durch die Konkatenation vieler kleiner Transformationen zu einer großen Transformation
erreicht.
Durch die Abhängigkeit der Transformationen benachbarter Strukturen entsteht jedoch auch ein
entscheidender Nachteil. Wurde ein Element nicht korrekt registriert, bspw. aufgrund eines starken
Bildartefakts in einer der Aufnahmen an der Struktur, werden alle nachfolgenden Strukturen falsch
initialisiert und eine korrekte Registrierung dieser Strukturen wird unwahrscheinlich. Das Ausschließen
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von global nicht plausiblen Transformationen, wie dies beim artikulierten Atlas durch den Artikula-
tionsrestriktionsterm erfolgte, könnte hier helfen.
4.2.5. Personalisierter artikulierter Atlas
Alternativ zu der lokal rigiden Registrierung soll nun der artikulierte Atlas zunächst personalisiert und
anschließend unter Berücksichtigung der möglichen Artikulation an das Modellbild angepasst werden,
um für jedes Atlaselement eine rigide Transformation zu ﬁnden. Grundvoraussetzung der Personali-
sierung ist die erfolgreiche Anpassung an eine CT-Aufnahme C. Neben den Atlasparametern p und
e sind also auch die Segmentierungen Si bekannt. Gegenüber dem zuvor beschriebenen allgemeinen
artikulierten Atlas werden vier patientenspeziﬁsche Änderungen vorgenommen:
1. Form: Das WahrscheinlichkeitsbildWi eines Elements, welches aus den Trainingsdaten berech-
net wurde, wird durch ein Binärbild ersetzt, welches aus der Segmentierung Si des Elements
berechnet wird: Wi♣xq ✏ Si♣T ♣eq ✆ T ♣piq ✆ xq. Es wird nun also eine konkrete Form, nämlich
die des segmentierten Elements, und nicht eine probabilistische Form, verwendet.
2. Textur: Bei der Textur wird nun ebenfalls das Durchschnittsbild Ai durch einen Ausschnitt
aus der CT-Aufnahme des Patienten ersetzt: Ai♣xq ✏ C♣T ♣eq ✆ T ♣piq ✆ xq.
3. Bildenergie: Da der personalisierte Atlas sowohl an eine CT-Aufnahme desselben Patienten zu
einem anderen Zeitpunkt als auch an eine Aufnahme aus einer anderen Modalität (z.B. MRT)
angepasst werden soll, kann der mittlere quadratische Fehler aus Gleichung 4.69 nicht verwen-
det werden. Stattdessen kommt wie in Abschnitt 4.2.4 die Mutual-Information zum Einsatz.
Da für die Mutual-Information nach [114] eine Ableitung vorliegt, kann ein gradientenabstieg-
basiertes Anpassungsverfahren weiterhin verwendet werden. Besonderheiten werden später in
diesem Abschnitt erläutert.
4. Anpassung: Die Größe der Strukturen ist bereits bekannt und es wird angenommen, dass
diese über die Intra-Subjekt-Aufnahmen hinweg konstant bleibt. Daher darf sich diese wäh-
rend des Anpassungsprozesses für kein Element ändern. Umgesetzt wird dies, indem bei der
Anpassungsiteration gegeben durch Gleichung 4.78 alle Komponenten von p, welche sich auf
die Größe auswirken, nicht berücksichtigt werden. Somit bleiben diese Komponenten konstant
und es wird eﬀektiv nur eine rigide Transformation für jedes Element zugelassen.
Durch diese vier Schritte ist also eine Anpassung des artikulierten Atlas auch an andere Bildmodalitä-
ten als CT möglich, wenn der Atlas zuvor an eine CT-Aufnahme desselben Patienten angepasst wurde.
Im Vergleich zu der zuvor beschriebenen sukzessiv lokal rigiden Anpassung hat diese Vorgehensweise
den großen Vorteil, dass lokale Registrierungsfehler einzelner Elemente sich nicht auf nachfolgen-
de Elemente auswirken, sondern im Gegenteil, die Nachbarelemente diese Fehler verringern können.
Dies geschieht während der Atlasanpassung über das Einbringen von globalem Wissen über die Lage
der Elemente zueinander durch den Artikulationsrestriktionsterm. Nicht plausible Transformationen
werden ausgeschlossen.
Der kritischste Teil der zuvor beschriebenen vier notwendigen Änderungen zur Personalisierung des
artikulierten Atlas ist die Berechnung der Mutual-Information, bei welcher einiges zu beachten ist.
Der quadratische Fehler zwischen gelernter Textur und CT-Aufnahme wurde durch Gleichung 4.69
für jedes Element unabhängig berechnet und dann durch Gleichung 4.70 für alle Elemente zu einem
Gesamtfehler addiert. Bei der Mutual-Information handelt es sich aber um ein statistisches Maß,
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(b) Die Berechnung der MI für alle Elemente (rot) sorgt für einen grö-
ßeren Konvergenzbereich. Die elementweise Berechnung (grün) führt
zu einem unerwünschtem Maximum im Spinalkanal (magenta).
Abbildung 4.35.: Veränderung der Mutual-Information (MI) bei einer Verschiebung des Wirbels C2
bei unterschiedlicher Berechnungsgrundlage
welches lediglich auf beliebige Zusammenhänge zwischen Grauwerten in beiden Aufnahmen setzt
und sich somit für multimodale Registrierung eignet. Wird diese allerdings für jedes Element einzeln
berechnet, kann es passieren, dass lokal Grauwertzusammenhänge gefunden werden, die global nicht
sinnvoll sind. Ein Beispiel dafür ist der Wirbel C2, dessen Zahn parallel zum Spinalkanal verläuft und
einen ähnlichen Durchmesser wie dieser besitzt. Wird die Mutual-Information für diesen Wirbel einzeln
berechnet, tritt ein lokales Maximum dann auf, wenn sich dessen Zahn im Spinalkanal beﬁndet (siehe
Abbildung 4.35). Wird die Mutual-Information hingegen für alle Elemente gleichzeitig berechnet, ist
die statistische Grundlage deutlich ausgeprägter. Das Maximum im Spinalkanal verschwindet und der
Konvergenzbereich vergrößert sich.
4.2.6. Weichteilgewebe-Deformation
Dieser Abschnitt widmet sich nun der Berechnung des Gesamtdeformationsfeldes aus den n rigiden
Transformationen Ti der einzelnen Knochen, welche jeweils für die Segmentierungen Si im Referenz-
bild gelten sollen. Dass bei dieser Berechnung keine weitere Bildinformation herangezogen wird, hat
folgende Auswirkungen:
• Die Anzahl der Freiheitsgrade ist auf 6n beschränkt. Durch das Einbringen von anatomischem
Vorwissen und die globale Regularisierung durch den (personalisierten) artikulierten Atlas wer-
den nur plausible Transformationen erlaubt. Das Verfahren ist somit prinzipbedingt sehr robust
gegenüber Bildartefakten.
• Unter der Annahme, dass sich die einzelnen Knochen über die Aufnahmen hinweg nicht ana-
tomisch verändert haben, werden nur Deformationen, die aufgrund einer Änderungen der Lage
des Patienten entstanden sind, nicht jedoch diejenigen, welche durch eine Anatomieänderung
entstanden sind, ausgeglichen. Dies ist insbesondere bei dem Vergleich einer Zeitserie von Vor-
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teil. Rein bildbasierte Verfahren hingegen können zwischen diesen beiden Deformationsquellen
nicht unterscheiden.
• Neben diesen Vorteilen hat dieses Vorgehen auch einen Nachteil. Da das Deformationsfeld auf-
grund eines Modells berechnet wird, dieses jedoch nicht alle real entstehenden Deformationen
abdecken kann, ist ein Genauigkeitsverlust im Weichteilgewebe zu erwarten, welcher vermutlich
mit der Distanz zu den Knochen und der Stärke der Deformation zunimmt.
Bei der Berechnung des Transformationsfeldes T ♣xq sollen folgende Bedingungen erfüllt sein:
1. Das Transformationsfeld soll kontinuierlich sein. Das heißt, dass T ♣x  ∆q ✓ T ♣xq für kleine
Abweichungen∆ gelten soll. Dies bezieht sich allerdings nicht nur auf den Translations- sondern
auch auf den Rotationsanteil der Transformation (vgl. Abschnitt 3.2.4).
2. Alle bekannten Transformationen der rigiden Bereiche sollen einbezogen werden und innerhalb
der Segmentierungen Si dieser Bereiche sollen die bereits bekannten Transformationen Ti zur
Anwendung kommen. Es soll also T ♣xq ✏ Ti ðñ Si♣xq ✏ 1 gelten.
Zur Erfüllung dieser beiden Anforderungen wird die Transformation T ♣xq am Ort x als Linearkombi-
nation der bekannten Transformationen Ti beschrieben, welche daher von nun an als Basistransfor-
mationen bezeichnet werden:
T ♣xq ✏ n❵
i✏1
φi♣xq ❞ Ti . (4.82)
Um Transformationen linear kombinieren zu können, wird, wie schon zur Beschreibung der Transfor-
mationen der Elemente des artikulierten Atlas in Abschnitt 4.2.2, auf die Matrixexponentialfunktion
zurückgegriﬀen. Das Koeﬃzientenfeld φ : Ω ÞÑ r0, 1sn beschreibt, welcher Anteil der jeweiligen
Basistransformation Ti an einem bestimmten Ort enthalten ist. Der Deﬁnitonsbereich Ω des Koeﬃ-
zientenfeldes ist dabei nur außerhalb der rigiden Elemente deﬁniert: Ω ❸ D③➈
❅i
.
Kontinuität durch die Laplacegleichung: Um Kontinuität des Deformationsfeldes zu errei-
chen, sollen alle Komponenten von φ die Laplacegleichung, eine partielle Diﬀerentialgleichung zweiter
Ordnung
∆φi ✏ 0 (4.83)
erfüllen. ∆ ✏ ➦❅j ❇2❇xj ist dabei der Laplaceoperator. Diese partielle Diﬀerentialgleichung ist aus
der Thermodynamik bekannt, wo sie eingesetzt wird, um eine kontinuierliche Wärmeverteilung zu
beschreiben.
Randbedingungen: Die Basistransformationen ﬂießen in Form von Dirichlet-Randbedingungen
in die Diﬀerentialgleichung ein. Am Rand der Segmentierung Si soll die i-te Komponente von φ den
maximalen Wert von 1 aufweisen und alle anderen Komponenten den minimalen Wert von 0:
φj♣xq ✏
✧
1 ; i ✏ j
0 ; i ✘ j
✞✞✞✞x P ❇Si . (4.84)
Die Auswertung von Gleichung 4.82 am Rand von Si ergibt also immer T ♣xq ✏ Ti,x P ❇Si. Um
eine eindeutige Lösung erhalten zu können, sind weitere Randbedingungen am Rand des Deﬁnitions-
bereichs der partiellen Diﬀerentialgleichung ❇Ω nötig. Da dort allerdings die Transformationen nicht
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(a) Randbedingungen kommen beim Übergang in den
grauen Bereich zum Einsatz
(b) Visualisierung des berechneten Deformationsfeldes
Abbildung 4.36.: Das Deformationsfeld wird in zwei Schritten berechnet. Zuerst beschränkt sich der
Deﬁnitionsbereich auf den Körper (grau) und anschließend erst auf den Rest des
Bildes (schwarz).
bekannt sind, können Dirichlet-Randbedingung hier nicht verwendet werden. Stattdessen kommen
Neumann-Randbedingungen zum Einsatz, welche die erste Ableitung vorgeben:
❇φi♣xq
❇x ✏ 0
✞✞✞✞x P ❇Ω . (4.85)
Lösung: Die Bestimmung des Transformationsfeldes durch Lösung der Diﬀerentialgleichung erfolgt
in zwei Schritten.
Im ersten Schritt wird der Deﬁnitionsbereich Ω auf den Bereich innerhalb des Körpers beschränkt.
Dieser wird durch ein Schwellwertverfahren aus der CT-Aufnahme extrahiert (siehe Abbildung 4.36).
Diese Beschränkung folgt der Anatomie. Die Transformationen der Knochen werden in das Weich-
teilgewebe propagiert, nicht jedoch über die Körpergrenze hinaus. Das hat den Vorteil, dass beispiels-
weise Transformationen des Kinns durch die Luft hindurch keinen Einﬂuss auf die Transformationen
im Brustbereich ausüben und so ungewünschte Deformationen vermieden werden (siehe Abbildung
4.37).
Im zweiten Schritt wird der Deﬁnitionsbereich auf den Bereich außerhalb des Körpers festgelegt,
so dass ein dichtes Gesamtdeformationsfeld berechnet werden kann. Am Körperrand kommen dann
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(a) Die Berechnung des Deformationsfeldes in einem
Schritt führt zu ungewünschten Deformationen, insbe-
sondere im Brustbereich (eingekreist). Dies ist dem Ein-
ﬂuss der Transformation des Kinns auf den Brustbereich
durch durch die Luft hindurch geschuldet (Pfeil).
(b) Durch die 2-Schritt Anpassung wird das Weichteil-
gewebe im Hals nicht durch den Kopf beeinträchtigt.
Abbildung 4.37.: Vergleich zwischen unterschiedlichen Lösungsstrategien zur Bestimmung des
Deformationsfeldes
Dirichlet-Randbedingungen mit den im vorangegangenen Schritt berechneten Transformationen zum
Einsatz. Am Bildrand werden Neumann-Randbedingungen verwendet.
Die eigentliche Lösung der partiellen Diﬀerentialgleichung erfolgt dann durch die Finite-Diﬀerenzen-
Methode. Der Deﬁnitionsbereich wird in ein diskretes Voxelgitter aufgeteilt. Jedem der Voxel wird
eine Gleichung zugeordnet, welche im Randbereich die Randbedingungen aus Gleichung 4.84 bzw.
Gleichung 4.85 und im inneren Bereich der Gleichung 4.83 entspricht. Die Ableitungen werden durch
ﬁnite Diﬀerenzen mit Bezug auf die Nachbarvoxel approximiert. Das resultierende dünn besetzte
lineare Gleichungssystem kann dann durch ein Standardverfahren gelöst werden.
Das Ergebnis ist nun eine Transformation T ♣xq an jedem Punkt x. Unter Anwendung dieser Trans-
formationen kann so das transformierte Modellbild M ✶ erzeugt werden, welches nun im örtlichen
Zusammenhang mit der CT-Aufnahme steht:
M ✶♣xq ✏ M ♣T ♣xq ✆ xq ,x P D . (4.86)
4.2.7. Weitere Stützpunkte
Bisher wurde das gesamte Deformationsfeld nur aufgrund der rigiden Transformationen der einzelnen
Knochen berechnet. Die Vorteile sind eine hohe Robustheit und die Beibehaltung von Anatomieun-
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Abbildung 4.38.: Körperoberﬂäche aus der CT-Aufnahme (grün) und transformierten MRT-
Aufnahme (rot)
terschieden in Zeitserienaufnahmen. Der Nachteil hingegen ist, dass die Genauigkeit mit der Distanz
zu den Knochen und steigender Deformationsstärke abnimmt. Dieser Nachteil kann durch drei un-
terschiedliche Ansätze vermindert werden:
1. Biomechanische Modellierung: Die einzige Annahme, die bisher zur Berechnung des Trans-
formationsfeldes eingesetzt wurde, ist Kontinuität. Eine biomechanische Modellierung, bspw.
durch ﬁnite Elemente, könnte möglicherweise die Deformationen realistischer abbilden und
so eventuell die Registrierungsgenauigkeit erhöhen. Dazu muss allerdings gewebespeziﬁsches
Wissen vorhanden sein, was unter anderem die Segmentierung weiterer Strukturen nach sich
zieht.
2. Bildbasierte Registrierung: Bei der Berechnung des Transformationfeldes könnte ein Bildähn-
lichkeitsmaß auch im Weichteilgebe maximiert werden, um auch dort bildbasierte Information
bei der Registrierung einﬂießen zu lassen. Eine mögliche Erhöhung der Genauigkeit würde damit
mit den bereits beschriebenen Nachteilen bildbasierter Registrierung – Anfälligkeit gegenüber
Bildartefakten, keine Unterscheidung zwischen Deformation aufgrund von Positionsänderung
oder Anatomieänderung – einhergehen.
3. Weitere Stützpunkte: Zusätzlich zu den Knochen können weitere Strukturen, welche in bei-
den Aufnahmen robust segmentiert werden können, als weitere Stützpunkte in die Transfor-
mationsfeldberechnung einbezogen werden und so den Bereich der zu interpolierenden Region
verringern und damit die Genauigkeit erhöhen.
In dieser Arbeit wurde die letzte der drei Möglichkeiten gewählt. Als zusätzliche Struktur wird die
Körperoberﬂäche verwendet. Zum einen ist diese sehr weit vom Skelett entfernt und damit sind dort
nach der bisherigen Registrierung die größten Deformationsunterschiede zu erwarten. Zum anderen
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(a) Ohne Körperoberﬂächenanpassung kommt es zu Un-
genauigkeiten an Orten, die vom Skelett weit entfernt
sind.
(b) Die Körperoberﬂächenanpassung erhöht die
Registrierungsgenauigkeit im Hals- und Nackenbereich.
Abbildung 4.39.: Vergleich des Registrierungsergebnisses mit und ohne zusätzlicher Körperoberﬂä-
chenanpassung bei einem initial stark deformierten Aufnahmepaar
kann die Körperoberﬂäche sowohl in CT als auch MRT-Aufnahmen sehr einfach segmentiert werden.
In dem Referenzbild geschah dies bereits zur Bestimmung des Deﬁnitionsbereichs Ω der partiellen
Diﬀerentialgleichung mit Hilfe eines Schwellwertverfahrens und kann damit wieder verwendet werden.
In dem transformierten Modellbild sollte sich die Körperoberﬂäche bereits in der Nähe der Oberﬂäche
der Referenzaufnahme beﬁnden (siehe Abbildung 4.38). Daher wird von dieser ausgegangen und in
Oberﬂächennormalenrichtung nach starken Bildgradienten in dieser Richtung gesucht. Der Ort mit
dem stärksten richtungsgewicheteten Bildgradienten wird als Oberﬂächenpunkt angesehen und es
können für diese Orte Deformationsvektoren d♣xq,x P ❇Ω angegeben werden. In den rigiden Ele-
menten wird die Deformation auf 0 gesetzt d♣xq ✏ 0,❅x⑤❉i⑤Si♣xq ✏ 1. An allen anderen Orten wird
die Deformation d♣xq, wie auch schon zur Bestimmung des Transformationsfeldes, durch die Lösung
der Laplacegleichung bestimmt. Dirichlet-Randbedingungen sorgen dafür, dass die Deformationen
an der Körperoberﬂäche und den Knochen wie beschrieben sind. Am Bildrand kommen Neumann-
Randbedingungen zum Einsatz. Nachdem die Lösung wiederum durch ﬁnite Diﬀerenzen auf einem
diskreten Voxelgitter bestimmt wurde, wird Gleichung 4.86 zur Bestimmung des transformierten
Modellbildes erweitert:
M ✶♣xq ✏ M ♣T ♣xq ✆ x  d♣xqq . (4.87)
Der Unterschied zwischen den Registrierungsergebnissen mit und ohne Einbeziehung der Körperober-
ﬂäche ist exemplarisch für eine stark deformierte Aufnahme in Abbildung 4.39 dargestellt. In diesem
Fall kann das Registrierungsergebnis durch die zusätzliche Körperoberﬂächenanpassung insbesondere
im stark deformiertem Hals- und Nackenbereich verbessert werden.
Ein Nachteil des Einbringens weiterer Stützpunkte ist allerdings eine geringere Robustheit. Ist bspw.
die Oberﬂächensegmentierung durch das Vorhandensein von starken Bildartefakten (z.B. Metallarte-
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(a) vor Registrierung (b) nach Registrierung
Abbildung 4.40.: Beispiele von Lymphknoten vor und nach lokal rigider Registrierung von CT/MRT-
Aufnahmen
fakte in der CT-Aufnahme oder lokal geringe Signalstärke in der MRT-Aufnahme) beeinträchtigt, ent-
stehen nicht gewünschte Deformationen. Fortgeschrittenere Segmentierungsmethoden können diesen
Nachteil zum Teil ausgleichen. Eine weitere Eigenschaft, die durch das Einbeziehen der Körperober-
ﬂäche verloren geht, ist die Erhaltung von Anatomieunterschieden, weil die Körperoberﬂäche von
Unterschieden im Weichteilgewebe betroﬀen sein kann. Bspw. kann bei einem Tumorwachstum die
Hautoberﬂäche ausgebeult werden. Wird die Hautoberﬂäche in den Registrierungsprozess einbezo-
gen, wird diese Ausbeulung im Gegensatz zu dem rein multi-rigiden Verfahren ausgeglichen. Auf diese
Eigenschaft sollte bei der Anwendung geachtet werden.
4.2.8. Lokal rigide Registrierung von Lymphknoten
Bisher wurde stets der gesamte Kopf-Hals-Bereich bei der Registrierung betrachtet. Mit Blick auf das
Anwendungsszenario dieser Arbeit – Merkmalsextraktion von Lymphknoten aus multimodalen Auf-
nahmen – soll die Genauigkeit insbesondere innerhalb der Lymphknoten besonders hoch sein. Bisher
ist allerdings die Registrierungsgenauigkeit prinzipbedingt nur innerhalb der Knochen besonders hoch.
Die Erhöhung der Registrierungsgenauigkeit soll nun durch eine lokal-rigide Registrierungsmethode
erreicht werden, die in [16] veröﬀentlicht wurde. Sie basiert auf zwei Grundannahmen:
1. Lymphknoten sind deutlich härter als das umliegende Weichteilgewebe. Dadurch sind keine
Deformationen, sondern lediglich eine Verschiebung und Drehung zu erwarten.
2. Die gesamten Aufnahmen sind bereits global gut vorregistriert, so dass nun noch kleine Ver-
schiebungen und Drehungen zu erwarten sind. Zur Erfüllung dieser Annahme trägt die be-
schriebene multi-rigide Registrierungsmethode bei.
Eingabe dieser lokal rigiden Registrierung ist eine Segmentierung des zu registrierenden Lymphknotens
in einer der Aufnahmen. Aus einer CT-Aufnahme kann diese bspw. durch das in Abschnitt 4.1.3 vor-
gestellte semi-automatische Lymphknotensegmentierungsverfahren mit hoher Genauigkeit bestimmt
werden. Die Segmentierung wird zunächst geringfügig dilatiert und dient dann als Deﬁnitionsbereich
für eine bildbasierte rigide Registrierung. Wird die Menge an Dilatation zu klein gewählt, sinkt zum
einen der Konvergenzbereich und zum anderen ist zu wenig Kontext für eine erfolgreiche Registrie-
rung vorhanden. Wird die Menge an Dilation hingegen zu groß gewählt, steigt die Wahrscheinlich-
keit, dass deformierte Bereiche enthalten sind, und somit die Registrierungsgenauigkeit innerhalb des
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Lymphknotens sinkt. Eine Dilation von 5 mm in alle drei Raumrichtungen hat sich als geeigneter
Kompromiss erwiesen. Die eigentliche Registrierung basiert dann auf der Maximierung der Mutual-
Information dieses Bereichs durch Veränderung von rigiden Transformationsparametern durch ein
Gradientenabstiegsverfahren. Diese Vorgehensweise ist identisch zu der lokal rigiden Registrierung
eines Elements der sukzessiven Registrierung der Knochen aus Abschnitt 4.2.4. In Abbildung 4.40
sind Beispiele von Lymphknoten vor und nach Anwendung des lokal rigide Registrierungsverfahrens
dargestellt.
Das beschriebene Verfahren kann sowohl zur multimodalen Registrierung, als auch zur Registrierung
von Lymphknoten innerhalb von Zeitserien eingesetzt werden. Im Vergleich zu einer deformierbaren
Registrierung ergeben sich durch die lokal rigide Registrierung der Lymphknoten folgende Vorteile:
• Aufgrund der geringeren Anzahl an Freiheitsgraden (3 Translation   3 Rotation) ist die Kom-
plexität und damit die Laufzeit deutlich geringer.
• Der Lymphknoten wird nicht deformiert. Dadurch ist bei multimodalen Aufnahmen stets si-
chergestellt, dass die richtigen Strukturen aneinander ausgerichtet werden. Andernfalls könnte
bspw. eine zentrale Nekrose, welche in nur einer Aufnahme gut zu erkennen ist, am gesamten
Lymphknoten ausgerichtet werden.
• Bei Zeitserien bleiben Anatomieunterschiede erhalten. Wächst der Lymphknoten über die Auf-
nahmen hinweg, kann dies sehr einfach festgestellt werden, da in so einem Fall keine perfekte
Ausrichtung möglich ist.
4.2.9. Zusammenfassung
Methoden: Zur Registrierung des Kopf-Hals-Bereichs wurde eine vollautomatische global regula-
risierte multi-rigide Methode entwickelt. Nach einer rigiden Registrierung des Kopfes wird ein arti-
kulierter Atlas zur Segmentierung der einzelnen Knochen aus der CT-Aufnahme verwendet. Dieser
Atlas basiert auf Wissen über Form und Textur einzelner Knochen und deren örtlichen Zusammen-
hang (Artikulation), welches aus annotierten Trainings-CT-Aufnahmen gelernt wurde. Eine sukzessiv
lokal rigide Registrierung bestimmt einzelne rigide Transformationen der Knochen zu der anderen
Aufnahme (andere Modalität oder Zeitserie). Alternativ geschieht dies durch einen personalisierten
artikulierten Atlas. Unter der Annahme von Kontinuität wird dann aus diesen Transformationen ein
dichtes Gesamttransformationsfeld durch ein zweistuﬁges Verfahren berechnet. Optional wird die aus
beiden Aufnahmen extrahierte Körperoberﬂäche als weiterer Stützpunkt in den Registrierungsprozess
einbezogen. Um eine besonders hohe Registrierungsgenauigkeit in den Lymphknoten zu erreichen,
wird dort abschließend ein lokal rigides Registrierungsverfahren angewendet.
Eigene Beiträge: Im Vergleich zu existierenden Verfahren ergeben sich folgende Neuerungen:
• Vollautomatisches Verfahren: Im Gegensatz zu allen existierenden multi-rigiden Kopf-Hals-
Registrierungsverfahren ist das im Rahmen dieser Arbeit entwickelte Verfahren vollautoma-
tisch. In der Literatur stellt dabei die automatische Segmentierung der einzelnen rigiden Teile
die größte Herausforderung dar, was in dieser Arbeit durch den neuartigen artikulierten Atlas
geschieht.
• Robuste rigide Registrierung: Im Gegensatz zum Standardverfahren zur multimodalen rigi-
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den Registrierung ist das in dieser Arbeit vorgestellte Verfahren durch die automatische Ex-
traktion einer gemeinsamen Landmarke in beiden Aufnahmen in der Lage, sowohl mit starken
Deformationen des Halses als auch mit stark beschnittenen Aufnahmen zurechtzukommen.
• Gelernte Artikulation: Der in dieser Arbeit vorgestellte artikulierte Atlas lernt die örtlichen
Zusammenhänge mehrerer Strukturen aus Trainingsdaten. In der Literatur geschieht dies, wenn
überhaupt, üblicherweise durch eine explizite Modellierung.
• Adaptive Anpassung: Bei der Anpassung des artikulierten Atlas ändert sich der Einﬂuss der
Bildenergie für jedes Element im Laufe der Anpassung, wodurch eine lokale Anpassung an
falsche Strukturen vermieden wird. In der Literatur erfolgt die Anpassung üblicherweise für alle
Strukturen gleichzeitig.
• Personalisierter artikulierter Atlas: Die Personalisierung des artikulierten Atlas ermöglicht
eine globale Regularisierung zur Bildregistrierung. Darüber hinaus ermöglicht es auch die er-
folgreiche Segmentierung von sehr schwach kontrastierten Strukturen, wie z.B. Knochen in
MRT-Aufnahmen.
• Deformationsfeldberechnung: Im Gegensatz zu den meisten interpolationsbasierten Defor-
mationsfeldberechnungsmethoden ist die Linearkombination von Transformationen durch die
Verwendung des Matrixexponentials mathematisch fundiert. Während des zweistuﬁgen Prozes-
ses wird bedingt Wissen über die Deformation von unterschiedlichem Material (Gewebe/Luft)
eingebracht.
Vorteile: Gegenüber rigiden Registrierungsverfahren hat das in dieser Arbeit vorgestellte Verfah-
ren den Vorteil, dass auch Aufnahmen des Kopf-Hals-Bereichs erfolgreich registriert werden können,
in denen die Wirbelsäule in unterschiedlichen Positionen ist, es also zu Deformationen im Weichteil-
gewebe kommt.
Gegenüber rein bildbasierten nichtrigiden Registrierungsverfahren, welche üblicherweise eingesetzt
werden, um solche Deformationen auszugleichen, hat es zwei Hauptvorteile: ein großer Konvergenz-
bereich und eine hohe Robustheit.
Der große Kovergenzbereich wird durch die Verwendung von Wissen über die anatomische Lage der
Knochen zueinander erreicht. Auf dieses Wissen wird bei der Segmentierung der Knochen durch den
artikulierten Atlas und dessen adaptiver Anpassung, aber auch bei der sukzessiven lokalen rigiden
Registrierung der Knochen zurückgegriﬀen. Das Lernen des Artikulationsraums aus Trainingsdaten
hat den Vorteil, dass das Verfahren trotz der hohen Komplexität vergleichsweise generisch ist. Die
Anwendung auf eine andere Körperregion erfordert lediglich ein Training mit entsprechenden Trai-
ningsdaten. Die Entwicklung eines neuen Verfahrens ist nicht notwendig.
Die hohe Robustheit wird durch die – für ein deformierbares Verfahren – geringe Anzahl an Trans-
formationsparametern, die Verwendung von globaler Regularisierung und der nicht bildbasierten Be-
stimmung des Deformationsfeldes erreicht. Das Vorhandensein von Bildartefakten führt daher nicht
zu unnatürlichen Deformationen.
Nachteile und Lösungsansätze: Die Möglichkeit, Aufnahmen in unterschiedlicher Wirbelsäu-
lenstellung mit hoher Genauigkeit registrieren zu können, wird durch eine deutlich höhere Komplexität
im Vergleich zu rigider Registrierung erkauft. Viele, teils komplexe Schritte sind nötig. Schlägt ein
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Schritt fehl, können auch die folgenden Schritte nicht korrekt ausgeführt werden und die gesamte
Registrierung schlägt fehl.
Auch die globale Regularisierung wirkt sich in Teilbereichen nachteilig aus. Ist eine auftretende De-
formation nicht ausreichend durch die Trainingsdaten repräsentiert, kann kein zufriedenstellendes
Registrierungsergebnis erzielt werden. Dies kann insbesondere bei Pathologien der Fall sein. Eine
repräsentativere Trainingsdatenbasis und das Tolerieren einer gewissen Abweichung vom gelernten
Transformationsraum kann dem entgegenwirken.
Darüber hinaus ist das in dieser Arbeit vorgestellte Verfahren im Vergleich zu rein bildbasierten
Verfahren nicht direkt auf beliebige Körperregionen anwendbar, sondern es bedarf des Lernens des
speziﬁschen Transformationsraums aus annotierten Trainingsdaten. Ein weiterer Nachteil besteht in
der möglicherweise geringeren Registrierungsgenauigkeit im Weichteilgewebe, weil dessen Bildinten-
sitäten nicht während des Registrierungsprozesses berücksichtigt werden. Auf der anderen Seite wird
dadurch aber eine Zeitserienanalyse ermöglicht, weil Unterschiede in der Anatomie des Weichteilge-
webes nicht ausgeglichen werden, was gewollt war. Das Nachschalten eines lokal rigiden Verfahrens
für die Zielstrukturen (hier Lymphknoten) kann einen etwaigen Genauigkeitsverlust zumindest für
diese Strukturen prinzipiell ausgleichen.
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5.1. Segmentierung von Lymphknoten
5.1.1. Material
Grundlage für die Evaluation bildet eine Menge bestehend aus 49 Lymphknoten, für die sowohl eine
CT-Aufnahme als auch eine Referenzsegmentierung vorliegt.
Auswahl der Daten: Eine erfahrene Radiologin (Inmaculada Rodriguez Jimenez aus der Abtei-
lung für Radiologie des Krebszentrums MD Anderson in Madrid, Spanien mit 15-jähriger Berufserfah-
rung) wählte insgesamt 49 Lymphknoten aus 13 kontrastverstärkten CT-Aufnahmen des Kopf-Hals-
Bereichs von Patienten mit Kopf-Hals-Karzinomen aus. Unter den Patienten befanden sich 5 Männer
und 8 Frauen im Alter von 36 bis 93 Jahren. Die CT-Aufnahmen wurden im Universitätsklinikum
in Parma im klinischen Alltag mit dort üblichen Einstellungen erstellt. Der Schichtabstand variiert
zwischen 0.5 und 1.2 mm.
In der Menge beﬁnden sich sowohl gutartige als auch bösartige Lymphknoten. Letztere sind teilweise
stark vergrößert und besitzen nekrotisches Gewebe im Inneren. Die Form reicht von der typischen
Bohnenform gesunder Lymphknoten bis hin zu der sehr runden Form vergrößerter Lymphknoten.
Das umliegende Gewebe ist sehr unterschiedlich und reicht von Knochen über kontrastverstärkte
Gefäße, Drüsen, Muskeln, weitere Lymphknoten und Fett bis hin zu Luft. Folglich ist der Konrast
zum umliegenden Gewebe örtlich sehr gering. Zusätzlich weist ein Teil der CT-Aufnahmen erhebliches
Rauschen auf.
Tabelle 5.1 enthält einige statistische Aussagen über die vorliegende Menge. In den Abbildungen aus
Kapitel 2.1 sind ausgewählte, auf unterschiedliche Weise interessante Lymphknoten zu sehen. Laut
Aussage der klinischen Partner kann die vorliegende Menge als repräsentativ für Lymphknoten des
Kopf-Hals-Bereichs betrachtet werden. Alle für die Lymphknoten-Segmentierung schwierigen Fälle
werden abgedeckt.
Erstellung der Referenzsegmentierung: Die Messung der Segmentierungsgenauigkeit stellt
in der medizinischen Bildverarbeitung eine große Herausforderung dar, weil in der Regel keine Refe-
renzsegmentierung vorliegt, gegen die ein Segmentierungsergebnis eines Algorithmus gemessen wer-
den kann. Lediglich bei künstlich generierten Daten entspricht die Referenzsegmentierung auch der
tatsächlichen Wahrheit, hat aber den entscheidenden Nachteil, dass keine belastbare Aussage über
die Segmentierungsgenauigkeit auf klinischen Daten getroﬀen werden kann.
Notgedrungen hat es sich daher durchgesetzt, eine durch einen Experten manuell erstellte Segmen-
tierung als Referenzsegmentierung anzusehen. Diese unterliegt jedoch einer Subjektivität. Nicht nur
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Min Max ■
Volumen (ml) 0.22 27.38 1.70✟ 3.92
großer Durchmesser (mm) 9.18 47.55 17.11✟ 6.95
kleiner Durchmesser (mm) 5.21 32.51 9.96✟ 4.92
Verhältnis der Durchmesser 1.21 2.71 1.78✟ 0.35
CT-Intensitäten (alle) ✁56 240 47.55✟ 35.41
CT-Intensitäten (ohne nek. Gewebe) ✁49 194 80.90✟ 19.93
Tabelle 5.1.: Statistische Aussagen über die zur Evaluation verwendete Menge aus 49 Lymphknoten
verschiedene Experten kommen zu verschiedenen Ergebnissen (Inter-Beobachter-Variabilität), son-
dern auch derselbe Experte bei wiederholter Segmentierung derselben Struktur (Intra-Beobachter-
Variabilität).
Besser ist es, einen Konsens aus möglichst vielen manuellen Segmentierungsvorschlägen zu gene-
rieren und diesen dann als Referenzsegmentierung zu betrachten. In diesem Fall wurden alle 49
Lymphknoten von 5 verschiedenen Radiologen aus 2 unterschiedlichen Einrichtungen segmentiert.
Durchschnittlich benötigte ein Radiologe 4.5 Minuten für die Segmentierung eines einzelnen Lymph-
knotens, im schlechtesten Fall sogar bis zu 25 Minuten. Aus den 5 Segmentierungsvorschlägen wurde
die Referenzsegmentierung dann durch den Simultaneous Truth and Performance Level Estimation-
Algorithmus [69] (STAPLE) erstellt.
Dieser Algorithmus basiert auf dem Prinzip der Expectation Maximization. Jedem Segmentierungsvor-
schlag werden zunächst unbekannte Parameter über die Qualität der Segmentierung zugeordnet (Sen-
sitivität und Speziﬁzität). Im Expectation-Schritt werden diese Parameter als gegeben angenommen
und daraus dann die wahrscheinlichste Referenzsegmentierung berechnet. Im Maximization-Schritt
wird diese Referenzsegmentierung als gegeben gesehen und daraus dann die Qualitätsparameter der
Segmentierungsvorschläge geschätzt.
Ähnlichkeits- /Fehlermaße: Die Segmentierungsgenauigkeit wird durch einen Vergleich des
Segmentierungsergebnisses mit einer Referenzsegmentierung bestimmt, welcher durch die Berech-
nung eines Ähnlichkeits- bzw. Fehlermaßes erfolgt. Im Folgenden werden einige übliche Ähnlichkeits-
und Fehlermaße vorgestellt, welche in dieser Arbeit verwendet werden.
Seien A und B zwei Mengen, die jeweils alle Voxel einer möglichen Segmentierung enthalten. Wei-
terhin sei d♣x, yq die euklidische Distanz zwischen den Voxeln x und y.
Der Dice Similarity Coeﬃcient (DSC) ist ein häuﬁg verwendetes Ähnlichkeitsmaß und ist durch
DSC♣A,Bq ✏ 2⑤A❳B⑤⑤A⑤   ⑤B⑤ (5.1)
gegeben. Gilt A ✏ B, sind Zähler und Nenner gleich und der DSC ergibt sich zu 1. Bei disjunkten
Mengen A und B hingegegen ergibt sich der Zähler und somit auch der DSC zu 0. Der DSC ist also
ein volumetrisches Maß für die Ähnlichkeit zweier Segmentierungen, dessen Werte sich im Bereich
r0, 1s beﬁnden.
Ein volumetrisches Fehlermaß ist der Volumetric Overlap Error (VOE), welcher den prozentualen
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☎ 100 . (5.2)
Die Werte des VOE beﬁnden sich im Bereich von r0, 100s, wobei der Wert 0 nur bei identischen
Segmentierungen erreicht wird.
Da beide Maße auf dem Verhältnis von Voxelmengen basieren, werden bei kleineren Objekten mit
wenigen Voxeln üblicherweise schlechtere Ergebnisse erreicht als bei großen Objekten. Darüber hinaus
wird der Ort des Fehlers nicht einbezogen. Ungenauigkeiten, die sich an der Objektgrenze beﬁnden,
wirken sich genauso auf das Maß aus, wie Voxel, die sich in einem komplett anderen Bildbereich
beﬁnden.
Häuﬁg verwendete Fehlermaße, welche den Abstand der Elemente der Mengen einbeziehen, sind die






























Letztere ist auch unter dem Begriﬀ Haussdorﬀ-Distanz bekannt und ist sehr sensitiv gegenüber
Ausreißern. Beide Maße beﬁnden sich im Bereich r0, infr, wobei 0 nur für identische Mengen A und
B angenommen wird.
Da alle Maße unterschiedliche Aspekte der Segmentierungsgenauigkeit betrachten und kein einzelnes
Maß für geeigneter als die anderen betrachtet werden kann, sollen alle vier Maße zu einem Index
G kombiniert werden, welcher die Segmentierungsgüte repräsentiert. Dieser Index ist analog zu dem
in [150] vorgestellten Index deﬁniert. Zunächst werden alle Maße so skaliert, dass der Wert 100
perfekter Überlappung und der Wert 75 der Qualität manueller Segmentierung entspricht. Für die
ASD bedeutet dies bspw. GASD ✏ max
✁
0, 100✁ 25 ☎ ASD
ASDManuell
✠
. Das Abschneiden an dem Wert 0
hat den Eﬀekt, dass negative Ausreißer nicht einen unverhältnismäßig starken Einﬂuss haben. Der
Index G ergibt sich dann durch Mittelung dieser transformierten Maße zu:
G ✏ 1
4
♣GDSC   GVOE   GASD   GMSDq . (5.5)
Inter-Observer-Variabilität: Die Berechnung des Qualitätsindex G setzt voraus, dass die Qua-
lität manueller Segmentierung bekannt ist. Diese wurde durch Leave-One-Out-Kreuzvalidierung be-
stimmt. Dazu wurde eine Referenzsegmentierung aus 4 der Segmentierungsvorschläge durch STAPLE
bestimmt und anschließend die oben vorgestellten Qualitätsmaße zum übrigen Segmentierungsvor-
schlag berechnet. Dieser Vorgang wurde für alle möglichen Kombinationen der Segmentierungsvor-
schläge wiederholt und die berechneten Qualitätsmaße wurden gemittelt. Die Ergebnisse sind in
Tabelle 5.2 eingetragen.
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DSC VOE ASD MSD G
Minimum 0.24 10.54 0.14 1.00 -
Median 0.86 24.02 0.31 2.12 -
Maximum 0.94 86.11 2.75 18.18 -
■ 0.83 27.65 0.42 3.18 75
Tabelle 5.2.: Segmentierungsgenauigkeit manueller Segmentierung, welche durch Leave-One-Out-
Kreuzvalidierung aus den 5 verschiedenen Expertensegmentierungen bestimmt wurde
Kreuzvalidierung: Je größer die Evaluationsmenge ist, desto verlässlicher sind auch statistische
Aussagen, die getroﬀen werden können. Dasselbe gilt für die Menge, die in Kapitel 4.1 zur Parame-
terbestimmung eingesetzt wurde. Beide Mengen dürfen sich jedoch niemals überschneiden, da sonst
eine unabhängige, aussagekräftige Evaluierung nicht möglich ist. Um beiden konträren Anforderun-
gen dennoch gerecht zu werden, wurde in der gesamten Arbeit 3-fache Kreuzvalidierung eingesetzt.
Dazu wurde die Gesamtmenge in drei Teilmengen derselben Größe aufgeteilt. Um zu gewährleisten,
dass jede dieser Mengen für sich möglichst repräsentativ ist, wurden Lymphknoten mit nekrotischem
Gewebe, Lymphknoten mit geringem Bildkontrast, Lymphknoten in stark verrauschten Bildern und
alle weiteren Lymphknoten getrennt zufällig auf die Teilmengen verteilt. Diese Teilmengen werden
nun als Testmengen T1, T2 und T3 bezeichnet. Jeder Testmenge Ti wird eine Trainingsmenge T ✍i
zugeordnet, welche alle Elemente enthält, die nicht in Ti selbst enthalten sind. Es gilt also bspw.
T ✍1 ✏ T2 ❨ T3.
In der gesamten Arbeit erfolgte sämtliche Bestimmung von Parametern unabhängig voneinander 3
mal auf den Trainingsmengen. Die Evaluation fand dann ebenfalls dreimal auf den entsprechenden
Testmengen statt. Die später in diesem Kapitel berichteten quantitativen Werte über die Segmentie-
rungsgenauigkeit sind aus den drei Mengen kombiniert. Durch diese Vorgehensweise ist sichergestellt,
dass alle Lymphknoten sowohl zur Parameterbestimmung als auch zur Evaluation verwendet wurden,
es jedoch niemals zu Überschneidung zwischen Trainings- und Testmenge kommt.
5.1.2. Größeninvariantes Masse-Feder-Modell
Die Anfälligkeit des Masse-Feder-Modells in Bezug auf die Größe des zu segmentierenden Objektes
war die Motivation für die in Abschnitt 4.1.1 beschriebenen Erweiterungen. In diesem Abschnitt
wird nun überprüft, inwiefern diese Erweiterungen tatsächlich zur Größeninvarianz beitragen. Diese
Evaluation fand auf lediglich 25 Lymphknoten, deren großer Durchmesser sich zwischen 9.2 und
22.3 mm befand, statt, weil die oben beschriebene Menge aus 49 Lymphknoten zum Zeitpunkt der
Experimentdurchführung noch nicht verfügbar war.
Diese wurden mit dem entwickelten erweiterten Modell (EMSM) segmentiert und der durchschnitt-
liche DSC wurde berechnet. Zum Vergleich wurde das Masse-Feder-Modell ohne die beschriebenen
Erweiterungen (MSM) herangezogen. Unterschiedliche initiale Modellgrößen (4mm, 10mm, 15mm
und 20 mm) wurden dabei verwendet. Zusätzlich wurde für jeden Lymphknoten einzeln retrospektiv
dasjenige Modell identiﬁziert, welches die größte Segmentierungsgenauigkeit erzielte. Die Ergebnisse
sind in Tabelle 5.3 dargestellt.
Trotz der Verwendung unterschiedlicher Modellgrößen des Vergleichsverfahrens konnten die Erweite-
rungen in 20 der 25 Fälle bessere Ergebnisse erzielen. Die geringere Standardabweichung verdeutlicht
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Verfahren DSC-Durchschnitt Std. Abweichung
MSM 4 mm 0.43 0.16
MSM 10 mm 0.58 0.16
MSM 15 mm 0.42 0.18
MSM 20 mm 0.23 0.12
Bestes MSM 0.61 0.15
EMSM 0.72 0.11
Tabelle 5.3.: Vergleich der Segmentierungsgenauigkeit des erweiterten Masse-Feder-Modells (EMSM)
mit dem Standard-MSM verschiedener initialer Größen für 25 Lymphknoten
DSC VOE ASD MSD G
Minimum 0.11 24.83 0.31 1.22 3.18
Median 0.72 44.21 0.84 4.82 57.19
Maximum 0.86 99.45 11.20 24.40 79.68
■ 0.65 49.66 1.28 5.58 52.09





























Abbildung 5.1.: Abhängigkeit der Segmentierungsgenauigkeit von der Größe des zu segmentierenden
Objektes
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(a) Gutes Segmentierungsergeb-
nis auf einem sehr verrauschten
Bild
(b) Gutes Segmentierungsergebnis
trotz geringen Kontrasts auf der
linken Seite
(c) Zu kleine Segmentierung
durch Partialvolumeneﬀekt im
Übergang zu Fettgewebe
Abbildung 5.2.: Exemplarische Segmentierungsergebnisse des Radialstrahl-basierten 2D-
Segmentierungsverfahrens (rot) im Vergleich zur Referenzsegmentierung (grün)
weiterhin die Robustheit gegenüber der Objektgröße. In Abbildung 5.1 ist die Segmentierungsgenau-
igkeit mit der Größe des Lymphknotens in Bezug gesetzt. Die beschriebenen Erweiterungen führen zu
besseren Segmentierungsergebnissen. Darüber hinaus zeigt sich, dass Modelle, welche initial deutlich
kleiner als die zu segmentierende Struktur sind, sich besser als größere Modelle eignen. Eine schärfere
Aussage kann aufgrund der kleinen Datenbasis nicht getroﬀen werden.
Später wurde das größeninvariante Feder-Masse-Modell anhand des kompletten im vorangegangenen
Abschnitt beschriebenen Datensatzes evaluiert. Die Ergebnisse sind in Tabelle 5.4 zu sehen.
Trotz der sinnvollen Erweiterungen beﬁndet sich die Segmentierungsgenauigkeit nicht annähernd im
Bereich der manuellen Segmentierung (G ✏ 75). Ein großes Problem ist die lokale Modellanpassungs-
strategie. Wird das Modell von den falschen Bildgradienten angezogen, ist es fast unmöglich, diesen
zu entrinnen. Auch ist die Verwendung von globalem Formwissen (Kugelform) nicht angebracht, weil
die Form von Lymphknoten sehr stark variiert, ohne eine bestimmte globale Form zu bevorzugen.
5.1.3. Segmentierung von Lymphknoten in einzelnen CT-Schichten
Evaluationsgrundlage des Radialstrahl-basierten 2D-Segmentierungsverfahrens ist ebenfalls die oben
beschriebene Menge bestehend aus 49 Lymphknoten. Das Verfahren wurde jeweils auf eine zentrale
Schicht des Lymphknotens angewendet. Die Anzahl der Strahlen wurde dabei auf 32 und die Anzahl
der möglichen Radien für jeden Strahl auf 60 festgelegt. Dann wurden Ähnlichkeits- und Fehlermaße
im Vergleich zur Referenzsegmentierung berechnet und mit manueller Segmentierung von Experten
verglichen. Die erzielten Werte sind in Tabelle 5.5 eingetragen und einige exemplarische Segmentie-
rungsergebnisse sind in Abbildung 5.2 zu sehen.
Die Segmentierungsgenauigkeit ist bei den meisten Maßen nur etwas schlechter als die von manueller
Segmentierung. Bei der maximalen ASD ist das Ergebnis sogar leicht besser.
Durch die Verwendung eines globalen Optimierungsverfahrens gelingt es, Lymphknoten unterschiedli-
cher Größen zu segmentieren. Das lokale Formwissen ermöglicht es, auch bei lokal geringem Bildkon-
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DSC VOE ASD MSD G
Radialstrahl-basierte
2D-Segmentierung
Min 0.50 11.17 0.03 1.00 -
Max 0.94 66.67 0.86 11.85 -
■ 0.81 31.24 0.18 2.48 56.89
Manuelle Segmentierung
Min 0.58 7.68 0.03 0.50 -
Max 0.96 58.80 1.58 11.51 -
■ 0.89 20.03 0.09 1.54 75.00
Tabelle 5.5.: Vergleich der Segmentierungsgenauigkeit des Radialstrahl-basierten 2D-Segmentie-
rungsverfahrens und manueller Segmentierung
trast ein plausibles Ergebnis zu erzielen. Die auf kumulierten Bildintensitäten und dem Bildgradienten
basierende Kostenfunktion hat sich bewährt. Es werden sowohl Lymphknoten mit zentralem nekro-
tischen Gewebe, als auch Lymphknoten, welche durch starkes Rauschen überlagert sind, problemlos
segmentiert.
Lediglich ein kleiner Lymphknoten (siehe Abbildung 5.2(c)) zeigt eine systematische Abweichung,
obwohl eigentlich ausreichend Bildkontrast vorhanden ist. Eine Analyse dieses Falls ergab, dass die
Grauwerte im Übergang zum umliegenden Fettgewebe vermutlich aufgrund des Partialvolumeneﬀek-
tes geringer sind als die Intensitätskosten erlauben. Eine Vergrößerung des zugelassenen Grauwert-
bereichs führte allerdings zu einer Übersegmentierung mehrerer anderer Lymphknoten und damit
zu einer geringeren durchschnittlichen Segmentierungsgenauigkeit. Abhilfe schaﬀte die Modellierung
eines systematischen Fehlers, ähnlich zu dem in Abschnitt 4.1.5 für das 3D-Verfahren eingeführ-
ten Parameter δ. Auf dem betrachteten Lymphknoten konnte ein deutlich besseres Ergebnis erzielt
werden und sogar der gesamte durchschnittliche DSC stieg auf 0.84.
Zusammenfassend kann gesagt werden, dass ein Radialstrahl-basiertes 2D-Verfahren zur Lymphkno-
tensegmentierung in CT-Schichten geeignet ist. Eine Erweiterung auf den 3D-Fall ist vielversprechend.
5.1.4. Radialstrahl-basierte Segmentierung
Theorisches Limit: Prinzipbedingt muss bei der Radialstrahl-basierten Segmentierung jeder
Punkt auf der Objektoberﬂäche auf direktem Weg mit dem Saatpunkt verbunden werden können,
DSC VOE ASD MSD G
Minimum 0.90 0.00 0.00 0.00 79.79
0.25-Quant. 1.00 0.16 0.00 0.44 97.42
Median 1.00 0.49 0.00 0.81 98.11
0.75-Quant. 1.00 0.98 0.01 1.10 99.04
Maximum 1.00 17.95 0.25 4.49 100.00
■ 0.99✟ 0.01 1.11✟ 2.67 0.01✟ 0.04 0.94✟ 0.80 97.51✟ 3.09
Tabelle 5.6.: Maximal erreichbare Segmentierungsgenauigkeit eines Radialstrahl-basierten Seg-
mentierungsalgorithmus
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Abbildung 5.3.: Maximal erreichbare Segmentierungsgenauigkeit bei unterschiedlichen Saatpunkten
im Vergleich zur Referenzsegmentierung (grün): Schwerpunkt (rot) und bestmögli-
cher Saatpunkt (blau)
ohne dabei die Oberﬂäche an anderer Stelle zu schneiden. Dies begrenzt die Menge der Formen, die
segmentiert werden können, auf sternkonvexe Formen. Inwiefern diese Annahme auf Lymphknoten
zutriﬀt, soll nun in diesem Abschnitt geklärt werden. Dazu wird für jedes zur Referenzsegmentierung
dazugehörigen Voxel überprüft, ob dieses eine direkte Verbindung zum Schwerpunkt des Lymphkno-
tens hat, ohne dabei jemals die Segmentierung zu verlassen. Ausgehend davon wird das bestmögliche
Segmentierungsvolumen erstellt, indem diejenigen Voxel gesetzt werden, welche dem beschriebenen
Kriterium genügen. Die in Abschnitt 5.1.1 beschriebenen Fehler-/Ähnlichkeitsmaße wurden dann
zwischen diesen bestmöglichen Segmentierungen und den Referenzsegmentierungen berechnet. Sta-
tistiken über die Ergebnisse sind in Tabelle 5.6 zu ﬁnden.
Es zeigt sich, dass in den allermeisten Fällen die Form, bis auf einige wenige Voxel am Lymphknoten-
rand, komplett durch eine Radialstrahlenrepräsentation dargestellt werden kann und die Einschrän-
kung auf Sternkonvexität ausgehend vom Schwerpunkt keinen Schwachpunkt des Segmentierungs-
verfahrens darstellt.
Der schlechteste Wert von G ✏ 79.79 ist eine absolute Ausnahme und dennoch deutlich höher als
die durchschnittliche durch manuelle Segmentierung erreichbare Segmentierungsgüte von G ✏ 75.
Dies liegt an der speziellen Form des Lymphknotens. Der Schwerpunkt der Referenzsegmentierung,
welcher als Saatpunkt verwendet wurde, ist in diesem Fall ungeeignet (siehe Abbildung 5.3). Wird der
Saatpunkt allerdings verschoben, kann im besten Fall eine Segmentierungsgüte von G ✏ 94.26, also
sehr nahe perfekter Überlappung auch für diesen Lymphknoten erreicht werden. Wird bei der manuel-
len Platzierung des Saatpunkts durch einen Anwender auf diese Limitierung des Verfahrens geachtet,
kann also die Menge der unterstützten Formen im Vergleich zur Verwendung des Objektschwer-
punktes als Saatpunkt weiter erhöht werden, sodass auch sehr ungewöhnliche Lymphknotenformen
unterstützt werden.
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Abbildung 5.4.: Minimum, 0.25-Quantil, Median, 0.75-Quantil und Maximum der Segmentierungs-
güte im Vergleich für unterschiedliche Verfahren und unterschiedliche Typen von
Lymphknoten
Segmentierungsgenauigkeit: Da im vorangegangenen Abschnitt die theoretische Anwendbar-
keit von Radialstrahl-basierten Segmentierungsmethoden auf Lymphknoten gezeigt wurde, widmet
sich dieser Abschnitt der wohl wichtigsten Eigenschaft: der Segmentierungsgüte. Gegenübergestellt
werden dabei die in Abschnitt 4.1.4 beschriebenen Optimierungsverfahren Gradientenabstieg (GA),
Belief-Propagation (BP) und Graph-Cut (GC) mit der jeweils am besten geeigneten Kombination
aus bildgradienten- und intensitätsbasierten Kostenfunktionen sowie den dazugehörigen optimalen
Parametern, auf deren Bestimmung anhand der Trainingsmengen in Abschnitt 4.1.7 ausführlich ein-
gegangen wurde.
In einem ersten Experiment wurden die Verfahren ohne die in Abschnitt 4.1.8 beschriebenen Erwei-
terungen auf die Lymphknoten der Testmengen angewendet. Um unabhängige und damit aussage-
kräftige Ergebnisse zu erhalten, wurde darauf geachtet, dass der zu segmentierende Lymphknoten
sich nicht in derjenigen Trainingsmenge befand, aus der die Parameter des Segmentierungsverfahrens
bestimmt wurden. Der Saatpunkt wurde in den Schwerpunkt der Referenzsegmentierung gesetzt. An-
schließend wurden die in Abschnitt 5.1.1 beschriebenen Ähnlichkeits- bzw. Fehlermaße zwischen dem
jeweiligen Segmentierungsergebnis und der Referenzsegmentierung berechnet. Statistiken über die
Ergebnisse der verschiedenen Maße sind in Tabelle 5.7 eingetragen. Ausgewählte Segmentierungser-
gebnisse sind in Abbildung 5.5 dargestellt und ein graphischer Vergleich der Segmentierungsgüte G
ist in Abbildung 5.6 für verschiedene Klassen von Lymphknoten zu ﬁnden.








































Abbildung 5.5.: Beispielergebnisse des auf GA (gelb), BP (blau) und GC (rot) basierenden Segmentierungsverfahrens im Vergleich zur
Referenzsegmentierung (grün) für unterschiedliche Lymphknotentypen. Die Beispiele wurden anhand der erreichten Seg-











DSC VOE (%) ASD (mm) MSD (mm) G
GA BP GC GA BP GC GA BP GC GA BP GC GA BP GC
Minimum 0.35 0.22 0.55 19.48 11.18 13.02 0.26 0.11 0.14 1.44 1.35 1.33 11.29 10.58 24.27
0.25-Quant. 0.58 0.77 0.76 35.09 19.41 20.36 0.57 0.26 0.26 3.12 2.08 2.07 43.39 64.80 68.55
Median 0.71 0.83 0.86 44.40 28.50 24.47 0.89 0.39 0.36 4.28 3.06 3.00 53.91 75.48 77.06
0.75-Quant. 0.79 0.89 0.89 58.76 37.12 38.33 1.17 0.65 0.53 5.56 4.93 4.45 70.45 83.80 82.97
Maximum 0.89 0.94 0.93 78.91 87.52 61.80 3.49 3.11 2.04 12.98 11.68 12.78 81.67 90.39 88.37
■ 0.68 0.81 0.83 47.07 29.94 28.61 0.99 0.55 0.46 5.02 3.99 3.65 54.15 70.95 73.24
Std. Abw. 0.14 0.12 0.09 15.81 14.03 11.65 0.65 0.50 0.34 2.88 2.75 2.42 18.68 16.50 13.49
Tabelle 5.7.: Statistiken über verschiedene Fehler-/Ähnlichkeitsmäße von Segmentierungsergebnissen der in dieser Arbeit entwickelten
Segmentierungsalgorithmen im Vergleich zur Referenzsegmentierung auf 49 Lymphknoten.
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Abbildung 5.6.: Segmentierungsgüte des GC-Verfahrens in Abhängigkeit verschiedener Eigenschaften
von Lymphknoten
rungsverfahren erzielen, wobei das auf Graph-Cut basierende Verfahren in der Regel leicht besser als
das auf Belief-Propagation basierende Verfahren abschneidet. Im Allgemeinen werden bei Lymphkno-
ten mit zentralem nekrotischen Gewebe ähnlich gute Ergebnisse wie bei anderen Lymphknoten erzielt.
Starkes Rauschen führt zu einem geringen Verlust an Segmentierungsgenauigkeit. Der größte Abstrich
an Genauigkeit kommt durch geringen Kontrast an Teilen der Lymphknotengrenze zustande. Dies
ist zu erwarten, da in homogenen Regionen selbst ein erfahrener Spezialist die Lymphknotengrenze
lediglich erahnen kann.
Zur Untersuchung des Einﬂusses unterschiedlicher Lymphknoteneigenschaften auf die Segmentie-
rungsgüte wurden für das beste in dieser Arbeit vorgestellte Verfahren – das Graph-Cut basierte
Verfahren – weitere Experimente durchgeführt. Ausgehend von den Referenzsegmentierungen wur-
den zunächst die Dimensionen der umrandenden Quader mit minimalem Volumen berechnet. Die
kleinste Dimension (Durchmesser) beschreibt die Größe des Lymphknotens. Das Verhältnis zwischen
größter und kleinster Dimension wird als Aspektverhältnis eines Lymphknotens bezeichnet. Es gibt
an, wie länglich ein Lymphknoten ist und beschreibt dadurch unterschiedliche Formen. Die erzielte
Segmentierungsgüte wurde nun in Abhängigkeit der Größe (Abbildung 5.6(a)) bzw. des Aspektver-
hältnisses (Abbildung 5.6(b)) aufgetragen. In beiden Abbildung ist keine klare Abhängigkeit zwischen
den Eigenschaften und der erzielten Segmentierungsgüte zu erkennen. Daraus kann geschlossen wer-
den, dass das Verfahren sowohl für alle auftretenden Größen als auch für unterschiedliche Formen
gleichermaßen geeignet ist.
Robustheit: Neben einer Arbeitsreduktion für den Radiologen ist der Hauptvorteil von automati-
schen Segmentierungsverfahren, dass das Ergebnis bei gleichen Eingabedaten immer identisch ist. Im
Gegensatz dazu stellt die überlicherweise sehr hohe Inter- aber auch Intra-Beobachter-Variablilität
von manueller Segmentierung ein großes Problem dar. Insbesondere wenn Eigenschaften von Objek-
ten innerhalb einer Zeitserie verglichen werden sollen, ist eine konsistente Segmentierung der Objekte
von größter Bedeutung und zum Teil noch wichtiger als die erzielte Segmentierungsgenauigkeit.
Durch die manuelle Vorgabe des Saatpunkts handelt es sich bei dem in dieser Arbeit vorgestell-
ten Segmentierungsverfahren um ein semi-automatisches Verfahren. Das Segmentierungsergebnis
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Abbildung 5.7.: Minimum, 0.25-Quantil, Median, 0.75-Quantil und Maximum der durchschnittli-
chen Segmentierungsgüte G¯ für verschiedene Entfernungen des Saatpunkts zum
Lymphknotenschwerpunkt
ist prinzipbedingt von der Wahl des Saatpunkts abhängig. Diese Abhängigkeit soll nun untersucht
werden.
Es ist zu erwarten, dass mit steigendem Abstand des Saatpunkts zum Lymphknotenschwerpunkt
die Segmentierungsgenauigkeit tendenziell abnimmt. Wie stark dieser Eﬀekt zum Tragen kommt,
soll nun geklärt werden. Zusätzlich zu dem auf Graph-Cut basierenden Verfahren wird auch die in
Abschnitt 4.1.8 erläuterte saatpunktinvariante Erweiterung untersucht. Für jeden der 49 Lymph-
knoten wurden zunächst jeweils 66 gleichverteilte Punkte mit konstantem relativen Abstand zum
Lymphknotenschwerpunkt bestimmt. Der Abstand betrug 5, 10, 25, 50, 75 bzw. 100% der Größe
des Lymphknotens, welche durch den kleinsten Durchmesser gegeben ist. Diese Punkte wurden dann
als Saatpunkte für die beiden Segmentierungsverfahren verwendet. Für jeden Lymphknoten und je-
den relativen Abstand wurden die 66 im Allgemeinen unterschiedlichen Segmentierungsgüten G im
Vergleich zur Referenzsegmentierung gemessen sowie der Durchschnitt und die Standardabweichung
bestimmt. Statistiken dieser Werte für alle Lymphknoten sind in Tabelle 5.7 bzw. Tabelle 5.8 zu
sehen.
Bzgl. der durchschnittlichen Segmentierungsgüte ist ein starker Abfall für alle relativen Entfernungen
zum Schwerpunkt größer als 25% zu erkennen. Dies triﬀt sowohl auf das Standardverfahren als auch
auf das saatpunktinvariante Verfahren zu. Wohingegen die Werte für relative Entfernungen bis zu
25% bei beiden Verfahren vergleichbar sind, erzielt das saatpunktinvariante Verfahren für größere
Entfernungen eine höhere durchschnittliche Segmentierungsgüte. Bei der Standardabweichung ist ein
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Relative Entfernung des Saatpunkts zum Schwerpunkt
Standard-Verfahren Saatpunkt-Invarianz
(b) Detailansicht
Abbildung 5.8.: Minimum, 0.25-Quantil, Median, 0.75-Quantil und Maximum der Standardwei-
chung der Segmentierungsgüte G¯ für verschiedene Entfernungen des Saatpunkts zum
Lymphknotenschwerpunkt
Vorteil der Erweiterung schon bei geringen Entfernungen erkennbar. So ist der Median der Stan-
dardabweichung des saatpunktinvarianten Verfahrens bei 25% relativer Entfernung mit 0.56 nahezu
identisch zu dem bei 5% (0.43). Das Standardverfahren hingegen weist bei der sehr geringen relati-
ven Entfernung von 5% schon eine Median der Standardabweichung von 0.74 und bei 25% bereits
einen Wert von 4.05 auf. Die gewünschte Erhöhung der Robustheit durch das saatpunktinvariante
Verfahren konnte dadurch nachgewiesen werden.
Ausgehend davon kann nun eine der Kernfragen dieser Arbeit beantwortet werden: Kann das au-
tomatische Verfahren eine größere Segmentierungskonsistenz als manuelle Segmentierung erzielen,
und somit insbesondere bei der Zeitserienanalyse quantitativer Merkmale von Lymphknoten einen
Mehrwert liefern? Dazu muss zunächst bekannt sein, welche relativen Entfernungen zum Lymph-
knotenschwerpunkt von menschlichen Beobachtern bei der Saatpunktwahl erreicht werden. Um dies
zu bestimmen, wurde ein Radiologe gebeten in den ungefähren Schwerpunkt der 49 Lymphknoten
zu klicken. Von diesen Punkten ausgehend wurde dann die Entfernung zum Schwerpunkt relativ zur
Lymphknotengröße gemessen. Diese betrug durchschnittlich 21.6% bei einem Median von 15.7% und
ist somit deutlich innerhalb der 25%-Grenze.
Im Folgenden soll nun auf ein bestimmtes oft verwendetes Merkmal, das Volumen, eingegangen
werden. Grundsätzlich sollte die Segmentierungsgenauigkeit so groß wie möglich und bei ein und
demselben Lymphknoten die Standardabeichung des Merkmals (hier: Volumen) bei unterschiedli-
chen Eingabedaten (hier: Saatpunkt) so gering wie möglich sein. Bei dem weiter oben beschriebenen
Experiment wurden neben dem Durchschnitt und Standardabweichung der Segmentierungsgüte für
verschiedene relative Entfernungen des Saatpunkts zum Lymphknotenschwerpunkt auch der Durch-
schnitt und die Standardabweichung des erzielten Lymphknotenvolumens bestimmt. Der Durchschnitt
und die Standardabweichung der durchschnittlichen Segmentierungsgüte und Standardabweichung
des erzielten Volumens sind für beide Verfahren in Abbildung 5.9 eingetragen. Zusätzlich wurden
diese Werte auch für die manuelle Segmentierung aus den 5 vorliegenden Expertensegmentierungen
bestimmt und ebenfalls dargestellt.
Es zeigt sich, dass bis zu einer relativen Entfernung zum Schwerpunkt von 25% der Lymphknoten-
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Abbildung 5.9.: Durchschnitt und Standardabweichung der durchschnittlichen Segmentierungsgüte
sowie der relativen Volumenabweichung für unterschiedliche Entfernungen des Saat-
punkts zum Lymphknotenschwerpunkt. Bis zu einer relativen Entfernungen von 25%
ist das saatpunktinvariante Verfahren robuster als manuelle Konturierung.
größe die durchschnittliche Segmentierungsgenauigkeit etwas geringer als die der manuellen Seg-
mentierung ist. Die Standardabweichung des erzielten Volumens ist allerdings deutlich geringer. Das
saatpunktinvariante Verfahren schneidet deutlich besser als das Standard-Verfahren ab. Bei 25% re-
lativer Entfernung, also etwas höher als in der Praxis zu erwarten ist, beträgt die durchschnittliche
Volumenstandardabweichung 5.9%. Bei der manuellen Segmentierung ist diese mit 15.9% fast drei
mal so hoch. Der Vergleich von Volumen mit Hilfe des in dieser Arbeit entwickelten Lymphkno-
tensegmentierungsverfahrens ist also präziser als eine manuelle Beurteilung durch Experten in der
Praxis.
Laufzeit: Bei vollautomatischen Segmentierungsverfahren spielt die Laufzeit eine eher untergeord-
nete Rolle, weil die Segmentierung im Hintergrund automatisiert gleich nach der Bildakquise ablaufen
kann und somit die Zeit, die bis zur Begutachtung durch einen Experten verstreicht, genutzt werden
kann. Bei semi-automatischen Verfahren, wie die in dieser Arbeit zur Lymphknotensegmentierung
vorgestellten Verfahren, ist dies allerdings nicht möglich, weil eine Anwendereingabe – das manuelle
Setzen des Saatpunkts – notwendig ist. Daraufhin erwartet der Anwender das Ergebnis innerhalb
weniger Sekunden, um aus dem Segmentierungsergebnis und evtl. extrahierten Merkmalen, wie z.B.
dem Volumen, Schlüsse ziehen zu können.
Prinizipbedingt ist das lokale Gradientenabstiegsvervahren deutlich weniger komplex als die beiden
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(b) Gleiche Anzahl an Radialstrahlen (2321) für alle Ver-
fahren
Abbildung 5.10.: Vergleich der Laufzeit der unterschiedlichen Optimierungsverfahren
Laufzeit (s) GA BP (single-thread) BP (multi-thrad) GC
opt. norm. opt. norm. opt. norm. opt. norm.
Minimum 0.05 0.03 1.18 2.43 0.61 1.11 0.23 0.25
0.25-Quant 0.07 0.05 3.41 15.32 1.19 4.60 0.82 0.96
Median 0.11 0.31 6.47 27.21 2.11 8.20 2.20 2.19
0.75-Quant 0.18 0.41 13.29 50.26 3.87 13.88 5.33 5.16
Maximum 0.63 0.90 27.83 53.72 8.46 15.27 14.24 13.46
■ 0.14 0.28 8.50 29.65 2.68 8.69 3.67 3.74
Std. Abw. 0.10 0.19 6.27 16.75 1.82 4.60 3.62 3.64
Tabelle 5.8.: Vergleich der Laufzeit der unterschiedlichen Optimierungsverfahren mit optimierten
bzw. normalisierten Parametern. Alle Werte sind in Sekunden angegeben.
globalen Verfahren, jedoch kann zumindest bei dem auf Belief-Propagation basierenden Verfahren
durch Parallelisierung eine deutliche Reduktion der Laufzeit erreicht werden. Im Folgenden soll die
Laufzeit von praktischen Implementierungen der einzelnen Verfahren quantitativ untersucht werden.
Durchgeführt wurden die Experimente auf einem Intel Core i7-2600K Prozessor im 3.40 GHz und 8
Prozessorkernen. Da das Gradientenabstiegsverfahren keine große Komplexität besitzt, wurde bei der
Implementierung auf die Verwendung von Parallelisierung verzichtet. Auch bei Graph-Cut wird ledig-
lich ein Prozessorkern verwendet. Es kam die Implementierung von Boykov und Kolmogorov [141]
zum Einsatz. Bei der eigenen Implementierung von Belief-Propagation wurde hingegen optional Par-
allelisierung innerhalb einer Iteration bei der Berechnung der Nachrichten verwendet.
Mit allen drei Implementierungen wurden alle 49 Lymphknoten mit den optimalen Parametern seg-
mentiert. Dabei wurde die Laufzeit gemessen. Da die Laufzeit allerdings sehr stark von der Anzahl
der Strahlen abhängt, haben die Ergebnisse in der Praxis zwar eine große Aussagekraft, ein eher
theoretischer Vergleich ist allerdings nicht möglich, weil die Anzahl der Strahlen für alle Verfahren
unterschiedlich ist. Daher wurden in einem weiteren Experiment alle Verfahren mit derselben nor-
malisierten Strahlenanzahl von n ✏ 2321 auf alle 49 Lymphknoten angewendet und die Laufzeit
gemessen.
Statistiken über die Ergebnisse sind in Tabelle 5.8 eingetragen und in Abbildung 5.10 dargestellt.
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5.1. Segmentierung von Lymphknoten
Das lokale Gradientenabstiegsverfahren braucht für die Segmentierung eines Lymphknotens deutlich
unter einer Sekunde und ist damit problemlos im klinischen Alltag einsetzbar. Die globalen Verfahren
brauchen mit durchschnittlich 2.68 Sekunden für Belief-Propagation und 3.67 Sekunden für Graph-
Cut deutlich länger. Diese Werte beﬁnden sich aber dennoch in einem für die klinische Einsetzbarkeit
akzeptablen Bereich. In einigen Fällen erhöht sich die Segmentierungsdauer von Graph-Cut auf bis
zu 14.24 Sekunden. Bei Belief-Propagation ist die Verwendung von Parallelisierung dringend notwen-
dig. Wird darauf verzichtet, steigt die Segmentierungsdauer auf durchschnittlich 8.50 Sekunden, im
schlimmsten Fall sogar auf 27.83 Sekunden.
Werden die Segmentierungsverfahren mit gleicher Strahlenanzahl angewendet, ergibt sich ein Vorteil
(durchschnittlich 3.74 Sekunden) von Graph-Cut gegenüber Belief-Propagation (8.50 Sekunden).
Weitere Parallelisierung, bspw. durch ein GPU-Implementierung, kann diesen Unterschied jedoch
vermutlich aufheben. Das lokale Gradientenabstiegsverfahren ist mit durchschnittlich 0.28 Sekunden
für die Segmentierung eines Lymphknotens deutlich am schnellsten.
Bildgradientenbasiertes Formwissen: Das Ziel der Entwicklung des bildgradientenbasierten
Formwissens (BGFW) war Lymphknoten, welche nicht sonderlich kugelförmig sind, besser zu unter-
stützen. Das normalerweise verwendete Formwissen verlangt hingegen, dass benachbarte Strahlen
einen möglichst ähnlichen Radius haben und präferiert somit Kugeln. Das auf Belief-Propagation
basierende Verfahren wurde dazu unter Verwendung des bildgradientenbasierten Formwissens auf
die Lymphknoten der Testmengen angewendet. Die erhaltenen Segmentierungen wurden anschlie-
ßend mit den Referenzsegmentierungen verglichen. Die Ergebnisse sind in Tabelle 5.9 zu sehen und
in Abbildung 5.4 eingetragen. Einige Beispielsegmentierungsergebnisse sind in Abbildung 5.11 zu
sehen.
Durchschnittlich verbessert sich die Segmentierungsgüte gegenüber dem auf Belief-Propagation ba-
sierenden Verfahren mit dem traditionell verwendeten Formwissen um 1%. Das Verfahren kann aber
dennoch nicht mit dem Graph-Cut basierenden Verfahren mithalten.
Bei diesem geringen Gewinn an Segmentierungsgüte stellt sich nun die Frage, ob bei weniger runden
Lymphknoten tatsächlich ein größerer Gewinn an Segmentierungsgüte erreicht wird. Bei dem Beispiel
in Abbildung 5.11(e) ist dies tatsächlich der Fall. Auf der rechten Seite kann sich das Verfahren mit
BGFW besser an die konkave Form anpassen. Doch wie ist das im Allgemeinen? In Abbildung 5.12
wurde dazu der Gewinn an Segmentierungsgüte gegenüber dem Aspektverhältnis aus größtem und
kleinstem Durchmesser, einem Maß für die Abweichung von runden Formen, aufgetragen. Sowohl
Verluste als auch Gewinne sind zu erkennen. Die in dieser Abbildung dargestellte Trendlinie bestä-
tigt durch den Anstieg hin zu größeren Aspektverhältnissen die Entwicklungsabsicht, weniger runde
Formen besser zu unterstützen, wobei der Eﬀekt auch nur gering ausfällt.
Interaktive Segmentierung: Da bei einigen Lymphknoten, insbesondere mit geringem Bildkon-
trast an der Lymphknotengrenze, mit den semi-automatischen Verfahren keine zufriedenstellenden
Ergebnisse erzielt werden konnten, wurde in dieser Arbeit ein interaktives Verfahren zum manuellen
Eingriﬀ während des Segmentierungsprozesses vorgestellt. Ein Anwender segmentierte damit alle 49
Lymphknoten. Dabei wurde neben der Segmentierungsdauer auch gemessen, wie oft der Anwender
in den Segmentierungsprozess eingegriﬀen hat. Anschließend wurde die Segmentierungsgenauigkeit
wie üblich im Vergleich zur Referenzsegmentierung gemessen. Ergebnisse über die erreichte Segmen-
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5. Experimente & Ergebnisse
(a) Minimum (b) 0.25-Quant (c) Median (d) 0.75-Quant (e) Maximum
Abbildung 5.11.: Beispielergebnisse des bildgradientenbasierten Formwissens (gelb) in dem auf Belief-
Propagation basierenden Segmentierungsverfahren im Vergleich zum Standardform-
wissen (blau) und der Referenzsegmentierung (grün). Die Auswahl der Beispiele























Abbildung 5.12.: Das bildgradientenbasierte Formwissen erzielt bei Lymphknoten mit großem Aspekt-
verhältnis tendenziell einen größeren Gewinn an Segmentierungsgenauigkeit.
DSC VOE (%) ASD (mm) MSD (mm) G
Minimum 0.22 11.30 0.10 1.20 10.55 ✁0.3%
0.25-Quant. 0.77 18.69 0.26 2.01 62.89 ✁2.9%
Median 0.85 26.47 0.35 3.13 76.73  1.7%
0.75-Quant. 0.90 36.80 0.68 5.00 83.70 ✁0.1%
Maximum 0.94 87.64 3.12 11.68 91.10  0.8%
■ 0.82 29.21 0.53 3.96 71.67  1.0%
Std. Abw. 0.12 14.02 0.50 2.70 16.40 ✁0.6%
Tabelle 5.9.: Segmentierungsgenauigkeit des bildgradientenbasierten Formwissens in dem auf Belief-
Propagation basierenden Segmentierungsverfahren und der Änderung gegenüber dem
Standardformwissen
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5.1. Segmentierung von Lymphknoten
(a) Minimum (b) 0.25-Quant (c) Median (d) 0.75-Quant (e) Maximum
Abbildung 5.13.: Beispielergebnisse des interaktiven Segmentierungsverfahrens (gelb) im Vergleich
zum semi-automatischen auf GC basierenden Verfahren (rot) und der Referenzseg-
mentierung (grün). Die Auswahl der Beispiele erfolgte anhand der erzielten Seg-
mentierungsgüte des interaktiven Verfahrens.
G ohne
DSC VOE ASD MSD G Interaktion Dauer Eingriﬀe
Minimum 0.70 8.95 0.10 1.20 50.15 10.58 1.9 s 0
0.25-Quant. 0.82 19.16 0.25 2.00 72.11 64.80 4.5 s 0
Median 0.86 24.13 0.33 2.55 78.02 75.48 11.6 s 1
0.75-Quant. 0.89 30.00 0.50 3.55 84.11 83.80 17.1 s 2
Maximum 0.95 45.95 1.17 12.04 91.12 90.39 35.5 s 5
■ 0.85 25.23 0.38 3.09 77.13 70.95 12.1 s 1.31
Std. Abw. 0.06 8.98 0.20 1.78 8.96 16.50 7.8 s 1.37
Tabelle 5.10.: Segmentierungsgenauigkeit (auch im Vergleich zum automatischen BP-
basierten Verfahren), Dauer und Anwenderinteraktionsmenge des interaktiven
Segmentierungsverfahrens
tierungsgenauigkeit, Dauer und die Menge der benötigten Anwenderinteraktion ist in Tabelle 5.10
eingetragen und einige Beispielsegmentierungsergebnisse sind in Abbildung 5.13 zu sehen.
In 39% der Fälle war der Anwender schon mit der vorgeschlagenen Segmentierung zufrieden, und es
war überhaupt keine Interaktion nötig. In den anderen Fällen korrigierte der Anwender die Kontur
an durchschnittlich 1.85 Stellen. Die Segmentierungsgenauigkeit hat sich dadurch erheblich verbes-
sert, insbesondere bei denjenigen Lymphknoten, die mit dem semi-automatischen Verfahren schlecht
segmentiert wurden. So verbessert sich die minimale Segmentierungsgüte um 107% von 24.27 auf
50.15. Auch das zuvor sehr schlechte Abschneiden von Lymphknoten mit geringem Bildkontrast konn-
te dadurch weitestgehend in der Griﬀ bekommen werden. Insgesamt ist die erzielte durchschnittliche
Segmentierungsgüte mit 77.13 sogar um ca. 3% höher als die der manuellen Segmentierung. Ein
Grund dafür könnte sein, dass die Segmentierungsdauer deutlich geringer als bei der schichtweisen
manuellen Segmentierung ist und somit die Ermüdung des Anwenders geringer sein könnte. Des
weiteren handelt es sich beim interaktiven Verfahren um ein echtes 3D-Verfahren. Damit ist die Seg-
mentierung über die Schichten hinweg konsistent und auch in Schichten mit geringem Bildkontrast
können durch den Einﬂuss der benachbarten Schichten sinnvolle Ergebnisse erzielt werden.
Die durchschnittliche Segmentierungsdauer von 12.1 Sekunden für jeden Lymphknoten sollte kein
Problem in der klinischen Praxis sein, zumindest solange nur einige wenige Lymphknoten unter-
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Minimum 24.27 - 3.177 2.54 3.57
0.25-Quant. 68.55 - 41.27 24.95 34.54
Median 77.06 - 57.19 67.75 48.53
0.75-Quant. 82.97 - 68.52 78.71 53.48
Maximum 88.37 - 79.68 84.64 78.26
■ 73.24 5.09 52.09 54.74 43.52
Std. Abw. 13.49 - 21.12 29.25 18.24
Tabelle 5.11.: Vergleich der erzielten Segmentierungsgüte des in dieser Arbeit entwickelten Verfahrens
(GC) mit der Literatur
sucht werden, so wie dies im Anwendungsszenario dieser Arbeit – der Untersuchung von Kopf-Hals-
Karzinomen – der Fall ist.
Ein Nachteil der interaktiven Erweiterung ist ganz klar, dass sich die Abhängigkeit vom Anwender
vergrößert. Konnte beim semi-automatischen Verfahren, insbesondere durch die saatpunktinvariante
Erweiterung, diese Abhängigkeit gering gehalten werden, so ist diese beim interaktiven Verfahren
deutlich näher an manueller Segmentierung, weil der Anwender die Kontur in sehr großem Maße
beeinﬂussen kann.
Gegenüberstellung von Lymphknotensegmentierungsverfahren: Die erzielte Segmen-
tierungsgenauigkeit der in dieser Arbeit vorgestellten Verfahren soll nun mit anderen Verfahren aus der
Literatur verglichen werden. Neben dem im Rahmen dieser Arbeit entwickelten Radialstrahl-basierten
Verfahren mit Graph-Cut Optimierung werden folgende Verfahren betrachtet:
• Region-Growing (RG): Ausgehend von einem Saatpunkt werden alle diejenigen benachbarten
Voxel zur Segmentierung gezählt, welche einem Ähnlichkeitskriterium genügen. Die Bildinten-
sität wird als Gaußverteilung modelliert. Alle benachbarten Voxel, deren Intensitäten sich inner-
halb eines bestimmten Konﬁdenzintervalls beﬁnden, werden zu der Segmentierung gezählt. Die
Parameter der Gaußverteilung werden in jeder Iteration zunächst aus einer Umgebung um den
Saatpunkt und später aus allen zur Segmentierung dazugehörigen Voxel berechnet. Dieses Ver-
fahren ist nicht lymphknotenspeziﬁsch und soll dennoch in den Vergleich einbezogen werden,
weil es sich um ein häuﬁg verwendetes Standardverfahren der medizinischen Bildverarbeitung
handelt.
• Größeninvariantes Masse-Feder-Modell (EMSM): Das in Abschnitt 4.1.1 vorgestellte Lymph-
knotensegmentierungsverfahren, welches auf den Arbeiten von Dornheim et al. [80][83] aufbaut,
soll als Vertreter der modellbasierten Verfahren mit globalem Formwissen in den Vergleich ein-
bezogen werden.
• Das Radialstrahl-basierte Verfahren vonWang et al. [93] besitzt dieselbe zugrundeliegende Da-
tenstruktur wie das in dieser Arbeit verwendete Verfahren und auch das Finden der Radien für
die einzelnen Strahlen geschieht durch Graph-Cut. Der Unterschied besteht in der Kostenfunk-
tion. Wang et al. setzen dabei auf eine Kombination aus einem Homogenitäts- und Kantenterm.
Ein zusätzlicher Konsistenzterm sorgt dafür, dass Radien, die über die Strahlen hinweg kon-
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Abbildung 5.14.: Vergleich der Segmentierungsgüte des in dieser Arbeit vorgestellten Verfahrens mit
der Literatur für unterschiedliche Typen von Lymphknoten. Jeder Balken stellt Mi-
nimum, 0.25-Quantil, Median, 0.75-Quantil und Maximum der Segmentierungsgüte
dar.
sistent geringe Kantenkosten aufweisen, bevorzugt werden. Eine genauere Beschreibung ist in
Abschnitt 3.1.5 zu ﬁnden.
• Auch das Verfahren von Barbu et al. [67] ist ein Radialstrahl-basiertes Verfahren, bei wel-
chem ein Gradientenabstiegsverfahren zur Radienﬁndung eingesetzt wird. Die Kostenfunktion
ist recht einfach. Entlang des Strahls wird ausgehend vom Saatpunkt, derjenige nächste Punkt
gefunden, welcher um mindestens 50 HU von der Intensität des Saatpunkts abweicht. Die Kos-
ten für einen beliebigen Punkt auf dem Strahl hängen dann von der Distanz zu diesem Punkt
ab. Auch dieses Verfahren ist näher in Abschnitt 3.1.5 beschrieben.
Bei dem Region-Growing wurde eine Implementierung aus dem Insight Toolkit (ITK) verwendet und
die Evaluation fand im Rahmen einer Masterarbeit [17] statt. Bei den anderen Verfahren handelt es
sich um Eingenimplementierungen. Die Parameter wurden aus den entsprechenden Arbeiten über-
nommen. Alle Verfahren wurden auf den Evaluationsdatensatz angewendet und mit den Referenz-
segmentierungen verglichen. Die Ergebnisse sind in Tabelle 5.11 eingetragen und in Abbildung 5.14
dargestellt.
Es zeigt sich, dass die in dieser Arbeit vorgestellten Verfahren deutlich bessere Segmentierungser-
gebnisse als die in der Literatur beschriebenen Verfahren liefern. Die katastrophalen Ergebnisse des
Region-Growings zeigen, dass solch einfache Standardverfahren nicht zur Segmentierung von Lymph-
















Verfahren # DSC VOE (%) ASD (mm) MSD (mm) Kommentar
Diese Arbeit
(Graph-Cut)
0.83✟ 0.09 28.61✟ 11.65 0.46✟ 0.34 3.65✟ 2.42
49 0.76, 0.86, 0.89 20.36, 24.47, 38.33 0.26, 0.36, 0.53 2.07, 3.00, 4.45 1-Punkt Initialisierung
0.55✁ 0.93 13.02✁ 61.80 0.14✁ 2.04 1.33✁ 12.78
Diese Arbeit
(Belief-Prop.)
0.85✟ 0.06 25.23✟ 8.89 0.38✟ 0.20 3.09✟ 1.78
49 0.82, 0.86, 0.95 19.16, 24.13, 30.00 0.10, 0.25, 0.33 2.00, 2.55, 3.55 Interaktiv
0.70✁ 0.95 8.95✁ 45.95 0.10✁ 1.17 1.20✁ 12.04
Dornheim[81]
40 - 44.00✟✁ 0.47✟✁ 2.74✟✁
2-Punkt Initialisierung
- - 0.3✁ 0.6 1.7✁ 3.9
Maleike[79] 29 - - 0.4, 0.5, 0.6 0.9, 1.2, 3.8 1-Strich Initialisierung
Maleike[79] 29 - - 0.4, 0.5, 0.6 1.0, 1.3, 2.3 Interaktiv
Dornheim[82] 40 - 27.9✟✁ 0.28✟✁ 2.44✟✁ 1-Punkt Initialisierung
Wang[93] 22 0.84✟✁ - 0.47✟ 0.08 2.12✟✁ 1-Punkt Initialisierung
Barbu[67] 308 0.80✟ 0.13 - 0.83✟ 0.66 ✁ 1-Punkt Init., Achselhöhle
Barbu[67] 455 0.76✟ 0.13 - 1.0✟ 0.80 ✁ 1-Punkt, Becken&Abdomen
Tabelle 5.12.: Vergleich der in der Literatur angegebenen Ergebnisse (Durchschitt ✟ Standardabweichung; 0.25-Quant, Median, 0.75-
Quant; Minimum - Maximum)
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5.1. Segmentierung von Lymphknoten
für kleine, rundliche Lymphknoten. Allerdings zeigt der Ansatz deutliche Schwächen bei Lymphkno-
ten mit geringem Bildkontrast und bei vergrößerten Lymphknoten mit nekrotischem Gewebe. Der
Vorteil des Ansatzes von Barbu et al. besteht in der Einfachheit und der daraus resultierenden kur-
zen Laufzeit. Die Segmentierungsqualität ist aber im Allgemeinen nicht sonderlich hoch. Durch den
Vergleich mit dem Masse-Feder-Modell kann geschlossen werden, dass auf Radialstrahlen basierende
Verfahren mit globalem Optimierungsverfahren geeigneter als modellbasierte Verfahren zur Segmen-
tierung von Lymphknoten sind. Der Grund besteht vermutlich darin, dass modellbasierte Verfahren
üblicherweise eine lokale Anpassungsstrategie haben und das Segmentierungsergebnis sehr stark von
der initialen Modellplatzierung abhängt. Durch die hohe Form- und Größenvarianz von Lymphknoten
ist eine sinnvolle Initialisierung allerdings völlig unklar. Darüber hinaus scheint die Verwendung von
globalem Formwissen, wie dies bei modellbasierten Verfahren der Fall ist, nicht geeignet zu sein, weil
Lymphknoten keine spezielle globale Form bevorzugen.
Die Ergebnisse der selbst durchgeführten Experimente sollen nun der Vollständigkeit halber den
in der Literatur erzielten Ergebnissen gegenübergestellt werden. Dazu wurden alle in der Literatur
berichteten Ergebnisse in Tabelle 5.12 eingetragen. Die angegebenen Zahlen können allerdings nur
als grober Anhaltspunkt verstanden werden, weil die Ergebnisse jeweils auf unterschiedlichen Daten
erzielt wurden.
Die in dieser Arbeit gemessenen Werte bzgl. der Segmentierungsgenauigkeit sind vergleichbar mit den
in der Literatur berichteten Werten, obwohl Verfahren aus der Literatur im direkten Vergleich auf dem
in dieser Arbeit verwendeten Daten deutlich schlechter abscheiden. Ein Grund dafür könnte sein, dass
der in dieser Arbeit verwendete Evaluationsdatensatz schwierigere Fälle enthält. Es wurden explizit
Lymphknoten mit nekrotischem Gewebe, geringem Kontrast und starkem Bildrauschen einbezogen.
Aufgrund dieser möglichen Ungleichheit wird auf eine weitere Bewertung verzichtet.
5.1.5. Zusammenfassung
Die in dieser Arbeit vorgestellten Verfahren zur Lymphknotensegmentierung wurden in Bezug auf
Segmentierungsgenauigkeit, Robustheit und Laufzeit untersucht. Auch ein Vergleich zu in der Lite-
ratur vorgestellten Verfahren erfolgte. Grundlage für diese Evaluation war ein aus 49 Lymphknoten
bestehender Datensatz, welcher auch stark verrauschte Bilder, Lymphknoten mit zentralem nekroti-
schen Gewebe und geringem Kontrast an der Lymphknotengrenze enthält.
Die vorgestellten Erweiterungen des Masse-Feder-Modells waren zwar in der Lage, den größten Nach-
teil des modellbasierten Verfahrens, nämlich die mangelnde Unterstützung unterschiedlicher Lymph-
knotengrößen, zu verringern, dennoch ist die Segmentierungsgenauigkeit 30% geringer als bei ma-
nueller Segmentierung. Das vorgestellte Radialstrahl-basierte 2D-Verfahren zur Segmentierung von
Lymphknoten in CT-Schichten zeigte, das Radialstrahl-basierte Verfahren durch die Verwendung von
lokalem Formwissen viele unterschiedliche Formen und durch die Verwendung globaler Optimierung
unterschiedliche Größen unterstützen.
Bei dem Radialstrahl-basierten 3D-Verfahren wurden folgende Ergebnisse erzielt:
• Formbeschränkung: Die prinzipielle Beschränkung auf sternkonvexe Formen ist in der Praxis
vernachlässigbar.
• Vergleich von Optimierungsverfahren: Bei der Bestimmung der Radien für die einzelnen
Strahlen erzielt das Graph-Cut basierte Verfahren die beste durchschnittliche Segmentierungs-
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genauigkeit, dicht gefolgt von Belief-Propagation (✁3%), aber mit großem Abstand zum Gra-
dientenabstiegsverfahren (✁26%).
• Segmentierungsgenauigkeit: Im Durchschnitt ist die erzielte Segmentierungsgenauigkeit nur
geringfügig schlechter als bei manueller Segmentierung (✁2%). Lediglich bei einigen Lymph-
knoten, die einen sehr geringen Bildkontrast an der Lymphknotengrenze aufweisen oder stark
verrauscht sind, werden unzufriedenstellende Segmentierungsergebnisse erzielt. Größe und Form
haben keinen signiﬁkanten Einﬂuss.
• Vergleich zur Literatur: Im Vergleich zu existierenden Verfahren erreicht das vorgestellte
Verfahren eine deutlich höhere Segmentierungsgenauigkeit (Region-Growing ✁93%, Masse-
Feder-Modell ✁29%, Barbu[67] ✁41%, Wang[93] ✁25%).
• Robustheit: Durch die vorgestellte saatpunktinvariante Erweiterung hat die typische Variation
des manuell vorgegebenen Saatpunkts einen sehr geringen Einﬂuss auf das Segmentierungser-
gebnis (➔ ✟0.7% in dem Median-Fall).
• Volumenbestimmung: Die Volumenbestimmung von Lymphknoten mit dem vorgestellten
Verfahren erreicht durchschnittlich eine deutlich geringere Inter-Observer-Variabilität als ma-
nuelle Segmentierung (✁63%) bei nur geringfügig schlechterer Segmentierungsgenauigkeit
(✁6%).
• Bildgradientenbasiertes Formwissen: Die Verwendung des bildgradientenbasierten Form-
wissens konnte die durchschnittliche Segmentierungsgenauigkeit des auf Belief-Propagation
basierenden Verfahrens etwas verbessern ( 1%). Dabei wird ein größerer Segmentierungsge-
nauigkeitsgewinn üblicherweise, wie erwartet, bei weniger runden Lymphknoten erzielt.
• Interaktives Verfahren: Die interaktive Korrektur verbessert das schlechteste Segmentierungs-
ergebnis um 107% gegenüber dem semi-automatischen Verfahren. Im Durchschnitt erzielt das
interaktive Verfahren leicht bessere Ergebnisse als manuelle Segmentierung ( 3%). Dazu sind
pro Lymphknoten durchschnittlich 1.31 Eingriﬀe nötig und eine Interaktionsdauer von 12.1 Se-
kunden muss aufgewendet werden.
• Laufzeit: Auf aktueller Hardware benötigt die Segmentierung eines Lymphknotens durch-
schnittlich 0.1, 2.7 bzw. 3.6 Sekunden unter Verwendung des Gradientenabstiegs-, Belief-
Propagation, bzw. des Graph-Cut-Verfahrens.
Die Ergebnisse zeigen, dass das vorgestellte Verfahren einen hohen Reifegrad besitzt und daher in
der Praxis erprobt und schlußendlich auch eingesetzt werden kann.
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5.2. Registrierung von Lymphknoten in
Kopf-Hals-Tomographien
5.2.1. Material
Grundlage für die Evaluation sind insgesamt 137 Kopf-Hals-Tomographien von 50 Patienten mit
Kopf-Hals-Karzinom, welche im klinischen Alltag aufgenommen wurden. Der Aufnahmebereich um-
fasst hauptsächlich den Hals, in vielen Fällen aber auch noch den Thorax und/oder den Kopf. Die
Bildmodalitäten umfassen (kontrastverstärkte) CT- und MRT-Aufnahmen.
Die CT-Aufnahmen haben einen Schichtabstand zwischen 0.5 und 3 mm und weisen zum Teil be-
trächtliche Bildartefakte auf, welche hauptsächlich durch metallhaltige Zahnfüllungen, aber auch
durch andere Implantate zustande gekommen sind. Bei den MRT-Aufnahmen handelt es sich mor-
phologische T1 bzw. T2-gewichtete Aufnahmen, welche sowohl in sagittalen, koronalen und axialen
Schichten üblicherweise mit einem Schichtabstand zwischen 3 und 5 mm aufgenommen wurden.
Die Volumen beschränken sich zum großen Teil auf den Mundbereich und weisen oftmals typische
MRT-Artifakte, wie z.B. Bewegungsartefakte oder lokal niedrige Signalstärke auf. Einzig die sagit-
talen Schichten decken einen größeren Teil des Halsbereichs ab und haben daher in der folgenden
Evaluierung eine herausragende Bedeutung.
Neben Multimodalität, in diesem Fall also CT- und MRT-Aufnahmen desselben Patienten zum glei-
chen Zeitpunkt, sind auch Zeitserien vorhanden. Wohingegen bei Ersteren die Annahme getroﬀen
werden kann, dass keine Unterschiede in der Anatomie, sondern nur in der Position des Patienten
vorhanden sind, ist dies bei Letzteren nicht möglich. Die erste Aufnahme der Zeitserie wurde in
der Regel vor dem chirurgischen Eingriﬀ, eine zweite 6 Monate danach und ggf. eine dritte weitere
6 Monate später aufgenommen. Zwischen der ersten und zweiten Aufnahme sind daher starke Ände-
rungen in der Anatomie aufgrund der Operation zu erwarten. Der Tumor ist entfernt, in vielen Fällen
auch Lymphknoten im Halsbereich und Teilbereiche mussten durch plastische Chirurgie rekonstruiert
werden.
Alle Aufnahmen wurden ohne irgendwelche Vorrichtungen zur Fixierung des Patienten aufgenommen.
Daher variiert die Position der Wirbelsäule von Aufnahme zu Aufnahme und nicht-rigide Registrie-
rungsverfahren werden benötigt, um diese Deformationen auszugleichen.
5.2.2. Multimodale rigide Registrierung des Kopfes
Die in Abschnitt 4.2.1 beschriebene initiale vollautomatische rigide Registrierung des Kopfes wurde
anhand von insgesamt 81 Aufnahmen von 15 Patienten evaluiert. Diese gliedern sich in 18 CT- und
63 MRT-Aufnahmen (davon 29 mit axialen, 23 mit koronalen und 11 mit sagittalen Schichten). Die
Mundhöhle ist in allen Aufnahmen zu sehen, ansonsten sind insbesondere die MRT-Aufnahmen stark
abgeschnitten.
Region of Interest Detektion und Initialisierung: In allen 81 Aufnahmen wurden ein Punkt
auf dem Kinn, sowie obere und untere Grenzen für den Übergang zwischen Kopf- und Halsbereich
manuell annotiert (siehe Abbildung 4.21(b)). Die obere Grenze wurde dabei als die höchste Schicht
kaudal (unterhalb) des Kinns deﬁniert, die untere Grenze als die höchste Schicht, in welcher die
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perfekte geringfügige durchschnittliche
Überlappung Ungenauigkeiten Misserfolg Registrierungsdauer
Methode A 51 1 5 11.3 s
Methode B 46 1 10 11.7 s
Methode C 45 3 9 12.1 s
Methode D 6 7 44 6.0 s
Tabelle 5.13.: Vergleich der Registrierungsqualität unterschiedlicher rigider Registrierungsverfahren
für 57 CT/MRT-Bildpaare
Ansätze der Schulter zu erkennen sind. Durchschnittlich umfasste der so deﬁnierte Bereich 24.4 mm.
Die Heuristik zur automatischen Detektion des Kopf-Hals-Übergangs und der Kinnspitze wurde dann
auf alle 81 Aufnahmen angewendet. Anschließend wurde sowohl der Abstand des detektierten Über-
gangs zu dem zuvor deﬁnierten gewünschten Bereich als auch der Abstand von der detektierten und
manuell annotierten Kinnspitze gemessen.
In 56 Fällen wird der Übergangsbereich getroﬀen, in den anderen Fällen beträgt der durchschnittliche
Abstand 17.5 mm. Der durchschnittliche Fehler der Kinnspitzendetektion beträgt 9.6 mm, wobei in
76 Fällen der Abstand weniger als 20 mm beträgt. In den restlichen 5 Aufnahmen beträgt dieser im
schlechtesten Fall 74.8 mm.
Die Begutachtung dieser Fälle zeigt, dass andere Merkmale des Kopfes, wie z.B. die Lippe, fälsch-
licherweise detektiert wurden. Die Gründe dafür waren in allen 5 Aufnahmen ausnahmslos starke
Bildartefakte, welche zu einer falschen Detektion des Kopf-Hals-Übergangs führten. Auch wenn diese
Fehler zunächst hoch erscheinen mögen, ist die Intialisierung der Registrierung mit dieser Landmarke
nach wie vor robuster als eine geometrie- oder momentenbasierende Initialisierung, weil Letztere stark
beschnittene Aufnahmen nicht unterstützt.
Bildbasierte Registrierung: Rigide Registrierung kann durch den Vergleich der durch die Re-
gistrierung erhaltenen Transformation mit einer Referenztransformation durchgeführt werden [151].
Die Referenztransformation wird dabei aus korrespondierenden Landmarken berechnet. Alternativ
kann die Korrespondenz von knöchernen Strukturen herangezogen werden [152]. Zur Evaluation
des in dieser Arbeit entwickelten rigiden Registrierungsverfahrens sind ungeeignet. Ersteres, weil bei
klinisch akquirierten Daten keine Referenztransformation zur Verfügung steht und Letzteres, weil
sich ein Teil der knöchernen Strukturen in einem potentiell deformierten Bereich (z.B. Wirbelsäule)
beﬁndet.
Daher wurde stattdessen auf eine visuelle Begutachtung zurückgegriﬀen. Aus den insgesamt 81 ver-
fügbaren Aufnahmen können 57 zueinander passende Paare von Aufnahmen desselben Patienten
gebildet werden. Alle Paare wurden mit der kompletten in Abschnitt 4.2.1 beschriebenen Methode
(Methode A) registriert. Um die Notwendigkeit der einzelnen Teilschritte des Verfahrens zu zeigen,
wurden in weiteren Experimenten unterschiedliche Schritte weggelassen (Methode B: Keine Vorver-
arbeitung; Methode C : Keine Vorverarbeitung und keine Rotationsbestimmung vor der vollrigiden
Registrierung). Zum Vergleich wurden alle Paare im jeweiligen Bildschwerpunkt initialisiert und durch
einfache Maximierung der Mutual Information der kompletten Aufnahmen rigide registriert (Methode
D). Um Voreingenommenheit des Beobachters (erfahrener Bildverarbeiter) auszuschließen, wurden
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einfacher Gradientenabstieg adaptiver Gradientenabstieg
absolut relativ absolut relativ
korrekte Anpassung 41 71% 50 86%
verrutschter Wirbel 14 24% 7 12%
Fehlschlag 3 5% 1 2%
Gesamt 58 100% 58 100%
Tabelle 5.14.: Visuelle Beurteilung der Anpassungsqualität des artikulierten Atlas
die Registrierungsergebnisse in zufälliger Reihenfolge angezeigt, ohne dass er wusste, mit welcher der
4Methoden das Ergebnis erzielt wurde. Der Beobachter sollte dann die Qualität des Registrierungser-
gebnisses im Kopf in mindestens 2 axialen Schichten beurteilen und in folgende Kategorien einteilen:
perfekte Überlappung, geringfügige Ungenauigkeiten und Misserfolg. Deformierbare Bereiche im Hals
sollen dabei nicht berücksichtigt werden.
Die Ergebnisse sind in Tabelle 5.13 dargestellt. In 12 Fällen schlug die Detektion des Kinns in einer
der beiden Aufnahmen fehl, was zu einer schlechten Initialisierung führt. In 5 dieser Fälle konnte dies
allerdings nicht durch die darauf folgende bildbasierte Registrierung ausgeglichen werden, was zeigt,
dass eine gute Initialisierung der Transformation für den Erfolg der Registrierung entscheidend ist.
Wie man sieht, schlägt die Registrierung ohne Vorverarbeitung (Methode B) in einer größeren Anzahl
an Fällen fehl (10), was dafür spricht, dass die Beschränkung der Grauwerte auf das Weichteilgewe-
befenster den Konvergenzbereich des Verfahrens erhöht. Der Unterschied zwischen dem Verfahren
ohne Rotationsoptimierung zum zweistuﬁgen Optimierungsverfahren (Methode B vs. Methode C)
fällt nicht so stark aus, wie während der Entwicklung erwartet wurde. Dies kann an der Ungenau-
igkeit der Detektion des Kinns liegen, was dazu führt, dass eine 3D-Rotation nicht ausreichend ist,
um ein gutes Registrierungsergebnis zu erzielen. Trotzdem kann durch das zweistuﬁge Verfahren die
Registrierungsgeschwindigkeit erhöht werden. Der naive Ansatz (Methode D) erzielt sehr schlechte
Ergebnisse bei stark abgeschnittenen Aufnahmen, die in Teilbereichen deformiert sind und somit nicht
der Annahme eines starren Körpers gerecht werden.
5.2.3. Artikulierter Atlas zur Segmentierung einzelner Knochen
Anpassungsgüte: Die Evaluierung der Anpassungsgüte des artikulierten Atlas erfolgte anhand
von 58 nicht zum Training des artikulierten Atlas verwendeten CT-Datensätzen von 43 Patienten mit
Kopf-Hals-Karzinom. Einige der Aufnahmen weisen eine pathologische Anatomie auf, die entweder
durch einen chirurgischen Eingriﬀ, den Tumor oder durch Osteoporose verursacht wurde.
Zunächst wurde der aus 15 (30 inklusive der gespiegelten Bilder) Trainingsdatensätzen erstellte artiku-
lierte Atlas an diese Datensätze mit denselben Parametern angepasst. Die Parameter wurden dabei in
informellen Experimenten festgelegt. Die zwei in Abschnitt 4.2.3 vorgestellten Anpassungsstrategien
wurden miteinander verglichen: a) einfacher Gradientenabstieg und b) adaptiver Gradientenabstieg.
Anschließend bestimmte ein Beobachter (erfahrener Bildverarbeiter) für jede Anpassungsstrategie in-
wieweit die einzelnen Atlaselemente sich an die jeweilige Struktur korrekt angepasst haben. Konkret
wurde für jeden Testdatensatz bestimmt, ob a) alle Elemente korrekt angepasst wurden, b) einige
Elemente verrutscht sind (bspw. dass das Element C4 sich an den ähnlich aussehenden Wirbel C5
anpasst) oder c) der Atlas sich an eine komplett andere Bildstruktur angepasst hat. Eine quantitative
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Bestimmung der Segmentierungsgenauigkeit für jeden Knochen erfolgte zunächst nicht, weil i) keine
Referenzsegmentierung für diese große Anzahl an Datensätzen vorliegt und ii) die genaue Abgrenzung
der einzelnen Knochen im Anwendungsfall dieser Arbeit – multi-rigide Registrierung – im Vergleich
zur groben globalen Lokalisation nur eine untergeordnete Rolle spielt.
Wie aus der Tabelle 5.14 hervorgeht, hat der artikulierte Atlas auf klinischen CT-Datensätzen eine
Erfolgsrate von ca. 86% unter Verwendung des adaptiven Gradientenabstiegs. Dieser Wert hat sich
gegenüber dem einfachen Gradientenabstieg bei sonst konstanten Parametern um fast 25% verbes-
sert. Der gewünschte Eﬀekt des adaptiven Gradientenabstiegs wurde damit also bestätigt. Trotz allem
ist die Hauptursache für eine nicht vollständig korrekte Anpassung nach wie vor das Konvergieren
mindestens eines Wirbelelements in einen falschen benachbarten und sehr ähnlich aussehenden Wir-
bel. Dies tritt insbesondere bei unüblicher Anatomie (siehe Abbildung 5.15(c)), wie z.B. dem Fehlen
einer Bandscheibe oder aber bei unüblichen Wirbelsäulenpositionen auf, welche nur unzureichend
durch den gelernten Artikulationsraum abgedeckt wurden (siehe Abbildung 5.15(d)). Eine Erhöhung
der Anzahl an Trainingsdatensätzen kann bei Letzterem behilﬂich sein.
In einem Fall schlägt die Anpassung komplett fehl. Dies ist der unzureichenden Initialisierung ge-
schuldet, was dazu führt, dass das lokale Anpassungsverfahren in einem falschen lokalen Minimum
des Energiefunktionals aus Gleichung 4.68 konvergiert. Eine bessere Initialisierung, bspw. durch ein
globales Wirbeldetektionsverfahren (z.B. [153]), könnte dieses Problem beheben. In nur einem Fall
passiert es, dass das Ergebnis des einfachen Gradientenabstiegs dem des adaptiven Gradientenab-
stiegs überlegen ist. In diesem Fall waren die Wirbel C3, C4 und C5 stark verkleinert und ohne
Bandscheibe sehr nahe beieinander. Dies führte dazu, dass die Atlaselemente C3 und C4 alle drei
Wirbel abdeckten und damit als direkte Folge des adaptiven Vorgehens alle folgenden Wirbel ver-
rutscht waren. Bei dem einfachen Gradientenabstieg hingegen befanden sich die Atlaselemente Th1
und Th2 zufällig sehr nahe an den korrekten Wirbeln, was dazu führte, dass die sich weiter oben
beﬁndlichen Elemente nicht verrutschen konnten.
Segmentierungsgenauigkeit: In einem zweiten Experiment wurde nun die Segmentierungsge-
nauigkeit quantitativ durch Leave-One-Out Kreuzvalidierung bestimmt. Dazu wurden insgesamt 15
verschiedene artikulierte Atlasse durch das in Abschnitt 4.2.2 beschriebene Verfahren erstellt, wobei
jeweils nur 14 der insgesamt 15 vorliegenden Datensätze mit manuellen Annotationen zum Training
verwendet wurden. Dieser Atlas wurde dann an den jeweils ausgelassenen, also nicht zum Training
verwendeten Datensatz, angepasst. Anschließend wurden die Segmentierungsergebnisse der einzelnen
Elemente mit den vorliegenden manuellen Segmentierungen verglichen. Als Ähnlichkeits-/Fehlermaße
kamen dabei die schon zur Lymphknotensegmentierung verwendeten und in Abschnitt 5.1.1 beschrie-
benen volumetrischen Maße Dice Similarity Coeﬃcient (DSC) und Volumetric Overlap Error (VOE)
sowie die abstandsbasierenden Maße Average Surface Distance (ASD) und die symmetrische Maxi-
mum Surface Distance (MSD) zum Einsatz.
Tabelle 5.15 zeigt die Ergbnisse. Auch hier lag die Erfolgsrate bei 86%. Da die nicht korrekt angepass-
ten Elemente nicht aussagekräftig für die Segmentierungsgenauigkeit sind, wurden diese einmal mit
und einmal ohne Einbeziehung dieser Elemente berechnet. Für die korrekt angepassten Elemente be-
trägt der durchschnittliche ASD für die Wirbel 0.65mm. Im Vergleich zu einem Formmodell-basierten
Ansatz [145] ist dies nur geringfügig schlechter. Bei der MSD werden sogar leicht bessere Ergebnis-
se erzielt (6.51 vs. 6.88 mm). Auﬀällig ist der hohe MSD des Schädels und des Unterkiefers. Der
Grund dafür liegt zum Teil an starken Metallartefakten in den Zähnen der Patienten. Diese wurden
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(a) Korrekte Anpassung (b) Korrekte Anpassung
(c) Verrutschte Wirbel aufgrund verbundener Wirbel
(C3 und C4)
(d) Verrutschte Wirbel aufgrund stark gekrümmter Wir-
belsäule, die nicht vom Artikulationsraum erfasst wurde
Abbildung 5.15.: Beispiele für den angepassten artikulierten Atlas. Die Anpassung erfolgte durch das
adaptive Gradientenabstiegsverfahren.
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Erfolgs- Alle Fälle Erfolgreiche Anpassung
rate DSC VOE ASD MSD DSC VOE ASD MSD
Schädel 100% 0.87 22.76 0.68 16.15 0.87 22.76 0.68 16.15
Unterkiefer 100% 0.85 26.54 0.93 10.47 0.85 26.54 0.93 10.47
Atlas 100% 0.82 30.38 0.68 5.95 0.82 30.38 0.68 5.97
Axis 93% 0.84 26.39 0.72 6.14 0.86 23.84 0.61 5.66
C3 93% 0.77 34.75 1.00 6.61 0.82 30.33 0.67 5.95
C4 80% 0.75 36.13 1.19 7.18 0.84 27.21 0.56 5.42
C5 80% 0.72 38.60 1.63 8.65 0.84 27.07 0.57 6.24
C6 80% 0.69 41.33 2.01 10.20 0.83 28.44 0.65 7.29
C7 73% 0.67 42.58 2.41 12.13 0.85 26.58 0.66 8.79
Th1 73% 0.66 43.68 2.94 11.78 0.85 26.04 0.72 6.80
Th2 73% 0.64 45.51 3.38 12.21 0.84 27.70 0.79 6.47
Wirbel 83% 0.73 37.71 1.77 8.99 0.84 27.51 0.65 6.51
Gesamt 86% 0.75 35.33 1.60 9.77 0.84 26.99 0.68 7.75
Tabelle 5.15.: Segmentierungsqualität des artikulierten Atlas
teilweise fälschlicherweise aufgrund der hohen Bildintensität als Schädel- oder Unterkieferknochen
klassiﬁziert. Auch kam es beim Unterkiefer teilweise zu starker Untersegmentierung, weil Zähne in
den Trainingsdaten nur sehr selten vorhanden waren und so diese bei der Segmentierung zum Teil
nicht berücksichtigt werden konnten. Die Annahme, dass die Formvarianz eines Atlaselements gering
genug ist, dass sie durch ein einfaches Wahrscheinlichkeitsbild repräsentiert werden kann, ist hier also
nur unzureichend erfüllt.Für das Anwendungsszenario dieser Arbeit – der multi-rigiden Registrierung
– spielt die Genauigkeit jedoch nur eine untergeordnete Rolle. Viel wichtiger ist die Erfolgsrate (siehe
Tabelle 5.14).
5.2.4. Registrierung einzelner Knochen
Im nächsten Experiment soll die Registrierungsgenauigkeit der einzelnen zuvor durch den artikulierten
Atlas bestimmten rigiden Elemente gemessen werden. Datengrundlage dazu sind 20MRT-Aufnahmen
und 16 CT-Zeitserienaufnahmen von Patienten, für die bereits eine erfolgreiche Segmentierung durch
den artikulierten Atlas vorliegt.
Bei den MRT-Aufnahmen handelt es sich um T1-gewichtete Aufnahmen in sagittalen Schichten mit
einem Schichtabstand von 3✁5mm, welche den Kopf und die Halswirbelsäule darstellen. Da die Auf-
nahmen in etwa zum selben Zeitpunkt wie die dazugehörigen CT-Aufnahmen aufgenommen wurden,
kann davon ausgegangen werden, dass die Anatomie innerhalb der CT/MRT-Paare keine Änderungen
aufweist. Sämtliche Unterschiede in den Aufnahmen resultieren also aus etwaigen Unterschieden in
der Position des Patienten.
Die CT-Zeitserienaufnahmen besitzen, wie die original CT-Aufnahmen auch, einen Schichtabstand
von 1 ✁ 2 mm. Diese Aufnahmen wurden allerdings zu anderen Zeitpunkten als die original CT-
Aufnahmen aufgenommen und zwar in 9 Fällen nach 6 Monaten, in 5 Fällen nach 12 Monaten und
in weiteren 3 Fällen nach 18 Monaten. Bei all diesen Patienten wurde kurz nach der Originalauf-
nahme ein chirurgischer Eingriﬀ vorgenommen. Insbesondere dadurch, aber auch durch den teilweise
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Unabhängige lokal rigide Reg.
Sukzessive lokal rigide Reg.
Artikulierter Atlas
Personalisierter Atlas
Abbildung 5.16.: Erfolgsrate der Registrierung einzelner Knochen durch verschiedene Verfahren
langen Abstand zwischen den Aufnahmen, muss von einer signiﬁkanten Änderung in der Anatomie
ausgegangen werden.
Zur Initialisierung wurde der Kopf in den MRT- und den CT-Zeitserienaufnahmen zunächst rigide
mit der in Abschnitt 4.2.1 beschriebenen und in Abschnitt 5.2.2 evaluierten Methode registriert.
Anschließend wurde durch folgende Verfahren für jedes Atlaselement je eine rigide Transformation
gefunden:
• Unabhängige lokal rigide Registrierung: Jedes Element wird separat von allen durch die Ma-
ximierung von Mutual Information registriert. Die Initialisierung der Transformationen erfolgt
für alle Elemente durch die globale rigide Registrierung.
• Sukzessive lokal rigide Registrierung: Die Elemente werden nacheinander beginnend mit
Schädel bis hin zum Wirbel Th2 lokal rigide durch Maximierung von Mutual Information regis-
triert, wobei die Initialisierung der Transformation jeweils durch das Registrierungsergebnis des
vorherigen Elements erfolgt (Siehe Abschnitt 4.2.4). Wissen über die Artikulation wird nicht
eingebracht.
• Artikulierter Atlas: Der artikulierte Atlas wird durch das adaptive Gradientenabstiegsverfahren
an die Aufnahme unter Berücksichtigung des gelernten Artikulationsraums angepasst. Aufgrund
der unterschiedlichen Artikulationen in den Aufnahmen werden dann rigide Transformationen
der einzelnen Elemente berechnet. Da der artikulierte Atlas nur auf CT-Aufnahmen angewendet
werden kann, kann dieses Verfahren nur zur Registrierung von CT-Zeitserienaufnahmen, nicht
jedoch zur Registrierung der MRT-Aufnahmen eingesetzt werden.
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Abbildung 5.17.: Aufgrund von fehlender Signalstärke in der MRT-Aufnahmen konnten die Knochen
der Wirbelsäule in diesem Beispiel mit keinem Verfahren (hier der personalisierte
artikulierte Atlas) korrekt registriert werden.
• Personalisierter Atlas: Ein durch die originalen CT-Aufnahme personalisierter Atlas wird durch
das adaptive Gradientenabstiegsverfahren an die MRT- bzw. CT-Zeitserienaufnahme angepasst.
Für die einzelnen Registrierungsergbnisse wurde dann von einem Beobachter (erfahrener Bildverar-
beiter) beurteilt, ob sich das jeweilige Element aus der original CT-Aufnahme an der richtigen Stelle
mit der richtigen Orientierung in der MRT- bzw. CT-Zeitserienaufnahme beﬁndet.
Die Erfolgsrate ist in Abbildung 5.16 dargestellt. Es zeigt sich, dass durch globales Wissen über die
Lage der rigiden Strukturen zueinander mit Hilfe des (personalisierten) artikulierten Atlas sowohl bei
multimodaler Registrierung als auch bei der Registrierung von Zeitserien die besten Ergebnisse erzielt
werden können. Im Falle der CT/MRT-Registrierung schlug dies in nur einem der 20 Fälle fehl (siehe
Abbildung 5.17). Der Grund dafür war in diesem Fall eine extrem niedrige Signalstärke der MRT-
Aufnahme im Bereich der Wirbelsäule. Im CT/MRT-Fall schnitt das sukzessiv lokal rigide Verfahren
fast so gut wie der personalisierte artikulierte Atlas ab. Im Zeitserienfall hingegen schnitt es mit nur
69%-iger Erfolgsrate deutlich schlechter ab. Dort wurde der Unterkiefer oft nicht korrekt registriert.
Der Grund dafür waren in der Regel starke Änderungen in der Anatomie des Unterkiefers durch den
chirurgischen Eingriﬀ. Wie zu erwarten, wurden die schlechtesten Ergebnisse von dem unabhängigen
lokal rigiden Verfahren erzielt. Dieses war bei beiden Bildtypen nur in 25% der Fälle in der Lage,
eine korrekte Registrierung für alle Strukturen liefern. Dies war immer dann der Fall, wenn die
Deformationen zwischen den Aufnahmen sehr gering waren und sich so die Initialisierung bereits nah
genug an der gesuchten Transformation befand. Ansonsten konnten insbesondere diejenigen Wirbel,
die sich weit entfernt von dem initial rigide registrierten Kopf befanden, nicht korrekt registriert
werden. Dennoch wird diese Art der Registrierung von in der Literatur vorgestellten multi-rigiden
Verfahren überwiegend verwendet.
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Abbildung 5.18.: Verteilung der Registrierungszielorgane im Weichteilgewebe
5.2.5. Weichteilgewebe-Deformation
Sind die einzelnen Knochen erfolgreich registriert, sollen nun die Registrierungsgenauigkeit im Weich-
teilgewebe, insbesondere in den Lymphknoten und die Qualität der deformierten Aufnahme bestimmt
werden.
Registrierungsgenauigkeit: Allgemein gilt die Bestimmung der Registrierungsgenauigkeit von
deformierbaren Registrierungsverfahren als ein schwieriges Problem, weil auf klinischen Daten kein
Referenzdeformationsfeld vorhanden ist, gegen welches ein Fehlermaß bestimmt werden könnte. Ist
die Anatomie in beiden Aufnahmen unterschiedlich, also bei Inter-Subjekt-Registrierung, aber auch
bei Zeitserienaufnahmen, ist noch nicht einmal die eindeutige Existenz eines solchen Referenzdefor-
mationsfeldes sichergestellt. Künstlich generierte Deformationsfelder, welche erst auf eine Aufnahme
angewendet werden, um diese bekannte Deformation dann durch ein Registrierungsverfahren wieder
rückgängig zu machen, haben einen anderen Nachteil. Wird dasselbe Modell sowohl zur Deforma-
tionsfeldgenerierung, als auch zur Registrierung verwendet, kann das Registrierungsverfahren nicht
unabhängig evaluiert werden. Wird hingegen ein anderes Verfahren für beide Prozesse verwendet,
kann nicht bestimmt werden, ob ein Fehler bei der Registrierung oder schon bei der Deformations-
feldgenerierung gemacht wurde.
Ist kein Referenzdeformationsfeld vorhanden, wird oft auf das Messen von Hilfsmaßen zurückgegrif-
fen. Dazu wird oft auf Bildähnlichkeit, welche bspw. durch Mutual Information gemessen werden
kann, aber auch auf Gewebeüberlappungskoeﬃzienten zurückgegriﬀen. Diese Hilfsmaße sind aller-
dings nur schwach mit dem tatsächlichen Registrierungsfehler korrelliert und sollten daher nicht als
Gütekriterium angegeben werden [154].
Die einzige verbleibende Möglichkeit der quantitativen Evaluierung der Registrierungsgenauigkeit be-
steht im Messen des Registrierungsfehlers an korrespondierenden Landmarken. Dieser Fehler wird
als Target Registration Error (TRE) bezeichnet. Da ein Ziel dieser Arbeit die Registrierung von
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Deformation Transform. 2-Stufen Oberﬂäche Rigide B-Spline
Minimum 0.83 0.64 0.12 0.92 1.33 0.43
0.25-Quant. 2.84 3.06 3.06 2.97 3.95 4.79
Median 4.38 5.04 4.56 4.17 6.48 7.04
0.75-Quant. 6.70 6.84 6.85 6.12 8.59 10.33
Maximum 23.07 26.80 26.27 25.37 61.21 30.05
■ 5.49 5.52 5.38 5.05 8.34 8.01
Std. Abw. 3.93 3.70 3.64 3.55 8.16 5.51
Tabelle 5.16.: Target-Registration-Error von Lymphknotenzentren für unterschiedliche Arten der De-
formationsfeldberechnung in mm
Lymphknoten ist, wurden diese als Zielorgan ausgewählt. Weitere Gründe, die für die Auswahl dieser
Strukturen als Zielorgan sprechen, sind, dass diese vergleichsweise gleichmäßig im Weichteilgewebe
des Kopf-Hals-Bereichs verteilt sind (siehe Abbildung 5.18), lokal beschränkt sind und in beiden
Bildmodalitäten sichtbar sind. In den 19 der 20 Paare von CT- und MRT-Aufnahmen, bei denen
die Knochen erfolgreich registriert werden konnten, wurden durchschnittlich je 5.2 korrespondierende
Lymphknoten identiﬁziert. Diese wurden in der CT-Aufnahme durch das in Abschnitt 4.1.3 beschrie-
bene Radialstrahl-basierte Verfahren und in der MRT-Aufnahme manuell segmentiert. Anschließend
wurde dann nicht die Überlappung der gesamten Segmentierungen bestimmt, sondern lediglich der
Abstand des Schwerpunkts der Lymphknoten in der CT- und der deformierten MRT-Aufnahme ge-
messen. Aufgrund der unterschiedlichen räumlichen Auﬂösungen der beiden Aufnahmen erwies sich
dies als robuster. In den Zeitserien-CT-Aufnahmen kann dieses Fehlermaß jedoch nicht bestimmt
werden, da in vielen Fällen gut sichtbare Lymphknoten chirurgisch entfernt wurden oder andere
Anatomieänderungen vorhanden sind, welche nicht durch das Registrierungsverfahren ausgeglichen
werden sollen.
Der Target-Registration-Error wurde für unterschiedliche Arten der Berechnung des Deformations-
feldes aus den Transformationen der Knochen (vgl. Abschnitt 4.2.6) bestimmt:
• Propagierung der Deformation: Für alle Voxel, die innerhalb der Knochen liegen, für wel-
che eine rigide Transformation gefunden wurde, wurde die Deformation berechnet. Aus den
bekannten Deformationen an diesen Stellen wird dann ein dichtes Deformationsfeld durch die
Lösung der Laplacegleichung in einem Schritt berechnet.
• Propagierung der Transformationen: Anstatt der Deformation, werden auch die Rotations-
anteile in des Weichteilgewebe durch Lösung der Laplacegleichung propagiert. Wieder erfolgt
die Berechnung in einem Schritt.
• 2-stufige Propagierung der Transformationen: In einem ersten Schritt beschränkt sich die
Berechnung des Transformationsfeldes auf den Bereich innerhalb des Körpers. Erst in einem
zweiten Schritt wird auch das Deformationsfeld außerhalb des Körpers berechnet.
• Körperoberfläche: Nach der 2-stuﬁgen Berechnung des Transformationsfeldes werden hier
zusätzlich die aus beiden Aufnahmen extrahierten Körperoberﬂächen in Deckung gebracht.
Zum Vergleich wurde der Fehler auch für das in Abschnitt 4.2.1 beschriebene rigide Kopfregistrie-
rungsverfahren und ein rein bildbasiertes hierarchisches B-Spline Registrierungsverfahren [57], welches
die Mutual Information beider Aufnahmen maximiert, berechnet. Letzteres ist das Standardverfahren
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(b) Stärke der Deformation
Abbildung 5.19.: Target-Registration-Error der 2-Stufen Anpassung in Abhängigkeit verschiedener
Eigenschaften
zur nicht-rigiden multimodalen Registrierung und wurde in vielen Anwendungsgebieten erfolgreich
eingesetzt. Hier wurde die Implementierung der elastix -Toolbox [155] verwendet.
Der durchschnittliche Target-Registration-Error (TRE) beträgt 5.49 mm bei der Propagierung des
einfachen Deformationsfeldes, 5.52 mm bei der einstuﬁgen Propagierung der rigiden Transformatio-
nen, 5.38 mm bei der zweistuﬁgen Propagierung der Transformationen und schließlich 5.05 mm bei
der zusätzlichen Berücksichtigung der Hautoberﬂäche. Sie schneiden also alle sehr ähnlich ab. Wei-
tere Statistiken über den Target Registration Error sind in Tabelle 5.16 eingetragen. Im Vergleich zur
rigiden Registrierung des Kopfes verringert sich der durchschnittliche TRE um 34%. Im Gegensatz
dazu verringert das rein bildbasierte Verfahren diesen Fehler nur um 4%. Interessanterweise stellt
sich durch die Propagierung der Transformationen im Vergleich zur Propagierung der Deformationen
zunächst kein Gewinn ein, erst der zweistuﬁge Propagierungsprozess ermöglicht dies, wenn auch nur
geringfügig. Das Einbeziehen der Oberﬂäche ist in Bezug auf die Registrierungsgenauigkeit sinnvoll.
Im Folgenden soll untersucht werden, wovon der verbleibende Registrierungsfehler abhängt. Dazu
wurde in Abbildung 5.19 für die zweistuﬁge Propagierung des Transformationsfeldes der Fehler in
Abhängigkeit von zwei Eigenschaften, nämlich der Deformationsstärke eines Targets und der Ent-
fernung des Targets zum nächsten lokal rigide registrierten Knochen, für alle Targets aufgetragen.
Die Deformationsstärke an einem bestimmten Target ist dabei durch den euklidischen Abstand zwi-
schen dem Target in dem Referenzbild und demselben Target in dem rigide registrierten Modellbild
gegeben. Wie zu sehen ist, nimmt der Fehler tendenziell sowohl mit der Stärke der Deformation
als auch mit der Entfernung zu den Knochen zu. Dies war prinzipbedingt zu erwarten, weil bei ei-
ner starken Deformation und hoher Entfernung zu den Stützstrukturen die Unzugänglichkeiten des
Transformationspropagierungsverfahren stärker zum Tragen kommen. Eine biomechanische Model-
lierung des Weichteilgewebes könnte zu einer Verbesserung des Ergebnisses führen, erhöht aber die
Komplexität des Verfahrens ungemein und verlangt gleichzeitig ein umfangreiches Vorwissen über das
Weichteilgewebe, was unter Umständen zunächst einer Segmentierung einer großen Anzahl relevanter
Strukturen bedarf.
Der maximale Fehler des Verfahrens ist mit 26.27 mm nach wie vor sehr groß. Dieser Wert wurde
für einen Lymphknoten in der Nähe des Schlüsselbeins gemessen. In diesem Fall hatten die Schultern
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Abbildung 5.20.: Beurteilung der visuellen Qualität der deformierten Aufnahmen für verschiede-
ne Arten der Berechnung des Deformationsfeldes im multimodalen (gefüllt) und
Zeitserien-Fall (Muster)
in beiden Aufnahmen eine komplett andere Position. Da die Transformationen jedoch lediglich auf
Grundlage der Knochen der Halswirbelsäule und des Kopfes berechnet wurden, konnte die Schulter-
position nicht korrigiert werden. Eine Einbeziehung weiterer Knochen, wie z.B. der obersten Rippen
oder aber der Knochen im Schulterbereich, könnte diese Art von Fehler verringern. Eine weitere
Ursache für den Registrierungsfehler liegt in der unterschiedlichen Auﬂösung der Aufnahmen und der
damit verbundenen Segmentierungsungenauigkeiten. Wohingegen der Schichtabstand in den CT-
Aufnahmen bei ca. 1 mm liegt, liegt dieser mit 3✁ 5 mm bei den MRT-Aufnahmen deutlich höher.
Dies hat zur Folge, dass die bestimmten Targetmittelpunkte mit einer gewissen Unsicherheit in der
Höhe einiger weniger mm versehen sind.
Das rein bildbasierte Verfahren schneidet enttäuschend ab, obwohl die registrierten Aufnahmen zu-
nächst plausibel aussehen und auf den ersten Blick oftmals besser ausgerichtet sind als dies bei dem
in dieser Arbeit beschriebenen Verfahren den Anschein hat. Da allerdings prinzipbedingt sämtliches
Gewebe bei der Registrierung berücksichtigt wird, werden oft Strukturen aufeinander abgebildet, die
zwar ähnlich aussehen, nicht jedoch identisch sind, wie z.B. benachbarte Lymphknoten.
Qualität der deformierten Aufnahmen: Neben der Registrierungsgenauigkeit spielt auch die
Qualität der deformierten Aufnahmen eine entscheidende Rolle. Insbesondere bei multimodaler Regis-
trierung erzeugen rein bildbasierte Verfahren oft unnatürliche Deformationsfelder, weil für sämtliche
Strukturen im Referenzbild korrespondierende Strukturen im Modellbild gefunden werden sollen. In
verschiedenen Bildmodalitäten sind aber oftmals unterschiedliche Strukturen zu erkennen.
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Um zumindest einen Eindruck von der Qualität der deformierten Aufnahmen zu erhalten, wurde
diese für die unterschiedlichen Verfahren bewertet. Dazu begutachtete ein Beobachter (erfahrener
Bildverarbeiter) alle deformierten Aufnahmen und beurteilte die Qualität der Aufnahmen. Folgende
Kategorien standen zur Auswahl:
• Keine erkennbaren Deformationen: Die Abbildung ist plausibel. Unnatürliche Deformationen
sind nicht erkennbar.
• Leichte Deformationen: Bei genauerem Hinsehen sind einige wenige unnatürliche Deforma-
tionen erkennbar.
• Starke Deformationen: Die Aufnahme ist auf den ersten Blick stark unnatürlich deformiert.
Da für diese subjektive Beurteilung keine Referenzdeformation notwendig ist, wurde sie neben den de-
formierten MRT-Aufnahmen auch für die deformierten CT-Zeitserienaufnahmen durchgeführt. Zum
Vergleich wurden wieder die B-Spline deformierten Aufnahmen und die rigide transformierten Aufnah-
men herangezogen, wobei bei Letzteren keine Deformationen zu erwarten sind. Um etwaige Vorurteile
gegenüber einzelnen Verfahren auszuschließen, wurden die deformierten Aufnahmen unterschiedlicher
Verfahren dem Boabachter in zufälliger Reihenfolge präsentiert.
Die Ergebnisse sind in Abbildung 5.20 dargestellt. Einige deformierte Aufnahmen sind exemplarisch
in Abbildung 5.21 für den CT-Zeitserienfall und in Abbildung 5.22 dargestellt.
Bei den deformierten CT-Zeitserienaufnahmen zeigt sich, dass die 2-stuﬁge Propagierung der Trans-
formationen zu realistischen Deformationen führt, die von dem Beobachter vergleichbar mit den
nicht deformierten Aufnahmen, also den rigide transformierten, bewertet wurden. Die 2-Stufen-
Propagierung ist allerdings notwendig. Wird das Transformationsfeld in einem Schritt berechnet,
wurden die deformierten Aufnahmen leicht schlechter bewertet. Interessanterweise erzielt die einfache
Propagierung der Deformationen eine vergleichbare Qualität wie die 2-stuﬁge Propagierung der Trans-
formationen. Der Grund dafür könnte sein, dass generell die Patienten in den CT-Zeitserienaufnahmen
in ähnlichen Wirbelsäulenpositionen aufgenommen wurden, so dass die Deformationen eher gering
waren und so die Art der Erzeugung des dichten Deformationsfeldes keine große Rolle spielt. Die Ein-
beziehung der Körperoberﬂäche in die Berechnung des Deformationsfeldes führt zu deutlich schlechter
wahrgenommenen deformierten Aufnahmen. Der Grund dafür ist, dass das einfache Verfahren zur
Oberﬂächenextraktion insbesondere bei vorhandenen Bildartefakten zu falschen Ergebnissen führt,
die dann wiederum unnatürliche Deformationen zur Folge haben. Auch dann, wenn unterschiedliche
Bereiche des Kopfes in den beiden Aufnahmen zu sehen sind, entstehen ungewollte Deformationen.
Die rigiden Aufnahmen wurden, obwohl Deformationen prinzipbedingt ausgeschlossen sind, nicht
komplett ohne Deformation bewertet. Eine Erklärung für dieses überraschende Ergebnis könnte sein,
dass vorhandene Bildartefakte vom Beobachter versehentlich als eine unnatürliche Deformation in-
terpretiert wurden. Die mit Abstand schlechtesten Bewertungen werden mit dem B-Spline-Verfahren
erzielt. Der Grund dafür ist, dass der gesamte Bildinhalt in den Registrierungsprozess einbezogen
wird und nur eine lokale Regularisierung zur Anwendung kommt. Bei Zeitserien kommt hinzu, dass
Änderungen in der Anatomie, etwa durch einen chirurgischen Eingriﬀ, dazu führen, dass keine korrek-
te Lösung des Registrierungsproblems existiert, weil in beiden Aufnahmen nicht dieselben Strukturen
zu sehen sind. Die B-Spline-Transformation versucht dennoch für alle Strukturen Korrespondenzen
zu ﬁnden, was zwangsläuﬁg zu unnatürlichen Deformationen führt. Das in dieser Arbeit vorgestellte
Verfahren hat dieses Problem nicht, solange die Anatomieänderungen nicht die Knochen betreﬀen,
weil für das gesamte Weichteilgewebe keine Korrespondenzen gesucht werden.
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(a) Deformierte Aufnahmen
(b) Deformationsfelder
Abbildung 5.21.: Visueller Vergleich der Deformationsfelder von CT-Zeitserienaufnahmen für ver-
schiedene Arten der Berechnung des Deformationsfeldes an einem Beispiel (obere
Reihe: Deformation, Transformation, 2-Stufen; untere Reihe: Oberﬂäche, Rigide,
B-Spline)
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(a) Deformierte Aufnahmen
(b) Deformationsfelder
Abbildung 5.22.: Visueller Vergleich der Deformationsfelder von MRT-Aufnahmen für verschiedene
Arten der Berechnung des Deformationsfeldes an einem Beispiel (obere Reihe: De-
formation, Transformation, 2-Stufen; untere Reihe: Oberﬂäche, Rigide, B-Spline)
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Im multimodalen Fall schneiden die Verfahren in puncto wahrgenommener Qualität der deformierten
Aufnahmen ähnlich ab. Eine Ausnahme ist die Propagierung der Deformationen, welche in diesem
Fall, wie bei der Entwicklung erwartet, schlechter als die 2-stuﬁge Propagierung der Transformatio-
nen abschneidet. Das Einbeziehen der Rotationen in den Deformationsfeldgenerierungsprozess führt
also neben einer Verbesserung der Registrierungsgenauigkeit auch zu realistischeren Deformationen.
Ein weiterer Unterschied zum CT-Zeitserienfall tritt bei allen Verfahren auf, die das Weichteilgewebe
einbeziehen. Darunter fällt das Verfahren, welches die Körperoberﬂäche einbezieht und das B-Spline-
Verfahren. Diese beiden Verfahren schneiden in Bezug auf Qualität des Deformationsfeldes deutlich
schlechter ab. Zum einen ist in den MRT-Aufnahmen eine größere Anzahl von Bildartefakten vorhan-
den. Zum anderen sind die abgebildeten Strukturen in beiden Modalitäten zwar dieselben, werden
aber auf sehr unterschiedliche Art und Weise dargestellt, was einen entscheidenden Nachteil für alle
Registrierungsverfahren bedeutet, die auf Bildähnlichkeit basieren.
5.2.6. Lokal rigide Registrierung von Lymphknoten
Um die Registrierungsgenauigkeit innerhalb der Zielstrukturen, also der Lymphknoten, zu erhöhen
wurde die lokal rigide Registrierung, welche in Abschnitt 4.2.8 vorgestellt wurde, auf alle Lymphkno-
ten, die schon in der vorangegangenen Evaluierung der Registrierungsgenauigkeit dienten, als Ziel-
struktur angewendet. Initialisiert wurde die Transformation in jedem einzelnen Lymphknoten durch
Auswertung des dichten Transformationsfeldes, welches durch das Verfahren unter Einbeziehung
der Körperoberﬂäche berechnet wurde, im Schwerpunkt des Lymphknotens. Anschließend wurde der
Target-Registration-Error berechnet. Zusätzlich wurde gezählt, in wie vielen Fällen die Registrierungs-
genauigkeit unter 3 mm beträgt. 3 mm entspricht in etwa dem Schichtabstand der MRT-Aufnahmen
und damit auch der maximal erreichbaren Messgenauigkeit des Registrierungsfehlers.
Der durchschnittliche TRE von 5.14 mm ist mit dem des Kopf-Hals-Registrierungsverfahrens unter
Einbeziehung der Körperoberﬂäche (5.05 mm) vergleichbar. Die Standardabweichung des TREs von
4.53 mm ist jedoch deutlich höher (3.55 mm). Der Grund dafür ist, dass das lokal rigide Verfahren
einen relativ geringen Konvergenzbereich aufweist. Bereits recht gute Registrierungsergebnisse, die
durch die Kopf-Hals-Registrierung erzielt wurden, können durch die lokal rigide Registrierung noch
weiter verbessert werden, bei schlechten Registrierungsergebnissen tritt eine Verbesserung jedoch
nur zufällig ein. Dies schlägt sich auch in der Erfolgsrate nieder, welche sich von nur 27% für das
Kopf-Hals-Registrierungsverfahren auf 42% für das lokal rigide Verfahren erhöht.
Aus diesen Ergebnissen kann geschlossen werden, dass das Verfahren bedingt geeignet ist, um die
Registrierungsgenauigkeit zu erhöhen. Durch eine nachträgliche visuelle Begutachtung des Regis-
trierungsergebnisses durch einen Experten könnten Verschlechterungen erkannt und herausgeﬁltert
werden. Dies erfordert allerdings Interaktion.
5.2.7. Laufzeit
Annähernd der gesamte Registrierungsprozess wurde im Hinblick auf die Laufzeit untersucht. Nur
der letzte Schritt, die lokal rigide Registrierung, wurde ausgenommen, weil diese zum einen von der
Anzahl der zu untersuchenden Strukturen abhängt und zum anderen vernachlässigbar gegenüber
der Gesamtlaufzeit ist. Durchgeführt wurden die Laufzeitmessungen auf einem Intel Core i7-2600K
Prozessor mit 3.40 GHz und 8 Prozessorkernen. Auf Parallelisierung wurde teilweise zurückgegriﬀen.
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Abbildung 5.23.: Anteil der einzelnen Komponenten an der durchschnittlichen Gesamtlaufzeit von
107 Sekunden für die Registrierung zweier Kopf-Hals-Datensätze
Im Durchschnitt benötigte der gesamte Prozess 107 Sekunden. Wie in Abbildung 5.23 zu sehen ist,
sind alle Komponenten zu ähnlichen Teilen an der Gesamtlaufzeit beteiligt. Mit einem Anteil von
32% ist die Segmentierung der Knochen durch den artikulierten Atlas die aufwändigste Komponente.
Im Vergleich dazu benötigte das hierarchische B-Spline-Registrierungsverfahren im Durchschnitt
325 Sekunden zur Registrierung. Das vorgestellte Verfahren ist also trotz der Komplexität der vielen
unterschiedlichen Komponenten, welche zum großen Teil nicht parallel ablaufen können, deutlich
schneller als das Standardverfahren der deformierbaren Registrierung.
5.2.8. Zusammenfassung
Neben der Registrierungsgenauigkeit und der Qualität der erzeugten Deformationsfelder des in die-
ser Arbeit vorgestellten Registrierungsverfahrens wurde auch jede einzelne Teilkomponente evaluiert.
Dabei wurde sowohl der multimodale als auch der Zeitserien-Fall abgedeckt. Die Testaufnahmen wur-
den im klinischen Alltag aufgenommen, der Aufnahmebereich variierte und es sind zum Teil starke
Bildartefakte vorhanden. Der Deformationsgrad der Aufnahmen deckt die typischerweise vorkommen-
de Bandbreite ab. Die Registrierungsgenauigkeit wurde durch den Target Registration Error (TRE)
gemessen, wobei Zentren von Lymphknoten als Zielstrukturen dienten. Im Folgenden werden die
wichtigsten Ergebnisse zusammengefasst:
• Registrierungsgenauigkeit: Der durchschnittliche TRE beträgt 5.05 mm. Gegenüber rigider
Registrierung entspricht dies einer Verbesserung von 39%. Gegenüber dem Standardverfahren
der nicht-rigiden bildbasierten Registrierung, der B-Spline Registrierung, ergibt sich eine Ver-
besserung von 37%. Dieser Gewinn an Registrierungsgenauigkeit spricht für die Einbeziehung
von globalem Wissen über die Anatomie in den Registrierungsprozess. Die Registrierungsge-
nauigkeit steigt mit der Nähe an den Knochen und der Ähnlichkeit der Wirbelsäulenposition in
den Aufnahmen.
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• Deformationsfeldqualität: Die Qualität der erzeugten Deformationsfelder des in dieser Arbeit
vorgestellten Verfahrens wurde deutlich besser bewertet als die durch ein bildbasiertes Regis-
trierungsverfahren erzeugten Deformationsfelder. Insbesondere ist das Verfahren äußerst robust
gegenüber Bildartefakten und Änderungen in der Anatomie.
• Rigide Registrierung des Kopfes: In 89% aller Fälle erzielt die vollautomatische rigide Re-
gistrierung das gewünschte Registrierungsergebnis, in weiteren 2% gibt es geringfügige Un-
genauigkeiten. Die größten Probleme ergeben sich bei stark abgeschnittenen Aufnahmen. Im
Vergleich dazu erzielt einfache Mutual Information basierte rigide Registrierung in nur 10%
aller Fälle das gewünschte Ergebnis.
• Erfolgsrate der Knochensegmentierung: Die Anpassung des artikulierten Atlas an einen
ungesehenen Datensatz verläuft durch das neuartige adaptive Gradientenabstiegsverfahren in
86% aller Fälle erfolgreich. Hauptursache für einen Fehlschlag ist das Verrutschen des Atlas
um einen Wirbel. Bei Verwendung des einfachen Gradientenabstiegs tritt dieser Fall deutlich
häuﬁger auf. Die Anpassung verläuft damit in nur 70% aller Fälle erfolgreich.
• Segmentierungsgenauigkeit der Knochen: Bei der Segmentierung der Knochen wird ein
durchschnittlicher DSC von 0.75 und eine ASD von 1.60 mm erreicht.
• Registrierung der Knochen: Die unabhängige lokal rigide Registrierung ist zur Registrierung
der Knochen ungeeignet (Erfolgsrate ➔ 25%). Die sukzessive lokale Registrierung der Knochen
schneidet insbesondere im multimodalen Fall deutlich besser ab und erzielt eine Erfolgsrate von
90%. Mit einer Erfolgsrate von 94% im CT-Zeitserienfall und 95% im multimodalen Fall wer-
den die besten Ergebnisse allerdings vom (personalisierten) artikulierten Atlas erzielt. Globale
Regularisierung ist also tatsächlich von Vorteil.
• Berechnung des Deformationsfeldes: Die zusätzliche Propagierung des Rotationsanteils der
Transformationen der Knochen führt gegenüber der einfachen Propagierung der Deformationen
zum einen zu einer höheren Registrierungsgenauigkeit ( 2%) und zum anderen zu realistische-
ren Deformationen. Dieser Eﬀekt tritt allerdings nur ein, wenn das Transformationsfeld in einem
2-stuﬁgen Prozess berechnet wird, wobei die erste Stufe sich auf den Bereich innerhalb des
Körpers beschränkt.
• Einbeziehung der Körperoberfläche: Die Einbeziehung der Körperoberﬂäche in den Regis-
trierungsprozess führt zu einer Erhöhung der durchschnittlichen Registrierungsgenauigkeit von
ca. 6%. Im Gegenzug ist das Verfahren deutlich anfälliger für Bildartefakte. Die Folge sind
unnatürliche Deformationen. Dieser Eﬀekt kommt insbesondere bei der multimodalen Regis-
trierung zum Tragen.
• Lokal rigide Registrierung der Lymphknoten: Die Erfolgsrate der Registrierung der Lymph-
knoten erhöht sich durch das lokal rigide Lymphknotenregistrierungsverfahren von 27% auf
42%. Der Konvergenzbereich ist jedoch ziemlich gering, wodurch sich die Registrierungsgenau-
igkeit im Durchschnitt sogar leicht verschlechtert (✁2%). Für die nicht erfolgreichen Registrie-
rungen ist ein manueller Eingriﬀ nötig.
• Laufzeit: Das vorgestellte Verfahren benötigt in der Regel 1 ✁ 2 Minuten zur kompletten
Registrierung des Kopf-Hals-Bereichs. Dies ist weniger als die Hälfte der benötigten Laufzeit
eines bildbasierten Standardverfahrens.
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Das in dieser Arbeit vorgestellte Registrierungsverfahren liefert in puncto Registrierungsgenauigkeit,
Qualität der Deformationsfelder und Laufzeit deutlich bessere Ergebnisse als bildbasierte Registrie-
rungsverfahren. Insbesondere ist die Anfälligkeit gegenüber Bildartefakten deutlich geringer.
Verbesserungsbedarf besteht vor allem bei der Segmentierung der Knochen. Eine Vergrößerung der
Anzahl an Trainingsdaten könnte dazu behilﬂich sein.
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6. Anwendungen
Die in dieser Arbeit vorgestellten Methoden zur Radialstrahl-basierten Segmentierung und zur multi-
rigiden Registrierung wurden zur Merkmalsextraktion aus multimodalen Zeitreihen zur computer-
gestützten Vorhersage des Krankheitsverlaufs von Patienten mit Kopf-Hals-Karzinom entwickelt.
Aufgrund der Generalisierbarkeit der verfolgten Ansätze lassen sich die im Rahmen dieser Arbeit ent-
standenen Technologien oder Teile davon in leichter Abwandlung auch in anderen unterschiedlichen
Anwendungsszenarien der medizinischen Bildverarbeitung verwenden. Für einige Anwendungsszenari-
en ist dies bereits geschehen, andere Bereiche sind denkbar. Dieses Kapitel soll einen kurzen Überblick
über die Anwendungen der entwickelten Methoden geben.
6.1. Lymphknotenanalyse einer multimodalen Zeitreihe zur
Krankheitsverlaufsvorhersage
Die manuelle Analyse einzelner Lymphknoten in einer einzigen Modalität zu einem einzigen Zeit-
punkt hat folgende Nachteile (vgl. Abschnitt 1.1): ungenaue Größenbestimmung, hohe Inter- und
Intra-Observer-Variabilität, wenig quantitative Aussagen, geringes Ausnutzen der komplementären
Information aus unterschiedlichen Bildmodalitäten und nur rudimentäre Verlaufsanalyse.
Auf Grundlage der in dieser Arbeit entwickelten Methoden zur Registrierung und Segmentierung von
Lymphknoten wurde ein interaktives Softwaretool erstellt, welches es ermöglicht, aus zu unterschiedli-
chen Zeitpunkten akquirierten CT- und MRT-Aufnahmen, klinisch relevante Merkmale zu extrahieren
und an einen Server zu schicken, der diese mit klinischen und genomischen Merkmalen integriert und
daraus den Krankheitsverlauf, oder genauer die Wahrscheinlichkeit eines Rezidivs, berechnet [3][4].
Das Schaubild in Abbildung 6.1 veranschaulicht dies. Jeder klinisch relevante Lymphknoten wird da-
bei durch ein multimodales, multitemporales parametrisches Modell repräsentiert. Im Gegensatz dazu
kommen bei dem Primärtumor keine Informationen über mehrere Zeitpunkte hinweg zum Einsatz,
weil dieser nach Diagnose in der Regel chirurgisch entfernt wird. In der klinischen Praxis werden auch
Lymphknoten sicherheitshalber großﬂächig entfernt, was aber erhebliche Nebenwirkungen und Ein-
bußen in der Lebensqualität nach sich zieht. Durch die Bestimmung des individuellen Risikos durch
die computergestützte Vorhersage des Krankheitsverlaufs kann aber in vielen Fällen das präventive
Entfernen der Lymphknoten durch eine Verlaufskontrolle ersetzt werden.
Eingabedaten: In dieser konkreten Anwendung werden Aufnahmen zunächst bei Diagnose und






Abbildung 6.1.: Integration der bildbasierten mit klinischen und genomischen Merkmalen zur com-
putergestützten Vorhersage des Krankheitsverlaufs von Patienten mit Kopf-Hals-
Karzinom
• MRT, koronal, T2 gewichtet, Turbo Spin Echo, Fett-unterdrückt
• MRT, axial, T1 gewichtet, Turbo Spin Echo
• MRT, axial, T2 gewichtet, Turbo Spin Echo
• MRT, axial, T1 gewichtet, Fett-unterdrückt, kontrastverstärkt
• MRT, koronal, T1 gewichtet, Fett-unterdrückt, kontrastverstärkt
• MRT, sagittal, T1 gewichtet, Fett-unterdrückt, kontrastverstärkt
Die beiden CT-Aufnahmen haben einen Schichtabstand von ca. 1 mm und decken den gesamten
Kopf-Hals-Bereich ab. Die MRT-Aufnahmen beschränken sich auf den relevanten Bereich des Pri-
märtumors und der Lymphknoten. Sowohl die CT-Aufnahmen, als auch die MRT-Aufnahmen sind für
sich jeweils gut registriert, weil alle Aufnahmen am Stück im selben Scanner durchgeführt wurden.
Zwischen CT- und MRT-Aufnahmen, als auch bei Aufnahmen zu unterschiedlichen Zeitpunkten ist
eine deformierbare Registrierung jedoch Vorraussetzung für eine gemeinsame Weiterverarbeitung.
Bildverarbeitung: Die in dieser Arbeit entstandenen Innovationen der medizinischen Bildverar-
beitung sind die wichtigsten Grundbausteine des Softwaretools zur Merkmalsextraktion (siehe Abbil-
dung 6.2(a)). Diese Bausteine werden durch die in Abbildung 6.2(b) dargestellten Bildverarbeitungs-
kette zusammengefügt.
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(a) Screenshot des Softwaretools
(b) Bildverarbeitungskette basierend auf der in dieser Arbeit ent-
standenen Methoden zur Bildregistrierung und Segmentierung
(c) Umschließender Quader mit minimalem Volu-
men zur Berechnung der 3D-Abmessungen
Abbildung 6.2.: Softwaretool zur Extraktion von Merkmalen aus multimodalen Zeitreihen zur com-




Größte Abmessung Inﬁltration T-Klassiﬁkation
- Flügel-Gaumen-Grube, Masticator
Space, Karotiden oder Schädelbasis
T4B
- andere T4A
→ 40 mm keine T3
→ 20 mm keine T2
kleiner keine T1
Tabelle 6.1.: Klassiﬁkation des Tumors aufgrund der 3D-Abmessungen und Inﬁltrationseigenschaften
Zunächst wird das in Abschnitt 4.2 beschriebene Registrierungsverfahren auf die multimodalen Auf-
nahmen des initialen Zeitpunkts angewendet. Somit sind alle MRT-Aufnahmen an den CT-Aufnahmen
ausgerichtet. Dies ermöglicht dem Radiologen schon eine Betrachtung der fusionierten Bilddaten.
Anschließend wird der Primärtumor in einer beliebigen Modalität durch das interaktive Radialstrahl-
basierte Verfahren (siehe Abschnitt 4.1.8) segmentiert und ggf. manuell korrigiert. Anschließend wählt
der Anwender die klinisch relevanten Lymphknoten durch je einen Klick in das ungefähre Zentrum des
Lymphknotens aus. In der CT-Aufnahme werden diese dann durch das in Abschnitt 4.1.3 vorgestellte
Radialstrahl-basierte Lymphknotensegmentierungsverfahren segmentiert. Bevor multimodale Modelle
der nun deﬁnierten Zielorgane erstellt werden können, wird die Registrierungsgenauigkeit noch durch
das in Abschnitt 4.2.8 vorgestellte lokal-rigide Registrierungsverfahren erhöht.
Die CT-Aufnahme des ersten Zeitpunkts dient als Referenz für alle folgenden Zeitpunkte. Werden
Aufnahmen während der Verlaufskontrolle hinzugefügt, werden diese zunächst an der Referenzauf-
nahme wiederum durch das multi-rigide Registrierungsverfahren aus Abschnitt 4.2 ausgerichtet. Auf
diese Art und Weise entsteht eine Multikanalaufnahme, die unterschiedliche Bildmodalitäten und
Zeitpunkte umfasst. Die Lymphknoten des initialen Zeitpunkts werden nun im folgenden Zeitpunkt
wiederum durch das Radialstrahl-basierte Verfahren aus Abschnitt 4.1.3 segmentiert. Darüber hinaus
können Lymphknoten, welche zuvor nicht für klinisch relevant befunden wurden, zusätzlich aufge-
nommen werden. Nun liegt für jeden Lymphknoten eine multimodale Zeitreihe vor, welche später
noch um weitere Zeitpunkt bzw. Bildmodalitäten erweitert werden kann.
Merkmalsextraktion: Aus der multimodalen Zeitreihe werden dann charakteristische Merkmale
aus Geometrie und Textur extrahiert. Diese werden dann noch durch zusätzliche durch den Anwender
eingegebene Informationen angereichert. Im Folgenden werden einige dieser Merkmale und deren Art
der Berechnung beschrieben:
• Volumen: Um das Volumen einer Struktur zu bestimmen, werden die enthaltenen Voxel gezählt
und mit dem Volumen eines Voxels multipliziert.
• 3D-Abmessungen: Die 3D-Abmessungen sind näherungsweise durch die Abmessungen des
umschließenden Quaders mit minimalem Volumen gegeben (siehe Abbildung 6.2(c)). Dieser
wurde ausgehend von der konvexen Hülle der Struktur durch den in [156] beschriebenen Algo-
rithmus berechnet.
• Tumorklassifikation: Aufgrund der durch die 3D-Abmessungen gegebenen Größe und manu-
ell eingegebenen Inﬁltrationseigenschaften wird der Tumor nach den TNM-Kriterien klassiﬁ-
ziert [23]. Tabelle 6.1 beschreibt die Klassiﬁkation.
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• Stadium: Das Stadium setzt sich aus der Tumorklassiﬁkation (siehe oben), dem Vorhandensein
von Lymphknotenmetastasen und dem Vorhandensein von Fernmetastasen zusammen.
• Wachstumsrate: Die Wachstumsrate wt1,t2 zwischen unterschiedlichen Zeitpunkten t1 und t2
einer Struktur wird aus den entsprechenden Volumina Vt1 und Vt2 berechnet: wt1,t2 ✏ Vt2✁Vt1Vt1 .
• Wassergehalt: Der Wassergehalt kann aus den T1- und T2-gewichteten MRT-Aufnahmen
bestimmt werden. Dieses ist in T2-gewichteten MRT-Aufnahmen hell dargestellt, während es in
T1-gewichteten Aufnahmen dunkel dargestellt ist. Ein quantitatives Maß dafür ist das Produkt
der positiven Abweichung von der mittleren Intensität in der T2-gewichteten Aufnahme und
der negativen Abweichung von der mittleren Intensität in der T1-gewichteten Aufnahme. Durch
die Exponentialfunktion wird dieses stets positive Produkt auf das Intervall r0, 1s beschränkt.
• Kontrastmittelaufnahme: Die Kontrastmittelaufnahme wird aus der mittleren quadratischen
Abweichung der kontrastverstärkten und nativen CT-Aufnahme innerhalb der Struktur berech-
net. Diese wird wiederum durch die Exponentialfunktion auf das Intervall r0, 1s beschränkt.
• Nekrotisches Gewebe: Die Menge des nekrotischen Gewebes ist durch den Quotienten der als
nekrotisch klassiﬁzierten Voxel und allen Voxel einer Struktur beschrieben. Nekrotisches Gewe-
be ist durch einen erhöhten Wassergehalt charakterisiert, welcher sich durch die weiter oben
beschriebene Vorgehensweise berechnen lässt. Ist der Wassergehalt für einen Voxel oberhalb
eine bestimmten Schwelle, wird dieser als nekrotisch klassiﬁziert.
Semantische Bildsuche: Da alle Aufnahmen zusammen mit den extrahierten Merkmalen in ei-
ner Datenbank vorliegen, wurde zusätzlich eine semantische Suche nach medizinischen Bilddaten
implementiert. So kann der Anwender sich alle Fälle anzeigen lassen, die bspw. regionale Lymph-
knotenmetastasen aufweisen. Auf diese Art und Weise können unterschiedliche Patientendaten sehr
komfortabel miteinander verglichen werden, was z.B. bei der Diagnose helfen kann, aber auch klini-
sche Studien vereinfacht.
Klinischer Einsatz: Die in dieser Arbeit vorgestellten Technologien zur Bildregistrierung und
Lymphknotensegmentierung wurden implementiert und in ein open-source Softwaretool für die me-
dizinische Bildverarbeitung (MITK [157]) integriert. Es ermöglicht die gerade Beschriebene Anwen-
dung, die semi-automatische Merkmalsektraktion von Lymphknoten und Tumoren aus multimodalen
Zeitreihen zur Krankheitsverlaufsvorhersage eines Kopf-Hals-Karzinoms. Dieses Softwaretool ist im




Abbildung 6.3.: Segmentierung von Lebertumoren durch das Radialstrahl-basierte Verfahren in CT-
Aufnahmen
6.2. Weitere Anwendungen
6.2.1. Segmentierung von Lebertumoren
Das in Kapitel 4.1.3 vorgestellte Radialstrahl-basierte Segmentierungsverfahren, welches im Rahmen
dieser Arbeit für Lymphknoten entwickelt wurde, wurde unter Verwendung der in Abschnitt 4.1.8
vorgestellten interaktiven Erweiterung auch auf Lebertumoren in CT-Aufnahmen angewendet (siehe
Abbildung 6.3) und in [12] veröﬀentlicht. Auch diese Strukturen sind rundlich und haben eine hohe
Form- und Größenvarianz. Das umliegende Gewebe, das Leberparenchym, ist jedoch in der Regel et-
was homogener. Eine Besonderheit, die bei der Segmentierung beachtet wurde, ist, dass Lebertumore
auch am Rand der Leber vorkommen. Dort herrscht oft ein starker Bildgradient, welcher nicht mit
dem oft schwächeren Bildgradienten der Tumorgrenze verwechselt werden darf. Als Bildkostenfunk-
tion kommt daher eine Kombination aus richtungsgewichteter logarithmischer Bildgradientenstärke
und kumulierten Bildintensitäten zum Einsatz. Zur Evaluation wurde das Verfahren auf 24 Tumore in
3 CT-Datensätzen angewendet. Ein Anwender war bei allen Tumoren in der Lage, in durchschnittlich
15.2 Sekunden zu einem zufriedenstellenden Segmentierungsergebnis zu gelangen.
6.2.2. Segmentierung der Prostata aus multiparametrischen
MRT-Aufnahmen
Auch bei der Prostata handelt es sich um eine in etwa runde Struktur. Die Segmentierung aus T2-
gewichteten MRT-Aufnahmen stellt eine große Herausforderung dar, da das Innere inhomogen ist
und sich in der nahen Umgebung der Prostata Bereiche mit ähnlicher Bildcharakteristik beﬁnden.
Modellbasierte Verfahren (z.B. [158]) sind durch die Verwendung von globalem Formwissen dennoch
in der Lage, gute Ergebnisse zu erzielen. Zum Training des Formenraums und des Aussehens werden
allerdings umfangreiche annotierte Trainingsdatensätze benötigt. Sind diese nicht vorhanden, bietet
das in dieser Arbeit entwickelte Radialstrahl-basierte Segmentierungsverfahren eine Alternative.
In diﬀusionsgewichteten MRT-Aufnahmen (DWI) zeichnet sich die Prostata hingegen deutlich stärker
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(a) Initiale Segmentierung in niedrigaufgelöster aber kon-
trastreicher DWI-gewichteter Aufnahme
(b) Verfeinerung der Kontur in hochaufgelöster T2-
gewichteter Aufnahme
Abbildung 6.4.: Segmentierung der Prostata aus multiparametrischen MRT-Aufnahmen durch das
Radialstrahl-basierte Segmentierungsverfahren
vom Hintergrund ab, jedoch ist die räumliche Auﬂösung gering. Daher wird das Radialstrahl-basierte
3D-Segmentierungsverfahren zunächst auf die Prostata in der DWI-MRT-Aufnahme angewendet.
Parallel dazu werden axiale, koronale und sagittale Schichten von T2-gewichteten Aufnahmen durch
ein Superresolution-Verfahren [159] zu einer hochaufgelösten T2-gewichteten MRT-Volumen fusio-
niert. An dieses Volumen wird dann die zuvor erhaltene grobe Kontur rigide angepasst. Als Anpas-
sungskriterium dient dabei die mit einem Laplace-Filter gefaltete Version der Superresolution-T2-
Aufnahme, wodurch die linienartigen Kanten der Prostatagrenzen hervorgehoben werden. Abschlie-
ßend wird wiederum das Radialstrahl-basierte Segmentierungsverfahren angewendet, diesmal auf den
geﬁlterten T2-Daten, wobei Orten nahe der rigide transformierten DWI-Kontur geringe bildbasierte
Kosten zugeordnet werden. Abbildung 6.4 zeigt ein exemplarisches Segmentierungsergebnis.
6.2.3. Lymphoma-Therapieerfolgsbestimmung in
PET-CT-Zeitserienaufnahmen
Patienten mit einem malignem Lymphom, also einer bösartigen Veränderung des lymphatischen Ge-
webes, werden meist durch eine systemische Chemotherapie behandelt. Unterschiedliche Patienten
sprechen auf unterschiedliche Stoﬀe unterschiedlich stark an. Um den Therapieerfolg zu bestimmen,
wird neben der Größenveränderung durch die RECIST-Kriterien [26] auch die Glukosestoﬀwechselver-
änderung durch PET-Aufnahmen mit FDG-Tracer im Laufe der Zeit gemessen [160]. Aus Zeitgründen
geschieht dies in der klinischen Praxis jedoch nur für einige wenige Lymphknoten in einer repräsen-
tativen Schicht. Idealerweise sollte aber das Gesamttumorvolumen betrachtet werden.
Das im Rahmen dieser Arbeit entwickelte Verfahren zur Lymphknotensegmentierung diente als Aus-
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Abbildung 6.5.: Betrachtung des Gesamttumorvolumens in Ganzkörper-PET/CT-Aufnahmen zur Be-
stimmung des Therapieerfolgs bei Lymphomapatienten
gangssituation für die Entwicklung eines Softwareprototypen, welcher solch eine volumetrische Be-
trachtung in registrierten Ganzkörper-PET/CT-Aufnahmen in kurzer Zeit ermöglicht. Saatpunkte
für das Segmentierungsverfahren werden automatisch aus den lokalen Maxima des PET-Signals be-
stimmt. Der Anwender ist dann in der Lage, Saatpunkte zu korrigieren, falsch detektierte Saatpunkte
zu entfernen oder Saatpunkte hinzuzufügen. Der Segmentierungsprozess läuft im Hintergrund ab. Für
jeden Lymphknoten werden ausgehend von der Segmentierung das maximale und kumulierte PET-
Signal sowie das Volumen und die 3D-Achsen bestimmt. Abschließend wird das Gesamttumorvolumen
und das kumulierte PET-Signal für alle Lymphknoten bestimmt und visualisiert (siehe Abbildung 6.5).
Für Zeitserienaufnahmen im Laufe der Therapie kann dieser Prozess wiederholt und die Ergebnisse
können verglichen werden. Ein geübter Anwender benötigt für die Bestimmung der Parameter aus
einer Aufnahme unter 5 Minuten. Eine klinische Evaluierung ist im Gange.
6.2.4. Multi-rigide Registrierung der Leber
Die in dieser Arbeit vorgestellte Art der Deformationsfeldberechnung und die unabhängige lokal rigide
Registrierung wurde zur deformierbaren Registrierung von diﬀusionsgewichteten und anatomischen
MRT-Aufnahmen der Leber angewendet. Da hier jedoch keine per-se rigiden Strukturen vorhanden
sind, wird einfach die gesamte Aufnahme hierarchisch in verschieden große Teile unterteilt. Jeder Teil
wird dann für sich genommen lokal rigide durch die Maximierung der Mutual Information registriert.
Da aufgrund von geringem Kontrast einige Registrierungen fehlschlagen, sollen diese aussortiert wer-
den. Dazu wird das lokale Maximum der Mutual Information, in welches das Registrierungsverfahren
186
6.2. Weitere Anwendungen
Abbildung 6.6.: Gültige rigide Bildausschnitte zur multi-rigiden Registrierung von diﬀusionsgewich-
teten und anatomischen MRT-Aufnahmen der Leber. Die Spitzheit des gefundenen
lokalen Maximums ist farbkodiert dargestellt, wobei grün der größten Verlässlichkeit
entspricht.
konvergiert ist, untersucht. Ein spitzer Berg spricht für eine verlässliche Registrierung, wobei die
Spitzheit durch die Determinante der Hessematrix gegeben ist. So entsteht eine Serie von gültigen
Bildausschnitten, für die je eine rigide Transformation gegeben ist (siehe Abbildung 6.6). Ein dichtes
Deformationsfeld wird daraus durch das in Abschnitt 4.2.6 vorgestellte Verfahren bestimmt. Weitere
Details dazu sind in [7] zu ﬁnden.
6.2.5. Segmentierung von Knochen in MRT-Aufnahmen
Knochen kann aufgrund des geringen Kontrastes nur sehr schwer in MRT-Aufnahmen segmentiert
werden. In CT-Aufnahmen ist der Kontrast hingegen sehr hoch und eine präzise Segmentierung ist
möglich. Ein Großteil der in dieser Arbeit vorgestellten Verfahren zur Registrierug von Kopf-Hals-
Aufnahmen kann auch zur Segmentierung von Knochen in MRT-Aufnahmen verwendet werden,
solange auch eine CT-Aufnahme desselben Patienten vorliegt. Zunächst werden die Knochen durch
den in Abschnitt 4.2.2 vorgestellten artikulierten Atlas segmentiert. Darauf aufbauend ﬁndet dann
eine Personalisierung das artikulierten Atlas statt. Dieser, in Abschnitt 4.2.5 beschriebene, personali-
sierte artikulierte Atlas wird dann an die MRT-Aufnahme angepasst. In einem letzten Schritt werden
dann die Segmentierungen von der CT-Aufnahme in die MRT-Aufnahme übertragen. Wurden die
Transformationen der Knochen zwischen der CT- und der MRT-Aufnahme korrekt bestimmt, führt
diese Art der Regmentierung zu einer Segmentierungsgenauigkeit in MRT-Aufnahmen, die exakt
der hohen Segmentierungsgenauigkeit in CT-Aufnahmen entspricht, obwohl die Segmentierung von
Knochen in MRT-Aufnahmen ein ungleich schwierigeres Problem ist.
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(a) Originalaufnahme (b) Nach Entfernung des Musters
Abbildung 6.7.: Intraoperative Röntgenaufnahmen zur Navigation in der Bronchoskopie mit Hilfe
eines Musters (Abbildungen aus [162])
6.2.6. Entfernung von Markern aus Fluoroskopieaufnahmen
Zur Erleichterung der Navigation in der Bronchoskopie kann Information aus einer Präoperativen CT-
Aufnahme in eine Intraoperative Röntgenaufnahme oder von Röntgenaufnahme in die CT-Aufnahme
übertragen werden [161]. Dazu müssen allerdings die Aufnahmeparameter des C-Bogens (Kamera-
parameter sowie Position und Orientierung) bekannt sein. Eine Variante, die keine Anforderungen an
den C-Bogen stellt und somit universell eingesetzt werden kann, basiert auf einem Muster aus Kugeln
und Stiften, welches unter dem Patienten auf dem Tisch platziert wird. Durch Projektionsinvarianz
von Doppelverhältnissen von Abständen und Winkeln innerhalb des Musters kann die Position und
Orientierung eindeutig bestimmt werden. Jedoch kann das in der Röntgenaufnahme sichtbare Mus-
ter für einen Anwender störend wirken (siehe Abbildung 6.7(a)). Dieselbe Technologie, welche in
dieser Arbeit zur Berechnung des Deformationsfeldes zur Registrierung von Kopf-Hals-Aufnahmen
verwendet wurde, wurde auch hier verwendet, um das Muster zu entfernen. Die Segmentierung des
Musters bestimmt den Bereich, welcher aus dem Bild entfernt und geeignet ersetzt werden soll.
Dieser Vorgang wird als Inpainting bezeichnet. Als bekannte Information dienen die am Rand der
Segmentierung vorkommenden Grauwerte, welche in das Innere der Segmentierung propagiert wer-
den soll. Wie schon bei der Berechnung des Deformationsfeldes, geschieht dies durch die Lösung der
Laplacegleichung, wobei am Rand Derichlet-Randbedingungen zur Anwendung kommen. Die Lösung
erzeugt Grauwerte, welche einen maximal glatten Übergang erzeugen (siehe Abbildung 6.7(b)), so
dass das Muster keinen störenden Einﬂuss mehr hat.
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(a) Kopf-Hals-Karzinom in MRT-Aufnahme (b) Gefüllte Harnblase in CT-Aufnahme
Abbildung 6.8.: Weitere Anwendungsszenarien des Radialstrahl-basierten 3D-Segmentierungsver-
fahrens
6.3. Denkbare Anwendungsgebiete
6.3.1. Segmentierung rundlicher Strukturen
Das Radialstrahl-basierte 3D-Segmentierungsverfahren, welches im Rahmen dieser Arbeit zur Seg-
mentierung von Lymphknoten entwickelt wurde, eignet sich auch für eine Reihe anderer in etwa
runder Strukturen, welche im menschlichen Körper oft vorkommen. Je nach Bildmodalität und Struk-
tur muss die bildbasierte Kostenfunktion entsprechend angepasst werden. Besonders geeignet ist das
Verfahren für sog. Wachstumsstrukturen, also Strukturen, welche von einem Zentrum aus in alle
Richtungen mehr oder weniger gleichmäßig wachsen. Das liegt daran, dass das Verfahren sehr gut
die hohe Form- und Größenvarianz solcher Strukturen abdecken kann. Beispiele für solche Strukturen
sind neben der bereits erwähnten Lymphknoten und Lebertumoren auch Zysten und eine Vielzahl
anderer Tumore (siehe Abbildung 6.8(a)).
Neben Wachstumsstrukturen kann das Verfahren auch alternativ zu modellbasierten Verfahren zur
Segmentierung von rundlichen Organen eingesetzt werden. Beispiele hierfür sind neben der bereits
erwähnten Prostata auch die Harnblase (siehe Abbildung 6.8(b)), das Auge und die Herzkammern.
6.3.2. Gemeinsame Segmentierung mehrerer Strukturen durch den
artikulierten Atlas
Der in dieser Arbeit vorgestellte artikulierte Atlas wurde zur gemeinsamen Segmentierung des Schä-
dels, des Unterkiefers und der Halswirbel erfolgreich verwendet. Die Besonderheit dabei ist, dass die
relativen Lagen der einzelnen Teile aus Trainingsdaten gelernt und in den Segmentierungsprozess
eingebunden werden. Dies ist zum einen wie im Kopf-Hals-Bereich bei Knochenstrukturen der Fall,
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die über Gelenke miteinander verbunden sind. Beispiele dafür sind die Wirbelsäule, der Brustkorb, die
Schulter, die Hand, der Fuß, das Knie, usw. Zum anderen kann dies auch bei der gemeinsamen Seg-
mentierung nah beieinanderliegender Strukturen im Weichteilgewebe von Vorteil sein, insbesondere
dann, wenn die zu segmentierende Struktur schlecht zu erkennen ist, und sich hauptsächlich durch
die relative Lage zu anderen Strukturen deﬁniert. Beispiele dafür sind:
• Prostata: Zur automatischen Extraktion klinischer Parameter für Diagnose, Stadienbestim-
mug und Verlaufskontrolle von Prostatakrebs wird die Segmentierung der Prostata benötigt.
Sie beﬁndet sich zwischen Rektum und Harnblase. Diese Strukturen können den Segmentie-
rungsprozess unterstützen. Möglicherweise bietet auch die Einbeziehung des Beckenknochens
einen Mehrwert.
• Knorpel im Knie: Der Fortschritt von Arthrose im Kniegelenk kann durch die Messung der
Knorpeldicke bestimmt werden. Dies erfordert eine Segmentierung. Eine gemeinsame Seg-
mentierung des Knorpels mit den umliegenden Knochen durch den artikulierten Atlas ist ein
vielversprechender Ansatz.
• Kopf-Hals-Bereich: Zur Strahlentherapieplanung müssen sowohl Zielorgane als auch Risiko-
organe im niedrigaufgelösten nativen CT deﬁniert werden. Im Kopf-Hals-Bereich ist dies eine
Vielzahl von Strukturen, wie z.B. das Auge, der Sehnerv, die Speicheldrüsen, der Kehlkopf,
der Hirnstamm, die Lymphknotenregionen, usw.. Einige der Strukturen sind kaum erkennbar.
Die Lymphknotenregionen sind sogar keine tatsächlichen anatomischen Strukturen, sondern
nur durch die Umgebung deﬁniert. Daher muss die Segmentierung auf Grundlage von Wissen
über die relative Lage zu gut erkennbaren Strukturen, wie z.B. den Knochen, erfolgen. Der
artikulierte Atlas ist in der Lage, so ein Wissen zu repräsentieren.
• Bauchspeicheldrüse: Die Bauchspeicheldrüse ist aufgrund des geringen Bildkontrastes ein
extrem schwierig zu segmentierendes Organ, welches sich hinter dem Bauchfell, zwischen Ma-
gen, Milz, Leber und den großen Blutgefäßen des Bauchraums beﬁndet und teilweise von dem
Zwölﬃngerdarm umfasst wird. In [163] werden zur Segmentierung Relationen zu umliegenden
Organen und Gefäßen explizit modelliert. Der artikulierte Atlas könnte dazu als Alternative
dienen.
6.3.3. Deformierbare Registrierung auf Grundlage rigider Strukturen
Das in dieser Arbeit vorgestellte Registrierungsverfahren lässt sich auch auf andere Körperberei-
che jenseits des Kopf-Hals-Bereichs übertragen, ohne dass neue Methodik entwickelt werden muss.
Grundvorraussetzung dafür ist, dass die rigiden Bestandteile die Deformation des umliegenden Weich-
teilgewebes bestimmt. Wie in dieser Arbeit gezeigt, ist die Genauigkeit umso größer, je näher sich das
Registrierungsziel an einer der rigiden Stützstrukturen beﬁndet. Scheint ein Körperbereich geeignet
zu sein, muss lediglich der artikulierte Atlas neu trainiert werden. Dafür sind Trainingsdatensätze nö-
tig, in denen die rigiden Stützstrukturen annotiert sind. Die Trainingsdatensätze sollten die gesamte
Varianz der möglichen Deformation abdecken. Beispiele für Bereiche des menschlichen Körpers für
den dies möglich ist, ist der Brustkorb, die Wirbelsäule, die Extremitäten sowie der Hüftbereich. Sogar
eine Ganzkörperregistrierung ist bei einer genügend großen Menge an Trainingsdaten denkbar.
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7. Zusammenfassung & Ausblick
Die Hauptentwicklungen dieser Arbeit sind ein Radialstrahl-basiertes 3D-Segmentierungsverfahren
für rundliche Strukturen unterschiedlicher Größe und ein automatisches deformierbares Bildregistrie-
rungsverfahren auf Grundlage rigider Strukturen, welche über den aktuellen Stand der Forschung
hinausgehen.
Die Kombination beider Verfahren ermöglicht eine Merkmalsextraktion von Lymphknoten aus ei-
ner multimodalen Zeitreihe im Kopf-Hals-Bereich zur computergestützten Vorhersage des Krank-
heitsverlaufs von Patienten mit Kopf-Hals-Karzinom. Dazu werden zunächst Kopf-Hals-Aufnahmen
unterschiedlicher Bildmodalitäten und unterschiedlicher Zeitpunkte automatisch auf Grundlage der
Knochen durch das neue Verfahren registriert. Anschließend wird das neue Segmentierungsverfah-
ren auf einen klinisch relevanten Lymphknoten angewendet, um ein multimodales, multitemporales
Modell zu erhalten. Vorteile gegenüber konventioneller Betrachtung durch einen Radiologen sind die
quantitative Natur der Merkmale und die geringere Intra- und Inter-Observer-Variabilität. Darüber
hinaus ermöglicht dies in Kombination mit klinischen und genomischen Merkmalen die Personalisie-
rung der Therapie und der Verlaufskontrolle, wodurch bspw. unnötige chirurgische Eingriﬀe verhindert
werden können.
Da die beiden entwickelten neuartigen Verfahren der medizinischen Bildverarbeitung zwar über die
Anwendung, nicht jedoch aus der Sicht der Methodik zusammenhängen, werden diese im Folgen-
den getrennt in Bezug auf Schwierigkeiten, Stand der Forschung, Prinzip, Evaluation, Beiträgen zur
Informatik und Anwendungen zusammengefasst. Die konzeptionellen Unterschiede des Radialstrahl-
basierten Segmentierungsverfahrens und des artikulierten Atlas zur Segmentierung der Knochen als
integraler Bestandteil des multi-rigiden Registrierungsverfahrens werden anschließend betrachtet. Ab-
schließend wird ein Ausblick auf sinnvolle Anknüpfungspunkte an diese Arbeit gegeben.
7.1. Radialstrahl-basierte Segmentierung rundlicher Strukturen
Radialstrahl-basierte 3D-Segmentierung rundlicher Strukturen wurde in dieser Arbeit intensiv anhand
der Segmentierung von Lymphknoten in CT-Daten behandelt.
Schwierigkeiten: Lymphknoten weisen eine hohe Varianz an Größe, Form und umliegendes Ge-
webe auf. Darüber hinaus ist der Kontrast zum umliegenden Gewebe oft gering, hohe Bildgradien-
tenstärken in der näheren Umgebung von Lymphknoten können ein Segmentierungsverfahren in die
Irre führen und Pathologien – insbesondere nekrotisches Gewebe – verändern das typische Aussehen
von Lymphknoten.
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Rogowska (AS)[74] 1996 ✔ ✘ ✔ ✔ ✔ ✘ ✔ ✘ ✔ ✔
Rogowska (LS)[74] 1996 ✔ ✘ ✔ ✘ ✔ ✘ ✘ ✘ ✔ ✔
Rogowska (WT)[74] 1996 ✔ ✘ ✔ ✘ ✔ ✘ ✘ ✘ ✔ ✔
Rogowska (SN)[74] 1996 ✔ ✘ ✔ ✘ ✔ ✔ ✘ ✘ ✔ ✔
Honea[87] 1997 ✔ ✘ ✔ ✘ ✘ ✔ ✘ ✘ ✔ ✘
Honea[88] 1999 ✔ ✔ ✔ ✔ ✘ ✔ ✘ ✘ ✘ ✘
Yan[89] 2004 ✔ ✘ ✔ ✔ ✔ ✔ ✘ ✘ ✔ ✘
Dornheim[81] 2006 ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔ ✔
Unal[76] 2006 ✘ ✘ ✔ ✘ ✔ ✔ ✘ ✘ ✔ ✔
Kitasaka[64] 2007 ✔ ✔ ✔ ✔ ✔ (✔) ✘ ✘ ✔ ✘
Commowick[68] 2008 ✔ ✔ ✘ - - - - - ✔ ✔
Maleike[79] 2008 ✔ ✔ ✔ ✘ ✔ ✔ ✘ ✘ ✔ ✔
Gorthi[70] 2009 ✔ ✔ ✘ - - - - - ✔ ✔
Moltz[78] 2009 ✔ ✔ ✔ ✘ ✔ ✔ ✔ ✘ ✔ ✘
Zhang[77] 2009 ✘ ✘ ✔ ✘ ✔ ✔ ✔ ✘ ✔ ✔
Dornheim[83] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔ ✔
Teng[71] 2010 ✔ ✔ ✘ - - - - - ✔ ✔
Wang[93] 2010 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔
Debats (CCRG)[75] 2011 ✘ ✔ ✔ ✔ ✔ ✘ ✘ ✘ ✔ ✔
Debats (ECC)[75] 2011 ✘ ✔ ✔ ✔ ✔ ✘ ✘ ✘ ✔ ✔
Debats (GCS)[75] 2011 ✘ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔
Debats (PSAM)[75] 2011 ✘ ✔ ✔ ✔ ✔ ✔ ✘ ✘ ✔ ✔
Lu[85] 2011 ✔ ✘ ✔ ✘ ✘ ✔ ✘ ✘ ✔ ✔
Barbu[67] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔
Beichel[95] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✔
Feulner[90] 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✘ ✔ ✘
Diese Arbeit 2012 ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔
Tabelle 7.1.: Zusammenfassung von Eigenschaften des in dieser Arbeit entwickelten Lymphknoten-
segmentierungsverfahrens mit dem Stand der Forschung (vgl. Tabelle 3.1).
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7.1. Radialstrahl-basierte Segmentierung rundlicher Strukturen
Stand der Forschung: Seit 1996 werden zur Segmentierung von Lymphknoten zahlreiche Ver-
fahren unterschiedlicher Kategorien in der Literatur vorgestellt. Jedes Verfahren verwendet eine un-
terschiedliche bildbasierte Kostenfunktion, deren Parameter jeweils nur informell bestimmt wurden.
Ein Vergleich verschiedener Kostenfunktionen ist nicht vorhanden. Darüber hinaus ist keines der exis-
tierenden Verfahren in der Lage, alle beschriebenen Schwierigkeiten zu adressieren. Ein Vergleich des
in dieser Arbeit entwickelten Verfahrens mit existierenden Verfahren ist in Tabelle 7.1 zu ﬁnden.
Prinzip: Ausgehend von einem manuell vorgegebenen Saatpunkt werden Strahlen radial in alle
möglichen Richtungen gleichverteilt geschickt und ein Optimierungsverfahren bestimmt für jeden
Strahl unter Einbeziehung von Bildinformation und lokalem Formwissen den bestmöglichen Radius
und somit eine Segmentierung. Zum ersten Mal wurden unterschiedliche Kostenfunktionen und Opti-
mierungsverfahren verglichen und optimale Parameter bestimmt. Das globale Optimierungsverfahren
Graph-Cut erzielt basierend auf einer Kombination aus der richtungsgewichteten logarithmischen
Bildgradientenstärke und kumulierten Intensitäten die besten Ergebnisse. Darauf aufbauend wurden
Erweiterungen vorgestellt, welche die Abhängigkeit vom Saatpunkt verringert, die Menge an unter-
stützten Formen vergrößert und eine Erhöhung der Genauigkeit durch Interaktion ermöglicht.
Evaluation: Die Evaluierung erfolgte anhand von 49 repräsentativen Lymphknoten. Trotz der
prinzipbedingten Beschränkung auf sternkonvexe Formen sind Radialstrahl-basierte Segmentierungs-
verfahren in der Lage, die in der Praxis auftretende Formvarianz abzudecken. Mit einer durchschnitt-
lichen Oberﬂächendistanz von nur 0.46 mm ist die Segmentierungsgenauigkeit im Bereich der ma-
nuellen Expertensegmentierung ( 2%) und deutlich besser als andere Radialstrahl-basierte (✁41%
bzw. ✁25%) und modellbasierte (✁29%) Verfahren. Im Vergleich zum Stand der Forschung wer-
den insbesondere stark verrauschte Aufnahmen, pathologische Lymphknoten und Lymphknoten mit
geringem Bildkontrast deutlich besser unterstützt, wobei bei letzteren nach wie vor die größten Her-
ausforderungen liegen. Die Inter-Observer-Variabilität zur Volumenbestimmung ist mit 5.9% deutlich
geringer als bei der manuellen Bestimmung des Volumens (15.9%). Dadurch konnte nachgewiesen
werden, dass dieser erwartete Vorteil computergestützter Verfahren tatsächlich eintritt. Auf aktueller
Hardware benötigt die Segmentierung einige wenige Sekunden.
Eigene Beiträge: Der Fokus dieser Arbeit lag bei der Entwicklung der Lymphknoten-speziﬁschen
Kostenfunktion. Zum ersten Mal wurden unterschiedliche bildbasierte Kostenfunktionen in Bezug auf
Segmentierungsgenauigkeit miteinander verglichen und die Parameterwahl wurde erstmalig durch ein
datengetriebenes Verfahren durchgeführt. Unterschiedliche Lymphknotentypen, insbesondere patho-
logische und mit geringem Bildkontrast an der Grenze, werden deutlich besser unterstützt, als durch
in der Literatur beschriebene Verfahren geschieht.
Darüber hinaus wurden auch zum ersten Mal unterschiedliche Optimierungsverfahren gegenüber-
gestellt. Weitere Neuerungen umfassen eine Kostenfunktion, welche aufgrund kumulierter Bildin-
tensitäten außerhalb eines vorgegebenen Intervalls gewisse Bildbereiche ausschließt, eine interakti-
ve Erweiterung, welche es dem Anwender erlaubt in den Segmentierungsprozess einzugreifen, ein
bildgradientenbasiertes Formwissen, welches den unterstützten Formbereich vergrößert, sowie eine
Saatpunkt-invariante Erweiterung, die zu einer geringeren Inter- und Intra-Observer-Variabilität führt.
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7. Zusammenfassung & Ausblick
Anwendungen: Neben der Segmentierung von Lymphknoten eignet sich das Verfahren insbeson-
dere für Wachstumsstrukturen mit hoher Form- und Größenvarianz, wie z.B. Tumore. Auch kann
das Verfahren bei rundlichen Organen, wie z.B. dem Auge oder der Prostata, als Alternative zu
modellbasierten Segmentierungsverfahren verwendet werden. Ein umfangreiches Training der Form
entfällt.
7.2. Bildregistrierung auf Grundlage rigider Strukturen
Das in dieser Arbeit entwickelte Registrierungsverfahren wurde zur Intra-Subjekt-Registierung von
multimodalen/multitemporalen Kopf-Hals-Tomographien entwickelt und evaluiert. Zielorgane waren
dabei die Lymphknoten im Kopf-Hals-Bereich.
Schwierigkeiten: Das Registrierungsverfahren soll sowohl unterschiedliche Bildmodalitäten als
auch Aufnahmen unterschiedlicher Zeitpunkte unterstützen. Änderungen in der Anatomie sollen dabei
weitestgehend erhalten bleiben. Im klinischen Alltag aufgenommene Aufnahmen weisen oftmals starke
Bildartefakte auf, es werden unterschiedliche Bildausschnitte angezeigt und die Lage des Patienten
variiert.
Stand der Forschung: Bildbasierte rigide Registrierungsverfahren existieren seit Anfang der
1990er Jahre und haben Einzug in den klinischen Alltag gefunden. Sie sind vollautomatisch, erhalten
Anatomieänderungen und sind sehr robust. Allerdings unterstützen sie prinzipbedingt unterschiedli-
che Patientenlagen nicht. Bildbasierte deformierbare Verfahren können dies, besitzen allerdings einen
hochdimensionalen Paramaterraum und sind daher komplex und nicht robust gegenüber Bildartefak-
ten und komplementärer Information unterschiedlicher Bildmodalitäten. Unterschiedliche Arten von
lokaler Regularisierung vermindern diesen Eﬀekt. Landmarkenbasierte deformierbare Registrierungs-
verfahren erfordern die robuste Segmentierung korrespondierender Landmarken, was insbesondere
bei unterschiedlichen Bildmodalitäten eine große Herausforderung ist. Multi-rigide Verfahren, die auf
Grundlage der rigiden Registrierung einzelner rigider Strukturen (Knochen) ein dichtes Deformations-
feld berechnen, bieten einen guten Kompromiss zwischen den beiden Extremen, erfordern allerdings
meistens die Segmentierung der einzelnen rigiden Strukturen in mindestens einer der Bildmodalitä-
ten. Daher existiert kein generalisierbares automatisches Registrierungsverfahren dieser Art, welches
auch Aufnahmen unterschiedlicher Bildmodalitäten unterstützt. Ein Vergleich des in dieser Arbeit
entwickelten Verfahrens mit existierenden Verfahren ist in Tabelle 7.2 zu ﬁnden.
Prinzip: Nach einer rigiden Registrierung des Kopfes wird ein artikulierter Atlas zur Segmentie-
rung der einzelnen Knochen aus der CT-Aufnahme verwendet. Dieser Atlas basiert auf Wissen über
Form und Aussehen einzelner Knochen und deren örtlichem Zusammenhang (Artikulation). Dieses
Wissen wurde aus annotierten Trainings-CT-Aufnahmen gelernt. Eine sukzessiv lokal rigide Registrie-
rung oder ein um personalisiertes Wissen angereicherter artikulierter Atlas bestimmt einzelne rigide
Transformationen der Knochen zur anderen Aufnahme (andere Modalität oder Zeitserie). Unter der
Annahme von Kontinuität wird dann aus diesen Transformationen ein dichtes Gesamttransformations-
feld durch ein zweistuﬁges Verfahren berechnet. Optional wird die aus beiden Aufnahmen extrahierte
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Hill[97] 1994 ✔ ✘ ✔ ✘ - - - ✔ ✔
Little[54] 1996 ✔ ✘ - ✔ ✘ ✘ INT ✔ ✘
Studholme[99] 1996 ✔ ✔ ✔ ✘ - - - ✔ ✔
Huesmann[120] 2003 ✔ ✘ ✔ ✔ ✘ ✘ INT ✘ ✘
Hu[121] 2004 ✔ ✘ ✔ ✔ ✘ ✘ - ✘ ✘
Papademetris[126] 2005 ✔ ✘ ✘ ✔ ✘ ✔ INT ✘ ✘
Cech[122] 2006 ✔ ✔ ✔ ✔ ✔ ✘ INT ✘ ✘
Li[124] 2006 ✔ ✔ ✘ ✔ - ✔ REG ✘ ✘
Urschler[118] 2006 ✔ ✔ ✘ ✔ ✔ ✘ INT ✔ ✘
Baiker[125] 2007 ✔ ✔ ✘ ✔ ✔ ✔ - ✘ ✘
D.B. d’Aische[117] 2007 ✔ ✘ ✔ ✔ ✘ ✔ FEM ✔ ✔
Commowick[68] 2008 ✘ ✘ ✘ ✘ - - REG ✔ ✔
Han[112] 2008 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Klinder[133] 2008 - ✔ - ✔ ✔ ✔ - ✘ -
Li[123] 2008 ✔ ✘ ✘ ✔ ✘ ✘ REG ✘ ✘
Papastavrou [111] 2009 ✔ ✔ ✘ ✘ - - - ✔ ✘
Gorthi[70] 2009 ✘ ✘ ✘ ✘ - - REG ✔ ✔
M.-Fernández [128] 2009 ✔ ✔ ✘ ✔ ✔ ✔ INT ✘ ✔
Al-Mayah[119] 2010 ✔ ✘ ✘ ✔ ✘ ✘ FEM ✔ ✔
Gering[109] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Hollensen[106] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Ramus[107] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Teng[71] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Yang[110] 2010 ✘ ✔ ✘ ✘ - - REG ✔ ✔
Suh[127] 2011 ✔ ✔ ✘ ✔ - ✔ REG ✘ ✔
Diese Arbeit 2012 ✔ ✔ ✔ ✔ ✔ ✔ INT ✔ ✔
Tabelle 7.2.: Zusammenfassung von Eigenschaften des in dieser Arbeit entwickelten deformierbaren
multi-rigiden Kopf-Hals-Registrierungsverfahrens mit dem Stand der Forschung (vgl. Ta-
belle 3.2). Nicht relevante/beschriebene Merkmale sind durch - gekennzeichnet. Die Be-
handlung des Weichteilgewebes kann entweder durch bildbasierte Registrierung (REG),
Finite-Elemente-Methoden (FEM) oder Interpolation (INT) bestimmt werden.
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Abbildung 7.1.: Einordnung des Verfahrens zur Registrierung von Kopf-Hals-Aufnahmen (markiert
durch ein X) in das in Kapitel 2.2.2.2 präsentierte Schema
Körperoberﬂäche als weiterer Stützpunkt in den Registrierungsprozess einbezogen. Um eine beson-
ders hohe Registrierungsgenauigkeit in den Lymphknoten zu erreichen, wird dort abschließend ein
lokal rigides Registrierungsverfahren angewendet.
Nach dem in Abschnitt 2.2.2 vorgestellten Klassiﬁkationsschema kann sowohl das Registrierungsver-
fahren als auch der artikulierte Atlas als Regmentierungsverfahren betrachtet werden. Bei Ersterem
wird ein Segmentierungsverfahren eingesetzt, welches einzelne rigide Strukturen identiﬁziert, um die-
se anschließend als Grundlage für ein Registrierungsverfahren zu verwenden. Bei Letzterem ﬁndet
hingegen eine Registrierung zwischen dem Referenzbild und dem artikulierten Atlas statt, um daraus
eine Segmentierung zu erhalten.
Weiterhin kann das multi-rigide Registrierungsverfahren in Bezug auf Transformationsklasse und Art
des verwendeten Vorwissens kategorisiert werden. Wie in Abbildung 7.1 zu sehen ist, handelt es sich
um ein multi-rigides Verfahren mit globaler Regularisierung. Für ein nicht-rigides Verfahren hat dies
eine sehr geringe Anzahl an Freiheitsgraden. Dies hat zur Folge, dass zum einen die Komplexität des
Verfahrens verhältnismäßig gering ist und zum anderen die Robustheit recht hoch ist, weil nur die
Transformationen zulässig sind, die für diesen ganz bestimmten Anwendungsfall infrage kommen. Im
Gegenzug erfordert dieses Verfahren das erneute Durchlaufen eines Trainingsprozesses, wenn es auf
andere Registrierungsprobleme angewendet werden soll.
Evaluation: Innerhalb von Lymphknotenzentren wird eine Registrierungsgenauigkeit von durch-
schnittlich 5.05 mm erreicht. Diese ist tendenziell umso höher, je näher sich eine Struktur an den
Knochen beﬁndet und desto geringer die auszugleichenden Deformationen sind. Gegenüber dem Stan-
dardverfahren der nicht-rigiden bildbasierten Registrierung – der B-Spline Registrierung – ergibt sich
eine Verbesserung der Registrierungsgenauigkeit von 37%. Eine anschließende lokal rigide Registrie-
rung der Lymphknoten kann die Genauigkeit für bereits gut vorregistrierte Lymphknoten noch einmal
verbessern, so dass bei 42% anstatt 27% der Lymphknotenzentren ein Registrierungsfehler von unter
3 mm erzielt wird. Die Qualität der erzeugten deformierten Bilder wird subjektiv als deutlich besser
empfunden als dies bei bildbasierten Verfahren der Fall ist. Ein Grund dafür ist, dass Bildartefakte
im Weichteilgewebe keinen Einﬂuss auf das Deformationsfeld haben und auch innerhalb der Kno-
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chen durch die geringe Anzahl an Freiheitsgraden und die globale Regularisierung nur bedingt einen
negativen Einﬂuss auf das Deformationsfeld haben. Das vorgestellte Verfahren benötigt in der Regel
1 ✁ 2 Minuten zur kompletten Registrierung des Kopf-Hals-Bereichs. Die automatische Segmentie-
rung der einzelnen rigiden Strukturen (Knochen) aus der CT-Aufnahme war der anspruchsvollste
Teil des Verfahrens. Im Stand der Forschung ist dazu in der Regel Interaktion nötig. Der artikulierte
Atlas, welcher sich einfach auch auf andere Bereiche des Körpers anwenden lässt, erzielt dazu eine
Erfolgsrate von 86% bei einem Training auf gerade einmal 15 Datensätzen. Eine Vergrößerung der
Trainingsmenge oder eine Initialisierung durch ein globales Objektdetektionsverfahren könnte dies
noch einmal deutlich erhöhen.
Eigene Beiträge: In dieser Arbeit wurde das erste generalisierbare vollautomatische multi-rigide
Registrierungsverfahren vorgestellt, welches auch unterschiedliche Bildmodalitäten unterstützt. Die
Verwendung des (personalisierten) artikulierten Atlas verleiht dem Verfahren eine einmalige globale
Regularisierung. Speziﬁsche Beiträge dieser Arbeit sind:
• Gelernte Artikulation in der atlasbasierten Segmentierung: Der in dieser Arbeit vorgestell-
te artikulierte Atlas lernt die örtlichen Zusammenhänge mehrerer Strukturen aus Trainigsdaten.
In der Literatur geschieht dies, wenn überhaupt, üblicherweise durch eine explizite Modellie-
rung.
• Adaptive Anpassung des artikulierten Atlas: Bei der Anpassung des artikulierten Atlas
ändert sich der Einﬂuss der Bildenergie für jedes Element im Laufe der Anpassung, wodurch eine
lokale Anpassung an falsche Strukturen vermieden wird. In der Literatur erfolgt die Anpassung
üblicherweise für alle Strukturen gleichzeitig.
• Personalisierter artikulierter Atlas: Die Personalisierung des artikulierten Atlas ermöglicht
eine globale Regularisierung zur Bildregistrierung. Darüber hinaus ermöglicht es auch die er-
folgreiche Segmentierung von sehr schwach kontrastierten Strukturen, wie z.B. Knochen in
MRT-Aufnahmen.
• Deformationsfeldberechnung: Im Gegensatz zu den meisten interpolationsbasierten Defor-
mationsfeldberechnungsmethoden ist die Linearkombination von Transformationen durch die
Verwendung des Matrixexponentials mathematisch fundiert und auch Rotationsanteile werden
propagiert. Während des zweistuﬁgen Prozesses wird bedingt Wissen über die Deformation von
unterschiedlichem Material (Gewebe/Luft) eingebracht.
• Robuste rigide Registrierung: Im Gegensatz zum Standardverfahren zur multimodalen rigi-
den Registrierung ist das in dieser Arbeit vorgestellte Verfahren durch die automatische Ex-
traktion einer gemeinsamen Landmarke in beiden Aufnahmen in der Lage, sowohl mit starken
Deformationen des Halses als auch mit stark beschnittenen Aufnahmen zurechtzukommen.
Anwendungen: Neben der Registrierung von Kopf-Hals-Tomographien, und damit auch der dar-
in enthaltenen Lymphknoten, eignet sich das Verfahren für alle Körperbereiche, deren Deformati-
on aufgrund rigider Strukturen zustande kommt. Dies sind z.B. der Brustkorb, die Hüfte und die
Extremitäten. Selbest eine deformierbare Ganzkörperregistrierung ist denkbar. Um andere Bereiche
registrieren zu können ist lediglich ein erneutes Training des artikulierten Atlas auf repräsentativen
annotierten Aufnahmen nötig.
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Signalbasiert Modellbasiert
Objektsegmentierung
Grauwertbasiert Regionen/Kantenorientiert Lokales Formwissen Globales Formwissen Objektlagewissen
Parameteranzahl
Vorwissen / SpezialisierungBildabhängigkeit / Generalisierbarkeit
L A
Abbildung 7.2.: Einordnung des in dieser Arbeit entwickelten Lymphknotensegmentierungsverfahrens
(markiert durch ein L) und des artikulierten Atlas zur Segmentierung einzelner Kno-
chen (markiert durch ein A) in das in Kapitel 2.2.1 vorgestellte Klassiﬁkationsschema
7.3. Konzeptioneller Vergleich der Radialstrahl-basierten
Segmentierung mit dem artikulierten Atlas
Im Rahmen dieser Arbeit wurden zwei fundamental unterschiedliche Segmentierungsverfahren ent-
wickelt, die nun miteinander konzeptionell verglichen werden. Dies ist zum einen das Radialstrahl-
basierte Segmentierungsverfahren mit lokalem Formwissen und zum anderen der lageorientierte arti-
kulierte Atlas zur gleichzeitigen Segmentierung mehrerer Knochen (siehe Abbildung 7.2). Bei ersterem
ist wenig über die Struktur – z.B. den Lymphknoten – bekannt. Größe sowie Form variieren stark
und die Lage ist relativ zu anderen Strukturen beinahe beliebig. Daher kann nur wenig Vorwissen
verwendet werden und das Signal – also das Bild – ist die maßgebliche Segmentierungsgrundlage. Da
jedoch in vielen Fällen der Kontrast zu benachbarten Strukturen sehr gering ist, kann auf Vorwissen
nicht ganz verzichtet werden. Lokales Vorwissen über die Form stellt einen Kompromiss zwischen
den widersprüchlichen Anforderungen dar.
Bei der Segmentierung der Knochen und insbesondere der Wirbel stellt sich die Situation grund-
sätzlich verschieden dar. Die Varianz an Form und Größe ist vergleichsweise gering, es kann also
an dieser Stelle viel Vorwissen eingebracht werden. Dies allein ist allerdings nicht ausreichend, weil
benachbarte Wirbel sehr ähnlich aussehen und so die bloße Berücksichtigung der Form eines Wirbels
schier unmöglich eine Unterscheidung benachbarter Wirbel zulässt. Daher muss zusätzlich auf Wissen
über die relative Lage benachbarter Strukturen während des Segmentierungsprozesses zurückgegrif-
fen werden. Dies geschieht durch den artikulierten Atlas. Die Kehrseite ist, dass das Verfahren sehr
speziell auf einen ganz bestimmten Anwendungsfall – in diesem Fall die Segmentierung der Knochen





Während der Beantwortung der Fragestellung dieser Arbeit eröﬀneten sich weitere Fragestellungen,
die sich nicht im Rahmen dieser Arbeit beﬁnden, allerdings die Ergebnisse dieser Arbeit aufgreifen
und damit weitere Anwendungsszenarien erschließen. Im Folgenden sind die wichtigsten aufgelistet:
Detektion von Unterschieden in Zeitserien CT-Aufnahmen: Im Gegensatz zu allen bild-
basierten Registrierungsverfahren, zeichnet sich das in dieser Arbeit vorgestellte Registrierungsver-
fahren dadurch aus, dass es nur Unterschiede aufgrund verschiedener Patientenlage ausgleicht, nicht
jedoch aufgrund einer Änderung der Anatomie. Im Fall von Zeitserien-CT-Aufnahmen kann dies dazu
genutzt werden, um Anatomieänderungen unterschiede zu visualisieren oder wenn man einen Schritt
weiter geht, automatisch zu detektieren. Unter der Annahme, dass es sich nach der Registrierung mit
dem in dieser Arbeit vorgestellten Verfahren bei allen vorhandenen Bildunterschieden um Anatomie-
unterschiede handelt, kann eine Analyse des erhaltenen Deformationsfeldes einer nachgeschalteten
bildbasierten deformierbaren Registrierung dies erreichen. Eine Visualisierung der Deformationsstär-
ke hebt Orte mit starken Anatomieunterschieden hervor. Klassiﬁkationsverfahren können verwendet
werden, um Anatomieunterschiede daraus automatisch zu detektieren.
Erhöhung der Registrierungsgenauigkeit im Weichteilgewebe: Zur weiteren Erhöhung
des in dieser Arbeit vorgestellten Registrierungsverfahrens, sind mehrere Möglichkeiten denkbar, die
es wert sind zu verfolgen:
• Die Einbeziehung der Körperoberﬂäche konnte die Registrierungsgenauigkeit erhöhen, aller-
dings stieg die Anfälligkeit für Bildartefakte und die deformierten Bilder sahen teilweise un-
natürlich aus. Eine Verbesserung der Körperoberﬂächenextraktion könnte letzteres verhindern.
Modellbasierte Segmentierungsverfahren scheinen dafür geeignet zu sein.
• Weitere Stützstrukturen aus dem Weichteilgewebe könnten in den Registrierungsprozess ein-
bezogen werden. Idealerweise sollten diese in allen betrachteten Bildmodalitäten einfach zu
segmentieren sein. Ein Beispiel dafür ist die Trachea.
• Die Registrierungsgenauigkeit war insbesondere im unteren Halsbereich schlechter als im obe-
ren Halsbereich und dem Kopf. Der Grund dafür ist hauptsächlich, dass bisher nur die Knochen
der Halswirbelsäule und die ersten beiden Brustwirbel als Stützstellen in den Registrierungs-
prozess eingebunden wurden. Tatsächlich wirken sich aber auch die Transformationen anderer
Knochen auf die Registrierungsgenauigkeit aus und sollten ebenfalls einbezogen werden. Dies
sind neben den Knochen im Schulterbereich auch die obersten Rippen. Problematisch war im
Rahmen der Fragestellung hier dabei jedoch, dass nicht alle dieser Knochen in allen Aufnahmen
dargestellt sind und somit beim Lernen des Artikulationsraums das Fehlen von Daten geeig-
net berücksichtigt werden muss oder bei der Datenakquise darauf im Vorfeld geachtet werden
muss.
• Das bisher verwendete Modell zur Propagierung der Transformationen von den Knochen in das
umliegende Weichteilgewebe fordert lediglich, dass die Transformationen benachbarter Orte
ähnlich sind. Die Verwendung eines biomechanischen Modells, welches bspw. Sehnen und die
damit verbundenen Restriktionen der Bewegung in den Modellierungsprozess einbezieht oder
unterschiedlichen Gewebetypen unterschiedliche Eigenschaften zuordnet, könnte die Registrie-
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rungsgenauigkeit verbessern. Jedoch ist damit die Segmentierung aller Strukturen erforderlich,
die in das biomechanische Modell einbezogen werden sollen.
Kompensation der Atembewegung: Wird der Brustkorb durch den artikulierten Atlas mo-
delliert, kann dieser auch dahingehend erweitert werden, dass eine Kompensation der Atembewegung
möglich ist. Dazu müssten beim Lernen des Artikulationsraums von mehreren Patienten annotierte
CT-Aufnahmen von verschiedenen Zuständen des gesamten Atemzyklus vorliegen. Die Atembewe-
gung kann dann getrennt von der Anatomievarianz gelernt werden. Wird der artikulierte Atlas des
Brustkorbs dann an einen ungesehenen Datensatz angepasst, kann daraus dann der aktuelle Atemzu-
stand bestimmt werden und die CT-Aufnahme in einen beliebigen Atemzustand deformiert werden.
Artikulierter Atlas zur Segmentierung: Bisher wurde der artikulierte Atlas nur zur Seg-
mentierung einzelner Knochen verwendet. Dabei könnte dieser auch auf andere Strukturen erweitert
werden. Im Kopf-Hals-Bereich ist dies vor allem zur Strahlentherapieplanung interessant, da hier
Zielorgane und eine Vielzahl von Strukturen segmentiert werden müssen. Dies sind z.B. der Hirn-
stamm, der Spinalkanal, Speicheldrüsen, die Augen, der Sehnerv und die Lymphknotenregionen. Da
die Strukturen voneinander abhängen, bietet sich die gemeinsame Segmentierung durch ein lageori-
entiertes Verfahren, wie dem artikulierten Atlas, an. Die meisten Strukturen weisen allerdings keinen
so hohen Kontrast wie Knochen auf und auch die Formvarianz ist deutlich höher. Ersters kann ideal
durch Wissen über die relative Lage von Strukturen mit schwachem Kontrast zu Strukturen mit
starkem Kontrast berücksichtigt werden. Letzteres kann durch die Kombination von statistischen
Formmodellen mit dem artikulierten Atlas abgedeckt werden.
Detektion von Lymphknoten: Die Segmentierung von Lymphknoten durch das in dieser Ar-
beit vorgestellte Verfahren erfordert die Initialisierung durch einen Saatpunkt in der Nähe des Ob-
jektzentrums. Für diese Arbeit ist dies erwünscht, weil es dem Anwender auf einfache Art und Weise
ermöglicht, den zu untersuchenden Lymphknoten auszuwählen. Soll dies allerdings automatisiert wer-
den, ist ein automatisches Verfahren zur Detektion von Lymphknoten erforderlich. Einige Arbeiten
dazu existieren bereits [64, 65, 66, 67], jedoch ist die hohe Falsch-Positiv-Rate nach wie vor ein Pro-
blem. Durch die Segmentierung einer Vielzahl von Strukturen durch den artikulierten Atlas können
sehr viele Bereiche der Aufnahme ausgeschlossen werden. Die Detektion könnte sich dann auf die
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