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ABSTRACT
Iterative machine teaching is a method for selecting an optimal teaching example that enables a student to
efficiently learn a target concept at each iteration. Existing studies on iterative machine teaching are based on
supervised machine learning and assume that there are teachers who know the true answers of all teaching
examples. In this study, we consider an unsupervised case where such teachers do not exist; that is, we cannot
access the true answer of any teaching example. Students are given a teaching example at each iteration, but
there is no guarantee if the corresponding label is correct. Recent studies on crowdsourcing have developed
methods for estimating the true answers from crowdsourcing responses. In this study, we apply these to iterative
machine teaching for estimating the true labels of teaching examples along with student models that are used for
teaching. Our method supports the collaborative learning of students without teachers. The experimental results
show that the teaching performance of our method is particularly effective for low-level students in particular.
1 INTRODUCTION
Iterative machine teaching [1] is a method for selecting an opti-
mal teaching example that enables a student to efficiently learn
a target concept. A teacher in iterative machine teaching can
access both the true classification model and the student models.
At each iteration, the teacher selects a teaching sample that will
make the student model closest to the true model. The student
model is then updated according to the selected sample. Existing
studies on iterative machine teaching are based on supervised
machine learning, in which a student model corresponds to a
model trained in machine learning. As with supervised machine
learning, iterative machine teaching assumes that they are given
a teaching set, which consists of a pair of a sample and a true
label (i.e., (x, y)). The teaching set is used for teaching students
as well as for estimating the true model.
In this study, we consider a case where the true label is not given
for any example in the teaching set and investigate whether iter-
ative machine teaching works without true labels. This situation
can be occur when students collaboratively teach each other; stu-
dents learn by using the ways in which others answer as teaching
examples. A typical case is crowdsourcing. For example, in the
Galaxy Zoo project [2], novice workers learned how to classify
galaxy images using the answers of experienced workers.
Our approach for estimating the true labels is to use student
answers. There have been several attempts in crowdsourcing
research to estimate the true answers for a question using the
answers from crowdsourcing workers [3]. We especially focus
on the “learning from crowds” methods [4, 5], which estimate a
true classification model from crowdsourcing labels as ordinary
machine learning methods estimate the model from the true
labels. In addition, these methods estimate the classification
model of each worker (student); we use this model to choose
a suitable teaching example for each student. In our iterative
machine teaching procedure, we occasionally ask students to
take an exam. The answers are then used to estimate both the
true model and the student models. At each iteration, we select
a teaching example for each student according to the estimated
true model and the student model. The label of the teaching
example is inferred using the estimated true model.
We conducted experiments with two datasets and found that the
proposed method achieves a high level of learning efficiency.
We also show that the proposed method allows students to learn
efficiently even when the number of answers from students is
small.
The contributions of our work are summarized as follows:
• We identify a novel problem setting for iterative ma-
chine teaching without the true labels.
• We propose an iterative machine teaching procedure
that estimates the true labels by using student answers.
• We show that the proposed method improves learning
efficiency especially for low-level students.
2 RELATED WORK
Machine teaching is an inverse problem of machine learning
where machines teach humans instead of teaching machines.
Several methods for choosing a set of teaching examples have
been studied. For example, Singla et al. proposed a noise-
tolerant model of the learning process in classification tasks [6].
Another study examined a framework for finding a suitable
example set that trains students effectively [7].
Liu et al. formulated an iterative framework in which a teacher
selects a single teaching example at each iteration [1], enabling
students to learn faster than before. This method assumes that
a teacher is able to access the student models. Moreover, Liu
et al. proposed the treatment of a student model as a black-box
model [8]. Instead of the actual student models, a teacher of this
algorithm has virtual student models and selects an example for
each virtual student. The idea of having virtual student models
is similar to our method; however, this method still depends on
a labeled teaching set, whereas our method uses an unlabeled
teaching set.
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Zhou et al. considered the extent to which students remembered
the previous examples and incorporated the forgetting rate into
an iterative teaching algorithm [9]. The authors then used an
algorithm [10] to estimate the true model. The teaching exam-
ples were chosen according to the forgetting rates and the true
model. Similar to the proposed method, this method estimated
the true model. However, it did not estimate the student models
and used a labeled teaching set.
Curriculum learning is a general training strategy that presents
teaching examples ranging from easy to difficult [11]. It is based
on the natural flow of human learning, which begins with the
simplest examples and tackles the more difficult examples over
time.
3 PRELIMINARY
3.1 Iterative Machine Teaching
We first introduce the problem setting for iterative machine
teaching [1]. We denote X ⊂ Rd as the d-dimensional feature
representations of all instances and Y as the set of labels. The
teacher can access a labeled subset Φ ⊂ X × Y, which is called
a teaching set. We specifically focus on binary concept learn-
ing; x ∈ X is the feature of an example and y ∈ {0, 1} is its
corresponding binary class label.
At each iteration, the teacher selects one example (x, y) ∈ Φ for
a student. The goal of iterative machine teaching is to select
an example in which the student efficiently learns the target
concept.
3.2 Omniscient Teacher Algorithm
The omniscient teacher algorithm [1] is an algorithm for iterative
machine teaching. This algorithm assumes that the teacher
has access to the true classification model, w?, and the initial
classification model of each student j, w0j . In practical terms, we
can estimate w? by using the teaching set, and estimate w0j by
obtaining initial answers for the teaching set from each student.
The omniscient teacher algorithm assumes that the students
update their model according to stochastic gradient descent
(SGD). That is, after the student j is presented an example
(x, y) ∈ Φ at the t-th iteration, the student will update the model
from wtj to w
t+1
j as follows:
wt+1j = w
t
j − αt
∂L(〈wtj, x〉, y)
∂wtj
(1)
where αt is the learning rate and L(w, x) is the loss function. Be-
cause we focus on binary classification, we employ the logistic
loss.
The best example will most correctly update the student model.
In other words, if the model is updated according to the best
example, the distance between the updated model, wt+1j , and the
true model, w?, will be minimized. Using Eq (1), the Euclidean
distance between them is given as follows:∥∥∥wt+1j − w?∥∥∥22
=
∥∥∥∥∥∥∥wtj − αt ∂L(〈w
t
j, x〉, y)
∂wtj
− w?
∥∥∥∥∥∥∥
2
2
=
∥∥∥wtj − w?∥∥∥22 + α2t
∥∥∥∥∥∥∥∥
∂L
(〈
wtj, x
〉
, y
)
∂wtj
∥∥∥∥∥∥∥∥
2
2
− 2αt
〈
wtj − w?,
∂L
(〈
wtj, x
〉
, y
)
∂wtj
〉
. (2)
The omniscient teacher algorithm selects the example by solving
the following optimization problem:
arg min
(x,y)∈Φ
α2t
∥∥∥∥∥∥∥∥
∂L
(〈
wtj, x
〉
, y
)
∂wtj
∥∥∥∥∥∥∥∥
2
2
− 2αt
〈
wtj − w?,
∂L
(〈
wtj, x
〉
, y
)
∂wtj
〉
.
(3)
Note that
∥∥∥∥wtj − w?∥∥∥∥22 in Eq (2) is omitted from the optimization
because this term is not related to (x, y).
4 ITERATIVE MACHINE TEACHING WITH
UNLABELED TEACHING SET
4.1 Problem Setting
The existing algorithms for iterative machine teaching assume
that they are given a labeled teaching set. We consider a different
problem setting in which we are given an unlabeled teaching
set, that is, our teaching set is simply a subset of X and the true
label for each x is not given. We denote such a teaching set
as Φx ⊂ X. In this setting, we are not able to access the true
model and the student models, which are estimated by using the
labeled teaching set in the existing problem setting.
Figure 1 illustrates the process of iterative machine teaching
with the labeled teaching set. Here, we can consider that there is
an oracle that provides the information about the true model and
the student models; the teacher uses this information to select a
teaching example.
Our idea for addressing iterative machine teaching with the
unlabeled teaching set is to ask students to take an exam at each
iteration and to use their answers to estimate both the true model
and the student models. In other words, we use the answers
from the students instead of the information given by the oracle,
as illustrated in Figure 2.
Formally, we have an exam set, X ⊂ X, and the students are
asked to answer a label for each xi ∈ X at each exam. The label
from the student j to the instance xi is denoted by yi j ∈ {0, 1},
and all the labels are denoted by Y = {yi j}i, j. At each iteration,
given a teaching set Φx ⊂ X, an exam set X ⊂ X, and the
answers Y , our goal is to choose a teaching example x ∈ Φx for
a student.
4.2 Model Estimation
Learning from crowds [4, 5] approaches are methods for estimat-
ing the true model and the worker models by using the worker
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Figure 1: Procedure of Omniscient teacher algorithm Figure 2: Procedure of proposed algorithm
responses. We apply one of these methods [5] for iterative ma-
chine teaching. Based on this method, we assume that the true
model is generated from a Gaussian distribution:
Pr
[
w?|η
]
= N
(
0, η−1I
)
, (4)
where η > 0 is a hyperparameter.
We also assume that each student model at an iteration, w j, is
generated by adding a Gaussian noise to the true model w?:
Pr
[
w j|w?, λ
]
= N
(
w j | w?, λ−1I
)
, (5)
where λ > 0 is a hyperparameter. Finally, the answer yi j is
generated according to the student model:
Pr
[
y j = 1|xi,w j
]
= σ
(
〈w j, xi〉
)
, (6)
where σ(x) =
(
1 + exp(−x))−1 is the sigmoid function.
By denoting W =
{
w j
}
j
, the posterior distribution of w? and W,
given the observation X and Y , is formalized as follows:
Pr
[
W,w?|X,Y, η, λ
]
∝ Pr[Y |W, X] · Pr
[
W|w?, λ
]
· Pr
[
w?|η
]
. (7)
Let F(w?,W) be the negative log-posterior distribution of w?
and W without constants, which is given as follows:
F
(
w?,W
)
= log Pr[Y |W, X] + log Pr [W|w?, λ] + log Pr [w?|η]
=
λ
2
∑
j
∥∥∥w j − w?∥∥∥2 + η2 ∥∥∥w?∥∥∥2
−
∑
i, j
[
yi j logσ
(
〈w j, xi〉
)
+
(
1 − yi j
)
log
(
1 − σ
(
〈w j, xi〉
))]
. (8)
The maximum-a-posterior estimators wˆ? and Wˆ are obtained by
solving an optimization problem:
wˆ?, Wˆ = arg max
w?,W
F
(
w?,W
)
. (9)
We obtain the estimated true model wˆ? and the student models
Wˆ = wˆ j after the students take an exam. The algorithm used for
model estimation is summarized in Algorithm 1.
Algorithm 1 Model estimation
1: Inputs:
exam set X; student answers Y;
hyperparameters η and λ
2: Outputs:
estimated true model wˆ?;
estimated student models Wˆ
3: function ESTIMATEMODEL(X,Y, η, λ)
4: wˆ?, Wˆ = minwˆ?,Wˆ F
(
wˆ?, Wˆ
)
5: return wˆ?, Wˆ
6: end function
Algorithm 2 Label estimation
Inputs:
estimated true model wˆ?; teaching instances Φx
Outputs:
Pseudo teaching set Φˆ
function GETPSEUDOTEACHINGSET(wˆ?, Φx)
Φˆ = ∅
for each instance xi ∈ Φ do
yˆi =
{
1 σ(〈wˆ?, xi〉) > 0.5
0 (otherwise)
add (xi, yˆi) to Φˆ
end for
return Φˆ
end function
4.3 Teaching Procedure
After estimating the true model and the student models, we can
simply apply the omniscient teacher algorithm (Section 3.2) by
replacing w? with wˆ?, and wtj with wˆ j, respectively.
Because our teaching set is unlabeled, we must estimate the true
label for each example in the teaching set to allows students to
learn. This is done by simply using the estimated true model
wˆ?. At each iteration, we estimate the true label for an instance
xi ∈ Φx by calculating σ (〈w?, xi〉). If this value is larger than
0.5, the estimated true label is yˆi = 1; otherwise yˆi = 0. The
overall procedure is summarized in Algorithm 3.
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Algorithm 3 Iterative Machine Teaching without Teachers
1: Inputs:
Teaching set Φx; exam set X;
hyper parameters αt, η and λ; max number of
iterations MAXITER; number of exam samples
T .
2: Initialize:
t = 1
wˆ? ∼ N(wˆ? | 0, λ−1I)
3: while t < MAXITER do
4: ask students to take an exam and get answers Y t for T
randomly chosen samples from the exam set X.
5: wˆ?t, Wˆt = ESTIMATEMODEL(X,Y t, η, λ)
6: Φˆt = GETPSEUDOTEACHINGSET(wˆ?t,Φx)
7: for each student j do
(xtj, yˆ
t
j) = arg min
(x,yˆ)∈Φˆt
α2t
∥∥∥∥∥∥∥∥
∂L
(〈
wˆtj, x
〉
, yˆ
)
∂wˆtj
∥∥∥∥∥∥∥∥
2
2
− 2αt
〈
wˆtj − wˆ?t,
∂L
(〈
wˆtj, x
〉
, yˆ
)
∂wˆtj
〉
8: Show an example (xtj, yˆ
t
j) to the student.
9: end for
10: t ← t + 1
11: end while
5 EXPERIMENTS
5.1 Datasets
Here, we demonstrate the effectiveness of the proposed method;
the experiments were designed to investigate if students can
learn efficiently with the proposed method.
To verify them, we used two datasets: a synthetic dataset and a
wine dataset.
5.1.1 Insect
We designed a synthetic experiments by referring to the exper-
iment conducted by Single et al. [6]. We generated simplified
images of two insect species, the weevil and the Vespula; exam-
ples are shown in Figure 4. Weevils have heads that are smaller
and lighter in color than their bodies, and Vespulas species have
larger, dark-colored heads. Weevils and Vespulas are different
in two factors: (i) the head/body size ratio f1 (ii) the head/body
color ratio f2. Thus, each image is characterized by the feature
vector x =
[
f1, f2
]>. We sampled features from 2D Gaussian
distributions with different means µ for both the weevil and
Vespula; the mean for weevils was [−0.10,−0.13]> and the
mean for Vespula was [0.10, 0.13]> with the covariance of 0.12I.
The sampled features are plotted in Figure 3. We generated
2,000 images in total; 1,000 were weevil images and 1,000 were
Vespula images. We used 75% of these examples as the teaching
set, and the remainder was used for evaluation.
5.1.2 Wine
We used Wine Quality dataset provided by the UCI Machine
Learning Repository [12]. Specifically, we used the red wine
0 2 4
the  head/body size ratio
1.5
1.0
0.5
0.0
0.5
1.0
1.5
th
e 
 h
ea
d/
bo
dy
 c
ol
or
 ra
tio
Species
Weevil
Vespula
Figure 3: Plot of weevil and Vespula features. The blue line
indicates the true classification model (w?).
Figure 4: Synthetic images of weevils (top) and Vespulas (bot-
tom)
data, which had 1,600 examples with 11-dimensional feature
vectors. Each wine has a quality score between zero and ten as
the target value, and we binarized these scores with a thresh-
old of 5. As mentioned above, we used 75% examples as the
teaching set, and the remainder was used for evaluation.
5.2 Student Models
We prepared synthetic students for this experiment. We first
obtained the true model w? = arg min
w
∑
iL(〈w, xi〉, yi) by using
all the examples. The ROC-AUC score of w? is 0.762 for the
insect dataset and 0.821 for the wine dataset. We then generated
the student models W by using Eq (5) with λ ∈ {1, 2, 3, 4, 5};
we prepared ten groups of students for each λ and each group
had ten students. Their initial abilities (ROC-AUC scores of w0j )
were shown in Figure 5. With smaller λ, students are likely to
have higher abilities and the variance of them are small.
We set that students updated their models according to Eq (1)
with αt = 0.01 when they are given a teaching example. We set
that students to provide an answer based on σ
(
〈wtj, x〉
)
for an
instance x in the exam set according to their current model wtj.
Note that the proposed method does not have access to these
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Figure 5: Initial student abilities according to λ
parameters; they just used only for simulating students in the
experiments.
5.3 Baselines and Setup
We compared the proposed method with two baselines:
• Random teacher: This algorithm randomly selects a
teaching example at each iteration.
• Omniscient teacher [1]: This algorithm selects a
teaching example by using the true model and the
student models, while the proposed method estimates
these models. In other words, the omniscient teacher
algorithm can access to the models described in Sec-
tion 5.2. This algorithm also has a labeled teaching
set; thus, the students learned using this algorithm are
presented the true label.
All the methods selected one teaching example at each iteration
for each student. Considering the practical situation, we showed
the same teaching example to each student once.
The proposed method and the omniscient teacher algorithm
both set the learning rate αt to 0.01; the hyperparameter of the
proposed method was set to η = 1; the number of answers at
each iteration was set to T = 100.
5.4 Results
5.4.1 Learning efficiency.
We compared the learning efficiency of students with different
teaching algorithms. We applied the algorithms to each student
group and simulated their learning process using these algo-
rithms. For each group, we randomly chose examples for the
teaching set, that were also used as the exam set for obtaining
student answers.
Figure 8a and Figure 9a show the average ROC-AUC scores
of the student models {wtj} at each iteration t. The ROC-AUC
scores were calculated based on the evaluation set, which was
never shown to the students. Our proposed method could select
samples that had a measurable learning effect even though it
does not use the true labels. However, when λ was large, our
method selected them as effectively as the random teacher. Our
algorithm showed better performance with smaller λ values; it
is because our method requires a few high ability students in a
group for estimating true labels.
5.4.2 Influence of student initial abilities.
We separated students into three categories according to their
initial abilities; The top 25% students were “high-level”, and
the bottom 25% students were “low-level”; the others were
considered as “middle-level”. Figure 8b, Figure 8c, and Figure
8d shows the ROC-AUC scores of high-, middle-, and low-
level students for the insect dataset, respectively. In the insect
dataset, all the methods were not effective for high-level students.
Their initial abilities were already high and they abilities did not
improve even though when we used the omniscient teacher. We
find that the proposed method was particularly effective for low-
level students when λ was small; that is, our method supported
them to learn by the answers of high-ability students.
Figure 9b, Figure 9c, and Figure 9d are the results for the wine
dataset. In the wine dataset, when λ = 1, the performance
of high-ability students became worse by using the proposed
method. When some true labels are estimated wrongly, student
models are easily updated in a wrong direction. This has a severe
effect on the learning of high-ability students.
5.4.3 Influence of exam interval.
The proposed method asked students to take an exam at each
iteration to estimate their models at the time. In order to make
this process more efficient, we examined the learning effect with
with different test interval B; the students took an exam once
every B iterations. Figure 6 shows the average ROC-AUC score
with different B. We see that the learning performance was
almost the same even though we set B = 100.
5.4.4 Influence of exam size for model estimation.
We set T , the number of examples in an exam, to 100 in the
experiments. If we use larger T , the model estimation accuracy
can become high. We evaluated the accuracy of the model
estimation with different T . Figure 7 shows the root mean square
error (RMSE) between the true model w? and the estimated true
model wˆ?, and between the student models W and the estimated
student models Wˆ. We fixed the exam interval B = 1 and we
obtained the similar results for B = 10 and B = 100. It is clear
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Figure 6: Learning performance with different exam intervals
(B)
that the RMSE scores become smaller with increasing T . We
also confirm that the estimation accuracy improves as the the
iterations progress.
6 CONCLUSION
In this paper, we proposed a method for iterative machine teach-
ing with an unlabeled teaching set. The results of the experi-
ments showed that the proposed method achieved measurable
learning efficiency even though it did not use true labels, and
it was particularly effective for low-level students. We also ex-
amined the effects of the size of an exam set (T ) and the exam
interval (B), and found that the number of student answers can
be reduced by increasing B.
When performing experiments with humans, it may be possible
to find human-specific properties (such as memory) that cannot
be clarified by simulations. Considering such factors is a possi-
ble direction future studies. In addition, the proposed method
assumes that students and teachers share the same feature space;
addressing the different feature space cases would be another
area of focus for future work.
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(c) Middle-level students
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Figure 8: Learning performance with teaching algorithms (insect dataset)
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Figure 9: Learning performance with teaching algorithms (wine dataset); plot for λ = 1 is not presented as there is no low-level
students in this case.
