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Abstract
A class of vector states on a von Neumann algebra is constructed.
These states belong to a deformed exponential family. One specific
deformation is considered. It makes the exponential function asymp-
totically linear. Difficulties arising due to non-commutativity are high-
lighted.
1 Introduction
In a recent publication Montrucchio and Pistone [1] treat a special case of
a parameter-free deformed exponential family of probability distributions.
The present paper shows that part of this work can be transposed to a
non-commutative setting in a rather straightforward manner. Both the com-
mutative and the non-commutative versions can be useful as an inspiration
for the development of a more general theory of parameter-free information
geometry. It is not the ambition of the present paper to develop such a the-
ory, but only to clarify the kind of difficulties which one encounters in the
non-commutative setting.
Amari [2, 3] studied parametrized models of Information Geometry. Para-
meter-free families were introduced by Pistone and Sempi [4]. See also [5, 6].
The generalization of Information Geometry to a non-commutative context is
of interest because of its applications in Quantum Theory. However, it is not
so trivial. In the simplest context the random variables of probability theory
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are replaced by n × n-dimensional matrices, the probability distribution is
replaced by a density matrix. Then use can be made of the property known
as cyclic permutation under the trace. This property restores part of the
commutativity, needed to mimic the proofs of the commutative case. A
more general context involves Tomita-Takesaki theory. See for instance the
recent book of Petz [7]. The aim of the present paper is to go beyond the
traditional setting by not longer focusing on tracial states. In the Gelfand-
Naimark-Segal (GNS) representation one can make use of the commutant
algebra. This relaxes problems with non-commutativity as well. A treatment
of the matrix case along these lines has been tried out in [8]. A study of log-
affine geodesics in a manifold of states on a von Neumann algebra is found
in [9].
A regularization of the exponential function was introduced by Newton
[10]. The idea was picked up by Montrucchio and Pistone [1]. The deforma-
tion of the exponential function is used to construct deformed exponential
families of probability distributions and, in the present paper, of quantum
states.
The interest in deformed exponential families started with the q-statistics
of Tsallis [11]. A further generalization was given by the author [12, 13, 14,
15]. The latter formalism is used here and is explained below in Section 2
for the special case of linear growth.
Non-commutative context
A statistical manifold is a differentiable manifold M together with a Rie-
mannian metric g and a pair of dually flat connections [3]. The manifold M
consists of probability distributions on a given measure space (X , dx).
In the most simple non-commutative setting the elements ofM are density
matrices instead of probability distributions. These are self-adjoint matrices
with non-negative eigenvalues and with trace 1. In the present work the
more general C∗-algebraic context is chosen. A state ω on a C∗-algebra A
is a linear map A ∈ A 7→ ω(A) ∈ C which satisfies the positivity condition
that A ≥ 0 implies ω(A) ≥ 0 and the normalization condition ω(I) = 1 (for
convenience, it is assumed that the identity I belongs to A). Note that any
density matrix ρ determines a state ω of the C∗-algebra of all square matrices
A of given dimension by the relation ω(A) = Tr ρA.
Given a state ω on the C∗-algebra A there exists a *-representation π
of A as bounded linear operators on a Hilbert space H, together with an
element Ω of H such that
ω(A) = (π(A)Ω,Ω) for all A ∈ A (1)
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and such that π(A) is dense inH. This representation is unique up to unitary
equivalence. Its is known as the Gelfand-Naimark-Segal (GNS) representa-
tion induced by the state ω.
Let us make the simplifying assumptions that the C∗-algebra A is a von
Neuman algebra of operators on a fixed Hilbert space H and that there is
given a fixed faithful normal state ω, which will be used as starting point
of the construction following later on. Because ω is faithful there exists an
element Ω of H such that the trivial representation, defined by π(A) = A
for all A ∈ A, is the GNS representation induced by ω. This simplifying
assumption is similar to the assumption made in [1] that the probability
distributions of the statistical manifold are absolutely continuous w.r.t. a
given probability distribution.
Structure of the paper
The next Section introduces the deformed logarithmic and exponential func-
tions logφ, respectively expφ. In Section 3 the construction found in [1] is
repeated with modifications to make it work in a non-commutative context.
The properties of the normalizing function are studied. A class of states and
their escorts is introduced. A final Section gives a short discussion of the
problems due to non-commutativity.
2 The deformed logarithmic and exponential
functions
2.1 Definition and basic properties
The specific deformed logarithmic and exponential functions introduced be-
low have been first used by Newton [10], without considering them as de-
formed functions. The approach was then picked up by Montrucchio and
Pistone [1].
Fix the function φ(u) = u/(1 + u). It is strictly positive and increasing
on the interval (0,+∞). It determines a deformed logarithm [13] by
logφ(v) =
∫ v
1
1
φ(u)
du
= v − 1 + log v.
It is a concave function strictly increasing on (0,+∞). The inverse function
is denoted expφ. It is defined on all of the real line. It is convex strictly
increasing. Special values are logφ(1) = 0 and expφ(0) = 1.
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Useful properties are
logφ(uv) = logφ(u) + logφ(v) + (u− 1)(v − 1), (2)
expφ(u) = 1 + u− log expφ(u), (3)
d
du
expφ(u) = φ
(
expφ(u)
)
=
expφ(u)
1 + expφ(u)
, (4)
| expφ(u)− expφ(v)| ≤ |u− v|. (5)
The inequality follows from
expφ(u)− expφ(v) ≤ u− v if u ≥ v. (6)
To prove this use (3) and the fact that expφ is an increasing function. In-
equality (6) also implies that
expφ(u) ≤ 1 + u if u ≥ 0,
≥ 1 + u if u ≤ 0.
From log(1 + u) ≤ u follows
logφ(1 + u) = u+ log(1 + u) ≤ 2u.
This implies
expφ(u) ≥ 1 +
u
2
for all u. (7)
For u << 0 a better estimate follows from
−u + log expφ(u) ≥ 0 if u ≤ 0.
It implies
e1+u ≥ expφ(u) ≥ eu if u < 0.
2.2 Further properties
The following results are needed later on.
Proposition 2.1 For all u is expφ(u) ≤ 1 + 12u+ 112u2.
Proof
The function
f(u) = 1 +
1
2
u+
1
12
u2 − expφ(u).
is convex. It attains its minimum at u = 0 where its value equals 0.

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Proposition 2.2 One has
1) For all u > 0 is
[log(1 + u)]2 ≤ [log 2]2 + (u− 1)2 + [u− 1 + log(1 + u)] log u. (8)
2) There exists a constant C such that
[log φ(u)]2 ≤ C + (logφ(u))2 for all u > 0. (9)
Proof
1) The derivative of r.h.s. - l.h.s. equals
2(u− 1) + 1
u
[[u− 1 + log(1 + u)] +
[
1 +
1
1 + u
]
log u− 2
1 + u
log(1 + u).
It is a strictly increasing function which vanishes at u = 1. Hence, r.h.s. -
l.h.s. of (8) is minimal at u = 1. One finally verifies that r.h.s. = l.h.s. holds
at u = 1.
2) From 1) follows that
[logφ(u)]2 = [log(1 + u)]2 + [log u]2 − 2 [log(1 + u)] [log u]
≤ [log 2]2 + (u− 1)2 + [u− 1 + log(1 + u)] log u
+ [log u]2 − 2 [log(1 + u)] log u
= [log 2]2 + (logφ(u))
2 +R(u)
with
R(u) = − [u− 1 + log(1 + u)] log u.
The function R(u) is continuous and tends to −∞ both when u tends to 0
and when u tends to +∞. It is positive on the interval [u0, 1], with u0 the
solution of log(1 + u0) = 1 − u0. In this interval it has a unique maximum,
outside it is negative. Hence the function R(u) is bounded above. This
implies the existence of a constant C such that (9) holds.

Numerically, one finds that C < 0.52 is feasible.
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Proposition 2.3 Let the function ft be defined by
ft(λ, µ) = expφ(t logφ(λ) + µ),
for t > 0, λ > 0 and µ ∈ R.
1) ft(λ, µ) is strictly increasing in each of the two arguments;
2) 0 < t ≤ 1 and µ+ 2(1− t) + t log 2 ≥ 0 implies 1
2
tλ ≤ ft(λ, µ);
3) ft(λ, µ) ≤ tλ+ γ, with γ = exp (1 + [µ− t log t]/[1 − t]).
Proof
1) The function ft is a composition of two strictly increasing functions.
2) Let
gt(λ, µ) = logφ(ft(λ, µ))− logφ(tλ/2).
At fixed value of µ ≥ 0 this function has a minimum when λ = 2(1 − t)/t.
For this value of λ is
gt(λ, µ) = 2(1− t) + µ+ t log 2− t log t− (1− t) log(1− t)
≥ 2(1− t) + µ+ t log 2.
Hence, gt(λ, µ) ≥ 2(1−t)+µ+t log 2 holds for all λ. Because logφ is monotone
increasing this implies the lower bound for the function ft.
3) Consider the function ht defined by
ht(λ, µ) = logφ(tλ+ γ)− logφ(ft(λ, µ))
= γ − (1− t) + log(tλ+ γ)− t log λ− µ.
It is minimal for λ = γ/(1− t). For this value of λ is
ht(λ, µ) = γ − t log t− (1− t) log(1− t) ≥ 0.
Because logφ is monotone increasing the upper bound for ft follows.

Proposition 2.4
1) For all u is [expφ(u)]
2 ≤ 1 + u expφ(u) with equality if and only if u = 0;
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2) The function f defined by
f(u) =
1
u
[expφ(u)− 1]
is increasing and satisfies 0 < f(u) < 1;
3) The derivative f ′ of f satisfies f ′ < 1
2
;
4) For all u, v is |f(u)− f(v)| ≤ 1
2
|u− v|.
Proof
1) Let g(u) = 1 + u expφ(u) − [expφ(u)]2. This function is strictly convex
and has a minimum at u = 0, with g(0) = 0.
2) The derivative f ′ of the function f equals
f ′(u) =
1
u2
1
1 + expφ(u)
g(u).
Since g(u) ≥ 0 for all u the function f is increasing. A short calculation
shows that f(−∞) = 0 and f(+∞) = 1.
3) The derivative f ′(u) goes through a maximum in two points. They can
be found by solving f ′′(u) = 0. For u 6= 0 this equation is equivalent with
u2 expφ(u) = 2g(u)[1 + expφ(u)]
2.
At these points the expression for f ′(u) can be simplified to
f ′(u) =
expφ(u)
2[1 + expφ(u)]
2
<
1
2
.
4) This follows immediately from the previous items.

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2.3 Note about operator monotonicity
A function f(u) is operator-monotone if A ≤ B implies f(A) ≤ f(B) for
any pair A,B of self-adjoint matrices. The logarithm is operator-monotone
[7]. The deformed logarithm logφ(v) = v − 1 + log v is the sum of operator-
monotone functions. Hence it is also operator-monotone. Finally, an oper-
ator-monotone function is also automatically operator-concave. This implies
that
logφ(λA+ (1− λ)B) ≥ λ logφ(A) + (1− λ) logφ(B) (10)
for any pair of positive bounded operators A and B and for any λ ∈ [0, 1].
See Section 11.6 of [7]. In the Appendix an example is given of a function
which is increasing and concave but not operator-monotone. This particular
function gives useful results in the commutative case [1], results which do not
follow in the present non-commutative context.
3 States and their escorts
3.1 Construction
Now follows the construction of a special class of self-adjoint operators X all
satisfying X > 0 and ||X1/2Ω|| = 1.
Definition 3.1 Given a vector state ω defined by the normalized vector Ω
in H and a self-adjoint operator H with spectral decomposition H = ∫ λ dEλ
the ω-expectation of H is defined by
〈H〉ω =
∫
∞
−∞
λ d(EλΩ,Ω),
provided that the integral converges absolutely. This is the case when Ω be-
longs to the domain of |H|1/2.
Let H = J |H| be the polar decomposition of H . Then one has
〈H〉ω = (J |H|1/2Ω, |H|1/2Ω).
If Ω is in the domain of H then one has 〈H〉ω = (HΩ,Ω).
Proposition 3.2 Let be given a self-adjoint operator H on the Hilbert space
H. Then one has
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1) Any Ψ in the domain of |H|1/2 also belongs to the domain of [expφ(H −
β)]1/2 for any real number β;
2) The map β → expφ(H − β) is strongly continuous.
3) The map β → ||[expφ(H − β)]1/2Ψ|| is strictly decreasing for any Ψ 6= 0
in the domain of H.
If Ω is normalized, and in addition it belongs to the domain of |H|1/2 and the
expectation 〈H〉ω vanishes, then one has
4) The map β → ||[expφ(H − β)]1/2Ω|| is one-to one from (−∞,+∞) to
(0,+∞).
5) There exists a unique non-negative number, denoted α(H), for which
||[expφ(H − α(H))]1/2Ω|| = 1.
6) For any real number c is α(H + c) = α(H) + c.
Proof
1) From (5) follows that
expφ(λ− β) ≤ expφ(−β) + |λ|.
This implies
expφ(H − β) ≤ expφ(−β) + |H|
and
||[expφ(H − β)]1/2Ψ||2 ≤ expφ(−β)||Ψ||2 + || |H|1/2Ψ||2
< +∞.
This shows that Ψ belongs to the domain of [expφ(H − β)]1/2.
2) Let
H =
∫
λ dEλ
denote the spectral decomposition of the operator H . From (5) follows
expφ(H − β1)− expφ(H − β2) =
∫ [
expφ(λ− β1)− expφ(λ− β2)
]
dEλ
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≤
∫
|β1 − β2| dEλ
= |β1 − β2|.
This implies strong continuity of the map
β → expφ(H − β).
3) Assume γ > β. From the convexity of expφ follows that
expφ(λ− β) ≥ expφ(λ− γ) + (γ − β)φ(expφ(λ− γ)).
This implies
||[expφ(H − β)]1/2Ψ||2
=
∫
expφ(λ− β) d(EλΨ,Ψ)
≥
∫ [
expφ(λ− γ) + (γ − β)φ(expφ(λ− γ))
]
d(EλΨ,Ψ)
= ||[expφ(H − γ)]1/2Ψ||2 + (γ − β)||[φ(expφ(H − γ))]1/2Ψ||2.
Because φ is strictly positive zero cannot be an eigenvalue of φ(expφ(H−γ)).
Hence, |[φ(expφ(H − γ))]1/2Ψ|| 6= 0 and γ > β implies the strict inequality
||[expφ(H − β)]1/2Ψ||2 > ||[expφ(H − γ)]1/2Ψ||2.
4) Introduce the notation Xβ(H) ≡ expφ(H − β). Because logφ is concave
and 〈H〉ω = 0 one has
−β =
∫ +∞
−∞
(λ− β) d(EλΩ,Ω)
= 〈logφ(Xβ(H)〉ω
≤ logφ(||(Xβ(H)]1/2Ω||2.
Hence, if β tends to −∞ then logφ(||(Xβ(H)]1/2Ω|| tends to +∞. This
implies that ||(Xβ(H)]1/2Ω|| tends to +∞.
On the other hand, if β tends to +∞ then ||[Xβ(H)]1/2Ω|| tends to zero.
This follows from the following argument.
Fix ǫ > 0. Because Ω is in the domain of |H|1/2 there exists λǫ >> 0 such
that ∫ +∞
λǫ
λ d(EλΩ,Ω) < ǫ.
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Without restriction take λǫ ≥ 1. Next choose βǫ large enough so that
expφ(λǫ − βǫ) < ǫ.
Then for all β > βǫ is
||[Xβ(H)]1/2Ω||2 =
∫ λǫ
−∞
expφ(λ− β) d(EλΩ,Ω)
+
∫ +∞
λǫ
expφ(λ− β) d(EλΩ,Ω)
≤ ǫ
∫ λǫ
−∞
d(EλΩ,Ω)
+
∫ +∞
λǫ
[
expφ(−β) + λ
]
d(EλΩ,Ω)
≤ ǫ+ 2
∫ +∞
λǫ
λ d(EλΩ,Ω)
≤ 3ǫ.
This finishes the proof that ||[Xβ(H)]1/2Ω|| tends to 0 as β tends to +∞.
Because β → ||[Xβ(H)]1/2Ω|| is strictly decreasing and continuous one
concludes that the map is one-to one.
5) The existence of a unique real number α(H) is an immediate consequence
of item 4). Convexity of the deformed exponential implies
||[expφ(H)]1/2Ω||2 =
∫
expφ(λ) d(EλΩ,Ω)
≥ expφ
(∫
d(EλΩ,Ω) λ
)
= expφ (〈H〉ω)
= expφ(0)
= 1.
Because the map β → ||[expφ(H − β)]1/2Ω|| is strictly decreasing and has a
value ≥ 1 at β = 0 one concludes that it takes the value 1 at α(H) ≥ 0.
6) This follows immediately from
|| [expφ([H + c]− [α(H) + c])]1/2 Ω|| = || [expφ(H − α(H))]1/2 Ω||
= 1.

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In the commutative case the function α(H) is shown to be convex. See
Proposition 1 of [1]. No such result is expected here because unbounded
self-adjoint operators do not form an affine space. In addition, the con-
vexity proof is based on the convexity of the deformed exponential function.
However, a convex increasing function cannot be operator-monotone because
operator-monotone functions are automatically concave. It is therefore not
immediately clear how to prove convexity properties for these functions of
operators.
3.2 Properties of the normalization function
Some properties of the normalization function α(H) are gathered in the fol-
lowing Proposition. Differentiability is considered below in Section 3.5 on
tangent vectors.
Proposition 3.3 Let H be a self-adjoint operator such that Ω belongs to
the domain of |H|1/2 and 〈H〉ω = 0. Let α(H) be the function defined in
Proposition 3.2. One has
1) The function t ∈ R 7→ α(tH) is convex;
2) α(H) ≥ 0;
If in addition Ω is in the domain of H then also the following holds.
3) ||HΩ|| < 1 implies α(H) < ||HΩ||2; In particular, the derivative of the
function t ∈ R 7→ α(tH) exists and vanishes at t = 0.
4) For any β is
|| [expφ(H − β)]1/2Ω||2 ≤ 1−
1
2
β +
1
12
(||HΩ||2 + β2) ;
5) α(H) ≥ 6−√36− ||HΩ||2 ≥ 1
12
||HΩ||2;
6) If ||HΩ|| ≤ 3 then α(H) ≤ ||HΩ||.
Proof
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1) Let
H =
∫
λ dEλ
be the spectral decomposition of H . Let
β = µα(t1H) + (1− µ)α(t2H).
One has
||[expφ([µt1 + (1− µ)t2]H − β)]1/2Ω||2
=
∫
d(EλΩ,Ω) expφ((µt1 + (1− µ)t2)λ− β)
≤ µ
∫
d(EλΩ,Ω) expφ(t1λ− α(t1H))
+(1− µ)
∫
d(EλΩ,Ω) expφ(t2λ− α(t2H))
= µ||[expφ(t1H − α(t1H))]1/2Ω||2 + (1− µ)||[expφ(t2H − α(t2H))]1/2Ω||2
= 1.
This implies that β ≥ α((µt1+ (1−µ)t2)H). One concludes that µα(t1H)+
(1− µ)α(t2H) ≥ α((µt1 + (1− µ)t2)H), i.e. t 7→ α(tH) is convex.
2) With the help of the inequality (7) it follows that
||[expφ(H)]1/2Ω||2 =
∫
d(EλΩ,Ω) expφ(λ)
≥
∫
d(EλΩ,Ω)
(
1 +
1
2
λ
)
= 1 +
1
2
〈H〉ω
= 1.
This implies 0 ≤ α(H).
3) Because α(tH) ≥ 0 for all t, α(0) = 0 and t 7→ α(tH) is convex one
concludes that α(tH) is continuous with a minimum at t = 0. Now calculate,
using (3) and 〈H〉ω = 0,
||[expφ(tH − γt2)]1/2Ω||2
=
∫
d(EλΩ,Ω) expφ(tλ− γt2)
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= −1
2
γt2 +
∫
d(EλΩ,Ω)
[
expφ(tλ− γt2)−
1
2
(tλ− γt2)
]
= 1− 1
2
γt2
+
∫
d(EλΩ,Ω)
[
1
2
(tλ− γt2)− log expφ(tλ− γt2)
]
.
Split the integral in two using the constant µ = γt− 1/t. This gives
||[expφ(tH − γt2)]1/2Ω||2
= 1− 1
2
γt2
+
∫ µ
−∞
d(EλΩ,Ω)
[
1
2
(tλ− γt2)− log expφ(tλ− γt2)
]
+
∫ +∞
µ
d(EλΩ,Ω)
[
1
2
(tλ− γt2)− log expφ(tλ− γt2)
]
.
In the last term use (7) and log(1 + u) ≥ u− u2 when u > −1/2 to obtain
||[expφ(tH − γt2)]1/2Ω||2
≤ 1− 1
2
γt2
+
∫ µ
−∞
d(EλΩ,Ω)
[
1
2
(tλ− γt2)− log expφ(tλ− γt2)
]
+
∫ +∞
µ
d(EλΩ,Ω)
[
1
2
(tλ− γt2)− log(1 + 1
2
(tλ− γt2))
]
≤ 1− 1
2
γt2
+
∫ µ
−∞
d(EλΩ,Ω)
[
1
2
(tλ− γt2)− log expφ(tλ− γt2)
]
+
∫ +∞
µ
d(EλΩ,Ω)
[
1
4
(tλ− γt2)2
]
= 1− 1
2
γt2 +
1
4
t2||(H − γt)Ω||2
+
∫ µ
−∞
d(EλΩ,Ω)
[
1
2
(tλ− γt2)− log expφ(tλ− γt2)−
1
4
(tλ− γt2)2
]
.
Note that log expφ(u) ≥ u holds for all u ≤ 0. Hence,
||[expφ(tH − γt2)]1/2Ω||2
≤ 1− 1
2
γt2 +
1
4
t2||(H − γt)Ω||2 +
∫ µ
−∞
d(EλΩ,Ω) f(λ),
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with the function f(λ) defined by
f(λ) = −1
2
(tλ− γt2)− 1
4
(tλ− γt2)2.
This function is increasing on the interval (−∞, µ]. Using f(λ) ≤ f(µ) = −1
one obtains
||[expφ(tH − γt2)]1/2Ω||2
≤ 1− 1
2
γt2 +
1
4
t2||(H − γt)Ω||2 +
∫ µ
−∞
d(EλΩ,Ω) f(µ)
= 1− 1
2
γt2 +
1
4
t2||(H − γt)Ω||2 − (EµΩ,Ω).
Take now γ = ||HΩ||2. Then one obtains
||[expφ(tH − γt2)]1/2Ω||2 ≤ 1−
1
4
γt2(1− γt2).
This shows that ||[expφ(tH − γt2)]1/2Ω|| < 1 for |t| < 1/√γ. The latter
implies that α(tH) < γt2 for |t| < 1/√γ. If now ||HΩ|| < 1 holds then one
can take t = 1 to obtain α(H) < ||HΩ||2.
4) Apply the inequality of Proposition 2.1 to obtain
|| [expφ(H − β)]1/2Ω||2 =
∫ +∞
−∞
expφ(λ− β) d(EλΩ,Ω)
≤
∫ +∞
−∞
[
1 +
1
2
(λ− β) + 1
12
(λ− β)2
]
d(EλΩ,Ω)
= 1 +
1
2
(〈H〉ω − β) + 1
12
(||HΩ||2 − 2β〈H〉ω + β2)
= 1− 1
2
β +
1
12
(||HΩ||2 + β2) .
5) One has β ≤ α(H) if and only if || [expφ(H−β)]1/2Ω||2 ≥ 1. The inequal-
ity proved above shows that a sufficient condition is that β2−6β+||HΩ||2 ≥ 0.
The zeroes of this quadratic equation are β = 6 ±√36− ||HΩ||2. Hence,
β ≤ 6−√36− ||HΩ||2 suffices to obtain β ≤ α(H).
6) Calculate, using Proposition 2.1,
||[expφ(H − 3)]1/2Ω||2 =
∫ +∞
−∞
expφ(λ− 3) d(EλΩ,Ω)
15
≤
∫ +∞
−∞
[
1 +
1
2
(λ− 3) + 1
12
(λ− 3)2
]
d(EλΩ,Ω)
=
1
4
+
1
12
||HΩ||2
≤ 1.
This implies that α(H) ≤ 3. Because α(0) = 0 and the function α is convex
one concludes that α(H) ≤ ||HΩ|| as long as ||HΩ|| ≤ 3.

3.3 States
Definition 3.4 Given a positive operator X, which satisfies ||X1/2Ω|| = 1,
let ωX denote the vector state of A defined by
ωX(A) = (AX
1/2Ω, X1/2Ω) for all A ∈ A. (11)
Note that ωX = ωY does not necessarily imply that X = Y .
Proposition 3.5 Let be given a self-adjoint operator H which is affiliated
with the commutant A′. Assume Ω is in the domain of |H|1/2 and 〈H〉ω = 0.
Let X = expφ(H−α(H)), with α(H) the function defined by Proposition 3.2.
The following holds:
1) The domain of |H|1/2 is a subspace of the domain of X1/2;
2) Any ψ in dom |H|1/2 satisfies
||X1/2ψ||2 ≤ ||ψ||2 + || |H|1/2ψ||2;
3) X1/2Ω is separating for A;
4) If AΩ is a core of |H|1/2 then AΩ is a core of X1/2 as well;
5) If AΩ is a core of X1/2 then X1/2Ω is cyclic for A.
Proof
1) This follow immediately from Proposition 3.2.
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2) Let
H =
∫ +∞
−∞
λ dEλ
denote the spectral decomposition of H . Take ψ in the domain of |H|1/2.
From the spectral theorem it follows that ψ belongs to the domain of X1/2
if and only if
||X1/2ψ||2 =
∫ +∞
−∞
expφ(λ− α(H)) d(Eλψ, ψ)
remains finite. From α(H) ≥ 0 and the inequality expφ(u) ≤ 1 + max{0, u}
one obtains
||X1/2ψ||2 ≤
∫ +∞
−∞
[1 + max{0, λ− α(H)})] d(Eλψ, ψ)
=
∫ α(H)
−∞
d(Eλψ, ψ)
+
∫ +∞
α(H)
[1 + λ− α(H))] d(Eλψ, ψ)
≤ ||ψ||2 +
∫ +∞
α(H)
λ d(Eλψ, ψ)
≤ ||ψ||2 + || |H|1/2ψ||2
< +∞.
This proves 2).
3) Take A ∈ A and assume AX1/2Ω = 0. Because A and X1/2 commute
this implies X1/2AΩ = 0. The operator X1/2 is strictly positive and therefore
invertible. Hence, it follows that AΩ = 0. However, Ω is separating for A.
Therefore, one concludes that A = 0. This shows that X1/2Ω is separating
for A.
4) Take ψ in the domain of X1/2. Let ψn = (En − E−n)ψ. These vectors
belong to the domain of |H|1/2 because |H|1/2ψn = [|H|1/2(En−E−n)]ψn and
|H|1/2(En−E−n) is a bounded operator. Because AΩ is a core of |H|1/2 there
exist An,m in A such that
ψn = lim
m
An,mΩ and |H|1/2ψn = lim
m
|H|1/2An,mΩ.
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Use α(H) ≥ 0 and the inequality expφ(u) ≤ 1 + max{0, u} to obtain
||X1/2[An,m −AN,p]Ω||2
≤ ||[An,m − AN,p]Ω||2
+
∫ +∞
α(H)
[λ− α(H)] d(Eλ[An,m − AN,p]Ω, [An,m − AN,p]Ω)
≤ ||[An,m − AN,p]Ω||2 + || |H|1/2[An,m −AN,p]Ω||2.
This shows that the vectors X1/2An,mΩ form a Cauchy sequence. Because
X1/2 is a closed operator it necessarily converges to X1/2ψn. It is then easy
to show that
lim
n
lim
m
X1/2An,mΩ = lim
n
X1/2ψn = X
1/2ψ.
One concludes that AΩ is a core of X1/2.
5) Assume ψ is orthogonal to AX1/2Ω. Take φ in the domain of X1/2.
By assumption is AΩ a core of X1/2. Hence there exist An in A such that
AnΩ converge to φ and X
1/2AnΩ converge to X
1/2φ. From (X1/2AnΩ, ψ) =
(AnX
1/2Ω, ψ) = 0 then follows that (X1/2φ, ψ) = 0. Because X is invertible
the range of X is dense in H. Therefore one concludes that ψ = 0.

Proposition 3.6 Let X and Y satisfy the conditions of Proposition 3.5.
Assume AΩ is a core of X1/2 and of Y 1/2. Then ωX = ωY implies that
X = Y .
Proof
From ωX = ωY follows that there exists an isometry U in A′ such that
Y 1/2Ω = UX1/2Ω. Because X and Y are affiliated with the commutant A′
this implies that Y 1/2 = UX1/2 holds on the space AΩ. The latter is by
assumption a core of X1/2. One concludes that Y 1/2 = UX1/2 on the domain
of X1/2. Because of the uniqueness of the polar decomposition this implies
that U = 1 and Y = X .

3.4 Escort states
Proposition 3.7 Let X be a strictly positive operator satisfying ||X1/2Ω|| =
1. One has
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1) 0 < φ(X) < 1; in particular, φ(X) is a bounded strictly positive operator
with norm ||φ(X)|| ≤ 1.
2) 0 < (φ(X)Ω,Ω) ≤ 1/2;
3) φ(X) belongs to the commutant A′.
Proof
1) This follows because X > 0 and 0 < φ(u) < 1 for all u > 0.
2) Use the spectral decomposition of X
X =
∫ +∞
0
λ dEλ,
together with the concavity of the function φ and the normalization
||X1/2Ω||2 = 1 to write
(φ(X)Ω,Ω) =
∫ +∞
0
φ(λ) d(EλΩ,Ω)
≤ φ
(∫ +∞
0
λ d(EλΩ,Ω)
)
= φ
(||X1/2Ω||2)
= φ(1)
=
1
2
.
Finally (φ(X)Ω,Ω) = 0 implies ||X1/2Ω|| = 0, which contradicts ||X1/2Ω|| =
1. One concludes that 0 < (φ(X)Ω,Ω) ≤ 1/2.
3) That φ(X) belongs to A′ follows because it is a bounded function of a
self-adjoint operator affiliated with A′.

Definition 3.8 Given a self-adjoint positive operator X affiliated with the
commutant A′ and satisfying ||X1/2Ω|| = 1 introduce the state ω˜X of A
defined by
ω˜X(A) =
(AΩ, φ(X)Ω)
(Ω, φ(X)Ω)
, A ∈ A.
The state ω˜X is an escort of ωX .
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3.5 Tangent vectors
Escort states appear in a natural manner when studying vectors tangent to
geodesics.
Proposition 3.9 Let H be a self-adjoint operator such that Ω belongs to the
domain of |H|1/2 and 〈H〉ω = 0. Let α(H) be the function defined in Propo-
sition 3.2. The function t ∈ R 7→ α(tH) is differentiable. The derivative
satisfies
d
dt
α(tH) =
(J |H|1/2Ω, φ(Xt)|H|1/2Ω)
(Ω, φ(Xt)Ω)
,
with Xt given by Xt = expφ(tH − α(tH)).
Proof
From the identity (3) it follows that
1 = ||X1/2t Ω||2
=
∫
expφ(tλ− α(tH)) d(EλΩ,Ω)
=
∫ [
1 + tλ− α(tH)− log expφ(tλ− α(tH))
]
d(EλΩ,Ω)
= 1− α(tH)−
∫
log expφ(tλ− α(tH)) d(EλΩ,Ω).
This can be written as
α(tH) = −
∫
f(tλ− α(tH)) d(EλΩ,Ω).
with f(u) = log expφ(u). The function f(u) is concave. This implies
f(u)− f(v) ≤ (u− v)f ′(v), u, v ∈ R.
Hence one obtains
α(t′H)− α(tH)
= −
∫
[f(t′λ− α(t′H))− f(tλ− α(tH))] d(EλΩ,Ω)
≥ −
∫
[(t′ − t)λ− α(t′H) + α(tH)]f ′(tλ− α(tH)) d(EλΩ,Ω).
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Use f ′(u) = 1/(1 + expφ(u)) to show that for any real t, t
′ one has the
inequality
α(t′H)− α(tH) ≥ (t′ − t)f(t)
with
f(t) =
∫
λφ(expφ(tλ− α(tH))) d(EλΩ,Ω)∫
φ(expφ(tλ− α(tH))) d(EλΩ,Ω)
.
Swap t and t′ to obtain
(t′ − t)f(t′) ≥ α(t′H)− α(tH) ≥ (t′ − t)f(t).
Because the function f(t) is continuous one concludes that it is the derivative
of t 7→ α(tH).

Let ωt ≡ ωXt with Xt defined as in the above Proposition. A short
calculation shows that
d
dt
ωt = ft
with for any A ∈ A
ft(A) = (JA|H|1/2Ω, φ(Xt)|H|1/2Ω)− (AΩ, φ(Xt)Ω) d
dt
α(tH).
The linear functional ft belongs to the dual space A∗ and is a vector tangent
to the curve t 7→ ωt.
4 Discussion
Part of the work of Montrucchio and Pistone [1] is transferred to a non-
commutative setting in a rather straightforward manner. The probability
distributions are replaced by vector states on a von Neumann algebra. Prob-
ability densities are replaced by positive operators affiliated with the com-
mutant of the von Neumann algebra. The properties of the normalization
function are studied in Section 3.2.
The main obstacle in generalizing all of [1] to a non-commutative context
is that certain monotone functions and convex functions, appearing in the
proofs of [1], are not operator-monotone, respectively operator-convex. See
the Appendix below. In addition, technical difficulties arise because the sum
of two self-adjoint operators is in general not self-adjoint due to problems
with the domain of definition. These difficulties prevent a straightforward
introduction of a geometric structure on the manifold of faithful vector states.
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Appendix
The following negative results give an indication of the kind of problems that
one encounters with functions of operators. In this Appendix the function φ
is defined by
φ(u) =
u
λ+ u
,
where λ is a fixed positive constant. The deformed logarithm equals
logφ(u) = u− 1 + λ log u.
Proposition The function f(u) = u− expφ(u) is not operator-monotone.
Proof
Introduce the shorthands x = expφ(u) and y = expφ(v). One has
f ′(u) = 1− φ(expφ(u))
= 1− x
λ+ x
=
λ
λ+ x
.
A necessary condition (Theorem 11.17 of [7]) for f(u) to be operator-monot-
one is that the following determinant is positive
D =
∣∣∣∣ f
′(u) 1− x−y
u−v
1− x−y
u−v
f ′(v)
∣∣∣∣
=
λ
λ+ x
λ
λ+ y
−
[
1− x− y
u− v
]2
.
Consider the case u > v. This implies x > y. Introduce ǫ > 0 defined by
x = (1 + ǫ)y. Then
u = logφ(x)
= x− 1 + λ log x
= y − 1 + λ log y + ǫy + λ log(1 + ǫ)
= v + ǫy + λ log(1 + ǫ).
One obtains
D =
λ
λ+ y + ǫy
λ
λ+ y
−
[
λ log(1 + ǫ)
ǫy + λ log(1 + ǫ)
]2
.
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The condition that D > 0 becomes
(λ+ y)(λ+ y + ǫy)
[
log(1 + ǫ)
ǫy + λ log(1 + ǫ)
)
]2
< 1 for all y > 0, ǫ > 0.
Let δ > 1 be given by
δ =
ǫ
log(1 + ǫ)
.
Then this condition becomes
(λ+ y)(λ+ y + ǫy) < [λ+ δy]2,
or, equivalently,
[δ2 − (1 + ǫ)]y > λ [ǫ− 2(δ − 1)] . (12)
This equation puts a condition on the choice of y. Take for instance ǫ = δ =
e− 1. Then the condition reads
y > λ
3− e
e2 − 3e+ 1 .
The r.h.s. of this condition is positive. Hence there exist choices of y > 0
which do not satisfy the condition.

Corollary There exist hermitian matrices A and B which violate the op-
erator version of (6), i.e. for which A > B holds but
expφ(A)− expφ(B) ≤ A− B
does not hold.
Corollary The function g(u) = log expφ(u) is increasing and concave, but
not operator-monotone.
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