Abstract. We show that the coexistence of a quasi-two-dimensional Fermi-surface exhibiting Landau quantisation and a charge-density wave leads to a screening of electromagnetic fields at the sample surface. Hall potential experiments demonstrate that this screening is responsible for some of the unusual phenomena observed in the high-field CDW x state of α-(BEDT-TTF) 2 KHg(SCN) 4 .
The high-magnetic-field properties of α-(BEDT-TTF) 2 KHg(SCN) 4 have generated considerable interest (see Ref. [1] and refs. therein). Below a temperature of 8 K, the material is in the CDW 0 chargedensity-wave (CDW) phase [2] , caused by the nesting of the quasi-one-dimensional (1D) Fermi-surface sections; at a field of around 23 T, the "kink" transition into the CDW x phase occurs [1, 3] . The CDW x phase exhibits several phenomena normally associated with superconductors [1, 3] , including criticalstate-type hysteresis of the magnetisation. In this paper we show that the coexistence of a gapped CDW state and sharp Landau quantisation lead to effects that screen the sample from spatially-varying electromagnetic fields. Experiments show that this leads to an unusual distribution of the Hall potential in α-(BEDT-TTF) 2 KHg(SCN) 4 .
We treat a simplified version of the α-(BEDT-TTF) 2 KHg(SCN) 4 bandstructure [4] , comprising a 1D electron band and a two-dimensional (2D) hole band with dispersions ε 1D = v F |k x − k F | and ε 2D = ε F − 2 (|k x − k X | 2 + |k y − k Y | 2 )/2m respectively; here m is the effective mass, v F is the Fermi velocity of the 1D band, and k X and k Y define the centre of the 2D hole pocket. Each band intersects the Fermi energy (ε F ). The simplest scenario is that where only the 1D Fermi-surface section is subject to CDW formation, giving a gap 2∆ 0 in its density of electronic states, while the 2D hole section remains ungapped. Under equilibrium conditions, the average volume charge densities¯ 1D and¯ 2D associated with the 1D and 2D Fermi-surface sections respectively would be subject to the conservation equation¯ 1D +¯ 2D + bg = 0, where bg is the density of charge due to the ionic cores. However, below we consider slight local deviations ∆ 1D and ∆ 2D in the charge density from the equilibrium values (i.e. the total local charge densities become 1D = ∆ 1D +¯ 1D and 2D = ∆ 2D +¯ 2D ); as the CDW is present, the conservation equation need no longer hold locally. However, the charge densities must obey Poisson's equation
where V is the electrostatic potential and is the permittivity. We are at liberty to set the origin of potential; we choose V = 0 in the absence of spatial charge variations. Equation 1 implies that the presence of a local charge-density variations will lead to an in-plane, spatially-varying electric field E = −∇V. We now introduce the magnetic field B 0 applied along z (i.e ⊥ to the 2D (x, y) planes). This has two effects; first, the crossed E and B fields force the 2D hole wavefunction centres to drift at a velocity 
to the magnetic field parallel to z, which then becomes B = B 0 + ∆B. A second effect of B is to produce Landau quantisation of the 2D holes; this is treated using the Landau gauge A = (0, Bx, 0). After manipulation [5] , the Schrödinger equation for the in-plane wavefunctions ψ and eigenenergies E may be written as
Here, the effect of the crystalline potential is taken into account by the effective mass m; the cyclotron frequency is ω c = qB/m, with q the charge; x 0 represents the wavefunction guiding-centre coordinate.
The in-plane electric field also modifies the Landau-level energies [6] . To quantify this, we consider the case V(r) = V(x), i.e. the potential varies only in the x direction (variation in an arbitrary direction in the x, y plane is reintroduced below). If V(x) varies slowly over lengthscales ∼ x 0 , it can be expanded about x 0 in a Taylor's series
where the primes indicate differentiation with respect to x. After a little algebra, the Schrödinger equation becomes
where x 1 is a constant (absorbing terms in x 0 , V(x 0 ) and V (x 0 )). The chief effect of V(x) comes from V"(x 0 ); this gives a modified Landau-level spectrum, (n + 1 2 ) ω, with n an integer and
where ω c0 = qB 0 /m and only terms to leading order in ∆B and V" are retained in the right-hand bracket. Reintroducing a potential variation in an arbitrary intraplane direction merely changes V" in Eqn. 4 to 
The change in Landau-level degeneracy results in a change to the local 2D hole density,
where ν = F/B is the Landau-level filling factor; F is the de Haas-van Alphen frequency. Eqn. 6 is the key to understanding the screening effects that are the point of this paper. The first term of the righthand side results from the change in degeneracy of all of the occupied Landau levels; positive ∇ 2 V(r) gives greater Landau-level degeneracy (Eqn. 5), producing an increase in the number of holes. The second term results from the energy shift of the νth Landau level closest to the chemical potential µ; in the high-field limit of well-resolved levels, the contribution from the tails of the Landau levels remote from µ can be ignored. As an increase in ∇ 2 V(r) causes ω to increase (Eqn. 4), this results in a slight depopulation of the Landau levels closest to µ, acting to reduce 2D . The factor β therefore depends critically on the position of µ amongst the Landau levels; i.e. it oscillates as a function of B. If µ is in the middle of the highest occupied Landau level (at half-integer ν), the density of states is large, so that the shift of the Landau level has a relatively large effect on 2D ; in this situation, β half ≈ 2ω c τ/π 1.
However, if µ is directly between two Landau levels (at integer ν) then the density of states is small and β int ≈ 4/πω c τ 1. The final term accounts for possible spatial variations ∆µ in the chemical potential introduced by the CDW (see below); here,ḡ 2D ≡¯ 2D m/ Fq 2 is the mean value of the 2D density of states. Such shifts in µ also affect the 1D carrier density;
where g 1D is the 1D density of states. We can now reformulate Eqn. 6 by substituting from Eqns. 1, 2, 5 and 7 to yield 1 2ω c0
We have retained terms up to first order in small quantities, omitted ∇ 2 V from Eqn. 1 because it is ∼ 10 4 times smaller than the other term in ∇ 2 V and substituted q = +e for the hole charge; 1 here, η = g 1D /g 2D . As long as the 1D band remains metallic, ∆µ is unconstrained. Scattering facilitates the transfer of current between positive and negative variations in the charge density, causing them to dissipate rapidly. The stable result is when ∇ 2 V = 0, causing Eqn. 8 to become a simple proportionality between ∆µ and ∆B; i.e. a variation in the chemical potential due to a change in magnetic field.
By forming a CDW on the 1D bands, the system can benefit in two ways. First, by the opening of a CDW gap 2∆ 0 , the system has the potential to become partly gapped at µ. Second, by forming a quantum-coherent state, the 1D band resists the spontaneous exchange of charge between the two bands. As with a superconductor, the quantum state of a CDW is locally defined by a phase φ, which defines the phase of the charge modulation that oscillates in one direction (x) on a lengthscale 2π/|Q| much shorter than the cyclotron length. The shift in the chemical potential in Eqn. 8 corresponds to a gradient in phase;
The proportionality between ∇φ and ∆µ leads to two qualitatively different solutions to Eqn. 8.
(1) In the bulk of the sample, there is dissipative transport (∇ 2 V → 0 in Eqn. 8) and the CDW is able to accommodate local variations in phase, leading to an internal screening of ∆B (Eqn. 8). This is a non-equilibrium situation; local variations in φ give rise to an elastic force (and energy cost). The small pinning force in α-(BEDT-TTF) 2 KHg(SCN) 4 means that the build-up of variations in φ is limited, leading to a saturating contribution to the magnetisation M. Ref. [3] shows that this leads to hysteresis loops in M reminiscent of those in the Bean model of type II superconductors; these have been observed in data [1, 3] . (2) Close to the surface of the sample, the requirement that the force on the CDW (∝ ∇φ) be non-singular leads to ∇φ (∝ ∆µ) → 0; hence Eqn. 8 assumes the form
Eqn. 10 defines a penetration depth λ analogous to the London penetration depth in superconductivity; it implies that deviations V from the equilibrium value of the electrostatic potential are screened from the bulk of the sample. Owing to the proportionality between V and ∆B in Eqn. 2, spatial variations in B will also be screened. This has some similarities to the Meissner effect, in that time-independent fields are screened; moreover, both phenomena are exclusively quantum-mechanical in origin.
To obtain evidence for the screening of potential variations, we use the variant of the Corbino geometry described in Ref. [7] in which pairs of small graphite-paint contacts are placed on the outer edge and upper surface of a α-(BEDT-TTF) 2 KHg(SCN) 4 sample. Currents are induced in the sample by applying either a small oscillatory field of amplitude µ 0H and frequency f or by sweeping the quasistatic field (provided by a 33 T Bitter coil) at a rate µ 0 (∂H/∂t). The Hall voltage between the edge of a sample of area A and its geometrical centre is [7] V H = A 4π
where ρ || ≈ 1 2 (ρ xx + ρ yy ) and standard symbols for the components of the resistivity tensor are used. In the oscillatory-field experiments, phase-sensitive detection allows V H to be separated into conventional (V H ) and reactive (V H ) (i.e. in quadrature) components; the phase is checked using a multiturn pick-up coil. Fig. 1 shows the voltages V H (a) and V H (c) for µ 0H = 2.6 mT and f = 409 Hz; the temperature of the α-(BEDT-TTF) 2 KHg(SCN) 4 sample (A ≈ 1.1 mm 2 ) was 0.50 K. Note that there is a small field-independent inductive pick-up contribution V pu to V H (V pu ≈ −4.7 µV) due to the open-loop area ( < ∼ 1 mm 2 ) between the contacts. Since the components of the resistivity and conductivity tensors obey ρ xy /ρ || ≡ σ xy /σ || , the asymptotic variation of V H as H → 0 is probably due to the divergence of σ xy = 2D /µ 0 H.
As H increases, ρ xy /ρ || becomes smaller, leaving V pu as the dominant contribution to V H . However, after the "kink" transition at µ 0 H ≈ 23 T, V H undergoes a resurgence and the quadrature component V H becomes significant for the first time. The maxima in V H ≈ 25 µV at integer ν = F/µ 0 H correspond to ρ xy /ρ || ≈ 42; the fact that ρ xy ρ || allows us to use ρ xy ≈ 1/σ xy = µ 0 H/ 2D with 2D /e = 1.6 × 10 26 m −3 [4] to extract a minimum sample resistivity of ρ || ≈ 2.4 × 10 −8 Ωm at the maxima close to µ 0 H = 30 T. Fig. 1(b) shows V H produced by sweeping the field at a rate µ 0 (∂H/∂t) = 0.5 Ts −1 (no oscillatory field). These data exhibit even larger values of ρ xy /ρ || ≈ 180 at the maxima close to 30 T, yielding a minimum ρ || ≈ 6 × 10 −9 Ωm, ∼ 10 times lower than that of Cu at room temperature. The exceptionally low apparent ρ || values (for an organic conductor) indicated by V H and the sweptfield V H data are rather remarkable. However, the fact that these are due to a non-uniform distribution of the Hall potential only becomes evident in the V H data (Fig. 1(c)) ; to have a quadrature component that is ∼ 30% of the in-phase component, the sample's skin-depth δ must be shorter than its effective radius r 0 = √ A/π ≈ 0.59 mm. Substituting ρ || ≈ 6 × 10 −9 Ωm into δ = ρ || /πµ 0 f yields δ ≈ 2 mm, significantly larger than the sample. The presence of the V H signal thus suggests that the sample is much more effective at screening than a conventional bulk metal with average resistivity ρ || . The final proof for edge screening comes from considering the dependence of V H on distance d of the sample top contact from the sample edge. Simple theory for a uniform metal leads one to expect that V H (d) = V H,max d(2r 0 − d)/r 2 0 ( Fig. 1(d) , left-hand curve); by contrast, the data ( Fig. 1(d), points) show that V H and V H are almost independent of d, again suggesting that most of the potential variations occur within a small distance ∼ λ ≈ 400 µm (Eqn. 10) of the sample edge.
