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It is well-known that any covering space of a Riemannian manifold has the natural
structure of a Riemannian manifold. This article contains a noncommutative generaliza-
tion of this fact. Since any Riemannian manifold with a Spin-structure defines a spectral
triple, the spectral triple can be regarded as a noncommutative Spin-manifold. Similarly
there is an algebraic construction which is a noncommutative generalization of topological
covering. This article contains a construction of spectral triple on the "noncommutative
covering space".
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1 Motivation. Preliminaries
1.1 Prototype. Coverings of Riemannian manifolds
This article proves a noncommutative generalization of the following proposition.
Proposition 1.1. (Proposition 5.9 [16])
1. Given a connected manifold M there is a unique (unique up to isomorphism) universal
covering manifold, which will be denoted by M˜.
2. The universal covering manifold M˜ is a principal fibre bundle over M with group pi1(M)
and projection p : M˜ → M, where pi1(M) is the first homotopy group of M.
3. The isomorphism classes of covering spaces over M are in 1:1 correspondence with the con-
jugate classes of subgroups of pi1(M). The correspondence is given as follows. To each
subgroup H of pi1(M), we associate E = M˜/H. Then the covering manifold E correspond-
ing to H is a fibre bundle over M with fibre pi1(M)/H associated with the principal bundle
M˜(M,pi1(M)). If H is a normal subgroup of pi1(M), E = M˜/H is a principal fibre bundle
with group pi1(M)/H and is called a regular covering manifold of M.
1.2. If M˜ is a covering space of Riemannian manifold M then it is possible to give M˜ a
Riemannian structure such that pi : M˜ → M is a local isometry (this metric is called the
covering metric). cf. [9] for details.
Gelfand-Nai˘mark theorem [2] states the correspondence between locally compact Haus-
dorff topological spaces and commutative C∗-algebras.
Theorem 1.3. [2] (Gelfand-Nai˘mark). Let A be a commutative C∗-algebra and let X be the
spectrum of A. There is the natural ∗-isomorphism γ : A→ C0(X ).
So any (noncommutative) C∗-algebra may be regarded as a generalized (noncommuta-
tive) locally compact Hausdorff topological space. Articles [13, 20] contain noncommuta-
tive analogs of coverings. The spectral triple [12,24] can be regarded as a noncommutative
generalization of Riemannian manifold. Having analogs of both coverings and Rieman-
nian manifolds one can proof a noncommutative generalization of the Proposition 1.1.
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Following table contains a list of special symbols.
Symbol Meaning
AG Algebra of G-invariants, i.e. AG = {a ∈ A | ga = a, ∀g ∈ G}
Aut(A) Group * - automorphisms of C∗ algebra A
B(H) Algebra of bounded operators on a Hilbert space H
C (resp. R) Field of complex (resp. real) numbers
C(X ) C∗ - algebra of continuous complex valued
functions on a space X
C0(X ) C∗ - algebra of continuous complex valued functions on a topological
space X equal to 0 at infinity
Cc(X ) Algebra of continuous complex valued functions on a
topological space X with compact support
G(X˜ | X ) Group of covering transformations of covering projection X˜ → X [23]
H Hilbert space
K = K(H) C∗ - algebra of compact operators
K(A) Pedersen ideal of C∗-algebra A
lim−→ Direct limit
lim←− Inverse limit
M(A) A multiplier algebra of C∗-algebra A
Mn(A) The n× n matrix algebra over C∗− algebra A
N A set of positive integer numbers
N0 A set of nonnegative integer numbers
supp a The support of the element a ∈ C0 (X )
Z Ring of integers
Zn Ring of integers modulo n
k ∈ Zn An element in Zn represented by k ∈ Z
X\A Difference of sets X\A = {x ∈ X | x /∈ A}
|X| Cardinal number of the finite set
f |A′ Restriction of a map f : A→ B to A′ ⊂ A, i.e. f |A′ : A′ → B
4
1.2 Topology
1.2.1 Locally compact spaces
Definition 1.4. [18] If φ : X → C is continuous then the support of φ is defined to
be the closure of the set φ−1 (C\{0}) Thus if x lies outside the support, there is some
neighborhood of x on which φ vanishes. Denote by suppφ the support of φ.
There are two equivalent definitions of C0 (X ) and both of them are used in this article.
Definition 1.5. An algebra C0 (X ) is the norm closure of the algebra Cc (X ) of compactly
supported continuous functions.
Definition 1.6. A C∗-algebra C0 (X ) is given by the following equation
C0 (X ) = {ϕ ∈ Cb (X ) | ∀ε > 0 ∃K ⊂ X (K is compact) & ∀x ∈ X\K |ϕ (x)| < ε} ,
i.e. ∥∥∥ϕ|X \K∥∥∥ < ε.
Definition 1.7. [18] Let {Uα ∈ X}α∈J be an indexed open covering of X . An indexed
family of functions
φα : X → [0, 1]
is said to be a partition of unity , dominated by {Uα}α∈J, if:
1. φα (X\Uα) = {0}
2. The family {supp (φα) = cl ({x ∈ X | φα > 0})} is locally finite.
3. ∑α∈J φα (x) = 1 for any x ∈ X .
Theorem 1.8. [18] Let X be a paracompact Hausdorff space; let {Uα ∈ X}α∈J be an indexed
open covering of X . Then there exists a partition of unity, dominated by {Uα}.
1.2.2 Coverings
Definition 1.9. [23] Let pi : X˜ → X be a continuous map. An open subset U ⊂ X is
said to be evenly covered by pi if pi−1(U ) is the disjoint union of open subsets of X˜ each
of which is mapped homeomorphically onto U by pi. A continuous map pi : X˜ → X is
called a covering projection if each point x ∈ X has an open neighborhood evenly covered
by pi. X˜ is called the covering space and X the base space of the covering.
Definition 1.10. [23] A fibration p : X˜ → X with unique path lifting is said to be regular
if, given any closed path ω in X , either every lifting of ω is closed or none is closed.
Definition 1.11. [23] A topological space X is said to be locally path-connected if the path
components of open sets are open.
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Denote by pi1 the functor of fundamental group [23].
Theorem 1.12. [23] Let p : X˜ → X be a fibration with unique path lifting and assume that a
nonempty X˜ is a locally path-connected space. Then p is regular if and only if for some x˜0 ∈ X˜ ,
pi1 (p)pi1
(
X˜ , x˜0
)
is a normal subgroup of pi1 (X , p (x˜0)).
Definition 1.13. [23] Let p : X˜ → X be a covering. A self-equivalence is a homeomor-
phism f : X˜ → X˜ such that p ◦ f = p. This group of such homeomorphisms is said to be
the group of covering transformations of p or the covering group. Denote by G
(
X˜ | X
)
this
group.
Proposition 1.14. [23] If p : X˜ → X is a regular covering and X˜ is connected and locally path
connected, then X is homeomorphic to space of orbits of G
(
X˜ | X
)
, i.e. X ≈ X˜/G
(
X˜ | X
)
.
So p is a principal bundle.
Corollary 1.15. [23] Let p : X˜ → X be a fibration with a unique path lifting. If X˜ is connected
and locally path-connected and x˜0 ∈ X˜ then p is regular if and only if G
(
X˜ | X
)
transitively
acts on each fiber of p, in which case
ψ : G
(
X˜ | X
)
≈ pi1 (X , p (x˜0)) /pi1 (p)pi1
(
X˜ , x˜0
)
.
Remark 1.16. Above results are copied from [23]. Below the covering projection word is
replaced with covering.
1.2.3 Vector bundles
We refer to [15] for a notion of (locally trivial) vector bundle with base X and an inverse
image of a vector bundle. For any topological space X there is a category Vect(X ) of vector
bundles with base X . Denote by Γ (X , E) the Cb (X )-module of continuous sections of E.
Γ (X , E) can be regarded as both left and right Cb (X )-module.
1.17. If f : X → Y is a continuous map then there is an inverse image functor f ∗ : Vect(Y)→
Vect(X ) (cf. [15]).
Definition 1.18. For any ξ ∈ Γ(X , E) the closure of the set
X\ ⋃
a∈C0(X )
aξ=0
supp a ⊂ X
is said to be the support of ξ. The support is denoted by supp ξ. For any subset U ⊂ X
denote by
Γ (U , E|U ) = {ξ ∈ Γ (X , E) | supp ξ ⊂ U}
Remark 1.19. For any a ∈ C0 (X ) and ξ ∈ Γ(X , E) following condition holds
supp aξ ⊂ supp a. (1.1)
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1.20. Let S be a vector bundle over X . Let pi : X˜ → X be a covering, and let S˜ = pi∗S
be the inverse image. If U˜ ⊂ X˜ is an open set which is mapped homeomorphically onto
pi
(
U˜
)
= U , then there are natural C-isomorphisms
descpi : C0
(
U˜
) ≈−→ C0 (U ) ,
descpi : Γ
(
U˜ , S˜U˜
) ≈−→ Γ (U , SU ) ,
liftU˜ : C0 (U )
≈−→ C0
(
U˜
)
,
liftU˜ : Γ
(U , SU˜ ) ≈−→ Γ (U˜ , S˜U˜) .
(1.2)
We use identical notions descpi, liftU˜ for different maps, however the meaning of this maps
depends on arguments, as well as the meaning of C++ functions, so the identity will not
occur contradictions. Moreover we will often write desc instead descpi
Definition 1.21. Let us consider the situation 1.20. If ξ ∈ Γ (U , SU˜ ), ξ˜ ∈ Γ (U˜ , S˜U˜),
a ∈ C0 (U ), a˜ ∈ C0
(
U˜
)
then we say
• liftU˜ (ξ) is U˜ -lift of ξ,
• liftU˜ (a) is U˜ -lift of a,
• descpi
(
ξ˜
)
is the pi-descend or simply descend of ξ˜,
• descpi (a˜) is the pi-descend or simply descend of a˜.
If a ∈ C0 (X ) and ξ ∈ Γ(X , E) are such that supp a, supp ξ ∈ U then
liftU˜ (aξ) = liftU˜ (a) liftU˜ (ξ) . (1.3)
If ξ˜ ∈ Γ
(
X˜ , E˜
)
then the following implication holds
supp ξ˜ ⊂ U˜ ⇒ ξ˜ = liftU˜
(
descpi
(
ξ˜
))
. (1.4)
Definition 1.22. A C-(anti)linear map ϕ from Γ(X , E) (resp. dense C-subspace of X ⊂
Γ(X , E)) to Γ(X , E) is said to be local if supp ϕξ ⊂ supp ξ for any ξ ∈ Γ(X , E) (resp.
ξ ∈ X).
1.23. Let pi : X˜ → X be a covering, and let E ∈ Vect (X ), E˜ = pi∗E be an inverse
image. If U˜ ⊂ X˜ is an open subset such that a restriction pi|U : U˜ → pi(U˜) = U is
a homeomorphism. Then there are *-isomorphism C
(
U˜
) ≈−→ C (U ) and isomorphism
Γ
(
U˜ , E˜|U˜
)
≈ Γ (U , E|U ). If ϕ is a local C-(anti)linear map from Γ(X , E) (resp. dense C-
subspace of X ⊂ Γ(X , E)) to Γ(X , E) then ϕ naturally induces the local C-(anti)linear map
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ϕ˜ from Γ
(
X˜ , E˜
)
(resp. dense C-subspace of X˜ ⊂ Γ
(
X˜ , E˜
)
) to Γ
(
X˜ , E˜
)
, such that there is
the following commutative diagram.
X˜|U˜ = X˜
⋂
Γ
(
U˜ , E|U˜
)
Γ
(
U˜ , E˜|U˜
)
X|U = X
⋂
Γ (U , E|U ) Γ
(
U , E˜|U
)
ϕ˜|U˜
ϕ|U
≈ ≈
Definition 1.24. Let us consider the situation 1.23. The map ϕ˜ is said to be an inverse image
or pi-lift of ϕ.
Remark 1.25. If G = G
(
X˜ | X
)
is the group of covering transformations then for any
g ∈ G and ξ ∈ Γ
(
U˜ , E|U˜
)
following condition holds
gξ˜ = lift
gU˜
(
descpi
(
ξ˜
))
. (1.5)
1.26. Let X be a topological space and S the complex linear bundle on X . Suppose that
for any x ∈ X there is the scalar product (·, ·)x : Sx × Sx → C and there is a measure µX
on X . If Γ (M, S) is the space of continuous sections of S then we suppose that for any
ξ, η ∈ Γ (M, S) the map X → C given by x 7→ (ξx, ηx)x is continuous. There is the scalar
product (·, ·) : Γ (M, S)× Γ (M, S)→ C given by
(ξ, η)
def
=
∫
X
(ξx, ηx) d µX
Denote by L2 (X , S, µX ) or L2 (X , S) the Hilbert norm completion of Γ (M, S). There is the
natural representation
C0 (X )→ B
(
L2 (X , S)
)
. (1.6)
Definition 1.27. In the situation of 1.26 we say that S is Hermitian vector bundle.
1.3 Inverse limits of coverings
This subsection is concerned with a topological construction of the inverse limit in the
category of coverings.
Definition 1.28. The sequence of regular finite-fold coverings
X = X0 ←− ...←− Xn ←− ...
is said to be a (topological) finite covering sequence if following conditions hold:
• The space Xn is a second-countable [18] locally compact connected Hausdorff space
for any n ∈ N0,
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• If k < l < m are any nonnegative integer numbers then there is the natural exact
sequence
{e} → G (Xm | Xl)→ G (Xm | Xk)→ G (Xl | Xk)→ {e}.
For any finite covering sequence we will use a following notation
S = {X = X0 ←− ...←− Xn ←− ...} = {X0 ←− ...←− Xn ←− ...} , S ∈ FinTop.
Definition 1.29. Let {X = X0 ←− ...←− Xn ←− ...} ∈ FinTop, and let X̂ = lim←−Xn be the
inverse limit in the category of topological spaces and continuous maps (cf. [23]). If
pi0 : X̂ → X0 is the natural continuous map then homeomorphism g of the space X̂
is said to be a covering transformation if the following condition holds
pi0 = pi0 ◦ g.
The group Ĝ of covering homeomorphisms is said to be the group of covering transformations
of S. Denote by G
(
X̂ | X
)
def
= Ĝ.
Definition 1.30. Let S = {X0 ←− ...←− Xn ←− ...} be a finite covering sequence. The pair(
Y , {piYn }n∈N) of a (discrete) set Y with and surjective maps piYn : Y → Xn is said to be a
coherent system if for any n ∈ N0 a following diagram
Y
Xn Xn−1
piYn pi
Y
n−1
pin
is commutative.
Definition 1.31. Let S = {X0 ←− ...←− Xn ←− ...} be a topological finite covering sequence.
A coherent system
(Y , {piYn }) is said to be a connected covering of S if Y is a connected
topological space and piYn is a regular covering for any n ∈ N. We will use following
notation
(Y , {piYn }) ↓ S or simply Y ↓ S.
Definition 1.32. Let
(Y , {piYn }) be a coherent system of S and y ∈ Y . A subset V ⊂ Y is
said to be special if piY0 (V) is evenly covered by X1 → X0 and for any n ∈ N0 following
conditions hold:
• piYn (V) ⊂ Xn is an open connected set,
• The restriction piYn |V : V → piYn (V) is a bijection.
Remark 1.33. If
(Y , {piYn }) is a covering of S then the topology of Y is generated by
special sets.
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Definition 1.34. Let us consider the situation of the Definition 1.31. A morphism from(
Y ′,
{
piY ′n
})
↓ S to
(
Y ′′,
{
piY ′′n
})
↓ S is a covering f : Y ′ → Y ′′ such that
piY
′′
n ◦ f = piY
′
n
for any n ∈ N.
1.35. There is a category with objects and morphisms described by Definitions 1.31, 1.34.
Denote by ↓ S this category.
Lemma 1.36. [13] There is the final object of the category ↓ S described in 1.35.
Definition 1.37. The final object
(
X˜ ,
{
piX˜n
})
of the category ↓ S is said to be the (topolog-
ical) inverse limit of ↓ S. The notation
(
X˜ ,
{
piX˜n
})
= lim←− ↓ S or simply X˜ = lim←− ↓ S will
be used.
1.4 Hilbert modules
We refer to [3] for definition of Hilbert C∗-modules, or simply Hilbert modules. For
any ξ, ζ ∈ XA let us define an A-endomorphism θξ,ζ given by θξ,ζ(η) = ξ〈ζ, η〉XA where
η ∈ XA. Operator θξ,ζ shall be denoted by ξ〉〈ζ. Norm completion of algebra generated
by operators θξ,ζ is said to be an algebra of compact operators K(XA). We suppose that
there is a left action of K(XA) on XA which is A-linear, i.e. action of K(XA) commutes
with action of A.
1.5 C∗-algebras and von Neumann algebras
In this section I follow to [21].
Definition 1.38. [21] Let H be a Hilbert space. The strong topology on B (H) is the
locally convex vector space topology associated with the family of seminorms of the form
x 7→ ‖xξ‖, x ∈ B(H), ξ ∈ H.
Definition 1.39. [21] Let H be a Hilbert space. The weak topology on B (H) is the locally
convex vector space topology associated with the family of seminorms of the form x 7→
|(xξ, η)|, x ∈ B(H), ξ, η ∈ H.
Theorem 1.40. [21] Let M be a C∗-subalgebra of B(H), containing the identity operator. The
following conditions are equivalent:
• M = M′′ where M′′ is the bicommutant of M;
• M is weakly closed;
• M is strongly closed.
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Definition 1.41. Any C∗-algebra M is said to be a von Neumann algebra or a W∗- algebra if
M satisfies to the conditions of the Theorem 1.40.
Definition 1.42. [21] Let A be a C∗-algebra, and let S be the state space of A. For any
s ∈ S there is an associated representation pis : A → B (Hs). The representation⊕s∈S pis :
A → ⊕s∈S B (Hs) is said to be the universal representation. The universal representation
can be regarded as A→ B (⊕s∈SHs).
Definition 1.43. [21] Let A be a C∗-algebra, and let A → B (H) be the universal represen-
tation A → B (H). The strong closure of pi (A) is said to be the enveloping von Neumann
algebra or the enveloping W∗-algebra of A. The enveloping von Neumann algebra will be
denoted by A′′.
Theorem 1.44. [21] For each non-degenerate representation pi : A → B (H) of a C∗-algebra A
there is a unique normal morphism of A′′ onto pi (A)′′ which extends pi.
Lemma 1.45. [21] Let Λ be an increasing net in the partial ordering. Let {xλ}λ∈Λ be an
increasing net of self-adjoint operators in B (H), i.e. λ ≤ µ implies xλ ≤ xµ. If ‖xλ‖ ≤ γ for
some γ ∈ R and all λ then {xλ} is strongly convergent to a self-adjoint element x ∈ B (H) with
‖xλ‖ ≤ γ.
For each x ∈ B(H) we define the range projection of x (denoted by [x]) as projection on
the closure of xH. If M is a von Neumann algebra and x ∈ M then [x] ∈ M.
Proposition 1.46. [21] For each element x in a von Neumann algebra M there is a unique partial
isometry u ∈ M and positive |x| ∈ M+ with uu∗ = [|x|] and x = |x|u.
Definition 1.47. The formula x = |x|u in the Proposition 1.46 is said to be the polar
decomposition.
1.48. Any separable C∗-algebra A has a state τ which induces a faithful GNS representa-
tion [19]. There is a C-valued product on A given by
(a, b) = τ (a∗b) .
This product induces a product on A/Iτ where Iτ = {a ∈ A | τ(a∗a) = 0}. So A/Iτ is
a pre-Hilbert space. Let denote by L2 (A, τ) the Hilbert completion of A/Iτ . The Hilbert
space L2 (A, τ) is a space of a GNS representation A → B (L2 (A, τ)). Also there is the
natural C-linear map
A→ L2 (A, τ) ,
a 7→ a+ Iτ.
(1.7)
The image of A is a dense subspace of L2 (A, τ).
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1.6 Connections
Definition 1.49. [5]
(a) A cycle of dimension n is a triple (Ω, d,
∫
) where Ω =
⊕n
j=0 Ω
j is a graded algebra
over C, d is a graded derivation of degree 1 such that d2 = 0, and
∫
: Ωn → C is a
closed graded trace on Ω,
(b) Let A be an algebra over C. Then a cycle over A is given by a cycle (Ω, d, ∫ ) and a
homomorphism A → Ω0.
Definition 1.50. [5] Let A ρ−→ Ω be a cycle over A, and E a finite projective module over
A. Then a connection ∇ on E is a linear map ∇ : E → E ⊗A Ω1 such that
∇ (ξx) = ∇ (ξ) x = ξ ⊗ dρ (x) ; ∀ξ ∈ E , ∀x ∈ A. (1.8)
Here E is a right module over A and Ω1 is considered as a bimodule over A.
Proposition 1.51. [5] Following conditions hold:
(a) Let e ∈ EndA (E ) be an idempotent and ∇ is a connection on E ; then
ξ 7→ (e⊗ 1)∇ξ (1.9)
is a connection on eE ,
(b) Any finite projective module E admits a connection,
(c) The space of connections is an affine space over the vector space HomA
(E , E ⊗A Ω1),
(d) Any connection ∇ extends uniquely up to a linear map of E˜ = E ⊗A Ω into itself such that
∇ (ξ ⊗ω) = ∇ (ξ)ω + ξ ⊗ dω; ∀ξ ∈ E , ω ∈ Ω. (1.10)
1.7 Finite Galois coverings
Here I follow to [1]. Let A →֒ A˜ be an injective homomorphism of unital algebras, such
that
• A˜ is a projective finitely generated A-module,
• There is an action G× A˜→ A˜ of a finite group G such that
A = A˜G =
{
a˜ ∈ A˜ | ga˜ = a˜; ∀g ∈ G
}
.
Let us consider the category M G
A˜
of G − A˜ modules, i.e. any object M ∈ M G
A˜
is a A˜-
module with equivariant action of G, i.e. for any m ∈ M a following condition holds
g (a˜m) = (ga˜) (gm) for any a˜ ∈ A˜, g ∈ G.
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Any morphism ϕ : M→ N in the category M G
A˜
is G- equivariant, i.e.
ϕ (gm) = gϕ (m) for any m ∈ M, g ∈ G.
Let A˜ [G] be an algebra such that A˜ [G] ≈ A˜×G as an Abelian group and a multiplication
law is given by
(a, g) (b, h) = (a (gb) , gh) .
The category M G
A˜
is equivalent to the category M
A˜[G]
of A˜ [G]modules. Otherwise in [1] it
is proven that if A˜ is a finitely generated, projective A-module then there is an equivalence
between a category MA of A-modules and the category MA˜[G]. It turns out that the
category M G
A˜
is equivalent to the category MA.
1.8 Spectral triples
This section contains citations of [12].
1.8.1 Definition of spectral triples
Definition 1.52. [12] A (unital) spectral triple (A,H,D) consists of:
• a pre-C∗-algebra A with an involution a 7→ a∗, equipped with a faithful representa-
tion on:
• a Hilbert space H; and also
• a selfadjoint operator D onH, with dense domain DomD ⊂ H, such that a(DomD) ⊆
DomD for all a ∈ A.
There is a set of axioms for spectral triples described in [12,24]. In this article the regularity
axiom is used only.
Axiom 1.53. [24](Regularity) For any a ∈ A, [D, a] is a bounded operator on H, and
both a and [D, a] belong to the domain of smoothness
⋂∞
k=1Dom(δ
k) of the derivation δ
on B(H) given by δ(T) def= [|D| , T].
Lemma 1.54. [12] Let A be an unital Fréchet pre-C∗-algebra, whose C∗-completion is A. If
q˜ = q˜2 = q˜∗ is a projection in A, then for any ε > 0, we can find a projection q = q2 = q∗ ∈ A
such that ‖q− q˜‖ < ε.
1.8.2 Representations of smooth algebras
Let (A,H,D) be a spectral triple. Similarly to [17] we define a representation of pi1 :
A → B(H2) given by
pi1(a) =
(
a 0
[D, a] a
)
. (1.11)
13
We can inductively construct representations pis : A → B
(
H2s
)
for any s ∈ N. If pis is
already constructed then pis+1 : A → B
(
H2s+1
)
is given by
pis+1(a) =
(
pis(a) 0
[D,pis(a)] pis(a)
)
(1.12)
where we assume diagonal action of D on H2s , i.e.
D
 x1...
x2s
 =
Dx1...
Dx2s
 ; x1, ..., x2s ∈ H.
For any s ∈ N0 there is a seminorm ‖·‖s on A given by
‖a‖s = ‖pis(a)‖ . (1.13)
The definition of spectral triple requires that A is a Fréchet algebra with respect to semi-
norms ‖·‖s.
1.8.3 Noncommutative differential forms
Any spectral triple (A,H,D) naturally defines a cycle ρ : A → ΩD (cf. Definition 1.50).
In particular for any spectral triple there is an A-bimodule Ω1D ⊂ B (H) of differential
forms which is the C-linear span of operators given by
a [D, b] ; a, b ∈ A. (1.14)
There is the differential map
d : A → Ω1D,
a 7→ [D, a] . (1.15)
Definition 1.55. We say that that both the cycle ρ : A → ΩD and the differential (1.15) are
associated with the triple (A,H,D). We say that A-bimodule Ω1D is the module of differential
forms associated with the spectral triple (A,H,D).
In case of associated cycles the connection equation (1.8) has the following form
∇ (ξa) = ∇ (ξ) a+ ξ [D, a] . (1.16)
2 Noncommutative finite-fold coverings
2.1 Basic construction
Definition 2.1. If A is a C∗- algebra then an action of a group G is said to be involutive if
ga∗ = (ga)∗ for any a ∈ A and g ∈ G. The action is said to be non-degenerated if for any
nontrivial g ∈ G there is a ∈ A such that ga 6= a.
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Definition 2.2. Let A →֒ A˜ be an injective *-homomorphism of unital C∗-algebras. Sup-
pose that there is a non-degenerated involutive action G× A˜→ A˜ of a finite group G, such
that A = A˜G
def
=
{
a ∈ A˜ | a = ga; ∀g ∈ G
}
. There is an A-valued product on A˜ given by
〈a, b〉A˜ = ∑
g∈G
g (a∗b) (2.1)
and A˜ is an A-Hilbert module. We say that a triple
(
A, A˜,G
)
is an unital noncommutative
finite-fold covering if A˜ is a finitely generated projective A-Hilbert module.
Remark 2.3. Above definition is motivated by the Theorem 4.1.
Definition 2.4. Let A, A˜ be C∗-algebras and let A →֒ A˜ be an inclusion such that following
conditions hold:
(a) There are unital C∗-algebras B, B˜ and inclusions A ⊂ B, A˜ ⊂ B˜ such that A (resp. B)
is an essential ideal of A˜ (resp. B˜) and A = B
⋂
A˜,
(b) There is an unital noncommutative finite-fold covering
(
B, B˜,G
)
,
(c) GA˜ = A˜.
The triple
(
A, A˜,G
)
is said to be a noncommutative finite-fold covering with compactification.
Remark 2.5. Any unital noncommutative finite-fold covering is a noncommutative finite-
fold covering with compactification.
Definition 2.6. Let A, A˜ be C∗-algebras, A →֒ A˜ an injective *-homomorphism and G ×
A˜ → A˜ an involutive non-degenerated action of a finite group G such that following
conditions hold:
(a) A ∼= A˜G def=
{
a ∈ A˜ | Ga = a
}
,
(b) There is a family
{
I˜λ ⊂ A˜
}
λ∈Λ
of closed ideals of A˜ such that
GI˜λ = I˜λ. (2.2)
Moreover
⋃
λ∈Λ I˜λ (resp.
⋃
λ∈Λ
(
A
⋂
I˜λ
)
) is a dense subset of A˜ (resp. A), and for
any λ ∈ Λ there is a natural noncommutative finite-fold covering with compactifi-
cation
(
I˜λ
⋂
A, I˜λ,G
)
.
We say that the triple
(
A, A˜,G
)
is a noncommutative finite-fold covering.
Remark 2.7. The Definition 2.6 is motivated by the Theorem 4.2.
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Remark 2.8. Any noncommutative finite-fold covering with compactification is a noncom-
mutative finite-fold covering.
Definition 2.9. The injective *-homomorphism A →֒ A˜ from the Definition 2.6 is said to
be a noncommutative finite-fold covering.
Definition 2.10. Let
(
A, A˜,G
)
be a noncommutative finite-fold covering. The algebra A˜
is a Hilbert A-module with an A-valued product given by
〈a, b〉A˜ = ∑
g∈G
g(a∗b); a, b ∈ A˜. (2.3)
We say that this structure of Hilbert A-module is induced by the covering
(
A, A˜,G
)
. Hence-
forth we shall consider A˜ as a right A-module, so we will write A˜A.
The group G is said to be the covering transformation group (of
(
A, A˜,G
)
) and we use the
following notation
G
(
A˜ | A
)
def
= G. (2.4)
2.2 Induced representation
2.11. Let
(
A, A˜,G
)
be a noncommutative finite-fold covering, and let ρ : A → B (H) be a
representation. If X = A˜⊗A H is the algebraic tensor product then there is a sesquilinear
C-valued product (·, ·)X on X given by
(a⊗ ξ, b⊗ η)X =
(
ξ, 〈a, b〉A˜ η
)
H (2.5)
where (·, ·)H means the Hilbert space product on H, and 〈·, ·〉A˜ is given by (2.3). So X is
a pre-Hilbert space. There is a natural map A˜×
(
A˜⊗A H
)
→ A˜⊗A H given by
A˜×
(
A˜⊗A H
)
→ A˜⊗A H,
(a, b⊗ ξ) 7→ ab⊗ ξ.
(2.6)
Definition 2.12. Use notation of the Definition 2.10, and 2.11. If H˜ is the Hilbert comple-
tion of X = A˜⊗A H then the map (2.6) induces the representation ρ˜ : A˜ → B
(
H˜
)
. We
say that ρ˜ is induced by the pair
(
ρ,
(
A, A˜,G
))
.
Remark 2.13. Below any a˜⊗ ξ ∈ A˜⊗AH will be regarded as element in H˜.
Lemma 2.14. [13] If A→ B (H) is faithful then ρ˜ : A˜→ B
(
H˜
)
is faithful.
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2.15. Let
(
A, A˜,G
)
be a noncommutative finite-fold covering, let ρ : A → B (H) be a
faithful non-degenerated representation, and let ρ˜ : A˜ → B
(
H˜
)
is induced by the pair(
ρ,
(
A, A˜,G
))
. There is the natural action of G on H˜ induced by the map
g (a˜⊗ ξ) = (ga˜)⊗ ξ; a˜ ∈ A˜, g ∈ G, ξ ∈ H.
There is the natural orthogonal inclusion
H →֒ H˜ (2.7)
induced by inclusions
A ⊂ A˜; A⊗A H ⊂ A˜⊗A H.
If A˜ is an unital C∗-algebra then the inclusion (2.7) is given by
ϕ : H →֒ H˜,
ξ 7→ 1
A˜
⊗ ξ (2.8)
where 1
A˜
⊗ ξ ∈ A˜⊗A H is regarded as element of H˜. The inclusion (2.8) is not isometric.
From 〈
1
A˜
, 1
A˜
〉
= ∑
g∈G(A˜ | A)
g12
A˜
=
∣∣∣G (A˜ | A)∣∣∣ 1A
it turns out
(ξ, η)H =
1∣∣∣G (A˜ | A)∣∣∣ (ϕ (ξ) , ϕ (η))H˜ ; ∀ξ, η ∈ H (2.9)
Action of g ∈ G
(
A˜ | A
)
on A˜ can be defined by representation as ga˜ = ga˜g−1, i.e.
(ga˜)ξ = g
(
a˜
(
g−1ξ
))
; ∀ξ ∈ H˜.
Definition 2.16. If M
(
A˜
)
is the multiplier algebra of A˜ then there is the natural action of
G on M
(
A˜
)
such that for any a˜ ∈ M
(
A˜
)
, b˜ ∈ A˜ and g ∈ G a following condition holds
(ga˜) b˜ = g
(
a˜
(
g−1b˜
))
We say that action of G on M
(
A˜
)
is induced by the action of G on A˜.
2.3 Coverings of spectral triples
Let (A,H,D) be a spectral triple, and let A is the C∗-norm completion of A. Let(
A, A˜,G
)
be an unital noncommutative finite-fold covering. Let ρ : A → B (H) be a
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natural representation given by the spectral triple (A,H,D), and let ρ˜ : A˜ → B
(
H˜
)
be a
representation induced by the pair
(
ρ,
(
A, A˜,G
))
. The algebra A˜ is a finitely generated
projective A-module, it turns out following direct sum
A˜
⊕
Q ∼= An.
of A-modules. So there is a projector p ∈ Mn (A) such that A˜ ∼= pAn as A-module. A is
dense in A and A is closed with respect homomorphic calculus, it turns out that there is
a projector p˜ ∈ Mn (A) such that ‖ p˜− p‖ < 1, so one has
A˜ ∼= p˜An.
From A˜ ⊂ EndA
(
A˜
)
and EndA
(
A˜
)
= p˜ Mn (A) p˜ ⊂ Mn (A) it follows that there is the
following inclusion of C∗-algebras A˜ ⊂ Mn (A). Both A˜ and Mn (A) are finitely generated
projective A modules, it turns out that there is an A-module P such that
A˜
⊕
P ∼= Mn (A) .
Taking into account inclusions A˜ ⊂ Mn (A) and Mn (A) ⊂ Mn (A) one can define the
intersection of algebras
A˜ = A˜⋂Mn (A) . (2.10)
From [11] it turns out that Mn (A) is closed with respect to holomorphic functional calcu-
lus. Both Mn (A) and A˜ are closed with respect to holomorphic functional calculus, so A˜
is closed with respect to holomorphic functional calculus, i.e. A˜ is a pre-C∗-algebra. From
Mn (A) ∼= A˜
⊕ (
P
⋂
Mn (A)
)
it turns out that A˜ is a finitely generated projective A module.
Lemma 2.17. The algebra A˜ is a dense subalgebra of A˜ with respect to the C∗-norm topology.
Proof. There is the isomorphism An
2 ≈ Mn (A) of right A-modules. Since A˜ is a projective
right A-module, there is a projector pM ∈ Mn2 (A) it follows that
A˜ ∼= pMAn2
The algebra Mn2 (A) is dense in Mn2 (A), so there is a projector p˜M ∈ Mn2 (A) such that
such that ‖ p˜M − pM‖ < 1, it turns out
A˜ ∼= p˜MAn2 (2.11)
For any a˜ ∈ A˜ there is a sequence {a˜n ∈ Mn (A)}n∈N such that
lim
n→∞ a˜n = a˜
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in sense of C∗-norm topology. The sequence can be regarded as a sequence
{
a˜n ∈ An2
}
n∈N
.
From (2.11) it turns out that if b˜n = p˜M a˜n ∈ A˜ then
lim
n→∞ b˜n = limn→∞ p˜M a˜n = p˜M limn→∞ a˜n = p˜M a˜ = a˜.
Otherwise from a˜n ∈ An2 and p˜M ∈ Mn2 (A) it turns out that b˜n = p˜Ma˜n ∈ An
2 ∼=
Mn (A), so one has b˜n ∈ A˜⋂Mn (A) ∼= A˜. Hence for any a˜ ∈ A˜ there is a sequence{
b˜n ∈ A˜
}
n∈N
such that
lim
n→∞ b˜n = a˜.
Definition 2.18. In the above situation we say that the unital noncommutative finite-fold
covering
(
A, A˜,G
)
is smoothly invariant if GA˜ = A˜.
Lemma 2.19. Let us use the above notation. Suppose that the right A-module A˜A is generated by
a finite set {a˜1, . . . , a˜n}, i.e.
A˜A =
n
∑
j=1
a˜jA,
such that following conditions hold:
(a)
〈
a˜j, a˜k
〉
A˜
∈ A for any j, k = 1, . . . , n,
(b) The set {a˜1, . . . , a˜n} is G-invariant, i.e. ga˜j ∈ {a˜1, . . . , a˜n} for any j = 1, . . . , n and g ∈ G.
Then following conditions hold:
(i)
A˜
⋂
M (A) =
{
a˜ ∈ A˜ | 〈a˜j, a˜a˜k〉A˜ ∈ A; ∀j, k = 1, . . . , n} (2.12)
(ii) The unital noncommutative finite-fold covering
(
A, A˜,G
)
is smoothly invariant.
Proof. (i)
If S ∈ End
(
A˜
)
A
is given by
S =
n
∑
j=1
a˜j 〉〈 a˜j (2.13)
then S is self-adjoint. Moreover S is represented by a matrix
{
Sjk =
〈
a˜j, a˜k
〉
A˜
}
j,k=1,...,n
∈
Mn (A). From the Corollary 1.1.25 of [14] it turns out that S is strictly positive. Otherwise
A˜A is a finitely generated right A-module, so from the Exercise 15.O of [25] it follows that
S is invertible, i.e. there is T ∈ End
(
A˜
)
A
such that
ST = TS = 1
End(A˜)A
.
19
If we consider S as element of Mm (A) then the spectrum of S is a subset of U0⋃U1 ⊂ C
such that
• Both U0 and U1 are open sets.
• U0 ⋂U1 = ∅,
• 0 ∈ U0 and 0 is the unique point of the spectrum of S which lies in U0.
If φ,ψ are homomorphic functions on U0 ⋃U1 given by
φ|U0 = ψ|U0 ≡ 0,
φ|U1 = 1,
ψ|U1 = z 7→
1
z
.
Then following conditions hold:
• p = φ (S) is a projector, such that A˜A ≈ pAn as a right A-module,
• p ∈ Mn (A),
• ψ (S) = T ∈ Mn (A) and TS = ST = 1End(A˜)A .
If a˜ ∈ A then from TS = ST = 1End(A˜)A it turns out
a˜ = TSa˜ST = T
(
n
∑
j=1
a˜j 〉〈 a˜j
)
a˜
(
n
∑
k=1
a˜k 〉〈 a˜k
)
T = TMa˜T
where Ma˜ ∈ Mn (A) is a matrix given by
Ma˜ =
{
Ma˜jk =
〈
a˜j, a˜a˜k
〉
A˜
}
j,k=1,...,n
.
From T ∈ Mn (A) it turns out that
Ma˜ ∈ Mn (A)⇒ TMa˜T ∈ Mn (A) .
Conversely from S ∈ Mn (A) it follows that
TMa˜T ∈ Mn (A)⇒ STMa˜TS = Ma˜ ∈ Mn (A) ,
so one has
Ma˜ ∈ Mn (A)⇔ TMa˜T ∈ Mn (A) .
Hence a˜ ∈ Mn (A) if and only if
〈
a˜j, a˜a˜k
〉
A˜
∈ A for any j, k = 1, . . . n.
(ii) Note that given by (2.1) product is G-invariant, i.e.
〈
a˜, b˜
〉
A˜
=
〈
ga˜, gb˜
〉
A˜
for any g ∈ G,
it follows that 〈
a˜j, (ga˜) a˜k
〉
A˜
=
〈
g−1a˜j, a˜
(
g−1a˜k
)〉
A˜
.
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Otherwise from (b) it follows that there are j′, k′ ∈ {1, . . . , n} such that a˜j′ = g−1a˜j and
a˜k′ = g
−1a˜k, hence
〈
a˜j, (ga˜) a˜k
〉
A˜
=
〈
a˜j′ , a˜a˜k′
〉
A˜
. So for any g ∈ G the condition〈
a˜j, (ga˜) a˜k
〉
A˜
∈ A, ∀j, k = 1, . . . n
is equivalent to 〈
a˜j′ , a˜a˜k′
〉
A˜
∈ A, ∀j′, k′ = 1, . . . n.
It turns out that g
(
A˜
⋂
Mn (A)
)
= A˜
⋂
Mn (A), or equivalently
G
(
A˜
⋂
Mn (A)
)
= A˜
⋂
Mn (A) ,
hence from (2.10) one has
GA˜ = A˜.
In the following text we suppose that the unital noncommutative finite-fold covering(
A, A˜,G
)
is smoothly invariant. From the Proposition 1.51 it follows that there is a con-
nection
∇′ : A˜ → A˜ ⊗A Ω1D.
Let us define a connection
∇˜ : A˜ → A˜ ⊗A Ω1D,
∇˜ (a˜) = 1|G| ∑
g∈G
g−1
(∇′ (ga˜) .) (2.14)
The connection ∇˜ is G-equivariant, i.e.
∇˜ (ga˜) = g
(
∇˜ (a˜)
)
; for any g ∈ G, a˜ ∈ A˜. (2.15)
Let H∞ = ⋂∞n=1DomDn, and let us define an operator D˜ : A˜ ⊗A H∞ → A˜⊗A H∞ such
that if a˜ ∈ A˜ and
∇ (a˜) =
m
∑
j=1
a˜j ⊗ ωj
then
D˜ (a˜⊗ ξ) =
m
∑
j=1
a˜j ⊗ωj (ξ) + a˜⊗ Dξ ⇔
[
D˜, a˜
]
= ∇˜ (a˜) . (2.16)
The space A˜ ⊗AH∞ is a dense subspace of the Hilbert space H˜ = A˜⊗AH. It turns out D˜
can be regarded as an unbounded operator on H˜.
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Lemma 2.20. If the unital noncommutative finite-fold covering
(
A, A˜,G
)
is smoothly invariant
then there is the unique G-equivariant connection
∇˜ : A˜ → A˜ ⊗A Ω1D.
Proof. From the equation (2.14) it follows that a G-equivariant connection exists. Let us
prove the uniqueness of it. It follows from the Proposition 1.51 that the space of con-
nections is an affine space over the vector space HomA
(
A˜, A˜ ⊗A Ω1D
)
. The space of
G-equivariant connections is an affine space over the vector space HomGA
(
A˜, A˜ ⊗A Ω1D
)
of G-equivariant morphisms, i.e. morphisms in the category M GA˜ (cf. 1.7). However from
1.7 it follows that the category M GA˜ is equivalent to the category MA of A-modules. It
turns out that there is a 1-1 correspondence between connections
∇ : A → A⊗A Ω1D = Ω1D
and G-equivariant connections
∇˜ : A˜ → A˜ ⊗A Ω1D.
It follows that thee is the unique G-equivariant ∇˜ connection which corresponds to
∇ : A → A⊗A Ω1D = Ω1D,
a 7→ [D, a] .
Definition 2.21. The operator D˜ given by (2.16) is said to be
(
A, A˜,G
)
-lift of D. The
spectral triple
(
A˜, H˜, D˜
)
is said to be the
(
A, A˜,G
)
-lift of (A,H,D).
3 Noncommutative infinite coverings
3.1 Basic construction
This section contains a noncommutative generalization of infinite coverings.
Definition 3.1. Let
S =
{
A = A0
pi1−→ A1 pi2−→ ... pin−→ An pi
n+1−−→ ...
}
be a sequence of C∗-algebras and noncommutative finite-fold coverings such that:
(a) Any composition pin1 ◦ ... ◦ pin0+1 ◦ pin0 : An0 → An1 corresponds to the noncommu-
tative covering (An0 , An1 ,G (An1 | An0));
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(b) If k < l < m then G (Am | Ak) Al = Al (Action of G (Am | Ak) on Al means that
G (Am | Ak) acts on Am, so G (Am | Ak) acts on Al since Al a subalgebra of Am);
(c) If k < l < m are nonegative integers then there is the natural exact sequence of
covering transformation groups
{e} → G (Am | Al) ι−→ G (Am | Ak) pi−→ G (Al | Ak)→ {e}
where the existence of the homomorphism G (Am | Ak) pi−→ G (Al | Ak) follows from
(b).
The sequence S is said to be an (algebraical) finite covering sequence. For any finite covering
sequence we will use the notation S ∈ FinAlg.
Definition 3.2. Let Â = lim−→ An be the C
∗-inductive limit [19], and suppose that Ĝ =
lim←−G (An | A) is the projective limit of groups [23]. There is the natural action of Ĝ on Â.
A non-degenerate faithful representation Â→ B (H) is said to be equivariant if there is an
action of Ĝ on H such that for any ξ ∈ H and g ∈ Ĝ the following condition holds
(ga) ξ = g
(
a
(
g−1ξ
))
. (3.1)
Example 3.3. Let ρ : Â → B (H) be a non-degenerate faithful representation, let Hg ≈ H
and let ρg : Â → B
(Hg) is given by ρg (a) = ρ (ga), for any g ∈ Ĝ. There is the natural
action of Ĝ on
⊕
g∈ĜHg which transopses summands of the direct sum and
⊕
g∈Ĝ
ρg : Â→ B
⊕
g∈Ĝ
Hg

is an equivariant representation.
Definition 3.4. Let pi : Â → B (H) be an equivariant representation. A positive element
a ∈ B (H)+ is said to be special (with respect to pi) if following conditions hold:
(a) For any n ∈ N0 the following series
an = ∑
g∈ker(Ĝ→G(An | A))
ga
is strongly convergent and the sum lies in An, i.e. an ∈ An;
(b) If fε : R → R is given by
fε (x) =
{
0 x ≤ ε
x− ε x > ε (3.2)
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then for any n ∈ N0 and for any z ∈ A following series
bn = ∑
g∈ker(Ĝ→G(An | A))
g (zaz∗) ,
cn = ∑
g∈ker(Ĝ→G(An | A))
g (zaz∗)2 ,
dn = ∑
g∈ker(Ĝ→G(An | A))
g fε (zaz
∗)
are strongly convergent and the sums lie in An, i.e. bn, cn, dn ∈ An;
(c) For any ε > 0 there is N ∈ N (which depends on a and z) such that for any n ≥ N
the following condition holds ∥∥∥b2n − cn∥∥∥ < ε. (3.3)
An element a′ ∈ B (H) is said to be weakly special if
a′ = xay; where x, y ∈ Â, and a ∈ B (H) is special.
Lemma 3.5. [13] If a ∈ B (H)+ is a special element and Gn = ker
(
Ĝ → G (An | A)
)
then
from
an = ∑
g∈Gn
ga,
it follows that a = limn→∞ an in the sense of the strong convergence. Moreover one has a =
infn∈N an.
Corollary 3.6. [13] Any weakly special element lies in the enveloping von Neumann algebra Â′′
of Â = lim−→ An. If Api ⊂ B (H) is the C
∗-norm completion of an algebra generated by weakly
special elements then Api ⊂ Â′′.
Lemma 3.7. [13] If a ∈ B (H) is special, (resp. a′ ∈ B (H) weakly special) then for any g ∈ Ĝ
the element ga is special, (resp. ga′ is weakly special).
Corollary 3.8. [13] If Api ⊂ B (H) is the C∗-norm completion of algebra generated by weakly
special elements, then there is a natural action of Ĝ on Api.
Definition 3.9. Let S =
{
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ...
}
be an algebraical finite
covering sequence. Let pi : Â → B (H) be an equivariant representation. Let Api ⊂ B (H)
be the C∗-norm completion of algebra generated by weakly special elements. We say that
Api is the disconnected inverse noncommutative limit of ↓ S (with respect to pi). The triple(
A, Api,G
(
Api | A
) def
= Ĝ
)
is said to be the disconnected infinite noncommutative covering of
S (with respect to pi). If pi is the universal representation then "with respect to pi" is dropped
and we will write
(
A, A,G
(
A | A)).
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Definition 3.10. Any maximal irreducible subalgebra A˜pi ⊂ Api is said to be a connected
component of S (with respect to pi). The maximal subgroup Gpi ⊂ G
(
Api | A
)
among sub-
groups G ⊂ G (Api | A) such that GA˜pi = A˜pi is said to be the A˜pi-invariant group of S. If
pi is the universal representation then "with respect to pi" is dropped.
Remark 3.11. From the Definition 3.10 it follows that Gpi ⊂ G
(
Api | A
)
is a normal sub-
group.
Definition 3.12. Let
S =
{
A = A0
pi1−→ A1 pi
2−→ ... pin−→ An pi
n+1−−→ ...
}
∈ FinAlg,
and let
(
A, Api,G
(
Api | A
))
be a disconnected infinite noncommutative covering ofSwith
respect to an equivariant representation pi : lim−→ An → B (H). Let A˜pi ⊂ Api be a connected
component of S with respect to pi, and let Gpi ⊂ G
(
Api | A
)
be the A˜pi - invariant group
of S. Let hn : G
(
Api | A
) → G (An | A) be the natural surjective homomorphism. The
representation pi : lim−→ An → B (H) is said to be good if it satisfies to following conditions:
(a) The natural *-homomorphism lim−→ An → M
(
A˜pi
)
is injective,
(b) If J ⊂ G (Api | A) is a set of representatives of G (Api | A) /Gpi , then the algebraic
direct sum ⊕
g∈J
gA˜pi
is a dense subalgebra of Api,
(c) For any n ∈ N the restriction hn|Gpi is an epimorphism, i. e. hn (Gpi) = G (An | A).
If pi is the universal representation we say that S is good.
Definition 3.13. Let S = {A = A0 → A1 → ...→ An → ...} ∈ FinAlg be an algebraical
finite covering sequence. Let pi : Â → B (H) be a good representation. A connected
component A˜pi ⊂ Api is said to be the inverse noncommutative limit of ↓ S (with respect to
pi). The A˜pi-invariant group Gpi is said to be the covering transformation group of S (with
respect to pi). The triple
(
A, A˜pi ,Gpi
)
is said to be the infinite noncommutative covering of S
(with respect to pi). We will use the following notation
lim←−
pi
↓ S def= A˜pi,
G
(
A˜pi | A
)
def
= Gpi.
If pi is the universal representation then "with respect to pi" is dropped and we will write(
A, A˜,G
)
, lim←− ↓ S
def
= A˜ and G
(
A˜ | A
)
def
= G.
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Definition 3.14. Let S = {A = A0 → A1 → ...→ An → ...} ∈ FinAlg be an algebraical
finite covering sequence. Let pi : Â → B (H) be a good representation. Let
(
A, A˜pi,Gpi
)
be the infinite noncommutative covering of S ( with respect to pi). Let K
(
A˜pi
)
be the
Pedersen ideal of A˜pi. We say that S allows inner product (with respect to pi) if following
conditions hold
(a) Any a˜ ∈ K
(
A˜pi
)
is weakly special,
(b) For any n ∈ N, and a˜, b˜ ∈ K
(
A˜pi
)
the series
an = ∑
g∈ker(Ĝ→G(An | A))
g
(
a˜∗ b˜
)
is strongly convergent and an ∈ An.
Remark 3.15. If S allows inner product (with respect to pi) then K
(
A˜pi
)
is a pre-Hilbert
A module such that the inner product is given by〈
a˜, b˜
〉
= ∑
g∈Ĝ
g
(
a˜∗ b˜
)
∈ A
where the above series is strongly convergent. The completion of K
(
A˜pi
)
with respect to
a norm
‖a˜‖ =
√
‖〈a˜, a˜〉‖
is an A-Hilbert module. Denote by XA this completion. The ideal K
(
A˜pi
)
is a left A˜pi-
module, so XA is also A˜pi-module. Sometimes we will write A˜piXA instead XA.
Definition 3.16. Let S = {A = A0 → A1 → ...→ An → ...} ∈ FinAlg and S allows inner
product (with respect to pi) then K
(
A˜pi
)
then we say that given by the Remark 3.15 A-
Hilbert module
A˜pi
XA corresponds to the pair (S,pi). If pi is the universal representation
then we say that
A˜
XA corresponds to S.
3.2 Induced representation
Let pi : Â → B (Hpi) be a good representation. Let (A, A˜pi,Gpi) be an infinite noncom-
mutative covering with respect to pi of S. Denote by Wpi ⊂ B
(Hpi) the Â-bimodule of
weakly special elements, and denote by
W˜pi = Wpi
⋂
A˜pi. (3.4)
If pi is the universal representation then we write W˜ instead W˜pi.
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Lemma 3.17. [13] If a˜, b˜ ∈ W˜pi are weakly special elements then a series
∑
g∈Gpi
g
(
a˜∗ b˜
)
is strongly convergent.
Definition 3.18. Element a˜ ∈ A˜pi is said to be square-summable if the series
∑
g∈Gpi
g (a˜∗ a˜) (3.5)
is strongly convergent to a bounded operator. Denote by L2
(
A˜pi
)
(or L2
(
A˜
)
) the C-space
of square-summable operators.
Remark 3.19. If b˜ ∈ Â, and a˜ ∈ L2
(
A˜
)
then∥∥∥∥∥ ∑
g∈Gpi
g
(
b˜a˜
)∗ (
b˜a˜
)∥∥∥∥∥ ≤ ∥∥∥b˜∥∥∥2
∥∥∥∥∥ ∑
g∈Gpi
g (a˜∗ a˜)
∥∥∥∥∥ ,
∥∥∥∥∥ ∑
g∈Gpi
g
(
a˜b˜
)∗ (
a˜b˜
)∥∥∥∥∥ ≤ ∥∥∥b˜∥∥∥2
∥∥∥∥∥ ∑
g∈Gpi
g (a˜∗ a˜)
∥∥∥∥∥
it turns out
ÂL2
(
A˜pi
)
⊂ L2
(
A˜pi
)
, L2
(
A˜pi
)
Â ⊂ L2
(
A˜pi
)
, (3.6)
i.e. there is the left and right action of Â on L2
(
A˜
)
.
Lemma 3.20. If a˜, b˜ ∈ L2
(
A˜pi
)
are square-summable then the series ∑g∈Gpi g
(
a˜∗ b˜
)
is weakly
convergent. Moreover if a = ∑g∈Gpi g
(
a˜∗ b˜
)
is the sum of the series in the weak topology then
a ∈ A′′.
Proof. If ξ, η ∈ Ĥ then following series
∑
g∈Gpi
(ξ, g (a˜∗ a˜) ξ)Hpi = ∑
g∈Gpi
((ga˜) ξ, (ga˜) ξ)Hpi = ∑
g∈Gpi
‖(ga˜) ξ‖2 ,
∑
g∈Gpi
(
η, g
(
b˜∗ b˜
)
η
)
Hpi
= ∑
g∈Gpi
((
gb˜
)
η,
(
gb˜
)
η
)
Hpi
= ∑
g∈Gpi
∥∥∥(gb˜) η∥∥∥2
are convergent. From the Cauchy–Schwarz inequality it turns out that the series
∑
g∈Gpi
‖(ga˜) ξ‖
∥∥∥(gb˜) η∥∥∥ ≤ √ ∑
g∈Gpi
‖(ga˜) ξ‖2
√
∑
g∈Gpi
∥∥∥(gb˜) η∥∥∥2 < ∞
is convergent, and taking into account∣∣∣∣(ξ, (g (a˜∗ b˜)) η)Hpi
∣∣∣∣ = ∣∣∣∣((ga˜) ξ, (gb˜) η)Hpi
∣∣∣∣ ≤ ‖(ga˜) ξ‖ ∥∥∥(gb˜) η∥∥∥
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we conclude that the series
∑
g∈Gpi
(
ξ,
(
g
(
a˜b˜
))
η
)
Hpi
is absolutely convergent, or, equivalently the series ∑g∈Gpi g
(
a˜∗ b˜
)
is weakly convergent.
Element a is Gpi-invariant, so a ∈ A′′.
3.21. Let A → B (H) be a representation. Denote by H˜ a Hilbert completion of a pre-
Hilbert space
L2
(
A˜pi
)
⊗A H,
with a scalar product
(
a˜⊗ ξ, b˜⊗ η
)
H˜
=
(
ξ,
(
∑
g∈Gpi
g
(
a˜∗b˜
))
η
)
H
.
(3.7)
There is the left action of Â on L2
(
A˜pi
)
⊗A H given by
b˜ (a˜⊗ ξ) = b˜a˜⊗ ξ (3.8)
where a˜ ∈ L2
(
A˜pi
)
, b˜ ∈ Â, ξ ∈ H. The left action of Â on L2
(
A˜pi
)
⊗A H induces
following representations
ρ̂ : Â→ B
(
H˜
)
,
ρ˜ : A˜pi → B
(
H˜
)
.
Definition 3.22. The constructed in 3.21 representation ρ˜ : A˜pi → B
(
H˜
)
is said to be in-
duced by (ρ,S,pi). We also say that ρ˜ is induced by
(
ρ,
(
A, A˜pi,G
(
A˜pi | A
))
,pi
)
. If pi is an
universal representation we say that ρ˜ is induced by (ρ,S) and/or
(
ρ,
(
A, A˜,G
(
A˜ | A
)))
.
Remark 3.23. If ρ is faithful, then ρ˜ is faithful.
Remark 3.24. There is an action of Gpi on H˜ induced by the natural action of Gpi on the
A˜pi-bimodule L
2
(
A˜pi
)
. If the representation A˜pi → B
(
H˜
)
is faithful then an action of Gpi
on A˜pi is given by
(ga˜) ξ = g
(
a˜
(
g−1ξ˜
))
; ∀g ∈ G, ∀a˜ ∈ A˜pi, ∀ξ˜ ∈ H˜.
3.25. If S allows inner product with respect to pi then for any representation A → B (H)
an algebraic tensor product
A˜pi
XA ⊗A H is a pre-Hilbert space with the product given by
(a⊗ ξ, b⊗ η) = (ξ, 〈a, b〉 η)
(cf. Definitions 3.16 and 3.14)
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Lemma 3.26. [13] Suppose S allows inner product with respect to pi and any a˜ ∈ K
(
A˜pi
)
is
weakly special. If H˜ (resp. H˜′) is a Hilbert norm completion of Wpi ⊗A H (resp. A˜piXA ⊗A H)
then there is the natural isomorphism H˜ ∼= H˜′.
3.27. Let Hn be a Hilbert completion of An ⊗A H which is constructed in the section 2.2.
Clearly
L2
(
A˜pi
)
⊗An Hn = L2
(
A˜pi
)
⊗An (An ⊗A H) = L2
(
A˜pi
)
⊗A H. (3.9)
3.3 Coverings of spectral triples
Definition 3.28. Let (A,H,D) be a spectral triple, and let A be the C∗-norm completion
of A with the natural representation A→ B (H). Let
S =
{
A = A0
pi1−→ A1 pi2−→ ... pin−→ An pi
n+1−−→ ...
}
∈ FinAlg (3.10)
be a good algebraical finite covering sequence. Suppose that for any n > 0 there is a
spectral triple (An,Hn,Dn), such that
• An is the C∗-norm completion of An,
• There is a good representation pi : lim−→ An → B (Hpi),
• For any k > l ≥ 0 the spectral triple (Ak,Hk,Dk) is a (Al , Ak,G (Ak |Al))-lift of
(Al ,Hl ,Dl).
We say that
S(A,H,D) = {(A,H,D) = (A0,H0,D0) , (A1,H1,D1) , ...,
(An,Hn,Dn)}
(3.11)
is a coherent sequence of spectral triples. We write S(A,H,D) ∈ CohTriple.
Let us consider a coherent sequence of spectral triples. Let
(
A, A˜pi,Gpi
)
be an infinite
noncommutative covering (with respect to pi) of S. Denote by L2
(
A˜pi
)
⊂ A˜pi the space of
square-summable elements, and denote by Jn = ker (Gpi → G (An |A)). Let us consider a
square-summable element a˜ ∈ L2
(
A˜pi
)
and denote by
an = ∑
g∈Jn
ga˜ ∈ An.
Let ρ˜ : A˜pi → H˜ be induced by
(
ρ,
(
A, A˜pi,G
(
A˜pi | A
))
,pi
)
.
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Definition 3.29. Let us consider the above situation Let Ω1D is the module of differential
forms associated with the spectral triple (A,H,D) (cf. Definition 1.55). A weakly special
element a˜ ∈ A˜pi is said to be S(A,H,D)-smooth with respect to pi (or S(A,H,D)-smooth if pi is
the universal representation) if following conditions hold:
(a) an ∈ An for any n ∈ N.
(b) For any s ∈ N the sequence
{
1
M(A˜) ⊗ pisn (an) ∈ B
(
H˜2s
)}
n∈N
is strongly conver-
gent. (The representation pisn : An → B
(
H2sn
)
is given by (1.12)).
(c) The sequence
{
1
M(A˜) ⊗ [Dn, an] ∈ B
(
H˜
)}
n∈N
is strongly convergent and
lim
n→∞ 1M(A˜) ⊗ [Dn, an] ∈ L
2
(
A˜pi
)
⊗A Ω1D ⊂ B
(
H˜
)
, (cf. Remark 3.30).
(d) The element a˜ lies in the Pedersen ideal of A˜pi, i.e. a˜ ∈ K
(
A˜pi
)
.
Denote by a˜s = limn→∞ 1M(A˜) ⊗ pisn (an) in sense the strong convergence, and denote by
W˜∞pi the space of smooth elements. If pi is the universal representation then we write W˜
∞
instead W˜∞pi .
Remark 3.30. From (3.9) it follows that 1M(A˜) ⊗ pisn (an) (resp. 1M(A˜) ⊗An [Dn, an]) can be
regarded as an operator in B
(
H˜2s
)
(resp. B
(
H˜
)
).
3.31. There is a subalgebra A˜smooth ⊂ A˜pi generated by smooth elements. For any s > 0
there is a seminorm ‖·‖s on A˜smooth given by
‖a˜‖s = ‖a˜s‖ =
∥∥∥ lim
n→∞ 1M(A˜) ⊗ pi
s
n (an)
∥∥∥ . (3.12)
Definition 3.32. The completion of A˜smooth in the topology induced by seminorms ‖·‖s is
said to be a smooth algebra of the coherent sequence (3.11) of spectral triples (with respect to
pi). This algebra is denoted by A˜pi. We say that the sequence of spectral triple is good (with
respect to pi) if A˜pi is dense in A˜pi. If pi is an universal representation then "with respect to
pi" is dropped and we write A˜ instead of A˜pi.
3.33. For any a˜ ∈ W˜∞pi we denote by
a˜D = lim
n→∞ 1M(A˜) ⊗
[
Dn, ∑
g∈Jn
a˜
]
=
k
∑
j=1
a˜
j
D ⊗ ωj ∈ L2
(
A˜pi
)
⊗A Ω1D. (3.13)
If H∞ = ⋂∞n=0DomDn then for any a˜⊗ ξ ∈ W˜∞pi ⊗A H∞ we denote by
D˜ (a˜⊗ ξ) def=
k
∑
j=1
a˜
j
D ⊗ωj (ξ) + a˜⊗ Dξ ∈ L2
(
A˜pi
)
⊗A H, (3.14)
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i.e. D˜ is a C-linear map from W∞pi ⊗A H∞ to L2
(
A˜pi
)
⊗A H. The space W˜∞pi ⊗A H∞ is
dense in H˜, hence the operator D˜ can be regarded as an unbounded operator on H˜.
Definition 3.34. Let S ∈ FinAlg is given by (3.10). Let pi : lim−→ An → B (Hpi) be a good
representation. Let
(
A, A˜pi,Gpi
)
be the infinite noncommutative covering (with respect to
pi) of S. Let (3.11) be a good coherent sequence of spectral triples (with respect to pi). Let
D˜ be given by (3.14). We say that
(
A˜, H˜, D˜
)
is a
(
A, A˜pi,Gpi
)
-lift of (A,H,D).
4 Coverings of commutative spectral triples
The Spin-manifold is a Riemannian manifold M with a linear Spin-bundle S described
in [12,24]. The bundle S is Hermitian. Taking into account than any Riemannian manifold
has a natural measure µ, there is a Hilbert space L2 (M, S) = L2 (M, S, µ) described in 1.26.
If Γ∞ (M, S) is a C∞ (M)-module of smooth sections then there is a first order differential
operator /D on Γ∞ (M, S). Locally /D is given by
/Dξ =
n
∑
j=1
γj (x)
∂
∂xj
(4.1)
where xj (j = 1, ..., n) are local coordinates on M, γj ∈ EndC∞(M) (Γ∞ (M, S)) are described
in [12,24]. Since Γ∞ (M, S) is a dense C-subspace of L2 (M, S) operator /D can be regarded
as an unbounded operator L2 (M, S). From (4.1) it turns out that /D is a local operator
(cf. Definition 1.22). It is shown in [12, 24] that
(
C∞(M), L2(M, S), /D
)
is a spectral triple.
For any s ∈ N0 there is a representation of pis : C∞ (M) → B
(
L2 (M, S)2
s
)
given by
(1.12). If U ⊂ M is an open subset such that S is trivial over U , i.e. S|U ∼= U × Cm and
a ∈ C∞ (M) such that supp a ⊂ U then that [ /D, a] corresponds to a continuous function
f : U → Mm (C). If b ∈ Cb (M) corresponds to a continuous function g : M → C then
the product [ /D, a] b = f g is induced by point-wise product of complex matrix by complex
number. The left multiplication of matrix by number coincides with the right one, so one
has f g = g f , or equivalently
[ /D, a] b = b [ /D, a] . (4.2)
The equation (4.2) can be extended up to any a ∈ C∞ (M).
4.1 Finite-fold coverings
This section contains an algebraic version of the Proposition 1.1 in case of finite-fold
coverings.
4.1.1 Coverings of C∗-algebras
Following two theorems state equivalence between a topological notion of a covering
and an algebraical one.
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Theorem 4.1. [20] Suppose X and Y are compact Hausdorff connected spaces and p : Y → X is
a continuous surjection. If C(Y) is a projective finitely generated Hilbert module over C(X ) with
respect to the action
( f ξ)(y) = f (y)ξ(p(y)), f ∈ C(Y), ξ ∈ C(X ),
then p is a finite-fold covering.
Theorem 4.2. [13] If X , X˜ are locally compact Hausdorff connected spaces, and pi : X˜ → X is
a surjective continuous map, then following conditions are equivalent:
(i) The map pi : X˜ → X is a finite-fold regular covering,
(ii) There is the natural noncommutative finite-fold covering
(
C0 (X ) ,C0
(
X˜
)
,G
)
.
4.1.2 Topological coverings of spectral triples
Let
(
C∞ (M) , L2 (M, S) , /D
)
be a commutative spectral triple, and let let
(
C (M) , A˜,G
)
an unital noncommutative finite-fold covering such that A˜ is commutative C∗-algebra.
From the Theorems 1.3 and 4.1 it turns out that A˜ = C
(
M˜
)
and there is the natural finite-
fold covering pi : M˜ → M. From the Proposition 1.1 it follows that M˜ has natural structure
of the Riemannian manifold. Denote by S˜ = pi∗S the inverse image of the Spin-bundle S
(cf. 1.2.3). Similarly we can define the inverse image /˜D = pi∗ /D (cf. Definition 1.24), and(
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, /˜D
)
is a spectral triple. We would like to proof that(
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, /˜D
)
is the
(
C (M) ,C
(
M˜
)
,G
(
M˜ | M
))
-lift of
(
C∞ (M) , L2 (M, S) , /D
)
.
4.1.3 Induced representation
Let us consider a family of open connected subsets {Uι ⊂ M}ι∈I such that
• Uι is evenly covered by pi,
• The bundle S is trivial on Uι.
The space M is compact, so there is a finite subfamily {Uι ⊂ M}ι∈I such that M =
⋃
ι∈I Uι.
Proposition 4.3. [4] A differential manifold M admits a (smooth) partition of unity if and only
if it is paracompact.
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From the Proposition 4.3 it follows that there is a finite family {aι ∈ C∞ (M)}ι∈I such that
supp aι ⊂ Uι,
1C(M) = ∑
ι∈I
aι.
For any ι ∈ I denote by eι = √aι ∈ C∞ (M) If ξ ∈ Γ∞ (M, S) is a smooth section then
ξ = ∑
ι∈I
ξ ι, where ξ ι = aιξ = e
2
ι .
For any ι ∈ I we can select an open connected subset U˜ι ⊂ M˜ such that U˜ι is homeomor-
phically mapped onto Uι. Let a˜ι = liftU˜ι (aι) ∈ C∞
(
M˜
)
, and let e˜ι = liftU˜ι (eι) =
√
a˜ι ∈
C∞
(
M˜
)
(cf. Definition 1.21 ). If I˜ = G× I, e˜(g,ι) = ge˜ι, for any (g, ι) ∈ I˜ then from the
above construction it turns out
1C(M˜) = ∑
g∈G
∑
ι∈I
ge˜2ι = ∑
ι˜∈ I˜
e˜2ι˜ ,
(ge˜ι˜) e˜ι˜ = 0; for any nontrivial g ∈ G.
1C(M˜) ∑
g∈G
∑
ι∈I
e˜ι˜ 〉〈 e˜ι˜,
〈e˜ι˜′ , e˜ι˜′′〉 ∈ C∞ (M)
(4.3)
The set {e˜ι˜}ι˜∈ I˜ is G-invariant, i.e.
G {e˜ι˜}ι˜∈ I˜ = {e˜ι˜} ι˜∈ I˜ (4.4)
Similarly to the above construction any element in ξ˜ ∈ Γ∞
(
M˜, S˜
)
can be represented as
ξ˜ = ∑
g∈G
∑
ι∈I
(
ge˜2ι
)
ξ˜. (4.5)
From (ge˜ι)
2 = ge˜ιeι and
supp (ge˜ι) ξ˜ ⊂ supp ge˜ι ⊂ gU˜ι
we can establish a C-linear isomorphism
ϕ : Γ∞
(
M˜, S˜
) ≈−→ C∞ (M˜)⊗C∞(M) Γ∞ (M, S) ,
ξ˜ = ∑
g∈G
∑
ι∈I
(ge˜ι) e˜ιξ˜ 7→ ∑
g∈G
∑
ι∈I
ge˜ι ⊗ desc
(
(ge˜ι) ξ˜
) (4.6)
where desc means pi-descent (cf. Definition 1.21). Since C∞
(
M˜
)
is dense in C
(
M˜
)
, and
Γ∞ (M, S), (resp. Γ∞
(
M˜, S˜
)
) is dense in L2 (M, S), (resp. L2
(
M˜, S˜
)
) the isomorphism
(4.6) can be uniquely extended up to C-isomorphism
ϕ : L2
(
M˜, S˜
) ≈−→ C (M˜)⊗C(M) L2 (M, S) . (4.7)
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Above formula coincides with construction 2.11 of induced representation. If a˜⊗ ξ, b˜⊗ η ∈
C
(
M˜
)
⊗C(M) Γ (M, S) ⊂ L2
(
M˜, S˜
)
, µ (resp. µ˜) is the Riemannian measure (cf. [9]) on M,
(resp. M˜) then∫
M
(
ξ,
〈
a˜, b˜
〉
C(M˜)
η
)
(x) dµ =
(
ξ,
〈
a˜, b˜
〉
C(M˜)
η
)
L2(M,S)
= ∑
ι˜∈ I˜
(
ξ,
〈
a˜ι˜ a˜, b˜
〉
C(M˜)
η
)
L2(M,S)
=
= ∑
ι˜∈ I˜
(
ξ, desc
(
a˜ι˜ a˜, b˜
)
η
)
L2(M,S)
= ∑
ι˜∈ I˜
(
1⊗ ξ, liftU˜ι˜desc
(
a˜ι˜ a˜b˜
)
(1⊗ η)
)
L2(M˜,S˜)
=
= ∑
ι˜∈ I˜
(
a˜ι˜ a˜ (1⊗ ξ) , b˜ (1⊗ η)
)
L2(M˜,S˜)
=
(
a˜ (1⊗ ξ) , b˜ (1⊗ η)
)
L2(M˜,S˜)
=
=
∫
M˜
(
a˜ (1⊗ ξ) , b˜ (1⊗ η)
)
(x˜) dµ˜.
Above equation is a version of (2.5). If ϕ is extension of given by (4.6) map and a˜ ∈ C
(
M˜
)
then following condition holds
ϕ
(
a˜ξ˜
)
= ∑
g∈G
∑
ι∈I
a˜ (ge˜ι)⊗ desc
(
(ge˜ι) ξ˜
)
. (4.8)
The left part of (4.8) is relevant to the natural action of C
(
M˜
)
on L2
(
M˜, S˜
)
, the right part
is consistent with (2.6). So one has the following lemma.
Lemma 4.4. If the representation ρ˜ : C
(
M˜
)
→ B
(
H˜
)
is induced by the pair(
C (M)→ B
(
L2 (M, S)
)
,
(
C (M) ,C
(
M˜
)
,G
(
M˜ | M
)))
(cf. Definition 2.12) then following conditions holds
(a) There is the homomorphism of Hilbert spaces H˜ ∼= L2
(
M˜, S˜
)
,
(b) The representation ρ˜ is given by the natural action of C
(
M˜
)
on L2
(
M˜, S˜
)
.
Proof. (a) Follows from (4.7),
(b) Follows from (4.8).
For any a˜ ∈ C∞
(
M˜
)
following condition holds
e˜ι˜′ a˜e˜ι˜′′ ∈ C∞
(
M˜
)
,
hence one has
〈e˜ι˜′ , a˜e˜ι˜′′〉C(M˜) = desc (e˜ι˜′ a˜e˜ι˜′′) ∈ C∞ (M) .
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Otherwise form a˜ /∈ C∞
(
M˜
)
it turns out that ∃ι˜ ∈ I˜ e˜2ι˜ a˜ /∈ C∞
(
M˜
)
, hence
〈e˜ι˜ , a˜e˜ι˜〉C(M˜) = desc
(
e˜2ι˜ a˜
)
/∈ C∞ (M) .
Summarize above equations one concludes
C∞
(
M˜
)
=
{
a˜ ∈ C
(
M˜
)
| 〈e˜ι˜′ , a˜e˜ι˜′′〉C(M˜) ∈ C∞ (M) ; ∀ι˜′, ι˜′′ ∈ I˜
}
.
From the Lemma 2.19 it turns out that
• The unital noncommutative finite-fold covering
(
C (M) ,C
(
M˜
)
,G
(
M˜ | M
))
is smoothly
invariant (cf. Definition 2.18),
•
C∞
(
M˜
)
= C
(
M˜
)⋂
M| I˜| (C∞ (M)) . (4.9)
4.1.4 Lift of the Dirac operator
For any a˜ ∈ C∞
(
M˜
)
following condition holds
a˜ = ∑
ι˜∈ I˜
γ˜ι˜ = ∑
ι˜∈ I˜
α˜ι˜ β˜ ι˜; where α˜ι˜ = e˜ι˜, β˜ ι˜ = a˜e˜ι˜, γ˜ι˜ = a˜ι˜ e˜
2
ι˜ .
Denote by Ω1/D the module of differential forms associated with the spectral triple(
C∞ (M) , L2 (M, S) , /D
)
(cf. Definition 1.55). Denote by αι˜ = desc (α˜ι˜), β ι˜ = desc
(
β˜ ι˜
)
, γι˜ = desc (γ˜ι˜) ∈ C∞ (M). Let
us define a C-linear map
∇ : C∞
(
M˜
)
→ C∞
(
M˜
)
⊗C∞(M) Ω1/D,
a˜ 7→ ∑
ι˜∈ I˜
(
α˜ι˜ ⊗ [ /D, β ι˜] + β˜ ι˜ ⊗ [ /D, αι˜]
)
For any a ∈ C∞ (M) following condition holds
∇ (a˜a) = ∑
ι˜∈ I˜
(
α˜ι˜ ⊗ [ /D, β ι˜a] + β˜ ι˜a⊗ [ /D, αι˜]
)
=
= ∑
ι˜∈ I˜
α˜ι˜ ⊗ [ /D, β ι˜] a+ α˜ι˜ ⊗ β˜ ι˜ [ /D, a] + β˜ ι˜ ⊗ [ /D, αι˜] a =
= ∑
ι˜∈ I˜
(
α˜ι˜ ⊗ [ /D, β ι˜] + β˜ ι˜ ⊗ [ /D, αι˜]
)
a+ ∑
ι˜∈ I˜
α˜ι˜ β˜ ι˜ [ /D, a] = ∇ (a˜) a+ a˜⊗ [ /D, a] .
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The comparison of the above equation and (1.16) states that ∇ is a connection. If g ∈
G
(
M˜ | M
)
then from desc (gα˜ι˜) = αι˜ and desc
(
gβ˜ ι˜
)
= β ι˜ it follows that
∇ (ga˜) = ∇
(
∑
ι˜∈ I˜
(gα˜ι˜) (gα˜ι˜)
)
=
= ∑
ι˜∈ I˜
(
gα˜ι˜ ⊗ [ /D, β ι˜] + gβ˜ ι˜ ⊗ [ /D, αι˜]
)
= g (∇ (a˜)) ,
i.e. ∇ is G-equivariant (cf. (2.15)). If ξ ∈ Dom /D then following conditions hold
supp α˜ι˜ ⊗ [ /D, β ι˜] ξ ∈ U˜ι˜,
supp β˜ ι˜ ⊗ [ /D, αι˜] ξ ∈ U˜ι˜,
hence one has
α˜ι˜ ⊗ [ /D, β ι˜] ξ = liftU˜ι˜ (αι˜ [ /D, β ι˜] ξ) ,
β˜ ι˜ ⊗ [ /D, αι˜] ξ = liftU˜ι˜ (β ι˜ [ /D, αι˜] ξ) .
From (4.2) it turns out β˜ ι˜ [ /D, αι˜] = [ /D, αι˜] β˜ ι˜, hence
α˜ι˜ ⊗ [ /D, β ι˜] ξ + β˜ ι˜ ⊗ [ /D, αι˜] ξ = liftU˜ι˜ (([ /D, αι˜] β ι˜ + αι˜ [ /D, β ι˜]) ξ) = liftU˜ι˜ ([ /D, γι˜] ξ)
From liftU˜ι˜ (γι˜) = γ˜ι˜ and ∑ι˜∈ I˜ γ˜ι˜ = a˜ it turns out
∑
ι˜∈ I˜
(
α˜ι˜ ⊗ [ /D, β ι˜] + β˜ ι˜ ⊗ [ /D, αι˜]
)
ξ =
= ∑
ι˜∈ I˜
liftU˜ι˜ [ /D, γι˜] (1⊗ ξ) = ∑
ι˜∈ I˜
[
/˜D, γ˜ι˜
]
(1⊗ ξ) =
[
/˜D, a˜
]
(1⊗ ξ)
where /˜D is the pi-lift of /D. From the above equation it follows that
∇ (a˜) ξ + a˜⊗ /Dξ =
[
/˜D, a˜
]
(1⊗ ξ) + a˜⊗ /Dξ = /˜D (a˜⊗ ξ)
The comparison of the above equation with (2.16) states that /˜D is
(
C (M) ,C
(
M˜
)
,G
(
M˜ | M
))
-
lift of
(
C∞ (M) , L2 (M, S) , /D
)
(cf. Definition 2.21).
4.1.5 Coverings of spectral triples
From (4.3) it turns that hence C (M)-module C
(
M˜
)
is generated by a finite set {e˜ι˜}ι˜∈ I˜ ,
i.e.
C
(
M˜
)
= ∑
ι˜∈ I˜
e˜ι˜ C(M).
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Also from (4.3) it turns out
〈
e˜
ι˜′ , e˜ι˜′′
〉
C(M˜)
∈ C∞ (M), i.e. the set {e˜ι˜} ι˜∈ I˜ , satisfies to the
condition (a) of the Lemma 2.19. From (4.4) it turns out that {e˜ι˜} ι˜∈ I˜ is G-invariant, i.e.
G {e˜ι˜}ι˜∈ I˜ = {e˜ι˜}ι˜∈ I˜ ,
hence the set {e˜ι˜} ι˜∈ I˜ , satisfies to the condition (b) of the Lemma 2.19. From the Lemma
2.19 it turns out that the unital noncommutative finite-fold covering
(
C (M) ,C
(
M˜
)
,G
)
is smoothly invariant. It is proven in 4.1.4 that if /˜D is the pi-lift of /D then /˜D is the(
C (M) ,C
(
M˜
)
,G
(
M˜ | M
))
-lift of
(
C∞ (M) , L2 (M, S) , /D
)
. So one has the following
theorem.
Theorem 4.5. A spectral triple
(
C∞
(
M˜
)
, L2
(
M˜, S˜
)
, /˜D
)
is the
(
C (M) ,C
(
M˜
)
,G
(
M˜ | M
))
-
lift of
(
C∞ (M) , L2 (M, S) , /D
)
.
4.2 Infinite coverings
This section contains an algebraic version of the Proposition 1.1 in case of infinite cov-
erings.
4.2.1 Coverings of C∗-algebras
Following theorem states an equivalence between a topological notion of an infinite
covering and an algebraical one.
Theorem 4.6. [13] If SX = {X = X0 ←− ...←− Xn ←− ...} ∈ FinTop and
SC0(X ) = {C0(X ) = C0(X0)→ ...→ C0(Xn)→ ...} ∈ FinAlg
is an algebraical finite covering sequence then following conditions hold:
(i) SC0(X ) is good,
(ii) There are isomorphisms:
• lim←− ↓ SC0(X ) ≈ C0
(
lim←− ↓ SX
)
;
• G
(
lim←− ↓ SC0(X ) | C0 (X )
)
≈ G
(
lim←− ↓ SX | X
)
.
(cf. Definitions 1.37 and 3.13 for notation).
4.2.2 The sequence of spectral triples
Let
(
C∞ (M) , L2 (M, S) , /D
)
be a commutative spectral triple, and let pi : M˜ → M be an
infinite regular covering. From the Proposition 1.1 it follows that M˜ has natural structure
of the Riemannian manifold. Denote by S˜ = pi∗S the inverse image of the Spin-bundle
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(cf. 1.2.3). Similarly we can define an inverse image /˜D = pi∗ /D (cf. Definition 1.24). Let
G = G
(
M˜ |M
)
be a group of covering transformations of pi. Suppose that there is a
commutative diagram of group epimorphisms
G
G1 · · · Gn · · ·
such that
• A group Gn is finite for any n ∈ N,
• ⋂n∈N ker (G → Gn) is a trivial group.
If Jn = ker (G→ Gn) then there is the following commutative diagram of coverings
M˜
M M1 = M˜/J1 · · · Mn = M˜/Jn · · ·
pi pi1 pin
Clearly SM = {M = M0 ←− ...←− Mn ←− ...} ∈ FinTop is a topological finite covering se-
quence. From the Theorem 4.6 it turns out that
SC(M) = {C(M) = C(M0)→ ...→ C(Mn)→ ...}
is a good algebraical finite covering sequence, and the triple(
C (M) ,C0
(
M˜
)
,G = G
(
M˜ | M
))
is an infinite noncommutative covering of SC(M). Otherwise from the Theorem 4.5 it
follows that
S(C∞(M),L2(M,S), /D) = {
(
C∞ (M) , L2 (M, S) , /D
)
=
(
C∞ (M0) , L
2 (M0, S0) , /D0
)
, . . . ,(
C∞ (Mn) , L
2 (Mn, Sn) , /Dn
)
, . . . } ∈ CohTriple
(4.10)
is a coherent sequence of spectral triples. We would like to proof that S(C∞(M),L2(M,S), /D)
is regular and to find a
(
C (M) ,C0
(
M˜
)
,G
)
-lift of
(
C∞ (M) , L2 (M, S) , /D
)
. Denote by
S˜ = pi∗S the inverse image of the Spin-bundle S.
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4.2.3 Induced representation
Similarly to 4.1.3 consider a finite family {aι ∈ C∞ (M)}ι∈I of positive elements such
that
aι (M\Uι) = {0},
1C(M) = ∑
ι∈I
aι.
Similarly to 4.1.3 for any ι ∈ I we choose an open subset U˜ι which is mapped homeomor-
phically onto Uι and define a˜ι = liftU˜ι (aι) ∈ C∞
(
M˜
)
. Denote by eι =
√
aι, e˜ι =
√
a˜ι. If
Γ∞c
(
M˜, S˜
)
is the space of compactly supported smooth sections then similarly to 4.6 there
is the C-linear isomorphism
ϕ : Γ∞c
(
M˜, S˜
) ≈−→ C∞c (M˜)⊗C∞(M) Γ∞ (M, S) ,
∑
(g,ι)∈Iξ˜
(ge˜ι) (ge˜ι) ξ˜ 7→ ∑
(g,ι)∈Iξ˜
ge˜ι ⊗ desc
(
(ge˜ι) ξ˜
)
(4.11)
where I
ξ˜
⊂ G× I is a finite subset such that
∑
(g,ι)∈Iξ˜
(ge˜ι) (ge˜ι) ξ˜ = ξ˜.
Since C∞c
(
M˜
)
is dense in L2
(
C0
(
M˜
))
, and Γ∞ (M, S), (resp. Γ∞c
(
M˜, S˜
)
) is dense in
L2 (M, S), (resp. L2
(
M˜, S˜
)
) the isomorphism (4.6) can be uniquely extended up to C-
isomorphism
ϕ : L2
(
M˜, S˜
) ≈−→ L2 (C (M˜))⊗C(M) L2 (M, S) . (4.12)
Denote by G = G
(
M˜ | M
)
. If a˜⊗ ξ, b˜⊗ η ∈ L2
(
C0
(
M˜
))
⊗C(M) Γ (M, S) ⊂ L2
(
M˜, S˜
)
,
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µ (resp. µ˜) is the Riemannian measure (cf. [9]) on M, (resp. M˜) then
∫
M
(
ξ,
(
∑
g∈G
g
(
a˜∗b˜
))
η
)
(x) dµ =
ξ,
 ∑
g∈G(M˜ | M)
g
(
a˜∗ b˜
) η

L2(M,S)
=
=
ξ,
∑
g∈G
g
 ∑
(g′,ι)∈G×I
g′ a˜ι
 a˜∗b˜
 η

L2(M,S)
=
=
ξ,
 ∑
(g′,ι)∈G×I
desc
(
g′ a˜ι a˜∗ b˜
) η

L2(M,S)
=
=
1⊗ ξ,
 ∑
(g′,ι)∈G×I
lift
gU˜ιdesc
(
g′ a˜ι a˜∗b˜
) (1⊗ η)

L2(M˜,S˜)
=
=
(
1⊗ ξ, a˜∗ b˜ (1⊗ η)
)
L2(M˜,S˜)
=
(
a˜ (1⊗ ξ) , b˜ (1⊗ η)
)
L2(M˜,S˜)
=
=
∫
M˜
(
a˜ (1⊗ ξ) , b˜ (1⊗ η)
)
(x˜) dµ˜,
i.e. scalar product on the Hilbert space of the induced representation coincides with the
natural scalar product on L2
(
M˜, S˜
)
. If a˜ ∈ Cc
(
M˜
)
then following condition holds
ϕ (a˜ξ) = ∑
g∈G
∑
ι∈I
a˜ge˜ι ⊗ desc
(
(ge˜ι) ξ˜
)
. (4.13)
The left part of (4.13) is given by the natural action of Cc
(
M˜
)
on L2
(
M˜, S˜
)
, the right part
is consistent with (3.8). Since Cc
(
M˜
)
is a dense subalgebra of C0
(
M˜
)
the equation (4.13)
is true for any a˜ ∈ C0
(
M˜
)
. Summarize above equations one has the following lemma.
Lemma 4.7. If the representation ρ˜ : C0
(
M˜
)
→ B
(
H˜
)
is induced by the pair(
C (M)→ B
(
L2 (M, S)
)
,
(
C (M) ,C0
(
M˜
)
,G
(
M˜ | M
)))
(cf. Definition 3.22) then following conditions holds
(a) There is the homomorphism of Hilbert spaces H˜ ∼= L2
(
M˜, S˜
)
,
(b) The representation ρ˜ is given by the natural action of C0
(
M˜
)
on L2
(
M˜, S˜
)
.
Proof. (a) Follows from (4.12).
(b) Follows from (4.13).
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4.2.4 Smooth elements
Consider the coherent sequence
S(C∞(M),L2(M,S), /D) = {
(
C∞ (M) , L2 (M, S) , /D
)
=
(
C∞ (M0) , L
2 (M0, S0) , /D0
)
, . . . ,(
C∞ (Mn) , L
2 (Mn, Sn) , /Dn
)
, . . . } ∈ CohTriple
(4.14)
of spectral triples given by (4.10). For any n ∈ N denote by pin : M˜ → Mn the natural
covering.
Lemma 4.8. [13] Following conditions hold:
(i) If U˜ ⊂ M˜ is a compact set then there is N ∈ N such that for any n ≥ N the restriction
pin|U˜ : U˜
≈−→ pin
(
U˜
)
is a homeomorphism,
(ii) If a˜ ∈ Cc
(
M˜
)
+
is a positive element then there there is N ∈ N such that for any n ≥ N
following condition holds
an (pin (x˜)) =
{
a˜ (x˜) x˜ ∈ supp a˜ & pin (x˜) ∈ supp an
0 pin (x˜) /∈ supp an (4.15)
where
an = ∑
g∈ker(Ĝ→Gn)
ga˜.
Lemma 4.9. If W˜∞ is the space of S(C∞(M),L2(M,S), /D)-smooth elements (cf. Definition 3.29) then
W˜∞ ⊂ C∞c
(
M˜
)
def
= C∞
(
M˜
)⋂
Cc
(
M˜
)
.
Proof. It is shown in [22] that Pedersen ideal of C0
(
M˜
)
coincides with Cc
(
M˜
)
, and taking
into account the condition (d) of the Definition 3.29 one has
W˜∞ ∈ Cc
(
M˜
)
.
If a˜ ∈ W˜∞ then from the condition (a) of the Definition 3.29 it follows that
an = ∑
g∈ker(Ĝ→Gn)
ga˜ ∈ C∞ (Mn) .
From a˜ ∈ W˜∞ ⊂ Cc
(
M˜
)
and (4.15) it follows that a˜ ∈ C∞
(
M˜
)
, hence a˜ ∈ C∞
(
M˜
)⋂
Cc
(
M˜
)
.
41
Lemma 4.10. If W˜∞ is the space ofS(C∞(M),L2(M,S), /D)-smooth elements (cf. Definition 3.29) then
C∞c
(
M˜
)
⊂ W˜∞.
Proof. Let a˜ ∈ C∞c
(
M˜
)
. One need check that a˜ satisfies to (a)-(d) of the Definition 3.29.
(a) From a˜ ∈ C∞c
(
M˜
)
it follows that for any n ∈ N0 following condition holds
∑
g∈ker(G(M˜ |M)→G(M˜ |Mn))
ga˜ ∈ C∞ (Mn) .
(b) Let pisn : C
∞ (Mn) → B
(
H2sn
)
be a representation given by (1.12). From (4.15) it turns
out
lim
n→∞ 1Cb(M˜) ⊗ pi
s
n (an) = pis (a˜) (4.16)
in sense of strong convergence.
(c) The equation (4.16) means that any a˜ ∈ C∞c
(
M˜
)
satisfies to the condition (b) the
Definition (3.29). The manifold M is compact, so there is a finite set {Uι}ι∈I of open sets
such that any Uι is evenly covered by pi : M˜→ M and M = ⋃ι∈I Uι. There is a partition of
unity
1C(M) = ∑
ι∈I
aι; where aι ∈ C∞ (M) . (4.17)
For any ι ∈ I we select U˜ι such that the natural map U˜ι ≈−→ Uι is a homeomorphism.
Denote by eι =
√
aι and let e˜ι ∈ C∞c
(
M˜
)
is given by
e˜ι (x˜) =
{
eι (pi (x˜)) x˜ ∈ U˜ι
0 x˜ /∈ U˜ι
From (4.17) it follows that
a˜ = ∑
(g,ι)∈G(M˜ | M)×I
(ge˜ι) (ge˜ι) a˜,
and taking into account that supp a˜ is compact there is a finite subset I˜ ⊂ G
(
M˜ | M
)
× I
such that
a˜ = ∑
(g,ι)∈ I˜
(ge˜ι) (ge˜ι) a˜ = ∑
(g,ι)∈ I˜
a˜(g,ι) = ∑
(g,ι)∈ I˜
α˜(g,ι)β˜(g,ι),
where α˜(g,ι) = ge˜ι; β˜(g,ι) = ge˜ι a˜; a˜(g,ι) = α˜(g,ι)β˜(g,ι) = ge˜
2
(g,ι)a˜,
(4.18)
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If an, α
n
(g,ι)
, βn
(g,ι)
∈ C∞ (Mn) be given by
an = ∑
g∈ker(G(M˜ | M)→G(M˜ | Mn))
ga˜,
an(g,ι) = ∑
g∈ker(G(M˜ | M)→G(M˜ | Mn))
ga˜(g,ι),
αn(g,ι) = ∑
g∈ker(G(M˜ | M)→G(M˜ | Mn))
gα˜(g,ι),
βn(g,ι) = ∑
g∈ker(G(M˜ | M)→G(M˜ | Mn))
gβ˜(g,ι),
then
[ /Dn, an] = ∑
(g,ι)∈ I˜
[
/Dn, a
n
(g,ι)
]
=
= ∑
(g,ι)∈ I˜
([
/Dn, α
n
(g,ι)
]
βn(g,ι) + α
n
(g,ι)
[
/Dn, β
n
(g,ι)
])
.
From (4.2) it turns out [
/Dn, α
n
(g,ι)
]
βn(g,ι) = β
n
(g,ι)
[
/Dn, α
n
(g,ι)
]
,
hence one has
[ /Dn, an] = ∑
(g,ι)∈ I˜
(
βn(g,ι)
[
/Dn, α
n
(g,ι)
]
+ αn(g,ι)
[
/Dn, β
n
(g,ι)
])
.
From (4.18) it turns out
supp αn(g,ι) ⊂ pin
(
gU˜ι
)
; supp βn(g,ι) ⊂ pin
(
gU˜ι
)
. (4.19)
From the definition of U˜ι it turns out that for any nontrivial g′ ∈ G (Mn | M) following
condition holds
pin
(
gU˜ι
)⋂
g′pin
(
gU˜ι
)
= ∅.
and taking into account (4.19) one has
αn(g,ι)
(
g′βn(g,ι)
)
= 0,
βn(g,ι)
[
/Dn, g
′αn(g,ι)
]
= 0,
αn(g,ι)
[
/Dn, g
′βn(g,ι)
]
= 0.
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If e ∈ G (Mn | M) is the neutral element of G (Mn | M) then from the above equations it
turns out
βn(g,ι)
 /Dn, ∑
g′∈G(Mn | M)
g′αn(g,ι)
 = ∑
g′∈G(Mn | M)
βn(g,ι)
[
/Dn, g
′αn(g,ι)
]
=
= βn(g,ι)
[
/Dn, α
n
(g,ι)
]
+ ∑
g′∈G(Mn | M)\{e}
βn(g,ι)
[
/Dn, g
′αn(g,ι)
]
=
= βn(g,ι)
[
/Dn, α
n
(g,ι)
]
+ 0 = βn(g,ι)
[
/Dn, α
n
(g,ι)
]
.
Similarly one has
αn(g,ι)
 /Dn, ∑
g′∈G(Mn | M)
g′βn(g,ι)
 = αn(g,ι) [ /Dn, βn(g,ι)] ,
or if a(g,ι), α(g,ι), β(g,ι) are given by
a(g,ι) = ∑
g′∈G(Mn | M)
g′an(g,ι) ,
α(g,ι) = ∑
g′∈G(Mn | M)
g′αn(g,ι) ,
β(g,ι) = ∑
g′∈G(Mn | M)
g′βn(g,ι)
(4.20)
then
βn(g,ι)
[
/Dn, α
n
(g,ι)
]
= ∑
g′∈G(Mn | M)
βn(g,ι)
[
/Dn, g
′αn(g,ι)
]
= βn(g,ι)
[
/Dn, α(g,ι)
]
,
αn(g,ι)
[
/Dn, β
n
(g,ι)
]
= ∑
g′∈G(Mn | M)
αn(g,ι)
[
/Dn, g
′βn(g,ι)
]
= αn(g,ι)
[
/Dn, β(g,ι)
]
.
Elements α(g,ι), β(g,ι) are invariant with respect to G (Mn | M), one has α(g,ι), β(g,ι) ∈
C∞ (M). Since /Dn is the pin-lift of /D following conditions hold:
βn(g,ι)
[
/Dn, α
n
(g,ι)
]
= βn(g,ι)
[
/Dn, α(g,ι)
]
= βn(g,ι) ⊗
[
/D, α(g,ι)
]
∈ C∞ (Mn)⊗C∞(M) Ω1/D (4.21)
where Ω1/D is the module of differential forms associated with the spectral triple(
C∞ (M) , L2 (M, S) , /D
)
(cf. Definition 1.8.3). From the strong limit limn→∞ βn(g,ι) = β˜(g,ι) it turns out
lim
n→∞ 1Cb(M˜) ⊗ β
n
(g,ι)
[
/D, α(g,ι)
]
= β˜(g,ι) ⊗
[
/D, α(g,ι)
]
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and taking into account β˜(g,ι) ∈ Cc
(
M˜
)
⊂ L2
(
C0
(
M˜
))
one has
lim
n→∞ 1Cb(M˜) ⊗ β
n
(g,ι)
[
/D, α(g,ι)
]
= β˜(g,ι) ⊗
[
/D, α(g,ι)
]
∈ L2
(
C0
(
M˜
))
⊗C∞(M) Ω1D.
Similarly one can prove
lim
n→∞ 1Cb(M˜) ⊗ α
n
(g,ι)
[
/D, β(g,ι)
]
= α˜(g,ι) ⊗
[
/D, β(g,ι)
]
∈ L2
(
C0
(
M˜
))
⊗C∞(M) Ω1/D.
Summarize above equation one has
a˜ /D
(g,ι)
= lim
n→∞ 1Cb(M˜) ⊗
[
/Dn, a
n
(g,ι)
]
=
= lim
n→∞
(
βn(g,ι)⊗
[
/Dn, α
n
(g,ι)
]
+ αn(g,ι) ⊗
[
/Dn, β
n
(g,ι)
])
=
= ∑
(g,ι)∈ I˜
(
β˜(g,ι) ⊗
[
/D, α(g,ι)
]
+ α˜(g,ι) ⊗
[
/D, β(g,ι)
])
.
(4.22)
From α˜(g,ι), β˜(g,ι) ∈ L2
(
C0
(
M˜
))
,
[
/D, α(g,ι)
]
,
[
/D, β(g,ι)
]
∈ Ω1/D it follows that a˜ /D(g,ι) ∈
L2
(
C0
(
M˜
))
⊗C∞(M) Ω1/D. Taking into account that I˜ is a finite set one concludes that
a˜ /D = limn→∞ 1Cb(M˜) ⊗ [ /Dn, an] = ∑
(g,ι)∈ I˜
a˜ /D
(g,ι)
∈ L2
(
C0
(
M˜
))
⊗C∞(M) Ω1/D. (4.23)
(d) It is known that Cc
(
M˜
)
the Pedersen ideal of C0
(
M˜
)
(cf. [22]). From a˜ ∈ Cc
(
M˜
)
it
turns out that a˜ lies in the Pedersen ideal.
4.2.5 Lift of Dirac operator
For any ξ ∈ Γ∞ (M, S) one has
supp β˜(g,ι) ⊗
[
/D, α(g,ι)
]
ξ ⊂ gU˜ι,
so from (1.4) it turns out
β˜(g,ι) ⊗
[
/D, α(g,ι)
]
ξ = lift
gU˜
(
desc
(
β˜(g,ι) ⊗
[
/D, α(g,ι)
]
ξ
))
=
= lift
gU˜
(
β(g,ι)
[
/D, α(g,ι)
]
ξ
)
= lift
gU˜
([
/D, α(g,ι)
]
β(g,ι)ξ
)
.
Similarly one has
α˜(g,ι) ⊗
[
/D, β(g,ι)
]
ξ = lift
gU˜
(
β(g,ι)
[
/D, α(g,ι)
]
ξ
)
,
a˜(g,ι) ⊗ /Dξ = liftgU˜
(
a(g,ι) /Dξ
)
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From (4.22) it turns out
a˜ /D
(g,ι)
(ξ) = liftgU˜
(([
/D, α(g,ι)
]
β(g,ι) + α(g,ι)
[
/D, β(g,ι)
])
ξ
)
=
= lift
gU˜
([
/D, α(g,ι)β(g,ι)
]
ξ
)
= lift
gU˜
([
/D, a(g,ι)
]
ξ
)
,
hence one has
a˜ /D
(g,ι) (ξ) + a˜(g,ι) ⊗ /Dξ = liftgU˜
(([
/D, a(g,ι)
]
+ a(g,ι) /D
)
ξ
)
=
= lift
gU˜
(
/Da(g,ι)ξ
)
= /˜D
(
a˜(g,ι) ⊗ ξ
) (4.24)
Denote by /D′ the operator given by (3.14). From a˜ = ∑(g,ι)∈ I˜ a˜(g,ι) it turns out
/D′ (a˜⊗ ξ) = ∑
(g,ι)∈ I˜
/D′
(
a˜(g,ι) ⊗ ξ
)
.
From (3.14) it follows that turns out
/D′ (a˜⊗ ξ) = ∑
(g,ι)∈ I˜
/D′
(
a˜(g,ι) ⊗ ξ
)
= ∑
(g,ι)∈ I˜
(
a˜ /D
(g,ι) (ξ) + a˜(g,ι) ⊗ /Dξ
)
,
and taking into account (4.24) one has
/D′ (a˜⊗ ξ) = ∑
(g,ι)∈ I˜
(
a˜ /D
(g,ι)
(ξ) + a˜(g,ι) ⊗ /Dξ
)
= ∑
(g,ι)∈ I˜
/˜D
(
a˜(g,ι) ⊗ ξ
)
= /˜D (a˜⊗ ξ) .
From the above equation it turns out /D′ = /˜D, i.e. in the specific case of commutative
spectral triples the Dirac operator given by (3.14) and the Definition 3.34 is the lift of Dirac
operator given by the Definition 1.24.
4.2.6 Coverings of spectral triples
Since the space C∞
(
M˜
)⋂
Cc
(
M˜
)
is dense in C0
(
M˜
)
, we have the following theorem
Theorem 4.11. Following conditions hold:
• The sequence of spectral triples
S(C∞(M),L2(M,S), /D) = {
(
C∞ (M) , L2 (M, S) , /D
)
=
(
C∞ (M0) , L
2 (M0, S0) , /D0
)
, . . . ,(
C∞ (Mn) , L
2 (Mn, Sn) , /Dn
)
, . . . } ∈ CohTriple
given by (4.10) is good (cf. Definition 3.32),
• The triple
(
C∞0
(
M˜
)
, L2
(
M˜, S˜
)
, /˜D
)
is the
(
C (M) ,C0
(
M˜
)
,G
(
M˜ | M
))
-lift of(
C∞ (M) , L2 (M,S) , /D
)
(cf. Definition 3.34).
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5 Coverings of noncommutative tori
5.1 Fourier transformation
There is a norm on Zn given by
‖(k1, ..., kn)‖ =
√
k21 + ...+ k
2
n.
The space of complex-valued Schwartz functions on Zn is given by
S (Zn) =
{
a = {ak}k∈Zn ∈ CZ
n | supk∈Zn (1+ ‖k‖)s |ak| < ∞, ∀s ∈ N
}
.
Let Tn be an ordinary n-torus. We will often use real coordinates for Tn, that is, view Tn as
Rn/Zn. Let C∞ (Tn) be an algebra of infinitely differentiable complex-valued functions
on Tn. There is the bijective Fourier transformations FT : C∞ (Tn) ≈−→ S (Zn); f 7→ f̂
given by
f̂ (p) = FT( f )(p) =
∫
Tn
e−2piix·p f (x) dx (5.1)
where dx is induced by the Lebesgue measure on Rn and · is the scalar product on the
Euclidean space Rn. The Fourier transformation carries multiplication to convolution, i.e.
f̂ g (p) = ∑
r+s=p
f̂ (r) ĝ (s) .
The inverse Fourier transformation F−1
T
: S (Zn) ≈−→ C∞ (Tn); f̂ 7→ f is given by
f (x) = F−1T f̂ (x) = ∑
p∈Zn
f̂ (p) e2piix·p.
There is the C-valued scalar product on C∞ (Tn) given by
( f , g) =
∫
Tn
f gdx = ∑
p∈Zn
f̂ (−p) ĝ (p) .
Denote by S (Rn) be the space of complex Schwartz (smooth, rapidly decreasing) func-
tions on Rn.
S (Rn) =
{
f ∈ C∞(Rn) : ‖ f‖α,β) < ∞ ∀α = (α1, ..., αn) , β = (β1, ..., βn) ∈ Zn+
}
,
‖ f‖α,β = sup
x∈Rn
∣∣∣xαDβ f (x)∣∣∣ (5.2)
where
xα = xα11 · ... · xαnn ,
Dβ =
∂
∂x
β1
1
...
∂
∂x
βn
n
.
The topology on S (Rn) is given by seminorms ‖ · ‖α,β.
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Definition 5.1. Denote by S ′ (Rn) the vector space dual to S (Rn), i.e. the space of contin-
uous functionals on S (Rn). Denote by 〈·, ·〉 : S ′ (Rn)× S (Rn) → C the natural pairing.
We say that {an ∈ S ′ (Rn)}n∈N is weakly-* convergent to a ∈ S ′ (Rn) if for any b ∈ S (Rn)
following condition holds
lim
n→∞ 〈an, b〉 = 〈a, b〉 .
We say that
a = lim
n→∞ an
in the sense of weak-* convergence.
Let F and F−1 be the ordinary and inverse Fourier transformations given by
(F f ) (u) =
∫
R2N
f (t)e−2piit·udt,
(
F−1 f
)
(u) =
∫
R2N
f (t)e2piit·udt (5.3)
which satisfy following conditions
F ◦ F−1|S(Rn) = F−1 ◦ F|S(Rn) = IdS(Rn).
There is the C-valued scalar product on S (Rn) given by
( f , g) =
∫
Rn
f gdx =
∫
Rn
F fF gdx. (5.4)
which if F -invariant, i.e.
( f , g) = (F f ,F g) .
5.2 Noncommutative torus Tn
Θ
Let Θ be a real skew-symmetric n× n matrix, we will define a new noncommutative
product ⋆Θ on S (Zn) given by(
f̂ ⋆Θ ĝ
)
(p) = ∑
r+s=p
f̂ (r) ĝ (s) e−piir · Θs. (5.5)
and an involution
f̂ ∗ (p) = f̂ (−p) .
In result there is an involutive algebra C∞
(
Tn
Θ
)
= (S (Zn) ,+, ⋆Θ ,∗ ). There is a tracial
state on C∞
(
TnΘ
)
given by
τ ( f ) = f̂ (0) . (5.6)
From C∞
(
TnΘ
) ≈ S (Zn) it follows that there is a C-linear isomorphism
ϕ∞ : C
∞ (TnΘ)
≈−→ C∞ (Tn) . (5.7)
such that following condition holds
τ ( f ) =
1
(2pi)n
∫
Tn
ϕ∞ ( f ) dx. (5.8)
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Similarly to 1.48 there is the Hilbert space L2
(
C∞
(
TnΘ
)
, τ
)
and the natural representation
C∞
(
TnΘ
) → B (L2 (C∞ (TnΘ) , τ)) which induces the C∗-norm. The C∗-norm completion
C
(
TnΘ
)
of C∞
(
TnΘ
)
is a C∗-algebra and there is a faithful representation
C (TnΘ)→ B
(
L2 (C∞ (TnΘ) , τ)
)
. (5.9)
We will write L2
(
C
(
TnΘ
)
, τ
)
instead of L2
(
C∞
(
TnΘ
)
, τ
)
. There is the natural C-linear
map C∞
(
TnΘ
) → L2 (C (TnΘ) , τ) and since C∞ (TnΘ) ≈ S (Zn) there is a linear map ΨΘ :
S (Zn)→ L2 (C (TnΘ) , τ). If k ∈ Zn and Uk ∈ S (Zn) = C∞ (TnΘ) is such that
Uk (p) = δkp : ∀p ∈ Zn (5.10)
then
UkUp = e
−piik · ΘpUk+p; UkUp = e−2piik · ΘpUpUk. (5.11)
If ξk = ΨΘ (Uk) then from (5.5), (5.6) it turns out
τ (U∗k ⋆Θ Ul) = (ξk, ξl) = δkl , (5.12)
i.e. the subset {ξk}k∈Zn ⊂ L2
(
C
(
TnΘ
)
, τ
)
is an orthogonal basis of L2
(
C
(
TnΘ
)
, τ
)
. Hence
the Hilbert space L2
(
C
(
Tn
Θ
)
, τ
)
is naturally isomorphic to the Hilbert space ℓ2 (Zn) given
by
ℓ
2 (Zn) =
{
ξ = {ξk ∈ C}k∈Zn ∈ CZ
n | ∑
k∈Zn
|ξk|2 < ∞
}
and the C-valued scalar product on ℓ2 (Zn) is given by
(ξ, η)
ℓ2(Zn) = ∑
k∈Zn
ξkηk.
The map ΨΘ : S (Zn) →֒ L2
(
C
(
TnΘ
)
, τ
)
is equivalent to the map
ΨΘ : C
∞ (TnΘ) →֒ L2 (C (TnΘ) , τ) . (5.13)
From (5.8) it follows that for any a, b ∈ C∞ (Tn
Θ
)
the scalar product on L2
(
C
(
Tn
Θ
)
, τ
)
is
given by
(a, b) =
∫
Tn
a∗commbcommdx (5.14)
where acomm ∈ C∞ (Tn) (resp. bcomm) is a commutative function which corresponds to a
(resp. b). An alternative description of C
(
TnΘ
)
is such that if
Θ =

0 θ12 . . . θ1n
θ21 0 . . . θ2n
...
...
. . .
...
θn1 θn2 . . . 0
 (5.15)
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then C
(
TnΘ
)
is the universal C∗-algebra generated by unitary elements u1, ..., un ∈ U
(
C
(
TnΘ
))
such that following condition holds
ujuk = e
−2piiθjkukuj. (5.16)
Unitary operators u1, ..., un correspond to the standard basis of Z
n.
Definition 5.2. Unitary elements u1, ..., un ∈ U
(
C
(
Tnθ
))
which satisfy the relation (5.16)
are said to be generators of C
(
TnΘ
)
. The set {Ul}l∈Zn is said to be the basis of C
(
TnΘ
)
.
Definition 5.3. If Θ is non-degenerated, that is to say, σ(s, t)
def
= s ·Θt to be symplectic. This
implies even dimension, n = 2N. One then selects
Θ = θ J
def
= θ
(
0 1N
−1N 0
)
(5.17)
where θ > 0 is defined by θ2N
def
= detΘ. Denote by C∞
(
T2Nθ
) def
= C∞
(
T2NΘ
)
and C
(
T2Nθ
) def
=
C
(
T2NΘ
)
.
5.3 Geometry of noncommutative tori
Denote by δµ (µ = 1, . . . , n) the analogues of the partial derivatives
1
i
∂
∂xµ on C
∞(Tn)
which are derivations on the algebra C∞(TnΘ) given by
δµ(Uk) = kµUk.
These derivations have the following property
δµ(a
∗) = −(δµa)∗,
and also satisfy the integration by parts formula
τ(aδµb) = −τ((δµa)b), a, b ∈ C∞(TnΘ).
The spectral triple describing the noncommutative geometry of noncommutative n-torus
consists of the algebra C∞(TnΘ), the Hilbert space H = L2
(
C
(
TnΘ
)
, τ
)⊗ Cm, where m =
2[n/2] with the representation pi ⊗ 1B(Cm) : C∞(TnΘ) → B (H) where pi : C∞(TnΘ) →
B
(
L2
(
C
(
TnΘ
)
, τ
))
is given by (5.9). The Dirac operator is given by
D = /∂
def
=
n
∑
µ=1
∂µ ⊗ γµ ∼=
n
∑
µ=1
δµ ⊗ γµ, (5.18)
where ∂µ = δµ, seen as an unbounded self-adjoint operator on L2
(
C
(
TnΘ
)
, τ
)
and γµs are
Clifford (Gamma) matrices in Mn(C) satisfying the relation
γiγj + γjγi = 2δij IN . (5.19)
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There is a spectral triple (
C∞(TnΘ), L
2 (C (TnΘ) , τ)⊗Cm,D
)
. (5.20)
There is an alternative description of D. The space C∞ (Tn) (resp. C∞
(
TnΘ
)
) is dense in
L2 (Tn) (resp. L2
(
C∞
(
TnΘ
)
, τ
)
), hence from the C-linear isomorphism ϕ∞ : C
∞
(
TnΘ
) ≈−→
C∞ (Tn) given by (5.7) it follows isomorphism of Hilbert spaces
ϕ : L2 (C (TnΘ) , τ)
≈−→ L2 (Tn) .
Otherwise Tn admits a Spin-bundle S such that L2
(
T2, S
) ≈ L2 (Tn)⊗ Cm. It turns out
an isomorphism of Hilbert spaces
Φ : L2 (C (TnΘ) , τ)⊗Cm ≈−→ L2 (Tn, S) .
There is a commutative spectral triple(
C∞ (Tn) , L2 (Tn, S) , /D
)
(5.21)
such that D is given by
D = Φ−1 ◦ /D ◦Φ. (5.22)
Noncommutative geometry replaces differentials with commutators such that the differ-
ential d f corresponds to 1i [ /D, f ] and the well known equation
d f =
n
∑
µ=1
∂ f
∂xµ
dxµ
is replaced with
[ /D, f ] =
n
∑
µ=1
∂ f
∂xµ
[
/D, xµ
]
(5.23)
In case of commutative torus we on has
dxµ = iu
∗
µduµ
where uµ = e
−ixµ , so what equation (5.23) can be written by the following way
[ /D, f ] =
n
∑
µ=1
∂ f
∂xµ
u∗µ
[
/D, uµ
]
(5.24)
We would like to prove a noncommutative analog of (5.24), i.e. for any a ∈ C∞ (TnΘ)
following condition holds
[D, a] =
n
∑
µ=1
∂a
∂xµ
u∗µ
[
D, uµ
]
(5.25)
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From (5.18) it follows that (5.25) is true if and only if[
δµ, a
]
=
n
∑
µ=1
∂a
∂xµ
u∗µ
[
δµ, uµ
]
; µ = 1, . . . n. (5.26)
In the above equation ∂a∂xµ means that one considers a as element of C
∞ (Tn), takes ∂∂xµ of
it and then the result of derivation considers as element of C∞
(
Tn
Θ
)
. Since the linear span
of elements Uk is dense in both C
∞
(
TnΘ
)
and L2
(
C
(
TnΘ
)
, τ
)
the equation (5.26) is true if
for any k, l ∈ Zn following condition holds[
δµ,Uk
]
Ul =
∂Uk
∂xµ
u∗µ
[
δµ, uµ
]
Ul .
The above equation is a consequence of the following calculations:[
δµ,Uk
]
Ul = δµUkUl −UkδkUl = (k+ l)UkUl − lUkUl = kUkUl ,
∂Uk
∂xµ
u∗µ
[
δµ, uµ
]
Ul = kUku
∗ (δµuµUl − uµδUl) = kUku∗ ((l + 1) uµUl − luµδUl) =
= kUku
∗
µuµUl = kUkUl .
For any k ∈ Zn following condition holds
u∗µ
[
δµ, uµ
]
Uk = u
∗
µδµuµUk − u∗µ uµδµUk = u∗µ
(
(k+ 1) uµUk − kuµUk
)
= Uk
it turns out
u∗µ
[
δµ, uµ
]
= 1C(TnΘ)
; u∗µ
[
D, uµ
]
= γµ. (5.27)
From (5.18), (5.25) and (5.27) it turns out
[D, f ] =
n
∑
µ=1
∂ f
∂xµ
γµ. (5.28)
γµ ∈ Ω1D (5.29)
where Ω1D is the module of differential forms associated with the spectral triple (5.20) (cf.
Definition 1.55).
5.4 Finite-fold coverings
5.4.1 Basic construction
In this section we write ab instead a ⋆Θ b. Let Θ be given by (5.15), and let C
(
TnΘ
)
be a
noncommutative torus. If k = (k1, ..., kn) ∈ Nn and
Θ˜ =

0 θ˜12 . . . θ˜1n
θ˜21 0 . . . θ˜2n
...
...
. . .
...
θ˜n1 θ˜n2 . . . 0

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is a skew-symmetric matrix such that
e−2piiθrs = e−2piiθ˜rskrks
then there is a *-homomorphism C
(
TnΘ
)→ C (Tn
Θ˜
)
given by
uj 7→ v k jj ; j = 1, ..., n (5.30)
where u1, ..., un ∈ C
(
TnΘ
)
(resp. v1, ..., vn ∈ C
(
Tn
Θ˜
)
) are unitary generators of C
(
TnΘ
)
(resp. C
(
Tn
Θ˜
)
). There is an involutive action of G = Zk1 × ...×Zkn on C
(
Tn
Θ˜
)
given by
(p1, ..., pn) vj = e
2piipj
kj vj,
and a following condition holds C
(
Tn
Θ
)
= C
(
Tn
Θ˜
)G
. Otherwise there is a following
C
(
TnΘ
)
- module isomorphism
C
(
Tn
Θ˜
)
=
⊕
(p1,...pn)∈Zk1×...×Zkn
v
p1
1 · ... · v
pn
n C (T
n
Θ) ≈ C (TnΘ)k1·...·kn (5.31)
i.e. C
(
Tn
Θ˜
)
is a finitely generated projective Hilbert C
(
TnΘ
)
-module. It turns out the
following theorem.
Theorem 5.4. [13] The triple
(
C
(
Tn
Θ
)
,C
(
Tn
Θ˜
)
, Zk1 × ...×Zkn
)
is an unital noncommuta-
tive finite-fold covering.
5.4.2 Induced representation
Denote by
{
Ul ∈ C
(
TnΘ
)}
l∈Zn (resp.
{
U˜l ∈ C
(
Tn
Θ˜
)}
l∈Zn
) the basis of C
(
TnΘ
)
(resp.
C
(
Tn
Θ˜
)
) (cf. Definition 5.2). One has 〈
U˜l ′=(l ′1,...,l
′
n), U˜l ′′=(l ′′1 ,...,l
′′
n)
〉
C
(
Tn
Θ˜
) =
= ∑
(p1,...pn)∈Zk1×...×Zkn
e
2pii
p1(l′1−l′′1 )
k1 , . . . , e
2pii
p1(l′1−l′′1 )
k1 U˜l ′′U˜l ′ =
=
{ ∣∣Zk1 × ...×Zkn ∣∣ 1C(TnΘ) l′ = l′′
0 l′ 6= l′′ .
(5.32)
There is the natural dense inclusion ΨΘ : C
(
TnΘ
) → L2 (C (TnΘ) , τ) given by (1.7). Simi-
larly to (2.5) we consider following pre-Hilbert space
C
(
Tn
Θ˜
)
⊗C(TnΘ) L
2 (C (TnΘ) , τ)
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and denote by H˜ its Hilbert completion. There are dense subspaces C∞
(
Tn
Θ˜
)
⊂ C
(
Tn
Θ˜
)
,
C∞
(
TnΘ
) ⊂ L2 (C (TnΘ) , τ), hence the composition
C∞
(
Tn
Θ˜
)
⊗C∞(TnΘ) C
∞ (TnΘ) ⊂ C
(
Tn
Θ˜
)
⊗C(TnΘ) L
2 (C (TnΘ) , τ) ⊂ H˜
is the dense inclusion. From C∞
(
Tn
Θ˜
)
⊗C∞(TnΘ) C
∞
(
TnΘ
) ∼= C∞ (Tn
Θ˜
)
it follows that there
is the dense inclusion
Ψ
Θ˜
: C∞
(
Tn
Θ˜
)
→֒ H˜,
U˜l 7→ U˜l ⊗ ΨΘ
(
1C(TnΘ)
)
∈ C
(
Tn
Θ˜
)
⊗C(TnΘ) L
2 (C (TnΘ) , τ) .
If ξ˜l = ΨΘ˜
(
U˜l
)
then from (2.5) and (5.32) it turns out
(
ξ˜l ′ , ξ˜l ′′
)
H˜
=
(
ΨΘ
(
1C(TnΘ)
)
,
〈
U˜l ′ , U˜l ′′
〉
C
(
Tn
Θ˜
) ΨΘ (1C(TnΘ))
)
H
=
=
{ ∣∣Zk1 × ...×Zkn ∣∣ l′ = l′′
0 l′ 6= l′′ ,
(5.33)
i.e. the set
{
ξ˜l
}
l∈Zn
is an orthogonal basis H˜ such that
∥∥∥ξ˜l∥∥∥ = √∣∣Zk1 × ...×Zkn ∣∣. From
the product formula (5.11) it turns out that action of C
(
Tn
Θ˜
)
on H˜ is given bu
U˜kξ˜p = e
−piik · Θpξ˜k+p. (5.34)
It is not difficult to prove that there is the natural isomorphism of C
(
Tn
Θ˜
)
modules H˜ →
L2
(
C
(
Tn
Θ˜
)
, τ˜
)
however this isomorphism is not isometric, i.e. it is not an isomorphism
of Hilbert spaces. From (5.31) it turns out that C
(
Tn
Θ˜
)
C(TnΘ)
is a right C
(
TnΘ
)
-module
generated by a finite set
Ξ =
{
U˜j=(j1,...,jn)
}
0≤j1<k1,...,0≤jn<kn
.
From (5.32) it turns out〈
U˜j′=(j′1,...,j
′
n) , U˜j′′=(j′′1 ,...,j
′′′
n )
〉
C
(
Tn
Θ˜
) = δj′1 j′′1 · ... · δj′n j′′n · 1C(TnΘ) ∈ C∞ (TnΘ) .
If g = (p1, . . . pn) ∈ Zk1 × ...×Zkn then
g
(
U˜j=(j1,...,jn)
)
= e
2piij1p1
k1 · ... · e
2piijnpn
kn · U˜j=(j1,...,jn), (5.35)
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hence one has
Ξ˜ =
(
Zk1 × ...×Zkn
)
Ξ ==
=
{
e
2piij1p1
k1 · ... · e
2piijnpn
kn U˜j=(j1,...,jn)
}
(p1,...pn)∈Zk1×...×Zkn
(5.36)
Similarly from g′ =
(
p′1, . . . p
′
n
)
, g′′ =
(
p′′1 , . . . p
′′
n
) ∈ Zk1 × ...×Zkn it turns out〈
g′
(
U˜j′=(j′1,...,j
′
n)
)
, g′′
(
U˜j′′=(j′′1 ,...,j
′′
n)
)〉
C
(
Tn
Θ˜
) =
=
∣∣Zk1 × ...×Zkn ∣∣ δj′1 j′′1 · ... · δj′n j′′n · e 2pii(j
′′
1 p
′′
1−j′1p′1)
k1 · ... · e
2pii(j′′n p′′n−j′np′n)
kn · 1C(TnΘ) ∈ C
∞ (TnΘ) .
From the above equation it follows that the set Ξ˜ satisfies to condition (a) of the Definition
2.19. From (5.35), (5.36) it turns out that(
Zk1 × ...×Zkn
)
Ξ˜ = Ξ˜,
i.e. Ξ˜ satisfies to the condition (b) of the Lemma 2.19. From (ii) of the Lemma 2.19 it turns
out that the unital noncommutative finite-fold covering(
C (TnΘ) ,C
(
Tn
Θ˜
)
,Zk1 × ...×Zkn
)
is smoothly invariant. If a˜ ∈ C∞
(
Tn
Θ˜
)
then
a˜ = ∑
µ∈Zn
aµU˜µ (5.37)
where
{
aµ ∈ C
}
µ∈Zn has rapid decay. If j
′ =
(
j′1, . . . , j
′
n
)
is such that 0 ≤ j′1 < k1, . . . , 0 ≤
j′n < kn and j′′ =
(
j′′1 , . . . , j
′′
n
)
is such that 0 ≤ j′′1 < k1, . . . , 0 ≤ j′′n < kn then〈
U˜j′ , a˜U˜j′′
〉
C
(
Tn
Θ˜
) =
=
∣∣Zk1 × ...×Zkn ∣∣ ∑
µ=(µ1,...,µn)∈Zn
e
piiϕj′ j′′µa(µ1k1−j′1+j′′1 , ... ,µnkn−j′1+j′′1 )Uµ
(5.38)
where
ϕj′ j′′µ =
 j′′1. . .
j′′n
 Θ˜
µ1k1 − j′1 + j′′1. . .
µnkn − j′n + j′′n
 ·
µ1k1 − j′1. . .
µnkn − j′n
 Θ˜
 j′1. . .
j′n

From
∣∣∣epiiϕj′ j′′µ ∣∣∣ = 1 it follows an implication{
aµ ∈ C
}
µ∈Zn has rapid decay ⇒
⇒
{
e
piiϕ(j′,j′′,µ)a(µ1k1−j′1+j′′1 , ... ,µnkn−j′1+j′′1 ) ∈ C
}
µ∈Zn
has rapid decay ,
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so from (5.38) it turns out
〈
U˜j′ , a˜U˜j′′
〉(
Tn
Θ˜
) ∈ C∞ (TΘ). Otherwise if right part of (5.38)
has rapid decay for any j′ =
(
j′1, . . . , j
′
n
)
such that 0 ≤ j′1 < k1, . . . , 0 ≤ j′n < kn and
j′′ =
(
j′′1 , . . . , j
′′
n
)
such that 0 ≤ j′′1 < k1, . . . , 0 ≤ j′′n < kn then the sequence
{
aµ ∈ C
}
µ∈Zn
has rapid decay, it follows that a˜ = ∑µ∈Zn aµU˜µ ∈ C∞
(
Tn
Θ˜
)
. From (i) of the Lemma 2.19
it follows that
C∞
(
Tn
Θ˜
)
= C
(
Tn
Θ˜
)⋂
Mk1·...·kn (C
∞ (TnΘ)) .
5.4.3 Lift of Dirac operator
The Hilbert space of relevant to spectral triple is H˜m = H˜ ⊗ Cm where m = 2[n/2] and
H˜ is described in 5.4.2 and the action of C
(
Tn
Θ˜
)
on H˜ is given by (5.34). The action of
C
(
Tn
Θ˜
)
on H˜m is diagonal. Let Ω1D is the module of differential forms associated with
the spectral triple (A,H,D) (cf. Definition 1.55) Let us consider a map
∇ : C∞
(
Tn
Θ˜
)
→ C∞
(
Tn
Θ˜
)
⊗C∞(TnΘ) Ω
1
D,
a˜ 7→
n
∑
µ=1
∂a
∂xµ
⊗ u∗µ
[
D, uµ
]
=
n
∑
µ=1
∂a
∂xµ
⊗ γµ
where γµ Clifford (Gamma) matrices in Mn(C) satisfying the relation (5.19)
The map satisfies to the following equation
∇U˜
l˜=(l˜1,...,l˜n)
=
n
∑
µ=1
l˜µ
kµ
U˜
l˜
⊗ γµ. (5.39)
If Ul=(l1,...,ln) ∈ C∞
(
TnΘ
)
, l˜′ = (l1k1, . . . , lnkn), l˜′′ = l˜ + l˜′ then from (5.11) and (5.30) it
turns out
U˜
l˜
Ule
−piil˜ · Θ˜l˜ ′U
l˜ ′′=l˜+l˜ ′
and taking into account (5.39) one has
∇
(
U˜
l˜
Ul
)
= e−piil˜ · Θ˜l˜
′ n
∑
µ=1
lµkµ + l˜µ
kµ
U˜
l˜ ′′ ⊗ γµ =
= e−piil˜ · Θ˜l˜
′ n
∑
µ=1
l˜µ
kµ
U˜
l˜ ′′ ⊗ γµ + e−piil˜ · Θ˜l˜
′ n
∑
µ=1
lµU˜l˜ ′′ ⊗ γµ =
=
n
∑
µ=1
l˜µ
kµ
U˜
l˜
Ul ⊗ γµ +
n
∑
µ=1
lµU˜l˜Ul ⊗ γµ =
=
n
∑
µ=1
l˜µ
kµ
(
U˜
l˜
⊗ γµ
)
Ul + U˜l˜ ⊗
n
∑
µ=1
lµUl ⊗ γµ =
=
(
∇U˜
l˜
)
Ul + U˜l˜ ⊗ [D,Ul] =
(
∇U˜
l˜
)
Ul + U˜l˜ ⊗ dUl.
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where dUl is given by (1.15). Right part of the above equation is a specific case of (1.50),
i.e. elements U˜
l˜
satisfy condition (1.50). Since C-linear span of
{
U˜
l˜
}
(resp. {Ul} ) is dense
in C∞
(
Tn
Θ˜
)
(resp. C∞
(
TnΘ
)
) the map ∇ is a connection. If (p1, . . . , pn) ∈ Zk1 × · · · ×Zk1
then from
(p1, . . . , pn) U˜l˜ = e
2pii
p1l1
k1 · · · · · e2pii
pnln
kn U˜
l˜
it turns out
∇
(
(p1, . . . , pn) U˜l˜
)
= e
2pii
p1l1
k1 · ... · e2pii
pnln
kn
n
∑
µ=1
l˜µ
kµ
U˜
l˜
⊗ γµ = (p1, . . . , pn)
(
∇U˜
l˜
)
,
i.e. ∇ is Zk1 × · · ·×Zk1-equivariant, i.e it satisfies to (2.15). If ξ˜l = ΨΘ˜
(
U˜
l˜
)
= U˜l⊗ 1C(TnΘ)
then from
[
D, 1C(TnΘ)
]
= 0 it turns out that given by (2.16) Dirac operator satisfy to
following condition
D˜
(
ξ˜
l˜
⊗ x
)
= ∇
(
U˜
l˜
) (
1C(TnΘ)
⊗ x
)
+ U˜
l˜
D
(
1C(TnΘ)
⊗ x
)
=
=
n
∑
µ=1
l˜µ
kµ
ξ˜
l˜
⊗ γµxµ; ∀x =
x1. . .
xm
 ∈ Cm.
5.4.4 Coverings of spectral triples
Let us consider following objects
• The spectral triple (C∞(TnΘ), L2 (C (TnΘ) , τ)⊗Cm,D) given by (5.20),
• An unital noncommutative finite-fold covering
(
C
(
Tn
Θ
)
,C
(
Tn
Θ˜
)
,Zk1 × ...×Zkn
)
given by the Theorem 5.4.
Summarize above constructions one has the following theorem.
Theorem 5.5. The triple
(
C∞
(
Tn
Θ˜
)
, L2
(
C
(
Tn
Θ˜
))
, D˜
)
is the
(
C
(
Tn
Θ
)
,C
(
Tn
Θ˜
)
,Zk1 × ...×Zkn
)
-
lift of
(
C∞(TnΘ), L
2
(
C
(
TnΘ
)
, τ
)⊗ Cm,D).
5.5 Moyal plane and a representation of the noncommutative torus
Definition 5.6. Denote the Moyal plane product ⋆θ on S
(
R2N
)
given by
( f ⋆θ h) (u) =
∫
y∈R2N
f
(
u− 1
2
Θy
)
g (u+ v) e2piiy·vdydv (5.40)
where Θ is given by (5.17).
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Definition 5.7. [7] Denote by S ′ (Rn) the vector space dual to S (Rn), i.e. the space of
continuous functionals on S (Rn). The Moyal product can be defined, by duality, on larger
sets than S (R2N). For T ∈ S ′ (R2N), write the evaluation on g ∈ S (R2N) as 〈T, g〉 ∈ C;
then, for f ∈ S we may define T ⋆θ f and f ⋆θ T as elements of S ′
(
R2N
)
by
〈T ⋆θ f , g〉 def= 〈T, f ⋆θ g〉
〈 f ⋆θ T, g〉 def= 〈T, g ⋆θ f 〉
(5.41)
using the continuity of the star product on S (R2N). Also, the involution is extended to
by 〈T∗, g〉 def= 〈T, g∗〉. Consider the left and right multiplier algebras:
MθL def= { T ∈ S ′(R2N) : T ⋆θ h ∈ S(R2N) for all h ∈ S(R2N) },
MθR def= { T ∈ S ′(R2N) : h ⋆θ T ∈ S(R2N) for all h ∈ S(R2N) },
Mθ def= MθL ∩MθR.
(5.42)
In [7] it is proven that
MθR ⋆θ S ′
(
R2N
)
= S ′
(
R2N
)
and S ′
(
R2N
)
⋆θ MθL = S ′
(
R2N
)
. (5.43)
It is known [10] that the domain of the Moyal plane product can be extended up to
L2
(
R2N
)
.
Lemma 5.8. [10] If f , g ∈ L2 (R2N), then f ⋆θ g ∈ L2 (R2N) and ‖ f‖op < (2piθ)− N2 ‖ f‖2.
where ‖·‖2 be the L2-norm given by
‖ f‖2
def
=
∣∣∣∣∫
R2N
| f |2 dx
∣∣∣∣ 12 . (5.44)
and the operator norm
‖T‖op def= sup{ ‖T ⋆ g‖2/‖g‖2 : 0 6= g ∈ L2
(
R2N)
)
} (5.45)
Definition 5.9. Denote by S (R2Nθ ) (resp. L2 (R2Nθ ) ) the operator algebra which is C-
linearly isomorphic to S (R2N) (resp. L2 (R2N) ) and product coincides with ⋆θ . Both
S (R2Nθ ) and L2 (R2Nθ ) act on the Hilbert space L2 (R2N). Denote by
Ψθ : S
(
R2N
) ≈−→ S (R2Nθ ) (5.46)
the natural C-linear isomorphism.
5.10. There is the tracial property [10] of the Moyal product∫
R2N
( f ⋆θ g) (x) dx =
∫
R2N
f (x) g (x) dx. (5.47)
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The Fourier transformation of the star product satisfies to the following condition.
F ( f ⋆θ g) (x) =
∫
R2N
F f (x− y)F g (y) epiiy·Θx dy. (5.48)
Definition 5.11. [10] Let S ′ (R2N) be a vector space dual to S (R2N). Denote by Cb (R2Nθ ) def=
{ T ∈ S ′ (R2N) : T ⋆θ g ∈ L2 (R2N) for all g ∈ L2(R2N) }, provided with the operator
norm
‖T‖op def= sup{ ‖T ⋆θ g‖2/‖g‖2 : 0 6= g ∈ L2(R2N) }. (5.49)
Denote by C0
(
R2Nθ
)
the operator norm completion of S (R2Nθ ) .
Remark 5.12. Obviously S (R2Nθ ) →֒ Cb (R2Nθ ). But S (R2Nθ ) is not dense in Cb (R2Nθ ), i.e.
C0
(
R2Nθ
)
( Cb
(
R2Nθ
)
(cf. [10]).
Remark 5.13. L2
(
R2Nθ
)
is the ‖ · ‖2 norm completion of S
(
R2Nθ
)
hence from the Lemma
5.8 it follows that
L2
(
R2Nθ
)
⊂ C0
(
R2Nθ
)
. (5.50)
Remark 5.14. Notation of the Definition 5.11 differs from [10]. Here symbols Aθ ,Aθ, A0θ
are replaced with Cb
(
R2Nθ
)
,S (R2Nθ ) ,C0 (R2Nθ ) respectively.
Remark 5.15. The C-linear space C0
(
R2Nθ
)
is not isomorphic to C0
(
R2N
)
.
There are elements
{
fnm ∈ S
(
R2
)}
m,n∈N0, described in [7], which satisfy to the following
proposition.
Proposition 5.16. [7, 10] Let N = 1. Then S (R2Nθ ) = S (R2θ) has a Fréchet algebra iso-
morphism with the matrix algebra of rapidly decreasing double sequences c = (cmn) of complex
numbers such that, for each k ∈ N,
rk(c)
def
=
( ∞
∑
m,n=0
θ2k
(
m+ 12
)k (
n+ 12
)k |cmn|2)1/2 (5.51)
is finite, topologized by all the seminorms (rk); via the decomposition f = ∑
∞
m,n=0 cmn fmn of S(R2)
in the { fmn} basis. The twisted product f ⋆θ g is the matrix product ab, where
(ab)mn
def
=
∞
∑
k=0
amkbkn. (5.52)
For N > 1, C∞
(
R2Nθ
)
is isomorphic to the (projective) tensor product of N matrix algebras of this
kind, i.e.
S
(
R2Nθ
) ∼= S (R2θ)⊗ · · · ⊗ S (R2θ)︸ ︷︷ ︸
N−times
(5.53)
with the projective topology induced by seminorms rk given by (5.51).
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Remark 5.17. If A is C∗-norm completion of the matrix algebra with the norm (5.51) then
A ≈ K, i.e.
C0
(
R2θ
)
≈ K. (5.54)
Form (5.53) and (5.54) it follows that
C0
(
R2Nθ
) ∼= C0 (R2θ)⊗ · · · ⊗ C0 (R2θ)︸ ︷︷ ︸
N−times
≈ K⊗ · · · ⊗ K︸ ︷︷ ︸
N−times
≈ K (5.55)
where ⊗ means minimal or maximal tensor product (K is nuclear hence both products
coincide).
5.18. [10] By plane waves we understand all functions of the form
x 7→ exp(ik · x)
for k ∈ R2N . One obtains for the Moyal product of plane waves:
exp (ik·) ⋆Θ exp (ik·) = exp (ik·) ⋆θ exp (ik·) = exp (i (k+ l) ·) e−piik·Θl. (5.56)
It is proven in [10] that plane waves lie in Cb
(
R2Nθ
)
.
5.19. The equation (5.56) is similar to the equation (5.11) which defines C
(
TnΘ
)
. This fact
enables us to construct a representation pi : C
(
TnΘ
)→ B (L2 (R2N))
pi : C (TnΘ)→ B
(
L2
(
R2N
))
,
Uk 7→ exp (2piik·)
(5.57)
where Uk ∈ C
(
TnΘ
)
is given by the Definition 5.2.
5.20. Let us consider the unitary dilation operators Ea given by
Ea f (x)
def
= aN/2 f (a1/2x),
It is proven in [10] that
f⋆θg = (θ/2)
−N/2E2/θ(Eθ/2 f ⋆2 Eθ/2g). (5.58)
We can simplify our construction by setting θ = 2. Thanks to the scaling relation (5.58)
any qualitative result can is true if it is true in case of θ = 2. We use the following notation
f×g def= f⋆2g (5.59)
Definition 5.21. [10] We may as well introduce more Hilbert spaces Gst (for s, t ∈ R) of
those
f ∈ S ′(R2) =
∞
∑
m,n=0
cmn fmn
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for which the following sum is finite:
‖ f‖2st def=
∞
∑
m,n=0
(m+ 12 )
s(n+ 12 )
t|cmn|2.
for Gst.
Remark 5.22. It is proven in [7] f , g ∈ L2 (R2), then f × g ∈ L2 (R2) and ‖ f × g‖ ≤
‖ f‖ ‖g‖. Moreover, f × g lies in C0
(
R2
)
: the continuity follows by adapting the analogous
argument for (ordinary) convolution.
Remark 5.23. It is shown in [7] that
S
(
R2
)
=
⋂
s,t∈R
Gst. (5.60)
5.24. This part contains a useful equations proven in [7]. There are coordinate functions
p, q on R2 such that for any f ∈ S (R2) following conditions hold
q× f =
(
q+ i
∂
∂p
)
f ; p× f =
(
p− i ∂
∂q
)
f ;
f × q =
(
q− i ∂
∂p
)
f ; f × p =
(
p+ i
∂
∂q
)
f .
(5.61)
From q× f , f × q, p× f , f × p ∈ S (R2N) it follows that p, q ∈ M2 (cf. (5.42)). From (5.43)
it follows that
q×S ′
(
R2N
)
⊂ S ′
(
R2N
)
; p×S ′
(
R2N
)
⊂ S ′
(
R2N
)
;
S ′
(
R2N
)
× q ⊂ S ′
(
R2N
)
; S ′
(
R2N
)
× p ⊂ S ′
(
R2N
)
.
(5.62)
If f ∈ S ′ (R2) then from (5.61) it follows that
∂
∂p
f = −iq× f + i f × q, ∂
∂q
f = ip× f − i f × p (5.63)
If
a
def
=
q+ ip√
2
, a
def
=
q− ip√
2
,
∂
∂a
def
=
∂q + i∂p√
2
,
∂
∂a
def
=
∂q − i∂p√
2
,
H
def
= aa =
1
2
(
p2 + q2
)
,
a× a = H − 1, a× a = H + 1
(5.64)
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then
a× f = a f + ∂ f
∂a
, f × a = a f − ∂ f
∂a
,
a× f = a f − ∂ f
∂a
, f × a = a f + ∂ f
∂a
,
(5.65)
H × fmn = (2m+ 1) fmn; fmn × H = 2(n+ 1) fmn (5.66)
a× fmn =
√
2m fm−1,n; fmn × a =
√
2n+ 2 fm,n+1;
a× fmn =
√
2m+ 2 fm+1,n; fm+1,n × a =
√
2n fm,n−1.
(5.67)
It is proven in [7] that
∂j ( f × g) = ∂j f × g+ f × ∂jg; (5.68)
where ∂j =
∂
∂x j
is the partial derivation in S (R2N).
5.6 Infinite coverings
Let us consider a sequence
SC(TnΘ)
=
{
C (TnΘ) = C
(
TnΘ0
)
pi1−→ ... pi j−→ C
(
TnΘ j
)
pi j+1−−→ ...
}
. (5.69)
of finite coverings of noncommutative tori. The sequence (5.69) satisfies to the Definition
3.1, i.e. SC(TnΘ)
∈ FinAlg.
5.25. Let Θ = Jθ where θ ∈ R\Q and
J =
(
0 1N
−1N 0
)
.
Denote by C
(
T2Nθ
) def
= C
(
T2NΘ
)
. Let {pk ∈ N}k∈N be an infinite sequence of natural
numbers such that pk > 1 for any k, and let mj = Π
j
k=1pk. From the 5.4 it follows that
there is a sequence of *-homomorphisms
Sθ =
{
C
(
T2Nθ
)
→ C
(
T2N
θ/m21
)
→ C
(
T2N
θ/m22
)
→ ...→ C
(
T2N
θ/m2j
)
→ ...
}
(5.70)
such that
(a) For any j ∈ N there are generators uj−1,1, ..., uj−1,2N ∈ U
(
C
(
T2N
θ/m2j−1
))
and gener-
ators uj,1, ..., uj,2N ∈ U
(
C
(
T2N
θ/m2j
))
such that the *-homomorphism C
(
T2N
θ/m2j−1
)
→
C
(
T2N
θ/m2j
)
is given by
uj−1,k 7→ up jj,k; ∀k = 1, ..., 2N.
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There are generators u1, ..., u2N ∈ U
(
C
(
T2Nθ
))
such that *-homomorphism C
(
T2Nθ
)→
C
(
T2N
θ/m21
)
is given by
uj 7→ up11,j; ∀j = 1, ..., 2N,
(b) For any j ∈ N the triple
(
C
(
T2N
θ/m2j−1
,C
(
T2N
θ/m2j
)
,Zp j
))
is a noncommutative
finite-fold covering,
(c) There is the sequence of groups and epimorphisms
Z2Nm1 ← Z2Nm2 ← ...
which is equivalent to the sequence
G
(
C
(
T2N
θ/m21
)
| C
(
T2Nθ
))
← G
(
C
(
T2N
θ/m22
)
| C
(
T2Nθ
))
← ...
← G
(
C
(
T2N
θ/m2j
)
| C
(
T2Nθ
))
← ... .
The sequence (5.70), is a specialization of (5.69), henceSθ ∈ FinAlg. Denote by ̂C
(
T2Nθ
) def
=
lim−→C
(
T2N
θ/m2j
)
, Ĝ
def
= lim←−G
(
C
(
T2N
θ/m2j
)
| C (T2Nθ )) . The group Ĝ is Abelian because it
is the inverse limit of Ablelian groups. Denote by 0
Ĝ
(resp. "+") the neutral element of Ĝ
(resp. the product operation of Ĝ).
5.6.1 Inverse noncommutative limit
There are the equivariant representation
pi⊕ : ̂C
(
T2Nθ
)→⊕
g∈J
gL2
(
R2Nθ
)
(5.71)
and an inclusion Z2N → Ĝ described in [13].
Theorem 5.26. [13] Following conditions hold:
(i) The representation pi⊕ is good,
(ii)
lim←−
pi⊕
↓ Sθ = C0
(
R2Nθ
)
,
G
(
lim←−
pi⊕
↓ Sθ | C
(
T2Nθ
))
= Z2N .
(iii) The triple
(
C
(
T2Nθ
)
,C0
(
R2Nθ
)
,Z2N
)
is an infinite noncommutative covering of Sθ with
respect to pi⊕.
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5.6.2 Induced representation
Denote by L2
(
C0
(
R2Nθ
)) ⊂ C0 (R2Nθ ) the space of square-summable elements (cf. Defi-
nition 3.18). Clearly S (R2Nθ ) ⊂ L2 (C0 (R2Nθ )) and since S (R2Nθ ) is dense in L2 (R2Nθ ) in
the topology of the Hilbert space, L2
(
C0
(
R2Nθ
))
is also dense in L2
(
R2Nθ
)
. Similarly to
(3.7) we consider following pre-Hilbert space
L2
(
C0
(
R2Nθ
))
⊗C(T2Nθ ) L
2
(
C
(
T2Nθ
)
, τ
)
and denote by H˜ its Hilbert completion. From the dense inclusions S (R2Nθ ) ⊂ L2 (C0 (R2Nθ )),
C∞
(
T2Nθ
) ⊂ L2 (C (T2Nθ ) , τ) it follows that the composition
S
(
R2Nθ
)
⊗C∞(T2Nθ ) C
∞
(
T2Nθ
)
⊂ L2
(
C0
(
R2Nθ
))
⊗C(T2Nθ ) L
2
(
C
(
T2Nθ
))
⊂ H˜
is the dense inclusion. Otherwise S (R2Nθ )⊗C∞(T2Nθ ) C∞ (T2Nθ ) ∼= S (R2Nθ ) it follows that
there is the dense (with respect to the topology of the Hilbert space) inclusion
S
(
R2Nθ
)
⊂ H˜.
a˜, b˜ ∈ S (R2Nθ ) then from (3.7) it turns out it turns out(
a˜⊗ 1C(T2Nθ ), b˜⊗Ψθ
(
1C(T2Nθ )
))
H˜
=
=
1C(T2Nθ ), ∑
g∈Z2N
g
(
a˜∗ b˜
)
Ψθ
(
1C(T2Nθ )
)
L2(C(T2Nθ ),τ)
=
=
∫
T2N
 ∑
g∈Z2N
g
(
a˜∗comm b˜comm
) (x) dx = ∫
R2N
a˜∗comm b˜comm (x˜) dx˜
where a˜comm ∈ S
(
R2N
)
(resp. b˜comm ∈ S
(
R2N
)
) is a commutative function which cor-
responds to a˜ (resp. b˜). Above equation coincides with (5.47). Taking into account that
S (R2Nθ ) is dense in L2 (R2Nθ ) one has an isomorphism
H˜ ≈ L2
(
R2N
θ˜
)
of Hilbert spaces. Thus if ρ : C
(
T2Nθ
)→ L2 (C (T2Nθ ) , τ) then both
ρ̂ : ̂C
(
T2Nθ
)→ B (L2 (R2N
θ˜
))
,
ρ˜ : C0
(
R2Nθ
)
→ B
(
L2
(
R2N
θ˜
))
are induced by (ρ,Sθ,pi
⊕) .
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5.6.3 The sequence of spectral triples
Let us consider following objects
• A spectral triple of a noncommutative torus
(
C∞(T2Nθ ),H = L2
(
C
(
T2Nθ
)
, τ
)⊗ C2N ,D),
• A good algebraical finite covering sequence given by
Sθ =
{
C
(
T2Nθ
)
→ C
(
T2N
θ/m21
)
→ C
(
T2N
θ/m22
)
→ ...→ C
(
T2N
θ/m2j
)
→ ...
}
∈ FinAlg.
given by (5.70).
Otherwise from the Theorem 5.5 it follows that
S(
C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D
) = {(C∞ (Tθ) , L2 (C (T2Nθ ) , τ)⊗ C2N ,D) , . . . ,(
C∞
(
T2N
θ/m2j
)
, L2
(
C
(
T2N
θ/m2j
)
, τj
)
⊗ C2N ,Dj
)
, . . . } ∈ CohTriple
(5.72)
is a coherent sequence of spectral triples. We would like to proof that
S(
C∞(Tθ),L
2(C(T2Nθ ),τ)⊗C2
N
,D
)
is regular and to find a
(
C
(
T2Nθ
)
,C
(
R2Nθ
)
,Z2N
)
-lift of
(
C∞ (Tθ) , L
2
(
C
(
T2Nθ
)
, τ
)⊗ C2N).
If ρ : C (Tθ)→ B
(
L2
(
C
(
T2Nθ
)
, τ
))⊗C2N is the natural representation then from the 5.6.2
it turns out that
ρ˜ : C
(
R2Nθ
)
→ B
(
L2
(
R2Nθ
)
⊗ C2N
)
is induced by (ρ,Sθ,pi
⊕). Let us consider a topological covering ϕ : R2N → T2N and a
commutative spectral triple
(
C∞
(
T2N
)
, L2
(
T2N, S
)
, /D
)
given by (5.21). Denote by S˜ =
ϕ∗S, /˜D = ϕ∗ /D inverse images of the Spin-bundle S and the Dirac operator /D (cf. 1.2.3,
1.24). Otherwise there is a natural isomorphism of Hilbert spaces
Φ˜ : L2
(
R2Nθ
)
⊗C2N ≈−→ L2
(
R2N
)
⊗ C2N .
Denote by
D˜ = Φ˜−1 ◦ /˜D ◦ Φ˜.
5.6.4 Smooth elements
Following lemmas will be used for the construction of the smooth algebra.
Lemma 5.27. [13] Following conditions hold:
(i) Let
{
an ∈ Cb
(
R2Nθ
)}
n∈N be a sequence such that
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• {an} is weakly-* convergent (cf. Definition 5.1),
• If a = limn→∞ an in the sense of weak-* convergence then a ∈ Cb
(
R2Nθ
)
.
Then the sequence {an} is convergent in sense of weak topology {an} (cf. Definition 1.39)
and a is limit of {an} with respect to the weak topology. Moreover if {an} is increasing
or decreasing sequence of self-adjoint elements then {an} is convergent in sense of strong
topology (cf. Definition 1.38) and a is limit of {an} with respect to the strong topology.
(ii) If {an} is strongly and/or weakly convergent (cf. Definitions 1.38, 1.39) and a = limn→∞ an
is strong and/ or weak limit then {an} is weakly-* convergent and a is the limit of {an} in
the sense of weakly-* convergence.
Lemma 5.28. [13] Let Gj = ker
(
Z2N → Z2Nmj
)
. Let a˜ ∈ S (R2Nθ ) and let
aj = ∑
g∈Gj
ga˜ (5.73)
where the sum the series means weakly-* convergence. Following conditions hold:
(i) aj ∈ C∞
(
R2N
)
,
(ii) The series (5.73) is convergent with respect to the strong topology (cf. Definition 1.38),
(iii) There is a following strong limit
a˜ = lim
j→∞
aj. (5.74)
Remark 5.29. In (i) of the Lemma 5.28 aj is regarded as element of S ′
(
R2N
)
, it follows
that aj ∈ C∞
(
T2Nθ
)
.
Lemma 5.30. The system of seminorms ‖·‖s on S
(
R2Nθ
)
given by (3.12) is equivalent to the
system of seminorms ‖·‖(t1,...,t2N) given by
‖a˜‖(t1,...,t2N)
def
=
∥∥∥∥∥ ∂t1+···+t2N∂xt11 . . . ∂xt2N2N a˜
∥∥∥∥∥
op
where ‖·‖op is the operator norm given by (5.49).
Proof. Operators 1Cb(R2Nθ )
⊗ pisj
(
aj
) ∈ B (H˜2s) = B((L2 (R2N))2N2s) from the condition
(b) of the Definition 3.29 and (1.12) can be regarded as matrices in M2s2N
(
B
(
L2
(
R2N
)))
,
so we will write
1Cb(R2Nθ )
⊗ pisj
(
aj
)
=
(
m
j
αβ
)
α,β=1,...2s2N
∈ M2s2N
(
B
(
L2
(
R2N
)))
.
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From (5.28) it follows that
[
Dj, aj
]
=
2N
∑
µ=1
∂aj
∂xµ
u∗µ
[
D, uµ
]
=
2N
∑
µ=1
γµ
∂aj
∂xµ
u∗µ
[
δµ, uµ
]
=
2N
∑
µ=1
∂aj
∂xµ
γµ (5.75)
where u1, . . . , un are unitary generators of C
∞
(
T2Nθ
)
. If s = 1 then from (5.18) (5.25) it
follows that for any α, β element mαβ is given by
m
j
αβ = aj
or there is µ ∈ {1, . . . , 2N} such that
m
j
αβ =
∂aj
∂xµ
u∗µ
[
δµ, uµ
]
and taking into account (5.27) one has
m
j
αβ =
∂aj
∂xµ
. (5.76)
From a˜ ∈ S (R2Nθ ) it turns out ∂a˜∂xµ ∈ S (R2Nθ ). Taking into account (ii) of the Lemma 5.28
for any µ = 1, . . . 2N the sequence{
∂aj
∂xµ
∈ C∞
(
T2N
θ/m2j
)}
j∈N
is strongly convergent and from (iii) of the Lemma 5.28 there is the following strong limit
lim
j→∞
∂aj
∂xµ
=
∂a˜
∂xµ
.
Hence if m
j
αβ is given by (5.76) then there is a following strong limit
lim
j→∞
m
j
αβ = m˜αβ =
∂a˜
∂xµ
u∗µ
[
δµ, uµ
]
=
∂a˜
∂xµ
(5.77)
where m˜αβ is element of matrix which represent pi
1 (a˜). From (5.75) and (iii) of the Lemma
5.28 one has a strong limit
lim
j→∞
1Cb(R2N)
⊗ [Dj, aj] = 2N∑
µ=1
∂a˜
∂xµ
γµ. (5.78)
It follows from (1.12) and (5.76) that if s = 2 then the matrix which corresponds to pi2j
(
aj
)
for any µ = 1, . . . , 2N contains a submatrix[
Dj,
∂aj
∂xµ
]
.
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For any ν = 1, . . . , 2N the above submatrix contains an element given by
m
j
αβ =
∂2aj
∂xν∂xµ
u∗ν [δν, uν] =
∂2aj
∂xν∂xµ
. (5.79)
From ∂
2 a˜
∂xν∂xµ
∈ S (R2N) and (iii) of the Lemma 5.28 one has a strong limit
lim
j→∞
∂2aj
∂xν∂xµ
=
∂2 a˜
∂xν∂xµ
,
so the matrix
{
mαβ
}
contains an element ∂
2 a˜
∂xν∂xµ
. Similarly for any multiindex (t1, ..., t2N) ∈(
N0
)2M
there is s ∈ N such that 1Cb(R2Nθ ) ⊗ pi
s
j
(
aj
) ∈ B (H˜2s) is represented by a matrix(
m
j
αβ
)
α,β=1,...2s2N
∈ M2s2N
(
B
(
L2
(
R2N
)))
such that there are α, β such that
m
j
αβ =
∂t1+···+t2Naj
∂x
t1
1 . . . ∂x
t2N
2N
. (5.80)
From ∂
t1+···+t2N a˜
∂x
t1
1 ...∂x
t2N
2N
∈ S (R2N) the and (iii) of the Lemma 5.28 it follows that for any s ∈ N
there are strong limits
m˜αβ = lim
j→∞
m
j
αβ =
∂t1+···+t2N a˜
∂xt11 . . . ∂x
t2N
2N
, (5.81)
so one has the strong limit pis (a˜) = limj→∞ pis
(
aj
)
for any s ∈ N. The operator 1Cb(R2Nθ )⊗
pisj
(
aj
) ∈ B (H˜2s) is represented by a matrix (mjαβ)α,β=1,...2s2N ∈ M2s2N (B (L2 (R2N))) it
follows that the norm ‖pis (a˜)‖ of pis (a˜) is equivalent to the system of operator norms of
its matrix elements given by
∥∥m˜αβ∥∥ =
∥∥∥∥∥ ∂t1+···+t2N a˜∂xt11 . . . ∂xt2N2N
∥∥∥∥∥
op
. (5.82)
Lemma 5.31. Any a˜ ∈ S (R2Nθ ) satisfies to the conditions (b), (c) of the Definition 3.29.
Proof. (b) Follows from the Lemma 5.30.
(c) From (5.78) it turns out that
lim
j→∞
1Cb(R2Nθ )
⊗ [Dj, aj] = 2N∑
µ=1
∂a˜
∂xµ
u∗µ
[
D, uµ
]
. (5.83)
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If L2
(
C0
(
R2Nθ
))
is a space of square-summable elements (cf. Definition 3.18) then S (R2Nθ ) ⊂
L2
(
C0
(
R2Nθ
))
. Taking into account ∂a˜∂xµ ∈ S
(
R2Nθ
)
, u∗µ
[
D, uµ
] ∈ Ω1D and (5.83) one has
lim
j→∞
1Cb(R2n) ⊗
[
Dj, aj
] ∈ L2 (C0 (R2Nθ ))⊗C(T2Nθ ) Ω1D.
Corollary 5.32. Let fmn ∈ S
(
R2θ
)
be given by the Proposition 5.16. If a˜ ∈ S (R2Nθ ) is such that
a˜ = fm1n1 ⊗ · · · ⊗ fmNnN ; (cf. (5.55)) (5.84)
then a˜ is a S(
C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D
)-smooth element with respect to pi⊕.
Proof. We need check conditions (a)-(d) of the Definition 3.29. The condition (a) fol-
lows from (i) of the Lemma 5.28. Conditions (b), (c) follow from the Lemma (5.31)
From the Proposition 5.16 it turns out that fm1n1 , . . . , fmNnN are rank-one operators, hence
a˜ = fm1n1 ⊗ · · · ⊗ fmNnN is also a rank-one operator. However any finite-rank operator lies
in the Pedersen ideal (it is proven in [22]). So a˜ lies in the Pederesen ideal of C0
(
R2Nθ
)
, i.e.
a˜ satisfies to the condition (d).
5.33. If a˜ is a S(
C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D
)-smooth element with respect to pi⊕ then from
(5.83) it follows that if a˜D is given by (3.13) then
a˜D = lim
j→∞
1Cb(R2n) ⊗
[
Dj, aj
]
=
2N
∑
µ=1
∂a˜
∂xµ
u∗µ
[
D, uµ
]
(5.85)
For any ξ = (ξ1, . . . , ξ2N ) ∈ C∞
(
T2NΘ
)⊗ C2N ⊂ L2 (C∞ (T2NΘ ) , τ)⊗ C2N the operator D˜
given by (3.14) satisfies to the following condition
D˜ (a˜⊗ ξ) =
2N
∑
µ=1
∂a˜
∂xµ
u∗µ
[
D, uµ
]
ξ + a˜Dξ =
2N
∑
µ=1
∂a˜
∂xµ
⊗ γµξ + a˜⊗
2N
∑
µ=1
γµ
∂ξ
∂xµ
,
and taking into account (5.68) one has.
D˜ =
2N
∑
µ=1
γµ
∂
∂xµ
. (5.86)
The given by (3.12) seminorms ‖·‖s satisfy to following equation
‖a˜‖s = ‖pis (a˜)‖op (5.87)
where
pis (a˜) =
(
pis−1 (a˜) 0[
∑
2N
µ=1 γ
µ ∂
∂xµ
,pis−1 (a˜)
]
pis−1 (a˜)
)
.
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Lemma 5.34. If a˜ is a S(
C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D
)-smooth element with respect to the repre-
sentation pi⊕ given by (5.71) (cf. Definition 3.29) then a˜ ∈ S (R2Nθ ) .
Proof. Let a˜ is a S(
C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D
)-smooth element with respect to pi⊕ given by
(5.71). From the condition (d) of the Definition 3.29 and the Theorem 5.26 it follows that
a˜ ∈ K (C0 (R2Nθ )). Otherwise from C0 (R2Nθ ) ≈ K (cf. (5.55) ) and taking into account that
any b ∈ K (K) is a finite-rank operator (in [22] is proven that any operator in K (K) is a
finite-rank operator), one concludes that a˜ is a finite-rank operator . From this fact and
(5.55) it turns out that
a˜ =
M
∑
j=1
a˜j, where a˜j = a˜
j
1 ⊗ · · · ⊗ a˜
j
N ∈ C
(
R2θ
)
⊗ · · · ⊗ C
(
R2θ
)
︸ ︷︷ ︸
N−times
,
(5.88)
where a˜
j
1, . . . a˜
j
N ∈ C
(
R2θ
)
are finite-rank operators. Let us select the representation (5.88)
such that M is minimal. If a ∈ C0
(
R2θ
)
is a finite-rank operator then it can be represented
by the following matrix
a = u

λ1 0 . . . 0 0 . . .
0 λ2 . . . 0 0 . . .
...
...
. . .
...
... . . .
0 0 . . . λr 0 . . .
0 0 . . . 0 0 . . .
...
... . . .
...
...
. . .

v (5.89)
where u, v are finite-rank partial isometries. Above operator can be represented by follow-
ing way
a =
r
∑
k=1
αkβk, where αk, βk are given by
αk = u

0 . . . 0 0 . . .
...
. . .
...
... . . .
0 . . . |λk| 0 . . .
0 . . . 0 0 . . .
...
... . . .
...
. . .
 ,
βk =

0 . . . 0 0 . . .
...
. . .
...
... . . .
0 . . . λk|λk | 0 . . .
0 . . . 0 0 . . .
...
... . . .
...
. . .

v.
(5.90)
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Above equation is equivalent to
αk =
∞
∑
m=0
αmk fmk,
βk =
∞
∑
m=0
βkm fkm
(5.91)
where
{
fmk ∈ S
(
R2θ
)}
m,k∈N0 are given by the Proposition 5.16. From the above equation
it follows that αkβk is a bounded operator if and only if
∞
∑
m=0
|αmk|2 < ∞,
∞
∑
m=0
|βkm|2 < ∞.
From the Remark 5.22 it turns out αkβk ∈ C0
(
R2
)
. From this fact and taking to account
equation (5.90) one concludes that any term of the finite sum (5.88) lies in C0
(
R2
)
. It
follows that a˜ ∈ C0
(
R2N
)
. Denote by
aj = ∑
g∈ker
(
Z2N→Z2Nmj
) a˜.
From the condition (a) of the Definition 3.29 it turns out that aj ∈ C∞
(
T2Nθ/mj
)
. It follows
that aj corresponds to a smooth function in C
∞
(
T2Nmj
)
. Otherwise aj can be regarded as
a smooth periodic function on R2N and aj is a distribution, i.e. aj ∈ S ′
(
R2N
)
. From the
proof of the Lemma 5.30 one can write
1Cb(R2Nθ )
⊗ pisj
(
aj
)
=
(
m
j
αβ
)
α,β=1,...2s2N
∈ M2s2N
(
B
(
L2
(
R2N
)))
.
From (5.81) it follows that for any multiindex (t1, . . . t2N) ∈
(
N0
)2N
there is s ∈ N such
that 1Cb(R2Nθ )
⊗ pisj
(
aj
) ∈ B (H˜2s) is represented by a matrix(
m
j
αβ
)
α,β=1,...2s2N
∈ M2s2N
(
B
(
L2
(
R2N
)))
such that there are α, β which satisfy to the following equation
m
j
αβ =
∂t1+···+t2Naj
∂xt11 . . . ∂x
t2N
2N
. (5.92)
From the condition (b) of the Definition 3.29 following conditions hold:
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• For any multiindex (t1, . . . , t2N) ∈
(
N0
)2N
there is the following limit
m˜αβ = lim
j→∞
m
j
αβ
in the strong topology (cf. Definition 1.38).
• The limit corresponds to a bounded operator with respect to the operator norm
(5.49).
From (ii) of the Lemma 5.27 it follows that the strong topology limit is m˜αβ = limj→∞ m
j
αβ
is the limit in sense of the weak-* convergence, so one has
m˜αβ = lim
j→∞
m
j
αβ =
∂t1+···+t2N a˜
∂x
t1
1 . . . ∂x
t2N
2N
. (5.93)
and right part of (5.93) corresponds to a bounded operator, i.e. ∂
t1+···+t2N a˜
∂x
t1
1 ...∂x
t2N
2N
∈ B (L2 (R2N)).
If one considers a factorization (5.88)
a˜ =
M
∑
j=1
a˜j, where a˜j = a˜
j
1 ⊗ · · · ⊗ a˜
j
N ∈ C
(
R2θ
)
⊗ · · · ⊗ C
(
R2θ
)
︸ ︷︷ ︸
N−times
such that M is minimal then all partial tensor products
Pj = a˜
j
2 ⊗ · · · ⊗ a˜
j
N ∈ C
(
R2θ
)
⊗ · · · ⊗ C
(
R2θ
)
︸ ︷︷ ︸
(N−1)−times
; j = 1, . . . ,M
are linearly independent. Similarly to 5.24 for jth term of the tensor product
C
(
R2θ
)
⊗ · · · ⊗ C
(
R2θ
)
︸ ︷︷ ︸
N−times
we denote by pj, qj coordinates which satisfy to (5.61) - (5.62). One has
∂
∂p1
a˜ =
M
∑
j=1
∂
∂p1
a˜
j
1 ⊗ a˜
j
2 ⊗ · · · ⊗ a˜
j
N .
Elements Pj are linearly independent, it follows that if any term in the above sum is un-
bounded with respect to the norm (5.49) then all sum is unbounded. So ∂∂p1
a˜
j
1 is bounded
for any j = 1, . . .M. Otherwise a˜11 is a finite-rank operator it follows that a˜
1
1 can be repre-
sented by (5.90), i.e.
a˜11 =
r
∑
k=1
αk × βk (5.94)
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Otherwise taking into account (5.63) one has
∂
∂p1
a˜
j
1 =
r
∑
k=1
−iq1 × αk × βk +
r
∑
k=1
αk × βk × iq1. (5.95)
From (5.90) it turns out that all terms in (5.95) are linearly independent, so if one or more
terms are unbounded (with respect to the norm (5.49)) then the whole sum is unbounded.
Otherwise q1 × αk × βk is unbounded if and only if q1 × αk is unbounded. Similarly
αk × βk × q1 is unbounded if and only if βk × q1 is unbounded. From this fact it turns out
that all operators
q1 × αk, βk × q1
are bounded. Similarly one can prove that following operators
p1 × αk, βk × p1
are bounded. Clearly if
a1 =
q1 + ip1√
2
; a1 =
q1 − ip1√
2
then operators
a1 × αk, βk × a1, a1 × αk, βk × a1,
are bounded. Similarly to (5.64) we define H1 = a1 × a1 − 1. For any m, n ∈ N a distribu-
tion ∂
m
∂mp1
∂n
∂nq1
a˜11 is a bounded (with respect to (5.49)) it follows that for any l ∈ N following
distributions
H1 × · · · × H1︸ ︷︷ ︸
l−times
×αk, βk × H1 × · · · × H1︸ ︷︷ ︸
l−times
are bounded operators. From (5.66) and (5.91) it follows that
αk =
∞
∑
m=0
αmk fmk,
βk =
∞
∑
m=0
βkm fkm,
H1 × · · · × H1︸ ︷︷ ︸
l−times
×αk =
∞
∑
m=0
(2m+ 1)l αmk fmk,
βk × H1 × · · · × H1︸ ︷︷ ︸
l−times
=
∞
∑
m=0
(2m+ 1)l βkm fkm,
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hence operators H1 × · · · × H1︸ ︷︷ ︸
l−times
×αk and βk × H1 × · · · × H1︸ ︷︷ ︸
l−times
are bounded if following con-
ditions hold:
∞
∑
m=0
(2m+ 1)2l |αmk|2 < ∞,
∞
∑
m=0
(2m+ 1)2l |βkm|2 < ∞
Form the Definition 5.21 it follows that for any s ∈ N following conditions hold:
αk ∈ G2l,s, βk ∈ Gs,2l
Since we can select arbitrary l and taking into account (5.60) one has
αk × βk ∈ S
(
R2
)
.
From (5.94) it turns out that
a˜11 ∈ S
(
R2
)
If we consider representation (5.88)
a˜ =
M
∑
j=1
a˜j, where a˜j = a˜
j
1 ⊗ · · · ⊗ a˜
j
N ∈ C
(
R2θ
)
⊗ · · · ⊗ C
(
R2θ
)
︸ ︷︷ ︸
N−times
then similarly to the above construction one can prove that
a˜
j
k ∈ S
(
R2
)
; j = 1, . . . ,M, k = 1, . . .N.
From (5.88) it follows that
a˜ ∈ S
(
R2θ
)
⊗ · · · ⊗ S
(
R2θ
)
︸ ︷︷ ︸
N−times
⊂ S
(
R2N
)
.
where one means the algebraic tensor product.
Lemma 5.35. Denote by C∞0
(
R2Nθ
)
the smooth algebra of S(
C∞(Tθ),L
2(C(T2Nθ ),τ)⊗C2
N
,D
) with
respect to pi⊕. Following condition holds
S
(
R2N
)
⊂ C∞0
(
R2Nθ
)
.
Proof. Let I0 =
(
N0
)2
and let I = IN0 . For any ν =
((
mν1, n
ν
1
)
, . . . ,
(
mνN, n
ν
N
)) ∈ I we denote
fν
def
= fmν1n
ν
1
⊗ · · · ⊗ fmνNnνN ∈ S
(
R2
)
⊗ · · · ⊗ S
(
R2
)
︸ ︷︷ ︸
N−times
⊂ S
(
R2N
)
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where we mean the algebraic tensor product. Indeed S (R2N) is the projective comple-
tion of the above algebraic tensor product with respect to seminorms rk given by (5.96).
From the seminorms (rk) given by (5.51) it turns out that S
(
R2N
)
is a space of C-linear
combinations
∑
ν∈I
cν fν; where cν = c((mν1 ,n
ν
1),...,(m
ν
N ,n
ν
N))
∈ C
such that for any k = (k1, . . . , kN) ∈
(
N0
)N
following condition holds
rk
(
∑
ν∈I
cν fν
)
=
(
θ2(k1+···+kN) ∑
ν∈I
|cν|2
N
∏
p=1
(
mνp +
1
2
)kp (
nνp +
1
2
)kp)1/2
< ∞. (5.96)
If M ∈ N and and IM ⊂ I is a finite subset such that
IM = {((mν1, nν1) , . . . , (mνN , nνN)) ∈ I | mν1, nν1, . . . ,mνN, nνN ≤ M} (5.97)
then (5.96) is equivalent to
∑
ν∈I\IM
|cν|
N
∏
p=1
(
mνp +
1
2
)kp (
nνp +
1
2
)kp
< ∞.
From the above equation and (m+ n+ 1)k < 2k
(
m+ 12
)k (
n+ 12
)k
, ∀m, n, k > 1. it fol-
lows that for any M > 1 and l > 1 following condition holds
∑
ν∈I\IM
|cν|
N
∏
p=1
(
mνp + n
ν
p + 1
)l
< ∞. (5.98)
From the Lemma 5.30 it turns out that the system of seminorms ‖·‖s given by (3.12) is
equivalent to the system of seminorms ‖·‖(t1,...,t2N) given by
‖a˜‖(t1,...,t2N)
def
=
∥∥∥∥∥ ∂t1+···+t2N∂xt11 . . . ∂xt2N2N a˜
∥∥∥∥∥
op
This lemma is true if for any (t1, . . . , t2N) ∈
(
N0
)2N
from∥∥∥∥∥ ∂t1+···+t2N∂xt11 . . . ∂xt2N2N a˜
∥∥∥∥∥
op
< ∞
it follows that for any ε > 0 there is a finite subset I f ⊂ I such that
∑
ν∈I\I f
|cν|
∥∥∥∥∥ ∂t1+···+t2N∂xt11 . . . ∂xt2N2N fν
∥∥∥∥∥
op
< ε. (5.99)
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Let us replace coordinates x1, . . . , x2N with coordinates p1, q1, . . . , pN, qN such that pj, qj
are coordinates on jth term of the product S
(
R2
)
⊗ · · · ⊗ S
(
R2
)
︸ ︷︷ ︸
N−times
⊂ S (R2N). From the
equation
∂t1+···+t2N
∂x
t1
1 . . . ∂x
t2N
2N
fν =
∂t1,t2
∂p
t1
1 ∂q
t2
1
fmν1 ,n
ν
1
⊗ · · · ⊗ ∂
t2N−1,t2N
∂p
t1
N∂q
t2
N
fmνN ,n
ν
N
it follows that∥∥∥∥∥ ∂t1+···+t2N∂xt11 . . . ∂xt2N2N fν
∥∥∥∥∥
op
=
∥∥∥∥∥ ∂t1,t2∂pt11 ∂qt21 fmν1 ,nν1
∥∥∥∥∥
op
· ... ·
∥∥∥∥∥∂t2N−1,t2N∂pt1N∂qt2N fmνN ,nνN
∥∥∥∥∥
op
.
Our proof can be simplified if we use scaling construction 5.20, i.e. we set θ = 2. Indeed
many quantitative results does not depend on θ. Similarly to (5.59) we write f×g instead
of f⋆2g. Moreover one can use given by (5.64) coordinates a, a instead of p, q. From (5.65)
it follows that
∂ f
∂a
= −a× f + f × a, ∂ f
∂a
= a× f − f × a,
and taking into account (5.67) one has
∂ fmn
∂a
= −√2m+ 2 fm+1,n +
√
2n fm,n−1,
∂ fmn
∂a
=
√
2m fm−1,n−
√
2n+ 2 fm,n+1.
If t1, t2 ∈ N0 and |t| = t1 + t2 then from the above equations and ‖ fmn‖op = 1 it follows
that ∥∥∥∥ ∂t1,t2∂at1∂at2 fmn
∥∥∥∥
op
≤
≤
(√
2m+ 2+ |t|+
√
2n+ |t|
)t1 (√
2m+ |t|+
√
2n+ 2+ |t|
)t2
<
< (2m+ 2n+ 2+ 2 |t|)t1 (2m+ 2n+ 2+ 2 |t|)t2 = (2m+ 2n+ 2+ 2 |t|)|t| .
(5.100)
If m, n ≥ M then
(2m+ 2n+ 2+ 2 |t|)|t| ≤
(
4M+ 2+ 2 |t|
4M+ 2
)|t|
(2m+ 2n+ 2)|t| . (5.101)
Denote by |t| = t1 + · · ·+ t2N. If M ∈ N and IM is given by (5.97) then from (5.101) it
turns out
∑
ν∈I\IM
|cν|
N
∏
p=1
(
2mνp + 2n
ν
p + 2+ 2 |t|
)|t|
<
<
(
4M+ 2+ 2 |t|
4M+ 2
)|t|
∑
ν∈I\IM
|cν|
N
∏
p=1
(
2mνp + 2n
ν
p + 2
)|t|
.
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From (5.98) it follows that right part of the above equation is convergent, hence one has
∑
ν∈I
|cν|
N
∏
p=1
(
2mνp + 2n
ν
p + 2+ 2 |t|
)|t|
< ∞. (5.102)
If P is a differential operator given by
P =
∂t1+···+t2N
∂a
t1
1 ∂a
t2
1 . . . ∂a
t2N−1
N ∂a
t2N
N
= P1 ⊗ · · · ⊗ PN = ∂
t1,t2
∂a
t1
1 ∂a
t2
1
⊗ · · · ⊗ ∂
t2N−1,t2N
∂a
t2N−1
N ∂a
t2N
N
,
then from (5.100) and (5.102) it follows that the series
∑
ν∈I
cνP fν
is ‖·‖op-norm convergent (cf. (5.45)). Otherwise from the Lemma 5.30 it follows that the
family of seminorms ∑ν∈I cν fν 7→ ‖∑ν∈I cνP fν‖op is equivalent to the family of seminorms
‖·‖s given by (3.12). It turns out ∑ν∈I cν fν is convergent with respect to seminorms ‖·‖s,
i.e.
∑
ν∈I
cν fν ∈ C∞0
(
R2Nθ
)
.
5.6.5 Covering of spectral triple
Following theorem completely describes infinite coverings of noncommutative tori.
Theorem 5.36. LetS(
C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D
) ∈ CohTriple be a coherent sequence of spectral
triples given by (5.72). Let pi⊕ : ̂C
(
T2Nθ
) → ⊕g∈J gL2 (R2Nθ ) be an equivariant representation
given by (5.71). Following condition holds:
(i) If C∞0
(
R2Nθ
)
is the smooth algebra of S(
C∞(Tθ),L2(C(T2Nθ ),τ)⊗C2N ,D
) with respect to pi⊕
then C∞0
(
R2Nθ
)
is the completion of S (R2Nθ ) with respect to seminorms given by (5.87),
(ii) The sequence S(
C∞(Tθ),L
2(C(T2Nθ ),τ)⊗C2
N
,D
) is regular with respect to pi⊕,
(iii) If D˜ is given by (5.86) then the triple(
C∞0
(
R2Nθ
)
, L2
(
R2N
)
⊗C2N , D˜
)
is the
(
C
(
T2Nθ
)
,C0
(
R2Nθ
)
,Z2N
)
-lift of
(
C
(
T2Nθ
)
, L2
(
T2N
)⊗ C2N ,D).
Proof. (i) From the Lemma 5.34 it turns out C∞0
(
R2Nθ
)
is contained in the completion of
S (R2Nθ ) with respect to seminorms ‖·‖s. From the Lemma 5.35 it follows that C∞0 (R2Nθ )
contains the completion of S (R2Nθ ) with respect to seminorms given by (5.87).
(ii) The algebra S (R2Nθ ) is dense in C0 (R2Nθ ), so C∞0 (R2Nθ ) is dense in C0 (R2Nθ ).
(iii) Follows from the construction 5.33.
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6 Isospectral deformations and their coverings
A very general construction of isospectral deformations of noncommutative geometries
is described in [6]. The construction implies in particular that any compact Spin-manifold
M whose isometry group has rank ≥ 2 admits a natural one-parameter isospectral de-
formation to noncommutative geometries Mθ . We let (C
∞ (M) ,H = L2 (M, S) , /D) be
the canonical spectral triple associated with a compact spin-manifold M. We recall that
A = C∞(M) is the algebra of smooth functions on M, S is the spinor bundle and /D is the
Dirac operator. Let us assume that the group Isom(M) of isometries of M has rank r ≥ 2.
Then, we have an inclusion
T2 ⊂ Isom(M) ,
with T2 = R2/2piZ2 the usual torus, and we let U(s), s ∈ T2, be the corresponding
unitary operators in H = L2(M, S) so that by construction
U(s) /D = /DU(s).
Also,
U(s) aU(s)−1 = αs(a) , ∀ a ∈ A , (6.1)
where αs ∈ Aut(A) is the action by isometries on the algebra of functions on M.
We let p = (p1, p2) be the generator of the two-parameters group U(s) so that
U(s) = exp(i(s1p1 + s2p2)) .
The operators p1 and p2 commute with D. Both p1 and p2 have integral spectrum,
Spec(pj) ⊂ Z , j = 1, 2 .
One defines a bigrading of the algebra of bounded operators in H with the operator T
declared to be of bidegree (n1, n2) when,
αs(T) = exp(i(s1n1 + s2n2)) T , ∀ s ∈ T2 ,
where αs(T) = U(s) TU(s)−1 as in (6.1).
Any operator T of class C∞ relative to αs (i. e. such that the map s → αs(T) is of class
C∞ for the norm topology) can be uniquely written as a doubly infinite norm convergent
sum of homogeneous elements,
T = ∑
n1,n2
T̂n1,n2 ,
with T̂n1,n2 of bidegree (n1, n2) and where the sequence of norms ||T̂n1,n2 || is of rapid decay
in (n1, n2). Let λ = exp(2piiθ). For any operator T in H of class C∞ we define its left twist
l(T) by
l(T) = ∑
n1,n2
T̂n1,n2 λ
n2p1 , (6.2)
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and its right twist r(T) by
r(T) = ∑
n1,n2
T̂n1,n2 λ
n1p2 ,
Since |λ| = 1 and p1, p2 are self-adjoint, both series converge in norm. Denote by
C∞ (M)n1,n2 ⊂ C∞ (M) the C-linear subspace of elements of bidegree (n1, n2).
One has,
Lemma 6.1. [6]
a) Let x be a homogeneous operator of bidegree (n1, n2) and y be a homogeneous operator of
bidegree (n′1, n
′
2). Then,
l(x) r(y) − r(y) l(x) = (x y − y x) λn′1n2λn2p1+n′1p2 (6.3)
In particular, [l(x), r(y)] = 0 if [x, y] = 0.
b) Let x and y be homogeneous operators as before and define
x ∗ y = λn′1n2 xy ;
then l(x)l(y) = l(x ∗ y).
The product ∗ defined in (6.1) extends by linearity to an associative product on the linear
space of smooth operators and could be called a ∗-product. One could also define a
deformed ‘right product’. If x is homogeneous of bidegree (n1, n2) and y is homogeneous
of bidegree (n′1, n
′
2) the product is defined by
x ∗r y = λn1n′2 xy .
Then, along the lines of the previous lemma one shows that r(x)r(y) = r(x ∗r y).
We can now define a new spectral triple where both H and the operator /D are unchanged
while the algebra C∞ (M) is modified to l(C∞ (M)) . By Lemma 6.1 b) one checks that
l (C∞ (M)) is still an algebra. Since /D is of bidegree (0, 0) one has,
[ /D, l(a)] = l([/D, a]) (6.4)
which is enough to check that [ /D, x] is bounded for any x ∈ l(A). There is a spectral triple
(l (C∞ (M)) ,H, /D).
Denote by C∞ (Mθ) (resp. C (Mθ)) the algebra lC
∞ (M) (resp. the operator norm
completion of l (C∞ (M))). Denote by ρ : C (M) → L2 (M, S) (resp. piθ : C (Mθ) →
B
(
L2 (M, S)
)
) natural representations.
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6.1 Finite-fold coverings
6.1.1 Basic construction
Let M be a spin - manifold with the smooth action of T2. Let x˜0 ∈ M˜ and x0 = pi (x˜0).
Denote by ϕ : R2 → R2/Z2 = T2 the natural covering. There are two closed paths
ω1,ω2 : [0, 1]→ M given by
ω1 (t) = ϕ (t, 0) x0, ω2 (t) = ϕ (0, t) x0.
There are lifts of these paths, i.e. maps ω˜1, ω˜2 : [0, 1]→ M˜ such that
ω˜1 (0) = ω˜2 (0) = x˜0,
pi (ω˜1 (t)) = ω1 (t) ,
pi (ω˜2 (t)) = ω2 (t) .
Since pi is a finite-fold covering there are N1,N2 ∈ N such that if
γ1 (t) = ϕ (N1t, 0) x0, γ2 (t) = ϕ (0,N2t) x0.
and γ˜1 (resp. γ˜2) is the lift of γ1 (resp. γ2) then both γ˜1, γ˜2 are closed. Let us select
minimal values of N1,N2. If prn : S
1 → S1 is an n listed covering and prN1,N2 the covering
given by
T˜2 = S1 × S1
prN1
×prN2−−−−−−→→ S1 × S1 = T2
then there is the action T˜2 × M˜ → M˜ such that
T˜2 × M˜ M˜
T2.×M M
prN1N2 × pi pi
where T˜2 ≈ T2. Let p˜ = ( p˜1, p˜2) be the generator of the associated with T˜2 two-
parameters group U˜ (s) so that
U˜ (s) = exp (i (s1 p˜1 + s2 p˜2)) .
The covering M˜→ M induces an involutive injective homomorphism
ϕ : C∞ (M)→ C∞
(
M˜
)
.
Suppose M → M/T2 is submersion, and suppose there is a weak fibration T2 → M →
M/T2 (cf. [23]) There is the exact homotopy sequence of the weak fibration
· · · → pin
(
T2, e0
)
i#−→ pin (M, e0)
p#−→ pin
(
M/T2, b0
)
∂−→ pin−1
(
T2, e0
)
→ . . .
· · · → pi2
(
M/T2, b0
)
∂−→ pi1
(
T2, e0
)
i#−→ pi1 (M, e0) p#−→ pi1
(
M/T2, b0
)
∂−→ pi0
(
T2, e0
)
→ . . .
80
(cf. [23]) where pin is the n
th homotopical group for any n ∈ N0. If pi : M˜→ M is a finite-
fold regular covering then there is the natural surjective homomorphism pi1 (M, e0) →
G
(
M˜ | M
)
. If pi : M˜ → M induces a covering pi : M˜/T2 → M/T2 then the homo-
morphism ϕ : pi1 (M, e0) → G
(
M˜ | M
)
can be included into the following commutative
diagram.
pi1
(
T2, e0
) ∼= Z2 pi1 (M, e0) pi1 (M/T2, b0) {e}
G
(
T˜2 |T2
)
G
(
M˜ | M
)
G
(
M˜/T˜2 | M/T2
)
{e}
ϕ′ ϕ ϕ′′
i# p#
i∗ p∗
Denote by G
def
= G
(
M˜ | M
)
, G′ def= G
(
T˜2 |T2
)
, G′′ def= G
(
M˜/T˜2 | M/T2
)
. From the
above construction it turns out that G′ = G
(
T˜2 |T2
)
= ZN1 ×ZN2 . Otherwise there is
an inclusion of Abelian groups G
(
T˜2 |T2
)
⊂ T˜2. The action T˜2 × M˜ → M˜ is free, so the
action G′ × M˜ → is free, so the natural homomorphism G′ → G is injective, hence there
is an exact sequence of groups
{e} → G′ → G → G′′ → {e}. (6.5)
Let θ, θ˜ ∈ R be such that
θ˜ =
θ + n
N1N2
, where n ∈ Z.
If λ = e2piiθ, λ˜ = e2piiθ˜ then λ = λ˜N1N2 . There are isospectral deformations C∞ (Mθ) ,C
∞
(
M˜
θ˜
)
and C-linear isomorphisms l : C∞ (M) → C∞ (Mθ), l˜ : C∞
(
M˜
)
→ C∞
(
M˜
θ˜
)
. These iso-
morphisms and the inclusion ϕ induces the inclusion
ϕθ : C
∞ (Mθ)→ C∞
(
M˜
θ˜
)
,
ϕ
θ˜ (C
∞ (Mθ))n1,n2 ⊂ C∞
(
M˜
θ˜
)
n1N1, n2N2
.
Denote by G = G
(
M˜ | M
)
the group of covering transformations. Since l˜ is a C-linear
isomorphism the action of G on C∞
(
M˜
)
induces a C-linear action G × C∞
(
M˜
θ˜
)
→
C∞
(
M˜
θ˜
)
. According to the definition of the action of T˜2 on M˜ it follows that the action
of G commutes with the action of T˜2. It turns out
gC∞
(
M˜
)
n1,n2
= C∞
(
M˜
)
n1,n2
for any n1, n2 ∈ Z and g ∈ G. If a˜ ∈ C∞
(
M˜
)
n1,n2
, b˜ ∈ C∞
(
M˜
)
n′1,n′2
then g
(
a˜b˜
)
=
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(ga˜)
(
gb˜
)
∈ C∞
(
M˜
)
n1+n
′
1,n2+n
′
2
. One has
l˜ (a˜) l˜
(
b˜
)
= λ˜n
′
1n2 l˜
(
a˜b˜
)
,
λ˜n2 p˜1 l
(
b˜
)
= λ˜n
′
1n2 l
(
b˜
)
λ˜n2 p˜1 ,
l˜ (ga˜) l˜
(
gb˜
)
= ga˜λ˜n2 p˜1gb˜λ˜n
′
2 p˜1 = λ˜n
′
1n2g
(
a˜b˜
)
λ˜(n2+n
′
2) p˜1 .
On the other hand
g
(
l˜ (a˜) l˜
(
b˜
))
= g
(
λ˜n
′
1n2 l˜
(
a˜b˜
))
= λ˜n
′
1n2g
(
a˜b˜
)
λ˜(n2+n
′
2) p˜1 .
From above equations it turns out
l˜ (ga˜) l˜
(
gb˜
)
= g
(
l˜ (a˜) l˜
(
b˜
))
,
i.e. g corresponds to automorphism of C∞
(
M˜
θ˜
)
. It turns out that G is the group of au-
tomorphisms of C∞
(
M˜
θ˜
)
. From a˜ ∈ C∞
(
M˜
θ˜
)
n1,n2
it follows that a˜∗ ∈ C∞
(
M˜
θ˜
)
−n1,−n2
.
One has
g
((
l˜ (a˜)
)∗)
= g
(
λ˜−n2 p˜1 a˜∗
)
= g
(
λ˜n1n2 a˜∗λ˜−n2 p˜1
)
= λ˜n1n2g
(
l˜ (a˜∗)
)
.
On the other hand(
gl˜ (a˜)
)∗
=
(
(ga˜) λ˜n2 p˜1
)∗
= λ˜−n2 p˜1 (ga∗) = λ˜n1n2
(
ga∗λ˜−n2 p˜1
)
= λ˜n1n2g
(
l˜ (a˜∗)
)
,
i.e. g
((
l˜ (a˜)
)∗)
=
(
gl˜ (a˜)
)∗
. It follows that g corresponds to the involutive automor-
phism of C∞
(
M˜
θ˜
)
. Since C∞
(
M˜
θ˜
)
is dense in C
(
M˜
θ˜
)
there is the unique involutive
action G× C
(
M˜
θ˜
)
→ C
(
M˜
θ˜
)
. For any y0 ∈ M/T2 there is a point x0 ∈ M mapped onto
y0 and a connected submanifold U ⊂ M such that:
• dimU = dimM− 2,
• U is transversal to orbits of T2-action,
• The fibration T2 → U × T2 → U × T2/T2 is the restriction of the fibration T2 →
M → M/T2,
• The image Vy0 ∈ M/T2 of U ×T2 in M/T2 is an open neighborhood of y0,
• Vy0 is evenly covered by M˜/T˜2 → M/T2.
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It is clear that
M/T2 =
⋃
y0∈M/T2
Vy0 .
Since M/T2 is compact there is a finite subset I ∈ M/T2 such that
M/T2 =
⋃
y0∈I
Vy0 .
Above equation will be rewritten as
M/T2 =
⋃
ι∈I
Vι (6.6)
where ι is just an element of the finite set I and we denote corresponding transversal
submanifold by Uι. There is a smooth partition of unity subordinated to (6.6), i.e. there is
a set
{
aι ∈ C∞
(
M/T2
)}
ι∈I of positive elements such that
1C(M/T2) = ∑
ι∈I
aι , (6.7)
aι
((
M/T2
)
\Vι
)
= {0}.
Denote by
eι
def
=
√
aι ∈ C∞
(
M/T2
)
. (6.8)
For any ι ∈ I we select an open subset V˜ι ⊂ M˜/T2 which is homeomorphically mapped
onto Vι. If I˜ = G′′ × I then for any (g′′, ι) ∈ I˜ we define
V˜(g′′,ι) = g′′V˜ι. (6.9)
Similarly we select a transversal submanifold
U˜ι ⊂ M˜
which is homeomorphially mapped onto Uι. For any (g′′, ι) ∈ I˜ we define
U˜(g′′,ι) = gU˜ι. (6.10)
where g ∈ G is an arbitrary element mapped to g′′. The set Vι is evenly covered by
pi′′ : M˜/T˜2 → M/T2, so one has
gV˜ι
⋂ V˜ι = ∅; for any nontrivial g ∈ G′′. (6.11)
If e˜ι ∈ C∞
(
M˜/T˜2
)
is given by
e˜ι (x˜) =
{
eι (pi′′ (x˜)) x˜ ∈ U˜ι
0 x˜ /∈ U˜ι
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then from (6.7) and (6.11) it turns out
1C(M˜/T˜2) = ∑
g∈G′′
∑
ι∈I
e˜2ι ,
(ge˜ι) e˜ι = 0; for any nontrivial g ∈ G′′.
(6.12)
If I˜ = G′′ × I and e˜(g,ι) = ge˜ι for any (g, ι) ∈ G′′ × I then from (6.12) it turns out
1C(M˜/T˜2) = ∑
ι˜∈ I˜
e˜2ι˜ ,
(ge˜ι˜) e˜ι˜ = 0; for any nontrivial g ∈ G′′,
1C(M˜/T˜2) = ∑
ι˜∈ I˜
e˜ι˜ 〉〈 e˜ι˜ .
(6.13)
It is known that C
(
T2
)
is an universal commutative C∗-algebra generated by two unitary
elements u, v, i.e. there are following relations
uu∗ = u∗u = vv∗ = v∗v = 1C(T2),
uv = vu, u∗v = vu∗, uv∗ = v∗u, u∗v∗ = v∗u∗.
(6.14)
If J = I ×Z×Z then for any (ι, j, k) ∈ J there is an element f ′(ι,j,k) ∈ C∞
(Uι ×T2) given
by
f ′(ι,j,k) = eιu
jvk (6.15)
where eι ∈ C∞
(
M/T2
)
is regarded as element of C∞ (M). Let p : M → M/T2. Denote by
f(ι,j,k) ∈ C∞ (M) an element given by
f(ι,j,k) (x) =
{
f ′
(ι,j,k) (x) p (x) ∈ Vι
0 p (x) /∈ Vι
,
where the right part of the above equation assumes the inclusion Uι ×T2 →֒ M.
(6.16)
If we denote by u˜, v˜ ∈ U
(
C
(
T˜2
))
unitary generators of C
(
T˜2
)
then the covering pi′ :
T˜2 → T2 corresponds to a *-homomorphism C (T2)→ C (T˜2) given by
u 7→ u˜N1 ,
v 7→ v˜N2 .
There is the natural action of G
(
T˜2 | T2
) ∼= ZN1 ×ZN2 on C (T2) given by(
k1, k2
)
u˜ = e
2piik1
N1 u˜,(
k1, k2
)
v˜ = e
2piik2
N1 v˜
(6.17)
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where
(
k1, k2
)
∈ ZN1 ×ZN2 . If we consider C
(
T˜2
)
C(T2)
as a right Hilbert module which
corresponds to a finite-fold noncommutative covering then one has〈
u˜j
′
v˜k
′
, u˜j
′′
v˜k
′′〉
C
(
T˜2
) = N1N2δj′ j′′δk′k′′1C(T2),
1
C
(
T˜2
) = 1
N1N2
j=N1
k=N2
∑
j=0
k=0
u˜j v˜k 〉〈 u˜j v˜k.
(6.18)
If J˜ = I˜ × {0, . . . ,N1 − 1} × {0, . . . ,N2 − 1} then for any (ι˜, j, k) ∈ J˜ there is an element
f˜ ′
(ι˜,j,k)
∈ C∞
(
U˜ι˜ × T˜2
)
given by
f˜ ′(ι˜,j,k) = e˜ι˜u˜
j v˜k (6.19)
where e˜ι˜ ∈ C∞
(
M˜/T˜2
)
is regarded as element of C∞
(
M˜
)
. Let p : M˜ → M˜/T˜2. Denote
by f˜(ι˜,j,k) ∈ C∞
(
M˜
)
an element given by
f˜(ι˜,j,k) (x˜) =
{
f˜ ′
(ι˜,j,k) (x˜) p (x˜) ∈ V˜ι˜
0 p (x˜) /∈ V˜ι˜.
where right the part of the above equation assumes the inclusion U˜ι˜ × T˜2 →֒ M˜.
(6.20)
Any element e˜ι˜ ∈ C
(
M˜/T˜2
)
is regarded as element of C
(
M˜
)
. From e˜ι˜ ∈ C∞
(
M˜
)
0,0
it
turns out l˜ (e˜ι˜) = e˜ι˜,
〈
l˜ (e˜ι˜′) , l˜ (e˜ι˜′′)
〉
C(M˜θ˜)
= 〈e˜ι˜′ , e˜ι˜′′〉C(M˜).
From (6.13)-(6.20) it follows that
1
C(M˜) =
1
N1N2
∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
f˜(ι˜,j,k) 〉〈 f˜(ι˜,j,k), (6.21)
〈
f˜(ι˜′,j′,k′), f˜(ι˜′′,j′′,k′′)
〉
C(M˜)
=
1
N1N2
δj′ j′′δk′k′′ 〈e˜ι˜′ , e˜ι˜′′〉C(M˜) ∈ C∞ (M) ,〈
l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
=
1
N1N2
δj′ j′′δk′k′′ 〈e˜ι˜′ , e˜ι˜′′〉C(M˜θ˜) ∈ C
∞ (Mθ) . (6.22)
From the (6.21) it turns out that C
(
M˜
)
is a right C (M) module generated by finite set of
elements f˜(ι˜,j,k) where (ι˜, j, k) ∈ J˜, i.e. any a˜ ∈ C
(
M˜
)
can be represented as
a˜ = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
f˜(ι˜,j,k)a(ι˜,j,k); where a( ι˜,j,k) ∈ C (M) . (6.23)
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Moreover if a˜ ∈ C∞
(
M˜
)
then one can select a(ι˜,j,k) ∈ C∞ (M). However any a(ι˜,j,k) ∈
C∞ (M) can be uniquely written as a doubly infinite norm convergent sum of homoge-
neous elements,
a(ι˜,j,k) = ∑
n1,n2
T̂n1,n2 ,
with T̂n1,n2 of bidegree (n1, n2) and where the sequence of norms ||T̂n1,n2 || is of rapid decay
in (n1, n2). One has
l˜
(
f˜(ι˜,j,k)a( ι˜,j,k)
)
= ∑
n1,n2
f˜(ι˜,j,k)T̂n1,n2 λ˜
(N2n2+j)p˜1 = ∑
n1,n2
f˜(ι˜,j,k)λ˜
j p˜1 λ˜kN1n1 T̂n1,n2 λ˜
N2n2 p˜1 (6.24)
the sequence of norms ||λ˜kN2n2 T̂n1,n2 || = ||T̂n1,n2 || is of rapid decay in (n1, n2) it follows
that
a′(ι˜,j,k) = ∑
n1,n2
λ˜kN1n1 T̂n1,n2 ∈ C∞ (M) (6.25)
From (6.23) - (6.25) it turns out
l˜ (a˜) = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
l
(
a′(ι˜,j,k)
)
; where l
(
a′(ι˜,j,k)
)
∈ C∞ (Mθ) . (6.26)
However C
(
M˜
θ˜
)
is the norm completion of C∞
(
M˜θ
)
, so from (6.26) it turns out that
C
(
M˜
θ˜
)
is a right Hilbert C (Mθ)-module generated by a finite set
Ξ =
{
l˜
(
f˜(ι˜,j,k)
)
∈ C∞
(
M˜
θ˜
)}
(ι˜,j,k)∈ J˜
(6.27)
From the Kasparov stabilization theorem it follows that the module is projective. So one
has the following theorem.
Theorem 6.2. [13] The triple
(
C (Mθ) ,C
(
M˜
θ˜
)
,G
(
M˜ | M
))
is an unital noncommutative
finite-fold covering.
6.1.2 Induced representation
From (6.22) it turns out〈
l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
= δj′ j′′δk′k′′
〈
l˜ (e˜ι˜′) , l˜ (e˜ι˜′′)
〉
C(M˜θ˜)
=
= δj′ j′′δk′k′′ 〈e˜ι˜′ , e˜ι˜′′〉C(M˜θ˜) = eι˜′eι˜′′ ∈ C
∞ (Mθ) .
(6.28)
Let g ∈ G be any element, and let l˜
(
f˜(ι˜,j,k)
)
∈ Ξ where Ξ is given by (6.27). From (6.19)
and (6.20) it turns out
l˜
(
f˜(ι˜,j,k)
)
= e˜ι˜ l˜
(
u˜j v˜k
)
= e˜ι˜u˜
j v˜kλ˜kp˜1 . (6.29)
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If g ∈ G be any element, then from the exact sequence (6.5) {e} → G′ → G → G′′ → {e}
it follows that there is g′′ ∈ G′′ which is the image of g. For any ι˜ ∈ I˜ = G′′ × I there is
ι˜′ ∈ I˜ such that g′′ transforms ι˜ to ι˜ ′. If V˜ι˜ ∈ M˜/T˜2 is given by (6.9), and U˜ι˜ ∈ M˜ is given
by (6.10) then there is g′ ∈ G′ ∼= ZN1 ×ZN2 such that
g′′V˜ι˜ = V˜ι˜′ ,
gU˜ι˜ = g′U˜ι˜′ .
If g′ corresponds to
(
k1, k2
)
∈ ZN1 ×ZN2 then from g′′ e˜ι˜ = e˜ι˜′ and (6.17) it turns out
g f˜ (˜ι,j,k) = g
(
e˜ι˜u˜
j v˜k
)
=
(
g′′ e˜ι˜
) (
g′
(
u˜j v˜k
))
=
= e˜ι˜′
(
e
2piijk1
N1 e
2piikk2
N1 u˜j v˜k
)
= e
2piijk1
N1 e
2piikk2
N1 f˜(ι˜′,j,k).
(6.30)
Form above equation it follows that for any ι˜1, ι˜2 ∈ I˜, g1, g2 ∈ G, j′, j′′ = 0, . . .N1 − 1,
k′, k′′ = 0, . . .N2 − 1 where are ι˜′1, ι˜′2 ∈ I˜, l1, l2 ∈ Z such that〈
g1 f˜(ι˜1,j′,k′), g2 f˜(ι˜2,j′′,k′′)
〉
C(M˜)
= e
2piil1
N1 e
2piil2
N2 δj′ j′′δk′k′′
〈
e˜ι˜′1
, e˜ι˜′2
〉
C(M˜)
∈ C∞ (M) ,〈
g1
(
l˜
(
f˜(ι˜1,j′,k′)
))
, g2
(
l˜
(
f˜(ι˜2,j′′,k′′)
))〉
C(M˜θ˜)
=
= e
2piil1
N1 e
2piil2
N2 δj′ j′′δk′k′′
〈
e˜ι˜′1
, e˜ι˜′2
〉
C(M˜θ˜)
∈ C∞ (Mθ) .
(6.31)
From (6.31) it turns out that the finite set Ξ˜ = GΞ satisfies to the condition (a) of the
Lemma 2.19, i.e.〈
l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
= C∞ (Mθ) ; ∀l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜(ι˜′′,j′′,k′′)
)
∈ Ξ˜. (6.32)
Lemma 6.3. For any a˜ ∈ C
(
M˜
θ˜
)
following conditions are equivalent
(a) a˜ ∈ C∞
(
M˜
θ˜
)
,
(b)
〈
l˜
(
f˜(ι˜′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
∈ C∞ (Mθ) ; ∀l˜
(
f˜(ι˜′,j′,k′)
)
, l˜
(
f˜(ι˜′′,j′′,k′′)
)
∈ Ξ.
Proof. (a)⇒(b) For any g ∈ G following condition holds gl˜
(
f˜(ι˜′,j′,k′)
)
, gl˜
(
f˜(ι˜′′,j′′,k′′)
)
∈
C∞
(
M˜
θ˜
)
, hence〈
l˜
(
f˜(ι˜′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
= ∑
g∈G
g
(
l˜
(
f˜ ∗(ι˜′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
))
∈ C∞
(
M˜
θ˜
)
.
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Since
〈
l˜
(
f˜ (˜ι′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
is G-invariant one has
〈
l˜
(
f˜(ι˜′,j′,k′)
)
, a˜l˜
(
f˜(ι˜′′,j′′,k′′)
)〉
C(M˜θ˜)
∈ C∞ (M) .
(b)⇒(a) There is the following equivalence
e˜ι˜ a˜e˜ι˜ ∈ C∞
(
M˜
θ˜
)
⇔ 〈e˜ι˜, a˜e˜ι˜〉C(M˜θ˜) ∈ C
∞ (Mθ) .
Taking into account e˜ι˜ = l˜
(
f˜ (˜ι,0,0)
)
one has a following logical equation
∀ι˜ ∈ I˜
〈
l˜
(
f˜(ι˜,0,0)
)
, a˜l˜
(
f˜(ι˜,0,0)
)〉
C(M˜θ˜)
∈ C∞ (Mθ)⇔
⇔ l˜
(
f˜(ι˜,0,0)
)
a˜l˜
(
f˜(ι˜,0,0)
)
∈ C∞
(
M˜
θ˜
)
⇒
⇒ a˜ = ∑
ι˜∈ I˜
e˜ι˜ a˜e˜ι˜ = ∑
ι˜∈ I˜
l˜
(
f˜(ι˜,0,0)
)
a˜l˜
(
f˜(ι˜,0,0)
)
∈ C∞
(
M˜
θ˜
)
.
Corollary 6.4. Following conditions hold:
• C
(
M˜
θ˜
)⋂
Mn (C∞ (Mθ)) = C
∞
(
M˜
θ˜
)
,
• The unital noncommutative finite-fold covering(
C (Mθ) ,C
(
M˜
θ˜
)
,G
(
M˜ | M
))
is smoothly invariant.
Proof. Follows from (6.32), and Lemmas 2.19, 6.3.
From (6.21) for any a˜ ∈ C
(
M˜
θ˜
)
following condition holds
a˜ =
1
N1N2
∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
) 〈
a˜, l˜
(
f˜(ι˜,j,k)
)〉
C(M˜θ˜)
= ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k) (6.33)
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where a(ι˜,j,k) =
1
N1N2
〈
a˜, l˜
(
f˜(ι˜,j,k)
)〉
C(M˜θ˜)
∈ C (Mθ). If ξ ∈ L2 (M, S) then
a˜⊗ ξ = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k) ⊗ ξ = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
⊗ a(ι˜,j,k)ξ =
= ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
⊗ ξ(ι˜,j,k) ∈ C
(
M˜
θ˜
)
⊗C(Mθ) L2 (M, S) ,
where ξ(ι˜,j,k) = a(ι˜,j,k)ξ ∈ L2 (M, S) .
(6.34)
Denote by H˜ = C
(
M˜
θ˜
)
⊗C(Mθ) L2 (M, S) and let (·, ·)H˜ is the given by (2.5) Hilbert prod-
uct. If ξ, η ∈ L2 (M, S) then from (6.28) it turns out(
l˜
(
f˜(ι˜′,j′,k′)
)
⊗ ξ, l˜
(
f˜(ι˜′′,j′′,k′′)
)
⊗ η
)
H˜
= N1N2δj′ j′′δk′k′′ (ξ, eι˜′eι˜′′η)L2(M,S) . (6.35)
From (6.35) it turns out the orthogonal decomposition
H˜ =
j=N1−1
k=N2−1⊕
j=0
k=0
H˜jk ,
where H˜jk =
{
ξ˜ ∈ H˜ | ξ˜ = ∑
ι˜∈ I˜
l˜
(
f˜(ι˜,j,k)
)
⊗ ξ (˜ι,j,k) ∈ C
(
M˜
θ˜
)
⊗C(Mθ) L2 (M, S)
}
.
From (6.35) it turns out than for any 0 ≤ j′, j′′ < N1 and 0 ≤ k′, k′′ < N2 there is an
isomorphism of Hilbert spaces given by
Φ
j′k′
j′′k′′ : H˜j′k′
≈−→ H˜j′′k′′ ,
l˜
(
f˜(ι˜,j′,k′)
)
⊗ ξ 7→ l˜
(
f˜(ι˜,j′′,k′′)
)
⊗ ξ.
(6.36)
Similarly if H˜comm = C
(
M˜
)
⊗C(M) L2 (M, S) then there is the decomposition
H˜comm =
j=N1−1
k=N2−1⊕
j=0
k=0
H˜commjk ,
where H˜commjk =
{
ξ˜ ∈ H˜comm | ξ˜ = ∑
ι˜∈ I˜
f˜(ι˜,j,k) ⊗ ξ(ι˜,j,k) ∈ C
(
M˜
)
⊗C(M) L2 (M, S)
}
.
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From the Lemma (4.4) it turns out H˜comm = L2
(
M˜, S˜
)
the induced representation is given
by the natural action of C (M) on L2
(
M˜, S˜
)
. Similarly to (6.36) for any 0 ≤ j′, j′′ < N1
and 0 ≤ k′, k′′ < N2 there is an isomorphism of Hilbert spaces given by
Ψ
j′k′
j′′k′′ : H˜commj′k′
≈−→ H˜commj′′k′′ ,
f˜(ι˜,j′,k′) ⊗ ξ 7→ f˜(ι˜,j′′,k′′) ⊗ ξ.
(6.37)
From l˜
(
f˜(ι˜,0,0)
)
= f˜(ι˜,0,0) = e˜ι˜ it turns out the natural ismomorphism
H˜comm0,0 ∼= H˜0,0 (6.38)
We would like to define the isomorphism ϕ : H˜ ≈ C
(
M˜
θ˜
)
⊗C(Mθ) L2 (M, S)
≈−→ H˜comm
such that for any a˜ ∈ C
(
M˜
θ˜
)
, and ξ ∈ L2 (M, S) following condition holds
ϕ (a˜⊗ ξ) = a˜
(
1C(M) ⊗ ξ
)
(6.39)
where the right part of the above equation assumes the action of C
(
M˜
θ˜
)
on L2
(
M˜, S˜
)
by
operators (6.2). From the decomposition (6.33) it turns the equation (6.39) is true if and
only if it is true for any a˜ = l˜
(
f˜(ι˜,j,k)
)
a where a ∈ C (Mθ), i.e.
ϕ
(
l˜
(
f˜( ι˜,j,k)
)
a⊗ ξ
)
= l˜
(
f˜(ι˜,j,k)
)
a
(
1C(M) ⊗ ξ
)
,
or equivalently
ϕ
(
l˜
(
f˜(ι˜,j,k)
)
⊗ aξ
)
= l˜
(
f˜(ι˜,j,k)
) (
1C(M) ⊗ aξ
)
(6.40)
From (6.37) the right part of (6.40) is given by
l˜
(
f˜(ι˜,j,k)
) (
1C(M) ⊗ aξ
)
= Ψ0,0jk
(
λ˜kp1
(
f˜(ι˜,0,0) ⊗ aξ
))
From the above equation it turns out that if η ∈ H˜j,k then
ϕ (η) = ϕ|H˜ j,k (η) = Ψ
0,0
jk
(
λ˜kp1Φ
jk
0,0 (η)
)
(6.41)
and
ϕ =
j=N1−1
k=N2−1⊕
j=0
k=0
ϕH˜ j,k : H˜
≈−→ H˜comm
then from above construction it turns out that ϕ satisfies to (6.39). In result we have the
following lemma.
Lemma 6.5. If ρ˜ : C
(
M˜
θ˜
)
→ B
(
H˜
)
is induced by
(
ρ,
(
C (Mθ) ,C
(
M˜
θ˜
)
,G
(
M˜,M
)))
then
ρ˜ can be represented by action of C
(
M˜
θ˜
)
on L2
(
M˜, S˜
)
by operators (6.2).
90
6.1.3 Lift of the Dirac operator
If f(ι,j,k) ∈ C∞ (M) is given by (6.16) then from then from (6.15) it turns out
f ′(ι,j,k) = eιu
jvk ∈ C0 (Uι) = C0
(
Vι ×T2
)
In the above formula the product ujvk can be regarded as element of both C
(
T2
)
and
Cb
(Vι ×T2) = Cb (Wι), whereWι ⊂ M is the homeomorphic image of Vι ×T2. Since the
Dirac operator /D is invariant with respect to transformations u 7→ eiϕuu, v 7→ eiϕvv one
has
[ /D, u] = dιuu, [ /D, v] = d
ι
vv (6.42)
where dιu, d
ι
v : Vι → Mdim S (C) are continuous matrix-valued functions. I would like to
avoid functions in Cb (Uι), so instead (6.42) the following evident consequence of it will
be used[
/D, aujvk
]
= [ /D, a] ujvk + a (jdιu + kd
ι
v) u
jvk; a ∈ C0
(
M/T2
)
, supp a ⊂ Vι. (6.43)
In contrary to (6.42) the equation (6.43) does not operate with Cb (Uι), it operates with
C0 (Uι). Let pi : M˜ → M and let /˜D be the pi-lift of /D (cf. Definition 1.24). Suppose
V˜ι˜ ⊂ M˜/T˜2 is mapped onto Vι ⊂ M/T2. Then we set d ι˜u def= dιu, d ι˜v def= dιv. The covering
pi maps V˜ι˜ × T˜2 onto Vι × T2. If u˜, v˜ ∈ C
(
T˜2
)
are natural generators, then the covering
T˜2 → T2 is given by
C
(
T2
)
→ C
(
T˜2
)
,
u 7→ u˜N1 , v 7→ v˜N2 .
From the above equation and taking into account (6.42) one has[
/˜D, u˜
]
=
d ι˜u
N1
u˜,
[
/˜D, v˜
]
=
d ι˜v
N2
v˜,
[
/˜D, a˜u˜jv˜k
]
=
[
/˜D, a˜
]
u˜j v˜k + a˜
(
jι˜u
N1
+
kι˜v
N2
)
u˜j v˜k;
a˜ ∈ C0
(
M˜/T˜2
)
, supp a˜ ⊂ V˜ι˜.
(6.44)
For any a˜ ∈ C∞
(
M˜
)
such that supp a˜ ⊂ W˜ι˜ following condition holds[
/˜D, a˜
]
= liftW˜ ι˜ ([ /D, desc (a˜)]) (6.45)
If b ∈ C∞ (M/T2) ⊂ C∞ (M) then from (6.44) and (6.45) it turns out[
/˜D, f˜(ι˜,j,k)bu
j′vk
′]
=
√
e˜ι˜u˜
j v˜kuj
′
vk
′ ⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜u˜
jv˜kuj
′
vk
′ ⊗ [ /D,√eι˜] +
+b
√
e˜ι˜u˜
j v˜kuj
′
vk
′ ⊗√eι˜
(
j′du +
jdu
N1
+ k′dv +
kdv
N2
)
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and taking into account
[
/˜D, l˜
]
= 0 one has[
/˜D, l˜
(
f˜(ι˜,j,k)bu
j′vk
′)]
=
√
e˜ι˜ l˜
(
u˜j v˜kuj
′
vk
′)⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜ l˜
(
u˜j v˜kuj
′
vk
′)⊗ [ /D,√eι˜] +
+b
√
e˜ι˜ l˜
(
u˜j v˜kuj
′
vk
′)⊗√eι˜ (j′du + jduN1 + k′dv + kdvN2
) (6.46)
Taking into account that l˜
(
u˜j v˜k
)
l˜
(
uj
′
vk
′)
= λ˜j
′N2k l˜
(
u˜j v˜kuj
′
vk
′)
the equation (6.46) is
equivalent to
[
/˜D, l˜
(
f˜(ι˜,j,k)
)
bl˜
(
uj
′
vk
′)]
=
√
e˜ι˜ l˜
(
u˜j v˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜ l˜
(
u˜j v˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜] +
+b
√
e˜ι˜ l˜
(
u˜j v˜k
)
l˜
(
uj
′
vk
′)⊗√eι˜ (j′du + jduN1 + k′dv + kdvN2
) (6.47)
For any a˜ ∈ C
(
M˜
θ˜
)
there is the decomposition given by (6.33), i.e.
a˜ = ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k)
Let Ω1/D be the module of differential forms associated with the spectral triple
(
C∞ (Mθ) , L
2 (M, S) , /D
)
(cf. Definition 1.55). Let us define a C-linear map
∇ : C∞
(
M˜
θ˜
)
→ C∞
(
M˜
θ˜
)
⊗C∞(Mθ) Ω1/D ,
∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k) 7→ ∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
√
e˜ι˜ l˜
(
u˜jv˜k
)
⊗
[
/D,
√
eι˜a(ι˜,j,k)
]
+
+∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
√
e˜ι˜ l˜
(
u˜j v˜k
)
a(ι˜,j,k) ⊗ [ /D,
√
eι˜] +
+∑
ι˜∈ I˜
j=N1−1
k=N2−1
∑
j=0
k=0
√
e˜ι˜ l˜
(
u˜j v˜k
)
a(ι˜,j,k) ⊗
√
eι˜
(
jdu
N1
+
kdv
N2
)
.
(6.48)
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For any a ∈ C∞ (Mθ) following condition holds
∇
(
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k)a
)
=
√
e˜ι˜ l˜
(
u˜jv˜k
)
⊗
[
/D,
√
eι˜a(ι˜,j,k)a
]
+
+
√
e˜ι˜ l˜
(
u˜j v˜k
)
a(ι˜,j,k)a⊗ [ /D,
√
eι˜] +
√
e˜ι˜ l˜
(
u˜jv˜k
)
a( ι˜,j,k)a⊗
√
eι˜
(
jdu
N1
+
kdv
N2
)
=
=
√
e˜ι˜ l˜
(
u˜j v˜k
)
⊗
[
/D,
√
eι˜a(ι˜,j,k)
]
a+ e˜ι˜ l˜
(
u˜jv˜k
)
a(ι˜,j,k) ⊗ [ /D, a] +
+
√
e˜ι˜ l˜
(
u˜j v˜k
)
a(ι˜,j,k)a⊗ [ /D,
√
eι˜] +
√
e˜ι˜ l˜
(
u˜jv˜k
)
a( ι˜,j,k)a⊗
√
eι˜
(
jdu
N1
+
kdv
N2
)
=
= ∇
(
l˜
(
f˜( ι˜,j,k)
)
a(ι˜,j,k)
)
a+ l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k) [ /D, a] .
(6.49)
From (6.48), (6.49) and taking into account (1.16) one concludes that ∇ is a connection (cf.
Definition 1.16). If
(
l1, l2
)
∈ ZN1 ×ZN2 and α = e
2piil1j
N1 e
2piil2k
N2 ∈ C then following condition
holds
∇
((
l1, l2
) (
l˜
(
f˜(ι˜,j,k)
)
a( ι˜,j,k)
))
=
√
e˜ι˜αl˜
(
u˜j v˜k
)
⊗
[
/D,
√
eι˜a(ι˜,j,k)
]
+
+
√
e˜ι˜αl˜
(
u˜j v˜k
)
a(ι˜,j,k) ⊗ [ /D,
√
eι˜] +
√
e˜ι˜αl˜
(
u˜j v˜k
)
a(ι˜,j,k) ⊗
√
eι˜
(
jdu
N1
+
kdv
N2
)
=
= α∇
(
l˜
(
f˜( ι˜,j,k)
)
a(ι˜,j,k)
)
=
(
l1, l2
)
∇
(
l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j,k)
)
,
i.e. the connection ∇ is ZN1 ×ZN2 equivariant (cf. (2.15)). If a(ι˜,j′,k′) ∈ C∞ (Mθ)j′,k′ is an
element of bidegree (j′, k′) then there is b ∈ C∞ (Mθ)0,0 such that
e˜ι˜a(ι˜,j′,k′) = e˜ι˜bu
j′vk
′
. (6.50)
From (6.49) it it follows that
∇
(
l˜
(
f˜ (˜ι,j,k)a(ι˜,j′,k′)
))
=
√
e˜ι˜ l˜
(
u˜j v˜k
)
⊗
[
/D,
√
eι˜bl˜
(
uj
′
vk
′)]
+
+b
√
e˜ι˜ l˜
(
u˜j v˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜] +
+b
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗√eι˜ ( jduN1 + kdvN2
)
,
and taking into account√
e˜ι˜ l˜
(
u˜j v˜k
)
⊗
[
/D,
√
eι˜bl˜
(
uj
′
vk
′)]
=
√
e˜ι˜ l˜
(
u˜j v˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜ l˜
(
u˜jv˜k
)
l˜
(
uj
′
vk
′)⊗√eι˜ (j′du + k′dv)
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one has
∇
(
l˜
(
f˜(ι˜,j,k)a( ι˜,j′,k′)
))
=
√
e˜ι˜ l˜
(
u˜j v˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜b] +
+b
√
e˜ι˜ l˜
(
u˜j v˜k
)
l˜
(
uj
′
vk
′)⊗ [ /D,√eι˜] +
+b
√
e˜ι˜ l˜
(
u˜j v˜k
)
l˜
(
uj
′
vk
′)⊗√eι˜ (j′du + jduN1 + k′dv + kdvN2
) (6.51)
From (6.51) and (6.47) it turns out that ∇
(
l˜
(
f˜(ι˜,j,k)a(ι˜,j′,k′)
))
=
[
/˜D, l˜
(
f˜(ι˜,j,k)
)
a(ι˜,j′,k′)
]
. Any
a˜ ∈ C∞
(
M˜
θ˜
)
is an infinite sum of elements f˜(ι˜,j,k)a( ι˜,j′,k′) it turns out
∇ (a˜) =
[
/˜D, a˜
]
. (6.52)
Taking into account the Corollary 6.4 one has the following theorem.
Theorem 6.6. The noncommutative spectral triple(
C∞
(
M˜
θ˜
)
, L2
(
M˜, S˜
)
, /˜D
)
is a
(
C (Mθ) ,C
(
M˜
θ˜
)
,G
(
M˜ | M
))
-lift of
(
C∞ (Mθ) , L
2 (M, S) , /D
)
.
6.2 Infinite coverings
Let SM =
{
M = M0 ← M1 ← ...← Mn ← ...} ∈ FinTop be an infinite sequence of spin
- manifolds and regular finite-fold covering. Suppose that there is the action T2×M → M
given by (6.1). From the Theorem 6.2 it follows that there is the algebraical finite covering
sequence
SC(Mθ) =
{
C (Mθ)→ ...→ C
(
Mnθn
)→ ...} .
So one can calculate a finite noncommutative limit of the above sequence. This article does
not contain detailed properties of this noncommutative limit, because it is not known yet
by the author of this article.
Acknowledgment
I am very grateful to Prof. Joseph C Varilly and Arup Kumar Pal for advising me on
the properties of Moyal planes resp. equivariant spectral triples. Author would like to
acknowledge members of the Moscow State University Seminar “Noncommutative geom-
etry and topology” leaded by professor A. S. Mishchenko and others for a discussion of
this work.
94
References
[1] M. Auslander; I. Reiten; S.O. Smalø. Galois actions on rings and finite Galois coverings.
Mathematica Scandinavica (1989), Volume: 65, Issue: 1, page 5-32, ISSN: 0025-5521;
1903-1807/e , 1989.
[2] W. Arveson. An Invitation to C∗-Algebras, Springer-Verlag. ISBN 0-387-90176-0, 1981.
[3] B. Blackadar. K-theory for Operator Algebras, Second edition. Cambridge University
Press 1998.
[4] F. Brickell and R. S. Clark.Differentiable manifolds; An introduction. London ; New York:
V. N. Reinhold Co., 1970.
[5] Alain Connes. Noncommutative Geometry, Academic Press, San Diego, CA, 661 p.,
ISBN 0-12-185860-X, 1994.
[6] Alain Connes, Giovanni Landi. Noncommutative Manifolds the Instanton Algebra and
Isospectral Deformations, arXiv:math/0011194, 2001.
[7] José M. Gracia-Bondía, Joseph C. Várilly. Algebras of Distributions suitable for phase-
space quantum mechanics. I. Escuela de Matemática, Universidad de Costa Rica, San
José, Costa Rica J. Math. Phys 29 (1988), 869-879, 1988.
[8] J. C. Várilly and J. M. Gracia-Bondía, Algebras of distributions suitable for phase-space
quantum mechanics II: Topologies on the Moyal algebra, J. Math. Phys. 29 (1988), 880–887.
1988.
[9] Manfredo P. do Carmo. Riemannian Geometry. Birkhäuser, 1992.
[10] V. Gayral, J. M. Gracia-Bondía, B. Iochum, T. Schücker, J. C. Varilly Moyal Planes are
Spectral Triples. arXiv:hep-th/0307241, 2003.
[11] José M. Gracia-Bondia, Joseph C. Varilly, Hector Figueroa, Elements of Noncommutative
Geometry, Springer, 2001.
[12] Lecture notes on noncommutative geometry and quantum groups, Edited by Piotr M. Hajac.
[13] Petr Ivankov. Quantization of noncompact coverings, arXiv:1702.07918, 2017.
[14] Jensen, K. K. and Thomsen, K. Elements of KK-theory. (Mathematics: Theory and Ap-
plications, Birkhauser, Basel-Boston-Berlin 1991), viii + 202 pp. 3 7643 3496 7, sFr. 98.
1991
[15] M. Karoubi. K-theory, An Introduction. Springer-Verlag 1978.
[16] S. Kobayashi, K. Nomizu. Foundations of Differential Geometry. Volume 1. Interscience
publishers a division of John Willey & Sons, New York - London. 1963.
95
[17] Bram Mesland. Unbounded bivariant K-theory and correspondences in noncommutative
geometry arXiv:0904.4383, 2009
[18] James R. Munkres. Topology. Prentice Hall, Incorporated, 2000.
[19] G.J. Murphy. C∗-Algebras and Operator Theory. Academic Press 1990.
[20] Alexander Pavlov, Evgenij Troitsky. Quantization of branched coverings. Russ. J. Math.
Phys. (2011) 18: 338. doi:10.1134/S1061920811030071, 2011.
[21] Pedersen G.K. C∗-algebras and their automorphism groups. London ; New York : Aca-
demic Press, 1979.
[22] Gert Kjærgård Pedersen. Measure Theory for C∗ Algebras. Mathematica Scandinavica
(1966) Volume: 19, page 131-145 ISSN: 0025-5521; 1903-1807/e, 1966.
[23] E.H. Spanier. Algebraic Topology. McGraw-Hill. New York 1966.
[24] J.C. Várilly. An Introduction to Noncommutative Geometry. EMS 2006.
[25] N. E. Wegge-Olsen. K-Theory and C∗-Algebras: A Friendly Approach. Oxford University
Press, Oxford, England, 1993.
