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A POISSON HOPF ALGEBRA RELATED TO A TWISTED QUANTUM
GROUP
SEI-QWON OH
Abstract. A Poisson algebra C[G] considered as a Poisson version of the twisted quantized
coordinate ring Cq,p[G], constructed by Hodges, Levasseur and Toro in [11], is obtained and its
Poisson structure is investigated. This establishes that all Poisson prime and primitive ideals
of C[G] are characterized. Further it is shown that C[G] satisfies the Poisson Dixmier-Moeglin
equivalence and that Zariski topology on the space of Poisson primitive ideals of C[G] agrees
with the quotient topology induced by the natural surjection from the maximal ideal space of
C[G] onto the Poisson primitive ideal space.
Introduction
There are many evidences that Poisson structures of Poisson algebras are heavily related to
algebraic structures of their quantized algebras. Hodges and Levasseur [10], Hodges, Levasseur
and Toro [11] and Joseph [14] constructed bijections between the primitive ideal space of the
quantized coordinate ring of a semisimple Lie group G and the set of symplectic leaves in
G with a Poisson bracket arising from the quantization process. In this case symplectic leaves
correspond to the Poisson primitive ideals in the coordinate ring of G. In [20] and [17], the author
constructed the Poisson symplectic algebra and the multiparameter Poisson Weyl algebra such
that their Poisson spectra are homeomorphic to the spectra of the quantized symplectic algebra
and the multiparameter quantized Weyl algebra, respectively. Moreover, in [5], [7], [8], [9], [21],
[6, §2] and [12, §3.3], we find that Poisson structures of Poisson algebras are almost the same as
the algebraic structures of their quantized algebras.
Let g be a finite dimensional complex semi-simple Lie algebra associated with a connected
semisimple Lie group G and let r =
∑
α∈R+ xα ∧ x−α ∈
∧2
g, where xα are root vectors of
g such that (xα|x−β) = δαβ. Then r is called the standard classical r-matrix, the quantized
universal enveloping algebra Uq(g) is a quantization of the enveloping algebra U(g) by r and
the quantized function algebra Cq[G] is obtained as an algebra of functions on Uq(g). Let b
±
be the Borel subalgebras of g. Then the pair of subalgebras Uq(b
+) and Uq(b
−) of Uq(g) is
a dual pair of Hopf algebras. Let u be an alternating form on the dual space h∗, where h is
a Cartan subalgebra of g. Hodges, Levasseur and Toro [11] constructed a dual pair of Hopf
algebras Uq,p−1(b
+) and Uq,p−1(b
−) by twisting that pair in the case when u is algebraic and
obtained the Drinfeld double Dq,p−1(g) = Uq,p−1(b
+) ⊲⊳ Uq,p−1(b
−). Finally they found a Hopf
algebra Cq,p[G], called the multiparameter quantized coordinate ring, as an algebra of functions
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on Dq,p−1(g), and proved that the prime and primitive ideals of Cq,p[G] are indexed by the
elements of the double Weyl groupW ×W using a natural action of the torus H associated with
h and the adjoint action of a Hopf algebra. From this Hopf algebra Cq,p[G] arises the question:
Is there a Poisson Hopf algebra related to Cq,p[G]? A main aim of this paper is to give a solution
for this question. Here we find a Poisson Hopf algebra C[G] considered as a Poisson version of
Cq,p[G] and establish that the Poisson structure of C[G] is an analogue to the algebraic structure
of Cq,p[G].
In the section 1, we construct a Lie algebra d such that the enveloping algebra U(d) may
be considered as a classical algebra of Dq,p−1(g). In the section 2, we prove that the standard
r-matrix r still makes d a Lie bialgebra, find the Poisson bracket {·, ·}r on an algebra C[G] of
functions on U(d) and get finally a Poisson bracket {·, ·} on C[G] by twisting {·, ·}r using a skew
symmetric bilinear form u on h∗, that makes C[G] a Poisson Hopf algebra. In the section 3, we
establish that the Poisson prime ideals of C[G] are indexed by the elements of the double Weyl
group W ×W . In the section 4, we define the Poisson adjoint action of a Poisson Hopf algebra
and prove that the Poisson central elements are the fixed elements under the Poisson adjoint
action. Finally, in the section 5, we show that the Poisson structure of C[G] is an analogue to
the algebraic structure of Cq,p[G] by using the Poisson adjoint action defined in the section 4.
Moreover we prove that C[G] satisfies the Poisson Dixmier-Moeglin equivalence and that the
Poisson primitive ideal space of C[G] is a quotient space of its classical space.
Several parts of the paper are modified from those of [11] by using Poisson terminologies
because C[G] is a good Poisson analogue of the quantum group Cq,p[G] in [11], all fields are of
characteristic zero and vector spaces are over the complex number field C unless stated otherwise.
Moreover all Poisson algebras considered here are commutative.
A Poisson ideal P of A is said to be Poisson prime if, for all Poisson ideals I and J , IJ ⊆ P
implies I ⊆ P or J ⊆ P . Note that if A is noetherian then a Poisson prime ideal of A is a prime
ideal by [5, Lemma 1.1(d)]. A Poisson ideal P is said to be Poisson primitive if there exists a
maximal ideal M such that P is the largest Poisson ideal contained in M . Note that Poisson
primitive is Poisson prime.
1. Algebra of functions
1.1. Notation. Here we recall well-known facts in [15], which are summarized in [12, Chapter 2].
Let C = (aij)n×n be an indecomposable and symmetrizable generalized Cartan matrix of finite
type. Hence there exists positive integers {di}1≤i≤n such that the matrix DC is symmetric
positive definite, where D = diag(di) is the diagonal matrix. (In [12, Chapter 2], each di is
denoted by si.) Let g = (g, [·, ·]g) be the finite dimensional Lie algebra over the complex number
field C associated to C = (aij)n×n.
Let h be a Cartan subalgebra of g with simple roots α1, . . . , αn, R the root system, R
+ the
set of positive roots and W the Weyl group. Choose hi ∈ h, 1 ≤ i ≤ n, such that
(1.1) αj : h −→ C, αj(hi) = aij for all j = 1, . . . , n.
Then {hi}
n
i=1 forms a basis of h since C has rank n, and g is generated by hi and x±αi , i =
1, . . . , n, with relations
[hi, hj ]g = 0, [hi, x±αj ]g = ±aijx±αj , [xαi , x−αj ]g = δijhi,
(adx±αi )
1−aij (x±αj ) = 0, i 6= j
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by [12, Definition 2.1.3]. (In [12, Definition 2.1.3], xαi and x−αi are denoted by ei and fi
respectively.) Denote by n+ and n− the subspaces of g spanned by root vectors with positive
and negative roots respectively and set n = n+ ⊕ n−. Hence
g = h⊕ n = n+ ⊕ h⊕ n−.
For each β ∈ R, we will write xβ for a root vector with root β, hence gβ = Cxβ ⊆ n, where gβ
is the root space of g with root β.
By [12, §2.3], there exists a nondegenerate symmetric bilinear form (·|·) on h∗ given by
(1.2) (αi|αj) = diaij
for all i, j = 1, . . . , n. This form (·|·) induces the isomorphism h∗ −→ h, λ 7→ hλ, where hλ is
defined by
(αi|λ) = αi(hλ) for all i = 1, . . . , n.
(The isomorphism h∗ −→ h, λ 7→ hλ, is denoted by ν
−1 in [12, §2.3].) Note that, by (1.1) and
(1.2),
hαi = dihi, i = 1, . . . , n.
Identifying h∗ to h via λ 7→ hλ, h has a nondegenerate symmetric bilinear form (·|·) given by
(λ|µ) = (hλ|hµ) = λ(hµ).
For example, (hi|hj) = (d
−1
i hαi |d
−1
j hαj ) = d
−1
i d
−1
j (αi|αj) = d
−1
j aij . This is extended to a
nondegenerate g-invariant symmetric bilinear form on g by [12, (2.7) and Proposition 2.3.6] and
[15, Theorem 2.2 and its proof]:
(1.3) (hi|hj) = d
−1
j aij , (h|xα) = 0, (xα|xβ) = 0 if α+ β 6= 0, (xαi |x−αj ) = d
−1
i δij
for h ∈ h and α, β ∈ R.
Lemma 1.1. For each α ∈ R+,
(1.4) [xα, x−α]g = (xα|x−α)hα.
Proof. By [12, Proposition 2.3.6],
(hλ|[xα, x−α]g) = ([hλ, xα]g|x−α) = (λ|α)(xα|x−α) = (xα|x−α)(hλ|hα) = (hλ|(xα|x−α)hα)
for each hλ ∈ h. Hence the result holds. 
1.2. Let u ∈
∧2
h. We may write
u =
∑
1≤i,j≤n
uijhi ⊗ hj
for some skew symmetric matrix (uij) since {hi}
n
i=1 forms a basis of h. The element u can be
considered as a skew symmetric (alternating) form on h∗ by
u(λ, µ) =
∑
uijλ(hi)µ(hj)
for any λ, µ ∈ h∗. Hence there exists a unique linear map Φ : h∗ −→ h∗ such that
u(λ, µ) = (Φ(λ)|µ)
for any λ, µ ∈ h∗ since the form (·|·) on h∗ is nondegenerate. Set
Φ+ = Φ+ I, Φ− = Φ− I,
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where I is the identity map on h∗. Thus
(1.5)
(Φ+λ|µ) = u(λ, µ) + (λ|µ)
(Φ−λ|µ) = u(λ, µ)− (λ|µ)
for all λ, µ ∈ h∗.
1.3. Fix a vector space k isomorphic to h and let ϕ : h −→ k be an isomorphism of vector
spaces. For each λ ∈ h∗, denote by kλ ∈ k the element ϕ(hλ). Let
g′ = k⊕ n
and define a skew symmetric bilinear product [·, ·]g′ on g
′ by
(1.6)
[kλ, kµ]g′ = 0, [kλ, xα]g′ = (α|λ)xα,
[xα, xβ ]g′ = [xα, xβ ]g (α 6= −β), [xα, x−α]g′ = ϕ([xα, x−α]g)
for all λ, µ ∈ h∗ and xα, x−α, xβ ∈ n. Since [kλ, xα]g′ = [hλ, xα]g for each λ ∈ h
∗, g′ is the Lie
algebra isomorphic to g such that each element kλ ∈ k corresponds to the element hλ of g. That
is, g′ is the Lie algebra g such that the elements hλ ∈ h are replaced by kλ ∈ k. Note that
(1.7) [xα, xβ ]g′ = [xα, xβ]g ∈ n
for all α, β ∈ R with α 6= −β.
Let
d = h⊕ k⊕ n.
Hence d = k⊕ g = h⊕ g′. Define a skew symmetric bilinear product [·, ·] on d by
(1.8)
[hλ, hµ] = 0, [hλ, kµ] = 0, [kλ, kµ] = 0,
[hλ, xα] = −(Φ−λ|α)xα, [kλ, xα] = (Φ+λ|α)xα,
[xα, xβ ] = 2
−1([xα, xβ ]g + [xα, xβ ]g′)
for all hλ, hµ ∈ h, kλ, kµ ∈ k and xα, xβ ∈ n.
Lemma 1.2. (1) For any elements xα, xβ ∈ n such that α+ β 6= 0,
(1.9) [xα, xβ] = [xα, xβ ]g = [xα, xβ]g′ .
(2) For any elements xα, xβ , xγ ∈ n such that α+ β + γ 6= 0,
(1.10) [[xα, xβ ], xγ ] = [[xα, xβ ]g, xγ ]g = [[xα, xβ ]g′ , xγ ]g′ .
(3) For any elements xα, xβ , xγ ∈ n,
(1.11) [[xα, xβ], xγ ] = 2
−1([[xα, xβ ]g, xγ ]g + [[xα, xβ ]g′ , xγ ]g′).
Proof. (1) It follows by (1.7) and (1.8).
(2) If α+ β 6= 0 then [xα, xβ] = [xα, xβ ]g = [xα, xβ ]g′ ∈ n by (1.9) and thus
[[xα, xβ], xγ ] = [[xα, xβ]g, xγ ]g = [[xα, xβ]g′ , xγ ]g′
by (1.9) since (α+ β) + γ 6= 0.
Suppose α+ β = 0. We may assume that α is a positive root. By (1.4), [xα, x−α]g = ahα ∈ h
and [xα, x−α]g′ = akα ∈ k, where a = (xα|x−α), and
[[xα, x−α], xγ ] = 2
−1([[xα, x−α]g + [xα, x−α]g′ , xγ ] = 2
−1a([hα, xγ ] + [kα, xγ ])
= 2−1a(−(Φ−α|γ) + (Φ+α|γ))xγ = a(α|γ)xγ .
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Since
[[xα, x−α]g, xγ ]g = a[hα, xγ ]g = a(α|γ)xγ
[[xα, x−α]g′ , xγ ]g′ = a[kα, xγ ]g′ = a(α|γ)xγ ,
we have the result [[xα, x−α], xγ ] = [[xα, x−α]g, xγ ]g = [[xα, x−α]g′ , xγ ]g′ .
(3) If α + β + γ 6= 0 then (1.11) holds by (1.10). Suppose that α + β + γ = 0. Then
α+ β = −γ 6= 0. Hence [xα, xβ ] = [xα, xβ]g = [xα, xβ ]g′ ∈ n by (1.9). It follows that
[[xα, xβ], xγ ] = 2
−1([[xα, xβ], xγ ]g + [[xα, xβ ], xγ ]g′)
= 2−1([[xα, xβ]g, xγ ]g + [[xα, xβ]g′ , xγ ]g′).

Theorem 1.3. The vector space d = h⊕ k⊕ n is a Lie algebra with Lie bracket (1.8).
Proof. It is enough to show that (1.8) satisfies the Jacobi identity,
[[a, b], c] + [[b, c], a] + [[c, a], b] = 0
for all nonzero elements a, b, c ∈ d. If a, b, c ∈ h⊕k then [[a, b], c]+[[b, c], a]+[[c, a], b] = 0 trivially.
If one of a, b, c is an element of n, say a = hλ, b = kµ and c = xα, then
[[a, b], c] + [[b, c], a] + [[c, a], b] = [[hλ, kµ], xα] + [[kµ, xα], hλ] + [[xα, hλ], kµ]
= (Φ+µ|α)(Φ−λ|α)xα − (Φ−λ|α)(Φ+µ|α)xα
= 0.
If two of a, b, c are elements of n, say a = hλ, b = xα and c = xβ, then
[[a, b], c] + [[b, c], a] + [[c, a], b] = [[hλ, xα], xβ ] + [[xα, xβ ], hλ] + [[xβ, hλ], xα]
=
{
− (Φ−λ|α)[xα, xβ] + (Φ−λ|α+ β)[xα, xβ ] + (Φ−λ|β)[xβ , xα], if α+ β 6= 0,
− (Φ−λ|α)[xα, x−α] + (Φ−λ| − α)[x−α, xα], if α+ β = 0,
= 0.
Finally, suppose that all of a, b, c are elements of n, say a = xα, b = xβ and c = xγ . Then, by
(1.11),
[[a, b], c] + [[b, c], a] + [[c, a], b] = [[xα, xβ ], xγ ] + [[xβ , xγ ], xα] + [[xγ , xα], xβ ]
= 2−1([[xα, xβ]g, xγ ]g + [[xα, xβ]g′ , xγ ]g′)
+ 2−1([[xβ , xγ ]g, xα]g + [[xβ , xγ ]g′ , xα]g′)
+ 2−1([[xγ , xα]g, xβ]g + [[xγ , xα]g′ , xβ]g′)
= 0
since g and g′ are Lie algebras. It completes the proof. 
6 SEI-QWON OH
1.4. Let m be a Lie algebra and let s =
∑
i ai ⊗ bi ∈ m⊗m. We give a notation:
[[s, s]] = [s12, s13] + [s12, s23] + [s13, s23],
where
[s12, s13] =
∑
i,j
[ai, aj ]⊗ bi ⊗ bj ,
[s12, s23] =
∑
i,j
ai ⊗ [bi, aj ]⊗ bj ,
[s13, s23] =
∑
i,j
ai ⊗ aj ⊗ [bi, bj ].
Let
(1.12) r =
∑
α∈R+
(xα ⊗ x−α − x−α ⊗ xα) ∈ n⊗ n,
where (xα|x−α) = 1. Note that r is skew symmetric. It is well-known that [[r, r]] is a g-invariant
element of g⊗ g⊗ g, that is, x.[[r, r]] = 0 for all x ∈ g, where the action of g on g⊗ g⊗ g is by
the adjoint representation in each factor:
x.(a⊗ b⊗ c) = [x, a]g ⊗ b⊗ c+ a⊗ [x, b]g ⊗ c+ a⊗ b⊗ [x, c]g.
(See [2, Proposition 2.1.2, Example 2.3.7 and §2.1 B] and [11, 1.2].) Thus [[r, r]] is also a
g′-invariant element of g′ ⊗ g′ ⊗ g′ by (1.6). Here we prove the following statement.
Proposition 1.4. The element [[r, r]] ∈ d⊗ d⊗ d is also d-invariant.
Proof. It is easy to check that
x.[r12, r13] = 0, x.[r12, r23] = 0, x.[r13, r23] = 0
for each x ∈ h⊕ k. For instance, let x = hλ ∈ h and note that
[r12, r13] =
∑
α,β∈R+
[xα, xβ]⊗ x−α ⊗ x−β − [xα, x−β]⊗ x−α ⊗ xβ
− [x−α, xβ ]⊗ xα ⊗ x−β + [x−α, x−β ]⊗ xα ⊗ xβ.
If Y is the first term of [r12, r13], then
x.Y =
∑
hλ.([xα, xβ ]⊗ x−α ⊗ x−β)
=
∑
([hλ, [xα, xβ]]⊗ x−α ⊗ x−β + [xα, xβ ]⊗ [hλ, x−α]⊗ x−β + [xα, xβ]⊗ x−α ⊗ [hλ, x−β])
=
∑
(−(Φ−λ|α+ β) + (Φ−λ|α) + (Φ−λ|β))[xα, xβ ]⊗ x−α ⊗ x−β
= 0.
It remains to prove that xγ .[[r, r]] = 0 for all xγ ∈ n. Observe that
xγ .[[r, r]] = xγ .([r12, r13] + [r12, r23] + [r13, r23])
= 2−1[xγ .([r12, r13]g + [r12, r23]g + [r13, r23]g) + xγ .([r12, r13]g′ + [r12, r23]g′ + [r13, r23]g′)]
by (1.11) and the third equation of (1.8), where the last two actions are the actions of g and g′
respectively. Hence xγ .[[r, r]] = 0 for all xγ ∈ n since xγ .[[r, r]] = 0 in g⊗g⊗g and g
′⊗g′⊗g′. 
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1.5. Let Q and P denote the root and the weight lattices respectively, G a connected complex
semisimple algebraic group associated with g, H ⊂ G a torus associated with h and let L be the
group of characters of H, as in [11, 1.1]. Note that L is a lattice such that Q ⊆ L ⊆ P by [11,
1.2] and that L spans h∗ since the set of simple roots {αi}
n
i=1 forms a basis of h
∗.
Let C(g) be the category of g-module homomorphisms as morphisms and the following (left)
g-modules as objects: the finite dimensional g-modules consisting of finite direct sums of finite
dimensional irreducible highest weight g-modules V (Λ) with highest weight Λ ∈ L+ = L ∩ P+,
where P+ = {λ ∈ P|λ(hi) ∈ Z≥0 for all i = 1, . . . , n} the set of dominant integral weights. Here
by M ∈ C(g) we mean that M is an object of C(g). Note that C(g) is closed under finite direct
sums, finite tensor products and the formation duals. (If M,N ∈ C(g) then M ⊗ N and M∗
have the left g-module structure with
x(y ⊗ z) = (xy)⊗ z + y ⊗ (xz),
(xf)(y) = −f(xy)
for all f ∈M∗, x ∈ g, y ∈M and z ∈ N .) Moreover every M ∈ C(g) can be written by a direct
sum of weight spaces M = ⊕µ∈LMµ, where
(1.13) Mµ = {v ∈M | hλv = (λ|µ)v for hλ ∈ h}.
Given M = ⊕µ∈LMµ ∈ C(g), note that each element f ∈ (Mµ)
∗ is considered as the element
f ′ ∈M∗ defined by
f ′|Mµ = f, f
′(Mν) = 0 for all µ 6= ν ∈ L.
For instance, for 0 6= x ∈Mµ, the dual map x
∗ defined in Mµ is identified with the dual map x
∗
defined in M .
Lemma 1.5. Let M = ⊕ν∈LMν ∈ C(g).
(1) Let f ∈ (Mµ)
∗. Then f ∈ (M∗)−µ. In particular, if f ∈ (M
∗)µ, x ∈ Mν and f(x) 6= 0
then −µ = ν.
(2) There exists a right g-module structure in M∗: For f ∈M∗, x ∈ g and y ∈M ,
(fx)(y) = f(xy).
In particular, if f ∈ (Mµ)
∗ and xα ∈ n then fxα ∈ (M
∗)−µ+α.
Proof. (1) For any hλ ∈ h and y ∈Mµ,
(hλf)(y) = −f(hλy) = −(λ|µ)f(y) = (λ| − µ)f(y)
and thus hλf = (λ| − µ)f . It follows that f ∈ (M
∗)−µ.
Let {yνi}i be a basis ofMν for each ν ∈ L. Thus the set {yνi}ν,i is a basis ofM = ⊕ν∈LMν and
f ∈ (M∗)µ is uniquely expressed by a C-linear combination f =
∑
ν,i aνiy
∗
νi for some aνi ∈ C.
Since f ∈ (M∗)µ and the dual map y
∗
νi is an element of (M
∗)−ν by the previous result, we have
that aνi = 0 for all νi with −ν 6= µ and thus f =
∑
i a−µiy
∗
−µi. It follows that f(Mν) = 0 for all
−µ 6= ν. The final statement is now clear: since f(x) 6= 0, x ∈M−µ and thus ν = −µ.
(2) For any f ∈M∗, x, x′ ∈ g and y ∈M ,(
(fx)x′ − (fx′)x
)
(y) = f([x, x′]gy) = (f [x, x
′]g)(y).
Hence M∗ is a right g-module. If f ∈ (Mµ)
∗, xα ∈ n, hλ ∈ h and y ∈M−α+µ, then
(hλ(fxα)) (y) = −f(xαhλy) = −(λ| − α+ µ)(fxα)(y).
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Hence fxα ∈ (M
∗)−µ+α. 
The following proposition shows that M ∈ C(g) has a (left) d-module structure.
Proposition 1.6. Let M = ⊕µ∈LMµ be a finite direct sum of finite dimensional irreducible
highest weight g-modules V (Λ) with highest weight Λ ∈ L+. Define an action of d on M as
follows: For zν ∈Mν and hλ ∈ h, kλ ∈ k, xα ∈ n,
(1.14)
hλ · zν = (Φ+ν|λ)zν ,
kλ · zν = −(Φ−ν|λ)zν ,
xα · zν = xαzν ,
where the right hand side xαzν of the third equation is the action inside g. Then M is a d-module
with action (1.14).
Proof. By (1.8) and (1.14), it is easy to check that
[hλ, hµ] · zν = 0 = hλ · (hµ · zν)− hµ · (hλ · zν),
[hλ, kµ] · zν = 0 = hλ · (kµ · zν)− kµ · (hλ · zν),
[kλ, kµ] · zν = 0 = kλ · (kµ · zν)− kµ · (kλ · zν).
Now observe that
[hλ, xα] · zν = −(Φ−λ|α)xα · zν (by (1.8))
= (Φ+α|λ)xαzν (by (1.5) and (1.14))
= hλ · (xαzν)− xα(hλ · zν), (by (1.14))
= hλ · (xα · zν)− xα · (hλ · zν). (by (1.14))
Similarly, we have
[kλ, xα] · zν = (Φ+λ|α)xαzν = −(Φ−α|λ)xαzν = kλ · (xα · zν)− xα · (kλ · zν).
Let xα, xβ ∈ n. If α+ β 6= 0 then [xα, xβ] ∈ n and
[xα, xβ ] · zν = [xα, xβ]gzν = xα · (xβ · zν)− xβ · (xα · zν)
by (1.9). Suppose that α + β = 0. We may assume that α ∈ R+. Then [xα, x−α]g =
(xα|x−α)hα ∈ h and [xα, x−α]g′ = (xα|x−α)kα ∈ k by (1.4) and
[xα, x−α] · zν = 2
−1(xα|x−α)(hα + kα) · zν
= (xα|x−α)(α|ν)zν = [xα, x−α]gzν
= xα · (x−α · zν)− x−α · (xα · zν).
It completes the proof. 
Notation 1.7. (1) Denote by C(d) the category C(g) whenever all objects M ∈ C(g) are con-
sidered as the d-modules M with action (1.14). For simplicity, by M ∈ C(d) we mean that M is
an object of C(d) and we will omit the dot ‘·’ denoting the module action of d on M ∈ C(d).
(2) Let U(d) be the universal enveloping algebra of d. Note that a vector space M is a
d-module if and only if M is a U(d)-module. For M ∈ C(d), v ∈M and f ∈M∗, define
cf,v = c
M
f,v : U(d) −→ C, cf,v(z) = f(zv)
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and let C[G] be the C-vector space spanned by all elements of the form
cMf,v, M ∈ C(d), v ∈M, f ∈M
∗.
Recall the definitions of a bigraded Hopf algebra and a (commutative) Poisson Hopf algebra
given in [11, 2.1] and [3, Definition 1.1]. Let K be an (additive) abelian group. A Hopf algebra
A = (A, ι,m, ǫ,∆, S) over a field k is said to be a K-bigraded Hopf algebra if it is equipped with
a K ×K-grading A =
⊕
(λ,µ)∈K×K
Aλ,µ such that
(i) k ⊆ A0,0, Aλ,µAλ′,µ′ ⊆ Aλ+λ′,µ+µ′ .
(ii) ∆(Aλ,µ) ⊆
∑
ν∈K Aλ,ν ⊗A−ν,µ.
(iii) λ 6= −µ implies ǫ(Aλ,µ) = 0.
(iv) S(Aλ,µ) ⊆ Aµ,λ.
A Hopf algebra A = (A, ι,m, ǫ,∆, S) is said to be a Poisson Hopf algebra if there exists a skew
symmetric bilinear product {·, ·} on A if (A, {·, ·}) is a Poisson algebra such that
(v) ∆ is a Poisson algebra homomorphism. Note that the Poisson bracket in A⊗A is given
as follows:
{a1 ⊗ a2, b1 ⊗ b2} = {a1, b1} ⊗ a2b2 + a1b1 ⊗ {a2, b2}.
A Poisson Hopf algebra A = (A, ι,m, ǫ,∆, S, {·, ·}) is said to be K-bigraded if A satisfies (i)-(v)
and
(vi) {Aλ,µ, Aλ′,µ′} ⊆ Aλ+λ′,µ+µ′ .
Theorem 1.8. The vector space C[G] is an L-bigraded commutative Hopf algebra with the
following structure: For M,N ∈ C(d),
(1.15)
cMf,v + c
N
g,w = c
M⊕N
(f,g),(v,w), c
M
f,vc
N
g,w = c
M⊗N
f⊗g,v⊗w,
ǫ(cMf,v) = f(v), S(c
M
f,v) = c
M∗
v,f ,
∆(cMf,v) =
∑
i
cMf,vi ⊗ c
M
gi,v
,
where {vi} and {gi} are bases for M and M
∗ such that gi(vj) = δij for all i, j.
For M ∈ C(d), set
C(M) = C〈cf,v | f ∈M
∗, v ∈M〉, C(M)λ,µ = C〈cf,v | f ∈ (M
∗)λ, v ∈Mµ〉.
Then, for λ, µ ∈ L,
(1.16) C[G]λ,µ =
∑
M∈C(d)
C(M)λ,µ, C[G] =
⊕
(λ,µ)∈L×L
C[G]λ,µ.
Moreover C[G] is finitely generated as a C-algebra.
Proof. Note that cMf,v is an element of the Hopf dual U(d)
◦ since M ∈ C(d) is finite dimensional.
(Refer to [1, I.9.5] for Hopf dual.) Since C(d) is closed under finite direct sums, finite tensor
products and the formation duals, C[G] is a sub-Hopf algebra of U(d)◦ with Hopf structure (1.15)
by [1, I.7.3 and I.7.4]. Since U(d) is a co-commutative Hopf algebra, U(d)◦ is a commutative
Hopf algebra and thus C[G] is a commutative algebra. By (1.15) and (1.16), C[G] is L-bigraded.
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Let {ω1, . . . , ωn} be a basis of L such that L
+ =
∑
i Z≥0ωi. For Λ ∈ L
+, if Λ =
∑
imiωi
then V (Λ) is isomorphic to a submodule of
⊗n
i=1 V (ωi)⊗ . . .⊗ V (ωi)︸ ︷︷ ︸
mi
and thus C[G] is generated
by all elements c
V (ωi)
f,v , 1 ≤ i ≤ n. Hence C[G] is finitely generated since each V (ωi) is finite
dimensional. 
2. Poisson bracket on C[G]
2.1. Hopf dual of co-Poisson Hopf algebra. Refer to [2, Definition 6.2.2] and [16, Definition
2.2.9] for the definition of co-Poisson Hopf algebra. In [16, Proposition 3.1.5], there is a statement
that the Hopf dual of a co-Poisson Hopf algebra is a Poisson Hopf algebra. Here we give a
complete proof for this statement.
Lemma 2.1. Let I1, . . . , Ir be co-finite dimensional subspaces of a vector space V . Then ∩
r
i=1Ii
is also co-finite.
Proof. The kernel of the linear map
ψ : V −→ V/I1 × . . .× V/Ir, ψ(x) = (x+ I1, . . . , x+ Ir)
is ∩ri=1Ii. Hence ∩
r
i=1Ii is co-finite since V/I1 × . . . × V/Ir is finite dimensional. 
Theorem 2.2. [16, Proposition 3.1.5] Let A = (A, ι,m, ǫ,∆, S) be a co-Poisson co-commutative
Hopf algebra with co-bracket δ. Then its Hopf dual A◦ is a Poisson Hopf algebra with Poisson
bracket
(2.1) {f, g} = (f ⊗ g)δ, (f, g ∈ A◦).
Proof. Note that A◦ is commutative since A is co-commutative. Let I and J be co-finite dimen-
sional ideals of A such that f(I) = 0 and g(J) = 0. Then K = I ∩ J is co-finite by Lemma 2.1
and thus K⊗A+A⊗K is a co-finite ideal of A⊗A since A⊗A/(K⊗A+A⊗K) is isomorphic to
(A/K)⊗(A/K). Let L be the ideal of A generated by δ−1(K⊗A+A⊗K)∩∆−1(K⊗A+A⊗K).
Then L is a co-finite ideal of A by Lemma 2.1 and δ(L) ⊆ K ⊗ A + A ⊗ K since δ(xy) =
δ(x)∆(y) + ∆(x)δ(y) for all x, y ∈ A. Hence (f ⊗ g)δ(L) = 0. It follows that {f, g} ∈ A◦.
By the co-Jacobi identity and the co-Leibniz identity, A◦ is a Poisson algebra. For x, y ∈ A,
m∗({f, g})(x ⊗ y) = (f ⊗ g)δ(xy)
= (f ⊗ g)(δ(x)∆(y) + ∆(x)δ(y))
= {m∗(f),m∗(g)}(x ⊗ y).
Hence A◦ is a Poisson Hopf algebra. 
Refer to [2, Definition 1.3.1] for the definition of Lie bialgebra. Let m be a Lie algebra and let
U(m) be the universal enveloping algebra of m. It is well-known that U(m) has a Hopf structure
(U(m), ι,m, ǫ,∆, S), where
ǫ(x) = 0, ∆(x) = x⊗ 1 + 1⊗ x, S(x) = −x
for all x ∈ m.
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Corollary 2.3. Let m be a Lie bialgebra with co-commutator δ′ and let U(m) be the universal
enveloping algebra of m.
(1) In U(m) = (U(m), ι,m, ǫ,∆, S), there exists a unique co-Poisson co-commutative Hopf
algebra structure with co-bracket δ such that δ|m = δ
′.
(2) The Hopf dual U(m)◦ is a Poisson Hopf algebra with Poisson bracket (2.1).
Proof. (1) [2, Proposition 6.2.3]. (The co-bracket δ is a unique extension δ : U(m) −→ U(m) ⊗
U(m) of δ′ such that δ(xy) = ∆(x)δ(y) + δ(x)∆(y) for all x, y ∈ U(m).)
(2) It follows by (1) and Theorem 2.2. 
2.2. Poisson bracket of U(d)◦. Let
r =
∑
α∈R+
(xα ⊗ x−α − x−α ⊗ xα) ∈ n⊗ n ((xα|x−α) = 1 for each α ∈ R
+)
be the one given in (1.12). Then d is a Lie bialgebra with Lie bracket (1.8) and co-commutator
(2.2) δ′(x) = x.r
for all x ∈ d by Proposition 1.4 and [2, Proposition 2.1.2], where the action x.r is by the adjoint
action of x on each factor of r.
Lemma 2.4. The co-commutator δ′ given in (2.2) is as follows:
(2.3)
δ′(hλ) = 0, hλ ∈ h,
δ′(kλ) = 0, kλ ∈ k,
δ′(xβ) = 2
−1xβ ∧ (hβ + kβ), β ∈ R
+,
δ′(x−β) = 2
−1x−β ∧ (hβ + kβ), β ∈ R
+,
where a ∧ b = a⊗ b− b⊗ a.
Proof. For each α ∈ R+, hλ.(xα ∧ x−α) = [hλ, xα] ∧ x−α + xα ∧ [hλ, x−α] = 0. Similarly,
kλ.(xα ∧ x−α) = 0. Hence δ
′(hλ) = 0 and δ
′(kλ) = 0.
Let α, β, α + β ∈ R. Thus −(α+ β) ∈ R. Since the root spaces of n are one dimensional by
[4, Proposition 10.9],
[xβ , xα] = aβ,αxα+β, [xβ, x−(α+β)] = bβ,αx−α
for some aβ,α, bβ,α ∈ C. Then
(2.4) aβ,α = −bβ,α
since
aβ,α = (aβ,αxα+β |x−(α+β)) = ([xβ, xα]|x−(α+β)) = ([xβ , xα]g|x−(α+β))
= −(xα|[xβ , x−(α+β)]g) = −(xα|[xβ , x−(α+β)]) = −(xα|bβ,αx−α) = −bβ,α.
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Hence [xβ , xα] ∧ x−α = −xα+β ∧ [xβ , x−(α+β)]. It follows that
xβ .r =
∑
α∈R+
[xβ, xα] ∧ x−α + xα ∧ [xβ, x−α]
=
{
xβ ∧ [xβ, x−β ], β ∈ R
+,
[xβ, x−β ] ∧ xβ, β ∈ R
−,
=
{
2−1xβ ∧ (hβ + kβ), β ∈ R
+,
2−1xβ ∧ (h−β + k−β), β ∈ R
−
by (1.4) and (1.8). 
By Corollary 2.3, there exists a unique extension δ of δ′ given in (2.2) and the Hopf dual
U(d)◦ is a Poisson Hopf algebra with Poisson bracket
{a, b}r = (a⊗ b)δ
for all a, b ∈ U(d)◦. Let us find {·, ·}r in the sub-Hopf algebra C[G] of U(d)
◦.
Lemma 2.5. Let M,N ∈ C(d) and let f ∈ (M∗)β, g ∈ (N
∗)γ , p ∈Mη , v ∈ Nρ for β, γ, η, ρ ∈ L.
Then
(2.5)
{cf,p, cg,v}r(hλ) = 0, hλ ∈ h,
{cf,p, cg,v}r(kλ) = 0, kλ ∈ k,
{cf,p, cg,v}r(xα) = (α|ρ)f(xαp)g(v) − (α|η)f(p)g(xαv), α ∈ R.
Proof. By (2.3), {cf,p, cg,v}r(hλ) = 0, {cf,p, cg,v}r(kλ) = 0 and
{cf,p, cg,v}r(xα) = (cf,p ⊗ cg,v)δ
′(xα)
= 2−1 (f(xαp)g((hα + kα)v) − f((hα + kα)p)g(xαv))
= (α|ρ)f(xαp)g(v) − (α|η)f(p)g(xαv)
since (hα + kα)v = 2(α|ρ)v and (hα + kα)p = 2(α|η)p by (1.14) and (1.5). 
Lemma 2.6. For M,N ∈ C(d), let {fi}
r
i=1, {ui}
r
i=1, {gj}
s
j=1, {vj}
s
j=1 be C-bases ofM
∗,M,N∗, N
respectively such that fi(uk) = δik and gj(vℓ) = δjℓ. For any α ∈ R
+, suppose that
xαui =
r∑
k=1
aikuk, x−αvj =
s∑
ℓ=1
bjℓvℓ,
where aik, bjℓ ∈ C. Then
fixα =
r∑
k=1
akifk, gjx−α =
s∑
ℓ=1
bℓjgℓ.
Proof. Let fixα =
∑r
k=1 dkfk for some dk ∈ C. Then
dt = (
r∑
k=1
dkfk)(ut) = (fixα)(ut) = fi(xαut) = fi(
r∑
k=1
atkuk) = ati.
Hence fixα =
∑r
k=1 akifk. Similarly, we have gjx−α =
∑s
ℓ=1 bℓjgℓ. 
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Proposition 2.7. The function algebra C[G] is an L-bigraded Poisson Hopf algebra with Poisson
bracket
(2.6) {cf,p, cg,v}r = [(η|ρ)− (β|γ)]cf,pcg,v + 2
∑
ν∈R+
(cf,xνpcg,x−νv − cfxν ,pcgx−ν ,v)
for weight vectors f ∈ (M∗)β , g ∈ (N
∗)γ , p ∈Mη, v ∈ Nρ of M,N ∈ C(d), where β, γ, η, ρ ∈ L.
Proof. Let λ1, . . . , λn be a C-basis of h
∗. Then B = {hλi , kλi , xα|i = 1, . . . , n, α ∈ R} is a
C-basis of d. For convenience, we set B = {y1, . . . , yr}. Hence each yi is one of hλ, kλ and xα,
0 6= λ ∈ h∗, α ∈ R. By the Poincare-Birkhoff-Witt theorem, U(d) has the C-basis consisting of
the standard monomials Y = ys11 · · · y
sr
r that is a product of yi ∈ B. Let ℓ(Y ) be the number
s1+ . . .+ sr of elements of B appearing in Y . We will call ℓ(Y ) the length of Y . Denote by RH
the right hand side of (2.6). We proceed by induction on ℓ(Y ) to show {cf,p, cg,v}r(Y ) = RH(Y ).
If ℓ(Y ) = 0 then Y = 1, {cf,p, cg,v}r(1) = 0 and RH(1) = [(η|ρ)−(β|γ)]f(p)g(v). If f(p)g(v) 6=
0 then −β = η and −γ = ρ by Lemma 1.5(1) and thus (η|ρ)− (β|γ) = 0. It follows that
(2.7) [(η|ρ) − (β|γ)]f(p)g(v) = 0.
Hence {cf,p, cg,v}r(1) = 0 = RH(1).
Suppose that ℓ(Y ) = 1. Then Y = yi for some i and thus Y = hλ, Y = kλ or Y = xα. If
Y = hλ then
RH(Y ) = [(η|ρ)− (β|γ)](f(hλp)g(v) + f(p)g(hλv))
+ 2
∑
(f(hλxνp)g(x−νv) + f(xνp)g(hλx−νv))
− 2
∑
(f(xνhλp)g(x−νv) + f(xνp)g(x−νhλv))
= [(η|ρ)− (β|γ)](f(hλp)g(v) + f(p)g(hλv))
+ 2
∑
f([hλ, xν ]p)g(x−νv) + f(xνp)g([hλ, x−ν ]v)
= [(Φ+η|λ) + (Φ+ρ|λ)][(η|ρ) − (β|γ)]f(p)g(v) (by (1.14), 1.8))
= 0. (by (2.7))
Hence {cf,p, cg,v}r(hλ) = 0 = RH(hλ) by (2.5). Similarly we have {cf,p, cg,v}r(kλ) = RH(kλ).
Let Y = xα, α ∈ R. Suppose that α ∈ R
+. Then
RH(xα) = [(η|ρ) − (β|γ)](f(xαp)g(v) + f(p)g(xαv))
+ 2
∑
f([xα, xν ]p)g(x−νv) + f(xνp)g([xα, x−ν ]v)
(replace [xα, xν ] by aανxα+ν , then [xα, x−(α+ν)] = −aανx−ν by (2.4))
= [(η|ρ) − (β|γ)](f(xαp)g(v) + f(p)g(xαv)) + 2f(xαp)g([xα, x−α]v)
= [(η|ρ) − (β|γ)](f(xαp)g(v) + f(p)g(xαv)) + f(xαp)g((hα + kα)v)
= [(η|ρ) − (β|γ) + 2(α|ρ)]f(xαp)g(v) + [(η|ρ) − (β|γ)]f(p)g(xαv).
If f(xαp)g(v) 6= 0 then −β = α+ η and −γ = ρ by Lemma 1.5(1), thus f(p)g(xαv) = 0 and
RH(xα) = [(η|ρ) − (β|γ) + 2(α|ρ)]f(xαp)g(v) = (α|ρ)f(xαp)g(v)
= (α|ρ)f(xαp)g(v) − (α|η)f(p)g(xαv).
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Similarly, if f(p)g(xαv) 6= 0 then −β = η and −γ = α+ρ by Lemma 1.5(1), thus f(xαp)g(v) = 0
and
RH(xα) = [(η|ρ) − (β|γ)]f(p)g(xαv) = −(α|η)f(p)g(xαv)
= (α|ρ)f(xαp)g(v) − (α|η)f(p)g(xαv).
It follows that
RH(xα) = (α|ρ)f(xαp)g(v) − (α|η)f(p)g(xαv)
and thus {cf,p, cg,v}r(xα) = RH(xα) for α ∈ R
+ by (2.5). Similarly, we have {cf,p, cg,v}r(x−α) =
RH(x−α) for α ∈ R
+.
Suppose that ℓ(Y ) = s > 1 and that {cf,p, cg,v}r(Z) = RH(Z) for all monomials Z with
ℓ(Z) < s. Note that Y = Xy for some monomial X with ℓ(X) = s− 1 and y ∈B. Note that
(2.8) ∆(cf,p) =
∑
i
cf,ui ⊗ cfi,p, ∆(cg,v) =
∑
i
cg,vi ⊗ cgi,v,
where {fi}
a
i=1, {ui}
a
i=1, {gi}
b
i=1, {vi}
b
i=1 are C-bases of M
∗,M,N∗, N such that fi(uj) = δij and
gi(vj) = δij . We may assume that fi, ui, gi, vi are all weight vectors and denote by ηi and ρi the
weights of ui and vi respectively. Hence the weights of fi and gi are −ηi and −ρi respectively
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by Lemma 1.5(1). Then
{cf,p, cg,v}r(Xy) =
∑
i,j
{cf,ui , cg,vj}r(X)(cfi,pcgj ,v)(y) + (cf,uicg,vj )(X){cfi,p, cgj ,v}r(y)
(since ∆({cf,p, cg,v}r) =
∑
i,j
{cf,ui , cg,vj}r ⊗ cfi,pcgj ,v + cf,uicg,vj ⊗ {cfi,p, cgj ,v}r)
=
∑
i,j
[(ηi|ρj)− (β|γ)](cf,uicg,vj )(X)(cfi ,pcgj ,v)(y)
+ 2
∑
i,j
∑
α∈R+
(cf,xαuicg,x−αvj − cfxα,uicgx−α,vj)(X)(cfi ,pcgj ,v)(y)
+
∑
i,j
[(η|ρ)− (ηi|ρj)](cf,uicg,vj )(X)(cfi ,pcgj ,v)(y)
+ 2
∑
i,j
∑
α∈R+
(cf,uicg,vj )(X)(cfi,xαpcgj ,x−αv − cfixα,pcgjx−α,v)(y)
(by induction hypothesis)
=
∑
i,j
[(η|ρ) − (β|γ)](cf,uicg,vj )(X)(cfi,pcgj ,v)(y)
+ 2
∑
α∈R+
∑
i,j
(cf,uicg,vj )(X)(cfi,xαpcgj ,x−αv)(y)− (cfxα,uicgx−α,vj)(X)(cfi ,pcgj ,v)(y)
+ 2
∑
α∈R+
∑
i,j
(cf,xαuicg,x−αvj )(X)(cfi,pcgj ,v)(y)− (cf,uicg,vj)(X)(cfixα,pcgjx−α,v)(y)
= RH(Xy)
+ 2
∑
α∈R+
∑
i,j
(cf,xαuicg,x−αvj )(X)(cfi,pcgj ,v)(y)− (cf,uicg,vj)(X)(cfixα,pcgjx−α,v)(y)
(by (2.8))
= RH(Xy)
+ 2
∑
α∈R+
∑
i,j
∑
k,ℓ
aikbjℓ(cf,ukcg,vℓ)(X)(cfi,pcgj ,v)(y)− akibℓj(cf,uicg,vj )(X)(cfk ,pcgℓ,v)(y)
(replace xαui and x−αvj by
r∑
k=1
aikuk and
s∑
ℓ=1
bjℓvℓ and use Lemma 2.6)
= RH(Xy).
Hence we have (2.6).
It is easily observed that the Poisson bracket of C[G] preserves the L-bigrading by (2.6) and
Lemma 1.5. It follows that C[G] is an L-bigraded Poisson Hopf algebra by Theorem 1.8 and
Theorem 2.2. 
Lemma 2.8. Let A1 = (A, ι,m, ǫ,∆, S, {·, ·}1) and A2 = (A, ι,m, ǫ,∆, S, {·, ·}2) be K-bigraded
Poisson Hopf algebras over a field k. Define a bilinear product {·, ·} on A by
{a, b} = {a, b}1 + {a, b}2
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for a, b ∈ A. Then A = (A, ι,m, ǫ,∆, S, {·, ·}) is also a K-bigraded Poisson Hopf algebra.
Proof. It is easy to see that A is a K-bigraded Poisson algebra with the Poisson bracket {·, ·}.
Since ∆ is a Poisson algebra homomorphism in A1 and A2, it is also a Poisson algebra homomor-
phism in A. Hence A = (A, ι,m, ǫ,∆, S, {·, ·}) is also a K-bigraded Poisson Hopf algebra. 
Theorem 2.9. The function algebra C[G] is an L-bigraded Poisson Hopf algebra with Poisson
bracket
(2.9) {cf,w, cg,v} = [(Φ+η|ρ)− (Φ+β|γ)]cf,wcg,v + 2
∑
ν∈R+
(cf,xνwcg,x−νv − cfxν ,wcgx−ν ,v)
for weight vectors f ∈ (M∗)β , g ∈ (N
∗)γ , w ∈Mη, v ∈ Nρ of M,N ∈ C(d),
Remark 2.10. (1) Suppose that the skew-symmetric bilinear form u in 1.2 is equal to zero. Then
we obtain (2.7) from (2.9) by (1.5). Moreover the subspace 〈hλ − kλ|λ ∈ h
∗〉 of d is a Lie ideal
of d and d/〈hλ − kλ|λ ∈ h
∗〉 ∼= g by (1.8). Thus d and (2.9) are generalizations of g and (2.7)
respectively.
(2) One should compare (2.7) and (2.9) with [1, (6) of I.8.16 Theorem] and [11, Corollary
3.10] respectively. Namely, the Poisson Hopf algebras C[G] with Poisson brackets (2.7) and (2.9)
can be considered as Poisson versions of the quantized algebras Oq(G) in [1, I.8.16 Theorem]
and Cq,p[G] in [11] respectively.
Proof of Theorem 2.9. Note that C[G] is an L-bigraded commutative Hopf algebra and that u
in 1.2 is a skew symmetric bilinear form on L. Define a bilinear product {·, ·}u on C[G] by
{aλ,µ, bλ′,µ′}u = [u(µ, µ
′)− u(λ, λ′)]aλ,µbλ′,µ′
for aλ,µ ∈ C[G]λ,µ and bλ′,µ′ ∈ C[G]λ′,µ′ . Then it is easy to check that C[G] is an L-bigraded
Poisson Hopf algebra with Poisson bracket {·, ·}u since u is skew-symmetric. Hence the result
follows by Proposition 2.7 and Lemma 2.8 since
u(η, ρ) + (η|ρ) = (Φ+η|ρ), u(β, γ) + (β|γ) = (Φ+β|γ)
by (1.5). 
3. Poisson prime ideals of C[G]
In this section we restate some basic definitions and properties for C[G] using Poisson termi-
nologies, that appear in the quantized algebra Cq,p[G] of [11, §4].
Assume throughout the section that, for each Λ ∈ L+, V (Λ) denotes the highest weight
g-module with the highest weight Λ and thus V (Λ) ∈ C(d) satisfies the action (1.14). Let
M ∈ C(d). Then M = ⊕µ∈LMµ. We often write vµ for v ∈Mµ.
Theorem 3.1. Set
C[G]+ =
∑
Λ∈L+
∑
f∈V (Λ)∗
Cc
V (Λ)
f,vΛ
, C[G]− =
∑
Λ∈L+
∑
f∈V (Λ)∗
Cc
V (Λ)
f,vw0Λ
,
where w0 is the longest element of the Weyl group W of g. The multiplication map C[G]
+ ⊗
C[G]− −→ C[G] is surjective.
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Proof. It is proved by mimicking the proof of [16, 2.2.1 of Chapter 3] or [14, 9.2.2 Proposition].

Denote by U(b+) and U(b−) the subalgebras of U(d) generated by
hλ ∈ h, xα, α ∈ R
+
and
kλ ∈ k, x−α, α ∈ R
+
respectively.
Let M ∈ C(d). Given a subset X ⊆M , write X⊥ for the orthogonal space of X in M∗, that
is,
X⊥ = {f ∈M∗ | f(X) = 0}.
Let w0 be the longest element of the Weyl group W . For Λ ∈ L
+ and y ∈ W , define the ideals
I+y and I
−
y of the L-bigraded Poisson Hopf algebra C[G] with Poisson bracket (2.9):
I+y = 〈c
V (Λ)
f,vΛ
| f ∈ (U(b+)V (Λ)yΛ)
⊥〉, I−y = 〈c
V (Λ)
f,vw0Λ
| f ∈ (U(b−)V (Λ)yw0Λ)
⊥〉.
For w = (w+, w−) ∈W ×W , define
Iw = I
+
w+
+ I−w− .
Lemma 3.2. For any w = (w+, w−) ∈W ×W , Iw is a homogeneous Poisson ideal of C[G].
Proof. Since I+w+ and I
−
w−
are generated by homogeneous elements, they are homogeneous ideals.
Moreover I+w+ and I
−
w−
are Poisson ideals by (2.9). Hence Iw is a homogeneous Poisson ideal. 
For any w = (w+, w−) ∈ W ×W , define the following homogeneous elements in the Poisson
algebra C[G]/Iw:
cwΛ = c
V (Λ)
f−w+Λ,vΛ
+ Iw, c˜wΛ = c
V (Λ)∗
vw−Λ,f−Λ
+ Iw, Λ ∈ L
+.
Note that c˜wΛ is of the form c
V (Λ)
f−w−w0Λ,vw0Λ
+ Iw since w0(R
+) = R− by [14, A.1.4].
An element a of a Poisson algebra A is said to be Poisson normal if {a,A} ⊆ aA. We should
compare the following lemma with [11, Lemma 4.2].
Lemma 3.3. Let Λ ∈ L+.
(1) {cwΛ, cf−λ,vµ + Iw} = [(Φ+Λ|µ)− (Φ+w+Λ|λ)](cf−λ,vµ + Iw)cwΛ.
(2) {c˜wΛ, cf−λ,vµ + Iw} = [(Φ−w−Λ|λ)− (Φ−Λ|µ)](cf−λ,vµ + Iw)c˜wΛ.
In particular, both cwΛ and c˜wΛ are Poisson normal elements of C[G]/Iw.
Proof. (1) It is proved immediately by (2.9).
(2) It is proved immediately by (2.9) and (1.5). 
Observe that the sets
E+w = {αcwΛ | α ∈ C
×, Λ ∈ L+}, E−w = {αc˜wΛ | α ∈ C
×, Λ ∈ L+}
Ew = E
+
w E
−
w
are multiplicatively closed sets in C[G]/Iw. Denote the localization by
C[G]w = (C[G]/Iw)Ew .
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Theorem 3.4. For any Poisson prime ideal P of C[G], there exists a unique w = (w+, w−) ∈
W ×W such that Iw ⊆ P and (P/Iw) ∩ Ew = ∅.
Proof. The proof is parallel to that of [11, Theorem 4.4]. We repeat it for completion. For
Λ ∈ L+, define an order relation on the weight vectors of V (Λ)∗ by f ≤ f ′ if f ′ ∈ fU(b+). This
induces a partial ordering on the set of one dimensional weight spaces. For Λ ∈ L+, set
D(Λ) = {f ∈ (V (Λ)∗)−µ | c
V (Λ)
f,vΛ
/∈ P}.
We claim that D(Λ) 6= ∅ for all Λ ∈ L+. Let {gi} and {vi} be dual bases for V (Λ)
∗ and V (Λ)
that consist of weight vectors. Since we have
1 = ǫ(c
V (Λ)
f−Λ,vΛ
) =
∑
i∈I
S(c
V (Λ)
f−Λ,vi
)cV (Λ)gi,vΛ
there exists an index i such that c
V (Λ)
gi,vΛ /∈ P and thus gi ∈ D(Λ) as claimed.
Suppose that f, f ′ ∈ D(Λ) are both maximal elements and set f ∈ (V (Λ)∗)−µ, f
′ ∈ (V (Λ)∗)−µ′ .
By (2.9) and the maximality of f in D(Λ), we have
{c
V (Λ)
f,vΛ
, c
V (Λ)
f ′,vΛ
} = [(Φ+Λ|Λ)− (Φ+µ|µ
′)]c
V (Λ)
f,vΛ
c
V (Λ)
f ′,vΛ
(mod P ).
Using the same argument for the maximality of f ′, we obtain
{c
V (Λ)
f ′,vΛ
, c
V (Λ)
f,vΛ
} = [(Φ+Λ|Λ)− (Φ+µ
′|µ)]c
V (Λ)
f,vΛ
c
V (Λ)
f ′,vΛ
, (mod P ).
Thus we have (Λ|Λ) = (µ|µ′) by adding the above equations since c
V (Λ)
f,vΛ
c
V (Λ)
f ′,vΛ
/∈ P and u is skew
symmetric. It follows that there exists wΛ ∈ W such that µ = wΛΛ = µ
′ by [15, Proposition
11.4]. That is, there exists a unique (up to scalar multiplication) maximal element gΛ in D(Λ)
with weight −wΛΛ.
For Λ, Λ′ ∈ L+, consider the maximal elements gΛ ∈ D(Λ) and gΛ′ ∈ D(Λ
′) with weights
−wΛΛ and −wΛ′Λ
′ respectively. Applying the argument above to a pair of such elements c
V (Λ)
gΛ,vΛ
and c
V (Λ′)
gΛ′ ,vΛ′
, we get (wΛΛ|wΛ′Λ
′) = (Λ|Λ′) for all Λ,Λ′ ∈ L+. It follows that wΛ = wΛ′ by
[16, Lemma 5.1.6 of Chapter 3] and thus there exists a unique w+ ∈ W such that f−w+Λ is
the maximal element in D(Λ) for all Λ ∈ L+. For each Λ ∈ L+ and weight vector g ∈ V (Λ)∗,
if c
V (Λ)
g,vΛ ∈ I
+
w+
\ P then g ∈ D(Λ) and thus g ≤ f−w+Λ. But g ∈ (U(b
+)V (Λ)w+Λ)
⊥. Thus
g(U(b+)V (Λ)w+Λ) = 0 and thus f−w+Λ(V (Λ)w+Λ) = 0, that is a contradiction. It follows that
I+w+ ⊆ P . Using the same argument as above we deduce the existence of a unique w− ∈W such
that I−w− ⊆ P . Now it is easy to check (P/Iw) ∩ Ew = ∅ since P is a prime ideal. 
For a Poisson algebra A, denote by P.SpecA (respectively, P.PrimA) the set of all Poisson
prime ideals (respectively, Poisson primitive ideals) of A. By Theorem 3.4, we have the following
result.
Corollary 3.5. For any w = (w+, w−) ∈W ×W , set
P.Specw C[G] = {P ∈ P.SpecC[G] | Iw ⊆ P and (P/Iw) ∩ Ew = ∅}
P.Primw C[G] = P.PrimC[G] ∩ P.Specw C[G].
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Then
P.SpecC[G] =
⊔
w∈W×W
P.Specw C[G]
P.PrimC[G] =
⊔
w∈W×W
P.Primw C[G]
and, for each w ∈W ×W ,
P.Specw C[G]
∼= P.SpecC[G]w, P.Primw C[G] ∼= P.PrimC[G]w.
4. Poisson adjoint action
Let A be a Poisson algebra. Recall the definition of Poisson A-module M given in [18,
Definition 1]: A vector space M is said to be a Poisson A-module if
(i) M is a module over the commutative algebra A with module structure
M ×A −→M, (z, a) 7→ za,
(ii) M is a module over the Lie algebra (A, {·, ·}) with module structure
A×M −→M, (a, z) 7→ a ∗ z
such that
(4.1) z{a, b} = a ∗ (zb)− (a ∗ z)b
and
(4.2) (ab) ∗ z = (b ∗ z)a+ (a ∗ z)b
for all a, b,∈ A and z ∈M .
Definition 4.1. Let M be a Poisson module over a Poisson Hopf algebra A = (A, ι,m, ǫ,∆, S).
Then the Poisson adjoint action on M is defined by
ada(z) =
∑
(a)
(a1 ∗ z)S(a2), a ∈ A, z ∈M,
where ∆(a) =
∑
(a) a1 ⊗ a2.
There exists a canonical Poisson adjoint action on A given by
ada(z) =
∑
(a)
{a1, z}S(a2), a, z ∈ A
since A is a Poisson A-module with Poisson module structure such that a ∗ z = {a, z} and za
is the multiplication in A for all a, z ∈ A. Moreover the canonical Poisson adjoint action is a
derivation on A, that is,
(4.3) ada(zy) = ada(z)y + ada(y)z, a, z, y ∈ A.
Lemma 4.2. Let M be a Poisson module over a Poisson Hopf algebra A = (A, ι,m, ǫ,∆, S).
(1) ada(z) = −
∑
(a)[S(a2) ∗ z]a1 for a ∈ A and z ∈M .
(2) adab = ǫ(a)adb + ǫ(b)ada for all a, b ∈ A.
(3) ad{a,b} = (ada)(adb)− (adb)(ada) for all a, b ∈ A.
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(4) Define
M ×A −→M, (z, a) 7→ z · a = ǫ(a)z
A×M −→M, (a, z) 7→ a ∗′ z = ada(z).
Then (M, ·, ∗′) is a Poisson A-module.
Proof. Let a, b ∈ A and z ∈M .
(1) It follows immediately by the fact that
0 = ǫ(a)1 ∗ z =
∑
(a1S(a2)) ∗ z =
∑
(S(a2) ∗ z)a1 +
∑
(a1 ∗ z)S(a2)
by (4.2).
(2) It follows immediately by the fact that
adab(z) =
∑
((a1b1) ∗ z)S(a2b2)
=
∑
[(b1 ∗ z)a1 + (a1 ∗ z)b2]S(a2)S(b2) (by (4.2))
= ǫ(a)adb(z) + ǫ(b)ada(z).
(3) We show that S is a Poisson anti-homomorphism, namely
(4.4) S({a, b}) = −{S(a), S(b)}.
Since
0 = {ǫ(a)1, b} = {
∑
S(a1)a2, b} =
∑
{S(a1), b}a2 +
∑
S(a1){a2, b}
0 = {a, ǫ(b)1} = {a,
∑
S(b1)b2} =
∑
{a, S(b1)}b2 +
∑
S(b1){a, b2}
we have
(4.5)
∑
{S(a1), b}a2 = −
∑
S(a1){a2, b},
∑
{a, S(b1)}b2 = −
∑
S(b1){a, b2}.
Note that
(4.6) ∆({a, b}) =
∑
a1b1 ⊗ {a2, b2}+
∑
{a1, b1} ⊗ a2b2
since A is a Poisson Hopf algebra. Since ǫ({a, b}) = 0 for all a, b ∈ A by [3, 1.2],
0 = ǫ({a, b})1 =
∑
S({a, b}1){a, b}2 =
∑
S({a1, b1})a2b2 +
∑
S(a1b1){a2, b2}
by (4.6), thus
(4.7)
∑
S({a1, b1})a2b2 = −
∑
S(a1b1){a2, b2} = −{S(a1), S(b1)}a2b2
by (4.5). Therefore
S({a, b}) = S({
∑
a1ǫ(a2),
∑
b1ǫ(b2)}) =
∑
S({a1, b1})ǫ(a2)ǫ(b2)
=
∑
S({a1, b1})a2S(a3)b2S(b3)
= −
∑
{S(a1), S(b1)}a2S(a3)b2S(b3) (by (4.7))
= −
∑
{S(a1)ǫ(a2), S(b1)ǫ(b2)} = −{S(a), S(b)},
as claimed.
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Now (3) follows by the fact that
ad{a,b}(z) =
∑
({a, b}1 ∗ z)S({a, b}2)
=
∑
[(a1b1) ∗ z]S({a2, b2}) +
∑
[{a1, b1} ∗ z]S(a2b2) (by (4.6))
=
∑
[(a1 ∗ z)b1 + (b1 ∗ z)a1]{S(b2), S(a2)} (by (4.2), (4.4))
+
∑
[a1 ∗ (b1 ∗ z)− b1 ∗ (a1 ∗ z)]S(a2)S(b2)
=
∑
(S(b2) ∗ [(a1 ∗ z)S(a2)]− [S(b2) ∗ (a1 ∗ z)]S(a2)) b1 (by (4.1))
−
∑
(S(a2) ∗ [(b1 ∗ z)S(b2)]− [S(a2) ∗ (b1 ∗ z)]S(b2))a1 (by (4.1))
+
∑
[a1 ∗ (b1 ∗ z)− b1 ∗ (a1 ∗ z)]S(a2)S(b2)
= −adbada(z) + adaadb(z) (by (1))
+
∑
[(a1S(a2)) ∗ (b1 ∗ z)]S(b2)−
∑
[(b1S(b2)) ∗ (a1 ∗ z)]S(a2) (by (4.2))
= (adaadb − adbada)(z)
since
∑
a1S(a2) = ǫ(a)1 and
∑
b1S(b2) = ǫ(b)1.
(4) Clearly (M, ·) is a module over the commutative algebra A and (M, ∗′) is a module over
the Lie algebra (A, {·, ·}) by (3). Hence it is enough to prove that
z · {a, b} = a ∗′ (z · b)− (a ∗′ z) · b, (ab) ∗′ z = (b ∗′ z) · a+ (a ∗′ z) · b.
The first equation follows from the fact ǫ({a, b}) = 0 by [3, 1.2] and the second equation follows
from (2). 
Theorem 4.3. Let A be a Poisson Hopf algebra and let M be a Poisson A-module. Set
Z(M) = {z ∈M | a ∗ z = 0 for all a ∈ A}
Mad = {z ∈M | ada(z) = 0 for all a ∈ A}.
Then Z(M) =Mad.
Proof. If z ∈ Z(M) then ada(z) =
∑
(a)(a1 ∗ z)S(a2) = 0 for all a ∈ A. Thus Z(M) ⊆ M
ad.
Conversely, if z ∈Mad then
a ∗ z =
∑
(a)
(a1 ∗ z)ǫ(a2) =
∑
(a)
(a1 ∗ z)S(a2)a3 =
∑
(a)
ada1(z)a2 = 0
for all a ∈ A. Thus Mad ⊆ Z(M). 
Let m be a Lie algebra and let S(m) be the symmetric algebra of m. It is well-known that
S(m) is a Poisson Hopf algebra with
∆(z) = z ⊗ 1 + 1⊗ z, ǫ(z) = 0, S(z) = −z, {z, y} = [z, y]
for all z, y ∈ m. The canonical Poisson adjoint action on S(m) is given by
ada(z) =
∑
(a)
{a1, z}S(a2) = {a, z}
for all a ∈ m and z ∈ S(m). Thus it is clear that S(m)ad = Z(S(m)).
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5. H-action and Poisson primitive ideals of C[G]
Here we find the Poisson center of C[G]w, w ∈ W ×W , by modifying the statements and
proofs in [11, §4.2] using Poisson terminologies instead of those of noncommutative algebra, and
prove that C[G] satisfies the Poisson Dixmier-Moeglin equivalence.
5.1. Recall, as given in 1.5, that H is a torus associated with the Cartan subalgebra h and that
L is the character group of H. There is an action of H on C[G] =
⊕
(λ,µ)∈L×L C[G]λ,µ by
h · z = µ(h)z, h ∈ H, z ∈ C[G]λ,µ.
Lemma 5.1. (1) For all h ∈ H and a, z ∈ C[G],
ada(h · z) = h · ada(z),
where ada is the canonical Poisson adjoint action of C[G].
(2) For each w ∈W ×W , C[G]w is a Poisson module over C[G] with module structure
(z + Iw)a = za+ Iw, a ∗ (z + Iw) = {a, z} + Iw
for a, z ∈ C[G].
(3) For each w ∈W ×W , there is a Poisson adjoint action on C[G]w defined by
ada(z + Iw) =
∑
(a)
{a1, z}S(a2) + Iw,
that satisfies
ada(h · (z + Iw)) = h · ada(z + Iw)
for a, z ∈ C[G], h ∈ H.
Proof. (1) For a = cMf,v ∈ C[G]λ,µ, z ∈ C[G]ν,η and h ∈ H, we have
ada(h · z) = η(h)ada(z) = η(h)
∑
{cMf,vi , z}S(c
M
gi,v
)
h · ada(z) = h · (
∑
{cMf,vi , z}S(c
M
gi,v
)) = η(h)
∑
{cMf,vi , z}S(c
M
gi,v
)
by (1.15) and Theorem 2.9 since we may assume that the dual bases {vi} and {gi} of M andM
∗
are weight vectors for all i. It follows that ada(h · z) = h · ada(z) for all h ∈ H and a, z ∈ C[G].
(2) Since C[G] is a Poisson module with the canonical Poisson module structure and Iw is a
Poisson ideal by Lemma 3.2, C[G]/Iw is a Poisson module. Hence the localization C[G]w is a
Poisson module.
(3) Since Iw is a Poisson ideal by Lemma 3.2, the canonical Poisson adjoint action acts on
C[G]/Iw. Moreover the canonical Poisson adjoint action is a derivation by (4.3) and thus the
canonical Poisson adjoint action extends uniquely on the localization C[G]w.
Since Iw is a homogeneous Poisson ideal by Lemma 3.2, C[G]/Iw is also L-bigraded. Note
that there exists a generating set of Iw consisting of H-eigenvectors and each element of Ew is an
H-eigenvector. Thus the action of H on C[G] induces an action on C[G]w, and thus the result
follows immediately by (1). 
Notation 5.2. Fix w ∈W ×W . For Λ ∈ L+, f ∈ V (Λ)∗ and v ∈ V (Λ), we set
z+f = c
−1
wΛ(c
V (Λ)
f,vΛ
+ Iw), z
−
v = c˜
−1
wΛ(c
V (Λ)∗
v,f−Λ
+ Iw).
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Let {ω1, . . . , ωn} be a basis of L such that ωi ∈ L
+ for all i. For each λ =
∑
i siωi ∈ L, we define
Poisson normal elements of C[G]w by
cwλ =
n∏
i=1
csiwωi , c˜wλ =
n∏
i=1
c˜siwωi , dλ = (c˜wλcwλ)
−1.
Note that
(5.1) cw(λ+µ) = cwλcwµ, c˜w(λ+µ) = c˜wλc˜wµ
for any λ, µ ∈ L.
Define subalgebras of C[G]w by
Cw = C[z
+
f , z
−
v , cwλ | f ∈ V (Λ)
∗, v ∈ V (Λ),Λ ∈ L+, λ ∈ L]
C+w = C[z
+
f | f ∈ V (Λ)
∗,Λ ∈ L+], C−w = C[z
−
v | v ∈ V (Λ),Λ ∈ L
+].
Lemma 5.3. (1) For any Λ,Γ ∈ L+ and f ∈ V (Λ)∗, there exists an element g ∈ V (Λ + Γ)∗
such that z+f = z
+
g .
(2) For any Λ,Γ ∈ L+ and v ∈ V (Λ), there exists an element u ∈ V (Λ+Γ) such that z−v = z
−
u .
Proof. It is proved by mimicking the proof of [11, 4.8]. 
Lemma 5.4. For each w ∈W ×W , the algebras Cw and C
±
w are H-stable Poisson subalgebras
of C[G]w.
Proof. Note that cwΛ ∈ (C[G]w)−w+Λ,Λ, c˜wΛ ∈ (C[G]w)w−Λ,−Λ and thus
z+f−λ ∈ (C[G]w)w+Λ−λ,0, z
−
vλ
∈ (C[G]w)−w−Λ+λ,0,
cwλ ∈ (C[G]w)−w+λ,λ, c˜wλ ∈ (C[G]w)w−λ,−λ.
Hence
(5.2) h · z+f = z
+
f , h · z
−
v = z
−
v , h · cwλ = λ(h)cwλ, h · c˜wλ = λ(h)
−1c˜wλ
for all h ∈ H and thus the algebras Cw and C
±
w are H-stable.
Observe by (2.9) and Lemma 3.3 that, for any Λ ∈ L+, f−λ ∈ (V (Λ)
∗)−λ and f−µ ∈
(V (Λ)∗)−µ,
{z+f−λ , z
+
f−µ
} = az+f−λz
+
f−µ
− 2
∑
α∈R+
z+f−λxαz
+
f−µx−α
,
where a = (Φ+Λ|Λ)−(Φ+λ|µ)+(Φ+w+Λ|µ)−(Φ+w+Λ|λ) ∈ C. Hence C
+
w is a Poisson subalgebra
by Lemma 5.3. Similarly, C−w is a Poisson subalgebra.
Observe that, for any Λ ∈ L+,
(5.3) {z+f−λ , z
−
vµ} = bz
+
f−λ
z−vµ + 2
∑
α∈R+
z+f−λxαz
−
x−αvµ
for some b ∈ C by (2.9) and Lemma 3.3. Thus Cw is also a Poisson subalgebra by Lemma 5.3. 
Theorem 5.5. (1) Let CHw be the set of all fixed elements in Cw under the action of H. Then
CHw = C[z
+
f , z
−
v | f ∈ V (Λ)
∗, v ∈ V (Λ),Λ ∈ L+], that is a Poisson subalgebra.
(2) The set D = {dλ | λ ∈ L} is a multiplicatively closed subset of C
H
w . Moreover C[G]w and
C[G]Hw are localizations of Cw and C
H
w at D respectively, that is,
C[G]w = (Cw)D, C[G]
H
w = (C
H
w )D,
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where C[G]Hw is the set of all fixed elements in C[G]w under the action of H.
(3) For each λ ∈ L, let (C[G]w)λ = {a ∈ C[G]w | h · a = λ(h)a for all h ∈ H}. Then
C[G]w =
⊕
λ∈L
(C[G]w)λ, (C[G]w)λ = C[G]
H
w cwλ.
Moreover each (C[G]w)λ is an invariant subspace of C[G]w under the Poisson adjoint action.
Proof. (1) It is proved by (5.2), (5.3) and Lemma 5.4.
(2) and (3) These are proved by mimicking the proof of [11, Theorem 4.7] using Poisson
terminologies. We repeat it for completion. Let {vi} and {gi} be dual bases of V (Λ) and V (Λ)
∗.
Then
1 = ǫ(c
V (Λ)
f−Λ,vΛ
) =
∑
i
S(c
V (Λ)
f−Λ,vi
)cV (Λ)gi,vΛ =
∑
i
c
V (Λ)∗
vi,f−Λ
cV (Λ)gi,vΛ .
Multiplying both sides of the equation by dΛ yields dΛ =
∑
z−viz
+
gi
. Thus D ⊆ CHw by (1)
and D is a multiplicatively closed set by Lemma 5.3. Now, by Theorem 3.1, any element of
C[G]w is a sum of elements of the form c
V (Λ)
f,vΛ
c
V (Γ)
g,v−ΓdΥ, where Λ,Γ,Υ ∈ L
+. This element
lies in (C[G]w)λ if and only if Λ − Γ = λ. In this case c
V (Λ)
f,vΛ
c
V (Γ)
g,v−ΓdΥ is equal to the element
z+f z
−
g dΥd
−1
Γ cwλ ∈ [(C
H
w )D]cwλ. Since C[G]w is invariant under the Poisson adjoint action and
the Poisson adjoint action on C[G]w commutes with the action of H by Lemma 5.1(3), (C[G]w)λ
is invariant under the Poisson adjoint action. (The fact that (C[G]w)λ is invariant under the
Poisson adjoint action is also proved by Lemma 5.8 and Lemma 3.3.) Hence the remaining
assertions follow. 
5.2. Let N ∈ C(d). For v ∈ N and g ∈ N∗, define ψv⊗g ∈ End(N) by ψv⊗g(z) = g(z)v for
z ∈ N . Let us show that
ψ : N ⊗N∗ −→ End(N), v ⊗ g 7→ ψv⊗g
is an isomorphism of vector spaces. Fix bases {vi}
r
i=1 and {gi}
r
i=1 of N and N
∗ such that
gi(vj) = δij . Every element w ∈ N ⊗N
∗ can be expressed by w =
∑
i wi ⊗ gi for some wi ∈ N .
If ψw = ψ(w) = 0 then
0 = ψw(vj) =
∑
i
gi(vj)wi = wj
for all j and thus w = 0. It follows that ψ is injective and surjective since the dimension of
N ⊗N∗ is equal to that of End(N).
Since ψ[
∑
i vi⊗gi]
(vj) = vj for all j, we have
(5.4) ψ[
∑
i vi⊗gi]
= idN ,
where idN is the identity map on N . Denote by ζ the canonical embedding
(5.5) ζ : C −→ N ⊗N∗, ζ(1) =
r∑
i=1
vi ⊗ gi.
Note that C and N ⊗N∗ are U(d)-modules with module structures
U(d)× C −→ C, (x, 1) 7→ x.1 := ǫ(x)1
U(d)× (N ⊗N∗) −→ N ⊗N∗, (x, a⊗ b) 7→ x.(a⊗ b) := ∆(x)(a⊗ b)
POISSON HOPF ALGEBRA 25
since the counit map ǫ and the comultiplication map ∆ in U(d) are algebra homomorphisms.
Lemma 5.6. The map ζ is a homomorphism of U(d)-modules.
Proof. Let x, y ∈ U(d), v ∈ N and let S(y)v =
∑r
k=1 akvk, ak ∈ C. Then
ψ[
∑
i(xvi)⊗(ygi)]
(v) =
∑
i
gi(S(y)v)xvi =
∑
i,k
akgi(vk)xvi = x
∑
k
akvk = xS(y)v.
Hence, for z ∈ U(d),
ψzζ(1) = ψz
∑
i vi⊗gi
= ψ[
∑
i,(z)(z1vi)⊗(z2gi)]
=
∑
(z)
z1S(z2)idN = ǫ(z)idN
= ǫ(z)ψ[
∑
i vi⊗gi]
= ψǫ(z)ζ(1)
by (5.4) and (5.5). Since ψ is an isomorphism, we have that zζ(1) = ǫ(z)ζ(1) = ζ(ǫ(z)1) for
every z ∈ U(d). 
Lemma 5.7. Let N ∈ C(d), g ∈ N∗, v ∈ N . Let {vi}
r
i=1 and {gi}
r
i=1 be bases of N and N
∗
such that gi(vj) = δij . Then, for any cf,p = c
N
f,p ∈ C[G],
c(1⊗ζ)∗(f⊗g⊗v),p = acf,p
where a =
∑
i g(vi)gi(v) ∈ C.
Proof. For any z ∈ U(d),
c(1⊗ζ)∗(f⊗g⊗v),p(z) = (1⊗ ζ)
∗(f ⊗ g ⊗ v)(zp) = (f ⊗ g ⊗ v)(1 ⊗ ζ)(zp)
= (f ⊗ g ⊗ v)(
∑
i
zp ⊗ vi ⊗ gi)
=
∑
i
f(zp)g(vi)gi(v) = acf,p(z).
Hence c(1⊗ζ)∗(f⊗g⊗v),p = acf,p. 
A C[G]-module M is said to be locally closed if, for each z ∈M , C[G]z is finite dimensional.
Lemma 5.8. Let Λ ∈ L+, f ∈ (V (Λ)∗)−λ, p ∈ V (Λ)λ, N ∈ C(d). Let {vi}
r
i=1 and {gi}
r
i=1 be
bases of N and N∗ such that gi(vj) = δij . Then, for c = c
N
g,v ∈ C[G]−η,γ ,
(1) adc(z
+
f ) = a0z
+
f +
∑
α∈R+ aαz
+
fxα
, where
a0 = [(Φ+λ|η)− (Φ+w+Λ|η)]
∑
i
g(vi)gi(v),
aα = 2
∑
i
(gx−α)(vi)gi(v).
In particular, if η 6= γ then a0 = 0 and if η = γ then aα = 0 for all α ∈ R
+.
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(2) adc(z
−
p ) = b0z
−
p +
∑
α∈R+ bαz
−
x−αp
, where
b0 = [(Φ−w−Λ|η)− (Φ−λ|η)]
∑
i
g(vi)gi(v),
bα = 2
∑
i
(gxα)(vi)gi(v).
In particular, if η 6= γ then b0 = 0 and if η = γ then bα = 0 for all α ∈ R
+.
(3) If aα 6= 0 for some α ∈ R
+, then adc(z
−
p ) = 0. Conversely, if bα 6= 0 for some α ∈ R
+,
then adc(z
+
f ) = 0. In particular, if η > γ then adc(z
+
f ) = 0 and if η < γ then adc(z
−
p ) = 0.
(4) adc(C
+
w ) ⊆ C
+
w , adc(C
−
w ) ⊆ C
−
w , adc(C
H
w ) ⊆ C
H
w for any c ∈ C[G] and the Poisson adjoint
actions on C±w and C
H
w are locally finite.
Proof. For convenience, we will write z for z + Iw ∈ C[G]w. We may assume that all vi and gi
are weight vectors with weights γi and −γi respectively.
(1) We have
adc(z
+
f ) =
∑
i
{cg,vi , c
−1
wΛcf,vΛ}S(cgi,v)
=
∑
i
(−c−1wΛ{cf,vΛ , cg,vi}+ c
−2
wΛcf,vΛ{cwΛ, cg,vi})cv,gi
=
∑
i
[(Φ+λ|η)− (Φ+w+Λ|η)]c
−1
wΛcf⊗g⊗v,vΛ⊗vi⊗gi + 2
∑
α∈R+,i
c−1wΛcfxα⊗gx−α⊗v,vΛ⊗vi⊗gi
(by (2.9) and Lemma 3.3)
= [(Φ+λ|η)− (Φ+w+Λ|η)]c
−1
wΛcf⊗g⊗v,(1⊗ζ)(vΛ) + 2
∑
α∈R+
c−1wΛcfxα⊗gx−α⊗v,(1⊗ζ)(vΛ)
(by (5.5))
= [(Φ+λ|η)− (Φ+w+Λ|η)]c
−1
wΛc(1⊗ζ)∗(f⊗g⊗v),vΛ + 2
∑
α∈R+
c−1wΛc(1⊗ζ)∗(fxα⊗gx−α⊗v),vΛ
(by Lemma 5.6)
= a0z
+
f +
∑
α∈R+
aαz
+
fxα
. (by Lemma 5.7)
If η 6= γ then g(vi)gi(v) = 0 for each 1 ≤ i ≤ r by Lemma 1.5, thus a0 = 0. If η = γ then
gx−α(vi)gi(v) = 0 for each 1 ≤ i ≤ r by Lemma 1.5, thus aα = 0 for each α ∈ R
+.
(2) Similar to (1).
(3) Let z be a weight vector with weight µ. Then we write µ = wt(z). Observe that
(5.6)
(gx−α)(vi)gi(v) 6= 0⇒ wt(gx−α) = −wt(vi),wt(gi) = −wt(v)
⇒ η + α = γ
and
(5.7)
(gxα)(vi)gi(v) 6= 0⇒ wt(gxα) = −wt(vi),wt(gi) = −wt(v)
⇒ η − α = γ
by Lemma 1.5.
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If aα 6= 0 for some α ∈ R
+ then gx−α(vi)gi(v) 6= 0 for some i. Thus η 6= γ and (gxα)(vi)gi(v) =
0 for all i and all α ∈ R+ by (5.6) and (5.7). Hence b0 = 0 and bα = 0 for all α ∈ R
+ by (2),
and thus adc(z
−
p ) = 0. In particular, if η > γ then adc(z
+
f ) = 0 by (5.6).
Similarly, if bα 6= 0 for some α ∈ R
+, then adc(z
+
f ) = 0, and if η < γ then adc(z
−
p ) = 0 by
(5.7).
(4) It is clear by (1), (2) and Theorem 5.5 since every object of C(d) is finite dimensional. 
5.3. Henceforth we denote by U the Poisson enveloping algebra of C[G]. (See [18, Definition
3] for the definition of Poisson enveloping algebra.) Note that U is an associative algebra. Since
C[G]w is a Poisson module over C[G] by Lemma 5.1(2), C
+
w and C
−
w are Poisson modules over
C[G] with module structure
za = ǫ(a)z, a ∗ z = adaz
for a ∈ C[G], z ∈ C±w , by Lemma 4.2(4) and Lemma 5.8(1), (2). Thus C
±
w are U -modules by
[18, Corollary 6]. Recall that the socle of a module M , denoted by Soc(M), is the sum of all
minimal submodules of M .
Lemma 5.9. Soc(C+w ) = C and Soc(C
−
w ) = C.
Proof. For Λ ∈ L+, let TΛ = {z
+
f | f ∈ V (Λ)
∗}. Then C+w = ∪Λ∈L+TΛ by Lemma 5.3. Let M be
a minimal submodule of C+w and choose 0 6= z
+
f ∈M . Applying adc on z
+
f for a suitable element
c = cg,v ∈ C[G], we may assume that f ∈ V (Λ)
∗
−w+Λ
by Lemma 5.8(1). Hence 1 = z+f ∈M , and
thus C = Uz+f = M since adc(1) = 0 for all c ∈ C[G] by (4.3). It follows that Soc(C
+
w ) = C.
Analogously we have Soc(C−w ) = C. 
Theorem 5.10. There is no nontrivial Poisson ideal I of CHw such that adc(I) ⊆ I for all
c ∈ C[G].
Proof. Observe that C+w ⊗ C
−
w is a Poisson module over C[G] with module structure
(C+w ⊗ C
−
w )× C[G] −→ C
+
w ⊗ C
−
w , (z ⊗ y, a) 7→ (z ⊗ y) · a = ǫ(a)(z ⊗ y)
C[G]× (C+w ⊗ C
−
w ) −→ C
+
w ⊗ C
−
w , (a, z ⊗ y) 7→ a ∗ (z ⊗ y) = ada(z) ⊗ y + x⊗ ada(y)
by Lemma 4.2 and that, by Lemma 5.8, CHw is also a Poisson module over C[G] with module
structure
za = ǫ(a)z, a ∗ z = adaz
for a ∈ C[G], z ∈ CHw . Let c = cf−λ,vµ ∈ C[G]−λ,µ, λ 6= µ. We verify that c ∗ z = 0 for any
z ∈ Soc(C+w ⊗ C
−
w ). Express z ∈ Soc(C
+
w ⊗ C
−
w ) by z =
∑
i z
+
gi
⊗ z−vi , where gi and vi are weight
vectors. By Lemma 5.3 and Lemma 5.8, we may assume that weights of gi and vi are − w+Λ
and w−Λ, Λ ∈ L
+, respectively, by considering the elements cg−η ,vγ ∗ z ∈ Uz, η 6= γ. Thus
c ∗ z = 0 since both adc(z
+
fi
) = 0 and adc(z
−
vi
) = 0 by Lemma 5.8(1), (2).
Let us show that Soc(C+w ⊗C
−
w ) = C. Every element of C
+
w ⊗C
−
w may be written by
∑
i ai⊗bi,
where the bi are linearly independent elements of the form z
−
vµ
, µ ∈ L. Suppose that
∑
i ai⊗bi ∈
Soc(C+w ⊗C
−
w ). Replacing each ai by
∑
j z
+
gµij
and acting cf−λ,vλ on
∑
i ai ⊗ bi, we may assume
that each ai is a common eigenvector of all cf−λ,vλ , λ ∈ L, by Lemma 5.8(1), (2). For any cf−λ,vµ
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such that λ < µ, adcf−λ,vµ (bi) = 0 by Lemma 5.8(3). Thus
0 = cf−λ,vµ ∗ (
∑
i
ai ⊗ bi) =
∑
i
adcf−λ,vµ (ai)⊗ bi.
It follows that adcf−λ,vµ (ai) = 0 for all λ 6= µ by Lemma 5.8(3), and thus Uai = Cai by
Lemma 5.8(1). Hence ai ∈ Soc(C
+
w ) = C by Lemma 5.9. Therefore
∑
ai ⊗ bi ∈ Soc(C⊗ C
−
w ) =
C⊗ C, as claimed.
The multiplication map σ : C+w ⊗C
−
w −→ C
H
w is a U -module epimorphism by Theorem 5.5(1)
since the canonical Poisson adjoint action is a derivation by (4.3). If I is a nonzero Poisson ideal
of CHw invariant under the Poisson adjoint action then I is a submodule of C
H
w and thus σ
−1(I)
contains a minimal submodule since C+w ⊗ C
−
w is locally finite by Lemma 5.8(4). Therefore
σ−1(I) has a nonzero element of Soc(C+w ⊗C
−
w ) = C. It follows that I = C
H
w . 
Corollary 5.11. The Poisson algebra C[G]Hw has no nontrivial Poisson ideal I such that adc(I) ⊆
I for all c ∈ C[G]. Moreover (C[G]Hw )
ad = C.
Proof. Since C[G]Hw is a localization of C
H
w by Theorem 5.5(2), C[G]
H
w has no nontrivial Poisson
ideal invariant under the Poisson adjoint action by Theorem 5.10. Suppose that there exists an
element y ∈ (C[G]Hw )
ad \C. Then y is transcendental over C and the ideal (y− a)C[G]Hw , a ∈ C,
is a nonzero Poisson ideal of C[G]Hw invariant under the Poisson adjoint action by Theorem 4.3.
Thus y − a is invertible for each a ∈ C, that is a contradiction since {(y − a)−1|a ∈ C} is an
uncountably infinite and linearly independent set but C[G]Hw has a countable dimension over
C. 
Theorem 5.12. Fix w ∈W ×W . Let Zw be the Poisson center of C[G]w, that is,
Zw = {a ∈ C[G]w | {a, b} = 0 for all b ∈ C[G]w}.
Then
(1) Zw = C[G]
ad
w .
(2) Zw = ⊕λ∈LZλ, where Zλ = Zw ∩ C[G]
H
w cwλ.
(3) If Zλ 6= 0 then Zλ = Cuλ for some unit uλ.
(4) Zw is isomorphic to a group algebra of a free abelian group with finite rank over C.
(5) The group H acts transitively on the maximal ideals of Zw.
Proof. (1) It is proved by Theorem 4.3.
(2) It is proved by Theorem 5.5(3).
(3) Let uλ be a nonzero element of Zλ. Then uλ = acwλ for some a ∈ C[G]
H
w . This implies
that a = uλc
−1
wλ is a Poisson normal element by Lemma 3.3. Hence the ideal of C[G]
H
w generated
by a is a nonzero Poisson ideal invariant under the Poisson adjoint action. It follows that a is a
unit by Corollary 5.11 and thus uλ is a unit. If z ∈ Zλ then zu
−1
λ ∈ Z0. Thus Zλ = Cuλ since
Z0 = C by Corollary 5.11.
(4) Let M = {λ ∈ L|Zλ 6= 0}. Then M is a subgroup of L by (2), (3) and (5.1). Thus Zw is
isomorphic to the group algebra of the free abelian group M of finite rank over C by (2), (3).
(5) By the Hilbert’s Nullstellensatz and (4), H acts transitively on the maximal ideals of
Zw. 
Theorem 5.13. For each w ∈ W × W , the Poisson ideals of C[G]w are generated by their
intersection with the Poisson center Zw.
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Proof. Note that C[G]w and C[G]
H
w are Poisson modules over C[G] with module structure
za = ǫ(a)z, a ∗ z = adaz
for a ∈ C[G] by Lemma 5.1(2), Lemma 4.2(4), Theorem 5.5(1) and Lemma 5.8(1), (2). The
following argument is a modification of [11, Proof of Theorem 4.15]. Any element f ∈ C[G]w can
be written uniquely in the form f =
∑
aλcwλ by Theorem 5.5(3), where aλ ∈ C[G]
H
w . Define π :
C[G]w −→ C[G]
H
w to be the projection given by π(
∑
aλcwλ) = a0. Since adc(aλcwλ) ∈ (C[G]w)λ
for c ∈ C[G] by Theorem 5.5(3),
π(adc(f)) = adc(a0) = adcπ(f)
for c ∈ C[G]. Thus π is a homomorphism of Poisson modules. Define the support of f to be
Supp(f) = {λ ∈ L | aλ 6= 0}. Let I be a Poisson ideal of C[G]w. For any set Y ⊆ L such that
0 ∈ Y , define
IY = {b ∈ C[G]
H
w | b = π(f) for some f ∈ I such that Supp(f) ⊆ Y }.
Since I is a Poisson ideal of C[G]w, I is invariant under the Poisson adjoint action. Let b ∈ IY .
Then b = π(f) for some f =
∑
aλcwλ ∈ I such that Supp(f) ⊆ Y . For any a ∈ C[G]
H
w ,
I ∋ af =
∑
(aaλ)cwλ,
I ∋ {f, a} =
∑
({aλ, a}cwλ + aλ{a, cwλ}) =
∑
({aλ, a}cwλ + caaλcwλ), c ∈ C
by Lemma 3.3 and thus Supp({f, a}) ⊆ Supp(f) ⊆ Y and {b, a} ∈ IY . Hence IY is also a
Poisson ideal of C[G]Hw invariant under the Poisson adjoint action since π is a Poisson module
homomorphism and Supp(adc(f)) ⊆ Y for Supp(f) ⊆ Y and c ∈ C[G]. Hence IY is either zero
or C[G]Hw for each Y ⊆ L by Corollary 5.11.
Now let I ′ = (I ∩ Zw)C[G]w and suppose I 6= I
′. Choose an element f =
∑
aλcwλ ∈ I \ I
′
whose support S has the smallest cardinality. We may assume without loss of generality that
0 ∈ S. Suppose that there exists g ∈ I ′ with Supp(g) ⊆ S and fix λ ∈ Supp(g). Then gc−1wλ ∈ I
′
and 0 ∈ Supp(gc−1wλ). Thus there exists an element g
′ ∈ I ′ with Supp(g′) ⊆ Supp(gc−1wλ) and
π(g′) = 1 by the above paragraph. But then f − aλg
′cwλ is an element of I \ I
′ with smaller
support than f . Thus there can be no elements in I ′ whose support is contained in S.
Since 0 6= a0 ∈ IS , IS = C[G]
H
w by the first paragraph. Hence we may assume that π(f) =
a0 = 1. Then adc(f) ∈ I
′ for any c ∈ C[G] since |Supp(adc(f))| < |Supp(f)| and adc(f) ∈ I,
thus adc(f) = 0 for any c ∈ C[G] by the second paragraph since Supp(adc(f)) ⊆ S. It follows
that f ∈ I ∩C[G]adw = I ∩ Zw ⊆ I
′ by Theorem 5.12(1), that is a contradiction. This completes
the proof. 
5.4. Recall the Poisson Dixmier-Moeglin equivalence in [19, Theorem 2.4 and preceding com-
ment]. Let k be an algebraically closed field with characteristic zero. A Poisson k-algebra A is
said to satisfy the Poisson Dixmier-Moeglin equivalence if the following conditions are equivalent:
For a Poisson prime ideal P of A,
(i) P is Poisson primitive (i.e., there exists a maximal ideal M of A such that P is the
largest Poisson ideal contained in M).
(ii) P is rational (i.e., the Poisson center of the quotient field of A/P is equal to k).
(iii) P is locally closed (i.e., the intersection of all Poisson prime ideals properly containing
P is strictly larger than P ).
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Note that L is the character group of the torus H. Hence there is an action of H × H on
C[G] defined by
(5.8) (H ×H)× C[G] −→ C[G], (h, h′).cMf,v = λ(h)µ(h
′)cMf,v ,
where f ∈ (M∗)λ, v ∈Mµ. Since (λ+µ)(h) = λ(h)µ(h) for all λ, µ ∈ L and h ∈ H, each element
(h, h′) ∈ H×H acts by Poisson automorphism by Theorem 2.9. Let {ω1, . . . , ωn} be a basis of L
such that L+ =
∑
i Z≥0ωi, as in the proof of Theorem 1.8. Then H ×H acts rationally on C[G]
since C[G] is generated by finitely many eigenvectors of the form c
V (ωi)
f−λ,vµ
, vµ ∈ V (ωi)µ, f−λ ∈
(V (ωi)
∗)−λ, and each V (ωi) is finite dimensional. (See the proof of Theorem 1.8.)
An ideal I of C[G] is said to be H × H-ideal (or H × H-stable) if (H × H)(I) ⊆ I. An
H×H-ideal P is said to be H×H-prime if, for H×H-ideals I and J , IJ ⊆ P implies I ⊆ P or
J ⊆ P . A Poisson ideal I of C[G] is said to be Poisson H ×H-prime ideal if I is H ×H-prime
ideal. For an ideal J of C[G], we denote
(J : H ×H) =
⋂
(h,h′)∈H×H
(h, h′)(J).
Note that (J : H ×H) is an H ×H-ideal and that (J : H ×H) is H ×H-prime if J is prime.
Lemma 5.14. Let a ∈ C[G]λ,µ and a
′ ∈ C[G]λ′,µ′ . If (λ, µ) 6= (λ
′, µ′) then there exists an
element (h, h′) ∈ H×H such that the eigenvalues of a and a′ with respect to the action of (h, h′)
are distinct.
Proof. Since (λ, µ) 6= (λ′, µ′), we have that λ 6= λ′ or µ 6= µ′, say λ 6= λ′. Then λ and λ′ are
linearly independent by [13, Lemma of §16.1 ]. Choose any h′ ∈ H. By [13, Lemma C of §16.2 ],
there exists an element h ∈ H such that λ(h) 6= λ′(h)µ(h′)−1µ′(h′). Hence (h, h′).a = λ(h)µ(h′)a,
(h, h′).a′ = λ′(h)µ′(h′)a′ and λ(h)µ(h′) 6= λ′(h)µ′(h′). 
Let w ∈W ×W . Since Iw is homogeneous by Lemma 3.2 and all elements of the multiplica-
tively closed set Ew are H ×H-eigenvectors, (5.8) induces an action of H ×H on C[G]w.
Lemma 5.15. Every Poisson H × H-prime ideal of C[G]w is zero. In particular Iw is an
H ×H-stable Poisson prime ideal of C[G].
Proof. Let Q be a Poisson H ×H-prime ideal of C[G]w. Then Q is a Poisson prime ideal by [1,
II.1.12. Corollary]. Suppose that Q 6= 0. Then there exists a nonzero element a ∈ Q ∩ Zw by
Theorem 5.13. Acting H ×H on a, we may assume that a = c
V (Λ)
f−λ,vΛ
or a = c
V (Λ)∗
vλ,f−Λ
for some λ
and Λ by Theorem 5.5 and Lemma 5.14, say a = c
V (Λ)
f−λ,vΛ
∈ Q. Applying Poisson adjoint action
on a, we have that Q contains an element cwΛ by Lemma 5.8(1), which is a contradiction since
cwΛ is invertible. Hence Q = 0.
Let Q be a minimal prime ideal of C[G]w. Then Q is a Poisson ideal by [5, Lemma 1.1(c)] and
the H ×H-prime ideal (Q : H ×H) is prime by [1, II.1.12. Corollary]. Hence Q = (Q : H ×H),
that is a Poisson H × H-prime ideal of C[G]w. Therefore Q = 0 by the above paragraph. It
follows that Iw is H ×H-stable Poisson prime. 
Corollary 5.16. The Poisson H ×H-prime ideals of C[G] are only the ideals Iw, w ∈W ×W .
Proof. It follow by Lemma 5.15. 
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Theorem 5.17. (1) The Poisson algebra C[G] satisfies the Poisson Dixmier-Moeglin equiva-
lence. More precisely,
P.PrimC[G] = {locally closed Poisson prime ideals}
= {rational Poisson prime ideals}
=
⊔
w∈W×W
{maximal elements of P.Specw C[G]}
(2) P.SpecC[G] and P.PrimC[G] are topological quotients of SpecC[G] and maxC[G] respec-
tively.
Proof. (1) It follows by Theorem 1.8, Corollary 3.5, Corollary 5.16 and [5, Theorem 4.3].
(2) It follows by [5, Theorem 4.1]. 
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