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A re-entrant gas-liquid spinodal was proposed as a possible explanation of the apparent divergence
of the compressibility and specific heat on supercooling water. Such a counter intuitive possibility,
e.g. a liquid that becomes unstable to gas-like fluctuations on cooling at positive pressure, has
never been observed, neither in real substances nor in off-lattice simulations. More recently, such
re-entrant scenario has been dismissed on the premise that the re-entrant spinodal would collide
with the gas-liquid binodal in the pressure-temperature plane. Here we study, numerically and
analytically, two previously introduced one-component patchy particle models that both show (i) a
re-entrant spinodal and (ii) a re-entrant binodal, providing a neat in silico (and in charta) realization
of such unconventional thermodynamic scenario.
Liquids with isobaric density extrema are particularly
fascinating. The tendency to expand on cooling signals
the onset of a structural ordering at microscopic level
that overrides the ubiquitous densification originating
from the reduced amplitude of thermal vibrations. The
investigation of the thermodynamic behavior of liquids
with density anomalies has clarified that density extrema
are never isolated anomalies, but are always associated
with non-monotonic behaviors of several other response
functions. In the case of water — the most common
member of the group, whose temperature (T ) of maxi-
mum density (TMD) at ambient pressure (P ) is 4◦C —
experimental studies have shown that, upon cooling, den-
sity, energy and entropy fluctuations all increase, leading
to an anomalous growth of the constant-P compressibil-
ity and specific heat [1–3]. Such growth is further en-
hanced in supercoled states, where water is metastable
with respect to crystallization.
The origin of density anomalies in water has animated
the debate in the scientific community [1, 2, 4–18]. Differ-
ent thermodynamic consistent scenarios have been pro-
posed [19–22] leading to intense discussions which ex-
tends up to present days [23–28]. The first thermody-
namic scenario coherently accounting for the observed
density, compressibility and specific heat anomalies of
water was proposed in 1982 by Robin Speedy [29]. In
this very elegant piece of work, Speedy focused on the
limit of stability of the liquid phase — which in mean-
field coincides with the gas-liquid spinodal line — a line
emanating from the gas-liquid critical point. In standard
liquids, as predicted by the venerable van der Waals the-
ory, the gas-liquid spinodal is monotonic in the P − T
plane approaching T = 0 at negative P , at the maximum
tensile strength value [3]. Speedy noticed that the spin-
odal line Pspinodal(T ) is an envelope of isochores [3, 30]
and thus a TMD locus which intersects the spinodal line
requires dPspinodal/dT = 0 at the intersection, e.g. a re-
entrant behavior. Fig. 1 shows a sketch of the Speedy
phase diagram for positively and negatively sloped TMD
loci. Albeit highly counterintuitive, if the spinodal traces
back to positive P , the liquid becomes unstable to gas-
like fluctuations both on heating and on cooling. In
Speedy’s scenario, the encounter of the retraced spin-
odal on cooling explained the observed increase in the
response functions.
In 2003, Debenedetti [31] called attention on the fact
that a reentrant spinodal can not intersect the metastable
continuation of the liquid-gas binodal line without termi-
nating there in an additional critical point. In the case
of water, this would suggest that the response function
should not display any significant increase for pressure
sufficiently higher than the triple point pressure, at odd
with experimental observation. The interest in finding re-
alizations of the Speedy reentrant spinodal has been pro-
gressively attenuated, if not suppressed, by the difficulty
to imagine a liquid that would vaporize on cooling and
by the availability of different thermodynamic scenar-
ios equally able to rationalize the anomalies (the liquid-
liquid critical point [21] and the singularity-free [20] sce-
narios). With the exception of lattice models of water-
like fluids [32–34], where the spinodal was found to re-
trace but only at negative pressures, Speedy’s hypothesis
thus remains a fascinating scenario that has never been
realized, not even in silico.
In this Letter we fill this gap, reporting two examples
of a one-component system exhibiting reentrant spinodal,
covering both the cases presented in Fig. 1, e.g. with
positively and negatively sloped TMD respectively. In-
terestingly, in both cases, the intersection between the
re-entrant spinodal and the gas-liquid binodal is avoided,
providing support to the Speedy’s scenario and its com-
patibility Debenedetti’s arguments.
The systems considered here are composed of spher-
ical hard particles complemented with anisotropic at-
tractions. In both cases, particles are modelled as hard
spheres of diameter σ (the unit of length). Each particle
ar
X
iv
:1
60
9.
03
04
8v
1 
 [c
on
d-
ma
t.s
of
t] 
 10
 Se
p 2
01
6
2Temperature
P
re
s
s
u
re
TMD line
Spino
dal lin
e
Iso
c
h
o
re
Liquid-gas
critical point
Bino
dal l
ine
(a)
Temperature
P
re
s
s
u
re
TMD line
Spino
dal lin
e
Liquid-gas
critical point
Binodal line
(b)
FIG. 1. (a) The reentrant liquid-gas spinodal scenario. The
TMD line connects all the minima of the isochores where
(∂P/∂T )V = 0 and intersects the spinodal line in its turn-
ing point. (b) The reentrant liquid-gas spinodal scenario with
negative sloped TMD line. The slope of the TMD line is re-
lated to the isobaric behavior of the isothermal compressibility
KT = −(1/V )(∂V/∂P )T [20], in turn proportional to the den-
sity fluctuations. If the TMD has a negative/positive slope in
the T–P plane, then KT increases upon cooling/heating.
is decorated with np patches, which are modelled as trun-
cated spherical cones and interact between themselves
through a Kern-Frenkel (KF) potential [35], an angular
square well of depth  (the unit of energy). Both mod-
els are examples of patchy particles [36], colloids of new
generation that have been shown to exhibit interesting
and unique states such as empty liquids [37], open crys-
tals [38, 39], water-like liquid-liquid critical points [40]
and more [41–43].
Figure 2 shows a cartoon of the two models and the
associated schematic phase diagram. Both models have
been previously introduced and their phase diagram in
the T -ρ plane evaluated. Here we return to these two
models evaluating the equation of state and the TMD
and spinodal loci in the P − T plane (see Supplemental
Information, SI, for a detailed presentation of the two
models). The first model we consider is a Janus parti-
cle composed by two different hemispheres, one repulsive
and one attractive. The hard sphere is decorated with
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FIG. 2. (a) Sketch of the phase diagram in the ρ–T plane
for the Janus system, composed by particles that are hard
spheres with an attractive patch covering half of its surface (in
blue). (b) Sketch of the phase diagram of the 2A9B system.
The surface of these particles is decorated with two patches of
type A (in blue) located close to the poles, so that the relative
patch-center-patch angle is 130◦, and nine patches of type B
(in green) equispaced on the equator.
a single patch covering half of its surface. The phase
behaviour of Janus colloids is extremely rich, featuring
non-crystalline ordered phases, cluster phases, crystalline
lattices and a gas-liquid phase transition [44–47]. The
latter has a peculiar shape as the two coexisting densi-
ties, gas and liquid alike, increase upon cooling. How-
ever, the coexisting gas density increases faster, leading
to the shrinkage, and possibly closure, of the unstable
region. However, the seemingly inevitable appearance of
a lower critical point is prevented by the presence of an
ordered lamellar phase (see Fig. 2) [45]. In the second
model [48, 49], indicated as 2A9B in the following, the
hard sphere is decorated with two patches of type A, lo-
cated on opposite hemispheres in such a way that the
patch-particle center-patch angle is γ, and nine patches
of type B, equi-spaced on the equator. Bonds between
B patches are disabled. The attraction strengths of the
interactions are chosen in such a way that the formation
of AA bonds, and hence of long chain-like structure, is
energetically favoured. However, the larger number of
3B-patches makes AB bonds entropically convenient, pro-
moting the branching of the chains. When γ = 180◦
the competition between the two mechanisms results in
a pinched gas-liquid phase diagram, where the density of
the liquid phase decreases as temperature goes down [48].
For smaller values of γ, however, the chains are much
more flexible and the system tends to form rings at very
low T . These rings stabilise the gas phase, causing a
reentrance of the density of the gas which approaches
the coexisting liquid one. The net effect is to generate
a closed gas-liquid coexistence loop in the T − ρ plane
with two critical points (see Fig. 2) [49]. Here we choose
γ = 130◦. The Janus and 2A9B models investigated here
display gas-liquid phase separation regions where, at low
T , the ρ of one or both of the two phases does not tend
to a constant value, but rather continuously increases or
decreases as shown in Fig. 2. As a result, the two phases
approach each other, and the phase diagram displays a
reentrant shape. As we will show in the following, such a
phenomenon, which is linked to the peculiar self-assembly
processes occurring in these systems, is also connected to
thermodynamic anomalies.
To evaluate P (ρ, T ), we perform simulations in the
grand canonical ensemble with the successive umbrella
sampling (SUS) technique [50], which consists in an inde-
pendent sampling of overlapping density intervals. The
results obtained in each interval at fixed T , volume V
and chemical potential µ are then stitched together by
using the overlapping regions between neighbouring win-
dows [50]. The main simulation output is the probability
that the system has a number density ρ = N/V (with
N the number of particles in the system), namely N (ρ),
computed at fixed V , T and µ (or, equivalently, fixed
activity z = eβµ, where β = 1/kBT and kB is the Boltz-
mann constant). The uniform (in N) sampling provided
by the SUS technique allows us to evaluateN (ρ) at differ-
ent µ by employing histogram reweighting techniques[51].
As an example, Figure 3(a) shows the N (ρ) curves
obtained for the Janus system. All the curves have been
reweighted at coexistence, which is reached when the area
below each of the two peaks is the same. From N (ρ),
P (ρ, T ) can be directly calculated (see SI). As shown by
Binder and his group [52], when simulations are properly
performed and the system has been able to equilibrate
even inside the coexistence region, P (ρ, T ) provides a
consistent thermodynamic description valid for the inves-
tigated system size. From the resulting P (ρ, T ) we thus
estimate the coexistence pressure as well as the lowest
pressure on the liquid branch that we define as a proxy
of the mean-field spinodal. Finally, from the intersection
of the curves P (ρ, T ) for different values of T we deter-
mine the presence of isobaric extrema of the density ρ
(Fig. 3b, SI).
Figure 4 shows the binodal, spinodal and TMD lines,
as evaluated for the Janus model in the P −T plane. We
first note that, at high T , the spinodal and binodal lines
originate from the critical point. As T decreases, the
binodal P remains roughly constant, while Pspinodal de-
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FIG. 3. (a) Probability distributions of the density, N (ρ), for
the Janus system at five different T . The bimodality of the
curves demonstrates that, at all these T , there is a phase sep-
aration between a low-density (gas) and a high-density (liq-
uid) phase. The vertical dashed arrows indicate the position
of the peak relative to the gas phase, which moves to higher
and higher density as T decreases. The value of the chemical
potential at each T has been chosen so that the area below
each curve is equally shared between the two peaks, which is
the condition of phase coexistence. The simulation box has
a side L = 20σ, requiring the investigation of a number of
particles extending from 0 up to 5000. (b) Equations of state
P (ρ, T ) for the Janus system at three different T . The raw
data (shaded curves) is splined under tension. The intersec-
tions between the resulting curves (solid lines), here indicated
with arrows, yield estimates for the location of the density
maxima.
creases, becoming negative. At around kBT/ ' 0.2775
a minimum in Pspinodal appears, and then both the spin-
odal and binodal P quickly raise up as the system is
further cooled down. By comparing these results with
the T − ρ phase diagram [45] we link the observed sud-
den increase of the coexistence pressure on cooling to the
increasing of the coexisting density of the gas. Indeed,
in this T region the coexisting gas, which at higher T
is a diluted phase made of mostly non-interacting parti-
cles, turns into a cluster phase whose basic constituents,
micelles and vesicles, are finite-sized aggregates of parti-
cles [45]. The return of the spinodal line to the P > 0
semi-plane, which happens around kBT/ ≈ 0.274, is the
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FIG. 4. The spinodal (gray circles), TMD (orange squares)
and binodal (green diamonds) loci of the Janus model in the
P−T plane. (Inset) A blow-up of the main plot, showing that
the TMD line ends in the minimum of the spinodal. Lines are
guides for the eye.
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FIG. 5. Theoretical and numerical results for the 2A9B
model: spinodal (black), TMD (orange), and binodal (green)
loci in the P − T plane. Symbols indicate numerical results,
while theoretical curves are shown as full lines. Dashed lines
are guides for the eye. Numerical results refer to a system
with L = 14σ.
first numerical example of a 3D off-lattice system exhibit-
ing a Speedy-like scenario.
Our results show that the Janus model also exhibits a
line of density maxima, as required by thermodynamic
consistency [30]. This TMD line, shown in Figure 4 has
a negative slope, as in water [53]. It starts from high
pressure at low temperature and quickly goes down, in-
tercepting the spinodal line. The two lines meet, within
our numerical accuracy, exactly at the minimum of the
spinodal, as highlighted in the inset of Figure 4. At the
intersection point, the TMD line shows a vanish slope,
consistently with thermodynamic predictions [30]. It is
interesting to note that the sheer existence of a binodal
with a negative slope avoids the argument that a reen-
trant spinodal must intersect the binodal line if it retraces
its path to positive pressures [31].
Next we focus on the 2A9B model. To favour the for-
mation of energetically stable weakly interacting aggre-
gates (rings as opposed to chains, e.g. structures in which
all AA bonds are satisfied) in the gas-phase we select
γ = 130◦. This provides thermodynamic stability to the
gas phase [49]. Figure 5 shows the thermodynamics loci
of the model in the P −T plane. In contrast to the Janus
model, the pressure of the binodal (for kBT/ > 0.045)
and of the TMD is an increasing (rather than decreasing)
function of T . Similarly to the Janus case, the liquid spin-
odal is also non-monotonic, with a minimum occurring
at kBT/ ≈ 0.055. As a result, the TMD and the spin-
odal curves meet, within our numerical accuracy, in the
minimum of the latter, consistently with thermodynamic
predictions. In contrast with the Janus case, however,
the TMD line has a positive slope.
The 2A9B model with γ = 130◦ can also be solved in
mean-field [49], within the Wertheim formalism [54], aug-
mented with the inclusion of closed ring loops [49, 55].
The analytic solution provides an unambiguous definition
of the spinodal line and thus implicitely a check of the nu-
merical definition. The theoretical results, shown as full
lines in the figure, compare well with simulation data in
the T -range where the latter is available. At lower T the
theory shows that the spinodal curve returns to positive
P , fully consistent with Speedy’s scenario. According to
theory (and with Debenedetti’s arguments), the spinodal
line ends at the lower critical point (T ≈ 0.0339), where
it meets with the binodal.
To summarise, a retracing LG spinodal was proposed
for the first time almost 35 years ago by Speedy to explain
the low-temperature anomalies of water [19]. In this Let-
ter, for the first time, we have presented two off-lattice
examples of systems exhibiting such a unique thermo-
dynamic feature. In both cases, the liquid vaporizes on
cooling, but the gas phase is composed by (weakly in-
teracting) aggregates in which particles are ordered in
configurations of very low energy but also very low en-
tropy, changing the slope of the binodal at low T . In the
Janus case, the gas is indeed formed by micelles and vesi-
cles [45], while in the 2A9B case, the gas is composed by
rings [49]. Thus, the physics that stabilizes the gas phase
at low T allows the spinodal to rise back to positive P .
In the case of water, in the region where experiments are
possible, there is no evidence of a lower gas-liquid critical
point and the binodal is positively-sloped, ruling out the
Speedy scenario. Finally, we note that both anisotropi-
cally interacting patchy particles models can possible be
realized experimentally in the near future [56–59], allow-
ing for an experimental confirmation of the numerical and
theoretical results reported here. The peculiar properties
of these systems, while being somewhat different from
those of water, can shed light on the thermodynamics of
anomalous fluids. We have found that the observed non-
monotonic behaviour of the LG spinodal line is linked to
the reentrance of the density of the coexisting gas (Fig.
2). This strongly suggests that such a reentrance is a
sufficient condition to observe a non-monotonic spinodal
line and, as a consequence of thermodynamic consisen-
5tecy, a TMD line which meets the spinodal exactly in its
minimum.
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SUPPLEMENTARY INFORMATION
I. MODELS AND METHODS
In the Kern-Frankel [35] model, given two particles i
and j separated by a distance vector rij , the interaction
between two patches α and β on their surface is given by
upp(rij , nˆα, nˆβ) = uSW(rij)f(rij , nˆα, nˆβ) (1)
where rij = |rij |, uSW is an isotropic square well term
of range σ + δαβ and depth αβ , nˆκ is the unit vector
connecting patch κ to the centre of its particle and f is
an orientation-dependent term which takes the form
f(rij , nˆα, nˆβ) =
 1 if
{
rˆij · nˆα > cos θmaxαβ
rˆji · nˆβ > cos θmaxαβ
0 otherwise
(2)
where cos θmaxαβ controls the angular width of the patch-
patch interaction.
The KF parameters of the Janus model are αβ =  =
1, δαβ = δ = 0.5 and cos θ
max
αβ = cos θ
max = 0. We
simulate a box of linear size L = 20σ.
The KF parameters for the 2A9B model are BB = 0,
AA = 1, AB = 0.37, δAA = 0.01, δAB = 0.545,
cos θmaxAA = 0.94549525, cos θ
max
AB = 0.9461856. We note
that these values enforce the single-bond-per-patch con-
dition for all bond types. We simulate a box of linear
size L = 14σ.
The liquid branch of the equation of state is splined
under tension to increase accuracy. The density maxima
are found by considering all the intersections between two
P (ρ, T ) evaluated at different but nearby temperatures,
T1 and T2. For each intersection the pressure of the max-
imum is considered to be the pressure at which the curves
cross, whereas the temperature of the maximum is taken
as TM ≈ (T1 + T2)/2.
II. EVALUATING THE PRESSURE IN THE
GRAND-CANONICAL ENSEMBLE
In the grand-canonical ensemble the compressibility
KT is positive-defined, being ρkBTKT = 〈∆N2〉/〈N〉,
where ρ = N/V and the right-hand side is the relative
root-mean-squared deviation of the probability N (N) of
finding N particles in the simulated volume V . N (N)
is linked to both the grand-canonical (Z) and canonical
(QN ) partition functions via
N (N) = z
NQN (V, T )
Z(µ, V, T ) , (3)
which implies that N (0) = Z−1(µ, V, T ) and thus that
QN (V, T ) = N (N)/(zNN (0)). The latter relation allows
us to compute quantities in the canonical ensemble. We
will refer to these quantities using the superscript c. For
example, the pressure can be computed via the relation
that links the Gibbs G and Helmholtz F free energies:
βG = βµcN = βF + βP cV = − log(QN ) + βP cV. (4)
µc can be evaluated using Widom’s formula [60]
βµc ' − log
(QN+1
QN
)
= − log
(N (N + 1)
zN (N)
)
(5)
If we substitute Eq.(5) in Eq.(4) and resolve for βP c
we obtain
βP c =
−N log
(
QN+1
QN
)
+ log(QN )
V
(6)
which can be expressed as a function of N (N) as
βP c =
−N log
(
N (N+1)
N (N)
)
+ log
(
N (N)
N (0)
)
V
. (7)
We note that the last equation does not depend on the
chemical potential µ used for the grand-canonical simu-
lation. Indeed, changing the chemical potential from µ
to µ′ would imply a change in N (N) given by
pµ(N) −→ pµ′(N) = pµ(N)eβ∆µN (8)
where ∆µ = µ′ − µ and the labels µ, µ′ refer to the
probability distribution calculated with grand-canonical
simulation performed with chemical potential µ and µ′
respectively. Replacing pµ′(N) in Eq. (7) does not affect
P c.
