Aliasing artifacts are eliminated from computer generated images of textured polygons by equivalently filtering both the texture and the edges of the polygons. Different filters can be easily compared because the weighting functions that define the shape of the filters are pre-computed and stored in lookup tables.
i. INTRODUCTION
Sampling converts a function into a sequence of discrete values so the function can be reproduced at a finite resolution. If the sampling rate is insufficient for the function, then the discrete values will contain aliasing artifacts.
The most common aliasing artifacts in computer generated images are jagged edges and Moire patterns. Animated sequences can also suffer from temporal aliasing artifacts such as strobing and false motion (e.g., wagon wheels that appear to spin backwards).
There are two solutions to the aliasing problem in computer graphics: increasing the sampling rate and filtering the original function. Increasing the sampling rate means computing and displaying the image at a higher resolution. Filtering the original function means blurring the image before sampling.
The two approaches are not mutually exclusive.
Catmull and Crow point out that if the only goal is to eliminate aliasing, then filtering the original function is better than increasing the sampling rate (4,5). Furthermore, it is often impossible to increase the sampling rate without more costly display technology.
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The texture and the edges of each surface should be filtered separately and equivalently to produce correct renderings.
The texture should be filtered first to remove excessively high frequencies that could cause aliasing in the form of Moir~ patterns.
Then the edges of surfaces should be filtered to eliminate the excessively high frequencies that could cause aliasing in the form of "jaggies."
Of the implementations listed above that include texturing, only Catmull's (3) applies equivalent filters to both the texture and the edges.
He uses unweighted filters to display environments of textured patches.
IMPLEMENTATION
This paper describes the implementation of two filtering processes used for displaying textured polygons.
Both the texture filter and the edge filter are based on a polygon subdivision hidden surface algorithm, and both procedures use pre-computed lookup tables to define any desired filter shape.
DATA REPRESENTATION
Objects in this texture rendering system are defined by planar polygons.
These polygons may be concave, may contain holes, and may be coplanar with other polygons in the environment to create detail faces within larger faces.
Each polygon is assigned a texture which completely covers its surface.
A texture is a two-dimensional array of texture definition points.
The color of each point is represented by either one intensity value, producing a gray scale texture, or three intensity values, producing a full color texture.
The construction of the database, including the creation and assignment of textures to polygons, is handled by an interactive geometric modeling package which is described by Feibush (7). The textures can be generated by any of several methods, including optical scanning or synthetic airbrushing. In practice, several techniques are usually combined for each texture.
The word "pixel" (picture element) must be clearly defined.
A pixel is often thought of as a rectangular block whose width is equal to the distance between centers of adjacent blocks. In this paper, however, a pixel is defined as an infinitesimal point having an intensity value. A single matrix is used to transform the polygons from object space to image space and create the perspective distortion, as shown in Figure 16 .
COORDINATE SYSTEMS
Also shown in the figure are two rows of display pixels which are drawn as points in accordance with the above definition of the term "pixel."
These display pixels are initially defined in image space and can be transformed to object space (care must be taken in reversing the perspective distortion), and then to texture definition space, as shown in the figure.
HIDDEN SURFACE ALGORITHM
Most researchers use a scanline hidden surface algorithm to determine the contribution of each polygon in the object to the display pixels.
In a scanline algorithm, all the polygons contributing to the color of a pixel are processed simultaneously.
The color of each pixel can therefore be computed in a single pass. An alternative solution presented here is to use a polygon subdivision hidden surface algorithm to compute the visible portions of all the polygons before computing the color of the display pixels. The color of each pixel is built up piecemeal from the visible portions of each contributing polygon. The polygon hidden surface algorithm developed by Weiler (8) Figure  2b . The texture definition points within this quadrilateral contribute to the color of the display pixel.
To simplify the selection of these points, a rectangle is constructed around the bounding quadrilateral.
This rectangle includes some texture definition points that do not contribute to the color of the pixel, but these extra points will be eliminated from the filtering in step 6.
4. Transform the parent polygon of the current display polygon from object space to texture definition space. Clip the rectangle around the convolution mask quadrilateral against the parent polygon. The texture definition points within this area will be filtered, as in Figure 2c .
5. Transform each texture point that will be filtered to object space and then to image space, as shown in Figure 2d . 
EDGE FILTERING
The intensity of a pixel whose convolution mask is completely within one display polygon is determined just by the texture filter. The intensity of a pixel near an edge of a polygon is only partly determined by the texture filter because its convolution mask covers more than one display polygon.
The intensity of a pixel computed by the texture filter for one polygon is weighted by the percentage of the total intensity of the pixel that is contributed by that polygon. The total intensity of a display pixel is built up sequentially as each polygon is rendered by accumulating the partial intensities in a frame buffer.
The contribution of a polygon to a pixel is determined by filtering its edges with the same weighting function that was used for the texture filter.
But unlike the texture, which is defined by discrete points, the edges of the polygon are defined by a continuous function.
Edge filtering is therefore an analytic problem.
The cone above the convolution mask shown in Figure 3a represents one possible weighting function for the filter. The value of the weighting function at any point in the convolution mask is the distance from the point to the surface above it. The contribution of a polygon to the pixel is the percentage of the volume of the entire cone that is above the polygon, as shown by the shaded volume in Figure  3a .
The calculation of this volume is described below.
i. Clip the display polygon against the bounding rectangle of the convolution mask, as shown in Figure 3b . The points of intersection of each polygon edge with the bounding rectangle are already known from step 2 above.
The clipped polygon may be concave and may contain holes.
2. For each vertex of the clipped polygon, construct a triangle with the following sides (as shown in Figure 3c ): i. BASE is the line segment between the current vertex and the next vertex (going clockwise around the polygon).
2. SIDE1 is the line segment between the current vertex and the pixel.
3. SIDE2 is the line segment between the next vertex and the pixel.
3. Calculate the volume above the polygon from the volumes above all the triangles constructed in step 2, as shown in Figure  3c .
The volume above a single triangle is added to the total if the cross product of SIDE1 and SIDE2 is negative; it is subtracted from the total if the cross product is positive.
The task of finding the volume above an arbitrary polygon has now been simplified to finding the volume above a series of triangles, each having one vertex at the pixel.
The problem can be simplified 
EXAMPLES
A polygon textured with alternating red and white vertical stripes has been rendered by the system described in this paper. Due to the rotation and perspective transformations, the number of texture definition points that were filtered for each display pixel varied considerably.
The images were computed at a resolution of 512 x 512 and displayed on a 24-bit color frame buffer.
The five images of the polygon demonstrate the effectiveness of different filters, as shown in Figures 4a-e . Figure 4a shows the polygon in texture definition space.
In Figure  4b this polygon is displayed in image space with no filtering.
In Figure 4c it is displayed using an unweighted filter with a square convolution mask whose sides are equal to the distance between adjacent display pixels.
In Figure 4d the polygon is displayed using a filter with a Gaussian weighting function that has a standard deviation equal to the distance between adjacent display pixels.
The convolution mask is a circle whose radius is equal to twice the standard deviation of
The intensity computed by the texture filter is weighted by the ratio of the shaded volume to the total volume of the cone. Displaying the polygon with no filtering is completely unsatisfactory due to the jaggedness of not only the edges of the polygon but also the stripes in the texture. Using an unweighted filter is better and nearly satisfactory along the edges, but Moir~ is still evident in the center of the polygon.
The weighted filter, however, produces an excellent image.
In the hardware magnification shown in Figure 4e , the polygon is inclined slightly more than in Figures 4b-d to enhance the visibility of the filtering.
Notice that the filtering along the left edge of the polygon is equivalent to the filtering along the stripes of the texture.
The final image, Figure  5 shows the front facade of an imaginary house that has been rendered by the system described in this paper. It demonstrates an application of the system to a complex database composed of many polygons and textures.
The textures were extracted from optically scanned photographs of real objects. The background was created by assigning an optically scanned photograph of a real site to the rearmost polygon in the environment. 
LIMITATIONS

