We report an extension of the cumulative semantic inhibition effect found by Howard, Nickels, Coltheart, and Cole-Virtue (2006) . Using more sensitive statistical analyses, we found a significant variation in the magnitude of the effect across categories. This variation cannot be explained by the naming speed of each category. In addition, using a sub-sample of the data, a second cumulative effect arouse for newly-defined supra-categories, over and above the effect of the original ones. We discuss these findings in terms of the representations that drive lexical access, and interpret them as supporting featural or distributed hypotheses.
In a recent article, Howard et al. (2006) reported a remarkable observation concerning lexical access during speech production. They asked speakers to name pictures of common objects presented in a continuous series of trials. The sequence of trials had an underlying structure; the members of a given category were separated by a variable, yet carefully controlled, number of trials. Such design allowed contrasting semantic effects driven by the ordinal position of every response within the sequence of items from its category, from those driven by the distance (in trials) between related items. 1 The remarkable observation was that the ordinal position within the category had a very systematic effect, whereas the distance of the previous related item (measured in trials) did not affect performance. The relationship between ordinal position and average naming latency was reported to be linear. A unit increase in ordinal position lead to an average increase of 30 ms in naming latency (95 confidence interval ± 8.2 ms). As shown in their Figure 1 , the average latency data plotted against ordinal position are remarkably aligned.
In the theoretical discussion of this phenomenon, Howard et al. (2006) focus on the cumulative property of the effect. These authors rightly highlight that none of the current models of lexical access in language production predicts this observation. They then construct a working model of word selection involving a process of priming and competitive selection in which the simulated naming performance exhibits the observed cumulative effect. The purpose of this article is not the cumulative nature of this effect per se. Rather, we focus on the relatively undiscussed structure of the semantic representations that may be causing the effect. In doing so, we will refer to the effect as cumulative semantic inhibition for consistency with the terminology used in the original study. A possible contribution of visual factors will be addressed in the General Discussion.
Our main question is whether the reported cumulative inhibition effect provides any information about the representation of the semantic categories that were tested. As we will show, depending on the representational details one assumes, the linearity of the effect that has been used to inform models of lexical access may or may not hold for a different choice of categories or a different sequential arrangement of the items. This observation may lead to important conclusions regarding semantic and lexical access processes (cf. Moss, Tyler, & Taylor, 2007; Vigliocco & Vinson, 2007) . Howard et al. (2006) used a total of 24 categories (listed in their appendix). The use of such a large number of ensures a high statistical power for the analysis in which the ordinal position and distance parameters are contrasted. It also leads to considerable diversity in the definitions, with categories ranging from rather general sets (e.g. buildings or furniture) to more specific ensembles (e.g. computer equipment or farm animals). Despite this diversity in the definition of categories, the reported semantic cumulative effect is remarkably strong in the analysis "by categories", suggesting that it is not driven by a subset of the materials.
Our investigation will pay special attention to the role played by these categories in the observation of the effect. We will proceed in two steps, in which we will answer the following related questions:
1. Is the magnitude of the effect similar across the 24 categories, or does it show a systematic variability?
2. Is the effect better understood in terms of categorical representations of these particular categories, or in terms of a by-product of some other representational structure?
To answer the first question, we reanalyzed Howard et al.'s (2006) original dataset using a more sensitive technique. To answer the second question, we report an extension of our analyses with newly defined categories replacing the original ones.
Our analyses used the mixed-effect modelling methodology (Bates, 2005) recently introduced in psycholinguistics (Baayen, 2007; Baayen, Davidson, & Bates, in press ). This technique relies on single trial data, rather than on averages by participant, by category, or by ordinal position. In this way, the fixed vs. random nature of these effects is explicitly considered. This enables more detailed and robust analyses than it is possible with the traditional analysis techniques.
Variability of the cumulative inhibition effect across categories
By focusing on single trial data we were able to test, in a single analysis, the potential contributions of the different order and distance parameters that characterize every trial of the experiment. Furthermore, this analysis enables the investigation of a question that was not addressed in the original study, namely possible systematic variations in the magnitude of the cumulative inhibition effect across categories. 
Linear analysis of the dataset
We obtained the dataset used in the original study. This dataset comprised a total of 2568 trials (after the exclusion of filler trials, errors and responses identified as outliers). The individual naming latencies were log-transformed to reduce skewness and approach a normal distribution, then fitted to three linear mixed effect models with different combinations of fixed, random, and mixed effects.
The first model, referred to as H-model 1, was intended to test the same hypothesis than Howard et al. (2006) , namely that there is a main linear effect of ordinal position in the category independent of the lag between related trials and of the position of the trials in the experiment. The fixed effects of interest were the Ordinal position in the category, the Lag between the current trial and the previous trial from the same category, and the Trial number (i.e. the ordinal position in the experiment). In addition, to be able to handle trial-level data, participant and item identity were explicitly included as random effects in the model. As can be seen on the first row of Table 1 , Ordinal position has a significant inhibitory effect, and no evidence is found for influences of Lag or Trial number. In H-model 2 (second row of Table 1), the effect of Trial number was allowed to vary between participants (see Howard et al., 2006) . This was done by including an interaction between the fixed effect of trial number and the random effect of participant (i.e., a mixedeffect). A formal comparison of H-model 1 and 2 (namely, a log-likelihood test) shows a significant improvement in the model's fit (χ 2 (1) = 13.6, p = .001) while the estimates for the theoretically relevant predictors remain largely unaffected. Together, these results are fully concordant with those of Howard et al. (2006) .
More interestingly, in the third model (H-model 3 ), we further estimated the crosscategorical variability of the linear cumulative semantic inhibition effect. To do so, we included Categories as an additional random effect, on top of participants and items. This new random effect has 24 levels under which the items are nested. We computed its main random effect, as well as its interaction with the inhibitory fixed effect of Ordinal position (i.e., a mixed-effect). The main effect estimates possible systematic contributions of the categories over and above the items that compose them. The interaction with Ordinal position provides an estimate of the systematic variation in the amount of cumulative semantic inhibition produced specifically by each category.
The comparison of the models' estimates in Table 1 indicates that the magnitude and significance of the main linear semantic effect is largely unaffected by the inclusion of this new random factor. A formal comparison between models by means of a log-likelihood test shows a significant improvement of the model's fit, both from the inclusion of a variable intercept across categories (χ 2 (1) = 13.0, p < .001) and from a variable ordinal position effect across categories (χ 2 (1) = 16.5, p < .001). This indicates that, while it is true that there is a main inhibitory effect of the ordinal position within the category, valid on average for all categories, two additional factors not reported by Howard et al. (2006) need to be considered. On the one hand, there is a significant random effect of category, meaning that items in some categories are systematically faster than items in other categories. On the other hand, the amount of inhibition provided by each occurrence of an item within a category shows significant systematic variation across individual categories: Some categories produce consistently more inhibition than others.
To clarify this finding, the main random effect of Categories and its interaction with Ordinal position are plotted on the left panel of Figure 1 . Three findings are noteworthy. First, the overall speed for each category presents a considerable degree of variability, which is estimated over and above item variability. Secondly, while all of the coefficients are positive, there is also a significant variability in the magnitude of the linear cumulative effect across categories. This indicates that every single category contributes to the cumulative inhibition effect (with the possible exception of category 8, Body parts). Finally, the main speed of a category is unrelated to its contribution to the semantic cumulative effect, with no evidence for a correlation between the two estimates (r = .15, t(22) = .69, p = .49).
Discussion
The analysis we computed over the original dataset provides a confirmation of the observations made by Howard et al. (2006) on the basis of data averaged by participants, items and categories. They further show that the linear cumulative semantic inhibition effect is present for all the categories that were tested(with one possible exception). In other words, the cumulative semantic inhibition effect is in no way a consequence of the trial position of successive members of a category, or a consequence of averaging across a heterogeneous dataset. In addition, two new issues have arisen from our analyses. First, there is a systematic variation in the overall speeds of items belonging to different categories. Second, and more important, there is also a systematic variation in the strength of the cumulative semantic inhibition across categories. Finally, the overall speed with which the members of a category are named is unrelated to the strength of the cumulative inhibition shown by that category. Therefore we cannot conclude that the variability in the size of the cumulative effect is a mere consequence of variations in naming speed. One possible origin of the variation in cumulative inhibition effect across categories may be the relationships among the items that compose the categories. The theoretical interpretation of these findings will be addressed in more detail in the General Discussion. For now, these observations set the stage for a deeper exploration of the effect on a subset of the data. . Each data point is a category, numbered according to the appendix in Howard et al. (2006) . Left: complete data set (H-model 2). Right: subset used in the second analysis (N-model 1). The magnitudes and relative orderings of these random effect estimates have been validated using a bootstrapping technique (N = 100; Efron, 1979) Contrastive hypothesis about the cumulative inhibition effect
The second analysis we report investigates the representational status of some of the categories used in the original study. Our first analysis showed that all of these categories produce a sizeable cumulative inhibition effect. Does this mean the categories should be understood, in any strong sense, as representational categories in the speakers' cognitive system? Although a positive answer to that question would be rather surprising (e.g.zoo and farm animals were distinguished; white goods is a category in itself), the question is a useful anchor point for our rationale.
An inspection of the list of materials shows that at least 10 categories allow a natural regrouping in pairs of "co-categories" under a "supra-category" (Table 2 ). This property allows manipulating the structure of the categories used to analyze the data, and hence to provide answers to the question above. If two co-categories are representationally independent, then naming the members of one of them should not affect how the members of the other are named anymore than having named any other items. For example, the speed of naming of farm animals should be independent of whether zoo animals (or buildings) were named before or not. By contrast, if the items of co-categories share part of their representation, such influence should be apparent in the naming performance. In the latter case the relative contributions of supra-and co-category groupings might be clarified.
We report a series of analysis on a subset of the original data in which only the ma- Mahon, and Caramazza (2003) terials listed in Table 2 were included. We proceed in three steps. First, we show that the original effect of interest is similarly present in the restricted dataset. Second, we show that having named the co-category earlier in the experiment affects naming latencies in a systematic fashion. Finally, we contrast two assumptions about the underlying representations that may cause the influence of co-categories on one another.
First step: Is the cumulative inhibition effect present in the restricted dataset?
The data from the ten categories of Table 2 were entered in a linear regression model very similar 2 to H-model 3. This model is summarized under N-model 1 on Table 3 . The linear inhibition effect driven by Ordinal position is also present in this restricted dataset, with an estimated size of the same order of magnitude than in the complete dataset. This conclusion is strengthened by an inspection of Figure 1 , which shows that individual estimates of the inhibition effect for each of the categories in the restricted data set (right panel) are very similar to those obtained previously from the complete dataset (left panel). Here again there is a significant increase of the model's fit with the inclusion of a variable in- Figure 2 . In contrast to the full dataset analyses, trial position produced a significant effect in the restricted dataset of N-model 1. This result will be discussed below in relation to the manipulations concerning the relative position of co-categories. For the rest, the restricted dataset provides a robust and safe testing ground for the hypotheses stated above about the mutual influence of co-categories on the cumulative inhibition effect.
Second step: Is there a dependency between co-categories?
The pairs of co-categories summarized in Table 2 may, or may not, be sub-served by common representations. If two co-categories are independent, naming the items of one of them should be independent of whether the members of the co-category have been named before or not. By contrast, if two co-categories have a common underlying representation, then the category that is presented second should be slowed down by the previous naming of its co-category. We test this prediction by differentiating co-categories on the basis of the order in which they were named in the experiment. For this test to be possible, two precautions need to be taken. First, the order in which categories were presented across participants has to be checked. The last column of Table 2 summarizes the relative position of each of the two co-categories. The order in which they were presented in the experimental lists is relatively well balanced across participants. Any effect observed for co-categories presented second can therefore be attributed to their position in the experimental list, rather than to the specifics of the items that compose them. Secondly, the absolute position of each co-category within each experimental list has to be controlled. Obviously, the second co-category will always be presented later in the experiment. If there is a systematic variation of performance with trial position (see, for example, the suggestive effect of trial position in N-model 1 above), it should be taken into account when interpreting relative category position. This was done by considering three related predictors. The first one, used previously, was the position of the trials in the list. The second predictor measured the absolute position of the category within the experimental list. It is defined as a constant number for all the members of a co-category, namely the trial number of the first item of the category. Finally, we introduced the critical predictor capturing the relative position of twp co-categories, with values 1 (vs. 0) when the co-category had (vs. had not) been named before. We also included the predictor of theoretical interest, ordinal position within the co-category.
N-model 2 shows that the effect of ordinal position within the category was significant. More importantly, the relative position of the co-category had a strong and significant effect, whereas the absolute position of the trial, or the absolute position of the category were not significant. This result indicates that the relative position of the co-category is indeed the best predictor of naming latencies (better than trial position or category position). This finding also clarifies why trial position effect may have been significant in the restricted dataset (N-model 1 ) and not in the complete dataset (e.g. H-model 2 ). The restricted dataset includes only categories whose second occurrence is slowed down by their previously presented co-category.By contrast, the complete dataset includes many categories that did not have a co-category named earlier.
Summing up, this second analysis reveals a clear dependency between co-categories which is not due to the absolute position of the trials in the experiment, and which is observed over and above the effect of ordinal position within category. This is summarized in N-model 3, where only significant variables were included. The occurrence of the second co-category is slower than the first one, by an order of magnitude that is similar to the effect of ordinal position within category. The performance estimated by this model is plotted in the left-center panel of Figure 2 .
It should be noted that the variable magnitude of the cumulative inhibition effect does not reach significance in these two models. Whether this is a mere consequence of the reduction in power of the analysis or a reflection of a theoretically meaningful observation remains an open question.
A very simple explanation for the dependency between co-categories would state that co-categories are in fact one single category, namely the supra-category listed in Table 2 . In this view, going from the end of one co-category (e.g. 5 th farm animal ) to the beginning of its co-category (e.g. 1 st zoo animal ) is equivalent to increasing by one the ordinal position of the item in the corresponding supra-category. If this were an appropriate description of the data, then the cumulative inhibition effect should make trials at the beginning of the second co-category be slower than trials at the end of the first co-category. A quick Figure 2 . Estimated performance, with standard errors, for the members of two co-categories (A and B) in different models instantiating different hypothesis. A rationale for choosing among models is described in the General Discussion. Leftmost panel : both co-categories are independent; their ordinal positions produce independent significant effects (N-model 1). Left-center panel : the co-categories depend on one another; the ordinal position within category and the relative position between categories produce independent significant effects (N-model 3). Right-center panel : the co-categories depend on one another; both the ordinal position in the original categories and in the supra-category produce independent significant effects (N-model 5). Rightmost panel : the co-categories are in fact a single supra-category; only ordinal position within the supra-category produces a significant effect (model not reported).
approximating test of this hypothesis (dataset size = 215 trials) shows, if anything, the opposite pattern. The 1 st trial of the 2 nd co-category is faster than the 5 th trial of the 1 st co-category (t(212) = −2.15, p = .033), irrespective of their inter-trial lag (t(212) < 1). This finding suggests that the effect of relative position of co-categories may be more than a simple accumulation of inhibition within a supra-category.
Third step: Are co-categories better described as a single encompassing category?
In this third step, we test more formally whether the two co-categories can be functionally reduced to a single supra-category. This account makes a clear prediction. Ordinal position within the supra-category (range: 1 -10) should produce a significant effect that should absorb the effect of ordinal position within the (original) category (range: 1 -5). A representation of the prediction of such a model is plotted on the rightmost panel of Figure 2 . Alternatively, the slowing down of the co-category occurring second may not be due to the items belonging to a single category. The underlying representation of items that share a single feature or property within and across co-categories may be responsible for the effect. An example of such a feature for the co-categories farm and zoo animals could be four-limbed animal or mammal. This alternative account also makes a clear prediction. Ordinal position within the supra-category (range: 1 -10) should produce a significant effect in addition to the previously reported effect of ordinal position within the (original) category (range: 1 -5).
These alternative predictions were tested in N-models 4 and 5 reported in Table 3 . The estimates of N-model 4 show that both the ordinal position within the supra-category and the ordinal position within the original category have independent significant inhibitory effects. The effect of supra-category cannot be ascribed to trial position, which was also included in the model. N-model 5 reports the estimates when only the significant variables are considered in the model 3 . The combined estimated effects of ordinal position within co-category and ordinal positions within supra-category are plotted in the right-center panel of Figure 2 . In summary, this third step establishes that the ordinal position within the supra-category has a significant inhibitory effect over and above a significant effect of ordinal position within the (original) category.
Discussion
The analysis of single trial data using linear mixed-effects models has equipped us with sufficient statistical power to analyze a subset of the original data with models similar to those used for the complete dataset. These analysis are based on the plausible pairings of categories summarized in Table 2 . They indicate that, at least for the items under consideration, the semantic cumulative inhibition effect is not restricted within categories.
The plots on the leftmost and rightmost panels of Figure 2 illustrate the cumulative inhibition effect for models that consider a single level of category (respectively: when the only the co-category or only the supra-category levels are considered). The two middle panels plot models where the dependency between co-categories is captured, in addition to within category effects, by either a relative category position predictor or a supra-category ordinal predictor. Our analyses enable us discarding both single category models in terms of their predictive accuracy. The predictions are significantly better when both representational levels are considered.
Statistics alone are not sufficient to disentangle the two remaining models, however, as they both produce equally good predictions for this dataset. One way to resolve this issue would be to consider a hypothetical experiment where co-categories would be intermixed. The definition and predictions of the model with two ordinal factors at the two levels are straightforward, and our interpretation of the results described above leads to a distinct prediction. The middle panel of Figure 3 should be the better description of the results, over and above the left and right panels. The prediction depicted in this panel is an ordinal inhibition effect between items of any co-category plus an ordinal inhibition effect of different magnitude between successive trials belonging to two different co-categories. In contrast, defining which co-category comes first when co-categories are intermixed in the experiment would require additional assumptions. For this reason, the model with two ordinal factors may be preferred. Pending further evidence, however, we will simply draw the important conclusion that the dependency between co-categories is not reductible to supra-category.
General discussion
The cumulative inhibition effect reported by Howard et al. (2006) is present across categories. This confirms the robustness of their finding when random variation is explicitly taken into account. On top of this, our analyses have added some facts that were not previously considered. We found a significant variation in the magnitude of the cumulative effect. This variation is independent of the variation in overall speed across categories. In the Figure 3 . Predicted performance, with standard errors, for the members of two co-categories (A and B) interleaved in the experimental lists, for different models instantiating different hypothesis. Left panel : both co-categories are independent. Center panel : the co-categories depend on one another such that both the ordinal position in the original categories and in the supra-category produce independent significant effects. Right panel : the co-categories are in fact a single supracategory such that only ordinal position within the supra-category produces a significant effect.
restricted dataset, a further cumulative effect was found for newly-defined supra-categories, over and above the original ordinal position effect within co-categories.
Our analyses argue in favour of using single-trial information, instead of averaging performance across levels. This is especially true in the case at hand, where non counterbalanceable absolute and relative positions of individual trials have to be taken into consideration simultaneously to understand the data. Thus, our first conclusion is methodological. We have shown how the mixed effect methodology that Baayen et al. (in press) introduced for language comprehension studies provides a powerful tool also for language production studies.
From a theoretical perspective, the results of our analyses enrich the conclusions of Howard et al. (2006) in several ways. The first important observation is the significantly variable inhibition effect across categories. The fact that it is unrelated to overall speed indicates that this variation does not reflect a mere performance effect. One plausible explanation for this variation may come from some intrinsic property(ies) of the categories in question. For example, the degree of similarity among the items of a category has been previously suggested to influence the processes of lexical access. This hypothesis has been operationalized by distinguishing categories with structurally similar or dissimilar objects (Humphreys, Riddoch, & Quinlan, 1988) . The degree of similarity can also be defined on semantic grounds, by establishing semantic distances between related and unrelated items. The picture-word interference paradigm has been used to investigate the effect of this parameter. Some authors have reported worse performance when the target and the distractor words were semantically closer (Vigliocco, Vinson, Damian, & Levelt, 2002) . Others, however, have observed that reducing semantic distance had -if anything -a facilitatory effect (Mahon, Costa, Peterson, Vargas, & Caramazza, 2007) . Further adhoc studies using the simple picture naming task may contribute to clarify the relative contributions of these parameters, and their role in the cumulative inhibition effect.
The second important observation is the fact that more than one grouping parameter (i.e. "category") is needed to account for the performance. As shown by our second analysis, a categorical representation of the items that relies solely on one level of abstractionbe it the level of co-categories, or the level of supra-categories -would not capture the whole pattern of cumulative inhibition. In short, more than one level of abstraction is required. This conclusion argues in favor of a hierarchical representation model. In such a model, individual items would belong to more than one semantic (or structural) nesting level. The analysis we report was constrained by the categories available in the original study, yielding only two nesting levels that were statistically tractable. Yet this was sufficient to indicate that the cumulative inhibition effect is a useful tool for testing the structure of the representational network involved in lexical access. If more than two levels of abstraction are ultimately shown to modulate performance, featural or distributed representations (Lambon Ralph, McClelland, Patterson, Galton, & Hodges, 2001; McClelland & Rogers, 2003; McRae, de Sa, & Seidenberg, 1997) may provide the most appropriate description of the representations driving lexical access.
Two final points should be raised about the nature of the cumulative inhibition effect. Following Howard et al. (2006) , we have modelled the effect with linear predictors (we did not observe any non-linear components reaching significance). This provides reliable estimates for groupings with a limited number of items. Obviously, a linear effect of magnitude 30 ms may become unrealistic for item groupings comprising ten or more items. Therefore, the linear effect may prove to be non-linear after all. Also, as noted in the Introduction and in the paragraphs above, we have described the cumulative inhibition effect mostly in semantic terms. A thourough investigation should weight against one another possible visual and semantic similarity contributions to the effect. Previous attempts of this kind in other bare picture naming experiments have favoured a semantic interpretation independent of visual similarity (Damian, Vigliocco, & Levelt, 2001 ).
In conclusion, we report an analysis of the cumulative inhibition effect discovered by Howard et al. (2006) . Where these authors reported a single regression line, we showed that a richness of systematic variations can be observed and, more importantly, predicted. Our results are better understood in terms of featural or distributed representations driving lexical access.
