Abstract. This paper consists of two parts. First, motivated by classic results, we determine the subsets of a given nilpotent Lie algebra g (respectively, of the Grassmannian of two-planes of g) whose sign of Ricci (respectively, sectional) curvature remains unchanged for an arbitrary choice of a positive definite inner product on g. In the second part we study the subsets of g which are, for some inner product, the eigenvectors of the Ricci operator with the maximal and with the minimal eigenvalue, respectively. We show that the closures of these subsets is the whole algebra g, apart from two exceptional cases: when g is two-step nilpotent and when g contains a codimension one abelian ideal.
Introduction
In the classic paper of Milnor [8] it was shown that all non-abelian nilpotent Lie groups G have some positive curvature and some negative curvature. The context here is that of left-invariant Riemannian metrics, so these are determined by a choice of inner product on the Lie algebra g of G. More explicitly, Milnor showed that [8, Lemmas 2.1, 2.3]:
(1) for all X in the centre z of g, the sectional curvature satisfies K(X, Y ) ≥ 0 for all Y ∈ g; (2) for all X orthogonal to the derived algebra g ′ = [g, g], the Ricci curvature satisfies Ric(X) ≤ 0. Examining some common nilpotent Lie algebras by taking the basis elements used for their presentations to be orthonormal, the impression one obtains is that the positive curvature is typically concentrated "near the centre", while the negative curvature is found at the "upper levels of the algebra". The aim of this paper is to explore the veracity of this maxim. We present some rather surprising results in Theorems 1 and 2 below.
We begin by exploring both the sectional curvature and the Ricci curvature, and we consider two variants of the problem: properties that hold for some inner product, and properties that hold for all inner products. For the first variant, given a nilpotent Lie algebra g, we denote by g > , g ≥ , g 0 , g ≤ , and g < the subsets of vectors X ∈ g such that for every choice of the inner product on g, the Ricci curvature Ric(X) is positive, nonnegative, zero, nonpositive, and negative, respectively. Similarly, we denote by G > , G ≥ , G 0 , G ≤ , and G < the subsets of all two-planes σ = Span(X, Y ) in the Grassmannian G(2, g) such that for any choice of the inner product on g, the sectional curvature κ(X, Y ) is positive, nonnegative, zero, nonpositive, and negative, respectively. Clearly, g > ⊂ g ≥ , g < ⊂ g ≤ , g 0 ⊂ (g ≥ ∩ g ≤ ) (and the same is true with g replaced by G) and, for an abelian algebra, g > = g < = ∅ and g ≥ = g 0 = g ≤ = g. It was proved in [5] that g ≥ = z. Let G(2, g) (resp. G(2, z)) denote the Grassmannian of the two-planes lying in g (resp. z). We have the following theorem. Remark 1. It follows from Theorem 1(b) that if g is a nilpotent Lie algebra and X ∈ g, then X ∈ z if and only if Span(X, Y ) ∈ G ≥ for all Y ∈ g. This fact is true for all Lie algebras; it was conjectured by Milnor [8] and proved in [1, 11] . A more explicit (and somewhat nicer) description of the set G ≥ will be given in Lemma 2 in Section 3.
Our second result shows that, with a few exceptions, the Ricci curvature of a nilpotent Lie algebra can attain its maximum and its minimum on almost every vector, for appropriate choices of inner product. We consider the Ricci operator ric ∈ End(g) defined by ric X, Y = Ric(X, Y ), for X, Y ∈ g, and we examine the maximal and the minimal eigenvalues of ric and the corresponding eigenvectors. For a linear space L, denote PL the projective space over L, and π : L \ {0} → PL the natural projection. A point u ∈ Pg is called Ricci-maximal (respectively, Ricci-minimal ), if there exists an inner product ·, · on g such that a vector X ∈ π −1 (u) ⊂ g is an eigenvector of the Ricci operator ric for ·, · with the maximal (respectively, minimal) eigenvalue. We have the following theorem. Let g be a Lie algebra. For a subalgebra h ⊂ g, its derived algebra and the centre are denoted by h ′ and z(h) respectively (and we replace z(g) by simply z). We use ⊕ for the direct sum of linear spaces, not of Lie algebras (even when both summands are Lie algebras). When we say that a Lie algebra is defined by certain relations between basis elements, all the brackets which are not listed (and do not follow from the listed ones by skew-symmetry) are assumed to be zero. We say that a certain condition is satisfied for almost all elements of a topological space, if it is satisfied for a dense subset of elements (in the most cases through the paper it will also be open).
The paper is organised as follows: after giving brief preliminaries in Section 2, we prove Theorem 1 in Section 3. The proof of Theorem 2 given in Section 4 relies on a series of lemmas whose proves are given in Sections 5 and 6.
We remark that there have been several recent papers that have investigated the curvature properties of Lie groups; see [2, 3, 6, 7, 10] .
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Preliminaries
Let G be a Lie group with a left-invariant metric. The latter is completely determined by an inner product ·, · on the Lie algebra g of G. It is well known that the sectional curvature of the two-plane σ = Span(X, Y ), X, Y ∈ g, is given by K(X, 
and
From this one can easily obtain the formula for the Ricci curvature (which is also well known). In particular, if g is nilpotent and {e 1 , . . . , e n } is an orthonormal basis for (g, ·, · ), then the Ricci curvature is given by
We will need the following (generally known) lemma, the proof of which we postpone until Section 6.
Proof of Theorem 1
Starting from the classic results of [8, Corollary 1.3, Lemma 2.3, Theorem 2.5], in this section we study the following question: for which vectors (respectively two-planes) in a nilpotent Lie algebra, does the Ricci curvature (respectively sectional curvature) have the same sign, regardless of the choice of inner product?
Proof of Theorem 1. (a) The last three equations follow from Theorem 2.5 of [8] and the fact that g ≥ = z is proved in [5] . For completeness, we supply a proof here. Suppose that X / ∈ z. Then Z := [X, Y ] = 0, for some Y ∈ g. Moreover, X, Y and Z are linearly independent by Lemma 1(a). By [8, Theorem 2.5], Ric(X) < 0, for some inner product on g, so X / ∈ g ≥ . It follows that g ≥ ⊂ z. The opposite inclusion is immediate from (3), so g ≥ = z. Again, by (3), a vector X ∈ z does not belong to g > if and only if there exists an inner product such that X ⊥ g ′ , and this occurs if and only if X / ∈ g ′ or X = 0. Thus
we may choose vectors Y, Z ∈ g with [Y, Z] = 0, and take an inner product with X, [Y, Z] = 0. Then (3) gives Ric(X) > 0 and so X ∈ g 0 . Hence g 0 = {0}.
We next prove that g ≤ = {0}. Suppose that Z ∈ g ≤ , Z = 0. As g is nonabelian,
and hence Z ∈ g ′ ∩ z, which would give Z ∈ g > , as we saw above. So we may assume that RZ = g ′ . We claim that there exist
, consider the subalgebra h of g generated by X, Y . Note that h is a nilpotent algebra and
, we obtain that X, Y, Z are linearly independent and [X, Y ] / ∈ RZ, as claimed. Now choose an inner product ·, · on g such that X, Y, Z are orthonormal and Z, [X, Y ] = 0. Let {e 1 , . . . , e n } be an orthonormal basis for g relative to ·, · such that e 1 = Z, e n−1 = X, e n = Y . Consider a one-parameter deformation g t of the inner product ·, · defined by g t (U, V ) = e Dt U, V , where D = diag(λ 1 , . . . , λ n ) is a diagonal matrix relative to the basis {e i }. Then the basis {E i = e −λ i t/2 e i } is orthonormal for g t and from (3), the Ricci curvature Ric t (Z) of the inner product g t in the direction Z has the following form:
Now choose the λ i 's in such a way that
which contradicts the fact that Z ∈ g ≤ . Therefore g ≤ = {0}. The fact that g < = ∅ now follows immediately.
(b) Let {e i : i = 1, . . . , n} be an orthonormal basis for g relative to ·, · . As in part (a), consider a one-parameter deformation g t of the inner product ·, · defined by g t (U, V ) = e Dt U, V , where D = diag(λ 1 , . . . , λ n ) is a diagonal matrix relative to the basis {e i }. Then by a direct calculation from (1), for the inner product g t we get:
First suppose that σ = Span(X, Y ) ∈ G ≤ . Taking λ 1 > λ 2 ≥ · · · ≥ λ n−1 > λ n we find that the maximal exponent in the expression for
this is only possible when
which must be satisfied for any choice of the inner product ·, · and the orthonormal basis {e i }. Now for a fixed inner product ·, · choose e n in such a way that rk(X, Y, e n ) = 3 (this is always possible as g is nonabelian, so n = dim g ≥ 3), and then take e 1 to be an arbitrary unit vector orthogonal to X and to e n , but not orthogonal to Y . Then we get e 1 ⊥ [e n , X], which implies [e n , X] ∈ Span(X, e n ) by continuity. But then [e n , X] = 0 by Lemma 1(a), so by continuity X ∈ z. Similarly Y ∈ z and then by (1), K(X, Y ) = 0 for any inner product ·, · on g. It follows that G ≤ = G 0 = G(2, z), and hence G < = ∅. Now suppose that σ = Span(X, Y ) ∈ G ≥ . In (4), choose the inner product ·, · and the orthonormal basis {e i } for g in such a way that e 1 ⊥ σ and then take
. . , n, therefore the maximal (potentially nonzero) exponent in the expression for Furthermore, if σ ∩ z is nonzero, then σ ∈ G ≥ by [8, Corollary 1.3] . Suppose that σ ∩ z = {0}. Then n ≥ 4, as the only nonabelian three-dimensional nilpotent Lie algebra is the Heisenberg algebra, for which any abelian two-dimensional subalgebra σ contains the centre. What is more, σ is not an ideal of g, as otherwise by Lie's Theorem, the adjoint representation of g on σ would have had a nonzero kernel, which would then be spanned by a vector from z. It follows that there exist e ∈ g and a Y ∈ σ such that rk ) and then take λ 1 = 10, λ 2 = 9, λ 3 = · · · = λ n−1 = 2, λ n = 0. Then Ψ n11 = 0, so the maximal (potentially nonzero) exponent in the expression for , for any Z ∈ g (alternatively, for any Z ∈ g there exists X ∈ σ such that [X, Z] = 0). Note that if σ has a nonzero intersection with z, this condition is also satisfied. To check that this condition is also sufficient, we let ·, · be an arbitrary inner product on g and {e i } be an orthonormal basis. As [X, Y ] = 0 we get from (1) that
as required.
Before examining G > , we pause to further clarify the nature of G ≥ . We will also need the following lemma in the subsequent consideration of G > . 
Otherwise, ad X Z 1 = P = 0 for some Z 1 ∈ g and we can take Y ∈ σ such that ad Y Z 1 = 0. Consider Z 2 ∈ g with ad X Z 2 = P 2 = 0. Then ad Y Z 2 = aP 2 for some a ∈ R, and so
Then either P 2 P or a = 0, and in the latter case, ad Y Z 2 = 0. If for some vector Z 2 we have P 2 ∦ P , then ad X Z ∦ P , for almost all Z ∈ g, and hence ad Y Z = 0, so Y ∈ z and σ ∈ G 1 . Otherwise, we have ad X Z, ad Y Z P , for all Z ∈ g. Therefore there exist one-forms θ 1 , θ 2 ∈ g * such that
From the first equation of (6) 
Taking Z / ∈ ker θ 1 we get [P, U] = 0, for all U ∈ ker θ 1 , by Lemma 1(a). Similarly, from the second equation of (6), [P, U] = 0, for all U ∈ ker θ 2 . Note that for σ ∈ G ≥ \G 1 , we must have θ 1 ∦ θ 2 in (6). This implies that P ∈ z. Moreover, P / ∈ σ, as otherwise σ ∈ G 1 . Now, as P ∈ z and by (6), the subspace a 3 = Span(X, Y, P ) is a three-dimensional ideal, which is abelian (as [X, Y ] = 0) and
Conversely, given any three-dimensional abelian ideal a 3 , with dim[g, a 3 ] = 1, let P be a nonzero vector from [g, a 3 ]. Then P ∈ z, by Lemma 1(a). Consider a two-plane σ in a 3 . If σ contains P , then σ ∈ G 1 . Otherwise, equations (6) are satisfied (but possibly, with
Remark 2. Concerning the above lemma, note that depending on g, it may, or it may not happen that G ≥ = G 1 (so that G ≥ consists only of the two-planes having a nontrivial intersection with the centre). An example with G ≥ = G 1 is the filiform algebra defined by [X i , X j ] = (j − i)X i+j , for 1 ≤ i < j, i + j ≤ n, where n ≥ 3. Such an algebra does not contain three-dimensional abelian ideals at all. An example with G ≥ = G 1 is the Heisenberg algebra defined by [X 2i−1 , X 2i ] = X 2m+1 , i = 1, . . . , m, n = 2m + 1 ≥ 5. The two-plane σ = Span(X 1 , X 3 ) (and many others) lies in G ≥ , but has a trivial intersection with the centre.
To find G > we use the fact that G > ⊂ G ≥ . From Lemma 2 and its proof, if σ = Span(X, Y ) ∈ G ≥ , then either σ ∩ z = 0 or [X, Y ] = 0 and there exist a nonzero P / ∈ σ and the one-forms θ 1 , θ 2 ∈ g * such that equation (6) is satisfied. But in the second case, by (5) we have K(X, Y ) =
2 , which vanishes if we choose an inner product in such a way that X, P = Y, P = 0, hence σ / ∈ G > . In the first case, we can assume that X ∈ z. By (5) we get K(X, Y ) =
, where e i is an orthonormal basis for g. This expression is positive, for any choice of the inner product, if and only if X ∈ [Y, g]. This establishes the theorem for G > .
Proof of Theorem 2
As some fragments of the proof of Theorem 2 are rather technical, we start by giving a brief outline. Given a metric nilpotent Lie algebra, there is in general little chance of finding explicitly the vectors on which the Ricci curvature attains its maximum or minimum. To have some control, we start with an arbitrary inner product ·, · on g, and then deform it by ·, · → e tD ·, · , where D is a diagonal matrix relative to some orthonormal basis for ·, · ; geometrically, we travel along a geodesic in the space of inner products on g, which can be identified with a noncompact Riemannian symmetric space R + × SL(n)/SO(n). The Ricci tensor of the deformed inner product, after scaling, has a limit when t → ∞, for which the eigenvectors with the greatest and the smallest eigenvalues can be found explicitly. Moreover, the projective classes of these eigenvectors belong to M and m respectively, provided the corresponding eigenspaces are one-dimensional. These computations (done in Lemma 3 for different choices of D) provide us with a supply of elements from M and m rich enough to prove assertions (a)(i), (a)(ii) and (b) of the theorem.
To prove assertion (a)(iii) we first consider the "generic nilpotent Lie algebras", which we define by requiring that at least one of the equalities (7) or (8) below is satisfied for some pair (respectively, triple) of elements from g. The "non-generic algebras" are classified in Lemma 5: they are either two-step nilpotent, or are one-dimensional extensions (central or by a nilpotent derivation) of two-step nilpotent ones. We then reduce the nongeneric case to considering a small list of low-dimensional algebras: namely, of five-and six-dimensional nilpotent Lie algebras, which are one-dimensional extensions of two-step nilpotent algebras.
Proof of Theorem 2. If g is abelian, then the Ricci curvature of any metric is identically zero by (3), so M = m = Pg. We will assume for the rest of the proof that g is nonabelian.
We use the following notation. Given elements
k is the k-th Cartesian power of g, the k-fold Cartesian product of g with itself. For a triple (
The proof is based on the following key technical lemma, the proof of which will be given in Section 5. Recall that for a linear space L, we denote PL the projective space of L, and π : L \ {0} → PL is the natural projection. 
(ii) Suppose additionally that |a| > |b|. Let
(c) Suppose g is two-step nilpotent. For any unit vector e ∈ g ′ and any orthonormal basis {u 1 , . . . , u q } for (g ′ ) ⊥ for which T = q i,j=1 e, u ij u ij = 0, we have π(T ) ∈ M . We will also make use of the following lemma whose proof is given in Section 6.
Lemma 4. Let g be a nonabelian nilpotent Lie algebra. Suppose for all
(X 1 , X 2 , X 3 ) ∈ g 3 , dim L(X 1 , X 2 , X 3 ) ≤ 4
. Then g is either the direct product of a Heisenberg algebra and a (possibly trivial ) abelian ideal, or g is the four-dimensional filiform algebra
In particular, g is either two-step nilpotent or has a codimension one abelian ideal.
Returning to the proof of Theorem 2, we consider the various parts: (a)(i) If g is two-step nilpotent, then by (2, 3), for any inner product ·, · on g and for any Y ∈ (g ′ ) ⊥ , X ∈ g ′ , we have Ric(Y ) ≤ 0, Ric(X, Y ) = 0 and Ric(X) ≥ 0, and furthermore, Ric(X) > 0 for some X ∈ g ′ , as g is nonabelian. It follows that g ′ and (g ′ ) ⊥ are invariant subspaces of the linear map ric, and the maximum of Ric on the unit sphere of (g, ·, · ) is attained on some vector from g ′ , so M ⊂ Pg ′ . To prove the converse, fix an inner product ·, · on g and an orthonormal basis {u 1 , . . . ,
π(ψ(e)) ∈ M , if ψ(e) = 0. Now, as ψ(e), e = q i,j=1 e, u ij 2 and as g ′ is spanned by the u ij 's, the vector ψ(e) is nonzero if e = 0. So ker ψ = 0, and hence ψ is surjective. Then
(a)(ii) Suppose g = Rc ⊕ a, where a is a codimension one abelian ideal. The fact that g is not two-step nilpotent means that ad 
, and then define an inner product ·, · on g in such a way that L 3 ⊥ σ (we will later specify it further). Consider the linear map ψ :
The map ψ is well-defined and surjective, as for
. Take a vector u 1 ∈ L 3 \L 2 and two linearly independent vectors u 2 , u 3 ∈ L 2 . Then the vectors e 1 = ψ(u 1 ∧u 2 ) and e 2 = ψ(u 1 ∧u 3 ) are linearly independent and span σ. We now specify the inner product ·, · further by requiring the vectors u i , e j to be orthonormal. Then the vectors u i , e j satisfy the assumptions of Lemma 3(b), so by Lemma 3(b)(i), π(u 1 ) ∈ m. Since u 1 ∈ L 3 \L 2 was arbitrary, it follows that PL 3 ⊂ m. As this is satisfied for almost all L 3 = Span(X 1 , X 2 , X 3 ), we get m = Pg, as required. Now suppose that dim L(X 1 , X 2 , X 3 ) ≤ 4 for any triple of vectors (X 1 , X 2 , X 3 ) ∈ g 3 . By Lemma 4, this could only happen when g is either the direct product of a Heisenberg algebra and a (possibly trivial) abelian algebra, or is the four-dimensional filiform algebra
In the second case, choose the inner product such that the vectors
and a direct computation shows that, relative to the basis {E i }, the Ricci operator is diagonal, with the diagonal entries −1, −
If g is the direct product of a Heisenberg algebra given by [X 2i−1 , X 2i ] = X 2l+1 , i = 1, . . . , l, and an abelian algebra a = Span(X 2l+2 , . . . , X n ), choose the inner product in such a way that the vectors
are orthonormal, where Z i ∈ a and a i ∈ R are arbitrary. Then the relations for the E i 's are the same as those for the X i 's and a direct computation shows that, relative to the basis {E i }, the Ricci operator is diagonal, with Ric(
, and Ric(E j ) = 0 for j = 2l + 2, . . . , n. It follows that every nontrivial linear combination of E 1 , . . . , E 2l is an eigenvector of ric with the smallest eigenvalue. Choosing Z i and a i arbitrarily we obtain m = Pg.
(a)(iii) "generic case". We show that M = Pg for every algebra g satisfying one of the open conditions (7) or (8) below.
Suppose that there exist vectors X 1 , X 2 ∈ g such that (7) rk(X 1 , X 2 , X 12 , X 112 , X 212 ) = 5.
If condition (7) is satisfied for at least one pair (X 1 , X 2 ) ∈ g 2 , then it is satisfied for almost all pairs (X 1 , X 2 ) ∈ g 2 . Choose one such pair and define an inner product on g in such a way that the five vectors from (7) are orthonormal. By Lemma 3(a) with u 1 = X 1 , u 2 = X 2 , e = X 212 , we have π(X 1 ) ∈ M , which implies M = Pg.
Suppose that there exist vectors X 1 , X 2 , X 3 ∈ g such that (8) rk(X 1 , X 2 , X 3 , X 12 , X 13 , X 23 , X 312 ) = 7.
As before, if (8) is satisfied for at least one triple (X 1 , X 2 , X 3 ) ∈ g 3 , then it is satisfied for almost all of them. Choose one such triple and define an inner product on g in such a way that the seven vectors from (8) are orthonormal. Then the vectors u i = X i , e 1 = X 12 and e 2 = X 13 cos τ + X 312 sin τ , τ ∈ (0, π 2 ), are orthonormal and satisfy the hypothesis of Lemma 3(b)(ii), with a = 1, b = cos τ . By that assertion, if the vector T 1 = 2( X 12 , X 212 cos τ + sin τ )X 1 − 3 X 12 , X 112 cos τ X 2 − 3( X 13 , X 112 cos τ + X 312 , X 112 sin τ )X 3 + 6 cos τ X 12 is nonzero, then π(T 1 ) ∈ M . Taking the limit as τ → we obtain
Now, if X 112 does not belong to the span of the seven vectors from (8), we could additionally assume that the inner product is chosen in such a way that X 112 is orthogonal to them. Then π(X 1 ) ∈ M , by (9) . If X 112 belongs to the span of the seven vectors from (8), then X 112 − µX 312 ∈ L(X 1 , X 2 , X 3 ), for some µ ∈ R, and so X 312 , X 112 = µ. Thus π(2X 1 − 3µX 3 ) ∈ M . If µ = 0 we have π(X 1 ) ∈ M . Assume µ = 0, and replace the triple X 1 , X 2 , X 3 by the triple X 1 , X 2 , X 3 (t) = X 3 + tX 1 . This does not violate condition (8)
Thus µ(t) plays the same role for X 1 , X 2 , X 3 (t) as µ did for X 1 , X 2 , X 3 . It follows that
Taking the limit as t tends to infinity, we obtain π(X 1 ) ∈ M. So for almost all triples (X 1 , X 2 , X 3 ) ∈ g 3 , we have π(X 1 ) ∈ M, which implies M = Pg.
(a)(iii) "non-generic case". To complete the proof of the theorem, it remains to consider the algebras g for which both conditions (7) and (8) are violated, but which are not twostep nilpotent and do not contain a codimension one abelian ideal. As one may expect, these conditions are very restrictive, which is confirmed by the following lemma whose proof we postpone till Section 6. 
is a subalgebra of g of dimension N isomorphic to one of the following algebras:
defined by one of the following sets of relations:
We now separately examine the Lie algebras of classes (A) and (B). Choose any two such X, Y and any α ∈ R and denote u 1 = X + αc, u 2 = Y . Then u 112 = 0, u 212 = γc = 0, hence the vectors u 1 , u 2 , u 12 , u 212 are linearly independent by Lemma 1(b). Choose an inner product ·, · for g in such a way that they are orthonormal and take e = u 212 . Then π(u 1 ) ∈ M by Lemma 3(a), so π(X + αc) ∈ M for almost all X ∈ h and all α ∈ R. Therefore M = Pg, as required.
Algebras of class (A)
.
Algebras of class (B).
In the both cases (a) (when N = 5) and (b) (when N = 6) we will show that PL ⊂ M for almost all triples (X 1 , X 2 , X 3 ) ∈ g 3 , which will then imply M = Pg, as required. We consider these two cases separately.
Case (a): N = 5. For almost all triples (X 1 , X 2 , X 3 ) ∈ g 3 , the subspace L is a subalgebra of g isomorphic to the algebra Span 
. Now for arbitrary reals β 1 , β 2 , the linear map φ on L which is the identity on Span(X, Y, A, Z) and such that φ(c) = c + α
is an automorphism of L. Although φ may not extend to an automorphism of the entire algebra g, we can replace the basis vectors u i , e i defined above by their images under φ and consider an inner product ·, · φ on g, for which they are orthonormal. Then the assumptions of Lemma 3(b)(ii) are again satisfied and we obtain that M ∋ π(
Case (b): N = 6. For almost all triples (X 1 , X 2 , X 3 ) ∈ g 3 , the subspace L is a subalgebra of g isomorphic to one of the three algebras (10, 11, 12) . We treat all three algebras simultaneously. For nonzero reals α 1 , α 2 , α 3 , we choose u 1 , u 2 , u 3 as shown in the Table below. We choose the inner product on g for which the vectors u 1 , u 2 , u 3 , e 1 := u 12 , e 2 := 2u 13 and u 23 are orthonormal.
For algebras (10) and (12) we obtain
while for (11),
Notice that the subspace Span(A 1 , A 2 , Z) is the centre of the codimension one ideal i = Span(X, Y, A 1 , A 2 , Z), for each of the algebras (10, 11, 12) . It follows that any linear map φ on L which is the identity on i and such that φ(c) = c + U, for an arbitrary U ∈ Span(A 1 , A 2 , Z), is an automorphism of L. Although φ may not extend to an automorphism of the entire algebra g, we can replace the basis vectors u i , e i , u 23 defined above by their images under φ and consider an inner product ·, · φ on g, for which they are orthonormal. Then the assumptions of Lemma 3(b)(ii) are again satisfied. Consequently M ∋ π(φ(T i )) = π(α 1 c + α 2 X + α 3 Y + U) for all U ∈ Span(A 1 , A 2 , Z), and hence PL ⊂ M , as required.
Proof of Lemma 3
Choose an arbitrary inner product ·, · on g, with an orthonormal basis {e i }. From (3), for X ∈ g, Consider a one-parameter deformation g t of the inner product defined by g t (X, Y ) = e Dt X, Y , where D = diag(λ 1 , . . . , λ n ) is a diagonal matrix relative to the basis {e i }. Then g t (e i , X) = e λ i t e i , X and the basis {E i = e −λ i t/2 e i } is orthonormal for the inner product g t . From (13), for the Ricci operator ric t of the inner product g t , we get 
The eigenvectors corresponding to the maximal (minimal) eigenvalues of the operator Φ t = 2e −td ric t are the same as that of ric t . Taking the limit when t → ∞ we get
Suppose the eigenspace of the operator Φ 0 corresponding to the maximal eigenvalue is one-dimensional and is spanned by some T ∈ g. Then π(T ) ∈ M. Indeed, although the operators ric t are not symmetric relative to ·, · , each of them is symmetric relative to g t . It follows that each of ric t is semisimple, with real eigenvalues. The same is true for the operators Φ t . Moreover, the operators Φ t are uniformly bounded for large t, hence their eigenvalues also are. As the characteristic polynomial depends continuously on the matrix entries, the maximal eigenvalue of the operator Φ 0 = lim t→∞ Φ t is the upper limit of the maximal eigenvalues of the Φ t 's. Now take a sequence of numbers t s going to infinity and denote µ s the maximal eigenvalue of Φ ts , with T s a corresponding unit eigenvector (relative to ·, · ). Extracting a subsequence, if necessary, we obtain that the maximal eigenvalue of Φ 0 is lim s→∞ µ s , with the unit vector T 0 = lim s→∞ T s a corresponding eigenvector. As the eigenspace of Φ 0 corresponding to the maximal eigenvalue is one-dimensional, we get π(T ) = π(T 0 ) ∈ M (even though Φ 0 may fail to be semisimple). By the same argument, if the eigenspace of Φ 0 corresponding to the minimal eigenvalue is one-dimensional and is spanned by T ′ ∈ g, then π(T ′ ) ∈ m. Choose the λ i 's as follows:
. . , n − q, where p ≥ 1, q ≥ 2 and p + q ≤ n. Suppose that the skew-symmetric q × q-matrices J k defined by (J k ) q−n+i,q−n+j = e k , [e i , e j ] , k ≤ p, i, j > n − q, are linearly independent. We have Λ = {(i, j, k) : k ≤ p, i > j > n − q}, so from (15),
hence the matrix of the operator Φ 0 relative to the basis {e i } is (which are nonpositive, with at least one negative, as that matrix is symmetric nonpositively definite and nonzero). So the maximal eigenvalue of Φ 0 is the maximal eigenvalue of A, and the minimal eigenvalue of Φ 0 is the minimal eigenvalue of p k=1 J 2 k . The proof of assertion (i), the only one which deals with the set m of Ricci-minimal vectors, now follows easily: take p = 2, q = 3, and suppose that the basis {e i } is chosen in such a way that e n−3+s = u s , s = 1, 2, 3. Then by the assumption of assertion (b),
As a, b = 0, the matrices J 1 , J 2 are linearly independent. So the minimal eigenvalue of Φ 0 is −a 2 − b 2 ; the corresponding eigenspace is one-dimensional and is spanned by e n−2 = u 1 .
To treat the remaining assertions (a), (b)(ii) and (c) which deal with the set M of Riccimaximal vectors, we first compute an eigenvector T of Φ 0 corresponding to the maximal eigenvalue, under the following two assumptions:
(I) that eigenvalue λ max of A (hence of Φ 0 ) is simple, and (II) {e 1 , . . . , e p } is the basis of eigenvectors of A, with e 1 corresponding to λ max (so that λ max = 1 2 tr(J 1 J t 1 )), and then give, for each of the three cases (a), (b)(ii) and (c), the concrete choices of the bases satisfying these assumptions.
We claim that
η r e n−q+r , where
where ξ, η ∈ R q and I q is the q × q identity matrix. To see that we note that from (16), We now consider each of the three assertions separately. To prove (a), we take p = 1, q = 2, and choose the basis {e i } in such a way that e 1 = e, e n−1 = u 1 , e n = u 2 . Then J 1 = a ( 0 1 −1 0 ), where a = e, u 12 . Suppose that a = 0. Then assumptions (I) and (II) are trivially satisfied and from (18) we get Y = 2au 12 , λ max = a 2 ,
e, u 12 u 12 + e, u 212 u 1 − e, u 112 u 2 . We have π(T ) ∈ M , provided T = 0 and a = e, u 12 = 0. To prove the assertion, it remains to drop the latter condition. But if e, u 12 = 0, for any three orthonormal vectors e, u 1 , u 2 ∈ g, then u 12 ∈ Span(u 1 , u 2 ), so g is abelian by Lemma 1(a). This implies T = 0. Otherwise, the set of triples of orthonormal vectors e, u 1 , u 2 ∈ g, with e, u 12 = 0, is open and dense in the Stiefel manifold V (3, g), so by continuity and the fact that M is closed, π(T ) ∈ M whenever T = 0.
For (c), take p = 1, q = n − dim g ′ , and choose the basis {e i } in such a way that e 1 = e ∈ g ′ and e n−q+s = u s , s = 1, . . . , q, is an orthonormal basis for (g ′ ) ⊥ . Then (J 1 ) ij = e, u ij = 0 by the hypothesis, so assumptions (I) and (II) above are trivially satisfied and from (18) we get Y = ij e, u ij u ij . As g is two-step nilpotent, ξ = 0, and hence η = 0. Then T = Y and π(T ) ∈ M , as required.
For (b)(ii), take p = 2, q = 3, and choose the basis {e i } in such a way that e n−3+s = u s for s = 1, 2, 3. Then by the hypothesis, the matrices J 1 , J 2 are given by (17), with |a| > |b| > 0 and A = diag(a 2 , b 2 ), so assumptions (I) and (II) are satisfied with λ max = 1 2
2 e 1 , u 212 + 2ab e 2 , u 312 , ξ 2 = −2a 2 e 1 , u 112 and
To show that π(T 1 ) ∈ M when T 1 = 0, consider a one-parameter family h t of inner products on g defined by the requirement that the basis {E 1 = te 1 , E 2 = e 2 , . . . , E n = e n } is orthonormal. Then h t (E 1 , X) = t −1 e 1 , X , h t (Y, X) = Y, X for all X ∈ g and all Y ⊥ e 1 , and the hypothesis of the assertion is satisfied, provided 0 < t < |b −1 a|. For each such t, the projection to Pg of the corresponding vector T 2 = T 2 (t) belongs to M . Computing T 2 (t) and taking the limit when t → |b −1 a| − we obtain 1 6ab 
Proof of Lemma 4.
If dim g ′ = 1, then g is the direct product of a Heisenberg algebra and an abelian ideal (which can be trivial). We can therefore assume that dim g ′ > 1. First suppose that codim g ′ > 2. Let [X, Y ] = U = 0 for some X, Y ∈ g, which, by a small perturbation, can be chosen in such a way that Span(X, Y ) ∩ g ′ = 0. Let Z / ∈ Span(X, Y ) be chosen in such a way that Span(X, Y, Z) ∩ g ′ = 0 (as codim g ′ > 2, the set of such Z is open and dense in g). Then the vectors X, Y, Z, [X, Y ] = U are linearly independent, so by hypothesis, the vector [X, Z] belongs to their linear span: [X, Z] = a 1 X + a 2 Y + a 3 Z + bU. As U ∈ g ′ and Span(X, Y, Z) ∩ g ′ = 0 it follows that a 1 = a 2 = a 3 = 0, so [X, Z] U. Thus for all Z from an open and dense subset U ⊂ g, the vector [X, Z] is nonzero and is parallel to U and Span(X, Z) ∩ g ′ = 0. Then for every Z ∈ U, the above arguments applied to the pair (Z, X) in place of (X, Y ) tell us that for all W from an open, dense set U Z ⊂ g, the vector [Z, W ] is parallel to [X, Z], hence is parallel to the fixed vector U. It follows that g ′ = RU, a contradiction. Now consider the case codim g ′ ≤ 2. Then g is generated by two elements e 1 , e 2 which can be chosen arbitrarily to satisfy Span(e 1
, so by Lemma 1(b), the vectors f 1 , f 2 , f 3 , f 4 are linearly independent. Then by the Jacobi iden-
Hence g is the four-dimensional filiform algebra, as required.
We note in passing that the hypothesis of Lemma 4 is trivially satisfied when dim g ≤ 4, so we get yet another classification of nilpotent algebras of dimension up to four. 
(for instance, if P i = 0, one can take f (X, Y ) = P i (Y, X), h(X, Y ) = P i (X, Y )). Cancelling the common factor, if necessary, we can assume that f and h in (19) are coprime over K. Note that h is a nonconstant polynomial, as the left-hand side of (19) is of degree at least two in the coordinates of X. Then from (19), every polynomial P i is divisible by h, so
Moreover, by moving the greatest common divisor of the Q i 's to h, we can assume that gcd(Q 1 , . . . , Q n ) = 1. From homogeneity of the P i 's, it follows that h is homogeneous of degree d We
, so by Lemma 1(a), [X, c] = 0 for all X such that h(X, Y ) = 0 for at least one Y ∈ g. As h = 0, this holds for almost all X ∈ g, so c ∈ z (and hence h(X, c) = h(c, X) = 0, for all X ∈ g). Factoring out the ideal Rc we get an (n − 1)-dimensional nilpotent algebra h whose Lie bracket we denote [·, ·] h . We have [X, [X, Y ] h ] h = 0, for all X, Y ∈ h, so h is two-step nilpotent by Lemma 1(c) and g is a central extension of h by a cocycle ω. Introduce an arbitrary inner product ·, · on g and identify h with the subspace (Rc)
As for X, Y ∈ h we have ω(X, [X, Y ] h ) = h(X, Y ), it remains to show that for almost all X ∈ h, there exists Y ∈ h such that h(X, Y ) = 0 and h(Y, X) = 0. Suppose U ⊂ h is an open subset such that for all X ∈ U this property is violated. Define a map v :
for almost all X ∈ h. Replacing U by a smaller open subset, if necessary, we can assume that v(X) = 0, for all X ∈ U. For every X ∈ h, let S X ∈ End(h) be a symmetric operator defined by S X Y, Y = h(Y, X) (note that S X is not identically zero). Then for all X ∈ U, we have Y ⊥ v(X) =⇒ S X Y, Y = 0, which implies that there exists a mapT : U → h such that for all X ∈ U, S X =T (X) ⊗ v(X) * + v(X) ⊗T (X) * . The components v i (X) of the vector v(X) relative to an orthonormal basis {e i } for h are quadratic forms in x i , the coordinates of X relative to {e i }. By a small perturbation of the basis, we can assume that all of them are not (identically) zero. Then on U, (S X ) ii = 2(T (X)) i v i (X), so the (T (X)) i 's are rational functions on U. Clearing the denominators we get
for some nonzero polynomial function f (X) and some polynomial vector T (X). Polynomial equation (22) holds for all X from an open set U ⊂ h, hence for all X ∈ h. Dividing both sides by d(X) = gcd(f (X), T 1 (X), . . . , T n−1 (X)) and replacing f (X) by f (X)/d(X) and T i (X) by T i (X)/d(X), we can assume that gcd(f (X), T 1 (X), . . . , T n−1 (X)) = 1. Then for any prime factorf of f over R[x 1 , . . . , x n−1 ], there exists i = 1, . . . , n−1 such that
hence all the components of v are divisible byf . Dividing both sides of (22) bỹ f and repeating the arguments we obtain that all the v i 's are divisible by f . As all the v i 's are quadratic forms, f must be a homogeneous polynomial of degree d ≤ 2. But f cannot be a constant, as then the left-hand side of (22) is a matrix whose entries are linear forms of X, while the degree of the right-hand side is at least two (T (X) is not identically zero, as S X is not). Moreover, f cannot be linear, as otherwise polynomial h(X, Y ) = v(X), Y is divisible by a linear form f (X) contradicting the assumption made above. So f must be a quadratic form. But this again leads to a contradiction, as then v(X) = f (X)c 0 , where c 0 = 0 is some constant vector from h, so 0 = h(X, X) = v(X), X = f (X) c 0 , X , for all X ∈ h, so either f or c 0 is zero, hence v(X) = 0. It follows that the set of X ∈ h for which there exists Y ∈ h such that ω(X, [X, Y ] h ) = 0 and ω(Y, [X, Y ] h ) = 0 is dense, so g is an algebra of class (A).
We now assume that g belongs to class (B) and prove the remaining part of lemma. Clearly, for almost all (X 1 , X 2 , X 3 ) ∈ g 3 the subspace L := L(X 1 , X 2 , X 3 ) has the same dimension N. If N ≤ 4, then by Lemma 4 the algebra g is either abelian or two-step nilpotent or has a codimension one abelian ideal, which contradicts the hypothesis. It follows that N = 5, 6. In the both cases we will need the following two observations. We have g = Rc ⊕ h, where h is a two-step nilpotent ideal and D = ad c|h is a nilpotent derivation of h satisfying [DU, U] = 0, for all U ∈ h. Then [DU, V ] = [U, DV ], so since D is a derivation, we obtain
Furthermore, if we choose a triple (X 1 , X 2 , X 3 ) ∈ g 3 , with dim L = N and denote W = Span(X 1 , X 2 , X 3 ), then dim W = 3. As both the hypothesis and the claim depend only on W = Span(X 1 , X 2 , X 3 ), rather than on the triple (X 1 , X 2 , X 3 ) itself, we can assume that for almost all W in the Grassmannian G(3, g) we have dim(W + [W, W ]) = N. We can additionally assume that [W, [W, W ]] = 0 (otherwise every three-fold bracket in g would be zero, so g would be two-step nilpotent). Moreover, as the codimension one ideal h ⊂ g is two-step nilpotent, we get W ⊂ h, so we can choose a basis {c, X, Y } for W in such a way that X, Y ∈ h, c / ∈ h (note that it does not matter, which c / ∈ h to choose to define the derivation D = (ad c ) |h ). Furthermore we can assume that [X, Y ] = 0, as h is not abelian.
We now consider the two cases N = 5, 6 separately.
Suppose N = 6, so that for almost all triples (X 1 , X 2 , X 3 ) ∈ g 3 , we have dim L = 6. As condition (8) is violated, X 312 lies in L. Moreover, as this still holds if we replace X 1 , X 2 , X 3 by any three vectors spanning the same three-space W , any triple bracket of the vectors X 1 , X 2 , X 3 lies in L. It follows that L is a six-dimensional subalgebra of g generated by any basis for W , so One can now browse through one of the classification lists of six-dimensional nilpotent Lie algebras available in the literature (the three algebras of assertion (b) are L 6,19 (0), L 6,23 and L 6,12 respectively from [4] , or g 6, 19 , g 6,20 and g 6,2 respectively from [9] ). We will use the classification of five-dimensional algebras instead, for the ideal m.
Up to an isomorphism, there are three two-step nilpotent nonabelian five-dimensional Lie algebras: the Heisenberg algebra h 5 , the direct product of the Heisenberg algebra h 3 and the abelian ideal a 2 , and the algebra Span(X, Y 1 , Y 2 , Z 1 , Z 2 ) defined by the relations [X,
We first observe that m cannot be isomorphic to the latter algebra. Indeed, arguing by contradiction, from [DX, X] = 0 we get DX ∈ Span(X, Z 1 , Z 2 ) = RX ⊕ m ′ . As D is nilpotent and Dm ′ ⊂ m ′ , we get DX ∈ m ′ . Then from (23) with U = X we obtain [X, Dm] = 0, so Dm ⊂ m ′ . It follows that L ′ = m ′ contradicting the fact that dim L ′ ≥ 3. Similarly, m cannot be isomorphic to the Heisenberg algebra From the fact that both these subspaces are D-invariant and that D is nilpotent, we get DZ = 0 and DA 1 = ρA 2 + σZ, DA 2 = θZ, for some ρ, σ, θ ∈ R (changing the basis for Span(A 1 , A 2 ) if necessary). Then the left-hand side of (23) vanishes identically, so Dm ∈ z(m), that is, DX = α 1 A 1 + α 2 A 2 + γZ, DY = β 1 A 1 + β 2 A 2 + δZ, for some α i , β i , γ, δ ∈ R. Then L ′ = RZ + Dm = Span(Z, ρA 2 , α 1 A 1 + α 2 A 2 , β 1 A 1 + β 2 A 2 ), so from dim L ′ ≥ 3 we obtain rk 1 σ −1 Z} respectively we get the relations of algebra (11) .
Suppose ρ = 0. Replacing X, Y by X − ρ −1 α 2 A 1 , Y − ρ −1 β 2 A 1 respectively we can assume that α 2 = β 2 = 0. Then changing the basis for Span(X, Y ) we can further assume that β 1 = 0 (and so α 1 = 0, as otherwise dim L ′ < 3). Replacing c by c + γY − δX, A 1 by ρ −1 A 1 and A 2 by A 2 + σZ, we get DX = αA 1 , DY = 0, DA 1 = A 2 , DA 2 = θZ, DZ = 0, where α = α 1 ρ = 0. Now replacing X, Y by α −1 X, αY respectively we obtain DX = A 1 , DY = 0, DA 1 = A 2 , DA 2 = θZ, DZ = 0. If θ = 0 we get algebra (10) . If θ = 0, we replace Z, Y by θZ, θY respectively, which gives algebra (12).
Suppose N = 5, so that for almost all triples (X 1 , X 2 , X 3 ) ∈ g 3 , we have dim L = 5 (note that condition (8) is then trivially violated). Choose one such triple and denote W = Span(X 1 , X 2 , X 3 ). Then dim W = 3, and as it was shown above, we can assume that for almost all W in the Grassmannian G(3, g) we have dim(W + ∈ ker D). Now, for almost all t ∈ R, the above arguments work for the space W t = Span(c, X, Y + tDX) in place of W . Taking such a t (and using the fact that [X, DX] = 0) we find that γ(t)[X, Y ] + β 1 (t)DX + β 2 (t)(DY + tZ) = 0, for some γ(t), β i (t) ∈ R, which are not all zeros. Moreover, as the vectors [X, Y ] and DX are linearly independent, we get β 2 (t) = 0, so Z = −t −1 (β 2 (t) 
