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NONLINEAR SEMIGROUPS GENERATED BY j-ELLIPTIC FUNCTIONALS
RALPH CHILL, DANIEL HAUER, AND JAMES KENNEDY
ABSTRACT. We generalise the theory of energy functionals used in the study of gra-
dient systems to the case where the domain of definition of the functional cannot be
embedded into the Hilbert space H on which the associated operator acts, such as
when H is a trace space. We show that under weak conditions on the functional ϕ
and the map j from the effective domain of ϕ to H, which in opposition to the classical
theory does not have to be injective or even continuous, the operator on H naturally
associated with the pair (ϕ, j) nevertheless generates a nonlinear semigroup of con-
tractions on H. We show that this operator, which we call the j-subgradient of ϕ, is the
(classical) subgradient of another functional on H, and give an extensive characterisa-
tion of this functional in terms of ϕ and j. In the case where H is an L2-space, we also
characterise the positivity, L∞-contractivity and existence of order-preserving extrap-
olations to Lq of the semigroup in terms of ϕ and j. This theory is illustrated through
numerous examples, including the p-Dirichlet-to-Neumann operator, general Robin-
type parabolic boundary value problems for the p-Laplacian on very rough domains,
and certain coupled parabolic-elliptic systems.
1. INTRODUCTION
The theory of energy functionals on Hilbert spaces and their subgradients has prov-
en to be a powerful tool for the study nonlinear elliptic and parabolic partial differ-
ential equations [6, 7, 12, 41]. Not only can existence and uniqueness of solutions be
establishedwithminimal effort by variational principles, the variational approach also
allows one to prove results about the regularity of solutions, maximum or comparison
principles and the large-time behaviour of solutions in the case of parabolic problems.
Very often, this theory is a natural generalisation to the nonlinear case of the corre-
sponding theory of sesquilinear forms used in the study of linear elliptic and parabolic
equations [20, 21, 22, 27]; in that case, the form is defined on a Hilbert space V and
induces an operator on another Hilbert space H. A key point in the whole theory is
that the space V is canonically embedded in H, that is, that there exists a bounded
injection i : V → H. One can however find a plethora of examples which do not fit
into this framework, although one would expect (or hope) that variational methods
should still be applicable; as a prototype consider the case where H is a trace space of
V.
Recently, Arendt and ter Elst developed a general theory of j-elliptic forms [2, 3],
see also [4], where the embedding i is replaced with a closed linear map j : V ⊇
D(j) → H, which is however not necessarily injective or even bounded. This allowed
them to develop a rich variational theory of the Dirichlet-to-Neumann operator acting
on functions defined on the boundary ∂Ω of a general (bounded) open set Ω ⊆ Rd.
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We recall that the Dirichlet-to-Neumann operator assigns to each boundary function
g ∈ H := L2(∂Ω) (Dirichlet data) the outer normal derivative ∂u∂ν ∈ L
2(∂Ω) (Neumann
data) of the solution u ∈ V := H1(Ω) of the Dirichlet problem
∆u = 0 in Ω
u = g on ∂Ω,
if such a function ∂u∂ν exists in L
2(∂Ω).
A corresponding variational theory of p-Dirichlet-to-Neumann operators on Lip-
schitz domains, via energy functionals, analogous to the theory of Arendt and ter
Elst, was recently developed by one of the current authors [25]; to the best of our
knowledge this was the first systematic treatment of this family of operators.
In this paper, we shall construct a general theory of j-elliptic energy functionals, which
will allow us to incorporate and treat p-Dirichlet-to-Neumann operators togetherwith
various other types of operators, including the p-Laplacian with Robin boundary con-
ditions on rough domains, and certain coupled parabolic-elliptic systems, within the
one unified framework. Along the way, we shall show that many known, or “clas-
sical”, results from the theory of energy functionals and nonlinear semigroups on a
Hilbert space can be readily adapted to this setting.
In Section 2 we lay the foundations of our abstract theory. On a given Hilbert space
H, given an energy functional ϕ on V, we introduce the natural, possibly multivalued
operator associated with the pair (ϕ, j), which we call the j-subgradient ∂jϕ of ϕ. Then
under natural assumptions on ϕ including a j-analogue of coercivity or convexity,
as well as the assumption that j is weak-to-weak continuous, we show that ∂jϕ is
cyclically monotone and even maximal monotone; see Lemma 2.4 and Theorem 2.6.
This allows us to derive a parabolic generation result by invoking known results from
the literature; see Theorem 3.1 in Section 3. More precisely, the negative j-subgradient
−∂jϕ generates a strongly continous semigroup S = (S(t))t≥0 of nonlinear Lipschitz
continuous mappings S(t) on the closure of j(D(ϕ)) in H. We shall use the notation
S ∼ (ϕ, j) to say that the semigroup S is generated by the negative j-subgradient−∂jϕ.
The observation that ∂jϕ is cyclically monotone also implies the existence of a “clas-
sical” functional ϕH on the Hilbert space H such that ∂jϕ ⊆ ∂ϕH, analogous to the
corresponding statement for forms. We give an extensive characterisation of the func-
tional ϕH in Section 2.3; see Theorem 2.9. The case when j is merely a closed linear
map, not necessarily weak-to-weak continuous, is treated in Section 2.4; importantly,
it turns out that this seeminglymore general case can be reduced to the one considered
earlier via a simple argument introducing a new, related space and map.
Section 3 is devoted to an important extension of the existing theory, namely the
characterisation of invariance principles of closed convex sets under the action of a
semigroup S ∼ (ϕ, j) under the assumption that ϕ is convex, proper and j-elliptic, see
Theorem 3.2. As in the classical case, this allows us to give characterising conditions
on the associated functionals under which two semigroups can be compared (Theo-
rem 3.5), which as a special case leads to order-preserving and dominating semigroups
(Corollaries 3.6 and 3.7, respectively) if our Hilbert space H is of the form L2(Σ) for
a measure space Σ. Continuing with the L2 theme, we give a characterisation under
which the semigroup in question, assumed to be order preserving on L2(Σ), can be ex-
trapolated to an order-preserving semigroup on the whole scale of Lq(Σ)-spaces and
even the whole scale of Orlicz Lψ-spaces; see Theorem 3.10.
In Section 4, we illustrate our theory through four different examples. In Section
4.1, we introduce a weak formulation of a nonlinear parabolic problem on a domain
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Ω with Robin boundary conditions and very weak assumptions on the boundary ∂Ω,
showing that there is a strongly continuous semigroup on L2(Ω) solving this problem;
see Theorem 4.8. This puts results from Daners and Drábek [19] into a general frame-
work; see also Warma [39] who considered non-local Robin boundary conditions.
In Section 4.2, we consider p-Dirichlet-to-Neumann operators on non-smooth do-
mains; this example could be thought of as the motivating example for the whole
theory (at least in the smooth case). Here our treatment is relatively brief, the prime
purpose again being the establishment of generation and extrapolation theorems, see
Theorem 4.13; a more complete treatment for the non-smooth case as in [2] will be
deferred to a later work.
Our next example, in Section 4.3, is a system of coupled parabolic-elliptic equations,
equivalent to a degenerate parabolic equation, where, roughly speaking, one takes
open sets Ω ⊆ Ωˆ in Rd, solves the usual Cauchy problem ∂tu−∆pu = f in (0, T)×Ω,
and demands that the solution u have an extension uˆ to Ωˆ which is p-harmonic (i.e.
∆puˆ = 0) in Ωˆ \ Ω and vanishes on ∂Ωˆ for each t ≥ 0. Here, we denote by ∆p the
celebrated p-Laplace operator given by ∆pu = div(|∇u|p−2∇u).
In addition to the well-posedness of the problem, we show that the generated semi-
group dominates the semigroup generated by the p-Laplacian on Ω with Dirichlet
boundary conditions.
The final example, in Section 4.4, is a partial repetition of the example from Section
4.3, but for the case p = 1. The 1-Laplace operator serves as an illustration why we
write our general theory for functionals on locally convex topological vector spaces
(instead of Banach spaces). In this final example we only prove well-posedness of the
underlying coupled parabolic-elliptic system.
2. THE j-SUBGRADIENT AND BASIC PROPERTIES
2.1. Definition and characterisation as a classical gradient. Throughout, let V be a
real locally convex topological vector space and H a real Hilbert space equipped with
inner product 〈·, ·〉H and associated norm denoted by ‖ · ‖H. Further, let j : V → H
be a linear operator which is weak-to-weak continuous, and denote by R ∪ {+∞} the
one-sided extended real line.
Given a functional ϕ : V → R ∪ {+∞}, we call the set D(ϕ) := {ϕ < +∞} its
effective domain, and we say that ϕ is proper if the effective domain is non-empty. Its
j-subgradient is the operator
∂jϕ :=
{
(u, f ) ∈ H×H
∣∣∣∣∣
∃uˆ ∈ D(ϕ) s.t. j(uˆ) = u and for every vˆ ∈ V
lim inftց0
ϕ(uˆ+tvˆ)−ϕ(uˆ)
t ≥ 〈 f , j(vˆ)〉H
}
.
We shall usually view operators on H as relations A ⊆ H×H, but we shall also use
the notation
A(u) :=
{
f ∈ H
∣∣ (u, f ) ∈ A},
which suggests that A is a mapping from H into 2H, the power set of H, that is, A
is a so-called multivalued operator. We take the usual definition of the domain of an
operator A ⊆ H×H as the set
D(A) :=
{
u ∈ H
∣∣ ∃ f ∈ H s.t. (u, f ) ∈ A},
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and similarly for the range of A. We say that the functional ϕ is j-semiconvex if there
exists ω ∈ R such that the “shifted” functional
ϕω : V→ R ∪ {+∞},
uˆ 7→ ϕ(uˆ) +
ω
2
‖j(uˆ)‖2H
is convex, and we say that the functional ϕ is j-elliptic if there exists ω ≥ 0 such that
ϕω is convex and coercive. Saying that a functional ϕ defined on a locally convex
topological vector space is coercivemeans that sublevels {ϕ ≤ c} are relatively weakly
compact for every c ∈ R. Finally, we say that the functional ϕ is lower semicontinuous
if the sublevels {ϕ ≤ c} are closed in the topology of V for every c ∈ R.
Remark 2.1. In the important special case when V is a Banach space, j is weak-to-
weak continuous if and only if j is continuous. Moreover, in this case, the “shifted”
functional ϕω is lower semicontinuous if and only if ϕ itself is lower semicontinuous.
Finally, if V is a reflexive Banach space, then ϕ is coercive if and only if the sublevels
{ϕ ≤ c} are (norm-) bounded.
Lemma 2.2. Let V,H, j and ϕ be as above.
(a) If ϕω is convex for some ω ∈ R, then
∂jϕ =
{
(u, f ) ∈ H×H
∣∣∣∣∣ ∃uˆ ∈ D(ϕ) s.t. j(uˆ) = u and for every vˆ ∈ Vϕω(uˆ+ vˆ)− ϕω(uˆ) ≥ 〈 f + ωj(uˆ), j(vˆ)〉H
}
.
(b) If ϕ is Gâteaux differentiable with Gâteaux derivative ϕ′, then
∂jϕ =
{
(u, f ) ∈ H×H
∣∣∣∣∣ ∃uˆ ∈ D(ϕ) s.t. j(uˆ) = u and for every vˆ ∈ Vϕ′(uˆ)vˆ = 〈 f , j(vˆ)〉H
}
.
Proof. Let ω ∈ R. Then from the limit
(2.1) lim
tց0
ω
2
‖j(uˆ+ tvˆ)‖2H − ‖j(uˆ)‖
2
H
t
= ω 〈j(uˆ), j(vˆ)〉H,
we obtain first that
∂jϕ =
{
(u, f ) ∈ H×H
∣∣∣∣∣
∃uˆ ∈ D(ϕ) s.t. j(uˆ) = u and for every vˆ ∈ V
lim inftց0
ϕω(uˆ+tvˆ)−ϕω(uˆ)
t ≥ 〈 f + ωj(uˆ), j(vˆ)〉H
}
,
which holds for general ϕ. Now claim (a) follows from the assumption that ϕω is con-
vex. Claim (b) is a straightforward consequence of the definition of the j-subgradient
and the Gâteaux differentiability of ϕ. 
Remark 2.3. (a) There exists a well-established classical setting in which subgradients
of functionals have been defined. This is the setting V = H and j = I the identity
operator. The j-subgradient then coincides with the usual subgradient defined in the
literature; see, for example, Brezis [12], Rockafellar [34]. In this classical situation, we
call j-elliptic functionals simply elliptic functionals, we call the j-subgradient simply
subgradient, and we write ∂ϕ instead of ∂jϕ.
(b) Another setting frequently encountered in the literature is the case where V is a
Banach space and j : V → H is a bounded, injective operator with dense range (see, for
example, J.-L. Lions [27]). In other words, V is a Banach space which is continuously
and densely embedded into a Hilbert space H. For simplicity, Vmay then be identified
with a subspace of H (the range of j), so that j reduces to the identity operator which
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is usually neglected in the notation. Identify H with its dual space, so that we have a
Gelfand triple
V →֒ H = H′ →֒ V′.
Let ϕ : V → R ∪ {+∞} be a Gâteaux differentiable functional with Gâteaux deriv-
ative ϕ′ : V → V′. By Lemma 2.2 (b), the j-subgradient of ϕ is then a single-valued
operator on the Hilbert space H in the sense that for every u ∈ H there is at most
one f ∈ H such that (u, f ) ∈ ∂jϕ. It is then natural to identify ∂jϕ with an operator
H ⊇ D(∂jϕ) → H. By Lemma 2.2 (b), this operator coincides with the part of the
Gâteaux derivative ϕ′ in H.
(c) Conversely, in the setting of (b) above, we may also “extend” the functional ϕ to
the functional ϕH : H→ R ∪ {+∞} given by
ϕH(u) :=


ϕ(uˆ) if j(uˆ) = u,
+∞ else;
this extension is well defined by the injectivity of j. A straightforward calculation
shows that
∂jϕ = ∂ϕ
H.
Hence, the situation from (b) can be reduced to the situation from (a), that is, the
situation of classical subgradients. We shall see below that this remains true in more
general situations.
We call a finite sequence ((ui, fi))0≤i≤n cyclic if (u0, f0) = (un, fn). An operator
A ⊆ H×H is called cyclically monotone if for every cyclic sequence ((ui, fi))0≤i≤n in A
one has
n
∑
i=1
〈 fi, ui − ui−1〉H ≥ 0.
Clearly, every cyclically monotone operator is monotone in the sense that for every
(u1, f1), (u2, f2) ∈ A one has
〈 f2 − f1, u2− u1〉 ≥ 0;
simply choose n = 2 in the previous inequality.
Lemma 2.4. Assume that ϕ : V → R ∪ {+∞} is convex. Then the j-subgradient ∂jϕ is
cyclically monotone.
Proof. Let ((ui, fi))0≤i≤n be a cyclic sequence in ∂jϕ. Then there exists a cyclic sequence
(uˆi)0≤i≤n in V such that
j(uˆi) = ui for every 0 ≤ i ≤ n,
and, by Lemma 2.2 (a), for every vˆ ∈ V one has
ϕ(uˆ1 + vˆ)− ϕ(uˆ1) ≥ 〈 f1, j(vˆ)〉H,
...
...
ϕ(uˆn + vˆ)− ϕ(uˆn) ≥ 〈 fn, j(vˆ)〉H.
Choosing vˆ = uˆi−1 − uˆi in the i-th inequality, we obtain
ϕ(uˆ0)− ϕ(uˆ1) ≥ 〈 f1, j(uˆ0)− j(uˆ1)〉H,
...
...
ϕ(uˆn−1)− ϕ(uˆn) ≥ 〈 fn, j(uˆn−1)− j(uˆn)〉H.
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Summing the inequalities and using the cyclicity of (uˆi)0≤i≤n we obtain
0 ≥
n
∑
i=1
〈 fi, ui−1− ui〉H,
which implies the claim. 
By [12, Théorème 2.5, p.38], every cyclically monotone operator A on aHilbert space
H is already contained in a classical subgradient (that is, j = I; see Remark 2.3 (a)
above). More precisely, [12, Théorème 2.5, p.38] and Lemma 2.4 imply the following
result.
Corollary 2.5. Assume that ϕ : V → R ∪ {+∞} is convex. Then there exists a convex,
proper, lower semicontinuous functional ϕH : H→ R ∪ {+∞} such that ∂jϕ ⊆ ∂ϕH.
We shall identify the functional ϕH under somewhat stronger assumptions on ϕ in
Section 2.3 below; see Theorem 2.9.
Theorem 2.6. Assume that ϕ : V → R ∪ {+∞} is convex, proper, lower semicontinuous
and j-elliptic. Then the j-subgradient ∂jϕ is maximal monotone.
Proof. Since ϕ is convex, Lemma 2.4 implies that the j-subgradient is monotone. By
Minty’s theorem, it suffices to prove that ω′ I + ∂jϕ is surjective for some ω′ > 0. By
assumption, we can choose ω ≥ 0 such that ϕω is convex, proper, lower semicontinu-
ous and coercive. Now, fix ω′ > ω and let f ∈ H. Then for every uˆ ∈ V and u := j(uˆ)
we have by definition of the j-subgradient (or more precisely Lemma 2.2(a))
(2.2) f ∈ ω′ u+ ∂jϕ(u)
if and only if
ϕω′(uˆ+ vˆ)− ϕω′(uˆ) ≥ 〈 f , j(vˆ)〉H for all vˆ ∈ V,
or
ϕω′(uˆ+ vˆ)− 〈 f , j(uˆ) + j(vˆ)〉H ≥ ϕω′(uˆ)− 〈 f , j(uˆ)〉H for all vˆ ∈ V.
The latter property is equivalent to
uˆ = argmin {ϕω′(·)− 〈 f , j(·)〉H} .
In other words, finding a solution of the stationary problem (2.2) is equivalent to find-
ing a minimiser of the functional ϕω′(·) − 〈 f , j(·)〉H. By choice of ω, ϕω is convex,
lower semicontinuous and coercive. Moreover, since ω′ > ω, the functional
V→ R, uˆ 7→
ω′ − ω
2
‖j(uˆ)‖2H − 〈 f , j(uˆ)〉H
is convex, lower semicontinuous, and bounded from below. As a consequence, ϕω′(·)−
〈 f , j(·)〉H is convex, lower semicontinuous, and coercive. Hence, sublevels of this
functional are convex, closed, and relatively weakly compact. By the Hahn-Banach
theorem in the form of [35, Theorem 3.12, p.66], the closure in the topology on V and
the weak closure of any convex set are identical. Hence sublevels of this functional
are weakly compact. A standard compactness argument using a decreasing sequence
of sublevels now implies that the functional above attains its minimum, and the claim
follows. 
Corollary 2.7. Assume that ϕ is j-semiconvex. Then there exists a proper, lower semicon-
tinuous, elliptic functional ϕH : H → R ∪ {+∞} such that ∂jϕ ⊆ ∂ϕH. If, in addition, ϕ
is proper, lower semicontinuous and j-elliptic, then ∂jϕ = ∂ϕ
H, and ω I + ∂jϕ is maximal
monotone for some ω ≥ 0.
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Proof. By assumption, there exists ω ≥ 0 such that ϕω is convex. Thus by Lemma 2.2
(a) and by definition of the j-subgradient of ϕω,
(2.3) ω I + ∂jϕ = ∂jϕω.
Since ϕω is convex, Corollary 2.5 implies that there is a convex, proper and lower
semicontinuous functional ϕH : H → R ∪ {+∞} such that ∂jϕω ⊆ ∂ϕH and so by
identity (2.3), ∂jϕ ⊆ ∂ϕH − ω I holds. Then the functional ϕ˜H := ϕH − ω2 ‖·‖
2
H defined
on H is obviously proper, lower semicontinuous and elliptic with subgradient ∂ϕ˜H =
∂ϕH −ω I. Hence, replacing ϕH with ϕ˜H shows that the first statement of the corollary
holds. Further, the inclusion ∂jϕω ⊆ ∂ϕH means that ∂ϕH is a monotone extension in
H × H of ∂jϕω. The additional assumptions that ϕ is proper, lower semicontinuous
and j-elliptic imply that ∂jϕω is a maximal monotone set in H × H and hence ∂jϕω =
∂ϕH. Using again identity (2.3), we obtain that ω I+ ∂jϕ = ∂ϕH is maximal monotone,
completing the proof of this corollary. 
2.2. Elliptic extensions. In order to identify the functional ϕH from Corollaries 2.5
and 2.7, it is convenient to consider first the set Eˆu of all elliptic extensions uˆ ∈ D(ϕ) of
an element u ∈ H, which is defined by
Eˆu =
{
uˆ ∈ D(ϕ)
∣∣∣ j(uˆ) = u and lim inf
tց0
ϕ(uˆ+ tvˆ)− ϕ(uˆ)
t
≥ 0 for every vˆ ∈ ker j
}
.
By using the limit (2.1) and since 〈j(uˆ), j(vˆ)〉H = 0 for any vˆ ∈ ker j, we see that
Eˆu =
{
uˆ ∈ D(ϕ)
∣∣∣ j(uˆ) = u and lim inf
tց0
ϕω(uˆ+ tvˆ)− ϕω(uˆ)
t
≥ 0 for every vˆ ∈ ker j
}
for every u ∈ H and ω ∈ R. Thus, if ϕω is convex for some ω ∈ R, then
Eˆu =
{
uˆ ∈ D(ϕ)
∣∣∣ j(uˆ) = u and ϕω(uˆ+ vˆ)− ϕω(uˆ) ≥ 0 for every vˆ ∈ ker j}
for every u ∈ H and by using the fact that for every vˆ ∈ ker j,
(2.4) ϕω(uˆ+ vˆ) = ϕ(uˆ+ vˆ) +
ω
2
‖j(uˆ+ vˆ)‖2H = ϕ(uˆ+ vˆ) +
ω
2
‖j(uˆ)‖2H,
we can conclude that if ϕ is j-semiconvex then
(2.5) Eˆu =
{
uˆ ∈ D(ϕ)
∣∣∣ j(uˆ) = u and ϕ(uˆ+ vˆ)− ϕ(uˆ) ≥ 0 for every vˆ ∈ ker j}
for every u ∈ H.
On the one hand, the set Eˆu is motivated by the definition of the j-subgradient ∂jϕ.
In fact, if (u, f ) ∈ ∂jϕ, and if uˆ ∈ D(ϕ) is such that j(uˆ) = u and
lim inf
tց0
ϕ(uˆ+ tvˆ)− ϕ(uˆ)
t
≥ 〈 f , j(vˆ)〉H for every vˆ ∈ V,
as in the definition of ∂jϕ, then uˆ is necessarily an elliptic extension of u. Hence,
∂jϕ =
{
(u, f ) ∈ H×H
∣∣∣∣∣ ∃uˆ ∈ Eˆu such that for every vˆ ∈ Vlim inftց0 ϕ(uˆ+tvˆ)−ϕ(uˆ)t ≥ 〈 f , j(vˆ)〉H
}
and if ϕω is convex for some ω ∈ R, then we obtain in a similar manner to claim (a) of
Lemma 2.2 that
∂jϕ =
{
(u, f ) ∈ H×H
∣∣∣∣∣ ∃ uˆ ∈ Eˆu such that for every vˆ ∈ Vϕω(uˆ+ vˆ)− ϕω(uˆ) ≥ 〈 f + ωj(uˆ), j(vˆ)〉H
}
.
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In other words, for the identification of the j-subgradient ∂jϕ(u) at a point u ∈ H we
only need to consider elliptic extensions uˆ ∈ Eˆu of u (instead of general uˆ ∈ D(ϕ)).
Often, these elliptic extensions are obtained as solutions of an elliptic problem with
input data u, explaining why we call them elliptic extensions; compare also with Caf-
farelli and Silvestre [13], where this notion was used in a similar situation.
Lemma 2.8. Let V,H, j and ϕ be as above. Then:
(a) If, for some ω ∈ R, the functional ϕω is convex (resp. coercive, resp. lower semicon-
tinuous), then for every uˆ ∈ V the restriction ϕ|uˆ+ker j is convex (resp. coercive, resp.
lower semicontinuous).
(b) If ϕ is j-semiconvex and u = j(uˆ) for some u ∈ H and uˆ ∈ V, then
Eˆu =
{
vˆ ∈ uˆ+ ker j | vˆ minimises ϕ|uˆ+ker j
}
.
(c) If ϕ is j-semiconvex, then for every u ∈ D(∂jϕ) and every uˆ ∈ Eˆu one has
ϕ(uˆ) = inf
j(vˆ)=u
ϕ(vˆ)
In particular, ϕ is constant on Eˆu for every u ∈ H.
Proof. Claim (a) follows from the trivial observation (2.4), (b) directly from (2.5), and
(c) follows from (b). 
2.3. Identification of ϕH. We shall now identify the functional ϕH from Corollaries
2.5 and 2.7 (only up to a constant, of course). Throughout this section, ϕ is assumed
to be proper and j-semiconvex. For the identification in Theorem 2.9 we will asume in
addition that ϕ is in fact convex, lower semicontinuous and j-elliptic.
Consider first the two functionals ϕ0, ϕ1 : H → R ∪ {+∞} given by
ϕ0(u) := inf
j(uˆ)=u
ϕ(uˆ), and
ϕ1(u) := sup
U⊆H open
u∈U
inf
j(vˆ)∈U
ϕ(vˆ) (u ∈ H).
By definition of ϕ0 and by definition of the j-subgradient,
(2.6) D(ϕ0) = j(D(ϕ)) ⊇ D(∂jϕ),
and in particular ϕ0(u) is finite for every u ∈ D(∂jϕ). Now choose (u0, f0) ∈ ∂jϕ, and
consider in addition the functionals ϕ2, ϕ3 : H → R ∪ {+∞} given by
ϕ2(u) := sup
{
n
∑
i=0
〈 fi, ui+1− ui〉H + ϕ0(u0)
∣∣∣∣∣ n ∈ N, (ui, fi) ∈ ∂jϕfor i = 1, . . . , n, un+1 = u
}
ϕ3(u) := sup
{
〈 f , u− v〉H + ϕ0(v)
∣∣∣(v, f ) ∈ ∂jϕ}.
Note that formally the definition of the functional ϕ2 depends on the choice of the pair
(u0, f0). However, under somewhat stronger but natural assumptions on ϕ it is in fact
independent of this choice.
Theorem 2.9 (Identification of ϕH for convex ϕ). Assume that ϕ is convex, proper, lower
semicontinuous and j-elliptic, and let ϕH be the functional from Corollary 2.5. Then we have
ϕH = ϕ0 = ϕ1 = ϕ2 = ϕ3,
where the first equality holds modulo an additive constant, and
D(ϕH) = j(D(ϕ)).
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Proof. 1st step. We claim that the functionals ϕ1, ϕ2, and ϕ3 are convex and lower
semicontinuous. The functionals ϕ2 and ϕ3 are convex and lower semicontinuous
because they are pointwise suprema of families of continuous, convex functionals. In
order to see that ϕ1 is lower semicontinuous, we show that the superlevel sets {ϕ1 >
c} are open for every c ∈ R. If c ∈ R and if u ∈ {ϕ1 > c}, then, by definition of the
supremum, there exists an open neighbourhoodU of u such that
inf
j(vˆ)∈U
ϕ(vˆ) > c.
However, by definition of ϕ1, this means U ⊆ {ϕ1 > c}. Hence, the superlevel set
{ϕ1 > c} is open for every c ∈ R, and ϕ1 is lower semicontinuous. Convexity of ϕ1
is shown by restricting the supremum in the definition of ϕ1 to the supremum over
convex, open neighbourhoods U of the origin 0, by replacing the infimum over all
vˆ ∈ V satisfying j(vˆ) ∈ U with the infimum over all vˆ ∈ V satisfying j(vˆ) ∈ u+ U,
and by using a similar argument as for ϕ2 and ϕ3.
2nd step. We prove that
ϕ0 = ϕ1.
The inequality ϕ0 ≥ ϕ1 follows immediately from the definition of both functionals.
In order to prove the converse inequality, fix u such that ϕ1(u) < ∞ (if ϕ1(u) = ∞,
then the inequality ϕ0(u) ≤ ϕ1(u) is trivial). By definition of ϕ1 and by choosing a
filter of open neighbourhoods of u, we find a sequence (uˆn) in D(ϕ) such that
u = lim
n→∞
j(uˆn) and
ϕ1(u) = lim
n→∞
ϕ(uˆn).
(2.7)
By assumption, there exists ω ≥ 0 such that ϕω is lower semicontinuous and coercive.
The preceding two equalities imply that (ϕω(uˆn)) is a convergent and thus bounded
sequence in R. By coercivity, there exists a weakly convergent subnet (uˆα) of (uˆn).
Let uˆ be its weak limit point. Since j is weak-to-weak continuous, we have j(uˆ) = u.
By definition of ϕ0, since ϕ is lower semicontinuous, also with respect to the weak
topology, and by the second limit in (2.7), we obtain
ϕ0(u) ≤ ϕ(uˆ) ≤ lim inf
α
ϕ(uˆα) = ϕ1(u) < ∞.
3rd step. We show that
ϕ0(u) = ϕ3(u) for every u ∈ D(∂jϕ),(2.8)
ϕ0(u) ≥ 〈 f , u− v〉+ ϕ0(v) for every u ∈ H, (v, f ) ∈ ∂jϕ, and(2.9)
ϕ3(u) ≥ 〈 f , u− v〉+ ϕ3(v) for every u ∈ H, (v, f ) ∈ ∂jϕ.(2.10)
Fix u ∈ D(∂jϕ). The inequality ϕ3(u) ≥ ϕ0(u) follows by taking v = u in the supre-
mum in the definition of ϕ3. Now, let u ∈ D(ϕ0) and (v, f ) ∈ ∂jϕ. By the definition
of the j-subgradient and by Lemma 2.8 (c), for every vˆ ∈ Eˆv and every uˆ ∈ V with
j(uˆ) = u,
ϕ(uˆ) ≥ 〈 f , u− v〉+ ϕ(vˆ) = 〈 f , u− v〉+ ϕ0(v).
Taking the infimum on the left-hand side of this inequality over all uˆ ∈ V with j(uˆ) =
u, we obtain (2.9). Taking then the supremum on the right-hand side of the inequality
(2.9) over all (v, f ) ∈ ∂jϕ, we obtain
(2.11) ϕ0(u) ≥ ϕ3(u).
Since D(∂jϕ) ⊆ D(ϕ0) (see (2.6)), we obtain that equality (2.8) holds for u ∈ D(∂jϕ).
The inequality (2.10) follows from the definition of ϕ3 and inequality (2.11).
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4th step. We have
∂jϕ ⊆ ∂ϕ
H,
∂jϕ ⊆ ∂ϕ0,
∂jϕ ⊆ ∂ϕ2, and
∂jϕ ⊆ ∂ϕ3.
The first inclusion follows from Corollary 2.5, and the third inclusion from the proof
of [12, Théorème 2.5, p.38] and Lemma 2.4. The second and the fourth inclusion follow
from (2.9) and (2.10), respectively. By Theorem 2.6, the j-subgradient on the left-hand
side of these four inclusions is maximal monotone, that is, it has no proper monotone
extension. On the other hand, the subgradients on the right-hand sides are monotone
by Step 1, Step 2 and Lemma 2.4. We thus conclude that
∂jϕ = ∂ϕ
H = ∂ϕ2 = ∂ϕ3 = ∂ϕ0(= ∂ϕ1).
Since the functions ϕH, ϕ0 = ϕ1, ϕ2 and ϕ3 are convex, proper and lower semicontin-
uous, we can deduce by applying [33, Theorem 3] that
ϕH = ϕ0 = ϕ1 = ϕ2 = ϕ3
modulo an additive constant. By Steps 2 and 3, and since ϕ2(u0) = ϕ3(u0), the equal-
ities ϕ0 = · · · = ϕ3 hold without adding a constant. The equality D(ϕH) = j(D(ϕ))
follows from (2.6), and we have proved the claim. 
By using again the equality (2.3) as in the proof of Corollary 2.7, we obtain immedi-
ately the following corollary to Theorem 2.9.
Corollary 2.10 (Identification of ϕH for j-elliptic ϕ). Assume that ϕ is proper, lower semi-
continuous and j-elliptic, and let ϕH be the functional from Corollary 2.7. Then one has
ϕH = ϕ0 = ϕ1,
where the first equality holds modulo an additive constant, and
D(ϕH) = j(D(ϕ)).
2.4. The case when j is a weakly closed operator. We shall now briefly discuss a case
which is formally more general than the setting considered up to now. As before,
we let V be a real locally convex topological vector space and H a real Hilbert space.
However,
j : V ⊇ D(j) → H
is now merely a weakly closed, linear operator, that is, its graph
G(j) :=
{
(uˆ, j(uˆ))
∣∣∣ uˆ ∈ D(j)}
is weakly closed in V×H, which is equipped with the natural, locally convex product
topology. The definition of the j-subgradient of a functional ϕ : V → R ∪ {+∞} then
admits the following straightforward generalisation:
∂jϕ :=
{
(u, f ) ∈ H×H
∣∣∣∣∣
∃uˆ ∈ D(ϕ) ∩ D(j) s.t. j(uˆ) = u and for every vˆ ∈ D(j)
lim inftց0
ϕ(uˆ+tvˆ)−ϕ(uˆ)
t ≥ 〈 f , j(vˆ)〉H
}
.
This formally more general setting can however be reduced to the setting considered
up to now; indeed, it suffices to consider the space
V¯ := G(j),
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equipped with the natural, locally convex topology induced from V×H, the operator
j¯ : V¯ → H,
(uˆ, j(uˆ)) 7→ j(uˆ),
and the functional
ϕ¯ : V¯ → R∪ {+∞},
(uˆ, j(uˆ)) 7→ ϕ(uˆ).
Then V¯ is a locally convex topological vector space, and j¯ is weak-to-weak continuous.
Moreover, one easily verifies that
∂ j¯ ϕ¯ = ∂jϕ,
where the subgradient on the left-hand side of this equality is the j¯-subgradient ini-
tially defined and studied throughout this section while the subgradient on the right-
hand side of this equality is the j-subgradient defined as above, when j is only a
weakly closed, linear operator. Note that it may happen that ϕ is proper while ϕ¯ is
not; it is therefore convenient to replace the definition and to say that ϕ is proper if
the effective domain D(ϕ) ∩ D(j) is non-empty. On the other hand, we can make the
following simple but useful observations.
Lemma 2.11. Assume that V, H, j, ϕ, V¯, j¯ and ϕ¯ are as above. If ϕ is convex (resp. coercive,
resp. lower semicontinuous), then the same is true of ϕ¯.
So up to changing the definition of properness and of effective domain, all results
on j-subgradients from this section remain true, and the same is true for the results
below.
3. SEMIGROUPS AND INVARIANCE OF CONVEX SETS
The main results from Section 2 and the classical theory of evolution equations gov-
erned by subgradients imply the following well-posedness or generation theorem,
which is the starting point of this section.
Theorem 3.1. Let V be a real locally convex topological vector space, H a real Hilbert space
and j : V→ H a linear, weak-to-weak continuous operator. Let ϕ : V→ R∪{+∞} be proper,
lower semicontinuous and j-elliptic. Then for every initial value u0 ∈ D(ϕH) = j(D(ϕ)) the
gradient system
(3.1)
{
u˙+ ∂jϕ(u) ∋ 0 on (0,∞)
u(0) = u0
admits a unique solution
u ∈ C(R+; H) ∩W
1,∞
loc ((0,∞); H)
satisfying the differential inclusion (3.1) for almost every t ∈ (0,∞). In particular, this also
means u(t) ∈ D(∂jϕ) for almost every t ∈ (0,∞).
Denoting by u the unique solution corresponding to the initial value u0, setting S(·)u0 := u
defines a strongly continuous semigroup S = (S(t))t≥0 of nonlinear Lipschitz continuous
mappings on D(ϕH).
We call the semigroup S the semigroup generated by (ϕ, j) and we write S ∼ (ϕ, j).
In what follows, it will be convenient to assume that S is always defined on the entire
Hilbert space H. This can be achieved by replacing S(t) by S(t)P, if necessary, where
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P denotes the orthogonal projection onto the closed, convex subset D(ϕH) of H. Note
that in this way, the semigroup S is in general only strongly continuous for t > 0.
Proof. By Corollary 2.7, the j-subgradient of ϕ is equal to the classical subgradient of
a proper, lower semicontinuous, elliptic functional on H. Moreover, up to adding a
multiple of the identity the subgradient is maximal monotone. Well-posedness of the
gradient system and generation of a semigroup on the closure D(∂ϕH) of D(∂ϕH) in
H follow from [12, Théorème 3.1] while the regularity of solutions is stated in [12,
Théorème 3.2]. The characterisation of D(∂ϕH) used in the statement follows from
[12, Proposition 2.11] and Theorem 2.9. 
In the context of gradient systems governed by j-subgradients, one might be inter-
ested in the lifting of solutions with values in the reference Hilbert space H to solu-
tions with values in the energy space V. By a solution in the energy space we mean
a function uˆ : R+ → V such that u := j(uˆ) coincides almost everywhere with a so-
lution of the gradient system (3.1). It is always possible to find such a lifting, since,
by Theorem 3.1, problem (3.1) admits a solution u taking values in D(∂jϕ) almost ev-
erywhere. Now it suffices, for almost every t ∈ R+, to choose an elliptic extension
uˆ(t) ∈ Eu(t) 6= ∅. The measurability or – in Banach spaces – the integrability ques-
tions which arise in this context, will not be discussed here. We only mention that if
there exists ω ∈ R such that ϕω is strictly convex, or if ϕ is strictly convex in each
affine subspace vˆ+ ker j, then the sets Eu(t) are singletons, and thus the solution uˆ in
the energy space is uniquely determined.
We point out that among evolution equations governed by maximal monotone op-
erators, gradient systems play a prominent role which is comparable to the role of
evolution equations governed by self-adjoint linear operators among the class of all
linear evolution equations. Gradient systems exhibit a regularising effect in the sense
that the solution to an arbitrary initial value immediately moves into the domain of
the subgradient (see Theorem 3.1 above). Moreover, the non-autonomous gradient
system {
u˙+ ∂jϕ(u) ∋ f on (0,∞)
u(0) = u0
has L2-maximal regularity in the sense that for every initial value u0 ∈ D(ϕH) =
j(D(ϕ)) and every right-hand side f ∈ L2loc(R+; H) there exists a unique solution u ∈
W1,2loc (R+; H) satisfying the differential inclusion almost everywhere [12, Théorème
3.6]. These well-known facts are fundamental for the corresponding solution theory,
but are not the central focus of the present article.
The purpose of the rest of this section is to collect some qualitative results for the
semigroup S generated by (ϕ, j) under the additional assumption that the energy func-
tional ϕ is convex. In this case, S is a semigroup of contractions [12, Théorème 3.1].
We first characterise invariance of closed, convex sets under the semigroup generated
by (ϕ, j) in terms of the functional ϕ. We then apply this abstract result in order to
characterise positive semigroups, a comparison principle for two semigroups, order
preserving semigroups, domination of semigroups, L∞-contractivity of semigroups
and extrapolation, in the case when the underlying Hilbert space H is of the form
L2(Σ) for a suitable measure space Σ. Similar results are known in the literature for
semigroups generated by classical subgradients; see Barthélemy [8] (except for the ex-
trapolation result), and indeed, the following results will be obtained as a consequence
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of the results in the literature together with our identification theorem (Theorem 2.9).
This is, for example, the case for the next theorem, which extends [8, Théorème 1.1].
We say that a not necessarily densely defined, nonlinear operator S on the Hilbert
space H leaves a subset C ⊆ H invariant if SC ⊆ C. Accordingly, we say that a semi-
group S leaves C invariant if S(t) leaves C invariant for every t ≥ 0.
Theorem 3.2. Assume that ϕ is convex, proper, lower semicontinuous and j-elliptic, and let
S be the semigroup on H generated by (ϕ, j). Let C ⊆ H be a closed, convex set, and denote
by PC the orthogonal projection of H onto C. Then the following assertions are equivalent:
(1) The semigroup S leaves C invariant.
(2) For every λ > 0 the resolvent Jλ of ∂jϕ leaves C invariant.
(3) For every u ∈ H one has
ϕH(PCu) ≤ ϕ
H(u).
(4) For every uˆ ∈ D(ϕ) there is a vˆ ∈ D(ϕ) such that PC j(uˆ) = j(vˆ) and
ϕ(vˆ) ≤ ϕ(uˆ).
Proof. The equivalence between the assertions (1), (2) and (3) follows from [12, Propo-
sition 4.5] and [8, Théorème 1.1]; we wish to prove that (3) and (4) are equivalent.
Without loss of generality, we may assume that the equalities in Theorem 2.9 hold
without adding a constant to ϕH, that is, in particular, ϕH = ϕ0.
Suppose (4) holds and take u ∈ H such that ϕH(u) is finite (otherwise (3) is obvi-
ously true). By the characterisation of ϕH (Theorem 2.9), and the fact that the infimum
in the definition of ϕ0 is a minimum, there is a uˆ ∈ D(ϕ) such that j(uˆ) = u and
ϕH(u) = ϕ0(u) = ϕ(uˆ). In addition, we can deduce from the hypothesis that there is
a vˆ ∈ D(ϕ) satisfying j(vˆ) = PCu and
ϕ(vˆ) ≤ ϕ(uˆ).
Applying again Theorem 2.9 yields
ϕH(PCu) = ϕ0(PCu) ≤ ϕ(vˆ) ≤ ϕ(uˆ) = ϕ
H(u),
and so we have proved (3).
Conversely, suppose that (3) is true. Let uˆ ∈ D(ϕ) such that j(uˆ) = u. Then the
hypothesis, Theorem 2.9, and the fact that the infimum in the definition of ϕ0 is a
minimum imply that there is a vˆ ∈ D(ϕ) such that j(vˆ) = PCu and
ϕ(vˆ) = ϕH(PCu) ≤ ϕ
H(u) ≤ ϕ(uˆ).
This proves that (4) is true and thus completes the proof. 
The next theorem is equivalent to Theorem 3.2 and extends [8, Théorème 1.9].
Theorem 3.3. Assume that ϕ is convex, proper, lower semicontinuous and j-elliptic, and let
C1, C2 ⊆ H be two closed, convex sets such that
(3.2) PC2C1 ⊆ C1,
where, as before, PC2 denotes the orthogonal projection of H onto C2. Suppose that the semi-
group S generated by (ϕ, j) leaves C1 invariant. Then the following assertions are equivalent:
(1) S(t)(C1 ∩ C2) ⊆ C2 for every t ≥ 0.
(2) For every u ∈ C1, one has
ϕH(PC2u) ≤ ϕ
H(u).
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(3) For every uˆ ∈ D(ϕ) with j(uˆ) ∈ C1 there is a vˆ ∈ D(ϕ) such that PC2 j(uˆ) = j(vˆ)
and
ϕ(vˆ) ≤ ϕ(uˆ).
Indeed, if we take C1 = H then we see that Theorem 3.2 is a special case of Theo-
rem 3.3. However, with a little bit more effort we also see that Theorem 3.2 implies
Theorem 3.3.
Proof. The equivalence between assertions (1) and (2) follows from [8, Théorème 1.9]
and the equivalence between (2) and (3) is shown by using the same arguments as
given in the proof of Theorem 3.2. 
3.1. Positive semigroups. Throughout the rest of this section, (Σ,B, µ) is a measure
space and the underlying Hilbert space is H = L2(Σ). This Hilbert space is equipped
with the natural ordering, the positive cone L2(Σ)+ being the set of all elements which
are positive almost everywhere, which turns it into a Hilbert lattice. The lattice oper-
ations are denoted as usual, that is, we write u ∨ v and u ∧ v for the supremum and
the infimum, respectively, u+ = u ∨ 0 is the positive part, u− = (−u) ∨ 0 the negative
part, and |u| = u+ + u− the absolute value of an element u ∈ L2(Σ).
We say that a semigroup S on L2(Σ) is positive if S(t)u ≥ 0 for every u ≥ 0 and every
t ≥ 0. In other words, the semigroup S is positive if and only if S leaves the closed
positive cone C := L2(Σ)+ invariant. Since the positive cone is also convex, and since
the projection onto this cone is given by
PL2(Σ)+u = u
+,
we immediately obtain from Theorem 3.2 the following characterisation of positivity.
Theorem 3.4 (Positive semigroups). Assume that ϕ is convex, proper, lower semicontin-
uous and j-elliptic, that j(D(ϕ)) is dense in H = L2(Σ), let S be the semigroup on L2(Σ)
generated by (ϕ, j). Then the following assertions are equivalent:
(1) The semigroup S is positive.
(2) For every u ∈ L2(Σ) one has
ϕH(u+) ≤ ϕH(u).
(3) For every uˆ ∈ D(ϕ) there is a vˆ ∈ D(ϕ) such that j(uˆ)+ = j(vˆ) and
ϕ(vˆ) ≤ ϕ(uˆ).
3.2. Comparison and domination of semigroups.
Theorem 3.5 (Comparison of semigroups). Let V1 and V2 be two real locally convex topo-
logical vector spaces, H = L2(Σ) and let j1 : V1 → L2(Σ) and j2 : V2 → L2(Σ) be two
linear operators which are weak-to-weak continuous. Further, let ϕ1 : V1 → R ∪ {+∞} and
ϕ2 : V2 → R ∪ {+∞} be two convex, proper functionals, which are, respectively, j1- and
j2-elliptic, assume that j1(D(ϕ1)) and j2(D(ϕ2)) are dense in L
2(Σ), and let S1 and S2 be
the semigroups on L2(Σ) generated by (ϕ1, j1) and (ϕ2, j2), respectively. In addition, suppose
that C ⊆ L2(Σ) is a closed, convex set satisfying
(3.3) u ∧ v ∈ C and u ∨ v ∈ C for every u, v ∈ C
and that the semigroups S1 and S2 leave C invariant. Then the following assertions are equiv-
alent:
(1) For every u, v ∈ C with u ≤ v one has S1(t)u ≤ S2(t)v for every t ≥ 0.
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(2) For every u1, u2 ∈ C one has
ϕH1 (u1 ∧ u2) + ϕ
H
2 (u1 ∨ u2) ≤ ϕ
H
1 (u1) + ϕ
H
2 (u2).
(3) For every uˆ1 ∈ D(ϕ1), uˆ2 ∈ D(ϕ2) with u1 := j1(uˆ1) ∈ C and u2 := j2(uˆ2) ∈ C,
there are vˆ1 ∈ D(ϕ1), vˆ2 ∈ D(ϕ2) such that u1 ∧ u2 = j1(vˆ1), u1 ∨ u2 = j2(vˆ2) and
ϕ1(vˆ1) + ϕ2(vˆ2) ≤ ϕ1(uˆ1) + ϕ2(uˆ2).
Proof. Although the equivalence between (1) and (2) follows from [8, Théorème 2.1],
we believe it is instructive to show how this can be derived from Theorem 3.2 if one
considers the product Hilbert space H := L2(Σ) × L2(Σ) equipped with the natural
inner product, and the product space V := V1×V2 equipped with the natural, locally
convex product topology. Let j : V → H be the bounded linear operator and Φ : V →
R ∪ {+∞} the functional given respectively by
j(uˆ1, uˆ2) := (j1(uˆ1), j2(uˆ2)) and
Φ(uˆ1, uˆ2) := ϕ1(uˆ1) + ϕ2(uˆ2) for every (uˆ1, uˆ2) ∈ V .
Then Φ is convex, proper, lower semicontinuous, j-elliptic, and the semigroup S gen-
erated by (Φ, j) is just the diagonal semigroup given by
(3.4) S(t)(u1, u2) = (S1(t)u1, S2(t)u2)
for every t ≥ 0 and every (u1, u2) ∈ D(S1) × D(S2). With these definitions, asser-
tion (1) is equivalent to the property that the product semigroup S leaves the closed,
convex set
C := {(u, v) ∈ C× C : u ≤ v}
invariant. Note that the orthogonal projection of H onto C is not given by (u1, u1) 7→
(u1 ∧ u2, u1 ∨ u2), as one might be led from assertion (2) to assume. However, if we
take C1 = H and C2 = C, then by Theorem 3.3 and by following the same convexity
argument as given in [8, p.247-250], one sees that the property that S leaves C invariant
and assertion (2) are equivalent.
For us, it suffices to show that the assertions (2) and (3) are equivalent. So assume
that (2) is true, and let uˆi ∈ D(ϕi) be such that ui := j(uˆi) ∈ C for i = 1, 2. By
Theorem 2.9, ui ∈ D(ϕHi ). By hypothesis, u1 ∧ u2 ∈ D(ϕ
H
1 ), u1 ∨ u2 ∈ D(ϕ
H
2 ). Since
the infimum in the definition of ϕ0 is a minimum, it follows that there are vˆi ∈ D(ϕi)
for i = 1, 2 such that j(vˆ1) = u1 ∧ u2 and j(vˆ2) = u1 ∨ u2 satisfying
ϕ1(vˆ1) = ϕ
H
1 (u1 ∧ u2) and ϕ2(vˆ2) = ϕ
H
2 (u1 ∨ u2).
Combining this together with the inequality from the hypothesis and again the char-
acterisation of ϕH (Theorem 2.9) yields
ϕ1(vˆ1) + ϕ2(vˆ2) = ϕ
H
1 (u1 ∧ u2) + ϕ
H
2 (u1 ∨ u2) ≤ ϕ
H
1 (u1) + ϕ
H
2 (u2) ≤ ϕ1(uˆ1) + ϕ2(uˆ2).
Hence we have proved that (3) holds.
Conversely, assume that (3) is true, and let u1 ∈ D(ϕH1 ) ∩ C and u2 ∈ D(ϕ
H
2 ) ∩ C.
Then Theorem 2.9 and the fact that the infimum in the definition of ϕ0 is a minimum
imply that there are uˆi ∈ D(ϕi) such that j(uˆi) = ui and ϕi(uˆi) = ϕH(ui) for i = 1, 2.
Let vˆ1 ∈ D(ϕ1) and vˆ2 ∈ D(ϕ2) be as in the hypothesis. Recalling the identity ϕH = ϕ0
from Theorem 2.9, we obtain
ϕH1 (u1 ∧ u2) + ϕ
H
2 (u1 ∨ u2) ≤ ϕ1(vˆ1) + ϕ2(vˆ2)
≤ ϕ1(uˆ1) + ϕ2(uˆ2) = ϕ
H
1 (u1) + ϕ
H
2 (u2).

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We formulate two consequences of Theorem 3.5. We call a semigroup S = (S(t))t≥0
on L2(Σ) order preserving on C ⊆ L2(Σ) if for every u, v ∈ C with u ≤ v one has
S(t)u ≤ S(t)v for every t ≥ 0. By taking the semigroup S := S1 = S2 (and ϕ := ϕ1 =
ϕ2) in the previous theorem, we obtain the characterisation in terms of the functional
ϕ of the property that the semigroup S is order preserving on C. This extends [8,
Corollaire 2.2].
Corollary 3.6 (Order-preserving semigroups). Assume that ϕ is convex, proper, lower
semicontinuous and j-elliptic, and that j(D(ϕ)) is dense in L2(Σ). Suppose that C ⊆ L2(Σ)
is a closed convex set satisfying (3.3) and that the semigroup S on L2(Σ) generated by (ϕ, j)
leaves C invariant. Then the following assertions are equivalent:
(1) The semigroup S is order preserving on C.
(2) For every u1, u2 ∈ C one has
ϕH(u1 ∧ u2) + ϕ
H(u1 ∨ u2) ≤ ϕ
H(u1) + ϕ
H(u2).
(3) For every uˆ1, uˆ2 ∈ D(ϕ) with u1 := j(uˆ1) ∈ C and u2 := j(uˆ2) ∈ C, there are vˆ1,
vˆ2 ∈ D(ϕ) such that u1 ∧ u2 = j(vˆ1), u1 ∨ u2 = j(vˆ2) and
ϕ(vˆ1) + ϕ(vˆ2) ≤ ϕ(uˆ1) + ϕ(uˆ2).
Let S1 and S2 be two semigroups on L2(Σ). We say that the semigroup S1 is domi-
nated by S2, and we write S1 4 S2, if S2 is positive and
|S1(t)u| ≤ S2(t)|u|
for every u ∈ L2(Σ) and every t ≥ 0. Our next result extends [8, Théorème 3.3].
Corollary 3.7 (Domination of semigroups). Take the assumptions of Theorem 3.5, and
suppose that S2 is positive and order preserving on L
2(Σ)+. Then the following assertions are
equivalent:
(1) S1 is dominated by S2.
(2) For every u1 ∈ L
2(Σ), u2 ∈ L2(Σ)+ one has
ϕH1 ((|u1| ∧ u2) sign(u1)) + ϕ
H
2 (|u1| ∨ u2) ≤ ϕ
H
1 (u1) + ϕ
H
2 (u2).
(3) For every uˆ1 ∈ D(ϕ1) with u1 := j1(uˆ1), uˆ2 ∈ D(ϕ2) with u2 := j2(uˆ2) ∈ L2(Σ)+
there are vˆ1 ∈ D(ϕ1), vˆ2 ∈ D(ϕ2) such that
(|u1| ∧ u2) sign(u1) = j1(vˆ1), |u1| ∨ u2 = j2(vˆ2)
and
ϕ1(vˆ1) + ϕ2(vˆ2) ≤ ϕ1(uˆ1) + ϕ2(uˆ2).
Proof of Corollary 3.7. The equivalence of the assertions (1) and (2) follows from [8, Thé-
orème 3.3] and the equivalence between (2) and (3) is proved by using the same argu-
ments as given above in the proof of Theorem 3.5. 
3.3. L∞-contractivity and extrapolation of semigroups. Let ψ : H → R ∪ {+∞} be a
convex, proper and lower semicontinuous functional on aHilbert space H. We say that
a maximal monotone operator A ⊆ H×H is ψ-accretive if for all (u1, v1), (u2, v2) ∈ A
and all λ > 0 one has
ψ(u1 − u2 + λ(v1 − v2)) ≥ ψ(u1 − u2).
Similarly, we say that a semigroup S on the Hilbert space H is ψ-contractive, if for all
u1, u2 ∈ D(S) ⊆ H and all t ≥ 0 one has
ψ(S(t)u1 − S(t)u2) ≤ ψ(u1 − u2).
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In what follows, a family of typical examples of functionals on the Hilbert space H =
L2(Σ)will be the Lp-norms (with effective domain L2∩ Lp(Σ)), andwe then also speak
of Lp-accretivity of the operator A, or of Lp-contractivity of the semigroup S.
The following result will be useful in the sequel.
Lemma 3.8. ([12, Proposition 4.7]) Let A ⊆ H×H be a maximal monotone operator on
a Hilbert space H, and let S be the semigroup generated by −A. Further, let ψ : H →
R ∪ {+∞} be a convex, proper and lower semicontinuous functional. Then A is ψ-accretive
if and only if S is ψ-contractive.
We first characterise L∞-contractivity of semigroups. The equivalence of assertions
(1) and (2) in the following theorem follows from Cipriani and Grillo [16, Section 3]
and relies again on Theorem 3.2 and the same product semigroup construction as de-
scribed in the proof of Theorem 3.5 (see also Bénilan and Picard [10] and Bénilan and
Crandall [9]), while the proof of the equivalence of assertions (2) and (3) is similar to
the proof of the corresponding equivalence in Theorem 3.2; we omit the details.
Theorem 3.9 (L∞-contractivity of semigroups). Assume that ϕ is convex, proper, lower
semicontinuous and j-elliptic, that j(D(ϕ)) is dense in L2(Σ), and let S be the semigroup on
L2(Σ) generated by (ϕ, j). Then the following assertions are equivalent:
(1) The semigroup S is L∞-contractive on L2(Σ).
(2) For every u1, u2 ∈ H and for every α > 0, one has
ϕH
(
(u1 ∨
u1+u2−α
2 ) ∧ (
u1+u2+α
2 )
)
+ ϕH
(
(u2 ∧
u1+u2+α
2 ) ∨ (
u1+u2−α
2 )
)
≤ ϕH(u1) + ϕ
H(u2).
(3) For every uˆ1, uˆ2 ∈ D(ϕ) with u1 = j(uˆ1) and u2 = j(uˆ2), and for every α > 0, there
are vˆ1, vˆ2 ∈ D(ϕ) such that(
u1 ∨
u1+u2−α
2
)
∧
(
u1+u2+α
2
)
= j(vˆ1),(
u2 ∧
u1+u2+α
2
)
∨
(
u1+u2−α
2
)
= j(vˆ2),
and
ϕ (vˆ1) + ϕ (vˆ2) ≤ ϕ(uˆ1) + ϕ(uˆ2).
If in Theorem 3.9 the semigroup S is in addition order preserving, then we obtain a
large number of additional equivalent statements. To that end, we first briefly recall
the notion ofOrlicz spaces. Regarding [32, Chapter 3], a continuous function ψ : R+ →
R+ is an N-function if it is convex, ψ(s) = 0 if and only if s = 0, lims→0+ ψ(s)/s = 0,
and lims→∞ ψ(s)/s = ∞. Given an N-function ψ, the Orlicz space Lψ(Σ) is the space
Lψ(Σ) := {u : Σ → R measurable :
∫
Σ
ψ(
|u|
α
) dµ < ∞ for some α > 0}
equipped with the Orlicz-Minkowski norm
‖u‖Lψ := inf{α > 0 :
∫
Σ
ψ(
|u|
α
) dµ ≤ 1}.
In addition, for the following theorem, we make use of the set J0 of all convex,
lower semicontinuous functionals ψ : R → [0,+∞] satisfying ψ(0) = 0.
Theorem 3.10. Suppose in addition to the assumptions of Theorem 3.9 that j(D(ϕ)) lies
dense in H and the semigroup S is order preserving. Then the assertions (1), (2) and (3) from
Theorem 3.9 are equivalent to each of the following assertions:
(4) ∂jϕ is L
∞-accretive on L2(Σ).
18 RALPH CHILL, DANIEL HAUER, AND JAMES KENNEDY
(5) ∂jϕ is L
1-accretive on L2(Σ).
(6) ∂jϕ is L
q-accretive on L2(Σ) for all q ∈ (1,∞).
(7) ∂jϕ is L
ψ-accretive on L2(Σ) for all N-functions ψ.
(8) ∂jϕ is completely accretive (in the sense of [9]), that is,
(3.5)
∫
Σ
ψ(u1 − u2)dµ ≤
∫
Σ
ψ(u1 − u2 + λ(v1 − v2))dµ
for all ψ ∈ J0 and all (u1, v1), (u2, v2) ∈ ∂jϕ.
(9) The semigroup S is L1-contractive on L2(Σ).
(10) The semigroup S is Lq-contractive on L2(Σ) for all q ∈ (1,∞).
(11) The semigroup S is Lψ-contractive on L2(Σ) for all N-functions ψ.
(12) The semigroup S is completely contractive, that is,
(3.6)
∫
Σ
ψ(S(t)u1 − S(t)u2)dµ ≤
∫
Σ
ψ(u1 − u2)dµ
for all ψ ∈ J0, t ≥ 0 and all u1, u2 ∈ L2(Σ).
Moreover, if one of the equivalent conditions (1)-(12) holds, and if there exists u0 ∈ L1 ∩
L∞(Σ) such that the orbit S(·)u0 is locally bounded on R+ with values in L1 ∩ L∞(Σ), then,
for every N-function ψ, the semigroup S can be extrapolated to a strongly continuous, order-
preserving semigroup Sψ of contractions on L
ψ(Σ).
Following the convention of [16], we call a convex, proper and lower semicontin-
uous functional on L2(Σ) which satisfies property (2) of Corollary 3.6 a (nonlinear)
semi-Dirichlet form, and we call it a (nonlinear) Dirichlet form if it satisfies in addition
property (2) of Theorem 3.9 above. Accordingly, we call a pair (ϕ, j) consisting of a
weak-to-weak continuous operator j : V → L2(Σ) and a convex, proper and j-elliptic
functional ϕ : V → R ∪ {+∞} a Dirichlet form if it satisfies the assertions (3) of Corol-
lary 3.6 and (3) of Theorem 3.9. By Corollary 3.6 and Theorem 3.9, Dirichlet forms
are exactly those energy functionals on L2(Σ) / pairs (ϕ, j) which generate order pre-
serving, L∞-contractive semigroups. This characterisation goes back to Bénilan and
Picard [10], who also used the term Dirichlet form in the nonlinear context. Bénilan
and Picard also proved in [10] that semigroups generated by Dirichlet forms extrap-
olate to contraction semigroups on all Lq(Σ)-spaces (q ∈ [1,∞]) and, more generally,
on Orlicz spaces; see also [16, Theorem 3.6] for the Lq case. This result is somewhat
parallel to the theory of sesquilinear Dirichlet forms; see, for example, [31, Corollary
2.16]. Theorem 3.10 includes these results from [10, 16, 31].
For the proof of Theorem 3.10, we need first the so-called duality principle for sub-
gradients established by Bénilan and Picard [10].
Lemma 3.11 (Duality Principle, [10, Corollaire 2.1 and subsequent Example]). Let ϕH :
L2(Σ) → R∪ {+∞} be convex, proper and lower semicontinuous. Further, let ψ : L2(Σ) →
[0,∞] be sublinear, proper and lower semicontinuous, and let ψˆ : L2(Σ) → [0,∞] be defined
by
ψˆ(u) = sup
ψ(v)≤1
〈u, v〉H
for every u ∈ H. Then the subgradient ∂ϕH is ψ-accretive in L2(Σ) if and only if ∂ϕH is
ψˆ-accretive in L2(Σ).
Second, we need the following nonlinear interpolation theorem due to Bénilan and
Crandall [9].
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Lemma 3.12 ([9, Proposition 1.2]). Let M(Σ) be the space of equivalence classes of mea-
surable functions f : Σ → R, equivalence meaning equality µ-a.e. on Σ. Let S : M(Σ) ⊇
D(S) → M(Σ) be an operator such that, for every u, v ∈ D(S) and every k ≥ 0, one has
either u ∧ (v+ k) ∈ D(S) or (u− k) ∨ v ∈ D(S). Then S satisfies∫
Σ
ψ(Su− Sv)dµ ≤
∫
Σ
ψ(u− v)dµ for all ψ ∈ J0 and all u, v ∈ D(S)
if and only if S is order preserving and contractive for the L1- and L∞-norms.
Now, we can give the proof of Theorem 3.10.
Proof of Theorem 3.10. By Lemma 3.8, assertion (4) is equivalent to assertion (1) from
Theorem 3.9, and for the same reason assertions (5) and (9), (6) and (10), (7) and (11),
and (8) and (12) are equivalent. By the duality principle (Lemma 3.11), assertions (4)
and (5) are equivalent.
By Lemma 3.12, and by the assumption that S is order preserving, the now equiva-
lent assertions (1) and (9) imply the assertion (12).
Now assume that assertion (12) holds. Then the inequality in (3.6) holds for every
N-function ψ, as well as for every dilation ψα := ψ( ·α ) of an N-function ψ (α > 0), and
for all t ≥ 0, and u, v ∈ L2(Σ). In other words, if ψ is an N-function, then∫
Σ
ψ(
S(t)u− S(t)v
α
)dµ ≤
∫
Σ
ψ(
u− v
α
)dµ for all α > 0, t ≥ 0 and all u, v ∈ L2(Σ).
Taking the infimum over all α > 0, we find
‖S(t)u− S(t)v‖Lψ ≤ ‖u− v‖Lψ for all t ≥ 0 and all u, v ∈ L
2(Σ),
that is, the semigroup S is Lψ-contractive. Hence, assertion (12) implies assertion (11).
The implication (11)⇒(10) follows by choosing ψ(s) = sq (q ∈ (1,∞)), and the
implication (10)⇒(9) follows from a passage to the limit (q → 1). We have thus proved
the equivalence of the assertions (1)-(12).
Now, assume that one of the equivalent assertions (1)-(12) holds, and assume that
there exists u0 ∈ L1 ∩ L∞(Σ) such that the orbit S(·)u0 is locally bounded from R+
with values in L1 ∩ L∞(Σ). The latter assumption together with the fact that S is both
L1-contractive and L∞-contractive implies that for every u1 ∈ L1 ∩ L∞(Σ) the orbit
S(·)u1 is locally bounded from R+ with values in L1 ∩ L∞(Σ). Now let ψ be an N-
function. Since L1 ∩ L∞(Σ) is contained and dense in Lψ(Σ), since the semigroup S
leaves this subspace of Lψ(Σ) invariant, and since S is Lψ-contractive by assertion (11)
and order preserving by assumption, the semigroup S extends to an order-preserving
semigroup Sψ of contractions on Lψ(Σ). In order to see that it is strongly continuous,
it suffices to prove strong continuity on the subspace L1 ∩ L∞(Σ).
Let u1 ∈ L1 ∩ L∞(Σ). Since the orbit S(·)u1 is locally bounded with values in L1 ∩
L∞(Σ), there exists a constant C ≥ 0 such that
sup
t∈[0,1]
(‖S(t)u1‖L1 + ‖S(t)u1‖L∞) ≤ C.
Let ε > 0. Since ψ is an N-function, there exists δ > 0 such that
ψ(s) ≤ ε s for every s ∈ [0, δ].
Since the function ψ is bounded on [δ,C], there exists Cδ ≥ 0 such that
ψ(s) ≤ Cδ s
2 for every s ∈ [δ,C].
20 RALPH CHILL, DANIEL HAUER, AND JAMES KENNEDY
Hence,
lim sup
tց0
∫
Σ
ψ(|S(t)u1 − u1|)dµ
≤ lim sup
tց0
[∫
|S(t)u1−u1|<δ
ε |S(t)u1 − u1|dµ +
∫
|S(t)u1−u1|≥δ
Cδ |S(t)u1 − u1|
2 dµ
]
≤ ε lim sup
tց0
‖S(t)u1 − u1‖L1 + Cδ lim sup
tց0
‖S(t)u1 − u1‖
2
L2 ≤ ε 2C.
Since ε > 0 was arbitrary, we obtain
lim
tց0
∫
Σ
ψ(|S(t)u1 − u1|)dµ = 0.
Replacing ψ by ψ(α−1 · ) (α > 0) in this equality and using the definition of the Lψ-
norm, we deduce
lim
tց0
‖S(t)u1 − u1‖Lψ = 0.
This completes the proof. 
Remark 3.13. If we assume in Theorem 3.10 that the underlying measure space (Σ, µ)
is finite, then the semigroup S is easily seen to extrapolate to a strongly continuous
contraction semigroup on L1(Σ), too (contractivity holds in general and is stated in
assertion (9)).
Actually, strong continuity in L1(Σ) also holds for general measure spaces, if there is
an element u0 ∈ L1 ∩ L∞(Σ) such that the semigroup S leaves {u0} invariant. We only
sketch the proof. Since the resolvent J1 of ∂jϕ is L1-contractive on L1 ∩ L2(Σ) and since
by assumption, J1u0 ∈ L1 ∩ L2(Σ), the inverse triangle inequality implies that J1 maps
L1 ∩ L2(Σ) into L1(Σ). Thus J1 has a unique extension on L1(Σ) (again denoted by J1),
and so the operator A := J−11 − I is m-accretive on L
1(Σ). By the Crandall–Liggett
Theorem [17], −A generates a strongly continuous contraction semigroup on L1(Σ),
which by construction of A and the concrete form of its resolvent coincides with S on
L1(Σ) by the exponential formula.
4. EXAMPLES
4.1. The p-Laplace operator with Robin boundary conditions on general open sets.
Let Ω ⊆ Rd be an open set having finite Lebesgue measure |Ω| < ∞ and 1 < p < ∞.
In this example we introduce a weak formulation of the nonlinear parabolic Robin
boundary value problem
(4.1)


∂tu− ∆pu+ g(x, u) = 0 in (0,∞)×Ω,
|∇u|p−2 ∂u∂ν + β(x, u) = 0 on (0,∞)× ∂Ω,
u(0, ·) = u0 in Ω,
without any regularity assumptions on the boundary of Ω. For similar problems we
refer the reader to Daners and Drábek [19] and Warma [39]. Throughout this section,
we assume that g : Ω×R → R and β : ∂Ω×R → R satisfy theCaratheodory conditions:
(i) g(·, z) and β(·, z) are measurable on Ω and on ∂Ω, respectively, for every z ∈ R,
(ii) g(x, ·) and β(y, ·) are continuous on R for a.e. x ∈ Ω and for a.e. y ∈ ∂Ω,
respectively.
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In addition, we assume that
(4.2)
{
g(·, 0) ∈ L2(Ω), and the function z 7→ g(x, z) is Lipschitz con-
tinuous on R with constant L ≥ 0, uniformly for a.e. x ∈ Ω,
and
(4.3)


the function z 7→ β(y, z) is increasing on R for
a.e. y ∈ ∂Ω, and there are α, c > 0, r ≥ 1, such that β(y, z)z ≥ α|z|r
and |β(y, z)| ≤ c |z|r−1 for all z ∈ R and a.e. y ∈ ∂Ω.
As a first step, we consider the elliptic nonlinear Robin problem
(4.4)


−∆pu+ g(x, u) = f in Ω,
|∇u|p−2
∂u
∂ν
+ β(x, u) = 0 on ∂Ω,
where f ∈ Lq(Ω) is a given function for some q ≥ 1 specified below. A general
approach for dealing with elliptic Robin problems on arbitrary open sets goes back to
a theory developed by Maz’ya (cf. Daners [18] in the linear case p = 2 and g = 0),
which we wish to review briefly.
This theory is made possible by the following inequality (see [28] and [29, Cor. 2,
Sec. 4.11.1, p.258]), which states that if Ω has finite Lebesgue measure, and if the pa-
rameters 1 ≤ p, q, r < ∞ satisfy
(4.5) (d− p)r ≤ p(d− 1) and q ≤ rd/(d− 1),
then there is a constant C = C(d, p, q, r, |Ω|) > 0 such that
(4.6) ‖u‖Lq(Ω) ≤ C
(
‖∇u‖Lp(Ω)d + ‖u|∂Ω‖Lr(∂Ω)
)
for all u ∈ W1,p(Ω) ∩ Cc(Ω). Here Cc(Ω) is the set of all functions u ∈ C(Ω) with
compact support in Ω, and W1,p(Ω) is the classical Sobolev space. We shall refer to
inequality (4.6) as Maz’ya’s inequality. This inequality motivates the introduction of
the following Sobolev-type spaces. Firstly, for 1 ≤ p, q ≤ ∞ letW1p,q(Ω) be the Banach
space of all u ∈ Lq(Ω) having all distributional partial derivatives ∂u∂x1 , . . . ,
∂u
∂xd
∈
Lp(Ω). We equip W1p,q(Ω) with the natural norm ‖u‖W1p,q := ‖u‖Lq(Ω) + ‖∇u‖Lp(Ω)d .
Secondly, we define the space Vp,r(Ω) to be the abstract completion of
(4.7) V0 :=
{
u ∈W1,p(Ω) ∩ Cc(Ω)
∣∣∣ ‖u‖Vp,r < ∞}
with respect to the norm
‖u‖Vp,r := ‖∇u‖Lp(Ω)d + ‖u|∂Ω‖Lr(∂Ω),
where Lr(∂Ω) := Lr(∂Ω,Hd−1), and H = Hd−1 denotes the (d − 1)-dimensional
Hausdorff measure on the boundary ∂Ω. (Note that in [29], the function space Vp,r(Ω)
is denoted byW1p,r(Ω, ∂Ω).)
Maz’ya’s inequality (4.6) says that if 1 ≤ p, q, r < ∞ satisfy (4.5), then the natural
embedding
(4.8) j0 : V0 → W1p,q(Ω), u 7→ u
is well defined and bounded. Moreover, by definition of V0, the operator
ι0 : V0 →W1p,q(Ω)× L
r(∂Ω), u 7→ (u, u|∂Ω),
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is well defined and bounded, too, and it is an isomorphism from V0 onto its image.
The operator ι0 then has a unique extension to a bounded linear operator
ι : Vp,r(Ω) →W1p,q(Ω)× L
r(∂Ω)
which is again an isomorphism from Vp,r(Ω) onto its image. This means we may
identifyVp,r(Ω)with a closed linear subspace ofW1p,q(Ω)× L
r(∂Ω). Let p1 : W1p,q(Ω)×
Lr(∂Ω) → W1p,q(Ω) and p2 : W
1
p,q(Ω)× L
r(∂Ω) → Lr(∂Ω) be the canonical coordinate
projections. We then define the bounded linear operators
(4.9) j := p1 ◦ ι : Vp,r(Ω) → W1p,q(Ω),
and
(4.10) tr := p2 ◦ ι : Vp,r(Ω) → Lr(∂Ω).
For example, j may be regarded as the embedding of Vp,r(Ω) into W1p,q(Ω) induced
by Maz’ya’s inequality. Or, in other words, j is the bounded linear extension of the
natural embedding j0 from (4.8). In an abuse of notation, we will also use j to denote
the map Vp,r(Ω) → Lq(Ω) given by i ◦ p1 ◦ ι, where i : W1p,q(Ω) → L
q(Ω) is the natural
embedding, if there is no danger of confusion. The operator tr is a natural extension
of the trace operator u 7→ u|∂Ω defined on V0, and we therefore still call tr u the trace
of an element u ∈ Vp,r(Ω).
Remark 4.1. There is a potential complication with the map j which Maz’ya did not
explore in [28] or [29], but which has subsequently received a certain amount of at-
tention: j is not necessarily injective. Since an element u belongs to ker j if and only if
there is a sequence (un) inW1,p(Ω) ∩ Cc(Ω) such that
lim
n→∞
∇un = 0 in Lp(Ω)d, lim
n→∞
un = 0 in Lq(Ω),
and lim
n→∞
un|∂Ω = w in L
r(∂Ω)
(4.11)
for some w ∈ Lr(∂Ω), the map j being injective is equivalent to w = 0 whenever (4.11)
holds. This is certainly true if, for example, Ω is a bounded Lipschitz domain, since
in that case we have a trace inequality (see, for instance, [30]); but of course such an
inequality does not hold on arbitrary open sets. This important point was first raised
by Daners in [18]; soon afterwards an example of an Ω for which j is not injective was
constructed by Warma [38]. This issue reemerged some time later when Arendt and
ter Elst [2, 3] introduced a generalisation of the notion of trace valid on an arbitrary
open set, based in large part on Maz’ya’s inequality.
There is another possible definition of trace, which is a further generalisation (to p,
q, r 6= 2) of the generalisation of trace in [2]. In particular, the following definition
agrees with [2, Section 1] when p = q = r = 2.
Definition 4.2. For 1 ≤ p, q, r ≤ ∞, following [2], we say that ϕ ∈ Lr(∂Ω) is a weak
trace of u ∈ W1p,q(Ω) if there is a sequence (un) in W
1
p,q(Ω) ∩ Cc(Ω) such that un → u
inW1p,q(Ω) and un|∂Ω → ϕ in L
r(∂Ω).
In other words, ϕ ∈ Lr(∂Ω) is a weak trace of u ∈ W1p,q(Ω) if and only if the pair
(u, ϕ) ∈ ι(Vp,r(Ω)).
Remark 4.3. (a) It is known that there are domains on which functions may have mul-
tiple weak traces in the sense of Definition 4.2; this is immediately seen to be the case
exactly when the map j is not injective, which in particular is a property of the domain
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Ω and not the function(s) in question. This can happen if ∂Ω becomes too “discon-
nected” from Ω in a sense which can be made precise using the notion of relative
capacity; we refer to [2] for more details in the case p = q = r = 2. Of course, func-
tions in Vp,r(Ω) always have unique traces in the sense of (4.10), since the map tr is
well defined.
(b) Weak traces in the sense of Definition 4.2 depend intrinsically on all three pa-
rameters p, q, r. We expect it is possible that a given function in W1p,q(Ω) may have
multiple traces for some r and only one (or even none) for other r, although we do not
explore this here.
(c) If p, r ≥ 1 satisfy the first inequality in (4.5), then one can always find a q ≥ 1
such that Vp,r(Ω) maps into W1p,q(Ω) (take q = rd/(d − 1)) so that the maps j and tr
from (4.9) and (4.10), respectively, are well defined. Moreover, if u ∈ C∞c (R
d), then,
approximating u by itself wherever necessary, we may identify u canonically with an
element of Vp,r(Ω) andW1p,q(Ω), and u|∂Ω is both a trace and a weak trace of u.
(d) The definition (4.10) of the trace of a function in Vp,r(Ω) can be easily extended
to any pair p, r ≥ 1, even if they do not satisfy the first inequality in (4.5), since one
can always identify Vp,r(Ω) canonically with a closed subset of Lp(Ω)d × Lr(∂Ω); the
trace is simply the composition of this embedding and the projection onto Lr(∂Ω). In
the sequel, however, we will always assume that (4.5) holds, and so we will tend not
to distinguish between the various possible notions of trace.
We next have a couple more results concerning the space Vp,r(Ω). The following
lemma is quite standard, but we state it for later use.
Lemma 4.4. Let p, r ≥ 1 and suppose Hd−1(K) < ∞ for any compact K ⊆ ∂Ω. Then the
set {uˆ|∂Ω : uˆ ∈ C∞c (R
d)} is a subset of trVp,r(Ω) and is dense in Lr(∂Ω). In particular,
trVp,r(Ω) is dense in Lr(∂Ω).
Proof. By the Stone-Weierstraß theorem [40, Chapter 0], the set of restrictions of C∞c (R
d)
functions to ∂Ω is dense in Cc(∂Ω). Since Hd−1 is a Borel regular measure [23], which
is finite on every compact set, Cc(∂Ω) is dense in Lr(∂Ω) (see [36, Theorem 3.14]).
Now, since we may identify every uˆ ∈ C∞c (R
d) with an element of Vp,r(Ω) as in
Remark 4.3(c) in such a way that tr(uˆ) = uˆ|∂Ω, we may identify the set {uˆ|∂Ω : uˆ ∈
C∞c (R
d)} with a subset of trVp,r(Ω) and conclude that trVp,r(Ω) is dense in Lr(∂Ω).

Next, we note that a density argument shows that Vp,r(Ω) has a lattice structure
whose ordering is induced by that of the space V0 defined in (4.7) in the natural way.
We omit the easy proof, which follows directly from the fact that V0 inherits the lattice
structure ofW1,p(Ω) and Cc(Ω).
Lemma 4.5. The space Vp,r(Ω) is a lattice for any 1 ≤ p, r < ∞, and the lattice operations
are continuous. Moreover, assuming p, q, r ≥ 1 satisfy (4.5), then ι is a lattice isomorphism
onto its range, and in particular ι(Vp,r(Ω)) is a sublattice of W1p,q(Ω) × L
r(∂Ω) equipped
with its natural ordering. As a consequence, j and tr are lattice homomorphisms.
With this background, we can return to studying our elliptic boundary value prob-
lem (4.4). We are now in a position to introduce the notion of weak solutions of the
elliptic Robin boundary value problem (4.4) on general open sets.
Definition 4.6. Suppose 1 ≤ p, r < ∞ satisfy (4.5) with q = 2 and let f ∈ Lq′ (Ω),
where q′ = qq−1 . Thenwe call uˆ ∈ Vp,r(Ω) aweak solution of the elliptic Robin boundary
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value problem (4.4) if for all vˆ ∈ Vp,r(Ω),∫
Ω
|∇uˆ|p−2∇uˆ∇vˆ dx+
∫
Ω
g(x, j(uˆ))j(vˆ)dx+
∫
∂Ω
β(y, tr uˆ) tr vˆdH =
∫
Ω
f j(vˆ)dx.
For all z ∈ R, x ∈ Ω and y ∈ ∂Ω we set
G(x, z) :=
∫ z
0
g(x, s)ds and B(y, z) :=
∫ z
0
β(y, s)ds.
Lemma 4.7. Suppose p, r > 1 satisfy (4.5) with q = 2, and let j be the map given by (4.9).
Then the functional ϕ : Vp,r(Ω) → R defined by
(4.12) ϕ(uˆ) = 1p
∫
Ω
|∇uˆ|p dx+
∫
Ω
G(x, j(uˆ))dx+
∫
∂Ω
B(y, tr uˆ)dH
for every uˆ ∈ Vp,r(Ω) is continuously differentiable and j-elliptic. Moreover, its j-subgradient
is densely defined and given by
∂jϕ =
{
(u, f ) ∈ L2(Ω)× L2(Ω)
∣∣∣ ∃ uˆ ∈ Vp,r(Ω) s.t. j(uˆ) = u and ∀ vˆ ∈ Vp,r(Ω)∫
Ω
|∇uˆ|p−2∇uˆ∇vˆdx+
∫
Ω
g(x, j(uˆ))j(vˆ)dx+
∫
∂Ω
β(y, tr uˆ) tr vˆdH =
∫
Ω
f j(vˆ)dx
}
.
As mentioned earlier, here we commit a mild abuse of notation by considering j
to be the composite map Vp,r(Ω) → W1p,2(Ω) →֒ L
2(Ω). In light of the lemma, we
consider that u ∈ L2(Ω) is a weak solution to (4.4) for a given f ∈ L2(Ω) if and only if
the pair (u, f ) ∈ ∂jϕ as in Lemma 4.7.
Proof. By hypothesis on p and r, the operator j is linear and bounded from Vp,r(Ω) into
L2(Ω). It is a standard exercise to show that the assumptions (4.2) on g and (4.3) on
β imply that ϕ is (among other things) continuously differentiable (and in particular
Gâteaux differentiable) and that, for every uˆ, vˆ ∈ Vp,r(Ω),
ϕ′(uˆ) vˆ =
∫
Ω
|∇uˆ|p−2∇uˆ∇vˆdx+
∫
Ω
g(x, j(uˆ))j(vˆ)dx+
∫
∂Ω
β(y, tr uˆ) tr vˆdH.
Since gwas assumed to be Lipschitz continuous in the second variable, a.e. uniformly
with respect to the first one (see (4.2)), for a.e. x ∈ Ω, the real-valued function z 7→
g(x, z) + Lz is increasing on R. Thus the primitive z 7→ G(x, z) + L2 z
2, with L ≥ 0 as in
(4.2), is convex on R for a.e. x ∈ Ω. It follows that the functional ϕL is convex, and one
easily verifies that ϕL+ε is coercive for every ε > 0. As a consequence, ϕ is j-elliptic,
and by Lemma 2.2 (b), the j-subgradient ∂jϕ takes the form as in the statement.
Observe that the range of j contains the space of test functions C∞c (Ω) (Remark 4.3(c)),
and is therefore dense in L2(Ω), cf. [36, Theorem 3.14]). Since the closure of D(∂ϕH) =
D(∂jϕ) (Corollary 2.7) and D(ϕH) = j(Vp,r(Ω)) (Theorem 2.9) coincide by [12, Propo-
sition 2.11, p.39], we deduce that ∂jϕ is densely defined. 
Before stating our main generation result, we introduce the following notation. Let
SD and SN be the semigroups generated by the Dirichlet-p-Laplace operator and the
Neumann-p-Laplace operator on Ω, respectively. These operators are, by definition,
the subgradients of the associated functionals ϕD, ϕN : L2(Ω) → R ∪ {+∞} given by
ϕD(u) :=


1
p
∫
Ω
|∇u|p dx if u ∈ W˚1p,2(Ω),
+∞ else,
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and
ϕN(u) :=


1
p
∫
Ω
|∇u|p dx if u ∈ W˜1p,2(Ω),
+∞ else,
respectively, where W˚1p,2(Ω) is the closure of C
∞
c (Ω) in W
1
p,2(Ω), while W˜
1
p,2(Ω) is the
closure of the space W1p,2(Ω) ∩ Cc(Ω) in W
1
p,2(Ω). In this case of course we have clas-
sical subgradients, that is, the map j is the identity map on L2(Ω). It is well known,
and easy to verify with the help of the results from Section 3, that both semigroups SD
and SN are positive, order preserving and L∞-contractive. Moreover, SD 4 SN.
Theorem 4.8. Let ϕ be the functional defined in (4.12) and suppose that p, r > 1 satisfy (4.5)
with q = 2. Then the operator −∂jϕ generates a strongly continuous semigroup S on L2(Ω).
If g(x, · ) is increasing for almost every x ∈ Ω, then the semigroup is a semigroup of con-
tractions, order preserving, L∞-contractive on L2(Ω) and extrapolates to an order-preserving
contraction semigroup Sq on L
q(Ω) for any q ∈ [1,∞], which is strongly continuous for
q ∈ [1,∞) and weak*-continuous if q = ∞. If, in addition, g(·, 0) = 0, then the semigroups
Sq are positive. Finally, if g = 0, then SD 4 S.
Proof. The generation result follows immediately from Lemma 4.7 and Theorem 3.1.
For the rest of the proof, assume that g is increasing. Then the functional ϕ is convex
and the semigroup is a semigroup of contractions [12, Théorème 3.1]. In order to show
that it is also order preserving, we apply Corollary 3.6. Let uˆ1, uˆ2 ∈ Vp,r(Ω) = D(ϕ).
Then, since j is a lattice homomorphism,
j(uˆ1) ∧ j(uˆ2) = j(uˆ1 ∧ uˆ2) and j(uˆ1) ∨ j(uˆ2) = j(uˆ1 ∨ uˆ2) with
uˆ1 ∧ uˆ2, uˆ1 ∨ uˆ2 ∈ Vp,r(Ω),
and, noting that the orderings on Vp,r(Ω) and L2(Ω) are consistent (cf. Lemma 4.5),
ϕ(uˆ1 ∧ uˆ2) + ϕ(uˆ1 ∨ uˆ2)
= 1p
∫
Ω
|∇uˆ1|
p
1{uˆ1≤uˆ2} dx+
1
p
∫
Ω
|∇uˆ2|
p
1{uˆ1>uˆ2} dx
+
∫
Ω
G(x, j(uˆ1))1{j(uˆ1)≤j(uˆ2)} dx+
∫
Ω
G(x, j(uˆ2))1{j(uˆ1)>j(uˆ2)} dx
+
∫
∂Ω
B(y, tr uˆ1)1{tr uˆ1≤tr uˆ2}w+
∫
∂Ω
B(y, tr uˆ2)1{tr uˆ1>tr uˆ2} dH
+ 1p
∫
Ω
|∇uˆ1|
p
1{uˆ1>uˆ2} dx+
1
p
∫
Ω
|∇uˆ2|
p
1{uˆ1≤uˆ2} dx
+
∫
Ω
G(x, j(uˆ1))1{j(uˆ1)>j(uˆ2)} dx+
∫
Ω
G(x, j(uˆ2))1{j(uˆ1)≤j(uˆ2)} dx
+
∫
∂Ω
B(y, tr uˆ1)1{tr uˆ1>tr uˆ2} dH+
∫
∂Ω
B(y, tr uˆ2)1{tr uˆ1≤tr uˆ2} dH
= ϕ(uˆ1) + ϕ(uˆ2).
By Corollary 3.6, the semigroup is order preserving.
Next, we show that the semigroup is L∞-contractive. Let uˆ1, uˆ2 ∈ Vp,r(Ω) and α > 0
a real number. Then
vˆ1 =
(
uˆ1 ∨
uˆ1+uˆ2−α
2
)
∧
(
uˆ1+uˆ2+α
2
)
=


uˆ1 if |uˆ1 − uˆ2| ≤ α
uˆ1+uˆ2−α
2 if uˆ1 − uˆ2 < −α
uˆ1+uˆ2+α
2 if uˆ1 − uˆ2 > α
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and
vˆ2 =
(
uˆ2 ∧
uˆ1+uˆ2+α
2
)
∨
(
uˆ1+uˆ2−α
2
)
=


uˆ2 if |uˆ2 − uˆ1| ≤ α
uˆ1+uˆ2−α
2 if uˆ2 − uˆ1 < −α
uˆ1+uˆ2+α
2 if uˆ2 − uˆ1 > α
are in Vp,r(Ω) and satisfy the first two equalities in Theorem 3.9, assertion (3), with
u1 = j(uˆ1) and u2 = j(uˆ2); here again, we have used that j is a lattice homomorphism.
It remains to check that ϕ(vˆ1) + ϕ(vˆ2) ≤ ϕ(uˆ1) + ϕ(uˆ2) in order to see that assertion
(3) of Theorem 3.9 is fulfilled. As this is an argument analogous to the one above,
we omit it. By Theorem 3.9, the semigroup is L∞-contractive. The fact that the semi-
group extrapolates to the whole scale of Lq-spaces now follows immediately from the
preceding two steps and Theorem 3.10.
Now assume in addition that g(·, 0) = 0 almost everywhere. This assumption and
the assumption that g(x, ·) is increasing for almost every x ∈ Ω imply that the primi-
tive G is positive. For the same reason, using assumption (4.3), B is positive, too. Now
let uˆ ∈ Vp,r(Ω) = D(ϕ). Then j(uˆ)+ = j(uˆ+) with uˆ+ ∈ Vp,r(Ω) and
ϕ(uˆ+) = 1p
∫
Ω
|∇uˆ|p1{j(uˆ)>0}dx+
∫
Ω
G(x, j(uˆ))1{j(uˆ)>0}dx+
∫
∂Ω
B(y, tr uˆ)1{tr uˆ>0}dH
≤ ϕ(uˆ).
Positivity of the semigroup now follows from Theorem 3.4.
We turn to the last statement and assume now that g = 0. Here we shall apply
Corollary 3.7. For the domination SD 4 S, let u1 ∈ W˚1,p(Ω) and uˆ2 ∈ Vp,r(Ω)
with j(uˆ2) ∈ L2(Ω)+. Then uˆ1 := (u1, 0) ∈ ι(Vp,r(Ω)), that is, with an abuse of
notation, we have found an element uˆ1 ∈ Vp,r(Ω) such that j(uˆ1) = u1. Clearly,
(|u1| ∧ j(uˆ2)) sign(u1) ∈ W˚1p,2(Ω), |uˆ1| ∨ uˆ2 ∈ Vp,r(Ω), and
ϕD((|u1| ∧ j(uˆ2)) sign(u1)) + ϕ(|uˆ1| ∨ uˆ2)
= 1p
∫
Ω
|∇u1|
p
1{|u1|≤j(uˆ2)} dx+
1
p
∫
Ω
|∇j(uˆ2)|
p
1{|u1|>j(uˆ2)} dx
+ 1p
∫
Ω
|∇u1|
p
1{|u1|>j(uˆ2)} dx+
1
p
∫
Ω
|∇j(uˆ2)|
p
1{|u1|≤j(uˆ2)} dx
+
∫
∂Ω
B(y, tr uˆ1)1{| tr uˆ1|≤tr uˆ2} dH+
∫
∂Ω
B(y, tr uˆ2)1{| tr uˆ1|>tr uˆ2} dH
= 1p
∫
Ω
|∇u1|
p dx+ 1p
∫
Ω
|∇j(uˆ2)|
p dx+
∫
∂Ω
B(y, tr uˆ2)1{| tr uˆ1|>tr uˆ2} dH
≤ ϕD(u1) + ϕ(uˆ2).
Hence, by Corollary 3.7, SD is dominated by S. 
Remark 4.9. The article [15] characterises all positive, order preserving, local semi-
groups S generated by negative subgradients and satisfying SD 4 S 4 SN . These
semigroups are generated by realisations of the p-Laplace operatorwith general Robin
boundary conditions which formally include the class of Robin boundary conditions
which we consider in this example. However, in [15], the set Ω is supposed to be
a Lipschitz domain. The above example shows that the first domination still holds
under relaxed assumptions on Ω. It is therefore a natural question as to whether the
domination S 4 SN also holds in our context. The decisive question is whether Corol-
lary 3.7 (3) holds for (all functions in) the spaces Vp,r(Ω) and W˜1p,2(Ω), which in turn
seems to depend on whether Vp,r(Ω) has certain rather subtle lattice-type properties.
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Since a technical investigation at this point would take us too far afield, we leave it as
an open question.
4.2. The p-Dirichlet-to-Neumann operator. As a weak variational problem, in a cer-
tain sense our second example bears considerable similarity to the nonlinear Robin
problem considered above. It will also use much of the same theory, in particular
(keeping the notation from the previous section) the space Vp,r(Ω) for p, r ≥ 1 and the
trace operator tr : Vp,r(Ω) → Lr(∂Ω).
However, in this case the map j from our abstract theory is the trace tr, rather than
the map Vp,r(Ω) → Lq(Ω), meaning its non-injectivity is intrinsic to the structure of
the operator and not a consequence of Ω having rough boundary. We shall again
make minimal regularity assumptions on ∂Ω, but this approach is also new in the
case of smooth boundary (apart from the recent work [25]; see also Remark 4.11). For
more details on the p-Dirichlet-to-Neumann operator on Lipschitz domains, we refer
to [25].
Here we assume that Ω ⊆ Rd is an open set of finite Lebesgue measure |Ω| for
which the topological boundary ∂Ω has locally finite (d− 1)-dimensional Hausdorff
measure, that is,
Hd−1(K) < ∞ for every compact K ⊆ ∂Ω,
although we expect this could be weakened. We assume that g : Ω × R → R is a
function satisfying the Caratheodory conditions (i) and (ii) from the previous example,
as well as the growth condition
(4.13)
{
there exists α ∈ L
2d
d+1 (Ω) and C ≥ 0 such that
|g(x, z)| ≤ α(x) + C |z|
d+1
d−1 for all z ∈ R and a.e. x ∈ Ω.
Our principal aim is to prove well-posedness of the parabolic initial-boundary value
problem
(4.14)


−∆puˆ+ g(x, uˆ) = 0 in (0,∞)×Ω,
∂tuˆ+ |∇uˆ|p−2∂νuˆ = 0 on (0,∞)× ∂Ω,
uˆ(0, ·) = u0 on ∂Ω,
for a given initial value u0 ∈ L2(∂Ω). This is closely associated with the Dirichlet-
to-Neumann map Λp,g which – formally speaking – maps the trace tr uˆ ∈ D(Λp,g) ⊆
L2(∂Ω) (Dirichlet data) of a weak solution uˆ of the elliptic problem
−∆puˆ+ g(x, uˆ) = 0 in Ω,
to the outer p-normal derivative |∇uˆ|p−2∂νuˆ (Neumann data); see below.
As mentioned above, we consider the space Vp,2(Ω) introduced in the previous ex-
ample (in particular, r = 2). For general g we assume p ≥ 2dd+1 so that Mazya’s condi-
tion (4.5) is fulfilled for q = 2dd−1 ; note that q− 1 =
d+1
d−1 and q
′ = 2dd+1 are the exponents
appearing in the growth condition (4.13). It will be convenient to write uˆ for elements
in Vp,2(Ω), u = tr uˆ for their traces, and j(uˆ) for their embeddings into L
2d
d−1 (Ω). We
mention that if g = 0, then the condition on p can be relaxed to p > 1 since in this case
we do not need the embedding j, as one can see from the definitions of weak solu-
tion, p-Dirichlet-to-Neumann operator and underlying energy functional. However,
by definition, elements of uˆ ∈ Vp,2(Ω) still admit both a natural gradient∇uˆ ∈ Lp(Ω)
and a trace u = tr uˆ ∈ L2(∂Ω) since Vp,2(Ω) may be identified with a closed subset of
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Lp(Ω)d × L2(∂Ω) in a natural way; see Remark 4.3(d).
We call a function uˆ : R+ → Vp,2(Ω) a weak solution of the problem (4.14) if there
exists a function u ∈ C(R+; L2(∂Ω)) ∩W
1,2
loc ((0,∞); L
2(∂Ω)) such that tr uˆ = u almost
everywhere, u(0) = u0, and for every vˆ ∈ Vp,2(Ω) one has∫
Ω
|∇uˆ|p−2∇uˆ∇vˆdx+
∫
Ω
g(x, j(uˆ))j(vˆ)dx = −
∫
∂Ω
∂tu tr vˆdH for a.e. t ∈ R+.
If we define the Dirichlet-to-Neumann map Λp,g by
Λp,g :=
{
(u, f ) ∈ L2(∂Ω)× L2(∂Ω)
∣∣∣ ∃ uˆ ∈ Vp,2(Ω) s.t. tr uˆ = u and∫
Ω
|∇uˆ|p−2∇uˆ∇vˆ+
∫
Ω
g(x, j(uˆ))j(vˆ)dx =
∫
∂Ω
f tr vˆdH ∀ vˆ ∈ Vp,2(Ω)
}
then we see that Λp,g is a single-valued operator, and uˆ : R+ → Vp,2(Ω) is a weak
solution of the problem (4.14) if and only if u := tr uˆ is a solution to the abstract
Cauchy problem
u˙+ Λp,gu = 0 on (0,∞), u(0) = u0.
We show that this latter problem is in fact a gradient system and Λp,g can be realised
as the tr-subgradient of an appropriate functional.
Lemma 4.10. Suppose g is a function satisfying (4.13), and that g(x, ·) is monotonically
increasing for almost every x ∈ Ω. Assume further p ≥ 2dd+1 and let G(x, z) :=
∫ z
0 g(x, s)ds
for every z ∈ R and almost every x ∈ Ω. Then the functional ϕ : Vp,2(Ω) → R defined by
(4.15) ϕ(uˆ) = 1p
∫
Ω
|∇uˆ|p dx+
∫
Ω
G(x, j(uˆ))dx
for every uˆ ∈ Vp,2(Ω) is convex, continuously differentiable, and tr-elliptic. Moreover, the
tr-subgradient ∂trϕ of ϕ is densely defined and coincides with the Dirichlet-to-Neumann map
Λp,g. If g = 0, then the condition on p may be relaxed to p > 1.
Proof. It is easily checked that the functional ϕ defined by (4.15) is continuously dif-
ferentiable on Vp,2(Ω), and
ϕ′(uˆ)vˆ =
∫
Ω
|∇uˆ|p−2∇uˆ∇vˆdx+
∫
Ω
g(x, j(uˆ))j(vˆ)dx
for every uˆ, vˆ ∈ Vp,2(Ω). Moreover, since g(x, ·) is monotonically increasing for almost
every x ∈ Ω, its primitive G(x, ·) is convex for almost every x ∈ Ω. Hence, ϕ is convex,
too. Using the definition of the space Vp,2(Ω) together with Maz’ya’s inequality, we
see that the shifted functional
ϕω(uˆ) := ϕ(uˆ) + ω2 ‖tr uˆ‖
2
L2(∂Ω)
is coercive for every ω > 0, since under our assumptions on p and q, Maz’ya’s in-
equality shows that the term
∫
Ω
G(x, j(uˆ))dx can be controlled by the Vp,2-norm of uˆ.
In other words, ϕ is tr-elliptic. The equality ∂trϕ = Λp,g follows from the identification
of the Fréchet derivative of ϕ above and from Lemma 2.2 (b). Finally, since the effec-
tive domain of ϕ is the entire spaceVp,2(Ω), and since by Lemma 4.4 the trace operator
tr has dense range in L2(∂Ω), one argues similarly as in the proof of Lemma 4.7 (using
Corollary 2.7, Theorem 2.9 and [12, Proposition 2.11, p.39]) that the tr-subgradient of
ϕ is densely defined. The case g = 0 and p > 1 is treated similarly. 
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Remark 4.11. If Ω has Lipschitz boundary and g = 0, then our construction coincides
with the variational definition of the Dirichlet-to-Neumann map associated with −∆p
(cf. [25], for example, or [2, 3] in the linear case p = 2). In this case, the trace inequality
togetherwithMaz’ya’s inequality (4.6) implies thatVp,2(Ω) coincides with the Sobolev
space W1p,2(Ω), up to an equivalent norm. Moreover, ker(tr) coincides exactly with
W
1,p
0 (Ω), the closure of C
∞
c (Ω) in theW
1,p-norm.
Our desired generation result now follows from Theorem 3.1.
Theorem 4.12. Let p and g be as in Lemma 4.10. Then the Dirichlet-to-Neumann operator
Λp,g generates a strongly continuous semigroup S of contractions on L
2(∂Ω). If g = 0, then
the condition on p may be relaxed to p > 1.
We wish to study the order properties of this semigroup, and in particular show
that it extrapolates to Lq(∂Ω) for q ∈ [1,∞).
Theorem 4.13. Let p and g be as in Lemma 4.10. Then the semigroup S generated by Λp,g
on L2(∂Ω) is order preserving and L∞-contractive. If, in addition, g(x, 0) = 0 for almost
every x ∈ Ω, then the semigroup is also positive and extrapolates to a strongly continuous
semigroup of contractions on Lψ(∂Ω) for every N-function ψ. If g = 0, then the condition on
p may be relaxed to p > 1.
Proof. Obviously, it is sufficient to show that under the conditions we have imposed
on g, the energy ϕ given by (4.15) satisfies the assertion (3) of Theorem 3.4, the asser-
tion (3) of Corollary 3.6, and the assertion (3) of Theorem 3.9 with j = tr; this follows
in exactly the same way as in the proof of Theorem 4.8. For the extrapolation one
applies Theorem 3.10, by noting that if g(x, 0) = 0 for almost every x ∈ Ω, then the
origin in L2(∂Ω) is an equilibrium point for the semigroup, that is, S(t)0 = 0 for every
t ∈ R+. 
4.3. Coupled parabolic-elliptic systems or degenerate parabolic equations governed
by a p-Laplace operator. Let Ωˆ ⊆ Rd be a bounded domain, and let Ω ⊆ Ωˆ be an
open subset. We consider the following coupled parabolic-elliptic system: denoting
by D(∆Ωˆp ) the domain of the Dirichlet-p-Laplace operator on Ωˆ (the subdifferential of
the functional ϕD from Section 4.1), and given an f ∈ L2(Ω), we search for a function
u in (0,∞)×Ω together with an extension uˆ to (0,∞)× Ωˆ satisfying
uˆ(t) ∈ D(∆Ωˆp ) for almost every t ≥ 0, and
u = uˆ in (0,∞)×Ω
∂tu− ∆pu = f in (0,∞)×Ω,
−∆puˆ = 0 in (0,∞)× (Ωˆ \Ω),
uˆ = 0 in (0,∞)× ∂Ωˆ.
(4.16)
This is equivalent to the degenerate equation
uˆ(t) ∈ D(∆Ωˆp ) for almost every t ≥ 0, and
u = uˆ in (0,∞)×Ω
1Ω ∂t(1Ωuˆ)− ∆puˆ = 1Ω f in (0,∞)× Ωˆ,
uˆ = 0 in (0,∞)× ∂Ωˆ.
(4.17)
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In order to reformulate these problems as an abstract gradient system, we consider the
following setting: We let
V := W˚1,p(Ωˆ) and H := L2(Ω)
with
ϕ : W˚1,p(Ωˆ) → R ∪ {+∞},
uˆ 7→ 1p
∫
Ωˆ
|∇uˆ|p dx
and
j : W˚1,p(Ωˆ) ⊇ D(j) → L2(Ω),
uˆ 7→ u := uˆ|Ω,
with maximal domain. Note that j is a closed, and hence weakly closed, linear oper-
ator, which is actually bounded by the Sobolev embedding theorem if p > 2dd+2 . With
this choice we have (u, f ) ∈ ∂jϕ if and only if
there exists uˆ ∈ W˚1,p(Ωˆ) with uˆ|Ω = u ∈ L2(Ω) such that∫
Ωˆ
|∇uˆ|p−2∇uˆ∇vˆ dx =
∫
Ω
f vˆdx for every vˆ ∈ W˚1,p(Ωˆ) with vˆ|Ω ∈ L2(Ω),
that is, if and only if there exists an elliptic extension uˆ ∈ D(∆Ωˆp ) such that
uˆ|Ω = u,
−∆puˆ = f in Ω and
−∆puˆ = 0 in Ωˆ \Ω.
Hence, the coupled parabolic-elliptic problem (4.16) or, equivalently, the degenerate
parabolic problem (4.17) is a special case of the abstract gradient system (3.1) for the
choice of V, H, j and ϕ made above. Note that the functional ϕ is convex and continu-
ously differentiable on W˚1,p(Ωˆ). Moreover, since Ωˆ is bounded, the Poincaré inequal-
ity implies that the functional is also coercive. As a consequence, by Theorem 2.6, the
j-subgradient ∂jϕ is maximal monotone and the negative j-subgradient generates a
semigroup S = (S(t))t≥0 of (nonlinear) contractions on L2(Ω) (see also Theorem 3.1).
More can be said about this semigroup S.
Theorem 4.14. The pair (ϕ, j) generates a strongly continuous contraction semigroup S on
L2(Ω) which is positive, order preserving, L∞-contractive, and extrapolates to a contraction
semigroup on Lq(Ω) for every q ∈ [1,∞], which is strongly continuous for q ∈ [1,∞) and
weak∗ continuous for q = ∞. Moreover, SD 4 S, where SD denotes the semigroup generated
by the Dirichlet-p-Laplace operator on L2(Ω) defined in Section 4.1.
Proof. We have remarked above that −∂jϕ generates a semigroup S of nonlinear con-
tractions on L2(Ω). Note that the semigroup is defined on L2(Ω) since j(D(ϕ)) con-
tains the test functions on Ω and is thus dense in L2(Ω).
For every uˆ ∈ D(j) ⊆ W˚1,p(Ωˆ) one has uˆ+ ∈ D(j), j(uˆ+) = j(uˆ)+ and
ϕ(uˆ+) = 1p
∫
Ωˆ
|∇uˆ+|p dx
= 1p
∫
Ωˆ
|∇uˆ|p1{uˆ>0} dx
≤ 1p
∫
Ωˆ
|∇uˆ|p dx = ϕ(uˆ).
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Hence, by Theorem 3.4, S is positive. Also the facts that S is order preserving and L∞-
contractive are proved in a way similar to that already used in the proof of Theorem
4.8. We omit the details.
In order to show that SD is dominated by S, we shall apply Corollary 3.7. Let
u1 ∈ W˚
1,p(Ω) and uˆ2 ∈ W˚1,p(Ωˆ) with j(uˆ2) ∈ L2(Σ)+. We extend u1 by zero to
an element in W˚1,p(Ωˆ) (which in an abuse of notation we will also call u1). Then
j((|u1| ∧ uˆ2) sign(u1)) = (|u1| ∧ j(uˆ2)) sign(u1) ∈ W˚1,p(Ω), |u1| ∨ uˆ2 ∈ W˚1,p(Ωˆ), and,
noting that u1 = 0 on Ωˆ \Ω,
ϕD((|u1| ∧ j(uˆ2)) sign(u1)) + ϕ(|u1| ∨ uˆ2)
= 1p
∫
Ω
|∇u1|
p
1{|u1|≤uˆ2} dx+
1
p
∫
Ω
|∇uˆ2|
p
1{|u1|>uˆ2} dx
+ 1p
∫
Ωˆ
|∇u1|
p
1{|u1|>uˆ2} dx+
1
p
∫
Ωˆ
|∇uˆ2|
p
1{|u1|≤uˆ2} dx
= 1p
∫
Ω
|∇u1|
p
1{|u1|≤uˆ2} dx+
∫
Ωˆ
|∇uˆ2|
p dx
≤ ϕD(u1) + ϕ(uˆ2).
Hence, by Corollary 3.7, SD is dominated by S. 
Remark 4.15. (a) The domination S 4 SN on L2(Ω) is not true in general.
(b) It is possible to replace in (4.16) or (4.17) the Dirichlet boundary conditions on the
boundary of Ωˆ by Neumann boundary conditions if one assumes that Ωˆ is a bounded
domain with continuous boundary ∂Ωˆ. In this case, one puts V = W1,p(Ωˆ) and uses
the energy functional
ϕ : W1,p(Ωˆ) → R ∪ {+∞},
uˆ 7→
1
p
∫
Ωˆ
|∇uˆ|p dx.
This energy functional is clearly convex and continuously differentiable, too. The fact
that it is j-elliptic follows from [30, Chapter 2, Théorème 7.6] or [37, Corollary 4.4].
4.4. Coupled parabolic-elliptic systems or degenerate parabolic equations governed
by a 1-Laplace operator. In this final example we consider a variant of the coupled
parabolic-elliptic system (4.16) from the previous example with p = 1, that is, with the
1-Laplace operator formally given by ∆1 := div ( ∇u|∇u|) and generating the so-called
total variation flow. This example illustrates in particular why it can be useful to
consider general locally convex topological vector spaces in our abstract theory. Let
Ωˆ ⊆ Rd be a bounded domain with Lipschitz continuous boundary and let Ω ⊆ Ωˆ be
an open, non-empty subset. We consider the coupled parabolic-elliptic system (4.16)
with p = 1, that is,
uˆ(t) ∈ D(∆Ωˆ1 ) for almost every t ≥ 0, and
u = uˆ in (0,∞)×Ω
∂tu− ∆1u = f in (0,∞)×Ω,
−∆1uˆ = 0 in (0,∞)× (Ωˆ \Ω).
(4.18)
HereD(∆Ωˆ1 ) is the domain of the 1-Laplace operator on Ωˆ as generator of the total vari-
ation flow. Note that here we have left out the boundary conditions from (4.16), which
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are in fact redundant in (4.16), since they are included in the domain of the Dirichlet-p-
Laplace operator. Here, as well, the domain D(∆Ωˆ1 ) encodes certain boundary condi-
tions which will, however, not be discussed here. The operator ∆Ωˆ1 may be introduced
as follows. Let
BV(Ωˆ) := {uˆ ∈ L1(Ωˆ) : ∀1 ≤ i ≤ d∃µi ∈ Mb(Ωˆ)∀vˆ ∈ C1c (Ωˆ) :
∫
Ωˆ
uˆ∂ivˆ = −
∫
Ωˆ
vˆ dµi}
be the space of all functions of bounded variation, that is, the space of all functions
in L1(Ωˆ) for which all distributional partial derivatives exist in the space of bounded
Borel measures on Ωˆ. We define the total variation
Var (uˆ, Ωˆ) := sup
{ ∫
Ωˆ
uˆdiv vˆ : vˆ ∈ C1c (Ωˆ)
d, ‖vˆ‖∞ ≤ 1
}
,
and then the space BV(Ωˆ) is a Banach space for the norm
‖uˆ‖BV(Ωˆ) := ‖uˆ‖L1(Ωˆ) +Var (uˆ, Ωˆ).
Recall that BV(Ωˆ) is a dual space by [1, Remark 3.12, p. 124]; we denote the weak∗
topology by τw∗ . By [1, Definition 3.11, p. 124], uh → u in the weak∗ topology if
and only if uh → u in L1(Ωˆ) and
∫
Ωˆ
uhdiv v →
∫
Ωˆ
udiv v for every v ∈ C1(Ωˆ)d. The
latter convergence corresponds to weak∗ convergence of the partial derivatives µh,i in
Mb(Ωˆ) = C0(Ωˆ)′.
Let V := BV(Ωˆ) be equipped with the weak∗ topology which turns it into a lo-
cally convex topological space. By [35, Theorem 3.10, p.64], the weak topology in
(BV(Ωˆ), τw∗) coincides with the weak∗ topology τw∗ itself. Hence, by the Banach-
Alaoglu theorem, any norm bounded set in BV(Ωˆ) is relatively weakly compact in
(BV(Ωˆ), τw∗).
Let
ϕ(uˆ) := Var (uˆ, Ωˆ) (uˆ ∈ BV(Ωˆ))
be the total variation functional. As a pointwise supremum of linear, weak∗ continu-
ous functions, the total variation is convex and lower semicontinuous on (BV(Ωˆ), τw∗).
Next, consider the identity map
jˆ : BV(Ωˆ) ⊇ D( jˆ) → L2(Ωˆ),
uˆ 7→ uˆ,
with maximal domain. This map is weakly closed. Clearly, by the definition of ϕ and
the norm in BV(Ωˆ), and since Ωˆ is bounded, all sublevels of uˆ 7→ ϕ(uˆ) + ‖uˆ‖2
L2(Ωˆ)
are norm bounded, and thus, by the theorem of Banach-Alaoglu, relatively weakly
compact in (BV(Ωˆ), τw∗). As a consequence, ϕ is jˆ-elliptic. By the operator ∆Ωˆ1 we
then mean exactly the negative jˆ-subgradient −∂ jˆϕ on L
2(Ωˆ).
Similarly as in the previous example, we reformulate the problem (4.18) as an ab-
stract gradient system by setting in addition H := L2(Ω), and by considering the
restriction map
j : BV(Ωˆ) ⊇ D(j) → L2(Ω),
uˆ 7→ u := uˆ|Ω,
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withmaximal domain. Again, j is weakly closed. With this choice we have (u, f ) ∈ ∂jϕ
if and only if there exists an elliptic extension uˆ ∈ D(∆Ωˆ1 ) such that
uˆ|Ω = u,
−∆1uˆ = f in Ω and
−∆1uˆ = 0 in Ωˆ \Ω.
Hence, the coupled parabolic-elliptic problem (4.18) or, equivalently, the degenerate
parabolic problem (4.17) with p = 1 is a special case of the abstract gradient system
(3.1) for the choice of V, H, j and ϕ made above.
By combining [30, Chapter 2, Théorème 7.6] or [37, Corollary 4.4] with [1, Theorem
3.9, p. 122], we find that
‖uˆ‖ := ‖uˆ‖L1(Ω) +Var (uˆ, Ωˆ)
defines an equivalent norm on BV(Ωˆ), and from here one sees that ϕ is also j-elliptic.
Hence, by Theorem 3.1, we immediately obtain the following result.
Theorem 4.16. The pair (ϕ, j) generates a strongly continuous contraction semigroup S on
L2(Ω).
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