Abstract. We consider the initial-value problem for the one-dimensional nonlinear Schrödinger equation in the presence of an attractive delta potential. We show that for sufficiently small initial data, the corresponding global solution decomposes into a small solitary wave plus a radiation term that decays and scatters as t → ∞. In particular, we establish the asymptotic stability of the family of small solitary waves.
Introduction
We study the one-dimensional nonlinear Schrödinger equation (NLS) with an attractive delta potential. This equation takes the form i∂ t u = Hu + µ|u| p u,
Here we take u : R t × R x → C, µ ∈ R\{0}, and H is the Schrödinger operator
x + qδ(x), where q < 0 (the attractive case) and δ is the Dirac delta distribution. Equation (1.1) provides a simple model describing the resonant nonlinear propagation of light through optical wave guides with localized defects [13] . For reasons to be detailed below, we consider the L 2 -supercritical case, namely, p ≥ 4. For technical simplicity we also assume p is an even integer.
In the repulsive case (q > 0), equation (1.1) is studied from the point of view of scattering. The authors of [2] proved global well-posedness and scattering in the energy space for the defocusing mass-supercritical case. The work [14] considered the focusing mass-supercritical regime and proved scattering below the ground state threshold. In our previous work [21] , we considered (1.1) with a cubic nonlinearity and proved decay and (modified) scattering for small initial data in a weighted space (see also [24] ).
Such results are not expected in the attractive case. Indeed, in the attractive case the operator H has a single eigenvalue − One can then prove that there exists a family of small nonlinear bound states Q, parametrized by small z ∈ C, which satisfy does not expect small solutions simply to decay and scatter in general. Instead, we will show that for small initial data, the corresponding solution decouples into a small solitary wave plus radiation. The existence and properties of Q[z] are discussed in Section 2.3. In fact, in the special case of the delta potential, one can find explicit formulas for the nonlinear ground states. Our main result is the following theorem. We write P c for the projection onto the continuous spectral subspace of H. The notation D j denotes derivative with respect to z j , where we identify z ∈ C with the real vector (z 1 , z 2 ). Finally, ·, · denotes the standard L 2 inner product.
Theorem 1.1. Let u 0 H 1 = δ, q < 0, and let p ≥ 4 be an even integer. For δ sufficiently small, there exists a unique global solution u to (1.1) and z(t) ∈ C such that writing
3) where Q[z(t)] is the solution to (1.2), we have the following:
• v satisfies the orthogonality conditions
Im v(t), D j Q[z(t)] ≡ 0 for j ∈ {1, 2}.
(1.4)
• v obeys the following global space-time bounds,
and there exists unique v + ∈ P c H 1 such that
• z L ∞ Theorem 1.1 shows that any small solution decomposes into a nonlinear bound state plus a radiation term. In particular, we have the asymptotic stability of the family of small solitary waves. The condition (1.4) makes v(t) orthogonal to the non-decaying solutions of the linearization of (1.1) about the solitary wave at z(t); this is an essential ingredient for establishing decay and scattering for v (see Section 3 for further discussion). Theorem 1.1 fits in the context of the stability of small solitary waves for nonlinear Schrödinger equations with potential, for which there are many results available. An even more extensive literature exists concerning other notions of stability, stability of large solitary waves, and so on. We refer the interested reader to [5] [6] [7] 12, 19, 20, 22, [25] [26] [27] [28] [29] [30] [31] [32] for a sample of the many relevant results that are available. See in particular [8, 9, [15] [16] [17] [18] for related results in the setting of NLS with a delta potential. We will keep our focus on the discussion of small solitary waves.
Our result is closely related to those appearing in [12, 22] , both of which prove asymptotic stability of small solitary waves for NLS with a potential that supports a single negative eigenvalue, with data in H 1 and mass-supercritical nonlinearities. In [12] , the authors relied crucially on the endpoint Strichartz estimate in three dimensions. In [22] , T. Mizumachi addressed the one-dimensional case, in which case the usual endpoint Strichartz estimate is unavailable. His approach was to establish suitable linear estimates in 'reversed' Strichartz spaces, in which case the L Theorem 1.1 is an analogue of the main result appearing in [22] , which treats a class of potentials that does not include the attractive delta potential. The key to extending this type of result to the delta potential is to observe that by relying on exact identities related to the Schrödinger operator with a delta potential, one can recover the full range of linear estimates that played such an essential role in [22] . We carry this out in Section 2.2. Once the requisite linear estimates are in place, one could then follow many of the remaining arguments in [22] rather directly, although this is not the route that we take. Instead, we set up the problem and prove the main result in a way that that is inspired by the presentation in [12] , which we found to be rather conceptually clear.
Our result is also closely tied to the work of Fukuizumi, Ohta, and Ozawa [11] , who studied the focusing 1d NLS with an attractive delta potential (see also [13] ). These authors considered the problem of stability and instability of nonlinear bound states, relying in particular on explicit formulas that they derived for the nonlinear bound states (see Section 2.3 below). They proved that in the mass-subcritical and mass-critical case, nonlinear bound states are orbitally stable. In the masssupercritical case, they show that there exists
2 ) are orbitally stable, while those corresponding to E ∈ (−∞, E 1 ) are unstable. Thus our main result, Theorem 1.1, extends the result of [11] in the mass-supercritical case to asymptotic stability for E in a neighborhood of − 1 2 q 2 . Furthermore, we are also able to treat the case of a defocusing nonlinearity; we provide explicit formulas for the nonlinear bound states in this case, as well (see Section 2.3).
Finally, we would also like to mention the result of [9] , which establishes the asymptotic stability of solitons for the focusing cubic NLS with a delta potential and even initial data by making use of complete integrability and the method of nonlinear steepest descent. This result in particular extended the results appearing [8, [15] [16] [17] .
As mentioned above, our previous work on the 1d NLS with a repulsive delta potential [21] considered the case of a cubic nonlinearity. It is an interesting question whether one also has asymptotic stability in the setting of an attractive potential and L 2 -subcritical nonlinearities (recall that orbital stability was proven by [11, 13] ). Proving asymptotic stability would most likely require the introduction of stronger integrability conditions on the initial data; for example, this is the case in [19, 20] , which proved stability of small solitary waves for NLS with potential for some masssubcritical nonlinearities in dimensions d ∈ {2, 3}. In our case, we start only with H 1 data and are therefore restricted to p ≥ 4; this is completely analogous to the situation of trying to prove small-data scattering for the standard power-type NLS. To see specific the technical points that lead to this restriction, see the estimates of the |v| p v term in the proofs of Lemma 4.6, Lemma 4.7, and Lemma 4.8 (as well as the O(v p Q) term in Lemma 4.7). Briefly, the proof of Theorem 1.1 goes as follows. One shows that as long as the u remains small in H 1 , there exists a unique decomposition (1.3) such that (1.4) holds. Using (1.1) and differentiating (1.4) leads to a coupled system of equations for v(t) and z(t). Relying largely on estimates for the linear propagator e −itH and estimates on the bound states Q[z] for small z, one can use these equations to close a bootstrap argument, proving that the smallness of u in H 1 (as well as the smallness of v and z in various norms) persists. Thus, one can extend the decomposition for all times; furthermore, the bounds proved on v and z suffice to establish the asymptotics claimed in Theorem 1.1. The particular choice of the orthogonality condition (1.4) guarantees that the ODE involving z[t] is at least quadratic in v, which is essential for proving the necessary bootstrap estimates; see Remark 3.2 for further discussion of this point.
Outline of the paper. In Section 2 we introduce notation and gather some preliminary results. We introduce the linear operator H in Section 2.1. In Section 2.2, we prove a range of Strichartz and local smoothing estimates for e −itH P c . These match the form of the estimates of Mizumachi [22] , who considered a class of potentials that did not include the delta potential. We are able to give rather direct proofs using the explicit formula for the resolvent. We also prove a technical result related to the comparison of theḢ 1 inner product to the bilinear form given by HP c . In Section 2.3 we discuss the existence and properties of small nonlinear bound states, and in Section 2.4 we record a local well-posedness result for (1.1). In Section 3 we set up the problem, describing in detail how to find the decomposition (1.3) satisfying (1.4). Finally, in Section 4 we carry out the main bootstrap argument and complete the proof of Theorem 1.1.
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Preliminaries
We begin by recording some notation. We write
for the usual L 2 inner product. Throughout the paper we will write F (u) = µ|u| p u for the nonlinearity. We write F f orf for the Fourier transform. We write A B to denote A ≤ CB for some A, B, C > 0.
Constants below may depend on the parameter q (the strength of the potential), but we will not make explicit reference to this dependence. We would like to point out that some of the implicit constants in the estimates for e −itH P c below would blow up as |q| → 0 (for example, when the proof relies on the fact that |q − iµ| |q| for µ ∈ R). In particular, the small parameter δ appearing in the statement of the main result (Theorem 1.1) depends on q and would degenerate to zero as |q| → 0.
2.1. Linear theory. The linear Schrödinger equation with a delta potential is a classical model in quantum mechanics that is covered extensively in the work [1] . We consider in this paper the case of an attractive delta potential of the form
and extends to a self-adjoint operator on L 2 with purely absolutely continuous essential spectrum equal to [0, ∞). If q > 0 (the repulsive case) then H has no eigenvalues. In q < 0 (the attractive case) then H has a single negative eigenvalue In this paper we restrict attention to the attractive case.
2.2. Local smoothing and Strichartz estimates. In this section we prove several local smoothing and Strichartz estimates for e −itH . We write P c to denote the projection onto the absolutely continuous spectrum.
The starting point for the estimates we will prove is the following spectral resolution of the free propagator:
Here R(z) = (H − z) −1 is the resolvent, and R(λ ± i0) denotes the analytic continuation onto the real line from the upper/lower half plane. For the case of the delta potential, we have explicit formulas for the integral kernel of the resolvent, namely
for λ > 0. We similarly write E(λ; x, y) for the kernel of E(λ). These identities can be found, for example, in [1, Chapter I.3], but they are also readily derived by hand. In particular, one can recognize the first term as the free resolvent, while the second term (representing the contribution of the potential) simply fixes the boundary condition. Typically we will focus on estimating R(λ + i0), as the other term is similar. We write the kernel in two pieces, namely
We note that
There are analogous formulas in the cases x ≥ y ≥ 0, x ≥ 0 ≥ y, and 0 ≥ x ≥ y. We will focus on treating the three cases appearing in (2.4).
To simplify the presentation below, we will useF f to denote quantities that are similar (but not identical) to the Fourier transform of f ; in particular, we use notation this for quantities that obey the bounds
As a typical example, we could apply this notation to a term like
Indeed, the first two bounds in (2.5) can be easily checked (and are uniform in x). The third bound follows from the L 2 boundedness of |∇|
, which in turn follows from interpolation: this is trivial without any derivatives, while the Sobolev embedding
We begin with the standard 1d Strichartz estimates.
Proposition 2.1 (Strichartz estimates).
The following estimates hold on any spacetime slab I × R with 0 ∈ I:
As is well-known, the proof boils down to the following dispersive estimates.
Lemma 2.2 (Dispersive estimates).
The following estimates hold:
we start from (2.1). The desired estimate is well-known for the case of the free Schrödinger equation, and hence we consider only the contribution of the potential. After a change of variables, we are left to prove
We apply Plancherel in the dλ integral and observe (by explicit computation) that
Therefore the proof boils down to showing that
In fact, by Cauchy-Schwarz and Plancherel,
The result follows.
We turn to the following weighted estimates for the linear propagator.
Proposition 2.3 (Local smoothing estimates).
Proof of Proposition 2.3. We begin by reducing each estimate to one given purely in terms of the resolvent.
t and use Plancherel to estimate
Thus (2.9) follows. Using (2.9), we see that (2.7) will follow from
We focus on R(λ+i0) and write R = R 1 +R 2 as in (2.2) and (2.3). The contribution of (2.3) is easily handled. In fact, by a change of variables,
To estimate the contribution of (2.2), we split into low and high energies. We let χ(λ) denote a smooth cutoff to |λ| ≤ 1 and write χ c = 1 − χ. On the support of χ c , we can argue as we did for (2.3), changing variables and estimating the contribution via
which is acceptable. We turn to the low energy contribution of (2.2). Here we use (2.4); in particular, we will consider the cases y ≥ x ≥ 0 and 0 ≥ y ≥ x. In the first case, we use the bound |e
λ | |x| √ λ, and estimate
which is acceptable. In the remaining case, we use Cauchy-Schwarz to estimate
which is acceptable. This completes the proof of (2.7).
We turn to (2.8). Using (2.9), it suffices to prove the following:
Again we focus on R(λ + i0). Writing R = R 1 + R 2 as in (2.2) and (2.3), we observe that
for some bounded function a. Thus the desired estimate follows from a change of variables and (2.5); indeed,
This completes the proof of (2.11) and hence the proof of Proposition 2.3.
Combining the usual Strichartz estimates (Proposition 2.1) with the weighted local smoothing estimate in Proposition 2.3 yields the following corollary:
Corollary 2.4. The following estimate holds:
Proof. Using the Strichartz estimate Proposition 2.1, the dual estimate to (2.7), and Cauchy-Schwarz, we have
The desired estimate now follows from the Christ-Kiselev lemma [4] .
We will also need the following inhomogeneous local smoothing estimates.
Proposition 2.5. For any t ≥ 0, we have
Proof of Proposition 2.5. We begin with the identity
(2.14)
In fact, this is a consequence of
which follows from the fact that both sides solve
In light of (2.14), it therefore suffices to estimate
Similar to the proof of Proposition 2.3, we will use (2.1) and Plancherel to reduce the desired bounds to an estimate given in terms of the resolvent. In particular, we write
, where we use subscripts to denote the variable of integration in the definition of the Fourier transform. Thus,
we use Plancherel and Minkowski's inequality to estimate
The proof of (2.12) and (2.13) therefore reduces to the following two estimates:
We consider R(λ + i0), the other case being similar. We decompose the kernel as R 1 + R 2 , as in (2.2) and (2.3). The contribution of R 2 to both (2.15) and (2.16) is handled easily. In fact, since |q − i √ λ| ≥ |q|, we have
We turn to the contribution of R 1 . The contribution to (2.16) is straightforward, as we can estimate
uniformly in λ. For the contribution to (2.15), we recall (2.4). In particular, we need only consider the cases y ≥ x ≥ 0 and 0 ≥ y ≥ x. In the first case, we estimate
and hence the desired bound holds in this regime (cf. (2.5)). Finally, if 0 ≥ y ≥ x, we estimate
uniformly in x and λ. Thus the desired bound holds in this regime as well. This completes the proof of Proposition 2.5.
Finally, let us record one additional corollary of Proposition 2.3.
Corollary 2.6. The following estimates hold:
.
Proof. To rid ourselves of the integral over [0, t] we again use the decomposition (2.14) as in Proposition 2.5 and endeavor to estimate χF , with
Then using Proposition 2.3, boundedness of e isH on X, and Minkowski's inequality, we may estimate
We close this section with a technical result relating the usual Sobolev spaces with those defined in terms of H. We state the result we need as follows. In the following, we let m(∂ x ) denote the Fourier multiplier operator with symbol m(µ).
where B(f, g) is a linear combination of terms of the form
Although (2.18) has already been shown in [10, Section VIII,D] via the W 1,p boundedness of wave operators for H, we give a simpler proof of (2.18) by using the explicit representation of √ H.
Proof of Lemma 2.7. By the spectral theorem and the explicit form of the resolvent, we have the identity
where B(f, g) is a linear combination of terms like
Here we use the notationF
This is consistent with the usage above, and in fact in this caseF f can be written exactly as the sum of Fourier transforms of f and its reflection. Thus (2.17) follows from Plancherel. We turn to (2.18) . For the first estimate we simply observe that
For the second estimate, we observe in fact that m(∂ x )∂ x maps L 2 → L 2 boundedly, and hence by Young's inequality
for any ε > 0. Choosing ε ≪ 1 implies the desired bound.
Remark 2.8. The multiplier m(∂ x ) appearing in (2.17) actually maps L r → L r boundedly for any 1 ≤ r ≤ ∞. Indeed, it was already proven in (2.6) that F −1 m ∈ L 1 , and hence this is a consequence of Young's inequality. In particular, we are not using any multiplier theorems and are able to access the L 1 , L ∞ endpoints. In a similar way, we see that
Those will be useful in the proof of Lemma 4.7 below.
2.3. Existence of small solitary waves. In this section we discuss the existence and properties of solutions to (1.2).
In [11] , the authors considered (1.1) with a focusing nonlinearity and provided an explicit formula for the family of nonlinear bound states. Using our notation, these solutions are given by
, where E < − 1 2 q 2 and µ < 0. This formula is obtained by solving the relevant ODE on each side of x = 0 and then gluing them together at x = 0 to impose the jump condition Q ′ (0+) − Q ′ (0−) = 2qQ(0). This approach also works in the defocusing case µ > 0; the resulting formula is
which belongs to L 2 provided p < 4. From the explicit formulas for Q, one can observe that as E approaches − 1 2 q 2 , the functions Q behave like a small multiple of the linear eigenfunction. It will be convenient to describe this behavior in Proposition 2.9 below. In particular, we find it convenient to follow the approach of [12] and parametrize the family of ground states by small z ∈ C.
In the following, we write
, where we identify z ∈ C with the real vector (z 1 , z 2 ). We write DQ[z] for the Jacobian DQ[z] : C → C with
We will prove the following. Proposition 2.9. There exists small enough δ > 0 such that for z ∈ C with |z| < δ, we have the following.
• There exists a unique solution Q = Q[z] to (1.2) with E = E[|z|] ∈ R.
• We may write Q[z] = zφ 0 + h, where 
Results similar to Proposition 2.9 are proved in [25, 26] ; we will sketch a proof that follows the presentation given in the appendix of [12] . The key ingredient is the following estimate for the resolvent at the linear eigenvalue. With Lemma 2.12 in place, we turn to the proof of Proposition 2.9.
Proof of Proposition 2.9. We wish to solve
where z is to be small. To solve this system, let us construct (e, h) as a fixed point of the operator Φ(e, h) = (RHS(2.20), RHS(2.21)). Let us prove that Φ is a contraction on the set
where z will be chosen sufficiently small. We will then prove the desired estimates for h and e as a priori estimates using (2.20) and (2.21).
It is straightforward to show that Φ : A → A; indeed, writing (e 1 , h 1 ) = Φ(e 0 , h 0 ) for some (e 0 , h 0 ) ∈ A, we can use Lemma 2.12 to estimate
Similarly, writing (e 1 , h 1 ) = Φ(e 0 , h 0 ) and (ẽ 1 ,h 1 ) = Φ(ẽ 0 ,h 0 ), we can estimate
Thus Φ defines a contraction on A (for z small enough) and hence has a unique fixed point. 
which (for small z) implies h H 2 (R\{0}) |z| 2 . Similarly,
To prove bounds for Dh, we differentiate (2.20) and (2.21). This leads to 
This completes the proof. Proof. We will look for u decomposed as follows: u(t) = v(t) + a(t)φ 0 := P c u(t) + φ 0 , u(t) φ 0 . Equation (1.1) then becomes a coupled system for (v(t), a(t)), namely,
Using an integrating factor in (2.24), we may rewrite these as
Defining Φ(v, a) = (RHS(2.25), RHS(2.26)), we will prove that Φ defines a contraction on a suitable complete metric space. Writing M = u 0 H 1 and letting T > 0 to be chosen below, we define 
Thus, for T = T (M ) sufficiently small, Φ maps B T to B T . Similar estimates show that Φ is a contraction in the norm
for T sufficiently small. The result follows.
Setting up the problem
Suppose u : [0, T ] × R → C is a (small) solution to (1.1). We will look for a decomposition of u of the form
We view z(t) as a small unknown to be specified, with Q a solution to (1.2) (cf. Proposition 2.9) and v(t) defined through (3.1). Using (1.1), (1.2), and (2.19), any such decomposition would lead to an evolution equation for v, namely,
where we have written Q = Q[z(t)], E = E[|z(t)|], andż denotes the time derivative. We wish to choose z(t) in such a way that the solution to (3.2) is well-behaved (and such that z(t) remains small).
To choose z(t) and thereby fix the decomposition (3.1), we will impose the orthogonality conditions
for all t ∈ [0, T ]. This condition makes v = u − Q[z] orthogonal to the nondecaying solutions to the linearization of (1.1) around e −iEt Q[z] and agrees with the condition appearing in [12] . We discuss the motivation for this choice in Remark 3.2 below.
The following lemma tells us that as long as the solution u(t) remains small, it is always possible to choose z(t) such that (3.3) holds; moreover, this choice is unique.
Lemma 3.1. There exists δ > 0 small enough such that if u H 1 ≤ δ, then there exists unique z ∈ C such that (3.3) holds, with
Proof of Lemma 3.1. The proof is the same as [12, Lemma 2.3] . The idea is that if we were to choose v = u − φ 0 , u φ 0 = P c u, then we would not be too far off from satisfying (3.3). We can therefore use the inverse function theorem to find z exactly satisfying (3.3) . This is made precise using Proposition 2.9. We sketch the details.
for j = 1, 2, and set z 0 = φ 0 , u . Note that |z 0 | ≤ ε. A computation using the expansion of Q[z] in Proposition 2.9 yields
Similarly (using Proposition 2.9), the Jacobian of the map z → f (z) is computed by
Therefore, by the inverse function theorem, for ε small enough we may find unique z such that f (z) = 0. The result follows.
Under the (bootstrap) assumption that sup t∈[0,T ] u(t) H 1 ≤ δ for δ small enough, we can therefore uniquely decompose u(t) in the form (3.1) such that (3.3) holds for each t ∈ [0, T ].
The evolution equation for v is given by (3.2). To derive the evolution equation for z, we differentiate the orthogonality conditions (3.3). Recalling (3.1), (3.2), and self-adjointness of H, this firstly leads to
Differentiating (1.2) and observing that (2.19) and (3.3) imply Im i v, Q = 0, we may rewrite
where we have used (2.19) again in the final line. Continuing from above, we arrive at the system
The inner product on the right-hand side of (3.5) is of the form G(v, Q), D j Q , where G is at least quadratic in v (see Section 4.1). Identifying C with R 2 , we may write this system in the more compact form
where A is the 2 × 2 real matrix with entries (3.5) . Note that A coincides with the Jacobian matrix appearing in (3.4), and hence A jk = j − k + O(δ + |z|).
3.1. Summary. We have set up the problem as follows: assuming that we have a sufficiently small solution u to (1.1) on a time interval [0, T ], we choose z(t) uniquely such that (3.3) holds for each t (using Lemma 3.1). Defining v(t) = u(t) − Q[z(t)] (where Q is the solution to (1.2) as in Proposition 2.9), we find that v and z solve the coupled system (3.2) and (3.6).
In the next section we will use these equations to prove bounds for v and z. In particular, this will show that u remains small, which implies that the decomposition for u can be continued for all time. Furthermore, the bounds we obtain will allow us to complete the proof of the main result, Theorem 1.1. Recalling that Q solves (1.2) and employing the identity (2.19), we can connect the functions D j Q to this linearized equation. In particular (recalling the identification of C and R 2 ), one can compute
where L t denotes the transpose and we write D j E[|z|] =Ẽz j . One therefore finds that that the pair {iD j Q} spans the generalized null space of L t . The orthogonality condition (3.3) is equivalent to the orthogonality of v (identified with the real vector (Re v, Im v) t to iD j Q (identified with (− Im D j Q, Re D j Q) t ); here we use the usual inner product for vectors of R-valued functions, i.e.
This condition projects v away from the non-decaying solutions to ∂ t v = Lv, as we now explain. We let {w 1 , w 2 } be a basis for the generalized null space of L t (denoted by N ) satisfying L t w 1 = 0 and L t w 2 = w 1 . It is not difficult to check that N ⊥ is invariant under the flow ∂ t v = Lv. Similarly, for v(0) ∈ N , we can find a solution to ∂ t v = Lv of the form v(t) = q 1 (t)w 1 + q 2 (t)w 2 . In fact, explicit computation reveals that q 1 and q 2 are linear functions in t. Thus, (3.3) exactly projects v away from the non-decaying solutions of ∂ t v = Lv, and hence we expect that the component v should decay.
At a technical level, the key benefit of imposing (3.3) arises in the computation of the ODE (3.5) forż + iEz. In particular, imposing (3.3) leads to an ODE foṙ z + iEz that contains only quadratic and higher terms in v. This is crucial because to describe the asymptotics of z will require that we estimateż + iEz in L 1 t , while we can only hope to estimate v in spaces as low as L 2 t (through reversed Strichartz estimates).
In contrast, suppose that we were to impose the natural condition
so that v = P c v. This type of condition appears in [23, 32] and has the advantage of allowing for Strichartz estimates for e −itH P c to be applied directly to v. In this case, one would find that the ODE for z contains a term that is linear in v, and hence we would have no hope of estimating in L 1 t . On the other hand, as v = P c v under the assumption (3.3), we cannot apply Strichartz estimates for e −itH directly to v. However, if we recall the decomposition
, then we can see that the condition (3.3) implies v(t), φ 0 = O(z 2 ), which suggests that the portion of v parallel to φ 0 should be small compared to v. In fact, in Lemma 4.4 we will prove that we can control v by P c v in all relevant norms, and hence we will be able to utilize the estimates for e −itH P c after all.
Proof of the main result
We suppose u is a solution to (1.1) satisfying
for δ sufficiently small, so that we may decompose
as outlined in the previous section. By Lemma 3.1, we also have
Our goal is to extend these bounds to [0, ∞) and to describe the asymptotics of z(t) and v(t) as t → ∞. To accomplish this, we will prove a bootstrap estimate using the following norms, which should all be taken over
2)
Noting that
we observe that
As the equation for v involves Q[z(t)], it will be convenient to introduce notation for norms of Q as well. In particular, we define
and
where Q = Q[z(t)]. Using Proposition 2.9, we can control these norms as long as z(t) remains sufficiently small.
Proof. We begin with the estimate
which follows from Hölder's inequality and the Sobolev embedding
for large enough k. Here we only use H 2 (R\{0}) to control ∂ x Q in L ∞ . The result now follows from Proposition 2.9; indeed, for sup t∈[0,T ] |z(t)| small enough, we can write
where h(z(t)) = O(|z(t)| 2 ) and Dh(z(t)) = O(|z(t)|) in the norms detailed in Proposition 2.9.
4.1.
Estimates for the ODE. We first consider the ODE (3.6) for z, which we recall has the form A(ż + iEz) = b,
To get the error bound on A jk , we use Proposition 2.9 (similar to the proof of Lemma 4.1). In particular, A is invertible with uniformly bounded inverse.
Lemma 4.2. The following estimate holds:
Proof. We examine the right-hand side of the ODE (3.6) in a more detail. First,
Thus, we may rewrite
where
In particular,
Using the above together with Proposition 2.9 and Sobolev embedding, we may now estimate 10) which is acceptable. We next estimate the L 1 t -norm. Using (4.9), we estimate as follows:
, which is acceptable. This completes the proof.
4.2.
Estimates for the PDE. We next consider the PDE (3.2) for v. We will prove the following.
Proposition 4.3. The following estimate holds:
X . The plan is to use Strichartz and local smoothing estimates for e −itH . However, we cannot apply these estimates directly to v because the orthogonality conditions (3.3) do not imply that v belongs to the continuous spectral subspace of H. Nonetheless, using Proposition 2.9 and (3.3), we can prove that v can be controlled by P c v. 
Here X is as in (4.2) and P c denotes the projection onto the continuous spectral subspace of H.
Proof. Writing v = P c v + φ 0 , v φ 0 , we see that it suffices to prove
To this end, we use Proposition 2.9 to write Q[z(t)] = z(t)φ 0 + h(z(t)), with h(z) = O(z 2 ) and Dh(z) = O(z) in the norms detailed in Proposition 2.9. As (4.11) yields
we can estimate
12) from which the result follows. To see this, first note that by the triangle inequality and Minkowski's inequality, we have
Using (4.7), we see that this term is acceptable. Next,
which is acceptable as well. The result follows.
Using Lemma 4.4, we see that it suffices to estimate the X-norm of P c v. Applying P c to (3.2), we have
where we recall
We begin with the linear evolution term.
Lemma 4.5. The following bound holds:
Proof. Recalling the definition of the X-norm in (4.2), we find that the lemma follows from Proposition 2.1, Proposition 2.3, and (2.18).
We turn to the Strichartz norms for the inhomogeneous term.
Lemma 4.6. The following bound holds:
Proof. Using Corollary 2.4 we first estimate
which is acceptable. Next we write nonlinear term in the form
Such a decomposition is easily achieved under the assumption that F (u) = µ|u| p u with p equal to an even integer greater than or equal to four.
The linear term is handled as follows. Using Corollary 2.4, we have
Next, we use Proposition 2.1 to estimate
Z , which (after an application of Young's inequality) is acceptable. The other term is treated similarly:
, which is again acceptable after applying Young's inequality.
Finally, the contribution of the F 3 term containing only v is estimated as follows: The purely nonlinear term: use Proposition 2.1
X , which is acceptable. This completes the proof of Lemma 4.6.
We next consider the L ∞ tḢ 1
x norm of v. We treat this term by an energy estimate. We will make use of Lemma 2.7.
Lemma 4.7. The following estimate holds uniformly over t ∈ [0, T ]: Proof. By (2.18), we have
x norm is controlled via Lemma 4.6, it suffices to estimate √ HP c v. To this end, we use the self-adjointness of H and (3.2) to write
where (4.14) . In fact, we will split the term F 2 (which collects the terms of orders v 2 Q p−1 through v p Q) further by writing
, where F 1 2 collects terms that are linear in Q. We do this so that we can group this term with those appearing in (4.17) below (rather than (4.16) ). This is necessary because when the derivative lands on Q we cannot additionally absorb weights in order to produce a x 
where m(µ) = (q − iµ) −1 (up to the addition of similar terms). We claim that both terms in (4.15) may be controlled by
(4.17)
For the first term in (4.15), this follows directly from Hölder's inequality. For the second term in (4.15), we use Hölder's inequality and the fact that
boundedly (see Remark 2.8). We turn to estimating the terms in (4.17) and (4.16). We begin with (4.16). First, by the chain rule:
We turn to the intermediate terms in F 2 2 , which contains terms of the order
Applying the chain and product rule and Young's inequality, we are led to estimate four types of terms in L 1 x L 2 t corresponding to these two extreme cases. When the derivative lands on a copy of v, we estimate
which are acceptable. When the derivative lands on a copy of Q, we instead estimate
, which are acceptable. We turn to (4.17). We first have
which is acceptable.
Next, we estimate the contribution of F 1 2 in (4.17), which contains terms that are linear in Q. Distributing the derivative, we are led to estimate the following terms. First, 18) which is acceptable. Next,
It remains to estimate the contribution of F 3 in (4.17). The purely nonlinear term F 3 = µ|v| p v is estimated as follows:
which is acceptable. This completes the proof.
It remains to estimate the contribution of the inhomogeneous Duhamel term to the L Proof. We recall that
where F j are as in (4.14). We first use Proposition 2.5 to estimate
which is acceptable. Next, we estimate
The contribution of F 2 is estimated by
, which is acceptable (after an application of Young's inequality).
Finally, we use Corollary 2.6 to estimate
X , which is acceptable. This completes the proof of Lemma 4.8.
Finally, using Lemmas 4.4, 4.5, 4.6, 4.7, and 4.8 we complete the proof of Proposition 4.3.
4.3.
Completing the proof. In this section, we first use the estimates of the previous two sections in order to close a bootstrap estimate, which allows us to continue the decomposition of u for all time, as well as to prove the desired properties for z(t) and v(t) and hence complete the proof of Theorem 1.1.
We let u(t) be the solution to (1.1) with initial data u 0 , where u 0 H 1 = δ for some small δ > 0. By local well-posedness and Lemma 3.1, we can uniquely decompose u(t) = Q[z(t)] + v(t), with Im v(t), D j Q[z(t)] ≡ 0 for j ∈ {1, 2}, (4.19) at least on some time interval, with |z(t)| + v(t) H 1 u(t) H 1 δ. On such an interval, we can now collect the estimates from the previous section. Collecting Lemma 4.1, (4.4), Lemma 4.2, and Proposition 4.3, we have the following: We turn to establishing the asymptotics v(t) and z(t). First, we prove scattering in H 1 for v(t). We claim that it suffices to prove scattering for P c v(t). Writing v = P c v + φ 0 , v φ 0 , the claim reduces to proving Proof of (4.23). Using the orthogonality conditions in (4.19) and using Proposition 2.9 to write Q[z(t)] = z(t)φ 0 + h(z(t)) (as in the proof of Lemma 4.4), we find φ 0 , v(t) φ 0 H 1 Dh(z(t)) 
uniformly in t. Using the bounds on v and Q[z], we see the proof boils down to controllingż + iEz in L ∞ t . For this, we go back to the ODE (3.6) and use the computations at the beginning of Lemma 4.2 to bound
This completes the proof of (4.23).
It finally remains to prove scattering for P c v(t). For this we use the Duhamel formula (4.13) to show that {e itH P c v(t)} is Cauchy in H 1 . Indeed, using the estimates from (4.6) and Lemma 4.7, we can deduce
X , where now the norms on the right-hand side are restricted to (s, t) (and not all of the components of the X-norm are L ∞ in time). Sending s, t → ∞ yields the claim. Finally, we note that ż+iEz L 1 t δ 2 yields the desired bounds and asymptotics for z. This completes the proof of Theorem 1.1.
