Given a rectangular m × n matrix stored as a two-dimensional array, we want to transpose it in place and measure the cost by the number of memory writes and the number of auxiliary cells used. We propose a transposition algorithm with optimal complexity O(mn) using only min(m, n) auxiliary memory cells.
Introduction
Given a rectangular m × n matrix stored as a two-dimensional array, we want to transpose it in place. More specifically, we have an m × n matrix A which is stored column-wise in a linear array of mn memory cells. We want to store the same matrix row-wise in the same cells, which is equivalent to storing A column-wise. In the column-wise arrangement the element a ij of A is stored in cell s = (j − 1)m + i. We want to move this element to the position t = (i − 1)n + j.
Another way of looking at the same problem is to consider it as the problem of permuting a sequence of elements a i , i = 1, 2, . . . , mn, so that a s with s = (i − 1)m + j is moved to the position of a t with t = (i − 1)n + j. The measure of cost is the number of memory writes and the number of auxiliary cells used.
The move a s → a t itself means also that the value of a t is lost. To keep it we need some auxiliary move a t → b, where b is an auxiliary memory cell. If m = n, then the numbers s = (i − 1)n + j and t = (j − 1)n + i transform to each other with the interchange of i and j. In this case the whole transposition task is trivially implemented by swaps using just one auxiliary memory cell b:
Otherwise, if m = n, then the move of a s to a t does not imply that a t should move to a s . So the transposition task becomes not easy (cf. [1, 2] ) -of course, under the restriction that the number of auxiliary memory cells does not depend on the sizes m and n. We still do not know whether it is possible or not to do this in O(mn) operations in the general case m = n under the restriction that the number of auxiliary cells does not depend on m and n.
However, an algorithm with the cost O(mn log 2 (mn))is available [1, 2] . It comes up as a direct application of a nice algorithm for performing a general one-to-one mapping i → σ (i), i ∈ {1, 2, . . . , N}, with operations including the forward and backward index computations of the form i → σ (i) and i → σ −1 (i). Being quite general, this algorithm does not use any special features of the transposition mapping.
In this paper we propose a transposition algorithm with optimal complexity O(mn) and a very moderate use of additional memory amounting to min(m, n) cells. A useful fringe benefit is that the operations apply to sequences of contiguous entries which could decrease cache misses in work with large data sets. We may remark that we obtained this algorithm as early as 1980 (motivated by a general framework of multilevel matrices [3] ; for recent development see [4] ), but it was never properly published. This paper appears chiefly due to the interest from colleagues that we have become aware of when it occasionally crops up in reminiscences on transposition topics.
The paper is organized as follows. In Section 2 we introduce some notation. In Section 3 we present a very simple but special transposition algorithm for application to rectangular matrices of sizes m = s p and n = s q (s, p, q are positive integers). In this case only one additional cell is needed. In the general case we find that it can be reduced to the simple cases. The means for reduction are expounded on in Section 4. The general transposition method is described in Section 5. In the last section we finish with some concluding remarks.
Notation
For the sake of convenience, given an array let us call the contents of its cells letters and a sequence of contiguous letters a word. We write c = ab to designate that the word c is concatenated from the two words a and b. An empty word Θ is the one with the property Θa = aΘ = a for any word a. Let us agree that the empty word occupies no cells. Denote by (a) the number of letters, also called the length, of the word a. Thus, (Θ) = 0.
From now on we write a → b (1) to say that the word b is obtained at the place of the word a by some permutation of the letters. Of course, for any particular permutation we ought to look for a special implementation algorithm that might use some auxiliary cells to perform swaps.
Basic operations will be moves and swaps of the letters. A move means that the content of one cell is replaced by a letter from some other cell. A swap is the interchange of letters between two cells. To implement a swap we need one auxiliary cell, besides those that exchange their contents, and this obviously reduces to a sequence of three moves. 
The transposition is described by a permutation in which the entry α( ) moves to the positioñ
Proof. It is valid that
Consequently,
which completes the proof.
We may remark that the algorithm of Lemma 2 resembles the well known binary inversion in the fast Fourier transform. (1) and (2) are done, the same array α keeps exactly the transposed matrix A . It remains to note that the operations of Steps (1) and (2) 
Proof of the main lemma (Lemma1). Let us show that the transposition of a matrix
Therefore, the transposition is now conducted in three steps:
(1) swap the entries and˜ , where 
The total number of swaps does not exceed 3m p+q /2. 
In the case p = q, an evident algorithm consists of the independent swaps of the letters a 1 and b 1 , a 2 and b 2 , and so on with a final swap of a p and b p . Overall, here we need p = q swaps. Assume for definiteness that p > q. Then the action
requires q swaps, the original task reducing to a similar one for the words
For the wordsã andb we repeat an action similar to that of (2). As is readily seen, the total number of swaps does not exceed p + q, which completes the proof.
Lemma 4. Assume that words a i
Then the actions Proof. We split the action (3) into two steps. In the first step we conduct the action
where v 1 , . . . , v m is a permutation of the indices i, . . . , m, which is also to be found in this step. To store this permutation we can use m − 1 cells from m auxiliary cells, because v m = m and thus the image of m need not be stored. The remaining cell can be used for swaps.
In the second step we perform the action
The algorithm is very natural. To proceed with Step 1, write down the left-hand side of (5) in the form
whereā 2 = Θ,ã 2 = a 2 . Set v i = i, i = 1, . . . , m, and recast (7) as
Then, when getting to
Step j we assume that we have obtained the word
whereā j+1ãj+1 = a j+1 .
Step j, j = 1, . . . , m − 2, is described as follows. Seek the minimal index r = 2, . . . , j satisfying
If r = 1 then the word underlined by waves is empty.
Execute the following actions:
When writing the last equation we permute the indices v 1 , . . . , v m in the following way:
Remark that v k = k, k ≥ j + 1. During the chain of actions (9) the number of swaps does not exceed
Three terms in (11) match three arrows from (9). We should add j swaps of indices to carry out the permutation (10). Note that this calculation of the number of swaps exploits the result of Lemma 3.
On completion of
Step m − 2 we obtain the word 
Note that the action (4) is done by the same swaps in the reverse order. Prior to the execution of these swaps, it is necessary to compute the permutation v 1 , . . . , v m and the value (ã m ). The proof is over.
General transposition method
Let A = {a ij } be a matrix of size n × m. We assume that n ≥ m. If n ≤ m, then all the swaps needed to transpose a matrix of size m × n should be taken in the reverse order. Suppose also that m > 1.
Consider the base-m representation of n: 
Carry out the following actions: 
The words with braces as they appear from left to right are denoted by
. In order to execute the chain of actions (14) we have recourse to the algorithm of Lemma 4. The number of swaps is evaluated to be
Consider a block partitioning of A as follows:
Evidently, the matrix α k is juxtaposed with the word A k , and similarly α k−1 is with A k−1 and so on, and finally α 0 is with A 0 . Having performed the actions (14), in order to complete the transposition of A it remains to transpose the matrices α k , . . . , α 0 . This means that we need to permute correspondingly the letters in the words A k , . . . , 
ϕ m i ).
As is easily seen, we complete the transposition of α i by transposing n i × m matrices ϕ 1 , . . . , ϕ m i (the columns of size n i m are treated as n i × m matrices). The latter task is performed in the following way. Let Q be an n i × m matrix with n i < m. Denote by g and r i the quotient and remainder for the division of m by n i and represent Q as follows:
Let us assume that the place occupied previously by the matrices Q 1 , . . . , Q g , R i is now used to house the matrices Q 1 , . . ., Q g , R i whose columns correspond to the words
For the transposition of Q it remains to carry out the action
Notice that (q
The action (16) is performed in two stages. First, execute the permutation
and second, get to the action 
All in all, the transposition problem for A reduces to the same problems for m k matrices of the form R k , then m k−1 matrices of the form R k−1 (if n k−1 = 0), and so on. Finally we are to transpose one matrix R 0 (if n 0 = 0). The reduction itself requires at most
swaps (the first term accounts for the action (14), the second does this for the action (16) applied to all matrices α i , the third is due to the algorithm of Lemma 1).
We can see that the total number of entries of the matrices R k , R k−1 , . . . , R 0 does not exceed nm/2.
For each of these matrices we apply a similar procedure of reduction to transposition problems for matrices with total number of entries not greater than (nm/2)/2 and proceed in the same way until we have to transpose matrices with number of entries less than m. Thus, the transposition problem for A is solved by 12nm 1 + 
Concluding remarks
We considered the in-place transposition problem for a rectangular m × n matrix with the aim of minimizing the number of operations and the number of auxiliary memory cells (those that are not occupied by the elements of the matrix). As the main result, we presented the general in-place transposition method using O(mn) writes and min(m, n) auxiliary memory cells. Note that there is still no algorithm with asymptotically the same number of writes but with the restriction that the number of auxiliary cells does not depend on m and n. If we want to have this restriction, then we ought to increase the number of writes [1, 2] .
Our method is based on the reduction to the ''simple cases'', those of transposition of rectangular matrices of sizes m = s p and n = s q (s, p, q are positive integers). We show that in these simple cases only one additional cell is needed.
The reduction is based on a series of swaps of some groups of contiguous elements. We believe that for modern computer architectures it might allow for the use of memory hierarchy and could probably decrease cache misses.
