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Abstract
How do people discuss mental health on social media? Can we train a computer
program to recognize differences between discussions of depression and other topics?
Can an algorithm predict that someone is depressed from their tweets alone? In
this project, we collect tweets referencing “depression” and “depressed” over a seven
year period, and train word embeddings to characterize linguistic structures within
the corpus. We find that neural word embeddings capture the contextual differences
between “depressed” and “healthy” language. We also looked at how context around
words may have changed over time to get deeper understanding of contextual shifts
in the word usage. Finally, we trained a deep learning network on a much smaller
collection of tweets authored by individuals formally diagnosed with depression. The
best performing model for the prediction task is Convolutional LSTM (CNN-LSTM)
model with a F-score of 69% on test data. The results suggest social media could
serve as a valuable screening tool for mental health.
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Chapter 1
Introduction
Depression was considered a spiritual condition caused by demons and evil spirits until
the seventeenth century [3]. The condition we now call ”depression“ was known as
melancholia and was often treated with methods as beatings, physical restraint, and
starvation in an attempt to let evil demons out [4]. It was due to a Greek physician
named Hippocrates who associated depression with the imbalance in chemical fluids
in human body called humours in his Aphorisms [5]. He used bloodletting, baths,
exercise, and diet to treat depression. In 1621, Robert Burton outlined both social
and psychological causes of depression in his book called Anatomy of Melancholy [6].
He considered fear, poverty and loneliness as causes of depression and recommended
diet, exercise, travel and music therapy as a treatment for this condition.
Remedies to treat depression were no more adequate in the late 19th century, so
people with severe depression were treated with lobotomy [7], a surgical procedure
to destruct the front portion of brain, which seemed to provide calming effects. But
such treatment was proven unsuccessful, causing personality changes, inability to
make decisions, poor judgment, and sometimes death. It was only in the 1950s
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when a tuberculosis medication called isoniazid was found to be helpful in treating
depression in some people and that resulted in development of drug therapy as a
possible choice to treat depression [8].
According to a World Health Organization (WHO) report, depression is the lead-
ing cause of disability, affecting about 300 million people globally [9]. The rate of
major depressive episodes is the highest among the individuals between 18 and 25.
Moreover, the total economic burden of depression in the USA is estimated to be
$210.5 billion in 2010 [10]. About 50% of it is attributed to workplace costs and
decreased productivity, 45% to medical expenses and 5% to costs related suicide. Al-
though there are effective treatments available to cure depression, less than 50% of
the affected receive such treatments and only one in five receives treatment consistent
with current practice. The reasons include lack of knowledge, unavailability of trained
health care providers and social stigma attached with mental illness that has made
individuals reluctant to take necessary treatment. [11].
Social media is emerging as a promising tool for detecting depression and analyzing
the content of tweets has been a popular method to understand human behavior
and mental illness [12–14]. There has been significant research that suggests user
activity on social media can be helpful in inferring the key indicators of depression
raising the possibility that social media could be used as a potential screening tool
to detect different conditions in mental illness [15, 16]. But detecting depression on
social media through different techniques in Natural Language Processing (NLP) is
a complex task mainly due to the complicated nature of mental disorders. Moreover,
indication of depression is often subtle and not obvious to the reader. These muted
indicators in language which are not obvious to the human reader may be captured
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by neural network architecture. By using the Twitter public data, we hope to create a
neural word embedding model that is sensitive to signals present in language around
depression. Acknowledging the complex ethical issues associated with algorithmic
inference of mental health [17], as well as significant privacy concerns, the results of
this project may be helpful in predicting depression in individuals consenting to let
an algorithm read their tweets.
3
Chapter 2
Literature Review
A rich body of literature has explored social media as a lens through which we can
understand and detect an individual’s risk for mental illness. In 2013, De Choudhury
et al. used clinically validated depression measures as well as Twitter activity to
find individuals who had been formally diagnosed with depression [15]. In their
study, they handcrafted features and fed into a statistical model that could predict
if an individual had depression with 70% accuracy. In 2017, Reece et al. suggested
improvements in previous study by incorporating tweets posted prior to the date
of subjects first depression diagnosis [12]. Moreover, De Choudhury et al leveraged
Facebook status updates along with survey data to predict postpartum depression in
new mothers [18]. The model used demographic information, Facebook activity and
linguistic expression to predict PPD with 35% accuracy. The research in this field is
not only limited to text and survey data.
In another study, Reece et al. utilized participants's pictures on Instagram to
reveal predictive markers of depression [16]. The data was collected through responses
to a standardized clinical depression survey on MTurk. All these studies rely on
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crowd-sourcing tools to hire volunteers to get access to individual social media feed
and the amount of data is limited by those that can complete the appropriate survey
[19].
In contrast to prior mentioned method, Coppersmith et al. used self-reported
disclosure on Twitter to classify individuals suffering with Post Traumatic Stress
Disorder, contrasting their usage with those who do not self-report such diagnoses [13].
Extending the same idea, one study collected Twitter self- reported diagnosis data for
ten different mental conditions and built a machine learning classifier to separate users
with conditions from control users based on age and demographics [14]. Another study
utilized public post and comment data in Reddit mental health support communities
to study the transition from mental illness to suicidal ideation in individuals [20]. The
study was also able to distinguish between individuals likely to undergo the transition
with high accuracy as opposed to who do not.
All these studies focused on predicting mental conditions at the individual level
based on how one engages and expresses oneself on social platforms. We studied
depression from the perspective of the language associated with it. Prior studies
have indicated that mental health conditions show implicit changes in the language
of affected individual in the form of shift in word usage or in word frequency [21–24].
The elevated use of word “I” [24], verbs in past tense [22] and absolutist words [23]
in the language of depressed individuals are some of the examples. In our research,
we present a novel approach to study language of depression on Twitter using neural
word embeddings.
This technique is based on the concept of distributed word representation [25]
rather than local representation and uses multiple neurons to represent a single word
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to capture the dependency of words in the language [25]. In turn, it enables word
representation to learn general concepts of language. Moreover, such distributed rep-
resentations are capable of automatically capturing the predictive features from text,
freeing researchers and practitioners from manually crafting and encoding specific
features [26]. In the recent research, this technique has been extended to infer user
embeddings [26, 27] and has been utilized for sarcasm detection [27] , irony detec-
tion [28] and content recommendation [29].
6
Chapter 3
Language of Depression
An individual’s usage of words can give important clues about the aspect of their
social psychological world [30]. In particular, depression is found to have its own
language that is distinguishable from common vocabulary [31]. Several studies in the
literature have attempted to understand the effects of mental health on the individ-
ual’s language. [32]. One study in psychology suggests that use of pronouns and other
small words in our vocabulary reveals the most about our personality, social skills and
intentions [33]. While these words are less than 500 words in English vocabulary but
they account for more than 50% of the words we speak, hear and read hence play an
important part in how we express ourselves.
Another study employed computerized text analysis Linguistic Inquiry And Word
Count (LIWC) [34] to analyze the language differences in the essays written by de-
pressed and non-depressed individuals and found that the depressed individuals used
first person pronouns more than non-depressed individuals [24]. In 2001, Stirman and
Pennebaker conducted a study to examine word usage in suicidal and non-suicidal
poets. The study shows that while both groups did not differ in the use of negative
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words, suicidal poets used more first person pronouns (I, me, myself) compared to
collective words (we, us, ourselves) [35]. This might suggest that people with mental
illness tend to focus more on themselves while being less connected with others.
In another study, researchers found that people suffering from depression, anxi-
ety and suicidal ideation exhibit elevated use of absolutist words (e.g always, never,
completely) in their language compared to the people in controlled group [23]. The
study also pointed out that absolutist words may be better indicator of mental illness
compared to the negative emotion words as indicated in the past studies [36]. The
research to study the effect of mental illness on language has employed essays [24],
personal diaries and online blogs [37] and social media forums [23] but none of the
studies have utilized the information available on popular social media platforms like
Facebook and Twitter.
In this section, we want to use Twitter data of depressed individuals and non-
depressed individuals to study the language of depression. We want to replicate the
prior studies that showed increased used of first person singular pronouns and elevated
use of absolutist words and want to find out if the results would also hold for Twitter
data. In addition, we are also interested in whether the depressed individuals in our
study would exhibit more use of negative emotion words as compared to non-depressed
individuals. The motivation behind this study is to see whether the established
linguistic patterns would hold for a microblogging [38] service like Twitter that only
allows users to send messages of up to 140 characters.
8
3.1 Data
The data for this experiment was collected to conduct a prior research study about
forecasting the onset of mental illness [12]. Participants in this data were recruited
using Amazon’s Mechanical Turk (MTurk) crowdsource platform. The dataset is
comprised of 178207 tweets from 139 depressed individuals and 192809 tweets from
162 non-depressed individuals. Moreover, average number of tweets per individual
in depressed group is 1282 while average number of tweets per individual in control
group is 1190 as shown in table 3.1 below.
Table 3.1: Summary Statistics
# tweets # users # tweetsmedian #tweetsmean
Depressed 178207 139 853 1282
Controlled 192809 162 719.5 1190
Table 3.2: Summary Statistics: Threshold>=500 tweets per user
# tweets # users # tweetsmedian #tweetsmean
Depressed 168882 85 2354 1986
Controlled 181591 91 2306 1995
To do the language analysis on this data, we only considered individuals with at
least 500 tweets. We did this to have enough content about each participant in our
study. Table 3.2 shows the summary statistics after excluding users having less than
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500 tweets. Our final dataset contains 168882 tweets from 85 depressed individuals
and 181591 tweets from 91 non-depressed individuals.
3.2 Language Analysis
Figure 3.1 shows the frequency distribution of words in depressed and control group
in log-log scale. The word with the highest frequency has a rank of 1 and the word
with second highest frequency has a rank of 2 and so on. The amount of times a
word appears is proportional to one over its rank. The distribution of words in two
corpora of tweets seems to follow a heavy tailed distribution which is captured by
Zip'f law [39] which suggests that the most frequent word will occur approximately
twice as often as the second most frequent word, three times as often as the third
most frequent word.
In order to compare the usage of pronouns, absolutist words and negative emo-
tion words in both groups, we first combined all tweets per individual in both groups.
Second, we calculated the frequency of each word appearing in an individual’s vocab-
ulary in each group. We did this to account for the fact that some individuals have
more tweets than others and hence they have more presence on Twitter. Now, we
have frequency of each word for each user in both the groups. In order to compare
overall usage of words in two groups, we took an average over all the users in each
group to find the mean frequency of each word in the group. We then used T-test
to check whether the difference in the mean frequency of each word in two groups
is statistically significant. We used p-value of 0.05 to check the significance which
means that if p-value is less than or equal to 0.05, the difference between the mean
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Figure 3.1: Rank versus Frequency for Words in Depressed Tweets and Non-Depressed
Tweets
frequency of given word in each group is statistically different.
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Figure 3.2: Frequency of Pronouns in Tweets from Depressed individuals and Non-Depressed
individuals
Figure 3.2 shows the results for the list of pronouns. We can see that the mean
frequency of first person pronouns(I, me, myself) in the depressed group is higher than
the mean frequency of these words in the controlled group. But our t-test shows that
the frequency of words ’me’ and ’myself’ is only statistically different in two groups
that somewhat agrees to the past research [24, 40] that is depressed individuals use
first person pronouns more than the non-depressed individuals but it does not hold
true for the word ’I’.
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Figure 3.3: Frequency of Absolutist Words in Depressed Tweets and Non-Depressed tweets
Figure 3.3 shows the results for the list of absolutist words. We can see that the
mean frequency of few absolutist words like "never", "completely" and "every" are sta-
tistically different for depressed and non-depressed individuals using pvalue(<=0.05)
but most of the absolutist words do not have different frequency distributions in two
languages.
Figure 3.4: Frequency of Negative Emotion Words in Depressed Tweets and Non-Depressed
Tweets
Figure 3.4 shows the results for the list of negative emotion words. It is interesting
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to see that the mean frequency of given negative words is statistically same in de-
pressed and non-depressed individuals implying that there is no significant difference
in the usage of negative emotion words in languages of both groups.
The results of this experiment show that the past research to understand the
effects of depression on language may not hold true specifically for the language used
on Twitter. We find these results interesting because they lead to questions like
whether the medium of language matters. Twitter being a microblogging platform
allows user to share their thoughts in short and summarized way. Users may have to
pick and choose the right words to get their message across which may influence how
language might be effected by mental illness.
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Chapter 4
Word Representations
4.1 Word vectors
According to DOMO’s Data Never Sleeps 5.0 report [41], 90 percent of the data in
the world was generated over the last two years alone. 456,000 messages are posted
to Twitter every minute. There are 510,000 comments posted and 293,000 statuses
updated every minute on Facebook. Everyday, we open Google and search for an
article by providing few keywords and get hundreds of results in less than a second.
Nate Silver analyzes million of tweets to correctly predict election results. We type
in a sentence in Google and get it translated in various languages. All these tasks -
clustering, classification and translation - require text processing. But computers do
not understand text. So, we need some kind of numeric representation of text that
machines can understand and process.
One could say that mapping a word to an integer might be a solution. Each word
token would get an arbitrary integer and the vocabulary could be expanded as new
words appear in the corpus. But this solution is as good as comparing if two words are
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identical. Two words with related meanings might be assigned distant integers and
two adjacent words assignment might have nothing to do with each other. So, there
is no relationship in the words and information cannot be easily shared across words
with similar properties. Moreover, this representation of words as unique, discrete
id results in data sparsity. To overcome this problem, we need a representation for
words that capture their meanings, semantic relationships and the different types of
contexts they are used in.
In order to preserve the information around a word token, we can derive a notion
of vector representation rather than integer representation for words where each di-
mension of the vector can be used for different purposes. For example, one dimension
in the vector can represent the root each word belongs to: the words eat, eaten, eats,
ate would be assigned 1 in the particular dimension while all other words that do not
belong to this root would be assigned 0. This type of representation is referred as
distributed word representation. It is based on the famous idea: You shall know a
word by the company it keeps. [42]
4.1.1 Count-based Representations
Count-based methods are primarily based on the technique called Latent Semantic
Analysis (LSA) [43] that uses documents as features of words based on the hypothesis
that similar words would occur in similar documents.
Count Vector
Count Vector is a simple method that learns unique words from all the documents
and then represents each word by counting the number of times it appears in each
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document. Each dimension in the word vector represents the number of times it
appears in each document.
TF-IDF Vectorization
TF-IDF is a frequency based method that not only takes into account the occurrence
of a word in a single document but in the whole corpus of documents. It can be
a considered a weighing method to extract important words in the document. It
weighs down the common words appearing in almost all documents while giving
more weight to less common words [44]. Term Frequency (TF) is a frequency of each
word appearing in a document. The importance of a word increases proportionally to
the number of times it appears in individual document. Inverse Document Frequency
(IDF) is a measure of how common the word is across all documents. If a word
appears in almost all the documents then it might not be important as compared to
words that appear in few documents.
Wi,j = tfij ∗ log(N/dfi)
Wi,j = weight of word i appearing in document j
tfij = frequency of word i appearing in document j
N =Number of documents in a corpus
dfi = Number of documents where word i occurs
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Co-Occurrence Matrix with Fixed Window Size
The co-occurence matrix tries to capture the semantic relationship between words by
taking into account the neighboring words in a specified window size. The matrix
is computed by counting how two or more words occur together in a given corpus.
The resultant matrix can be very sparse depending on the size of vocabulary. If
the vocabulary comprises of N unique words, co-occurence matrix will be of dimen-
sions N by N. The technique is able to capture the powerful semantic and syntactic
relationships in the vocabulary but it is computationally expensive due to high di-
mensionality. Therefore, techniques like Principle Component Analysis (PCA) [45]
and Singular Value Decomposition (SVD) [46] are used to decompose co-occurence
matrices to reduced dimensions with the least data-loss possible.
4.1.2 Prediction-based Representations
Predictive word representations are based on the idea that a words vector should
encode its meaning by means of the neighboring words. Such representations of words
use shallow neural networks to learn the word vectors as parameters of the model.
The idea of predictive based word representation also called word embeddings have
been around for some time [25, 47, 48] but it was in 2013 when Mikolov, Chen, et al.
came up with two neural network based architectures to create high-dimensional word
representations capturing semantic relationships between words unaided by external
annotations. [1]
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Continuous Bag-of-words CBOW Model
The Continuous Bag of Words (CBOW) is one of two model architectures introduced
by Mikolov, Chen, et al in 2013. CBOW model learns word representations by prob-
abilistic feedforward neural network to predict target word given the context words
minimizing the following loss function:
E = −log(p( ~wt| ~Wt)
where wt is the target word and Wt represents the sequence of words in the context.
So loss function is negative log likelihood of target word given the context words.
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Figure 4.1: The CBOW Architecture Predicts the Current Word Based on the Context [1]
Skip-Gram Model
The skip-gram model is similar as CBOW but instead of predicting the target word
based on context, it tries to predict the context words within a radius given the target
word. So, skip-gram architecture reverses the use of target and center words. More
details for the skip-gram model will be provided in a subsequent section.
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Figure 4.2: Skip-gram Architecture Predicts Context Words Given the Current Word [1]
4.2 Word2Vec with Skip-Gram Model
Word2vec is a neural network based framework that uses either CBOW or skip-gram
model under the hood. The emphasis of word2vec model is to result in good word
embeddings by using exceedingly large corpus of text data with lower computational
complexity. The training of word2vec model does not involve dense matrix multi-
plication hence making the training very efficient [49]. In this study, we used the
skip-gram model that has showed better performance in predicting infrequent words
21
given a large corpus [49]. The objective of the word2vec model is to have words with
similar context occupy close spatial positions.
The idea of the Skip-gram model is to find low dimensional word representations
that are good at predicting the neighboring words in the associated context. That is,
at each step, we take one word as a target word and we try to predict the words in
its context within a window radius of m. The model is going to define a probability
distribution which describes the probability of the word occurring in the context given
the target word. The objective of the Skip-gram model is to maximize the average
log probability:
J(θ) = 1
T
T∑
t=1
∑
−m≤j≤m,j 6=0
logp(wt+j|wt)
or minimize the negative log probability:
J(θ) = − 1
T
T∑
t=1
∑
−m≤j≤m,j 6=0
logp(wt+j|wt)
where T is number of words in the language (documents) and m is the size of training
context. Larger m would imply more training examples hence more training time
utilization. θ(s) are the parameters in the model that we want to optimize. And these
θ(s) would be the vector representations for words. The idea is to keep adjusting θ
parameters to minimize the loss function and in turn maximize the probability of the
prediction. In skip-gram model, we define p(wt+j|wt) using the softmax function as:
p(c|t) = exp(u
T
c vt)∑W
w=1 exp(uTwvt)
where v and u are "input" and "ouput" vector representations of w andW is the number
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of unique words in the vocabulary. In the simple words, we take dot product of two
word vectors that measures the similarity between two vectors. We use exponentiation
to force the result to be positive and softmax function is employed to convert these
numbers into probabilities. In practice, we use a different method to calculate p(c|t)
because cost of computing p(c|t) is directly proportional to number of words W. Also
Softmax is too expensive to use as a loss function as computing the gradients and
optimizing millions of parameters (θs) in the model would make the training inefficient
and slow.
In order to solve this issue, there are two optimization techniques discussed by the
authors [49]. The technique which is the most popular and almost always used with
skip-gram model is Negative Sampling. In the model, each training sample tweaks all
of the parameters in the neural network which would make training very slow given
the huge number of parameters. Negative Sampling solves this issue by having each
training sample only update a small number k parameters in the model. The more
detailed description of these methods can be found in [49].
So now that we have defined the loss function, we want to update the model
parameters to minimize the loss function. And we do so by using Backpropagation
using a Gradient Descent Algorithm that is used to optimize the parameters in the
neural network by minimizing the loss. The standard way is to use chain rule to find
the derivatives of loss function with respect to the input word vectors.
What is interesting about this method of embeddings compared to frequency based
word embeddings is that this method does not assume each word as an independent
token in the language rather it captures the context based on the neighboring words
of the given word. The input to this model is a list of pair of words from tweets. Each
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input is a word and output is the neighbor. Each pair is passed into a two layered
neural network. Once the model is trained, we are interested in the learned parameters
from the model which are word representations that supposedly have captured the
context of the words in documents. Word vectors which are closer together should be
more closely related than word vectors that are farther apart.
Figure 4.3: Word2Vec Skip-Gram - Training Example [2]
Figure 4.3 shows the structure of the training sample required for Word2Vec
model. For each word in each tweet in the language, the algorithm takes pairs of
the word and its neighbor. The number of neighbors is a parameter called window
size that we specify when training the model. A window size of 2 would mean, we
only want to consider two words on the each side of the input word. Usually, the
smaller window size would capture the semantic similarity and large window size
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would capture topical similarity among words. So, the context can be defined very
locally or more broadly depending on the application of the model.
Figure 4.4: Skip-Gram Detailed Model Architecture [2]
Figure 4.4 shows the neural network architecture for Word2Vec with Skip-gram
model. The input vector is of the size same as the total number of unique words
in the vocabulary. The output of the network is a single vector, same size as input
vector, containing the probabilities of word being the context word related to input
word. There is no activation function in the hidden layer to introduce non linearity in
the model as traditionally done in the neural network architecture. In this example,
the hidden layer is represented by a weight matrix with 10,000 rows (one for every
word in our vocabulary) and 300 columns (one for every hidden neuron). The rows of
this weight matrix are actually the word vectors on interest. So, the end goal of this
25
network is to learn the weight matrix in the hidden layer by means of maximizing the
probability of context word given the input word.
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Chapter 5
Word Embeddings for Depression
So far, we have established that Word2Vec is a simple and scalable model which
results in powerful word embeddings that can capture the semantic relationships in
the language. In this study, we exploited this useful feature of word embeddings
to study the language of depression and what kind of relationship the words would
have in this language. The objective of this study was to train word embeddings to
capture the differences between depressed language and general language. We defined
“Depressed Language” as the set of tweets over the seven year period 2012-2019
that contains the words ’depressed’ and ’depression’ in them. We defined “General
Language” as a set of random tweets. After collecting and preprocessing the dataset,
we trained neural word embeddings using word2vec - one for each language corpus.
The purpose was to train word vectors in each corpus and identify associations and
equations that can be indicator of the hypothesis that use of language and context
around the given word is different between two languages and hence can be a helpful
tool to differentiate depressed language from healthy language.
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5.1 Data
Word2vec is a data-hungry model that requires a large amount of data to learn the
nuances in the language. For this purpose, we employed Twitter as our source of
data. As of 2018, Twitter has 381 million active monthly users sharing 500 million
tweets a day [50]. We used Twitter stream API Gardenhose that provides access
to 10% of complete public tweets in near real time and has been used for many
applications in the research studies [51–53]. Our dataset compromises of a subsample
of 10% of tweets that mention the word "depressed" and "depression" in them. It
contains 5.6 million tweets from 2012-2019 that define “Depressed Language” and
8.3 million random tweets that define “Healthy Language”. There is a difference in
date range for two language groups to match the count of tweets in each corpus
and also to limit computational time to train models. The imbalance between the
two language corpora is obvious because there is a small percentage of tweets that
talk about depression. The dataset is comprised of Json tweet objects. Each object
contains several attributes related to a single tweet but we are only interested in text
of the tweet for this study. It is a computationally challenging task to collect and
work with the dataset of this size. So, we used multi-thousand-core, high-performance
computing cluster Bluemoon of the Vermont Advanced Computing Core (VACC) to
process and train word embeddings for two languages.
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Table 5.1: Stats for Word2Vec Skip-Gram model
Dataset # of Tweets Vocabulary
Depressed 5.6 million 125.3K
Controlled 8.3 million 488.2K
5.1.1 Data Pre-processing
One of the challenges to work with the data extracted from Twitter is the unstructured
nature of the text. Tweets posted by users contain misspelled words, new terms
and syntax errors. So, data cleaning becomes an important step before training a
model. Moreover, each tweet may contain links, abbreviation, keywords, emoticons
and punctuation. So, it is crucial to streamline and clean the text in each tweet.
In traditional Natural Language Processing (NLP) tasks, text is pre-processed by
first stemming it, removing stop words, URLs, punctuation, numbers, emoticons and
non-english words but this can result in potential loss of information and of language
nuances that these tokens provide. So, for preprocessing, we adopted preprocessing
script implemented at Stanford University [54]. In order to preserve the context and
meaning of the text, words in the tweets are replaced with particular symbols to
maintain the overall meaning of the tweet. Moreover, we do not remove stop words
and pronouns because it has been shown that these words contain signals that capture
the nuances in the language. Some of the examples of pre-processing is shown in the
table below:
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Table 5.2: Table 4.1 shows how each tweet is pre-processed and tokenized before training the
model
Text Symbol
http : //www.twitter.com/share 〈URL〉
@anna 〈USER〉
2019 〈Y EAR〉
:) 〈SMILE〉
: ( 〈SADFACE〉
#lifeisgood 〈HASHTAG〉lifeisgood
5.2 Word Associations
Once we pre-processed the data, we trained two separate word2vec models on two
languages - depressed and controlled - and got word embeddings for each word in
two groups. Now that we have word representations, we can perform operations like
finding similarity between two vectors. When words are represented as vectors, the
similarity between two word vectors corresponds to the correlation between them.
Cosine similarity is one of the most popular similarity measure applied to text doc-
uments [55] that provides an effective method to capture the linguistic and semantic
similarity between the words vectors. The semantic similarity (S) of two word vectors
(v1, v2) is then:
S(v1, v2) = cos(v1, v2) = v1.v2||v1||.||v2||
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And so the semantic distance between two word vectors can be calculated as:
D(v1, v2) = 1− S(v1, v2)
In order to capture the differences between the two languages, we want to look at the
associations of single word in the word embedding of two languages. By associations
here, we mean which other words are similar to the input word in the vector space.
The idea is that the words who appear together in the language tend to appear closer
in the vector space and the cosine similarity between these word vectors should be
closer to 1.
Word: workout
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Figure 5.1: Top 15 Similar Words for the Word ’workout’ in Two Languages
Figure 5.1 shows the lists of top 15 words similar to the word “workout” in two lan-
guages. It shows what other words people use or ideas they associate when they talk
about “workout”. While there are some associated words common in two languages
but there are few words that stand out and are only common to depressed language.
Words like workouts, fitness and gym have higher association with “workout” in both
languages but words like “weightloss”, “fatloss” and “skincare” are associated with
“workout” only in depressed language suggesting that depressed language associates
workout with different goal in the mind than people in general language.
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Word: books
Figure 5.2: Top 15 Similar Words For the Word ’books’ in Two Languages
Figure 5.2 shows the top 15 word associations for the word ’books’ in two lan-
guages. It is interesting to see how the words like fanfics, fanfiction and fanfictions
all have high similarity score with respect to the word “books” in depressed language
while these words do not appear in general language. Moreover, words like manga and
comics are highly related to the word “books” only in depressed language and words
literature, poetry and letters only appear in general language. In case it is not clear,
manga are japanese comics and graphic novels created in Japan. The differences in
how two languages associate the word “books” to separate ideas is what is captured
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by these word embeddings which are able to capture the semantic of words in two
languages.
Word: meals
Figure 5.3: Top 15 Similar Words for the Word ’meals’ in Two Languages
Figure 5.3 lists the top 15 similar words for the word ’meals’ in two languages.
The word ’meal’ is a general word and one would expect to see the similar context
around this word in both languages but that is not the case as shown in the figure.
Words like “ramen”, “pancakes”, “nachos”, “potatoes”, “tacos”, “burritos”, “biscuits”
are most similar to the word “meals” in depressed language while none of these
words appear in general language. Words like “cocktails”, “eggs”, “salads”, “seafood”,
“lunch”, “recipes” appear to be most related in the general language while they
are missing in the depressed language. Our results show that depressed language
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associates food with fast food which is high in fat and is related to obesity as shown
in this study [56]. Past research shows that obesity is associated with depression [57].
Such differences point us towards fundamental differences in food consumption in two
groups as established by previous research.
5.3 Yearly Contextual Shifts
This section is motivated by the idea that language evolves overtime. People and
their ideas change as a consequence of social, political or personal change. In this
section, we want to capture the contextual shifts in the usage of words in depressed
language over the period of seven years (2012-2018). We want to examine how words
might have developed varying linguistic context over the years. This would help us
capture a yearly trend in the language that might help us understand depression
better. For this experiment, we trained word2vec model for each year from 2012 to
2018. This means that each model will have subset of overall depressed language
tweets. This may in turn affect the overall quality of word embeddings because of
less data in each model. We excluded 2019 because we had only collected two month
data for 2019 which we thought will not be representative of overall year. In order to
capture the temporal changes in semantic shifts, we employed cosine similarity score
of the words over the years. But given the stochastic nature of how word embeddings
are trained, it might not be good idea to directly compare cosine similarity across
models trained over different time period [58]. One way to align models and make
them comparable is to allow for incremental updates of the model with new data
without any modification. That is model trained on year yi+1 will be initialized with
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the word embeddings from model from previous year yi. This way, all the models are
inherently related to each other which makes it possible to directly compare cosine
similarities between the same word in different time period. This idea of incremental
updates for temporal analysis was introduced by Kim et al. in 2014 [59].
Table 5.3: Yearly Stats for Word2Vec Skip-Gram model
Dataset # of Tweets Vocabulary
2012 938K 37,622
2013 1132K 39,784
2014 889K 35,583
2015 705K 32,127
2016 608K 31,836
2017 652K 35,365
2018 672K 36,771
2019 27K 4463
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Figure 5.4: Contextual shift in the word ’relationship’ over the past 7 years
Figure 5.4 shows the contextual shifts around the word “relationship” over the 7
year period. We define context as the subset of words having higher similarity score
to the given word. We examine change in similarity score for context words over the
seven year period which may give us some clue about how word is perceived now as
compared to the past. It is worth noting how the word “abusive” and “vengeance”
has increasing association with the word “relationship”. It is also interesting to note
that these context words follow the similar trend in each year for 7 years. This
implies that that word “relationship” is being more often with the words “abusive”
and “vengeance” over the time period.
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Figure 5.5: Semantic shift in the hashtag ’mentalhealth’ over the past 7 years
Figure 5.5 shows the contextual change for a hashtag “mentalhealth”. The figure
shows some interesting results in the form of which hashtags around the topic of men-
tal health have gained popularity over the years. The hashtag “Menshealth” (Men’s
Health) did not appear in the language when people talked about mental health in
2012 but it gained popularity in following years from 2013 to 2017. This means that
men’s health was not a topic of concern in earlier years rather it became a popular
topic of mental health discussion in the following years. And that may have hap-
pened in the result of some social change taking place during those years. Moreover,
the hashtag “sicknotweak” shows the similar trend. From non-existent in 2012, it
has increasing similarity score in following years with respect to the given hashtag
“mentalhealth”. We can also find the similar trend for phrase “depressionisreal” that
started to being part of mental health conversations in 2014 and continue to be so
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with increased activity in the following years. It is worth noting that the hashtag
’socialmedia’ shows decreasing trend over the time period.
Figure 5.6: Semantic shift in the word ’medication’ over the past 7 years
Figure 5.6 tries to capture the contextual change over the years for the word
’medication’. The idea was to capture if there is a trend in what medications are dis-
cussed more than the other in depressed language. We can see that cymbalta follows
a decreasing similarity trend over the seven year period. The interesting thing about
the results is that the medications zoloft, paxil, lexapro, prozac are antidepressant
belonging to a group of drugs called selective serotonin reuptake inhibitor (SSRI)
while cymbalta is also antidepressant but it belongs to a group called Serotonin nore-
pinephrine reuptake inhibitor (SNRI). That might be indicator of whether there had
been preferential shifts in anti-depressents usage over the years. One interesting thing
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to notice here is that the jump in 2016 for ’lexapro’ might be because of song Kanye
West named Lexapro which was also released in 2016. Also, advertisement of these
medications from bots on twitter might be responsible for the trend because we have
not excluded the tweets from bots in our study.
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Chapter 6
Prediction Task
Previous studies on predicting depression on social media have been done on an
individual level [12,15] where the task is to predict whether a person is depressed or
not given her activity on social media. In this section, we want to predict depression at
tweet level. In specific terms, we want to see whether a deep learning architecture with
the use of pre-trained word embeddings is able to predict whether a tweet belongs to
depressed individual or not based only on the text of the tweet. We employed various
deep learning architectures namely CNN, LSTM and CNN-LSTM that have been
widely used in classification tasks that are sequential in nature and involve natural
language processing. We found that CNN-LSTM architecture achieve better results
compared to CNN and LSTM model alone.
6.1 Convolutional Neural Network (CNN)
Convolutional Neural Networks (CNNs) were initially designed in the field of com-
puter vision and have been widely applied to tasks involving visual data [60–62].
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CNNs have the ability to recognize specific features inside a multi-dimensional field
regardless of locality. The idea behind using CNNs on text data uses the fact that
the language in the text is structurally organized and that we can expect a CNN
network to learn important patterns in the text that would otherwise be lost. CNNs
have been shown to determine discriminating phrases and hence are better suited to
capture the semantics of the text [63].
6.2 Long Short Term Memory (LSTM)
Long Short Term Memory LSTM model is a type of Recurrent Neural Networks
(RNNs) which are the state of the art algorithms for sequential data like time series,
speech, text, financial data and weather. Such networks are designed to remember
the previous state for given period of time [64]. LSTM model contains three gates:
input, forget and output gate that control the flow of information from in and out of
their memory. ’Input Gate’ determine whether it should allow the information in the
network, ’Forget Gate’ determines how long certain information is in the memory and
’Output Gate’ controls the impact of information in the memory to the output block
of the network. Intuition behind LSTM for text analysis is that the network will
remember the previous state in the text and thus will have a better understanding of
the input.
42
6.3 CNN-LSTM Model
In this study, we combine the power of both architectures and propose a unified
model CNN-LSTM for tweet classification. This architecture has shown to improve
performance over individual CNN or LSTM models for text classification and sen-
timent Analysis [65, 66]. The intuition behind combining CNN and LSTM is that
the convolution layer will extract local features and the LSTM layer will be able to
use the sequence of those features to learn about the input. Figure 6.1 shows the
architecture for CNN-LSTM model that we used for this study. The model takes
word embeddings as input to the convolutional layer. The output of convolutional
layer will be pooled into smaller dimension to reduce the parameter for training and
also to extract relevant features. The output of that layer is fed into LSTM followed
by output layer that predicts whether a tweet belongs to depressed individual or not.
6.3.1 Model Parameters
Parameters for our model were initially selected based on previous implementation
of this model in text classification tasks. We further searched over parameter space
through manual testing. Table 6.1 shows the parameters we selected for the final
model.
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Figure 6.1: CNN LSTM Model Architecture
Table 6.1: Parameters for Model(s)
# Epoch 5
Batch Size 128
Filters 64
Kernel Size 3
Pool Size 2
Dropout 0.5
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6.4 Results
In this section, we studied three neural network architectures CNN, LSTM and CNN-
LSTM with three different variation for word embeddings. We trained these models
by 1) initializing input word vectors by pre-trained word embeddings that we trained
in chapter 5 and did not allow to update word embeddings during the training of the
model(Pre-trained) 2) initializing input word vectors by random weights and allow for
update through out the model training (Not Pre-Trained) 3) initializing input word
vectors by pre-trained word embeddings but also allow for updates during the model
training (Pre-trained + Trainable). We show the results of these models in Table 6.2.
Table 6.2: F1 Scores for Neural Network Models
# Embeddings CNN LSTM CNN-LSTM
Pre-trained 0.38 0.46 0.56
Not Pre-trained 0.62 0.66 0.66
Pre-trained + Trainable 0.60 0.63 0.69
We can see that our CNN-LSTM model with pre-trained word embeddings along
with update during the model training achieved an overall f1 score of 69% which is
3% higher than the same model with no pre-trained word embeddings and 13% higher
than the same model with using only pre-trained word embeddings. The intuition
behind this is the model has initial information about the input word data and then
it goes on to update the parameters as it learns more about the language during the
training. That implies that domain specific word embeddings would be helpful for
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this prediction task.
This suggests that using pre-trained domain specific word embeddings might be a
good way to boost the model accuracy. We can also see that using only pre-trained
word embeddings in all three models results in much lower score. And that is because
we do not allow the model to learn from input text data rather rely heavily on the
word embeddings trained from a related yet different dataset which does not seem to
be a good approach.
Table 6.3: Average Score of Different Neural Network Models
Neural Network Model Average F1 Score
CNN 0.53
LSTM 0.58
CNN-LSTM 0.64
Table 6.3 compares three neural network models and reports an average F1 score
for them. We can see that CNN-LSTM model achieved overall f1 score of 64% for
this classification task which is 6% higher than regular LSTM model and 11% more
than regular CNN model. This suggests that combination of CNN-LSTM architecture
might be better suited for classification tasks involving NLP.
46
Chapter 7
Conclusion
In this study, we evaluated the semantic relationships captured by the words in de-
pressed language and healthy language. We trained neural word embeddings using
Word2Vec architecture to test whether the intuition captured by the model in one
language differs from intuition in another language. We did so by comparing the
relation terms in the nearest neighbors of a word in different word embeddings. We
also looked at how context around words may have changed over the time to get
deeper understanding of contextual shifts in the word usage. Finally, we trained a
deep learning model to predict whether a tweet is from a depressed individual or a
non-depressed individual. We found out that the domain of training corpus has a
huge impact on the semantic relations represented by word embeddings. So, domain
specific embeddings can be helpful in enhancing the performance of the complex tasks
involving Natural Language Processing.
All NLP tasks require encoding of textual information to its numeric represen-
tation. Some word representations are based on the frequency distribution of word,
based on the assumption that all words are independent in the vocabulary. More
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recent methods are distributed vector representations based on the idea that the
context of word can be understood by examining the company it keeps. Such repre-
sentations mostly result from neural network based methods where the weights in the
architecture are initialized randomly. We believe that the word embeddings trained
on depression specific language can be used as an initialization step to represent word
vectors in NLP tasks related to depression and perhaps mental illness. We think that
these embeddings have captured the context that might be better representative of
words in the corpus as compared to random initialization.
For this study, we assumed that depression related tweets and tweets from de-
pressed individuals exhibit similar linguistic patterns. We did this because word
embedding training requires a huge amount of data to correctly capture the semantic
relationships in the vocabulary. And we do not have access to this amount of data
from subjects going through depression. We also assumed that language on Twitter
is representative of language people use in real life which may or may not be case.
Moreover, we think that we can enhance these embeddings by adding more domain
specific data about the topic from variety of online platforms that may be able to
better capture the nuances in the language and may help us generalize the language.
Finally, we believe that this method of understanding intuition in two languages can
be applied to virtually any two different groups and can be helpful in understanding
the fundamental differences in the lens people perceive the world.
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