Abstract. The problem of predicting image or video interestingness from their low-level feature representations has received increasing interest. As a highly subjective visual attribute, annotating the interestingness value of training data for learning a prediction model is challenging. To make the annotation less subjective and more reliable, recent studies employ crowdsourcing tools to collect pairwise comparisons -relying on majority voting to prune the annotation outliers/errors. In this paper, we propose a more principled way to identify annotation outliers by formulating the interestingness prediction task as a unified robust learning to rank problem, tackling both the outlier detection and interestingness prediction tasks jointly. Extensive experiments on both image and video interestingness benchmark datasets demonstrate that our new approach significantly outperforms state-of-the-art alternatives.
Introduction
The problem of automatically predicting if people would find an image or video interesting has started to receive increasing attention [7, 16, 21] . Interestingness prediction has a number of real-world applications. In particular, since the number of images and videos uploaded to the Internet is growing explosively, people are increasingly relying on image/video search engines or recommendation tools to select which ones to view. Given a query, ranking the retrieved data with relevancy to the query based on the predicted interestingness would improve the user satisfaction. Similarly user stickiness can be increased if a media-sharing website such as YouTube can recommend videos that are both relevant and interesting. Other applications such as web advertising and video summarisation can also benefit. Learning a computational model of how humans perceive interestingness is however extremely challenging due to the following two reasons. First, what [7, 16, 21] . Therefore current research in computer vision on interestingness is primarily focused on designing relevant feature representations. Second, in order to predict interestingness from low-level features, training data with labelled interestingness values are required. This is problematic because as a highly subjective visual attribute, directly annotating an interestingness value for a data point is unreliable, e.g. on a scale of 1 to 10, 10 being the most interesting, different people will have very different ideas on what a scale 5 means for an image, especially without any common reference point.
In order to obtain more reliable interestingness annotation and thus learn better prediction models, recent studies [16, 21] propose to model interestingness from human pairwise comparison data collected using crowdsourcing tools such as Amazon Mechanic Turk (AMT). The annotation task is to select between a pair of images or videos which one is more interesting. This is considered to be a much easier task, resulting in more reliable annotations. However, this brings about two new problems: (1) sparsity -the number of pairwise comparisons required is much bigger than for directly annotated interestingness values (there are n 2 − n pairs give n data points); even with crowdsourcing tools, the annotation will be sparse, i.e. not all pairs are compared and each pair is only compared few times. (2) Outliers -it is well known that crowdsourced data are noisy [6, 43, 30] . Existing approaches [16, 21] solve the outlier problem by majority voting which requires multiple comparisons for each pair of data points; but its effectiveness is severely limited by the sparsity of the data.
In this paper we propose a novel approach for predicting interestingness from sparse and noisy pairwise comparison data. Different from existing approaches which first remove outliers by majority voting, followed by regression [16] or learning to rank [21], we formulate a unified robust learning to rank framework to jointly solve both the outlier detection and interestingness prediction problems. Critically, instead of detecting outliers locally and independently at each pair by majority voting, our outlier detection method operates globally integrating all local pairwise comparisons together to minimise a cost that corresponds to global inconsistency of ranking order. This enables us to identify outliers that receive majority votes yet cause large global ranking inconsistency and thus should be removed. Furthermore, as a global method, only one comparison per pair is required, therefore significantly reducing the data sparsity problem compared to the conventional majority voting approach. Extensive experiments on benchmark image and video interestingness datasets demonstrate that our method significantly outperforms the state-of-the-art alternatives. In addition, since interestingness is a special case of relative attributes, we also validate our method on predicting more general image relative attributes for image classification tasks.
