The machine learning community has been overwhelmed by a plethora of deep learning-based approaches. Many challenging computer vision tasks, such as detection, localization, recognition, and segmentation of objects in an unconstrained environment, are being efficiently addressed by various types of deep neural networks, such as convolutional neural networks, recurrent networks, adversarial networks, and autoencoders. Although there have been plenty of analytical studies regarding the object detection or recognition domain, many new deep learning techniques have surfaced with respect to image segmentation techniques. This article approaches these various deep learning techniques of image segmentation from an analytical perspective. The main goal of this work is to provide an intuitive understanding of the major techniques that have made a significant contribution to the image segmentation domain. Starting from some of the traditional image segmentation approaches, the article progresses by describing the effect that deep learning has had on the image segmentation domain. Thereafter, most of the major segmentation algorithms have been logically categorized with paragraphs dedicated to their unique contribution. With an ample amount of intuitive explanations, the reader is expected to have an improved ability to visualize the internal dynamics of these processes.
INTRODUCTION
Image segmentation can be defined as a specific image processing technique that is used to divide an image into two or more meaningful regions. Image segmentation can also be seen as a process of defining boundaries between separate semantic entities in an image. From a more technical perspective, image segmentation is a process of assigning a label to each pixel in the image such 73:2 S. Ghosh et al. Fig. 1 . Semantic image segmentation (samples from the Mapillary Vistas dataset [126] ).
that pixels with the same label are connected with respect to some visual or semantic property ( Figure 1) .
Image segmentation subsumes a large class of finely related problems in computer vision. The most classic version is semantic segmentation [53] . In semantic segmentation, each pixel is classified into one of the predefined set of classes such that pixels belonging to the same class belong to a unique semantic entity in the image. It is also worthy to note that the semantics in question depend not only on the data but also the problem that needs to be addressed. For example, for a pedestrian detection system, the whole body of person should belong to the same segment; however, for an action recognition system, it might be necessary to segment different body parts into different classes. Other forms of image segmentation can focus on the most important object in a scene. A particular class of problem called saliency detection [14] is born from this. Other variants of this domain can be foreground-background separation problems. In many systems, such as image retrieval or visual question answering, it is often necessary to count the number of objects. Instance-specific segmentation addresses that issue. Instance-specific segmentation is often coupled with object detection systems to detect and segment multiple instances of the same object [35] in a scene. Segmentation in the temporal space is also a challenging domain and has various applications. In object tracking scenarios, pixel-level classification is not only performed in the spatial domain but also across time. Other applications in traffic analysis or surveillance need to perform motion segmentation to analyze paths of moving objects. In the field of segmentation with a lower semantic level, over-segmentation is also a common approach where images are divided into extremely small regions to ensure boundary adherence, at the cost of creating a lot of spurious edges. Over-segmentation algorithms are often combined with region merging techniques to perform image segmentation. Even simple color or texture segmentation also finds its use in various scenarios. Another important distinction between segmentation algorithms is the need for interactions from the user. Although it is desirable to have fully automated systems, a little bit of interaction from the user can improve the quality of segmentation to a large extent. This is especially applicable when we are dealing with complex scenes or we do not possess an ample amount of data to train the system.
Segmentation algorithms have several applications in the real world. In medical image processing [99] , we also need to localize various abnormalities such as aneurysms [39] , tumors [118] , cancerous elements like melanoma detection [157] , or specific organs during surgeries [172] . Another domain where segmentation is important is surveillance. Many problems, such as pedestrian detection [89] and traffic surveillance [49] , require the segmentation of specific objects (e.g., persons or cars). Other domains include satellite imagery [9, 12] , guidance systems in defense [95] , and forensics (e.g., face [5] , iris [41] , and fingerprint [117] recognition). Generally, traditional methods, such as histogram thresholding [162] , hybridization [69, 161] feature space clustering [32] , region-based approaches [48] , edge detection approaches [152] , fuzzy approaches [31] , entropybased approaches [38] , neural networks (Hopfield neural network [28] , self-organizing maps [20] ), and physics-based approaches [129] , are used popularly in this purpose. However, such featurebased approaches have a common bottleneck that they are dependent on the quality of feature extracted by the domain experts. Generally, humans are bound to miss latent or abstract features for image segmentation. Yet deep learning in general addresses this issue of automated feature learning. In this regard, one of the most common techniques in computer vision was introduced by the name of convolutional neural networks (CNNs) [87] that learned a cascaded set of convolutional kernels through back-propagation [150] . Since then, it has been improved significantly, with features such as layerwise training [11] , rectified linear activations [124] , batch normalization [66] , auxiliary classifiers [42] , atrous convolutions [177] , skip connections [63] , and better optimization techniques [78] . In addition, there have been a large number of new types of image segmentation techniques. Various such techniques have drawn inspiration from popular networks such as AlexNet [82] , convolutional autoencoders [115] , recurrent neural networks (RNNs) [116] , and residual networks [63] .
MOTIVATION
There have been many reviews and surveys regarding the traditional technologies associated with image segmentation [50, 131] . Although some of them have specialized in application areas [84, 99, 153] , others have focused on specific types of algorithms [14, 15, 48] . With the arrival of deep learning techniques, many new classes of image segmentation algorithms have surfaced. Earlier studies [185] have shown the potential of deep learning-based approaches. There have been more recent studies [55] that cover several methods and compare them on the basis of their reported performance. The work of Garcia-Garcia et al. [53] lists a variety of deep learning-based segmentation techniques. They have tabulated the performance of various state-of-the-art networks on several modern challenges. The resources are incredibly useful for understanding the current state of the art in this domain. Knowing the available methods is quite useful to develop products; however, to contribute to this domain as a researcher, one needs to understand the underlying mechanics of the methods that make them confident. In the present work, our main motivation is to answer the question of why the methods are designed in the way they are. Understanding the mechanics of modern techniques would make it easier to tackle new challenges and develop better algorithms. Our approach carefully analyzes each method to understand why the methods succeed at what they do and also why they fail in certain situations. Being aware of the pros and cons of such methods, new designs can be initiated that reap the benefits of the pros and overcome the cons. We recommend the work of Garcia-Garcia [53] for an overview of some of the best image segmentation techniques using deep learning, whereas our focus is to understand why, when, and how these techniques perform in various challenges.
Contribution
The article has been designed in a way such that new researchers reap the most benefit. Initially, some of the traditional techniques have been discussed to uphold the frameworks before the deep learning era. Gradually, the various factors governing the onset of deep learning has been discussed so that readers have a good idea of the current direction in which machine learning is progressing. In subsequent sections, the major deep learning algorithms have briefly been described in a generic way to establish a clearer concept of the procedures in the mind of the readers. The image segmentation algorithms discussed thereafter have been categorized into the major families of algorithms that have governed the past few years in this domain. The concepts behind all of the major approaches have been explained through a very simple language with a minimum amount of complicated mathematics. Almost all of the diagrams corresponding to major networks have been drawn using a common representational format as shown in Figure 2 . The various approaches that have been discussed come with different representations for architectures. The unified representation scheme allows the user to understand the fundamental similarities and differences between networks. Finally, the major application areas have been discussed to help new researchers pursue a field of their choice.
IMPACT OF DEEP LEARNING ON IMAGE SEGMENTATION
The development of deep learning algorithms like CNNs or deep autoencoders not only affect typical tasks like object classification but are also efficient in other related tasks like object detection, localization, and tracking, or, as in this case, image segmentation.
Effectiveness of Convolutions for Segmentation
As an operation, convolution can be simply defined as the function that performs a sum of product between kernel weights and input values while convoluting the smaller kernel over a larger image. For a typical image with k channels, we can convolute a smaller-size kernel with k channels along the x and y direction to obtain an output in the format of a 2D matrix. It has been observed that after training a typical CNN, the convolutional kernels tend to generate activation maps with respect to certain features of the objects [180] . Given the nature of activations, it can be seen as segmentation masks of object-specific features. Hence, the key to generating requirement-specific segmentation is already embedded within these output activation matrices. Most of the image segmentation algorithms use this property of CNNs to somehow generate the segmentation masks as required to solve the problem. As shown in Figure 3 , the earlier layers capture local features like the contour or a small part of an object. In the later layers, more global features are activated, such as field, people, or sky. It can also be noted from the figure that the earlier layers show sharper activations compared to the later ones.
Impact of Larger and More Complex Datasets
The second impact that deep learning has brought to the world of image segmentation is the plethora of datasets, challenges, and competitions. These factors have encouraged researchers across the world to come up with various state-of-the-art technologies to implement segmentation across various domains. A list of many such datasets has been provided in Table 1 .
IMAGE SEGMENTATION USING DEEP LEARNING
As explained earlier, convolutions are quite effective in generating semantic activation maps that have components that inherently constitute various semantic segments. Various methods have been implemented to make use of these internal activations to segment the images. A summary of major deep learning-based segmentation algorithms are provided in Table 2 , along with a brief description of their major contribution.
Convolutional Neural Networks
CNNs, being one of the most commonly used methods in computer vision, have adopted many simple modifications to perform well in segmentation tasks.
Fully Convolutional Layers.
Classification tasks generally require a linear output in the form of a probability distribution over the number of classes. To convert volumes of 2D activation maps into linear layers, they often were flattened. The flattened shape allowed the execution of fully connected networks to obtain the probability distribution. However, this kind of reshaping loses the spatial relations among the pixels in the image. In a fully convolutional neural network (FCN) [105] , the output of the last convolutional block is directly used for a pixel-level Understanding Deep Learning Techniques for Image Segmentation 73:7 classification. FCNs were first implemented on the PASCAL VOC 2011 segmentation dataset [44] and achieved a pixel accuracy of 90.3% and a mean IOU of 62.7%. Another way to avoid fully connected linear layers is the use of a full-size average pooling to convert a set of 2D activation maps to a set of scalar values. As these pooled scalars are connected to the output layers, the weights corresponding to each class may be used to perform weighted summation of the corresponding activation maps in the previous layers. This process, called Global Average Pooling (GAP) [97] , can be directly used on various trained networks, such as residual networks, to find object-specific activation zones that can be used for pixel-level segmentation. The major issues with an algorithm such as this is the loss of sharpness due to the intermediate sub-sampling operations. Sub-sampling is a common operation in CNNs to increase the sensory area of kernels. What it means is that as the activations maps reduce in size in the subsequent layers, the kernels convoluting over them actually correspond to a larger area in the original image. However, it reduces the image size in the process, which when up-sampled to the original size loses sharpness. Many approaches have been implemented to handle this issue. For fully convolutional models, skip connections from preceding layers can be used to obtain sharper versions of the activations from which finer segments can be chalked out ( Figure 4 ). Another work showed how the use of high-dimensional kernels to capture global information with FCN models created better segmentation masks [135] . Segmentation algorithms can also be treated as a boundary detection technique. Convolutional features are also very useful from that perspective [113] . Whereas earlier layers can provide fine details, later layers focus more on the coarser boundaries.
DeepMask and SharpMask. DeepMask [136] was a name given to a project at Facebook AI Research (FAIR) related to image segmentation. It exhibited the same school of thought as FCN models, except the model was capable of multi-tasking ( Figure 5 ). It had two main branches coming out of a shared feature representation. One of them created a pixel-level classification of or a probabilistic mask for the central object, and the second branch generated a score corresponding to the object recognition accuracy. The network was coupled with sliding windows of 16 strides to create segments of objects at various locations of the image, whereas the score helped in identifying which of the segments were good. The network was further upgraded in SharpMask [137] , where probabilistic masks from each layer were combined in a top-down fashion using convolutional refinements at every step to generate high-resolution masks ( Figure 6 ). SharpMask scored an 
Region Proposal Networks.
Another similar wing that started developing with image segmentation was object localization. Task such as this involved locating specific objects in images. Expected outputs for such problems are normally a set of bounding boxes corresponding to the queried objects. Although strictly stating, some of these algorithms do not address image segmentation problems; however, their approaches are of relevance to this domain.
Region-Based Convolutional Neural Networks. The introduction of the CNNs raised many new questions in the domain of computer vision, one of them primarily being whether a network like AlexNet can be extended to detect the presence of more than one object. Region-based convolutional neural networks [57] , more commonly known as R-CNNs, used a selective search technique to propose probable object regions and performed classification on the cropped window to verify sensible localization based on the output probability distribution. The selective search technique [165, 166] analyzes various aspects like texture, color, or intensities to cluster the pixels into objects. The bounding boxes corresponding to these segments are passed through classifying networks to short list some of the most sensible boxes. Finally, with a simple linear regression network, a tighter coordinate can be obtained. The main downside of the technique is its computational cost. The network needs to compute a forward pass for every bounding box proposition. The problem with sharing computation across all boxes was that the boxes were of different sizes, and hence uniform-size features were not achievable. In the upgraded Fast R-CNN [56] , Region-of-Interest (ROI) pooling was proposed in which ROIs were dynamically pooled to obtain a fixed-size feature output. Henceforth, the network was mainly bottlenecked by the selective search technique for candidate region proposal. In Faster R-CNN [145] , instead of depending on external features, the intermediate activation maps were used to propose bounding boxes, thus speeding up the feature extraction process. Bounding boxes are representative of the location of the object; however, they do not provide pixel-level segments. The Faster R-CNN network was extended as Mask R-CNN [61] with a parallel branch that performed pixel-level object-specific binary classification to provide accurate segments. With Faster R-CNN, an average precision of 35.7 was attained in the COCO [98] test images. The family of RCNN algorithms have been depicted in Figure 7 . Region proposal networks have often been combined with other networks [36, 94] to give instance-level segmentations. R-CNN was further improved under the name of HyperNet [79] by using features from multiple layers of the feature extractor. Region proposal networks have also been implemented for instance-specific segmentation. As mentioned earlier, object detection capabilities of approaches like R-CNN are often coupled with segmentation models to generate different masks for different instances of the same object [35] .
DeepLab.
Although pixel-level segmentation was effective, two complementing issues were still affecting performance. First, smaller kernel sizes failed to capture contextual information. In classification problems, this is handled using pooling layers that increase the sensory area of the kernels with respect to the original image. But in segmentation, that reduces the sharpness of the segmented output. Alternative usage of larger kernels tends to be slower due to significantly larger number of trainable parameters. To handle this issue, the DeepLab [23, 25] family of algorithms (refer Figure 9 ) demonstrated the use of various methodologies such as atrous convolutions [177] , spatial pooling pyramids [62] , and fully connected conditional random fields (CRFs) [80] to perform image segmentation with great efficiency. The DeepLab algorithm was able to attain a mean IOU of 79.7 on the PASCAL VOC 2012 dataset [44] .
Atrous/Dilated Convolution. The size of the convolution kernels in any layer determine the sensory response area of the network. Whereas smaller kernels extract local information, larger kernels try to focus on more contextual information. However, larger kernels normally come with more parameters. For example, to have a sensory region of 6 × 6, one must have 36 neurons. To reduce the number of parameters in the CNN, the sensory area is increased in higher layers through techniques like pooling. Pooling layers reduce the size of the image. When an image is pooled by a 2 × 2 kernel with a stride of 2, the size of the image reduces by 25%. A kernel with an area of 3 × 3 corresponds to a larger sensory area of 6 × 6 in the original image. However, unlike before, now only 18 neurons (9 for each layer) are needed in the convolution kernel. In case of segmentation, pooling creates new problems. The reduction in the image size results in loss of sharpness in generated segments as the reduced maps are scaled up to image size. To deal with these two issues simultaneously, dilated or atrous convolutions play a key role. Atrous/dilated convolutions increase the field of view without increasing the number of parameters. As shown in Figure 8 , a 3 × 3 kernel with a dilation factor of 1 can act on an area of 5 × 5 in the image. Each row and column of the kernel has 3 neurons that are multiplied with intensity values in the image that are separated by the dilation factor of 1. In this way, the kernels can span over larger areas while keeping the number of neurons low and also preserving the sharpness of the image. Besides the DeepLab algorithms, atrous convolutions [27] have also been used with autoencoder-based architectures.
Spatial Pyramid Pooling. Spatial pyramid pooling [62] was introduced in R-CNN, where ROI pooling showed the benefit of using multi-scale regions for object localization. However, in DeepLab, atrous convolutions were preferred over pooling layers for changing the field of view or sensory area. To imitate the effect of ROI pooling, multiple branches with atrous convolutions of different dilations were combined together to utilize multi-scale properties for image segmentation.
Fully Connected CRF. CRF is a undirected discriminative probabilistic graphical model that is often used for various sequence learning problems. Unlike discrete classifiers, while classifying a sample, it takes into account the labels of other neighboring samples. Image segmentation can be treated as a sequence of pixel classifications. The label of a pixel is not only dependent on its own intensity values but also the values of neighboring pixels. The use of such probabilistic graphical models is often used in the field of image segmentation, and hence it deserves a dedicated section (Section 4.1.4).
Using
Inter-Pixel Correlation to Improve CNN-Based Segmentation. The use of probabilistic graphical models such as Markov random fields (MRFs) or CRFs for image segmentation thrived on its own even without the inclusion of CNN-based feature extractors. The CRF or MRF is mainly characterized by an energy function with a unary and a pairwise component.
Wherease non-deep learning approaches focused on building efficient pairwise potentials like exploiting long-range dependencies, designing higher-order potentials, and exploring contexts of semantic labels, deep learning-based approaches focused on generating a strong unary potentials and using simple pairwise components to boost performance. CRFs have usually been coupled with deep learning-based methods in two ways. One as a separate post-processing module and the other as an trainable module in an end-to-end network like deep parsing networks [103] or spatial propagation networks [101] .
Using CRFs to Improve Fully Convolutional Networks. One of the earliest implementations that kickstarted this paradigm of boundary refinements was the work of Krähenbühl and Koltun [81] . With the introduction of fully convolutional networks for image segmentation, it was quite possible to draw coarse segments for objects in images. However, getting sharper segments was still a problem. In the work of Chen et al. [22] , the output pixel-level prediction was used as a unary potential for a fully connected CRF. For each pair of pixels i and j in the image, the pairwise potential was defined as in (2) .
and w 1 , w 2 are the weights given to the kernels. The expression uses two Gaussian kernels. The first one is a bilateral kernel that depends on both pixel positions (p i , p j ) and their corresponding intensities in the RGB channels. The second kernel is only dependent on the the pixel positions. σ α , σ β , and σ γ controls the scale of the Gaussian kernels. The intuition behind the design of such a pairwise potential energy function is to ensure that nearby pixels of similar intensities in the RGB channels are classified under the same class. This model has also been later included in the popular network called DeepLab (refer to Section 4.1.3). In the various versions of the DeepLab algorithm, the use of CRF was able to boost the mean IOU on the Pascal 2012 Dataset by a significant amount (up to 4% in some cases).
CRF as RNN.
Although CRF is an useful post-processing module [81] for any deep learningbased semantic image segmentation architecture, one of the main drawbacks was that it could not be used as a part of an end-to-end architecture. In the standard CRF model, the pairwise potentials can be represented in terms of a sum of weighted Gaussians. However, since the exact minimization is intractable, a mean-field approximation of the CRF distribution is considered to represent the distribution with a simpler version that simply is a product of independent marginal distributions. This mean-field approximation in its native form is not suitable for back-propagation. In the work of Zheng et al. [24] , this step was replaced by a set of convolutional operations iterated over a recurrent pipeline until convergence was reached. As reported in their work, with the proposed approach, a mean IOU of 74.7 was obtained compared to 71.0 by BoxSup and 72.7 by DeepLab. The sequence of operations can most easily be explained as follows:
(1) Initialization: A SoftMax operations over the unary potentials can give us the initial distribution to work with. (2) Message Passing: Convoluting using two Gaussian kernels, one spatial and one bilateral kernel. Similar to the actual implementation of CRF, the splatting and slicing also occurs while building the permutohedral lattice for efficient computation of the fully connected CRF. (3) Weighting Filter Outputs: Convoluting with 1 × 1 kernels with the required number of channels, the filter outputs can be weighted and summed. The weights can be easily learned through back-propagation. (4) Compatibility Transform: Considering a compatibility function to keep a track of uncertainty between various labels, a simple 1 × 1 convolution with the same number of input and output channels is enough to simulate that. Unlike the Potts model that assigns the same penalty, here the compatibility function can be learned and hence is a much better alternative. Incorporating Higher-Order Dependencies. Another end-to-end network inspired from CRFs incorporates higher-order relations into a deep network. With a deep parsing network [103] , pixelwise prediction from a standard VGG-like feature extractor (but with lesser pooling operations) is boosted using a sequence of special convolution and pooling operations. First, by using local convolutions that implement large unshared convolutional kernels across the different positions of the feature map, to obtain translation-dependent features that model long-distance dependencies. Secondly, similar to standard CRFs, a spatial convolution penalizes probabilistic maps based on local label contexts. Finally, with block min pooling that does a pixelwise min pooling across the depth to accept the prediction with the lowest penalty. Similarly, in the work of Liu et al. [101] , a row-/columnwise propagation model was proposed the calculated the global pairwise relationship across an image. With a dense affinity matrix drawn from a sparse transformation matrix, coarsely predicted labels were reclassified based on the affinity of pixels.
Multi-Scale Networks.
One of the main problems with image segmentation for natural scene images is that the size of the object of interest is very unpredictable. For example, real-world objects may be of different sizes and objects may look bigger or smaller depending on the position of the object and the camera. The nature of a CNN dictates that delicate small-scale features are captured in early layers, whereas as one moves across the depth of the network, the features become more specific for larger objects. For example, a tiny car in a scene has much lesser chance of being captured in the higher layers due to operations like pooling or down-sampling. It is often beneficial to extract information from feature maps of various scales to create segmentations that are agnostic of the size of the object in the image. Multi-scale autoencoder models [26] consider activations of different resolutions to provide image segmentation output.
PSPNet. The pyramid scene parsing network [186] was built on the FCN-based pixel-level classification network. The feature maps from a ResNet-101 network are converted to activations of different resolutions thorough multi-scale pooling layers that are later up-sampled and concatenated with the original feature map to perform segmentation ( Figure 10 ). The learning process in deep networks like ResNet was further optimized by using auxiliary classifiers. The different types of pooling modules focus on different areas of the activation map. Pooling kernels of various sizes like 1 × 1, 2 × 2, 3 × 3, and 6 × 6 look into different areas of the activation map to create the spatial pooling pyramid. On the ImageNet Scene Parsing Challenge, the PSPNet was able to score a mean IoU of 57.21 with respect to 44.80 of FCN and 40.79 of SegNet.
RefineNet. Working with features from the last layer of a CNN produces soft boundaries for the object segments. This issue was avoided in DeepLab algorithms with atrous convolutions. RefineNet [96] takes an alternative approach by refining intermediate activation maps and hierarchically concatenating it to combine multi-scale activations and prevent loss of sharpness simultaneously. The network consisted of separate RefineNet modules for each block of ResNet. Each RefineNet module was made up of three main blocks, namely the residual convolution unit (RCU), multi-resolution fusion (MRF), and chained residual pooling (CRP) (Figure 11 ). The RCU block consists of an adaptive convolution set that fine tunes the pre-trained weights of the ResNet weights for the segmentation problem. The MRF layer fuses activations of different resolutions using convolutions and up-sampling layers to create a higher-resolution map. Finally, in CRP, layer pooling kernels of multiple sizes are used on the activations to capture the background context from large image areas. RefineNet was tested on the Person-Part Dataset, where it obtained an IOU of 68.6 compared to 64.9 by DeepLab-v2, both of which used ResNet-101 as a feature extractor.
Convolutional Autoencoders
This section deals with discriminative models that are used to perform pixel-level classification to deal with image segmentation problems. Another line of thought gets its inspiration from autoencoders. Autoencoders have traditionally been used for feature extraction from input samples while trying to retain most of the original information. An autoencoder is basically composed of an encoder that encodes the input representations from a raw input to a possibly lower-dimensional intermediate representation and a decoder that attempts to reconstruct the original input from the intermediate representation. The loss is computed in terms of the difference between the raw input images and the reconstructed output image. The generative nature of the decoder part has often been modified and used for image segmentation purposes. Unlike with traditional autoencoders, during segmentation the loss is computed in terms of the difference between the reconstructed pixel-level class distribution and the desired pixel-level class distribution. This kind of segmentation approach is more of a generative procedure compared to the classification approach of R-CNN or DeepLab algorithms. The problem with approaches such as this is to prevent over-abstraction of images during the encoding process. The primary benefit of such approaches is the ability to generate sharper boundaries with much less complication. Unlike with classification approaches, the generative nature of the decoder can learn to create delicate boundaries based on extracted features. The major issue that affects these algorithms is the level of abstraction. It has been seen that without proper modification, the reduction in the size of the feature map created inconsistencies during the reconstruction. In the paradigm of CNNs, the encoding basically is a series of convolution and pooling layers or strided convolutions. The reconstruction, however, can be tricky. The commonly used techniques for decoding from a lower-dimensional feature are transposed convolution or unpooling layers. One of the main advantages of using an autoencoder-based approach over a normal convolutional feature extractor is the freedom of choosing the input size. With clever use of down-sampling and up-sampling operations, it is possible to output a pixel-level probability that is of the same resolution as the input image. This benefit has made encoder-decoder architectures with multi-scale feature forwarding ubiquitous for networks where the input size is not predetermined and an output of the same size as the input is needed.
Transposed Convolution. Transposed convolution, also known as convolution with fractional strides, has been introduced to reverse the effects of a traditional convolution operation [43, 127] . It is often referred to as deconvolution. However, deconvolution, as defined in signal processing, is different from transposed convolution in terms of the basic formulation, although they effectively address the same problem. In a convolution operation, there is a change in size of the input based on the amount of padding and stride of the kernels. As shown in Figure 12 , a stride of 2 will create half the number of activations as that of a stride of 1. For a transposed convolution to work, padding and stride should be controlled in a way that the size change is reversed. This is achieved by dilating the input space. Note that unlike atrous convolutions, where the kernels were dilated, here the input spaces are dilated. Unpooling. Another approach to reduce the size of the activations is through pooling layers. A 2 × 2 pooling layer with a stride of 2 reduces the height and width of the image by a factor of 2. In such a pooling layer, a 2 × 2 neighborhood of pixels is compressed to a single pixel. Different types of pooling perform the compression in different ways. Max pooling considers the maximum activation value among 4 pixels, whereas average pooling takes an average of the same. A corresponding unpooling layer decompresses a single pixel to a neighborhood of 2 × 2 pixels to double the height and width of the image.
Skip Connections.
Linear skip connections have often been used in CNNs to improve gradient flow across a large number of layers [63] . As depth increases in a network, the activation maps tend to focus on more and more abstract concepts. Skip connections have proved to be very effective to combine different levels of abstractions from different layers to generate crisp segmentation maps.
U-Net. The U-Net architecture, proposed in 2015, proved to be quite efficient for a variety of problems, such as segmentation of neuronal structures, radiography, and cell tracking challenges [147] . The network is characterized by an encoder with a series of convolution and max pooling layers. The decoding layer contains a mirrored sequence of convolutions and transposed convolutions. As described until now, it behaves as a traditional autoencoder. Previously, it was mentioned how the level of abstraction plays an important role in the quality of image segmentation. To consider various levels of abstraction, U-Net implements skip connections to copy the uncompressed activations from encoding blocks to their mirrored counterparts among the decoding blocks, as shown in the Figure 13 . The feature extractor of U-Net can also be upgraded to provide better segmentation maps. The network nicknamed "The 100-layer Tiramisu" [70] applied the concept of U-Net using a dense-net-based feature extractor. Other modern variations involve the use of capsule networks [151] along with locally constrained routing [85] . U-Net was selected as a winner for an ISBI cell tracking challenge. In the PhC-U373 dataset, it scored a mean IoU of 0.9203, whereas the second best was at 0.83. In the DIC-HeLa dataset, it scored a mean IoU of 0.7756, which was significantly better than the second best approach, which scored only 0.46.
Forwarding Pooling Indices.
Max pooling has been the most commonly used technique for reducing the size of the activation maps for various reasons. The activations represent the response of the region of an image to a specific kernel. In max pooling, a region of pixels is compressed to a single value by considering only the maximum response obtained within that region. If a typical autoencoder compresses a 2 × 2 neighborhood of pixels to a single pixel in the encoding phase, the decoder must decompress the pixel to a similar dimension of 2 × 2. By forwarding pooling indices, the network basically remembers the location of the maximum value among the 4 pixels while performing max pooling. The index corresponding to the maximum value is forwarded to the decoder (Figure 14 ) so that during the unpooling operation the value from the single pixel can be copied to the corresponding location in a 2 × 2 region in the next layer [181] . The values in the rest of the three positions are computed in the subsequent convolutional layers. If the value was copied to a random location without knowledge of the pooling indices, there would be inconsistencies in classification, especially in the boundary regions.
SegNet. The SegNet algorithm [8] was launched in 2015 to compete with the FCN network on complex indoor and outdoor images. The architecture was composed of five encoding blocks and five decoding blocks. The encoding blocks followed the architecture of the feature extractor in the VGG-16 network. Each block is a sequence of multiple convolution, batch normalization, and ReLU layers. Each encoding block ends with a max pooling layer where the indices are stored. Each decoding block begins with a unpooling layer where the saved pooling indices are used ( Figure  15 ). The indices from the max pooling layer of the ith block in the encoder is forwarded to the max unpooling layer in the (L − i + 1)th block in the decoder, where L is the total number of blocks in each encoder and decoder. The SegNet architecture scored a mean IoU of 60.10 compared to 53.88 by DeepLab-Large-FOV [24] 
Adversarial Models
Until now, we have seen purely discriminative models like FCN, DeepMask, and DeepLab that primarily generate a probability distribution for every pixel across the number of classes. Furthermore, in autoencoder-treated segmentation as a generative process, the last layer is generally connected to a pixelwise soft-max classifier. The adversarial learning framework approaches the optimization problem from a different perspective. Generative Adversarial Networks (GANs) gained a lot of popularity due to their remarkable performance as a generative network. The adversarial learning framework mainly consists of two networks: a generative network and a discriminator network. The generator G tries to generate images like the ones from the training dataset using a noisy input prior distribution called p z (z). The network G (z; θ д ) represents a differentiable function represented by a neural network with weights θ д . A discriminator network tries to correctly guess whether an input data is from the training data distribution (p data (x )) or generated by the generator G. The goal of the discriminator is to get better at catching a fake image, whereas the generator tries to get better at fooling the discriminator, thus in the process generating better outputs. The entire optimization process can be written as a min-max problem as follows:
The segmentation problem has also been approached from an adversarial learning perspective. The segmentation network is treated as a generator that generates the segmentation masks for each class, whereas a discriminator network tries to predict whether a set of masks is from the ground truth or from the output of the generator [108] . A schematic diagram of the process is shown in Figure 16 . Furthermore, conditional GANs have been used to perform image-to-image translation [68] . This framework can be used for image segmentation problems where the semantic boundaries of the image and output segmentation map do not necessarily coincide, such as in the case of creating a schematic diagram of a façade of a building.
Sequential Models
Until now, almost all of the techniques discussed deal with semantic image segmentation. Another class of segmentation problem, namely instance-level segmentation, needs a slightly different approach. Unlike semantic image segmentation, here all instances of the same object are segmented into different classes. This type of segmentation problem is mostly handled by learning to give a sequence of object segments as outputs. Hence, sequential models come into play in such problems. Main architectures commonly used are convolutional LSTMs, recurrent networks, attention-based models, and so on.
Recurrent Models.
Traditional LSTM networks employ fully connected weights to model long-and short-term memories across sequential inputs. But they fail to capture spatial information of images. Moreover, fully connected weights for images increase the cost of computation greatly. In a convolutional LSTM [146] , these weights are replaced by convolutional layers (Figure  ?? ). Convolutional LSTMs have been used in several works to perform instance-level segmentation. Normally, they are used as a suffix to a object segmentation network. The purpose of a recurrent model like LSTM is to select each instance of the object in different timestamps of the sequential output. The approach has been implemented with object segmentation frameworks like FCN and U-Net [21] .
Attention
Models. Whereas convolutional LSTMs can select different instance of objects at different timestamps, attention models are designed to have more control over this process of localizing individual instances. One simple method to control attention is by spatial inhibition [146] . Spatial inhibition network is designed to learn a bias parameter that cuts off previously detected segments from future activations. Attention models have been further developed with the introduction of a dedicated attention module and an external memory to keep track of segments. In the work of Ren and Zemel [144] , the instance segmentation network was divided into four modules. First, an external memory provides object boundary details from all previous steps. Second, a box network attempts to predict the location of the next instance of the object and outputs a sub-region of the image for the third module, which is the segmentation module. The segmentation module is similar to the convolutional autoencoder model discussed previously. The fourth module scores the predicted segments based on whether they qualify as a proper instance of the object. The network terminates when the score goes below a user-defined threshold.
Weakly Supervised or Unsupervised Models
Neural networks in general are trained with algorithms like back-propagation, where the parameters w are updated based on their local partial derivative with respect to an error value E obtained using a loss function f .
The loss function is generally expressed in terms of a distance between a target value and the predicted value. But in many scenarios, image segmentation requires the use of data without annotations with ground truth. This leads to the development of unsupervised image segmentation techniques. One of the straightforward ways to achieve this is to use networks pre-trained on other larger datasets with similar kinds of samples and ground truths and use clustering algorithms like k-means on the feature maps. However, this kind of semi-supervised technique is inefficient for data samples that have a unique distribution of sample space. Another con is that the network is trained to perform on a input distribution that is still different from the test data. That does not allow the network to perform to its full potential. The key problem in fully unsupervised segmentation algorithm is the development of a loss function capable of measuring the quality of segments or cluster of pixels. With all of these limitations, the amount of literature is comparatively much lighter when it comes to weakly supervised or unsupervised approaches.
Weakly Supervised Algorithms.
Even in the lack of proper pixel-level annotations, segmentation algorithms can exploit coarser annotations like bounding boxes or even image-level labels [92, 132] for performing pixel-level segmentation.
Exploiting Bounding Boxes. From the angle of data annotation, defining bounding boxes is a much less expensive task compared to pixel-level segmentation. The availability of datasets with bounding boxes is also much larger than those with pixel-level segmentations. The bounding box can be used as a weak supervision to generate pixel-level segmentation maps. In the work of Dai et al. [34] , titled "BoxSup," segmentation proposals were generated using region proposal methods like selective search. After that, multi-scale combinatorial grouping was used to combine candidate masks with an objective to select the optimal combination that has the highest IOU with the box. This segmentation map was used to tune a traditional image segmentation network like FCN. BoxSup was able to attain a mean IOU of 75.1 in the Pascal VOC 2012 test set compared to 62.2 of FCN or 66.4 of DeepLab-CRF.
Unsupervised Segmentation.
Unlike supervised or weakly supervised segmentation, the success of unsupervised image segmentation algorithms are mostly dependent on the learning mechanism. Some of the common approaches are described next.
Learning Multiple of Objectives. One of the most generic approaches in unsupervised learning is considering multiple objectives designed in a way to perform well for segmentation when ground truths are not available.
A common variant called JULE or joint unsupervised learning of deep representation have been used in several applications where there is a lack of samples with ground truth. The basis of JULE lies in training a sequential model along with a deep feature extraction model. The learning methodology was primarily introduced as an image clustering algorithm. However, it has been extended to other applications like image segmentation. The key objective for being able to perform these kinds of segmentation is the development of a proper objective function. In JULE, the objective function considers the affinity between samples in the clusters and also the negative affinity between the clusters and its neighbors. Agglomerative clustering is performed across the timestamps of a recurrent network. In the work of Moriya et al. [122] , JULE was attempted on image patches rather than entire samples of images. With a similar objective function, it was able to classify the patches into a predefined number of classes. JULE was used in this case to provide the agglomerative clustering information as supervisory signals for the next iteration.
Another variant of learning multiple objectives has been demonstrated through adversarial collaboration [142] among neural networks with independent jobs like monocular depth prediction, estimating camera motion, detecting optical flow, and segmentation of a video into the static scene and moving regions. Through competitive collaboration, each network competes to explain the same pixel that either belongs to a static or moving class, which in turn shares the learned concepts with a moderator to perform the motion segmentation.
Using Refinement Modules for Self-Supervision. Using other unsupervised over-segmentation techniques can be used to provide supervision to deep feature extractors [74] and by enforcing multiple constraints like similarity between features, spatial continuity and intra-axis normalization. All of these objectives are optimized through back-propagation. The spatial continuity is achieved by extracting a superpixel from the image using standard algorithms like the SLIC [1] , and all pixels within a superpixel are forced to have the same label. The difference between the two segmentation maps is used as a supervisory signal to update the weights.
Other Relevant Unsupervised Techniques for Extracting Semantic Information. Learning without annotations is always challenging, and hence there is a variety of literature in which many interesting solutions have been proposed. Using CNNs to solve jigsaw puzzles [128] derived from images can be used to learn semantic connections between various parts of the objects. The proposed context-free network takes a set of image tiles as input and tries to establish the correct spatial relations between them. During the process, it simultaneously learns features specific to parts of an object, as well as their semantic relationships. These patch-based self-supervision techniques can be further improved using contextual information [123] . Using context encoders [134] can also derive a spatial and semantic relationship among various parts of an image. Context encoders basically are CNNs trained to generate arbitrary regions of an image that is conditioned by its surrounding information. Another demonstration of extracting semantic information can be found in the process of image colorization [184] . The process of colorization requires pixel-level understanding of the semantic boundaries corresponding to objects. Other self-supervision techniques can leverage motion cues in videos to segment various parts of an object for better semantic understanding [182] . This method can learn several structural and coherent features for tasks like semantic segmentation, human parsing, and instance segmentation. [173] derived its inspiration from the previously discussed U-Net. The W-Net architecture consists of two cascaded U-Nets. The first U-Net acts as a encoder that converts an image to its segmented version, whereas the second U-Net tries to reconstruct the original image from the output of the first U-Net that is the segmented image. Two loss functions are minimized simultaneously, one of them being the mean square error between the input image and the reconstructed image that is given by the second U-Net. The second loss function is derived from the normalized cut [154] . The hard normalized cut is formulated as
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where A k is set of pixels in the kth segment, V is the set of all pixels, and w measures the weight between two pixels. However, this function is not differentiable, and hence back-propagation is not possible. Therefore, a soft version of function was proposed:
where p(u = A k ) represents the probability of a node u belonging to a class A k . The output segmentation maps were further refined using fully connected CRFs. Remaining insignificant segments were further merged using hierarchical clustering.
Interactive Segmentation
Image segmentation is one of the most difficult challenges in the field of computer vision. In many scenarios where the images are too complex, noisy, or subject to poor illumination conditions, a little bit of interaction and guidance from users can significantly improve the performance of segmentation algorithms. Interactive segmentation has been flourishing even outside the deep learning paradigm. However, with powerful feature extraction of CNNs, the amount of interaction can be reduced to a great extent.
Two Stream Fusion.
One of the most straightforward implementations of interactive segmentation is to have two parallel branches, one from the image and another from an image representing the interactive stream, and fuse them to perform the segmentation [65] . The interaction inputs are taken in the form of different colored dots representing positive and negative classes. With a bit of post-processing where intensities of the interaction maps are calculated based on the euclidean distance from the points, we get two sets of maps (one for each class) that look like fuzzy Voronoi cells with the points at the center. The maps are multiplied elementwise to obtain the image for the interaction stream. The two branches are composed of a sequence of convolutions and pooling layers. The Hadamard product of features obtained at the end of each branch are sent to the fusion network where a low-resolution segmentation map is generated. An alternative approach follows the footsteps of FCN to fuse features of multiple scales to obtain a sharper-resolution image.
Deep Extreme Cut.
Contrary to the two stream approach, deep extreme cut [112] takes a single pipeline to create segmentation maps from RGB images. This method expects four points from the user denoting the four extreme regions in the boundary of the object (left most, right most, top most, bottom most). By creating heatmaps from the points, a four-channel input is fed into a DenseNet-101 network. The final feature map of the network is passed into a pyramid scene parsing module for analyzing global contexts to perform the final segmentation. This method was able to attain a mean IOU of 80.3 on the PASCAL test set. [19] takes a different approach than the other methods. Multi-scale features are extracted from different layers of a typical VGG network and concatenated to create a feature block for a recurrent network. The RNN in turn is supposed to provide a sequence of points as an output that represents the contour of the object. The system is primarily designed as an interactive image annotation tool. The users can interact in two different ways. First, the users must provide a tight bounding box for the object of interest. Second, after the polygon is built, the users are allowed to edit any point in the polygon. However, this editing is not used for any further training of the system and hence presents a small avenue for improvement of the system.
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Building More Efficient Networks
Although many complicated networks with lots of fancy modules can give a very decent quality of semantic segmentation, embedding such algorithms in real-life systems is a different story. Many other factors, such as the cost of hardware and real-time response, pose a new degree of challenge. Efficiency is also key for creating consumer-level systems. [133] brought forward a couple of interesting design choices to create a quite shallow segmentation network with a small number of parameters (0.37 million). Instead of a symmetric encoder-decoder architecture like SegNet or U-Net, it has a deeper encoder and a shallower decoder. Instead of increasing channel sizes after pooling, parallel pooling operations were performed along with convolutions of stride 2 to reduce overall features. To increase the learning capability, PReLU was used compared to ReLU so that the transfer functions remain dynamic and it can simulate the jobs of ReLU and an identity function as required. This is normally an important factor in ResNet; however, because the network is shallow, using PReLU is a smarter choice. Using factorized filters also allows a smaller number of parameters. [92] tackles several challenges and makes two significant contributions. First, it analyzes the level of difficulty of pixel-level segmentation for various classes. With a cascaded network, easier segments are discovered in the earlier stage, whereas the latter layers focus on regions that need more delicate segments. Second, the proposed layer cascading can be used with common networks like Inception-ResNet-V2 (IRNet) to improve the speed and even the performance to some extent. The basic principle of IRNet is to create a multistage pipeline where in each stage a certain amount of pixels would be classified into one of the segments. In the earlier stages, the easiest pixels will be classified and the harder pixels with more uncertainty will move forward to latter stages. In the subsequent stages, the convolutions will only take place on those pixels that could not be classified in the previous stage while forwarding yet harder pixels to the next stage. Typically, the proposed model comes with three stages, each adding more convolutional modules to the network. With layer cascading, a mean IOU of 82.7 was reached on the VOC12 test set, with DeepLab-V2 and Deep Parsing Network being the nearest competitors with a mean IOU of 79.7 and 77.5, respectively. In terms of speed, 23.6 frames per second (fps) were processed compared to 14.6fps by SegNet or 7.1fps by DeepLab-V2.
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SegFast.
Another recent implementation titled "SegFast" [130] was able to build a network with only 0.6 million parameters that resulted in a network that can do a forward pass in around 0.38 seconds without a GPU. The approach combined the concept of depthwise separable convolutions with the fire modules of SqueezeNet. SqueezeNet introduced the concepts of fire modules to reduce the number of convolutional weights. With depthwise separable convolutions, the number of parameters went further down. They also proposed the use of depthwise separable transposed convolutions for decoding. Even with so many approaches of feature reductions, the performance was quite comparable to other popular networks, such as SegNet.
Segmentation Using Super-Pixels.
Over-segmentation algorithms [1] have flourished well to divide images into small patches based on local information. With patch classification algorithms, these super-pixels can be converted to semantic segments. However, since the process of over-segmentation does not consider neighborhood relations, it is necessary to include that in the patch classification algorithm. It is much faster to perform patch classification compared to pixel-level classification simply because of the fact that the number of super-pixels is much less than the number of pixels in an image. One of the first works on using CNNs for super-pixellevel classification was carried out by Farabet et al. [45] . However, just considering super-pixels without context can result in erroneous classification. In the work of Das et al. [37] , multiple levels of contexts were captured by considering neighborhood super-pixels of different levels during the patch classification. By fusing patch-level probabilities from different levels of contexts using methods like weighted averaging, max-voting, or uncertainty-based approaches like the Dempster-Shafer theory, a very efficient segmentation algorithm was proposed. Das et al. [37] were able to obtain a pixel-level accuracy of 77.14% as opposed to 74.56% by Farabet et al. [45] . Although super-pixels can be exploited to build efficient semantic segmentation models, the reverse is also true. Conversely, semantic segmentation ground truths can be used to train networks to perform over-segmentation [164] . Pixel affinities can be calculated using convolutional features to perform over-segmentation while paying special attention to semantic boundaries.
APPLICATIONS
Image segmentation is one of the most commonly addressed problems in the domain of computer vision. It is often augmented with other related tasks like object detection, object recognition, scene parsing, image description generation. Hence this branch of study finds extensive use in various real-life scenarios.
Content-Based Image Retrieval
With the ever-increasing amount of structured and unstructured data on the Internet, development of efficient information retrieval systems is of utmost importance. Content-Based Image Retrieval (CBIR) systems have hence been a lucrative area of research. Similar interests also exist in many other related problems like visual question answering, interactive query-based image processing, description generation. Image segmentation is useful in many cases, as it is representative of spatial relations among various objects [10, 102] . Instance-level segmentation is essential for handling numeric queries [183] . Unsupervised approaches [72] are particularly useful for handling a bulk amount of non-annotated data, which is very common in this field of work.
Medical Imaging
Another major application area for image segmentation is in the domain of health care. Many kinds of diagnostic procedures involve working with images corresponding to different types of imaging sources and various parts of the body. Some of the most common types of tasks are segmentation of organic elements such as vessels [47] , tissues [73] , and nerves [107] . Other kinds of problems include localization of abnormalities like tumors [118, 181] and aneurysms [39, 106] . Microscopic images [67] also need various kinds of segmentations, such as cell or nuclei detection, counting numbers of cells, and cell structure analysis for cancer detection. The primary challenges with this domain is the lack of a bulk amount of data for challenging diseases and variety in the quality of images due to the different types of imaging devices involved. Medical procedures not only involve human beings but also animals and plants.
Object Detection
With the success of deep learning algorithms, there has also been a surge in research areas related to automatic object detection, such as robotic maneuverability [90] , autonomous driving [163] , intelligent motion detection [160] , and tracking systems [170] . Extremely remote regions, such as the deep sea [83, 158] or space [149] , can efficiently be explored with the help of intelligent robots making autonomous decisions. In sectors like defense, unmanned aerial vehicles (UAVs) [125] are used to detect anomalies or threats in remote regions [95] . Segmentation algorithms have significant use in satellite images for various geo-statistical analysis [86] . In fields like image or video post-production, it is often essential to perform segmentation for various tasks, such as image matting [91] , compositing [17] , and rotoscoping [2] .
Forensics
Biometric verification systems that use the iris [52, 100] , fingerprints [76] , finger veins [140] , and dental records [75] involve segmentation of various informative regions for efficient analysis.
Surveillance
Surveillance systems [71, 77, 120] are associated with various issues, such as occlusion, lighting, or weather conditions. Moreover, surveillance systems can also involve analysis of images from hyper-spectral sources [4] . Surveillance systems can also be extended to applications such as object tracking [64] , searching [3] , anomaly detection [143] , threat detection [111] , and traffic control [174] . Image segmentation plays a vital role in segregating objects of interest from the clutter present in natural scenes.
DISCUSSION AND FUTURE SCOPE
Throughout this article, various methods have been discussed in an effort to highlight their key contributions, pros, and cons. With so many different options, it is still hard to choose the right approach to a problem. The most optimal way to choose a correct algorithm is to first analyze the variables that affect the choice.
One of the most important aspects that affect the performance of deep learning-based approaches is the availability of datasets and annotations. In that regard, a concise list of datasets belonging to various domains was provided in Table 1 . When working on other small-scale datasets, it is a common practice to pre-train the network on a larger dataset of a similar domain. Sometimes an ample amount of samples are available, yet pixel-level segmentation labels may not be available considering that creating them is a taxing problem. Even in those cases, pre-training parts of networks on other related problems like classification or localization can also help in the process of learning a better set of weights.
A related decision that one must make in this regard is to choose among supervised, unsupervised, or weakly supervised algorithms. In the current scenario, a large number of supervised approaches exist; however, unsupervised and weakly supervised algorithms are still far from reaching a level of saturation. This is a legitimate concern in the field of image segmentation because data collection can be carried out through many automated processes, but annotating them perfectly requires manual labor. It is one of the most prominent areas where a researcher can contribute in terms of building end-to-end scalable systems that can model data distribution, decide on the optimal number of classes, and create accurate pixel-level segmentation maps in a completely unsupervised domain. The area of weakly supervised algorithms is also highly demanding. It is much easier to collect annotations corresponding to problems like classification or localization. Using those annotations to guide the image segmentation problem is also a promising domain.
The next important aspect of building deep learning models for image segmentation is the selection of the appropriate approaches. Pre-trained classifiers can be used for various fully convolutional approaches. Most of the time, some kind of multi-scale feature fusion can be carried out by combining information from different depths of the network. Pre-trained classifiers like VGGNet or ResNet or DenseNet are also often used for the encoder part of a encoder-decoder architecture. Here also, information can be passed from various layers of encoders to corresponding similar-size layers of the decoder to obtain multi-scale information. Another major benefit of encoder-decoder architectures is that if the down-sampling and up-sampling operations are designed carefully, outputs can be generated that are of the same size as the input. It is a major benefit over simple convolutional approaches like FCN or DeepMask. This removes the dependency on the input size and hence makes the system more scalable. These two approaches are the most common in case of a semantic segmentation problem. However, if a finer level of instance-specific segments are required, it is often necessary to couple with other methods corresponding to object detection. Utilizing bounding box information is one way to address these problems, whereas other approaches use attention-based models or recurrent models to provide output as sequence of segments for each instance of the object.
There can be two aspects to consider while measuring the performance of the system. One is speed, and the other is accuracy. CRF is one of the most commonly used post-processing modules for refining outputs from other networks. CRFs can be simulated as an RNN to create end-toend trainable modules to provide very precise segmentation maps. Other refinement strategies include the use of over-segmentation algorithms like super-pixels, or using human interactions to guide segmentation algorithms. In terms of gain in speed, networks can be highly compressed using strategies like depthwise separable convolutions, kernel factorizations, and reducing the number of spatial convolutions. These tactics can reduce the number of parameters to a great extent without reducing the performance too much. Lately, generative adversarial networks have seen a tremendous rise in popularity. However, their use in the field of segmentation is still pretty thin, with only a handful of approaches addressing the avenue. Given the success that they have gained, they certainly have the potential to improve existing systems by a great margin.
The future of image segmentation largely depends on the quality and quantity of available data. Although there is an abundance of unstructured data on the Internet, the lack of accurate annotations is a legitimate concern. Pixel-level annotations especially can be incredibly difficult to obtain without manual intervention. The most ideal scenario would be to exploit the data distribution itself to analyze and extract meaningful segments that represent concepts rather than content. This is an incredibly challenging task especially if we are working with a huge amount of unstructured data. The key is to map a representation of the data distribution to the intent of the problem statement such that the derived segments are meaningful in some way and contribute to the overall purpose of the system.
CONCLUSION
Image segmentation has seen a new rush of deep learning-based algorithms. Starting with the evolution of deep learning-based algorithms, we have thoroughly explained the pros and cons of the various state-of-the-art algorithms associated with image segmentation based on deep learning. The simple explanations allow the reader to grasp the most basic concepts that contribute to the success of deep learning-based image segmentation algorithms. The unified representation scheme followed in the figures can highlight the similarities and differences of various algorithms. In the future, this theoretical survey work can be accompanied by empirical analysis of the discussed methods.
