Abstract-An asynchronous impulsive noise mitigation algorithm is proposed for power line communication (PLC) systems. Multiple techniques have been proposed in the literature in order to mitigate asynchronous impulsive noise to enable PLC, e.g., in smart grid applications. Most of the schemes proposed so far are based on non-linear methods, such as clipping and nulling. Even though these non-linear schemes reduce bit error rate (BER) by a significant amount, it will be shown in this paper that they can be easily outperformed by the proposed linear method.
I. INTRODUCTION
Since the early development of electrical grids, power lines have been designed exclusively for transmission of electrical power as well as some basic communication signals required for control mechanisms in the grid operation. For any frequency above 50-60 Hz, power lines behave as a frequency selective channel (typically caused by branching in the electrical path) and are found to be severely affected by different types of noise [1] [2] .
Noise in power lines can be typically classified into background noise and impulsive noise (IN) [2] - [4] . Background noise is often modeled as additive white Gaussian noise (AWGN) [5] , [6] . IN, on the other hand, can be further classified as synchronous and asynchronous and several models for each type can be found in the literature [4] , [7] . Synchronous IN is generated by electrical grid components which work synchronous to the mains frequency (50-60 Hz) and, therefore, bears periodicity corresponding to the fundamental frequency of the electrical signal [4] . Asynchronous IN, in contrast, is essentially random in occurrence due to, e.g., operation of power converters having switching transients [7] . Differently from synchronous IN, asynchronous IN usually has higher power spectral density (PSD) than background noise. Therefore, occurrences of asynchronous impulsive noise are considered as a major drawback for the operation of PLC systems. This imposes the need for an efficient and reliable method to mitigate such noise, a problem that is specifically addressed in this paper. There exist different mathematical models in the literature that study the behavior of asynchronous IN in power lines [4] , [7] . Among those, in this paper, we consider the Bernoulli Gaussian (BG) Noise model, which generates the asynchronous IN as a random process with two states (one state when IN is active and another state when there is no occurrence of IN). This model has a simple mathematical interpretation and has widely been considered in the literature as a model of asynchronous IN occurring in PLC systems [5] , [6] , [8] .
Recent releases in PLC standards like IEEE 1901.1, IEEE 1901.2, G3 and PRIME have proposed orthogonal frequencydivision multiplexing (OFDM) as a modulation scheme for this type of communications [9] . OFDM is capable of mitigating channel impairments like frequency selectivity with very simple equalization structures [9] . Since asynchronous IN is random in occurrence with high PSD, a single impulse occurring during a transmitted OFDM symbol may well contaminate and eventually destroy the global (frequency-domain) received symbol [10] . To overcome this effect, one might consider ARQ retransmission procedures, which operate at the expense of increased latency. This crucial aspect should be avoided in, e.g., mission critical smart grid applications, where reliability and latency play a major role [11] .
Alternatively, in order to cope with the effects of impulsive noise, while avoiding the need for retransmission, one may rely on signal processing techniques, such as clipping and nulling. These techniques are based on identifying an optimal threshold value and perform the aforementioned operations on the time domain received samples [5] , [6] , [8] , [12] . In power lines, the asynchronous IN power changes depending on the number of operating converters and on the connection/disconnection of loads at each specific point of time. Therefore, threshold values defined for operations like nulling and clipping are not effective when IN power changes over time. In order to overcome this problem, the authors in [5] have proposed an adaptive algorithm to identify the optimum threshold for clipping that adapts to changes in signal to noise ratio (SNR) and impulsive to background noise ratio (INR). The adaptive threshold based clipping improves the BER performance of the system to a significant extent, but this better performance is not consistent over INR variations. In a situation where the INR is low, useful samples are also clipped along with the IN affected ones. On the other hand, when the INR is high, the clipping magnitude is not enough to limit the effects of such high power IN samples to a safe level. To address this issue, the authors of [6] propose a nulling algorithm that fully removes samples that are suspected to be contaminated by IN. Typically, the nulling method performs quite well when the INR is low.
Using a different approach, the authors in [10] have proposed to exploit a time domain periodogram corresponding to the spectral content of unused sub-carriers to estimate the support of the IN samples. While [10] presented significant advances with respect to prior art, the time domain periodogram is well known to present low resolution and, consequently, it is unable to resolve closely located IN samples. Hence, there is a need for an algorithm which is able to find the true support of the IN samples and mitigate its effects without affecting other undamaged samples, thus improving the BER performance of the system.
In this paper, we have studied order, support and amplitude estimation of asynchronous IN samples, in order to specifically target the situation where there is more than one sample of such noise occurring during an OFDM symbol transmission. The order of IN here is defined as the number of IN samples occurring during the transmission of an OFDM symbol, which can be identified by information measure approaches, such as the minimum description length (MDL) algorithm. Furthermore, we propose to use a subspace-based (MUSIC) algorithm to estimate the support sets of the IN samples [13] . The MUSIC estimator has high resolution, so closely located IN samples can be properly resolved using this technique. The amplitudes of the IN samples are then estimated using the minimum mean square error (MMSE) estimator. Results will demonstrate that the proposed algorithm outperforms existing methods for asynchronous IN mitigation in power lines.
The rest of the paper is organized as follows. Section II will identify system model as a basis for algorithm implementation. Section III will introduce the proposed algorithm for order, support and amplitude estimation of IN. Section IV will present some relevant comparison results based on simulations and section V will conclude the paper.
II. SYSTEM MODEL
The complex baseband equivalent discrete-time model for the OFDM system under consideration can be written as
where y ∈ C n and x ∈ C n are column vectors that contain the time domain OFDM received and transmitted signals respectively, after cyclic prefix removal. Besides the length of the time domain vectors, n also represents the total number of sub-carriers in the system. Let F denote the n × n unitary DFT-matrix where
In the following, we will use the notation [·] to refer to the elements of the matrix or vector inside the bracket. It is assumed that the time domain signal x is transmitted only in k used sub-carriers. Accordingly, the remaining m = n − k are null/unused. The transmitted signal vector x can now be written as x = F H S x X, where X is a vector of length k containing the frequency domain data symbols. S x is an n × k selection matrix having only one element equal to 1 per column indicating used subcarrier index and m zero rows corresponding to the unused sub carrier. The channel is represented by h, which is an n × n circulant matrix. w is the background noise of length n, which is defined as a sequence of independent and identically distributed (i.i.d) complex Gaussian random variables with zero mean and variance σ In the following three subsections, we will describe two existing non-linear techniques (nulling and clipping) and the time domain periodogram approach (TDP) to mitigate the effects of the asynchronous IN. Then, in the fourth subsection, we will introduce the system model required for the proposed asynchronous IN mitigation algorithm.
A. Nulling
After receiving the samples as in (1), the nulling operation based on the threshold value T h consists in the following transformation:
where T h is defined as
T in the above equation is the threshold factor, which is designed based on the probability P that the amplitude of the received samples is higher that T [6] . The value of P is taken such that IN is reduced from as many samples as possible. For a reasonably good performance, the value of P = 0.1 is typically taken in the literature [12] . Now, based on the value of P, T can be computed from
where
is the variance of the received sample magnitudes which follow Rayleigh distribution assuming that the transmitted samples are complex Gaussian with zero mean and variance σ 2 s . This threshold factor is now multiplied by the average magnitude of the received samples to find the value for nulling threshold T h as in (3).
B. Clipping
Similar to nulling, clipping is also done based on a threshold value that is to be set by the system designer. The threshold value γ for clipping is typically fixed according to the background noise power, transmitted signal power and INR as
where σ
w and μ is the INR. Now, having fixed the threshold, clipping of the received sample is performed based on γ as
where [ŷ] j,clip is the received sample after clipping [5] and csgn is the complex signum function. 
C. Support Estimation by Time Domain Periodogram
In the support estimation by time domain periodogram technique [10] , after receiving the samples as in (1), a Fast Fourier Transform (FFT) is applied. The FFT of vector y is performed by multiplying y by the DFT-matrix F as
where Y is a column vector of length n containing the frequency domain received symbols, D = diag( √ nF h), h being the channel impulse response, and W denoting a vector of length n having the frequency domain transformed samples of the background noise.
The contribution from unused sub-carriers can be extracted from (6) as
where Y is the column vector of length m corresponding to unused sub-carriers (containing samples from the IN and the background noise only).
The method proposed in [10] for IN mitigation operates as follows. The frequency domain vector Y can be then transformed back to time domain using a lower dimensional 
D. System Model for the Proposed Algorithm
The proposed algorithm takes Y in (7) as the observation vector for order and support estimation. After estimating the order and support of the IN samples, MMSE estimation of amplitudes at identified supports is performed. The estimated IN samples are then subtracted from the received signal, in (1) before performing the FFT. A block diagram describing the proposed scheme is shown in Fig. 1 .
The novelty of the proposed algorithm is based on the improved precision of the support estimation for multiple occurrences of IN samples. The precision becomes more prominent when the channel is corrupted by strong IN and therefore enhances the system performance. Further details are provided in the next section.
III. ORDER, SUPPORT AND AMPLITUDE ESTIMATION OF IMPULSIVE NOISE
The estimation of IN order and support from unused subcarriers spectrum can be related to the problem of characterizing the number and frequency of multiple sinusoids that are immersed in AWGN. The problem has been widely addressed using the MUSIC algorithm [13] , which is a parametric identification algorithm that exploits the orthogonality between signal and noise subspaces. MUSIC is a high resolution frequency estimator that determines the frequencies of sinusoids based on the locations of peaks of the so-called pseudo-spectrum. Note that our problem of IN support determination (in time domain) is analogous to the frequency estimation problem (in frequency domain). The MUSIC technique is classified as a super-resolution method because of its capability to resolve spectral lines that are separated in frequency f = ω/2π by less than 1/Z cycles per sampling interval, where Z is the total number of samples in an observation vector (in the time domain) [13] . Therefore, supports of IN samples separated by at least 1/n sample in the pseudo-spectrum can be well resolved by our proposed scheme.
A. Order Estimation
As mentioned in the previous section, we take the vector Y from (7) as the observation vector for IN order and support estimation. From Y , a total of L = m−M +1 sample vectors denoted byỸ l , where l ∈ {1, 2, 3, . . . , L}, are generated, each having length M . Here, M is a parameter to be chosen by the system designer that represents the sample window size that is used to generate the sample covariance matrix, which has to be chosen such that M − N > N is satisfied, where N is the number of impulses that occur within a multi carrier symbol period. The sample vectorỸ l is constructed as
. . .
The sample covariance matrixR of size M × M can now be
The eigenvalue decomposition ofR results into M eigenvectors and M eigenvalues. Out of M eigenvalues arranged in decreasing order λ 1 ≥ λ 2 ≥ λ 3 ≥ . . . , λ M , the N largest are associated with the IN samples (signal space in MUSIC terminology), whereas the M − N smallest correspond to the background noise samples [13] . By employing the eigenvalues of the sample covariance matrix, we can estimate the number of IN impulses by the MDL criterion, according to [14] by
The order N of IN is estimated as the value ofk ∈ {0, 1, 2, . . . , M − 1} for which (10) is minimum.
B. Support Estimation
After estimating the IN order, the eigenvector set ofR can now be split into two subsets. The first subset contains N eigenvectors that belong to the (MUSIC) signal subspace, corresponding to IN. The second subset, defined as the (MU-SIC) noise subspace −{ĝ 1 ,ĝ 2 , . . . ,ĝ M −N }, contains M − N eigenvectors corresponding to background noise. We can now define the matrixĜ as the column-wise juxtaposition of the eigenvectors in this second subset.
Having identified the (MUSIC) noise and signal subspaces, the support set of the IN, I ∈ {d 1 , d 2 , . . . , d N }, can be estimated as follows. The sample indexes as the integers in the set q ∈ [0, n − 1] for which the rational q/n is closest to the peaks of the function f (t) defined as [13] f (t) = 1
where q ∈ {0, 1, 2, . . . , n − 1} and a(t) is the vector of length M defined as
Thus identified sample indexes are then arranged in increasing order to appear as entries of I. It is well known that when n → ∞ the support estimator is asymptotically Gaussian distributed with zero mean and variance V , given by [15] , [16] 
As seen from (13), the variance V is inversely proportional to sample window size M and INR. The variance in support estimation can be reduced by taking wide enough sample window size M . As a rule of thumb, in practice, the value of M should not be considered larger than half of the length of the observation vector. The resolution of support estimator tends to decrease, if the sample window size is taken wider than the half of the length of the observation vector [15] . Due to the variance of the estimator, the true support of IN samples might not be contained in the estimated support set I. Therefore, to overcome this situation, we propose to extend each entry of I identified by the locations of peaks in (11), based on V to ensure that, with high probability, the true supports of IN samples are captured. The extended support set I can be expressed as
where we assume that each extended subset, denoted by
. . , N} and r = (V − 1)/2, is disjoint having no overlapping entry between the consecutive sub sets.
C. Amplitude Estimation
After extending the support set I, the amplitudes of the IN samples at those locations are estimated using the MMSE criterion. This estimation is done separately for each disjoint subset d ci . Then, for each subset, the support of the corresponding IN sample is re-estimated as the sample for which the amplitude is maximum. This procedure is carried out for all subsets and N peaks are identified. The indices of the N identified peaks, denoted by I pj , j = 1, . . . , N, are used to estimate the amplitudes of IN samples, denoted byÂ j , via the MMSE estimator as [10] 
where j = 1, . . . , N, I o is the IN power, σ 2 s is the transmitted signal power and σ 2 w is the background noise power. Finally, the estimate of INî of length n having only N non-zero entries at the supports of IN samples is generated. This estimate is subtracted from the time domain received signal vector y in (1) providing an IN-mitigated signal for demodulation as shown in Fig. 1 . In the next section we will show the performance of the proposed scheme and compare it with the performance of other previously proposed algorithms.
IV. SIMULATION RESULTS
To evaluate and compare the proposed IN mitigation algorithm with previous approaches, we consider a frequency flat channel, |h j | 2 = 1, for all sub-carriers. We assume an OFDM system having a total of n = 1024 sub-carriers, among which only k = 768 sub-carriers are used for transmission. The m = n − k = 256 remaining sub carriers are null/unused. The spectral content of these nulled/unused sub-carriers having length m is used as the observation vector. The sample window size, to generate sample covariance matrix, is considered as M = 50. Each sub carrier conveys complex symbols that are randomly drawn from an uncoded QPSK modulation. The performance of two optimal informed receivers is also considered, mainly for comparison purposes. The first type of informed receiver is denoted by "Genie aided" in the performance graphs (black curve) and has all the information about IN samples, i.e., supports and amplitudes. The second type of informed receiver is denoted by "True support + MMSE amplitude estimation" in the performance graphs (red curve) and has the information about IN sample supports and estimates their amplitudes by the MMSE estimator as in (14) . We consider scenarios where the SNR varies from 0-20 dB and where INR ranges from 10-40 dB. The IN sample has probability of occurrence 10 −2 , where approximately 10 samples of IN occur during transmission of an OFDM symbol. The IN with INR higher than 10 dB is of interest because it defines a realistic asynchronous IN environment in power lines [2] . Fig. 2 compares the BER of nulling [6] , clipping [5] , time domain periodogram (TDP) [10] followed by MMSE amplitude estimation and the proposed algorithm in a typical situation where IN is 10 dB stronger than the background noise. It can be seen from the BER curves that the performance of nulling, TDP and the proposed scheme are very close to each other, and are comparable to the performance of the two informed receivers. The performance of clipping algorithm in this context is bad because some of the useful samples apart from the ones affected by IN are also clipped.
The results when INR is 20 dB, 30 dB and 40 dB, are shown in Fig. 3, Fig. 4 and Fig. 5 , respectively. As seen from the performance curves, the proposed scheme outperforms nulling, clipping and TDP algorithms, providing considerable gains in terms of SNR and BER.
The performance of the nulling algorithm is found to degrade when the channel is corrupted by IN with high INR. Since the threshold value for nulling crucially depends on the mean magnitude of received samples, the thresholding value in this context bear large value due to high mean magnitude, as a result of IN with high INR being added to the received samples. Due to the high threshold value, all IN samples are not estimated and hence the BER performance is degraded. Whereas, the clipping algorithm is better at segregating the IN samples, but the clipping magnitude is not enough to clip all the IN-affected received samples to a safe limit when the INR is high (i.e., even after clipping, the clipped samples still contain a significant amount of IN). On the other hand, the performance of TDP algorithm is degraded by the lack of enough resolution in the support estimation procedure. The requirement of precision over support estimation becomes more prominent when the channel is corrupted by stronger IN. In such scenario, the effect of any missed IN sample spreads over the whole OFDM symbol while demodulating, considerably degrading the system performance. like nulling and clipping, and also outperforms TDP support estimation, thanks to the higher resolution in the identification of the IN support. The superiority of the proposed algorithm over such techniques is illustrated in different scenarios with distinct levels of INR. The proposed scheme is well suited for any mission critical smart grid application with high reliability requirements over received information.
