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（two-stage stochastic programming problem）と確率制
約条件問題2（probabilistically constrained problem）に
分けることができる．
2 段階確率計画問題は 1955 年から Beale [1] と
Dantzig [10] によって独立に研究が開始された．Van
Slyke-Wets [47] は L 型分解法を提案し，大規模な 2 段
階確率計画問題を解くことを可能にした．また，2段階






























益率を r˜j (j = 1, 2, . . . , n)とする．将来の（実際に投資
した際の）収益率は現時点では分からないので，これら
の収益率は全て確率変数とする4．ここで，各資産への投
資比率 xj (j = 1, 2, . . . , n)を決定するポートフォリオ選
択問題を考える．
収益率と投資比率を表すベクトルをそれぞれ
r˜ = (r˜1, r˜2, . . . , r˜n)
⊤, x = (x1, x2, . . . , xn)⊤
とするとき，投資全体の収益率は




r˜⊤x ≥ 0. (1)
4本稿では，文字にチルダ（˜）を付けることで確率変数を表す．
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制約条件 gi(x, ξ˜) ≤ 0 (i = 1, 2, . . . ,m), (7)
x ∈ C. (8)
ここで，x ∈ Rnは決定変数のベクトルとし，制約条件を
満たしながら関数 f : Rn → Rの値が最小になるように
決定する．ξ˜は確率変数の d次ベクトルとし，分布の台を
Ξ ⊆ Rdとする．制約条件の関数 gi : Rn ×Rd → R (i =
1, 2, . . . ,m) の値は確率変数 ξ˜ に依存する．C ⊆ Rn は
他の制約条件によって定義される実行可能領域とする．
確率変数を含む目的関数 f(x, ξ˜) を最小化する場合は，
決定変数 y ∈ R を導入して目的関数とし，制約条件に




Pr[gi(x, ξ˜) ≤ 0 (i = 1, 2, . . . ,m)] ≥ α. (9)
一方で，個別確率制約条件（separate probabilistic con-
straint）は，制約条件ごとに充足確率の制約を課す：




定理 3.1 ξ˜ の確率密度関数は対数凹関数5であり，関数
gi(x, ξ) (i = 1, 2, . . . ,m)は (x, ξ)について凸関数である
とする．このとき，同時確率制約条件 (9)の実行可能領
域は凸集合である．








Pr[hi(x) ≤ b˜i (i = 1, 2, . . . ,m)] ≥ α. (11)
ただし，hi : Rn → R (i = 1, 2, . . . ,m)は凸関数とし，

























1955 2段階確率計画問題の提案（Beale [1]，Dantzig [10]）
1955 農業分野における確率計画法の応用（Tintner [45]）
1958 確率制約条件問題の提案（Charnes-Cooper-Symonds [9]，Charnes-Cooper [8]）
1961 特殊な 2段階確率計画問題に対する解法の提案（Beale [2]，Dantzig-Madansky [11]）
1963 確率制約条件を考慮した家畜飼料問題の研究（van de Panne-Popp [46]）
1969 2段階確率計画問題に対する L型分解法の提案（Van Slyke-Wets [47]）
1971 確率制約条件に対する凸解析の導入（Pre´kopa [28, 29]）

















ルを ℓ ∈ Rnとし，最高の収益率を表すベクトルをu ∈ Rn
とする．この場合は，不確実性集合を以下のように定義
する：




r⊤x ≥ 0 (∀r ∈ U). (3)
























Pr[r˜⊤x ≥ 0] ≥ α. (4)
なお，確率変数 r˜の分布の台を U とし，充足確率水準を








Q(x, r) = min
y
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なお，確率変数 r˜の分布の台を U とし，充足確率水準を








Q(x, r) = min
y








る．具体的には，シナリオ k = 1, 2, . . . , sにおける確率変
数の実現値を ξ1, ξ2, . . . , ξsとし，各シナリオの生起確率











制約条件 A(ξk)x+Wyk = b(ξk)
(k = 1, 2, . . . , s), (22)
yk ≥ 0 (k = 1, 2, . . . , s), (23)





































制約条件 x ∈ C. (26)
そして，得られた解 x¯に対して，シナリオ k = 1, 2, . . . , s
ごとに償還請求費用 Q(x¯, ξk) を計算し，変数 θ の値が
E[Q(x, ξ˜)]に近づくように，緩和問題 (25), (26)に制約
条件（実行可能性カット・最適性カット）を追加してい

















































Pr[gi(x, ξ˜) > 0] ≤ 1− αi (i = 1, 2, . . . ,m). (13)
ここで，正区間の指示関数 1(0,+∞) : R→ {0, 1}を
1(0,+∞)(x) =
1 x > 00 x ≤ 0
とし，関数 ψ : R→ Rについて以下が成り立つとする：
1(0,+∞)(x) ≤ ψ(x) (∀x ∈ R).
このとき，確率変数 Z˜ に対して以下の関係が成り立つ：
Pr[Z˜ > 0] = E[1(0,+∞)(Z˜)] ≤ E[ψ(Z˜)].
よって，Z˜ = gi(x, ξ˜)とすれば，制約条件












gmax(x, ξ) = max{gi(x, ξ) | i = 1, 2, . . . ,m}
も xについて凸関数であり，同時確率制約条件 (9)は個
別確率制約条件






















制約条件 A(ξ˜)x = b(ξ˜), (16)
x ∈ C. (17)
ここで，c ∈ Rnは定数ベクトルとする．A : Rd → Rm×n







c⊤x+ E[Q(x, ξ˜)] (18)
制約条件 x ∈ C. (19)
単純償還請求（simple recourse）では，確率変数の実
現値 ξに対する償還請求費用を，以下のように定義する：



















����� Wy = b(ξ)−A(ξ)xy ≥ 0
}
(20)
のように定義される．ここで，q ∈ Rℓ は定数ベクトル，
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