We present three cubically convergent methods for choosing the regularization parameters in linear inverse problems. The detailed algorithms are given and the convergence rates are estimated. Our basic tools are Tikhonov regularization and Morozov's discrepancy principle. We prove that, in comparison with the standard Newton method, the computational costs for our cubically convergent methods are nearly the same, but the number of iteration steps is even less. Numerical experiments for an elliptic boundary value problem illustrate the efficiency of the proposed algorithms.
Introduction
Inverse problems arise in a wide spectrum of applications in fields ranging from engineering to scientific computation [4, 7, 8, 17, 18] . In these problems one often has to solve operator equations of the first kind, which are usually ill-posed in the sense of Hadamard [4, 18] . It means that the hardest issue in the numerical computation of inverse problems is the instability of the solution with respect to the noise from the observation data; that is, small perturbations of the observation data may lead to large changes on the considered solution. Thus to ensure a feasible and stable numerical approximation solution, it is necessary to employ some kind of regularization method, and hence it is necessary to develop appropriate strategies for choosing the regularization parameters. In practice, the effectiveness of a regularization method depends strongly on the choice of a good regularization parameter.
So far, a significant amount of research work has focused on the development of appropriate strategies for selecting the regularization parameters (see [1, 2, 4, 10, 16] and references therein), while less work has been carried out on the numerical realization of such strategies. Kunisch and Zou [14] pointed out that very few of these strategies were utilized for practical applications.
Motivated by the technique developed by Hebden in [3] for quasi-Newton methods, Ito and Kunisch [11] proposed a model function approach with four parameters to solve some nonlinear parameter identification problems. Kunisch and Zou [14] introduced two second-order iterative methods and a two-parameter model function method to choose reasonable regularization parameters in the Tikhonov regularization formulation of linear inverse problems. The basic tool is based upon the well-known Morozov's discrepancy principle [4, 15, 16] and the damped Morozov's discrepancy principle [5, 6, 11, [13] [14] [15] .
Xie and Zou [20] improved the method studied in [14] , proposed a new model function iterative method, and updated the model parameters in a computationally more stable manner.
Also, in testing the Tikhonov regularization method for solving an inverse problem, one needs to test a large number of regularization parameters, and this can often be very time-consuming. A significant reduction in time and computational cost can be achieved if there is an iterative method which can yield a reasonable regularization parameter at acceptable computational costs. In general, the commonly used iterative methods for solving the discrepancy principle are Newton method with quadratic convergence and quasi-Newton method with superlinear convergence (see [14] ). Based on this, Wang and Xiao [19] promoted a cubically convergent algorithm based on Tikhonov regularization by using Taylor expansion.
The aim of this paper is to present some further work on the parameter selection strategies. We derive a general thirdorder iterative method for choosing the regularization parameters in linear inverse problems. In fact, the third-order method could be well used for most of the a posteriori parameter selection strategies.
In the following, we first review some basic notations and useful results [14] . Based upon the Tikhonov regularization method and Morozov's discrepancy principles we deduce a nonlinear equation that the regularization parameter has to satisfy [14] . We then apply three different iterative methods to these nonlinear equations and prove that these iterative methods all exhibit third-order convergence. We then compare the computational costs for each iteration step with the one of the standard Newton method. If n denotes the dimension of the corresponding finite element space, we find that our cubically convergent methods need n more than the number for the standard Newton method. Therefore, when n becomes large, the computational costs of our cubically convergent methods are nearly the same with the one of Newton method. In addition, numerical experiments for elliptic inverse problems also illustrate the efficiency of the proposed algorithms. The numerical computations suggest that for large n our cubically convergent methods are faster than Newton method for computing the regularization parameters.
Consider a linear ill-posed inverse problem of the following form: way, regularization methods are widely applied. Among these methods, the Tikhonov approach is the best known. The idea underlying the Tikhonov approach is to replace the least squares problem min x∈ X K x− y δ Y by a modified optimal problem of the form
where α > 0 is the regularization parameter.
We end this section with a well known existence result for problem (1.2) . Let 
(1.4)
Iterative realization of parameter selection strategies
In this section, we state some useful lemmas and describe the numerical realization of the parameter selection strategies.
First we introduce a lemma on the differentiability of the solution x(α) with respect to the parameter α. [14] .
Lemma 2.1. (See

) The function x(α) is infinitely differentiable at every α > 0 and its nth order derivative x (n) (α) ∈ X(n 1) is the unique solution of the following variational problem: find
(2.1)
We have the following lemma. 
3)
Proof. 
Differentiating both sides of Eq. (2.5) with respect to α, we obtain
Taking the inner product with x(α) in Eq. (2.6), we are led to the equation
according to Lemma 2.2, we have
where C 0 is an integration constant. The well-known Morozov discrepancy principle has been used for linear ill-posed problems to choose the regularization parameter. The principle is devoted to the posteriori choice of the regularization parameter α. The idea of the strategy is to choose the regularization parameter so that the residual K x(α) − y δ Y has the same error level as the observation data.
That is, we require that α is determined by the equation
where δ is the observation error defined by
Throughout this paper we assume that y δ / ∈ ker K * . Then we can rewrite Eq. (2.8) as
(2.9)
The next lemma presents the existence and uniqueness of the solutions of the exact Morozov equation (2.9). 
9).
In general, people use Newton method or the quasi-Newton method to solve the Morozov equation
(2.10)
According to Lemma 2.2, we compute
Newton method for solving Eq. (2.10) can be described as follows: for a given initial guess α 0 , generate the Newton sequence
The process of the computation involves the evaluation of x (α) which is obtained by solving the following equation for v:
Obviously, the Newton method converges quadratically. However, we must solve both for x(α) and x (α) at each iteration step, and this represents the major cost in the computational process.
In order to avoid solving Eq. (2.11), Kunisch and Zou [14] replaced x (α n ) in the Newton method by the finite difference quotient
, which leads to the quasi-Newton method. Newton method and the quasi-Newton method for solving the discrepancy principle converge quadratically and superlinearly, respectively (see [14] ). The implementation of these two methods involves a huge amount of computation in each iterative process for choosing a reasonable regularization parameter. In this paper, we apply a cubically convergent algorithm which needs nearly the same computational cost in each iteration step, but reduces the number of iteration steps.
We apply the following family of third-order methods [9] to compute the corresponding regularization parameter:
where β ∈ [0, 1] and
This family of methods includes the classical Chebyshev (β = 0), Halley (β = ), and Super-Halley (β = 1) methods. In order to apply these methods, we need to evaluate an extra second-order derivative of G (α n ). It follows from Lemma 2.2 that
By Lemmas 1.1 and 2.1, we can obtain x(α), x (α) and x (α) by solving the following equations, respectively:
(2.14)
We are now ready to describe the third-order iteration method for solving Eq. (2.10) in details.
Chebyshev method. Given an initial guess α 0 , generate the Chebyshev sequence {α n } ∞ n=0 , by
where 
Super-Halley method. Given an initial guess α 0 , generate the Super-Halley sequence {α n } ∞ n=0 , by
The following lemma states a general principle for analyzing the convergence order of a given iterative method. 
we say that the iterative method is of pth-order convergence.
Now, we estimate the convergence order of the three iterative methods mentioned above.
Theorem 2.6. Chebyshev method, Halley method and Super-Halley method are all at least of third-order convergence.
Proof. We first establish the convergence order of the Chebyshev method. The corresponding iteration function reads
In terms of the smoothness of the function G(α), the iteration function φ is sufficiently smooth.
In a similar way we obtain
Thus, the Chebyshev method is at least of third-order convergence. Next we discuss Halley method. The Super-Halley method can be treated in a similar way. The iteration function of Halley method is
Thus,
Similarly we have
Thus, the Halley method is at least of third-order convergence. 2
Remark 2.7. In general we may have φ (α * ) = 0. Then the Chebyshev method, the Halley method and the Super-Halley method all have exactly third-order convergence. Otherwise, they may exhibit an even higher order of convergence.
Now we compare the numerical computation costs of the standard Newton method and the cubically convergent methods studied in Theorem 2.6. We will use the total number of multiplications and divisions as a measure for these costs.
In order to apply the cubically convergent methods, we need to solve Eqs. (2.12) to (2.14) which are all linear algebraic equations described by the same coefficient matrix. We apply the LU factorization method to solve these linear equations. This means that we only need to calculate the Cholesky factorization once and then carry out three backward eliminations.
When applying the cubically convergent methods, the total computation cost in one iteration step is more than the cost for one step of the standard Newton method. As the problem scale becomes large, the computation costs of the three cubically convergent methods and the standard Newton method are nearly the same. On the other hand, the cubically convergent methods converge faster than Newton method, which means that the former require few iteration steps for the approximate solutions to reach the same error tolerance.
Numerical experiments
In this section, we apply the cubically convergent iterative methods discussed in previous section to an elliptic equation. Consider the following two-point boundary value problem for the elliptic equation studied in [14] :
We take the coefficient function q(x) and the observation data z of u as
and the source term f (x) has the form
We assume that the available observed data are the superposition of the error free data z and the sinusoidal noise:
In our numerical implementation, we choose the piecewise linear finite element method to solve Eq. I t e r 9 8 7 7 I t e r 7 6 6 5 I t e r 6 6 5 5
Table 5
Convergence In Table 1 , the parameter α opt stands for the optimal α-value which achieves the minimum for f (α) − f * L 2 (Ω) . It can be obtained as follows: we first calculate the L 2 -norm error for 100 uniformly distributed α-values in the interval [10 −7 , 10 −5 ] to find an approximate optimal α, denoted byα. Then a much smaller interval includingα is chosen to calculate an accurate α opt . The parameter α M stands for the solution of the general Morozov equation (2.10) . We obtain it by using the bisection algorithm. We see that the Morozov discrepancy principle yields a very accurate approximation to the optimal value of α for the considered example.
In Tables 2-5 , we present numerical results for different iterative methods using N = 20. All the computations are carried out with initial value α 0 = 10 −4 , and the stopping criterion for the iterative methods is chosen as |α i+1 − α i | 10 −12 . "Iter" denotes the number of iterations of the specified algorithm achieving the listed α values.
In Table 2 , we present the numerical approximation solution of α and the corresponding iteration steps for Newton method with different perturbation scale of δ * . Tables 3-5 show the convergence of the Chebyshev method, the Halley method and the Super-Halley method, respectively, with the same initial guess α 0 = 10 −4 , and they show the numbers of iterations of the third-order methods.
