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Since statistical learning theory put forward by Vapnik, support vector 
machine(Support Vector Machines, SVM) has showed good performance in 
classification and prediction. Scholars use SVM more for the ideal data time series 
prediction problem, research on financial time series prediction is still relatively small. 
On the one hand because of the real financial signals contain a lot of noise which 
seriously affect the further analysis and processing. As financial data usually has 
non-stationary, non-linear characteristics, there are many defects of traditional 
denoising methods. The wavelet theory has fine nature of adaptivity and mathematics 
microscope, especially suit to deal with non-stationary, non-linear signal. On the other 
hand, SVM generally determine free parameters through the rule of thumb whose 
process（Particle Swarm Optimization，PSO）is not only tedium and not scientific, but 
also very ineffective. The particle swarm algorithm is one of the modern heuristic 
algorithm, with global optimization performance and versatility. Through particle 
swarm algorithm, optimal solution can be found in a short period of time. It will make 
up the problem that the SVM parameters can not be dynamically optimized. Therefore, 
building a comprehensive model of problem solving has important theoretical and 
practical significance. 
This article first detailed the related theoretical method, then organically 
combinated wavelet denoising, particle swarm optimization and support vector 
machine, constructed WD-PSO-SVM regression model, and applied it to the financial 
time series prediction. In the empirical process, CSI 300 index is selected as the 
sample data in Matlab programming environment. First of all，take advantage of the 
good nature of wavelet denoising to get stationary time series, then do the parameter 
optimization by PSO in order to make up for the defects of SVM parameter selection, 
and finally build support vector machine forecasting model to accurately predict the 
dynamic sliding window data. Experimental results show sufficiently that the model 

















model predictions and forecast accuracy, had a high value of practical application. 
The innovation of this paper is to construct the WD-PSO-SVM regression model, give 
full play to the wavelet noise-denoising, the PSO and support vector machine. Use the 
advantage in eliminating noise, finding parameters and making predictions to well 
overcome the shortcomings of the traditional statistical model for financial time series 
prediction. This model provides an effective method for accurate and robust forecast. 
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的问题，本文提出把 SVM 和 PSO 算法有机融合，利用 PSO 算法进行参数寻优，
弥补不敏感度ε、规则化参数 C、核函数参数γ选取的缺陷，形成一个改进的用粒
子群算法来优化 SVM 的模型。由于本文的方法结合了小波消噪（WD）、支持向
量机（SVM）和粒子群（PSO）算法，故将其称为 WD-PSO -SVM 回归模型。本

















小波分析工具箱和 FarutoUltimate 工具箱构建 WD-PSO-SVM 回归模型，并用该









1989 年，Mallat S [5]提出了多分辨分析的概念和小波具有带通滤波的特性，
可以利用小波的分解与重构进行滤波降噪。随后，Donoho 和 Johnstone 于 1992
年提出了小波阈值萎缩的方法( WaveShrink )[6]，还给出了δ = √2ln⁡(N)的阈值，
并且从渐进意义上证明了 WaveShrink 的最优性[7]；与此同时，Krim 等人(1995)

































































































































程控制等。具体的应用实例有：Eberhart 等成功地用 PSO 分析帕金森综合症等
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