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ABSTRACT 
For small primes the minimal multiplication algorithms of Winograd can be 
expressed as the eigenvalue-eigenvector decomposition of the associated circulant 
matrix, but forced into the real field. 
1. INTRODUCTION 
The discrete Fourier transform (DFT), defined below in (2.1) is a 
valuable tool in many fields from signal processing to partial differential 
equations. There is strong incentive for computing the transform quickly and, 
after two decades of active research, we now know the minimum number of 
essential multiplications required for the task and have algorithms which use 
precisely this number. It does not follow that, in the end, these will be the 
most desirable techniques, but they are certainly of interest in their own right. 
Major credit for this fine work seems to belong to I. J. Good, R. M. Rader, 
and S. Winograd. This story, and more, is told in the book [6]. 
At the heart of these methods lie Winograd’s algorithms for n point DFTs, 
where n is a small prime. He used a quick way of forming the product of two 
polynomials modulo a third one, and that theory, in turn, used the Chinese 
remainder theorem and some abstract algebra. Section 5 exhibits the corre- 
spondence between his approach and ours. 
This communication makes one simple observation: Winograd’s algo 
rithms, for small primes, are just the eigenvalue-eigenvector decomposition of 
the associated circulant matrices, but written economically and in real 
arithmetic. 
It is well known that the Fourier transform matrix F,, is the eigenvector 
matrix of any n X n circulant. Less appreciated is Rader’s observation that, for 
n prime, the nontrivial part of a Fourier transform F,x is the computation of 
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Cy, where C is a special circulant of order rr - 1 and y’s elements are a subset 
of x ‘s elements. It is this second association of circulants with the DFT that is 
invoked here. 
We hasten to say that this real spectral factorization of circulants is not as 
powerful as the number theoretical approach of Winograd. For example, the 
factorization does not yield the fast algorithm for DFT(ll), nor the proofs of 
minimality. On the other hand it does yield the algorithms which are in use, 
and it does so in a rather simple way. Some people may enjoy a lowbrow 
derivation of these valuable schemes. 
A recent survey article [l] linked the DFT with an impressive variety of 
topics in pure and applied mathematics, and yet no mention was made of the 
circulants lurking in the background. 
We barely mention the well-known FFT, and the reader is referred to [6] 
to see its connection to the algorithms discussed here. An interesting, and 
general, description of most DFT algorithms in terms of matrix factorization 
is to be found in [8]. 
2. THE DFT AND CYCLIC CONVOLUTION 
The material in this section is standard, but must be included, if only to 
establish the notation. 
The vector or sequence {X0,. . . , x,_~} to be transformed may be thought 
of as data (complex values) given at n equally spaced points. The transformed 
sequence {a,, . . . , in_,} is defined by 
n-1 
Sk = x &Xi’ k=O,...,n-1, 
i=O 
where 
0 = w, = exp(2a/?/n) 
(24 
is the primitive nth root of unity. Different professional groups give somewhat 
different definitions of DFT, but the variations are minor. For example, signal 
engineers call (2.1) the inverse DFT. Analysts divide by fi. In order to 
suppress indices we can use matrix notation. Let x and S denote the column 
vectors associated with the two sequences, and let F denote the Fourier 
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transform matrix, 
F(o) = 
1 1 1 . . . 1 
1 w CL? ... J-1 
1 a2 o4 . . . &y2 
. . . . . . . . . . . . . . . . . . . . . . 
1 J-1 Wn-2 . . . w 
= [“ii 
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I. (2.2) 
Note that the order of F is implied by o. Note also that we have used the 
relation tin = 1 to reduce all the exponents in F below n. The definition (2.1), 
commonly called DFT(n), now becomes 
P=F(o,)x. (2.3) 
F is a very special Vandermonde matrix, and a well-known property is 
F4(q,) = ?I. 
The letter I denotes the identity matrix. 
The inverse DFT is 
(2.4) 
x = +F(w;‘)t = iF(w,)f. (2.5) 
The eigenvectors of F are too complicated (see [l]) to yield a fast method for 
computing the DFT, so we turn to other arrangements. 
It is customary to remove the trivial part of the computation of (2.3) as 
follows. Since 
the essential computation is 
n-1 
xk A -x0 = 2 cdkiXi, k=l ,...,n-1, (2.6) 
j=l 
or, equivalently, 
n-l 
A,-&,= 2 (‘dki-I)+ k=l ,...,n-1. (2.7) 
i=l 
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The remarkable fact is that the ?k, k = 1,. . . , n - 1, can be computed using 
between n and 2n multiplications instead of (n - 1)2 as suggested by (2.6) or 
(2.7). 
In 1968 C. M. Rader pointed out in [7] that when n is prime the variables 
can be reordered so that (2.6) becomes a cyclic convolution. Let us illustrate 
this for n = 5, in which case it is only necessary to exchange the last two 
variables. 
! 35,-x” cd2 cd4 w3-ix 
* - 
x2 x0 
g4-xo = w4 w3 w 
I 
,“z a4 w3 x2 
,“z x4 
(2.8) 
,9,-x, 1 w3 w w2 a4 ,x3, 
Note that each row of the matrix is obtained by shifting left the row above in 
a cyclic fashion. The new ordering is monotonic when { 1,2,3,4} is seen as a 
multiplicative group modulo 5: 
2a 2r 22 23 (mod 5) 
I I 2 5 
1 2 4 3 
Rader’s observation reduces the DFT computation to that of cyclic convolu- 
tion. There are several clever tricks available for doing this quickly, but it was 
Winograd’s achievement to determine the minimal number of multiplications 
that are needed and to exhibit the algorithms which achieve the minimum. 
The minimum depends quite strongly on n. It also depends on the algebraic 
field in which the multiplication is taken to act, but we shall not focus on this 
aspect of the algorithms, which is treated fully in [6]. 
Finally we remark that the case when n is prime is the important one, as 
explained in Section 4. 
3. CIRCULANT MULTIPLICATION 
We take n to be prime and rewrite Rader’s observation slightly. Instead of 
taking both the {xi} and the {ik} in the same new ordering, we reverse it for 
the {xi}. When n = 5 this yields 
2, - x() 
$2 - x0 
?4 - x0 
x3 x0 
I - 
s w3 w4 w2 ’ x1 / w3 w4 x3 
II 
W4 : w3 x4 . 
I w3 w4 1 ; w ,x2/ 
(3.1) 
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Of course the only difference from (2.8) is that each row of the matrix in (3.1) 
is obtained from the row above by shifting right instead of left. The advantage 
is that the matrix in (3.1) is a circulant matrix and a great deal is known about 
them. See [2] and [5]. 
For all prime n Rader’s observation reduces DFT(n) to multiplying an 
arbitrary vector by a special circulant matrix of order n - 1. We now list the 
standard facts about circulant matrices. 
FACT 1. Every m X m circulant i.s a polynomial in the full cycle (or 
shift) matrix 
0 0 0 ... 1 
p=p*= 1 ; ; *-. O 
0 . . . 0 * (3.2) 
. . . . . . . . . . . . . . . . 
-0 . . . 0 1 o_ 
The coefficients of the polynomial are given by column 1 of the circulant. 
The degree is less than m. 
There is nothing to prove here, but we will illustrate the property using 
the matrix in (3.1), which can be written as 
c#l( P4) = WI + w2P4 + w”P,” + c4J3P2. (3.3) 
Note that I = Z’d) = P:, and in general note the special pattern of the l’s in 
the powers of P,,,. 
FACT 2. P,,, is a permutation mu&ix. Its eigenvalues are the roots of 
unity, and its eigenvectors are the columns of F( q,,). Moreover, P,,, is real and 
so it has a real canonical form A = A, which is a direct sum of powers of 
R,= co;; -sin@), ( cos 8 9 = 2r/m, 
together with 1 and, if m is even, - 1. 
Corresponding to each complex eigenvalue are the real and imaginary 
parts of the eigenvector. These two real vectors span the associated invariant 
plane, and (of more importance to us) they are columns of an orthogonal 
(real) matrix which reduces P,,, to A,. In symbols, 
P,=S,R ST m WI’ ST= s-1. (3.4) 
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TABLE 1 
I’, = (GA)A(GA)? 
REALSPECTBALFACTOR,IZATIONOFTHECYCLIC SHIITMATRIX~ 
m=2: G=(: _i), A-2=21, A=(:, -$ 
m=3: G=( i 1: _p), A-2=diag(3,6,2), 
R =l$ cos-77 
i 
: -sin$ 
singa c&r 1 
mz4: G= (i 1; _i _i 1, A-2=diag(4,4,2,2), 
‘1 1 2 0 2 0 
1 -1 1 1 -1 1 
m=6: G= ; _; -l 1 -1 -1 -2 0 2 0’ AP2 = diag(6,6,12,4,12,4), 
1 1 -1 -1 -1 1 
1 -1 1 -1 -1 -11 
aNotation: A@B = diag(A, B) = direct sum of A and B. 
Here ST denotes the transpose of S. We call (3.4) the real spectral factoriza- 
tion of P,,, and show it for small values of m in Table 1. 
Eigenvectors are only defined up to a constant nonzero factor. Hence 
there is no loss in generality in writing 
S=GA, (3.5) 
where A is diagonal and positive definite and may be chosen at our conveni- 
ence. 
FACT 3. Let +( P,,,) be any m X m circuiiznt, and let P,,, = (GA)A(GA)T 
be the real spectral factorization of the cyclic shift matrix P,,,. Then 
+(P,,,) = GAc#+I)(GA)~ = G(&(A)A>GT (3.6) 
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TABLE 2 
THE CIRCULANT POLYNOMIAL ARISING FROM DFT( m + 1) 
m = 2: q)(t) = wg + aft, 
+(A)=(p(l)@f#J(-l)= -leq? 
m = 4: $J( t) = 05 + f&t + t&2 + t&3, 
m=6: ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
$41) = - 1, +( - 1) = 2F(sin+7 +sin+7 --sin$n), 
qJ(R)=(2o+W3-02 -2w6 - cd4 + w5)1 + @( cd3 + cd2 - cd4 - w”)l 
=J-{( 5 - 7 1 2sin’n sin** +sin$r)I+~(sin+r +sin@r)J) 
=J---r{(sin+n +2sin~a-sin+7)I+~(sin+8+sin+r)J}, 
c$(fP) = OTI + w3,R2- ,2,R + f&+ o4,R2 - W<R 
z;(2w-u3- W2+2w6-W4-W5)I+~~(W3-W2+W4’-W5)J 
=(2cos$n-cos+f-COS$Tr)I+~(-COS+r+COS~~)J 
=(cos~n+2cos+r+cosJn)~+~(-cos+r+cos+r)]. 
i.s the associated spectral factorizaation of C#J( P,,,). In other words, the eigenvec- 
tars of P, are eigenvectors of +(P,) for any polynomial 9. 
Whenever G’s elements are small integers, then (3.6) provides a minimal 
multiplication algorithm for forming the product +(P,)x. In symbols, 
#‘,,,)x=G(D(GTx)), (3.7) 
where 
D=Acp(A)A 
is block diagonal with 2X 2 and 1 X 1 blocks. Only the application of D 
involves genuine multiplications, G and GT act via additions and subtractions. 
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The only way that the DFT affects the circulant product (3.7) is through 
the complex polynomial 9. In Table 2 we list QJ and +(Bk,) for several small 
values of m. Recall from Fact 2 that R, is the matrix representing rotation 
through an angle 277/m. It turns out that +(Rk) is also of the form 
P -Y 
i 1 Y P 
and, as a bonus, p and y are either both real or both pure 
imaginary. Multiplication of a real vector by such a matrix requires 3 real 
multiplications and 3 additions. This holds even when p and y are matrices. 
One implementation follows from the matrix identity 
In general (3.8) is preferable to 
(; -;)=( _ziz :rj(yy) &Tic) 
Another useful identity is 
Z 
0 
Z 
( Z Z 
(3.8) 
iZ 
1 -iZ ’ 
(3.9) 
(; ;)=(; -;j( yc) &)j(: _:) (3.10) 
which is just a block version of (3.6) when m = 2. We shall use (3.8) and 
(3.10) later. 
For completeness we give the nonzero elements of D in Table 3. These 
numbers are the values, at the (n - 1)st roots of unity, of a polynomial of 
which the coefficients are nth roots of unity. 
Our interest is in the number of real multiplications required to compute 
DFT(n). For reasons that appear in the next section we make the peculiar 
definition 
mult( n) EZ 1 +no. of multiplications required for DFT( n). 
If n is prime and G’s elements are small integers, then 
mult(n)=3(n-1)/2=2n-1-(n-1)/2 
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TABLE 3 
D = A+( A)Aa 
A@B = diag(A, B), i=J-‘. 
n =3: D= -)@&fii, 
n = 5: D= -~:~(c~~$r+co~~n)~ 
sin&7 
sin+ 
n = 7: D= -_a+(-sin$n+sinjm+sin$m)i@ i@ 
8 
9 
j3 =+j(sin+77 +2sin+a -sin$r), 
y = +(sin+m +sin+), 
6 = &(co+T +2cosgn +co$s), 
?j = f( -co+ +co+). 
/3 + y = Q(2sin+a +sin$r +sin+), 
/3 - y =$(-sinfm +sin+r -2sin$m), 
6 + ?j = i( -co+ +co+r +2cos$r), 
8 - 1) =9(2cos+7 +cosqm -cos+r). 
_ -? 
6 i 
“Some minor modifications are given in Section 4. All angles have been reduced to 
the range (0, n/2). 
when x is real. For complex data the counts are only doubled. On binary 
computers the count can be reduced by 1 when n = 3,5 because multiplica- 
tion by $ or f can be accomplished by a shift. 
It is clear that DFT(2) and DFT(4) require no multiplications. However, 
in dealing with larger values of n we must define 
mult(2) = 2, mult(4) = 4. 
More precisely, 
mult( n) = max{ n, 1 + no. of multiplications required for DFT( n)}. 
In order to obtain a systematic development of the G matrices for larger 
values of m, it is worth noting that the factorization developed in this section 
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extends immediately to matrices of the form 
1 
zi - zq - zs - 2s 
22 .zl -z4 -z3 
z3 z2 ZI - z4 * 
z4 z3 z2 Zl I 
Such matrices are polynomials in the orthogonal matrix 
To 0 0 -11 
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p&O0 0 
4 010 0 
lo 0 1 01 
(see [2, p. 831). The only difference is that the eigenvalues of p,,, are the roots 
of - 1 (instead of + 1). The factorization (3.10) reduces a circulant of order 
27~2 to a direct sum of a circulant of order m and one of these skew circulants 
of order m. 
In order for G to have small integer elements it is necessary that xrn - 1 
have no irreducible factors (over the rationals) of degree exceeding 2. 
4. THE DFT FACTORIZATION 
In order to deal nicely with DFT(n) for large n it is convenient to recast 
the results of the previous section as a factorization of the DFI matrix itself. 
The task is to compute F( w,)x = %. 
The first step of eliminating x0 and 3i., can be seen as performing one step 
of triangular factorization of F(w,). This leads to (2.7) rather than (2.6). For 
example, 
F(%) = 
‘l!_!_!_! 
iI 
ll_o-v!_-u!- 
31 
1 I 0’ 
’ 1 14 (~py--)p.“=l ,...) 4. 
I 
0 
I 
1 I _,o I 
I 01 ‘:L!_!_1 
1 
x 0; I 0 I 14 * 0 I I 
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Section 3 showed that, when n is prime, there are permutation matrices III, 
and ll, such that 
(4.1) 
When G ‘s elements are small integers this leads to an algorithm with minimal 
number of multiplications. The D matrices exhibited in Section 3 were based 
on (2.6) but the only modification needed to conform to (2.7) is to change the 
top element of D from - l/(n - 1) to - n/(n - 1). Verification of this 
assertion is left to the reader. 
With a slight abuse of notation we will write (4.1) as 
l&F(o,)II, = GDGr, (4.2) 
F( LO,) - GDGT, (4.3) 
and we call this the DFT factorization of F(w,). The context will make it 
clear whether F( an) or a circulant matrix of order n - 1 is being factored. 
Note that - (equivalence under permutations) is a true equivalence 
relation. 
The important observation exploited by I. J. Good in [3] is 
THEOREM. If 1 and m are relatively prime, then 
Here 8 denotes the direct (or Kronecker or tensor) product of matrices, 
namely 
148 B. N. PARLE-IT 
EXAMPLE. F( us ) - F( 0s) @ F( w,), with 
’ 2, ’ 1 1 1 1 1 1 ‘x0\ 
f‘l 1 cd2 a4 1 2 cd4 x2 
$2 1 a4 a2 1 04 l&J2 x4 
ZIZ $3 1 1 1 -1 -1 -1 xg b=“e) 
2s 1 cd2 cd4 -1 cd5 
\ x5 1 1 Lo4 cd2 -1 w ,” “x:, 
Algorithm: 
S, = F(++, 
%_ = F( w3)x_ , 
In order to emphasize the theorem’s hypothesis we point out that 
Thus a 2 dimensional DFT on 3 X 3 points is not equivalent to a 1 dimensional 
DFT on 9 points. 
There is a routine procedure for changing the DFT factorization (4.3) into 
an enlarged form GsdG, where ti is diagonal (not just block diagonal) and 
has an order not less than that of D. It uses the identity (3.8) to replace 
P -Y 
i I P 
by diag(y, /3 + y, /I - y). Note the G, is not the transpose of Cr. 
Wi illustrate the procedure when n = 5 in Figure 1. 
The implication of Goods theorem is clear. Given fast algorithms for 
DFT(Z) and Dl?T(m), i.e. 
F(w,) -G,D,G;. 
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G 
‘10 
i 
0 0 0 
11110 
11-l 0 1 
11 l-l 0 
1 1 -1 0 -1 
D 
1 \ 
5 
4 
a 
P 
Y P’ 
G 
1 10 0 0 11 1 1 = 1 1 -1 1 
11 l-l 
0 0’ 
1 
5 
0 1 4 
1 
0 
a 
0 -1 
\ 1 1 -1 -1 -1 0 
CT 
ill 11 1 
01111 
0 1 -1 1 -1 
01 o-1 0 
\oo 1 o-1 
Gl 
‘11 1 1 1 
01111 
X 0 1 -1 1 -1 
0 1 -1 -1 1 
00 1 o-1 
\Ol o-1 0 
FIG. 1. Transition to strictly diagonal form. 
Then, provided 1 and m have no common factors, 
yields a fast algorithm for DFT(Zm). Equation (4.5) invokes a valuable 
property of direct products; see [5]. 
The number of multiplications required is best seen from the full represen- 
tation 
Since fil@ 6, is diagonal of order mult(Z)mult(m), we have 
mult( Zm) = mult( Z) mult( m). (4.7) 
For example, m&(210) = m&(2 X 3 X 5 X 7) = 324. 
We say that (4.5), or (4.6) is the DFT factorization of F(w,,). 
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TABLE 4 
THEDFT FACTORIZATION 
.X0 
x3 
X6 
Xl 
x2 
x4 
X6 
X7 
x5 
,- 
x0 
x3 
x6 
Xl 
x5 
x7 
X8 
x4 
<X2 
I,‘O’ 0 I 1 - I - _I_ - - ’ 010 = I! o j G6 1 1%: I 010 I 001 
r=(1 cl? c&P), 
1 
‘I 0 ’ D6 --- 1__ 0 1 0 
1 
S’(l w6 
’ 0 
_I_ - - _ 
’ 0 
.I_ - - - 
' F(W3) 
03), 
I_ 
111 ’ 000000 
000 ’ 
000 ; 
101010 
010101 ---__--_ 
0 ’ GG’ 
---I___-_ 
I,1 0 
xm 
i i 
-- 1 
x(1) 
l)(t) =w + cd5t + a7t2+ W8t3+ m4t4 + 02t5, w = exp(27+i/9), 
A,=-lea -l@ $- (f -i)F@(f -se) (seeTablel), 
m&(9) =3+8+3 = 14, De=HA,). 
In order to get a fast DFT algorithm for any natural number n it is 
necessary to exhibit a DFI factorization for prime powers p’. Unfortunately 
this becomes very messy as r increases. Circulants do appear, but they have to 
be combined with subblocks which involve DFT(#) for k < r. We content 
ourselves with exhibiting the DFT factorization for n = 9 and n = 8 in 
Table 4. 
One consequence of this messiness and our ignorance of muIt is that 
the best composite numbers for minimal multiplication DFT are those with 
distinct prime factors. This is in stark contrast to the FFI of Cooley and 
Tukey, which favors n = 2k. 
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TABLE 4 (Continued)” 
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= 
(b) fl=23 
1 1 1 1 1 1 1 1 
1 1 1 1 -1 -1 -1 -1 
1 1 -1 -1 i i -_i __i 
1 1 -1 -1 -i -i i i 
1 -1 i -i w -w -iw io 
1 -1 i -i -0 w io iw 
1 -1 -i i -iw if.4 w -cd 
1 -1 -i i io -iw -w w c 
x0 
\ 
x4 
x2 
X6 
Xl 
X5 
x7 
A x3, 
_-l-/-_-I 1 I 
0 
I 1 1 I 
1 ’ 1 -1 
I 
I 1 
0 I 1 _- _&j_ _: 
’ 1 -II 1 -1 
’ 1 -11 -1 l- 
1 1 1 1 1 1 1 1 
1 1 1 1 -1 -1 -1 -1 
1 l-l -1 0 0 0 0 
X diag X 0 0 0 0 1 l-l -1 
1 -1 0 0 0 0 0 0 
0 0 l-l 0 0 0 0 
0 0 0 0 l-l l-l 
\ I -0 0 0 0 1 -1 1 -1 
a = l/G = cos+a = sinin, i=fl. 
mult(8) =max{8,2} = 8. 
1 
1 
1 
: 
i 
a 
ai 
X, 
i 
“The cyclic convolution on {xl, x3, x5, x7] does not lead to an optimal scheme here. 
5. RELATION OF CIRCULANT MULTIPLICATION TO WINOGRAD’S 
FORMULATION 
It is instructive to see in detail the correspondence between our factoriza- 
tion of the circulant and Winograd’s derivation of cyclic convolution using 
polynomials. 
Let u be the indeterminate in the polynomials. 
152 B. N. PARLETT 
Cyclic convolution on n points can be rephrased as the formation of the 
product of two arbitrary polynomials modulo the polynomial unP1 - 1. This 
can be done rapidly with the aid of the Chinese remainder theorem. 
For simplicity, we take n = 5 and define 
x(u) = Xl + x3u + xp2 + x2u3, 
~(u)=w+w2u+(34u2+~3u3, 
rz( 24) = 2, + &p + 35,u2 + 3i3u3. 
The object is to find X given any X and a fixed 3. It turns out that 
X=GXmod (~“-1). 
The fast algorithm requires knowledge of the irreducible factors of 
tin-l - 1. In our case 
U”-l=(U-l)(U+l)(U~+l) 
= Q1b4Q2bK?3b)’ 
defining Qi, Q2, and Q3. Also needed are another set of polynomials, of 
degree less than 4, which are defined, for k = 1,2,3, by 
Sk(U) =
lmodQk, 
0 mod Qi, j#k. 
The S, are analogous to the fundamental polynomials for Lagrangian interpo 
lation in that they serve to reconstruct a polynomial given only its values “at” 
the Qk. The word “at” should be construed as “modulo” in the previous 
sentence. The existence of the S, is the essence of the Chinese remainder 
theorem. 
Finally define a,(u) = G(U) mod Qk, k = 1,2,3. 
Now we can formulate the algorithm succinctly. 
Phase 1 (called the preweave by signal engineers): 
Form X,=XmodQ,, k = 1,2,3. 
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Phase 2 (multiply): 
Form 2, = 8, X X, mod Qk, k = 1,2,3. 
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Phase 3 (called the postweave or recovery): 
Form Iz = X,s, + &s, + &ss. 
When the S, have 0, t 1 coefficients, then phase 3 
By the remainder theorem X, = X(l), X, = X( - l), 
ri - x4, etc. 
needs no multiplications. 
X3 = Xi”) + Xg), XiO) = 
Let us determine the S, and ti2, explicitly. It is easy to verify that 
s,= -iQ,Qs=f(l-U+U”-U”), 
S,= -+Q,Q2=;(1 -U2 ). 
Since w = exp(2ai/5), a little algebra yields 
Ql(u)=w+W2+W4+~3= -1 (since w5 = 1)) 
L?2(u)=w-02+w4- o3=2(cos~7T-cos$~), 
Q3(u)=(w-04)+(W2-cd3)U 
= Bi(sin$r +sin$ru), 
= a?) + g&l), . 
These values define the matrix D in Table 3. Note that the polynomial 
product 0,X, mod Q3 involves more than one scalar multiplication. In fact 
I Qfyq 
' f3(4=(1 u 
u2) qqu + &y.xp 
\ 
quxg) 
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When the steps are laid out in matrix form the connection with circulant 
factorization is apparent (see Table 1): 
Phase 1: 
Phase 2: 
Phase 3: 
= 
1 1 
1 -1 
1 1 
1 -1 
T T 
1 1 1 1 
1 -1 1 -1 
1 0 -1 0 
0 1 0 -1 I 
!d10 0 0 
0 52, 0 0 
0 0 iq’ - Q&l) 
0 0 tip rq’ 
Xl 
x3 
x4 
x2 / 
1 0 
0 1 
-1 0 
0 -1 
T T 
% %U 
I_ 
a 0 0 0 
0 + 0 0 
0 0 ; 0 
0 0 0 + 
To recover the polynomial J! in phase 3 it is only necessary to premultiply by 
the row vector (1 u u2 u3). Of course the constants a, 4 are absorbed into 
the matrix in phase 2. 
This concludes our elementary presentation of Winograd’s DFT. There is 
far more to this subject than we have indicated here. 
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