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Abstract
We propose an alternative method to factorize an integer by using three harmonic oscillators.
These oscillators are coupled together via specific Kerr nonlinear interactions. This method can
be applied even if two harmonic oscillators are prepared in mixed states. As simple examples, we
show how to factorize N = 15 and 35 using this approach. The effect of dissipation of the harmonic
oscillators on the performance of this method is studied. We also study the realization of nonlinear
interactions between the coupled oscillators. However, the probability of finding the factors of a
number is inversely proportional to its input size. The probability becomes low when this number
is large. We discuss the limitations of this approach.
PACS numbers: 03.67.Ac
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I. INTRODUCTION
Current cryptosystems, such as RSA, depend on factorization of a large integer into a
product of distinct prime numbers. In 1994, Peter Shor proposed [1] a quantum algorithm
to factorize an integer in polynomial time. This algorithm gives an exponential speed-up on
the best known classical algorithm [2, 3]. Implementations of Shor’s algorithm have been
demonstrated in NMR [4] and photonic systems [5, 6] to factorize N = 15. Recently, a
new quantum algorithm [7] based on the adiabatic theorem has been proposed to factorize
integers, and it has been implemented (for N = 21) in an NMR experiment [7]. It is an
interesting question to ask whether an alternative approach exists, to perform factorization.
In this paper, we propose an alternative method to factorize integers which uses three
coupled harmonic oscillators. Here we show that Kerr-type nonlinear interactions can be
used for factorization. This method differs from the conventional quantum-circuit based
model [8, 9], which uses quantum gates for quantum computation. However, for the method
studied here, the probability of finding factors of a number N is inversely proportional to
the input size. Thus, this approach cannot provide any speed-up compared to classical
algorithms for factoring. Still, it is worth studying alternative methods for factoring, since
perhaps this approach may be improved in the future.
As a particular example of nonlinearity, we consider the Kerr effect. Kerr nonlinearities
have been found to be important in quantum optics [11]. For example, Kerr nonlinearities
can be exploited to perform quantum demolition measurements [12], reduce quantum fluc-
tuations of photon numbers [13], and produce Schro¨dinger-cat states [14, 15]. To perform
factorization using this approach, it is necessary to engineer specific Kerr nonlinear interac-
tions between the three coupled harmonic oscillators. Recently, the generation of nonlinear
interactions of a harmonic oscillator has been proposed by coupling it to a qubit with a time-
dependent drive [16]. This method can be applied to various coupled systems [16], such as
nanomechanical resonators coupled to a Cooper-pair box. In addition, “three-body” inter-
actions can be produced in cold atoms [17, 18] or polar molecules [19] trapped in an optical
lattice. These “three-body” interactions can be adjusted by external fields [17, 19]. These
may pave the way to realize Kerr nonlinear interactions between the coupled oscillators.
In our method, an integer n is represented as a number state |n〉 of a harmonic oscillator.
The states of the first two harmonic oscillators are prepared in a number-state basis, which
2
encode the trial factors of the number N to be factorized. The third oscillator is prepared
in a coherent state. We will show that this approach can be applied even if the first two
harmonic oscillators are in mixed states. The quantum coherence of the third harmonic
oscillator is essential in this algorithm.
Now we outline the basic idea of this approach. We consider a model with specific
Kerr nonlinear interactions between the three harmonic oscillators. In the phase-space
representation, such nonlinear interactions make a coherent state rotate with a “phase angle”
for a time t, where this coherent state and the number states of the two trial factors are
in product states. This “phase angle” is proportional to the product of these two trial
factors. The third oscillator thus acts as a “marker” for factors and non-factors. By quantum
parallelism [21], the “phase angles” can be simultaneously computed for all trial factors. By
performing a conditional measurement of a coherent state with a “phase angle”, which is
proportional to the product of two factors (i.e., the number N to be factorized), the resulting
state of the oscillators 1 and 2 is the state of the factors. The prime and composite factors
are obtained after this step. By using this procedure for factoring the composite factors, the
required prime factors of the composite factors can be obtained.
Although, all products of any two trial factors can be simultaneously computed, and they
are “written”, in a single step, to the rotation frequencies of coherent states, the probability
of obtaining the required coherent states is inversely proportional to input size of products
of the trial factors. Therefore, the probability of finding the factors of an integer becomes
low when this integer is large. In addition, it requires a huge amount of energy to encode a
number onto a harmonic oscillator when this number is large.
This paper is organized as follows: Sec. II, we introduce the system of three coupled
harmonic oscillators. Sec. III, we present a method for factoring integers using these three
oscillators. Sec. IV, we show how to factorize a number with an initial thermal state. Sec. V,
we investigate the effect of dissipation to factor a number. Sec. VI, we study how to realize
the specific Kerr nonlinear interactions, with details given in Appendix A. In Sec. VII, we
discuss the limitations of this approach. Finally, we close this paper with a conclusion.
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II. SYSTEM
We employ three coupled harmonic oscillators to perform quantum factorization. Its
Hamiltonian is
H = ~
3∑
j=1
ωja
†
jaj + ~
K∑
k=1
gk(a
†
1a1a
†
2a2)
ka†3a3, (1)
where aj and ωj are the annihilation operator and the frequency of the j-th harmonic os-
cillator, respectively. The parameter gk is the coupling strength of the nonlinear interaction
(a†1a1a
†
2a2)
ka†3a3 which is the product of the number operators of all three harmonic oscilla-
tors, and the exponent k is a positive integer.
Obviously, this number-conserving Hamiltonian H is exactly solvable. The product of
number states of the three harmonic oscillators |n,m, l〉,
|n,m, l〉 = |n〉1|m〉2|l〉3, (2)
is an eigenstate of H with eigenvalue En,m,l,
En,m,l = ~
[
ω1n+ ω2m+ ω3l +
K∑
k=1
(nm)kl
]
. (3)
III. FACTORIZATION
Now we present a method to factorize an integer N . This approach involves only three
steps: initialization, time evolution, and conditional measurement. Figure 1 shows the
quantum circuit for this factoring method.
A. Initialization
The first two harmonic oscillators are prepared in either pure or mixed states, and the
third harmonic oscillator is initialized as a coherent state, i.e.,
ρ(0) = ρ1(0)⊗ ρ2(0)⊗ ρ3(0), (4)
ρ1(0)⊗ ρ2(0) =
∑
n,n′,m,m′
pn
′m′
nm |n,m〉〈n′, m′|, (5)
ρ3(0) = |α〉3 3〈α|, (6)
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where pn
′m′
nm are the probabilities of the number states |n,m〉〈n′, m′| of the oscillators 1 and 2,
and n, n′, m,m′ = 2, . . . , ⌈N/2⌉. The trial factors are encoded to the state of the harmonic
oscillators 1 and 2, where each number state represents a trial factor. The eigenvalues nm
of the state |n,m〉 are the product of the two trial factors n and m.
FIG. 1. (Color online) Factorization using three harmonic oscillators. We prepare an input
state ρ(0) = ρ1(0) ⊗ ρ2(0)⊗ ρ3(0), where ρ1(0) ⊗ ρ2(0) =
∑
n,m p
n′m′
nm |n,m〉〈n′,m′|, and ρ3(0) =
|α〉3 3〈α|. After applying a unitary operator U(t), the reduced density matrix ρr can be obtained
by a conditional measurement of the coherent state |αN (t)〉3, which rotates in phase space with a
frequency ΩN . In the large-|α| limit, the reduced density matrix ρr becomes the state ρf for the
factors.
B. Time evolution
Let us now study the time evolution of the system starting with a product state |n,m〉|α〉3.
It is convenient to work in the interaction picture. We consider the unitary transformation:
U ′(t) = exp
[
−i
(
~
3∑
j=1
ωja
†
jajt
)]
. (7)
By applying the unitary operator U ′(t) in Eq. (7) to the Hamiltonian H in Eq. (1), the
Hamiltonian is then transformed as
H ′ = ~
K∑
k=1
gk(a
†
1a1a
†
2a2)
ka†3a3. (8)
The time-evolution operator U(t) = exp (−iH ′t) transforms the state |n,m〉|α〉3 into
U(t)|n,m〉|α〉3 = |n,m〉|αnm(t)〉3, (9)
where
αnm(t)=exp (−iΩnmt)α, (10)
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and
Ωnm=
K∑
k=1
gk(nm)
k (11)
is the rotation frequency, in phase space, of the coherent state |αnm(t)〉. Here we have used
exp(iϑa†3a3)|α〉3 = |α exp(iϑ)〉3, (12)
where ϑ is a real number [20]. The rotation frequency of the coherent state |αnm(t)〉3 is
increased by
∑K
k=1 gk(nm)
k, due to the nonlinear interaction. If the product nm is equal to
N , the coherent state |αN(t)〉3 rotates with a frequency
ΩN =
K∑
k=1
gkN
k, (13)
in phase space. Otherwise, the coherent states for nm 6= N rotate with frequencies Ωnm,
which are different to the frequency ΩN . This means that the coherent states corresponding
to factors’ states and non-factors’ states have different rotation frequencies in phase space.
Thus, the state of the harmonic oscillator 3 acts as a “marker” for the states of factors and
non-factors.
Now we apply the time-evolution operator U(t) to the initial state ρ(0). We then write
the density matrix ρ(t) of the system as
ρ(t) =
∑
n,m,n′,m′
pn
′m′
nm |n,m〉|αnm(t)〉3 3〈αn′m′(t)|〈n′, m′|, (14)
where n,m, n′ and m′ denote all trial factors. By quantum parallelism [21], the functions
αnm(t) are simultaneously computed for different values of n and m. Obviously, this state
becomes non-separable [22] between the three harmonic oscillators. The quantum entangle-
ment [23] between the harmonic oscillators is produced due to the nonlinear interactions of
the three harmonic oscillators.
C. Conditional measurement
We then perform a measurement conditional on the coherent state |αN(t)〉3, where this
coherent state and the factor’s state are in product states at the time t. In this way, we
can abandon the state of non-factors if the orthogonality of coherent states is approximately
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valid. Here we denote the products rs and r′s′ to be equal to N (i.e., r×s, r′×s′ = N).
After a conditional measurement, the reduced density matrix is
ρr(t) =
1
A
Tr3
{J [|αN(t)〉3 3〈αN(t)|]ρ(t)}, (15)
where J [|αN(t)〉3 3〈αN(t)|] is the measurement operator as [24]
J [|αN(t)〉3 3〈αN(t)|]ρ(t)
= |αN(t)〉3 3〈αN(t)|ρ(t)
[|αN(t)〉3 3〈αN(t)|]†, (16)
and A is the probability of obtaining the coherent state |αN(t)〉3,
A = Tr
{J [|αN(t)〉3 3〈αN(t)|]ρ(t)}. (17)
From Eq. (15), the resulting reduced density matrix ρr can be written as
ρr(t) =
1
A
∑
n,m,n′,m′
pn
′m′
nm ǫnmǫ
∗
n′m′ |n,m〉〈n′, m′|, (18)
where A =
∑
n,m p
nm
nm|ǫnm|2 and the coefficient ǫnm [20], is the overlap between the two
coherent states |αN(t)〉 and |αnm(t)〉,
ǫnm = exp
{− |α|2[1− exp(iΩN t− iΩnmt)]}. (19)
In the limit of large |α|, the orthogonality of coherent states holds approximately, such
that the overlap ǫnm tends to zero. Thus, we can obtain the state of the factors
lim
|α|→∞
ρr = ρf , (20)
where ρf is the density matrix of the factors
ρf =
1
Af
∑
r,s,r′,s′
pr
′s′
r,s |r, s〉〈r′, s′|, (21)
and Af =
∑
r,s p
rs
rs is a normalization constant. Indeed, the reduced density matrix ρr is well
approximated by the state of factors ρf , if |α| is sufficiently large. Finally, we can determine
the factors of the number N by measuring the state of the harmonic oscillators 1 and 2.
We also remark that the overlap between the two coherent states ǫnm is a function of time
t. To achieve the best approximation of the state of the two factors, the overlap between
the coherent state |αN(t)〉 and the other coherent states in Eq. (18) can be minimized by
performing the conditional measurement at an appropriate time t∗. This time t∗ depends
on the initial probability distribution and the non-linear interaction strength.
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IV. EXAMPLE: INITIAL THERMAL STATES
We consider the initial state of the first two harmonic oscillators in thermal states and
the third harmonic oscillator is a coherent state, i.e.,
ρ(0) =
∑
n,m
p1np2m|n,m〉〈n,m| ⊗ |α〉3 3〈α|, (22)
where pjn = [1−e−β~ωj ]e−βnj~ωj is the probability of the thermal states of the j-th harmonic
oscillator [20], β = 1/kBT , kB is the Boltzmann’s constant, T is the temperature, and
j = 1, 2. The mean excitation number n¯j is [e
~ωj/kBT − 1]−1 for the bosonic mode aj [20].
Here we require that the probabilities of the number states |n,m〉 are much smaller than
that of the state of factors, where n and m are larger than N .
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FIG. 2. (Color online) The fidelity F (t/ω3) between the reduced density matrix ρr(t/ω3) and
the factor’s states ρf for N = 15, is plotted as a function of the dimensionless time t/ω3, for the
parameters ω1 = 1.5ω3, ω2 = 2ω3, T = 3~ω3/kB and |α| = 5. The mean excitation numbers n¯j are
1.542, 1.055 and 2.528, for j = 1, 2, 3 and k = 1. The probability of obtaining the coherent state
|αN=15(t/ω3)〉 is 3.65×10−3. Black (dotted), blue (dashed), and red (continuous) lines correspond
to the results for g = ω3, 0.9ω3, and 0.8ω3. For different strengths g, the maxima of the respective
fidelities are indicated by the arrows.
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A. Factoring 15 and 35
As a simple illustrative example, we now factor N = 15 = 3 × 5 using this quantum
approach. For simplicity, we consider the Hamiltonian
Hk = ~
3∑
j=1
ωja
†
jaj + ~g(a
†
1a1a
†
2a2)
ka†3a3, (23)
where g is the nonlinear strength and k is a positive integer. This allows us to clearly study
the role of nonlinearity in this method.
-13
-5.5
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FIG. 3. (Color online) The logarithmic dimensionless time ln (t˜/ω3) is plotted as a function of
the nonlinear strength g/ω3 for |α| = 6 and the same parameters as in Fig. 2. The time t˜/ω3 is
taken when the fidelity F for N = 15 first arrives at 0.9. Black (top curve), red, blue, and green
(bottom curve), dots correspond to the results for k = 1, 2, 3, and 4.
To evaluate the performance of this approach, we investigate the fidelity F between the
reduced density matrix ρr(t) and the state of the factors ρf at the time t. The fidelity is
defined as [25]
F (t) =
(
Tr
{[
ρ
1/2
f ρr(t)ρ
1/2
f
]}1/2)2
. (24)
The fidelity F (t) can be obtained for the initial thermal states in Eq. (22),
F (t) =
∑
r,s
p1rp2s
(∑
n,m
p1np2m|ǫnm|2
)−1
, (25)
where r, s = 3, 5. We now take the exponent k in Eq. (23) to be one, i.e., k = 1. In Fig. 2,
the fidelity F (t/ω3) of the state of the factors is plotted as a function of the dimensionless
9
time t for the magnitude |α| = 5 and different values of the dimensionless nonlinear strengths
g/ω3. The fidelity F begins to increase as a function of the time and reaches a maximum at
t∗/ω3 ≈ 0.335, for g = ω3. Then, the fidelity sharply drops and fluctuates with time t/ω3.
Fig. 2 shows that the fidelities exhibit similar patterns versus t/ω3 for different nonlinear
strengths g. Note that, for the smaller strength g, the fidelity F takes longer time to reach
the maximum (F ≃ 1).
We now proceed to study the performance of the algorithm with higher-order k non-
linearity and stronger nonlinear interaction strength g. In Fig. 3, we plot the logarithmic
dimensionless time ln (t˜/ω3) as a function of g for |α| = 6 and k = 1. The time t˜/ω3 is taken
when the fidelity F first arrives at 0.9. We can see that the time ln (t˜/ω3) steadily decreases
as g/ω3 increases. In the same figure, we also show results for the higher values of k (= 2, 3
and 4). The logarithmic time decreases by 3 as k increases by 1. Thus, a higher-order non-
linearity can exponentially shorten the evolution time to achieve the high fidelity F ∗ & 0.9.
This result shows that both the high-order k nonlinearity and strong nonlinear strength g
are very useful to decrease the required time evolution of the system for finding factors.
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Coherent-state magnitude 
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FIG. 4. (Color online) The fidelity F (t∗/ω3) for N = 15, plotted as a function of |α| at the time
t∗/ω3, for the nonlinear strength g = ω3 and the same parameters as in Fig. 2. The fidelities vary
with the dissipation rate γ3 as shown. Of course, the fidelity is higher for zero dissipation, γ3 = 0.
In Fig. 4, we plot the fidelity F (t∗/ω3) versus |α|, for t∗/ω3 = 0.335 and g = ω3. The
fidelity F increases as the value of |α| increases. The fidelity F becomes saturated and
reaches near unity when |α| ≈ 7. Note that the fidelity cannot be exactly equal to one
because the probabilities of the initial number states |n,m〉 are not exactly zero where n
10
and m are larger than 15.
In addition, this approach can be used for factoring larger integers. We show another
example for factoring N = 35 = 5× 7. In Fig. 5, we plot the fidelity F (t/ω3) of the factor’s
states for N = 35 versus the time t/ω3. High fidelities can be obtained by increasing the
magnitude |α| but the probability of obtaining the coherent state |αN=35(t/ω3)〉 becomes
very low. This probability can indeed be increased by appropriately choosing an initial
state.
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FIG. 5. (Color online) The fidelity F (t/ω3) for N = 35, plotted versus the time t/ω3, for g = ω3
and the same parameters as in Fig. 2. The probability of obtaining the coherent state |αN=35(t/ω3)〉
is 3.54× 10−4. Black (dotted), blue (dashed), and red (continuous) lines correspond to the results
for |α| = 6, 8, and 10.
V. EFFECT OF DISSIPATION
We now consider the system weakly coupled to a thermal environment. We also assume
that the Markovian approximation is valid [26]. The master equation of the density matrix
then reads
ρ˙ = −i[H ′, ρ] +
3∑
j=1
[Lj(ρ) + L˜j(ρ)], (26)
where
Lj(ρ) = γj(n¯j + 1)(2ajρa†j − a†jajρ− ρa†jaj)/2, (27)
L˜j(ρ) = γjn¯j(2a†jρaj − aja†jρ− ρaja†j)/2, (28)
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and γj is the damping rate of the j-th harmonic oscillator.
Now we consider the dissipative dynamics of the system for the initial state in Eq. (22).
Since the states of the harmonic oscillators 1 and 2 are prepared in thermal states which are
the steady states of harmonic oscillators in the thermal environment, we can write the total
density matrix ρ(t) at time t as
ρ(t) =
∑
n,m
p1np2m|n,m〉〈n,m| ⊗ ρnm3 (t), (29)
where ρnm3 (t) is the density matrix of the harmonic oscillator 3 corresponding to the number
states |n,m〉〈n,m|. Only the harmonic oscillator 3 is subject to dissipation. This allows us
to write the master equation of the density matrix ρnm3 as
ρ˙nm3 = −iΩnm[a†3a3, ρnm3 ] + Lj(ρnm3 ) + L˜j(ρnm3 ). (30)
This master equation is exactly solvable [27]. Therefore, the time evolution of the total
density matrix ρ(t) can be solved by summing over all possible solutions ρnm3 (t) in Eq. (30)
corresponding to the probabilities p1np2m.
The fidelity can be expressed in terms of the Q-function as
F (t) =
∑
r,s
p1rp2sQrs(t)
[∑
n,m
p1np2mQnm(t)
]−1
, (31)
where the Q-function, Qnm(t), is [27]
Qnm(t)
= 3〈αN(t)|ρnm3 |αN(t)〉3, (32)
=
∞∑
u,v=0
[αα∗N(t)]
u
u!
[αN(t)α
∗]v
v!
Λ
(u+v+1)/2
3 exp[−iΩnm(u− v)t+ λ0] exp[(Λ+ − 1)(Λ− − 1)|α|2],
(33)
and
Λ± =
2λ± sinh φ
2φ coshφ− λ3 sinhφ, (34)
Λ3 =
(
coshφ− λ3
2φ
sinhφ
)−2
, (35)
φ =
(
λ23
4
− λ+λ−
)1/2
. (36)
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The parameters λ±, λ3 and λ0 are
λ+ = γn¯t, λ− = γ(n¯+ 1)t, (37)
λ3 = −λ+ − λ−, λ0 = 1
2
(λ− − λ+). (38)
In Fig. 4, we plot the fidelity of the states for the factors versus |α| subject to the
dissipations γ3 = 0 (black circle dotted line), γ3 = 0.5ω3 (blue square-dotted line) and
γ3 = ω3 (red star-dotted line). As shown in Fig. 4, the fidelity F (t
∗/ω3) decreases for small
|α| if the dissipation rate γ3 is comparable to the nonlinear interaction strength g. However,
we can see that the effect of dissipation on the performance of this approach is negligible
when |α| is about 8. The high fidelity can be obtained in the presence of dissipation if the
value of |α| is sufficiently large.
VI. POSSIBLE IMPLEMENTATION FOR REALIZING KERR-TYPE NONLIN-
EAR INTERACTIONS
To perform quantum factorization using this approach, it is necessary to engineer Kerr-
type nonlinear interactions in Eq. (1) between the three coupled oscillators. Here we briefly
discuss several possible ways to realize these nonlinear interactions in Eq. (1), for k = 1.
A. Time-dependent control method: coupling harmonic oscillators to a qubit
Engineering nonlinear interactions of a nanomechanical resonator has been proposed by
applying a time-dependent drive to a single superconducting qubit which is coupled to the
resonator [16]. Now we generalize this method to produce nonlinear interactions between
three coupled harmonic oscillators by using a single qubit. This method can be applied to dif-
ferent systems such as a superconducting qubit coupled to three nanomechanical resonators
[16], or three different cavity modes inside a superconducting resonator [28]. Furthermore,
this can be realized by a two-level atom coupled to a multi-component atomic Bose-Einstein
condensate [29].
We consider a single qubit dispersively interacting with the three harmonic oscillators.
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The Hamiltonian H ′ of this system can be written as
H ′ = H ′0 +H
′
I , (39)
H ′0 = ~ωzσz + ~
3∑
j=1
ωja
†
jaj , (40)
H ′I = ~σz
3∑
j=1
χja
†
jaj, (41)
where ωz is the energy frequency of the qubit, χj is the strength of the nonlinear interaction
between the j-th harmonic oscillator and a qubit, for j = 1, 2 and 3.
According to the Zassenhaus formula [30], the specific nonlinear interactions can be gen-
erated by applying an appropriate sequence of rotations to the qubit. It is convenient to
work in the interaction picture. Here the exponential operators eXj+Yj can be written as,
based on the Zassenhaus formula [30],
eXj+Yj = eXjeYjeZ
(1)
j eZ
(2)
j . . . , (42)
where Z
(1)
j and Z
(2)
j are the second- and the third-order terms as [30]
Z
(1)
j = −
1
2
[Xj , Yj], (43)
Z
(2)
j =
1
3
[Yj, [Xj, Yj]] +
1
6
[Xj [Xj, Yj]]. (44)
By putting Xj = −iσyBjτ and Yj = −iσzBjτ , the three-mode Kerr nonlinear interactions
can be created up to the third-order expansion in Eqs. (42) and (44), where the operators
Bj from Eqs. (A11) to (A17) are sums of the number operators a
†
iai, for i = 1, 2 and 3.
The derivation of the resulting evolution operator is given in Appendix A. The resulting
evolution operator exp(Z) can be obtained, where Z is
Z = i~χ˜a†1a1a
†
2a2a
†
3a3, (45)
and
χ˜≈12.65χ1χ2χ3τ 3. (46)
Here we have omitted a constant in Eq. (45) [see Eq. (A20) in Appendix A]. In this way, the
nonlinear interactions between the coupled oscillators can be produced. Of course, higher
accuracy can be achieved if the time interval τ is shorter. For example, the time interval
τ can be made around a nanosecond for a Cooper-pair box coupled to a nanomechanical
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resonator [16]. Note that the coupling strengths χj are much larger than the damping rate
of the resonators [16]. By repeatedly applying the sequence in Eq. (A10), the total time
duration t is sufficiently long to obtain the high fidelity of the states of the factors.
The harmonic oscillators can also be coupled to a more complex system. For example, two
degenerate cavity modes with two different polarizations coupled to an ensemble of two-level
atoms can be used for generating cross-Kerr nonlinearities [31]. Moreover, the cross-Kerr
nonlinear interactions between two modes [32], which have slightly different frequencies, can
be generated in a nonlinear-superconducting ring resonator. Those systems can be gener-
alized to realize nonlinear interactions between oscillators. However, the detailed studies of
these proposals will not be presented in this paper.
B. Atoms or polar molecules in optical lattices
Effective “three-body” interactions [17] can be produced due to the two-body atomic
collisions in optical lattices. An effective Hamiltonian of bosonic atoms in a single site, up
to the second-order perturbation, can be written as [17]
Heff =
U2
2
n(n− 1) + U3
6
n(n− 1)(n− 2), (47)
where U2 and U3 are the two-body and three-body interaction energies, and n is the number
operator of atoms in the ground vibrational mode. These “three-body” interactions have
been observed in the revivals of quantum phase of atoms in a single lattice site [18].
Three-mode Kerr nonlinear interactions between the oscillators can be realized using
multi-species atomic condensates trapped in an optical lattice. The strength of interactions
between the atoms can be adjusted by Feshbach resonance or by changing the depth of
the potential well [17]. However, these effective “three-body” interactions between cold
atoms are contributed from the second-order processes of the two-body interactions. The
three-body interactions are relatively weak compared to two-body interactions.
Another promising candidate is polar molecules in optical lattices [19]. Polar molecules
have large dipole moments and each molecule has a complex internal structure. The two-
body and three-body interactions of polar molecules can be independently tuned [19]. In this
way, controllable nonlinear interactions can be produced between the molecules. However,
the number of either cold atoms or polar molecules trapped in each lattice site is relatively
15
small. A few tens to several hundreds of atoms or molecules can be trapped in each lattice
site.
VII. LIMITATIONS OF THIS APPROACH
In this section, we discuss the limitations of this approach. Let us summarize the two
main limitations:
1. The probability of obtaining the coherent state |αN(t)〉 is inversely proportional to
the input size of the products of trial factors. This probability becomes low when the
number N is large. For example, this probability is proportional to N−3/2 if the initial
uniform distribution of a pure state is used. This initial pure state of the first two
harmonic oscillators is prepared as the superposition of number states,
|Ψ(0)〉 = 1
C
⌈
√
N ⌉∑
n=3
⌈N/3⌉∑
m=⌈√N+1 ⌉
|n〉1|m〉2, (48)
where
C = (
⌈√
N
⌉− 2)1/2(⌈N/3⌉− ⌈√N + 1 ⌉+ 1)1/2 (49)
is a normalization constant, while n is a number from 3 to ⌈√N⌉, and m is a number
from ⌈N/3⌉ and ⌈√N + 1 ⌉. The symbol ⌈√N⌉ denotes the closest integer √N and
larger than
√
N .
2. It requires an exponential amount of energy to encode a number N onto a harmonic
oscillator. For example, to encode a number N , an energy ~ωN is required, where ω
is the frequency of a harmonic oscillator. The energy resource becomes large when the
encoded number is large. The required energy may be reduced if a better encoding
method is used.
VIII. CONCLUSION
In summary, we have proposed an alternative approach to factor integers using the Kerr
nonlinearities of three coupled harmonic oscillators. This method can work if the harmonic
oscillators 1 and 2 are in mixed states. The time evolution for finding factors significantly
16
decreases if a higher-order nonlinearity and stronger nonlinear strength are used. The effect
of dissipation on the performance of this factoring approach was also studied. We have
discussed how to realize the specific Kerr nonlinear interactions between the three coupled
harmonic oscillators. But the probability of finding the factors of a number N becomes low
when the number N is large. The limitations of this approach have also been discussed.
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Appendix A: Derivation of the evolution operator for nonlinear interactions
We now present the details of deriving the resulting evolution operator for nonlinear
interactions in Eq. (1), for k = 1. The nonlinear interations can be produced by applying
a sequence of rapid rotations to the qubit, where the qubit dispersively interacts with the
three harmonic oscillators as described by the Hamiltonian H ′ in Eq. (39).
To generate the nonlinear interactions in Eq. (1) for k = 1, we need to cancel the first-
and second-order terms in the Zassenhaus formula. Based on this formula, the exponential
operators e−Yj+Xj can be written as [30]
e−Yj+Xj = e−YjeXjeZ˜
(1)
j eZ˜
(2)
j . . . , (A1)
where Z˜
(1)
j and Z˜
(2)
j are the second- and the third-order terms as
Z˜
(1)
j = −
1
2
[−Yj , Xj] = Z(1)1 , (A2)
Z˜
(2)
j =
1
3
[Xj , [Xj, Yj]]− 1
6
[Yj, [Xj, Yj]]. (A3)
By considering the inverse of the exponential operator e−Yj+Xj , the exponential operator
e−(Xj−Yj) is
e−(Xj−Yj) = e−Z˜
(2)
j e−Z˜
(1)
j e−XjeYj . . . . (A4)
From Eqs. (42) and (A4), the third-order terms can be obtained by considering the
following sequence:
e−(Xj−Yj)e−YjeXje−Yje−XjeXj+Yj = eZ
(2)
j −Z˜
(2)
j . (A5)
The qubit can be rotated with an arbitrary angle by applying the qubit drive as [16]
eiθjσx/2σye
−iθjσx/2 = σy cos θj − σz sin θj , (A6)
eiθjσx/2σze
−iθjσx/2 = σz cos θj + σy sin θj , (A7)
By applying the sequence of rotations to the system as: θ1 = π/4, θ2 = −π/2, θ3 = −π,
θ4 = π/2, θ5 = −π and θ6 = −π/4, we can obtain Xj and Yj in Eq. (A5),
Xj = −iσyBjτ, Yj = −iσzBjτ, (A8)
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where θj is the angle of the j-th rotation for j = 1, . . . , 6. The third-order terms can be
obtained as
Z
(2)
j − Z˜(2)j = −2iB3j τ 3
[
σ′y +
σ′z
3
]
. (A9)
We have assumed that the coupling between the qubit and the individual oscillator can
be switched on and off. The required nonlinear interactions can be achieved by applying the
following sequence:
7∏
j=1
e−(Xj−Yj)e−YjeXje−Yje−XjeXj+Yj
=
7∏
j=1
eZ
(2)
j −Z˜
(2)
j , (A10)
where
B1 = (χ1n1 + χ2n2 + χ3n3)τ, (A11)
B2 = −(χ1n1 + χ2n2)τ, (A12)
B3 = −(χ1n1 + χ3n3)τ, (A13)
B4 = −(χ2n2 + χ3n3)τ, (A14)
B5 = χ1n1τ, (A15)
B6 = χ2n2τ, (A16)
B7 = χ3n3τ, (A17)
and ni = a
†
iai, for i = 1, . . . , 3. Then, the qubit drive in Eqs. (A6) and (A7) is applied to
the qubit and the state of the qubit is transformed to
σy +
σz
3
→ 10 cos θ˜
9
σz , (A18)
where θ˜ = arctan (1/3) is chosen. Here we consider the state of the qubit to be in its ground
state, i.e., σz = −1.
From Eq. (A10), the resulting evolution operator exp(Z) can be obtained, where Z is
Z =
7∑
j=1
[
Z
(2)
j − Z˜(2)j
]
, (A19)
= i~χ˜a†1a1a
†
2a2a
†
3a3, (A20)
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and χ˜ ≈ 12.65χ1χ2χ3τ 3. Therefore, the nonlinear interactions in Eq. (1) are produced, for
k = 1.
We can ensure the convergence [33] of the Zassenhaus formula if the conditions are sat-
isfied as
‖ Xj ‖ + ‖ Yj ‖ ≤ ln2− 1
2
≈ 0.193, (A21)
We consider a subspace where the maximum excitation numbers of the harmonic oscillators
1 and 2 are bounded by nex1 and nex2. The harmonic oscillator 3 is always in a coherent
state with magnitude |α|. Since the interactions described in Eq. (39) do not give rise to
further excitations of the harmonic oscillators, the dynamics of the system always remains
in this subspace. Therefore, we can obtain the condition for the convergence:
2(χ1nex1 + χ2nex2 + χ3|α|2)τ ≤ 0.193 (A22)
To ensure the validity of the Zassenhaus formula, the interaction time τ must be sufficiently
short when the excitation numbers are large. Indeed, the term, which is proportional to
ωzτ in Eq. (A20), can be cancelled by using an appropriate sequence of rotations. Thus, a
longer period of time τ can be used.
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