ABSTRACT Geometric algorithms rely on predicates, among them, the 2D and 3D orientation and incircle tests are important ones. Shewchuk's adaptive floating-point predicate is a well-known C implementation, which is embedded in many computational geometry algorithm libraries. Recently, GPU with its enormous parallel computing power has been used widely in many disciplines for general purpose computation, including computational geometry. In this paper, we propose GPredicates, a CUDA implementation of the geometric predicates, which can be used as the GPU version of Shewchuk's work. In the GPredicates, the original predicate program is split into two GPU kernels: a fast check and an exact check kernel. In most cases, the fast check is enough, only a few threads go into the exact check which requires a lot more temporary memory. Furthermore, we use on-the-fly compaction on the shared memory to collect all threads that need to go into the exact check kernel to speed up the compaction time. According to our experiments in constructing 2D and 3D Delaunay triangulation and 2D constrained Delaunay triangulation for both synthetic and realworld datasets, such a GPU technique can speed up the computing time for predicates by 3 to 4 times and can be used as the GPU version of Shewchuk's work for other computational geometry problems.
I. INTRODUCTION
Computational geometry has great applications in computer graphics, computer-aided design, visualization, scientific simulation, and so on. Constructing geometric structures such as convex hull, Voronoi diagram, Delaunay triangulation (DT) and their variants are the fundamental problems of computational geometry. The desirable properties of these structures make them useful in many applications such as finite element/volume method, surface reconstruction, path planning, collision detection, and so on.
In general, geometric algorithms rely a lot on two kinds of predicates: the orientation and incircle tests. The 2D/3D
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orientation test determines whether a point lies to the left of, to the right of, or on a line (in 2D) or plane (in 3D), in other words, the test can decide whether the third point (in 2D) or the fourth point (in 3D) lies in the counterclockwise (ccw) or clockwise (cw) direction of the given line or plane. The incircle test determines whether a point falls inside, outside or exactly on the circle (in 2D) or sphere (in 3D case).
In order to get exact and robust results for the predicates, exact computation is an effective solution which can be implemented using multi-precision integer arithmetic or other techniques [1] . However, due to the expensive exact arithmetic, the exact computation is costly and slow.
In practice, researchers use CGAL [2] and Triangle software [3] to solve many geometric problems. As for the scheme of the predicates, the CGAL employed the scheme in [4] and [5] , which is a C++ implementation and the authors claimed that their scheme is effective and compares favorably to other previous methods including Shewchuk's work. The Triangle software adopt Shewchuk's adaptive floating-point geometric predicates [6] as their predicate implementation. Shewchuk's work is a well-known C implementations of 2D and 3D orientation and incircle tests in the world, and is publicly available on the web at http://www.cs.cmu.edu/ quake/robust.html. Shewchuk's predicates include two parts: the fast and the exact checks. Specifically, the fast predicates use purely floating point arithmetic and the results are only approximate. The exact predicates use expansion to represent the floating point numbers. Precisely, each expansion is represented as an array of floating point numbers, sorted from smallest to largest magnitude. It is proven that Shewchuk's implementation is far better than pure exact arithmetic in practice [4] .
Recently, GPU with its enormous parallel computing power has been used widely in many disciplines for general purpose computation. Since GPU uses a massively parallel architecture with hundreds to thousands of processing elements to execute thousands to millions of threads simultaneously, common issues in parallel programming such as cooperation among threads, conflicting data access, and racing conditions become more serious problems. In order to fully utilize the GPU hardware, a parallel algorithm usually needs to have regularized work and localized data access. When mapping Shewchuk's predicates implementation directly onto the GPU architecture, we discover that the code is quite long compared to normal GPU kernels. For example, the 3D incircle predicate needs local storage of up to 14880 floating point numbers for expansions and other results. Furthermore, for most cases, fast computation is enough, only a small number of exact computations are needed. Therefore, if a GPU kernel includes both fast and exact computations, then the number of threads which can work in parallel is quite a few.
In this paper, we propose a GPU implementation of geometric predicates-GPredicates, which can compute 2D and 3D orientation and incircle tests on the GPU. In our implementation, we use two versions (the fast and exact) of the predicates. All threads go into the fast version which uses the floating point arithmetic with rounded evaluation. If the absolute value of the result is smaller than the error bound, the result is reliable and stop, no further computation is needed. Otherwise, the threads should go into the exact version to compute the result with the exact arithmetic. Furthermore, instead of using normal steam compaction, we use on-the-fly compaction on the shared memory to collect all threads that need to go into the exact version. We tried our GPredicates on our existing projects, such as constructing convex hull, Voronoi diagram, Delaunay triangulation (DT) and their variants with synthetic and real-world GIS datasets. Experimental results show that our method is robust and can speed up the sequential C implementation by 3 to 4 times.
In the following sections, we first introduce some basic terminologies and related researches. Section III details our GPredicates method. Experimental results are described in Section IV. Finally, Section V concludes the paper. 
II. PRELIMINARY A. GEOMETRIC PREDICATES
Orientation and incircle tests are very important determinations in geometric algorithms. Taking the orientation test for example: when using the incremental algorithm to construct the DT for a set of 2D points, we always pick a point p which has not been inserted into the triangulation and locate its container triangle t or triangle edge l. If p lies inside a triangle t, then t should be split into three triangles (see Figure (1a) ); while if p lies exactly on a triangle edge l, the corresponding triangle or two triangles should be split into two or four triangles (see Figure (1b) and Figure (1c) ). In order to discriminate different kinds of splitting mentioned above, the result of the orientation test should be exact, since wrong answers due to roundoff errors will cause the algorithms to hang, crash or make incorrect topology output. Similarly, considering the incircle test: flipping is one of the most common operations in DT construction algorithm. According to the DT's property, if there exists a point lies inside a triangle's circumcircle (circumsphere in 3D case), the result is not a DT, and flipping operations should be applied until all triangles/tetrahedra satisfy the DT's property (see Figure 2 (a) and Figure Figure 2 (c)). Hence, we need to do the incircle test (insphere test in 3D actually, however, in this paper, we always use incircle test to refer to both incircle test and insphere test) correctly, the wrong result may cause the wrong topology, and make the algorithm fails to converge (see Figure Figure 2 (b) and Figure Figure 2(d) ). More precise examples can be found in [7] , which provides a case study of what can go wrong and why, when substituting floating-point arithmetic for the assumed real arithmetic.
B. GPGPU IN GEOMETRY
Researchers and developers are becoming more and more interested in doing general purpose computating on GPUs (GPGPU), where the GPUs are used not only for graphics processing tasks but also general computations in many disciplines. These range from numerical analysis and physical simulation to data mining and computational geometry.
The GPU is well-suited in addressing problems that can be expressed as data-parallel computations, i.e., the same computation is performed on many data elements in parallel, especially when a high amount of arithmetic computation is involved. In addition, such a trend is accelerated with the recent introduction of the CUDA [8] , a general purpose parallel computing architecture, by NVIDIA.
As mentioned above, GPGPU has been applied to many problems in various applications. Typically, these problems are embarrassingly parallel, and thus few modifications are needed. However, when trying to solve the computational geometry problems, such as convex hull, Voronoi diagram, Delaunay triangulation, and so on, mapping the traditional or sequential algorithms into the GPU architecture cannot lead to high performance. The reason is that, the GPU is massively multithreaded, with hundreds of processors, regularized work and localized data access are needed to fully utilize the GPU's powerful computing capability. However, it is not clear how to achieve those criteria while adapting the traditional and usually complex parallel techniques, such as divide-and-conquer, to these above problems. Thus, in order to gain high performance when doing GPGPU for geometry problems, researchers need to design dedicated GPU algorithms for each particular problems.
In the field of computational geometry, GPU has been employed to solve some problems. Early works include computing the digital Voronoi diagram (VD) [9] - [11] , a structure that is closely related to the DT. These works also mentioned the possibility of obtaining the latter from the former straightforwardly. However, we notice that the Voronoi diagram in a digital space (of a texture) is not exactly the dual of the DT in a continuous space, and only until recently, Rong et al. [12] present a serious attempt to derive the DT from the digital VD. Their algorithm, however, is hybrid, since parallel computation is only used in the first part while leaving the rest to a sequential algorithm. After that Qi et al. [13] , [14] propose complete GPU algorithm for 2D DT and constrained Delaunay triangulation (CDT) computation, and Cao et al. [15] propose a GPU algorithm, which can construct DT in 3D space. For the convex hull problem, Gao et al. [16] developed flip-flop algorithm to construct 3D convex hull for points.
III. OUR METHOD: GPREDICATES
Since the orientation and incircle tests are all of the high order computations, when they are computed for floating point numbers, numerical errors might happen. Due to the numerical errors, the geometric algorithms may generate wrong or inconsistent results and thus might fail to converge.
To deal with numerical errors, we propose to implement Shewchuk's of exact predicates [6] on the GPU. In our GPU implementation, each exact predicate consists of two checks: the fast check and the exact check. According to Shewchuk's implementation, a certain error bound is set to determine whether a result is reliable or not, so in our method, we also set such a value. In the fast check, we use the floating point arithmetic to compute the result, if the absolute value of the result is greater than the error bound, the result is reliable, and no more check should be done. Otherwise, the exact check is called. In the exact check, each floating point number is represented as an expansion, i.e., an array of floating point numbers in sorted magnitude. Since each number is preallocated with the maximum size possibly needed to represent it, the computation is guaranteed to be exact.
A. CHALLENGES AND DESIGN PRINCIPLES
There are three main challenges when programming the predicates on the GPU, which are presented in the following.
1) PARALLELISM
It is desirable to have enough threads (tens of thousands) to execute in parallel at any time in order to explore the efficiency of the GPU. As we all know, locking is difficult for threads on the GPU, so it is more difficult to cooperating among such a huge number of threads on the GPU.
2) DIVERGENCE
It is desirable to have all threads executing the same work within a same thread block. Threads grouped in the same block are further grouped into warps, and each warp has 32 threads. In the worst case when all 32 threads are going to different paths, they are executed in a sequential manner. So less divergent is an important scheme when designing GPU algorithms.
3) MEMORY
It is desirable to have coherent memory accesses for threads within a warp. As we all know, accessing the memory is a serious bottleneck especially for applications with many memory accesses. Usually the latency for memory access is high and the amount of cache is relatively small (less than 100KB per multiprocessor), if memory accesses are not coherent for threads within a warp, these threads will be severed in a sequential manner, and thus the performance is reduced.
In order to solve the above three challenges, we propose the following three design principles.
First, data-parallel is preferred, i.e., the same computation is performed by many threads. Therefore, we need to make the algorithm as simple and uniform as possible and balance the workload for each thread in a kernel. This is to deal with the parallelism and the divergence challenge.
Second, since locking and cooperating among threads are costly, we employ some simple checks to break the set of computations into several groups, within which the computations can be done concurrently without conflicts.
Third, since non-coherent memory accesses could be a serious bottleneck, in order to address the memory challenge, as well as improving the parallelism, we strive for localized data access for better-caching efficiency and reducing the chance of conflicting among threads.
B. ALGORITHM
In the past several years, our research group have published a series of papers for computing geometry problems using the GPU, including generating Voronoi diagram [17] , distance transform [11] , 2D DT [12] - [14] , 3D DT [15] , 2D CDT, 2D Delaunay refinement [18] , and 3D convex hull [16] . To deal with the numerical error, we adapt and implement the exact predicates on the GPU, based on Shewchuk's sequential implementation [6] . Shewchuk's predicates include the 2D and 3D orientation and incircle tests, i.e., four predicates in total. Correspondingly, our work also includes four predicates, and these four predicates are called the GPredicates. Since the strategies for designing the GPU versions are similar, in this paper, we only take the 2D incircle test for example as shown in Algorithm 1 in Section III. While in the other sections, we use the GPredicates to refer to the four predicates. 5: do fast-check kernel 6: switch (the return value v of the fast-check) 7: case v > 0:
Algorithm 1
end switch 10: end for 11: do on-the-fly compaction for T 12: for each thread that need to do the exact-check,
i.e., T [i] = 0 do 13: do exact-check kernel 14: switch (the return value v of the exact-check) 15 :
case v < 0:
end switch 18 : end for
The sequential incircle predicate algorithms consist of two parts: a fast check which uses floating point arithmetic, and an exact check which uses floating point expansion. However, in most cases, the fast check is enough, only a few threads go into the exact check. Threads which go into the exact check need more temporary memory and registers, hence the number of threads that can be launched at the same time is much smaller compared to the situation in which all threads go into the fast check. In order to fully utilize the computation power of the GPU, it is better to do regularized work for all threads. If some threads go into the fast check, and some threads go into the exact check, the fast checks will be slowed down by the exact checks.
In order to reduce this divergence during predicate computation, we split each kernel that performs the predicate into two separate kernels, and the second one will be launched after the first one is launched. In the first kernel, all threads only do the fast check. At the end of the first kernel, each thread compares its result to the error bound. If the absolute value of the result is greater than the error bound, the current thread is marked to need the exact check. In the second kernel, only threads that are marked in the previous kernel perform the exact check. Hence, the fast checks are done with as many threads as needed, and thus are very efficient. The algorithm is listed in Algorithm 1.
VOLUME 7, 2019
Note that all the predicates use error bound constants which are architecture dependent. These values are initialized by running a CUDA kernel that computes them at the beginning of the algorithm.
One problem with this approach is that when launching the exact check kernel, most of the threads just check whether they are marked or not in the previous fast check kernel. If they are marked, then do the exact computation, otherwise, just return. Actually, most of the threads just check and return, only very few threads need to do the exact computation. This significantly wastes the computing power of the GPU.
To handle this, it is necessary to obtain a compressed list of work threads which need do the exact check. Normal operation is to perform stream compaction after the fast check kernel, but doing compaction all the time is expensive. In this paper, we propose to use on-the-fly compaction on the shared memory to reduce the access number to the global memory. Specifically, threads in the same block do the stream compaction on the shared memory, and then one of the threads perform an AtomicAdd operation to compute the global offset to output the compacted result to the global memory.
IV. EXPERIMENTS
In this section, we analyze the GPredicates by examining various aspects of its behavior and the quality of its results. Its performance is compared with the CGAL and Triangle software, which are the well-known computational geometry algorithms libraries.
Setup: All the experiments were conducted on a PC with an Intel i7 2600K 3.4GHz CPU and 16GB of DDR3 RAM. An Nvidia GTX 580 graphics card with 3GB of GDDR5 RAM was used as the GPU. All the programs were executed on the Windows 7 64-bit operating system. The development tools used were Visual Studio 2012 and the CUDA 8.0 SDK.
Input: We use both synthetic and real-world datasets to test our GPredicates and Shewchuk's C implementation. We create synthetic dataset by generating points randomly in the uniform, Gaussian, and three other distributions which are disk, circle and grid distributions, respectively. In the disk distribution, all points lie in a disk, which means all points on the boundary of the disk are cocircular. In the circle distribution, points lie in between the boundary of two circles of slightly different radii. In the grid distribution, points are on a grid of size 512×512, which is a degenerate case. Similarly, we can generate points on uniform, ball, grid, sphere and gaussian distributions in 3D space; see Figure 3 .
For the real-world data, in 2D, we use the contour maps freely available at http://www.ga.gov.au/. Figure 9(b) shows an example of the contour map we used in our experiments. In 3D, five models in the real world were used to provide scanned points. Those models are Armadillo, Brain, Dragon, Happy Buddha and Blade; see Figure 4 . Specifically, the Armadillo, Dragon and Happy Buddha point sets were obtained from the Stanford 3D Scanning Repository [19] . The Brain point set was obtained from the Princeton Suggestive Contour Gallery [20] . The Blade point set was obtained from the Georgia Tech Large Geometric Models Archive [21] . Noted that, the points of Dragon, Happy Buddha and Blade are from the external surface of the models, so they have lots of degenerate cases. As for the Brain point set, it has both internal and external scanned points. The size of these point sets ranges from 172974 to 882954 points, as shown in Table 1 .
Experiments: In the past several years, our group dedicated to design and implement a GPU computational geometry library, and have proposed several GPU geometry algorithms. Those algorithms include Voronoi diagram, Delaunay triangulation, convex hull and their variants in 2D and 3D space, and all these projects are publicly available on the web at https://www.comp.nus.edu.sg/ tants/. We applied our GPredicates on most of these projects, experiments show that our method is efficient and robust. With the GPredicates, people can concentrate on geometry without worrying about robustness. Here, in order to show our GPredicates' efficiency, effectiveness and robustness, we show the experimental results of constructing DT algorithms in 2D and 3D space, and 2D CDT algorithm using the GPU.
A. 2D GPU DT ALGORITHM
After developing a hybrid CPU and GPU approach [12] , we proposed a fully GPU DT computation algorithm in [13] and [14] . The algorithm derives from the digital Voronoi diagram of the point set, then constructs an approximation of the DT, performs flipping operations to transform the approximation into the DT. The algorithm consists of five phases, especially the 5 th phase is the flipping phase. Figure 5 shows the running time of different phases with 10M points with different sizes of grids. From this figure, we can see that the phase 5 occupies almost half of the total computing time. Furthermore, Figure 6 shows the relationship between total running time and the number of flips, from which we note that the running time scales linearly with the number of flips. 
B. 3D GPU DT ALGORITHM
We proposed the first 3D GPU algorithm to computing DT for points in [15] . In this algorithm, we do parallel point insertion and bilateral flipping by alternating. Flipping is a very important technique when transforming locally nonDelaunay tetrahedral into Delaunay tetrahedral. However, in 3D space when many points are inserted in parallel, flipping may get stuck long before obtaining the DT, if cannot detect this situation, any further flipping to get the DT is costly. In our paper, we adopt an adaptive star splaying method [16] , [22] as an aid to transform an approximate result into a DT result. Both star splaying and bilateral flipping operations are flipping operation based. For the synthetic dataset, we use the points generated randomly with five distributions as shown in Figure 3 ; as for the real-world dataset, the points are from five models as shown in Figure 4 . From Figure 7 , we can infer that flipping occupies most of the computing time, more than 95% GPU time is used for performing flips. According to our experiments, the total number of flips performed scales linearly with the number of point in the input; see Figure 8 . For example, 0.5 × 10 6 points of uniform distribution require 7 × 10 6 flips, while 10 6 points need 14 × 10 6 flips.
Actually, in the GPU algorithm, every round of parallel point insertion follows by a flipping stage, while every flipping stage may consist of many iterations, and in every iteration, the algorithm do flips until no more flipping is needed. In order to do flips, a lot of orientation and incircle tests are required. Usually the real-world input may need more flips than synthetic dataset (see Table 1 ), this is because a lot more orientation and incircle tests are required for the real-world dataset. 
C. 2D GPU CDT ALGORITHM
In [13] and [14] we propose the first GPU CDT algorithm of a planar straight line graph (PSLG) consisting of points and constraints. Compared to best sequential implementation on the CPU-the Triangle software, our solution runs up to two orders of magnitude faster. The result is reflected with both randomly generated PSLGs and real-world GIS data which have millions of points and constraints; see Figure 9 . The success of the CDT algorithm stems from the parallel flipping operations. We combine two stages which are the insertion of constraints and the transform from a non-Delaunay triangulation to a CDT into a single stage, and such a stage is accomplished by performing parallel flipping operations. By doing the above technique, we can dramatically reduce the number of flips in total compared to the algorithm used by the Triangle software; see Figure 10 .
According to our experiments, for the synthetic dataset, the time our algorithm spend on flipping occupies about 30% time of the total time; see Figure 11 ; for the real-world contour dataset, Table 2 shows some statistics for several different contour dataset. In these contour dataset, most constraints are very short compared to the synthetic dataset, and short constraints do not intersect many triangles, the flips performed to research CDT are much less. Thus, the speedup for synthetic dataset achieves two orders of magnitude, while for the real-world dataset, the speedup is a few dozens. In all, the number of flips determines the key of the speed, if we can do the flipping operation fast and robust, the whole computation time would be shortened.
D. SPEEDUP WITH THE GPREDICATES
From the above sections, we conclude that the flipping on the GPU is a very important operations for the GPU geometric algorithms. Although the flipping operations are not the only operations which need the orientation and incircle tests, they indeed conduct most of the predicates computation in the whole algorithms. As mentioned before, each GPredicate consists of two parts: a fast check and an exact check. However, in most cases, the fast check is enough, only few threads go into the exact check. In our algorithm, about 5% threads would go into the exact check for synthetic dataset, while for the real-world dataset, the ratio would be a little higher, about 8%. The reason is that the real-world dataset, especially the 3D model points, have more degenerate point distributions. We test the running time of the orientation and incircle tests in our algorithms mentioned in the previous sections, according to our experiments, the GPredicates can speed up the computing time for predicates by 3 to 4 times comparing to the Shewchuk's C implementation. Based on this, we can reasonably infer that, if we design proper dataset in which more threads should go into the exact check, the speedup is supposed to go much higher. But we did not do that because we believe that there is almost no possibility to meet such point dataset in real world, the statistics based on over-designed data are unreliable and meaningless. Because the running time for predicates only occupies less than one thousandth of the total running time of these geometric algorithms, there is no explicitly time improvement after using the GPredicates. However, this GPU technique is very useful for other computational geometry problems, especially for 3D problems. Actually, the 3D incircle test is very complicated, the code is quite long, and hundreds of registers are required, such that only several threads can be launched at the same time. It is a big waste to do exact check for every incircle test, since most tetrahedral only need fast check.
V. CONCLUSION
2D and 3D orientation and incircle tests are important predicates for geometric problems. Inexact computing results of these predicates may make geometric algorithms to hang, crash, generate wrong output, or even cannot converge correctly. Shewchuk's adaptive floating-point predicates is a well-known C implementation which is embedded in many computational geometry algorithm libraries, such as the Triangle software. In this paper, we propose GPredicates, a CUDA implementation of the geometric predicates, which can be used as the GPU version of Shewchuk's work. The original predicates have two parts: fast check and exact check. In practice, only a few cases would go into the exact check. So in the GPredicates, we split the C implementation of the predicates into two GPU kernels: a fast check and an exact check kernel. In most cases, the fast check is enough, only a few threads go into the exact check, which requires a lot more temporary memory. Furthermore, we use on-the-fly compaction on the shared memory to collect all threads that need to go into the exact check kernels to speed up the compaction time. According to our experiments in constructing 2D and 3D DT and 2D CDT algorithms on both synthetic and realworld datasets, the GPredicates can speed up the computing time by 3 to 4 times. Furthermore, our code is embedded into all of our previous projects, which are available on the web at http://comp.nus.edu.sg/ tants/. As processors with a few cores became accessible in the last decade, there has been an interest in multi-core algorithms. We used to run our GPU geometric algorithms (2D/ 3D DT) on the multi-core system in which a core in the multi-core is treated as a thread in the GPU. Our results show that our GPU algorithms would run smoothly on the multi-core environment, but they run a little slower than in a GPU environment. So we believe that our strategy proposed in this paper should be compatible to the multi-core system. With the GPredicates, people can concentrate on geometry without worrying about robustness when using GPU as their hardware. His research interests include medical image analysis, translational medicine, computer vision, and computational photography, especially to enhance patient care by creating algorithms for automatically quantifying and generalizing the information latent in various medical images for tasks, such as disease analysis and surgical planning through the applications of computer vision and machine learning approaches to medical image analysis tasks and development of strategies for image-guided intervention/surgery.
