Background. P and NP are two classes (sets) of languages in Computer Science. An open problem is whether P = NP. This paper tests a new idea to compare the two language sets and attempts to prove that these two language sets consist of same languages by elementary mathematical methods and basic knowledge of Turing machine. Methods. By introducing a filter function C (M,w) that is the number of configurations which have more than one children (nondeterministic moves) in the shortest accept computation path of a nondeterministic Turing machine M for input w, for any language L(M) ∈ NP, we can define a series of its subsets,
Discussion. There can be other ways to define the subsets i L and prove the same result. The result can be extended to cover any sets of time functions
. This paper does not show any ways to find a solution in P for the problem known in NP . To compare two sets, the mathematical way to prove
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. However, a quick scan of Milestones 3 of researches reveals that:
1. Most of the approaches to prove
The concern of this approach is, for a certain problem with a well-known solution in
only prove that they fail to find/prove a particular language NP L that is actually also in P . Furthermore, even they prove that it is impossible to find P L  , maybe the Turing machine searching such language never halts or it is undecidable, this still does not prove that P L  does not exist.
3. Some other papers are not written with well-established computational models and, hence, make difficult for the community to understand. This paper tests a new idea 3 
using elementary methods that compare two language sets, and prove P and NP are consists of same languages. , we can then define:
A series of subsets of
To apply mathematical induction, the nondeterministic multi-tape Turing machine is used to bridge two languages 
 operator
The union operator of sets. 
Language 1
Let  be a finite alphabet (that is, a finite nonempty set) with at least two elements, and let *  be the set of finite strings over  . Then a language over  is a subset L of *  .
Turing machine 1
A (one-tape) Turing machine M consists of a finite state control (i.e., a finite program) attached to a read/write head moving on an infinite tape. The tape is divided into squares, each P = NP capable of storing one symbol from a finite alphabet  that includes the blank symbol b . Each machine M has a specified input alphabet  , which is a subset of  , not including the blank symbol b . At each step in a computation, M is in some state q in a specified finite set Q of possible states. Initially, a finite input over  is written on adjacent squares of the tape, all other squares are blank (contains b ), the head scans the left-most symbol of the input, and M is in the initial state 0 q . At each step M is in some state q and the head is scanning a tape square containing some tape symbol s , and the action performed depends on the pair   We assume that the sets Q and  are disjoint.
Multi-tape Turing machine 2[12]
A multi-tape Turing machine is similar to a one-tape Turing machine with the following exceptions:
1. It has a finite number of tapes that extends infinitely to the both ends. Each tape is equipped with its own head. All tape heads are controlled by a common finite control.
2. There are two special tapes: an input tape and an output tape.
a. The input tape is used to hold the inputs only; it is a read-only tape that prohibits erasing and writing.
b. The output tape is used to hold the output string when the computation of a function is concerned; it is a write-only tape.
3. The other tapes are called the work tapes. All work tapes are allowed to read, erase, and write.
4. For a k-tape Turing machine, the transition function  satisfies The language accepted by M , denoted ) (M L , has associated alphabet  and is defined
Deterministic Turing machine 2[14]
Each configuration of a machine there is at most one move to make, and hence there is at most one next configuration, this kind of the machines are defined as deterministic Turing machine.
Since each configuration of M may at most have one next configuration, the computation of a deterministic Turing machine is a computation path. Such as:
Nondeterministic Turing machine 2[14]
If allow more than one moves for some configurations, and hence those configurations have more than one next configurations, the machine is called a nondeterministic Turing machine.
Since each configuration of M may have more than one next configurations, the computation of a nondeterministic Turing machine M on an input w is, in general, a computation tree. In the computation tree, each node is a configuration and all its next configurations are its children. The root of the tree is the initial configuration.
We can still find the computation path accepts the given input by cutting all branches that do not lead to the (shortest) final accept configuration. After that, it looks like: 1 We denote by   Note that, for deterministic Turing machine, the runtime is the length of the computation path. For the nondeterministic Turing machine, the runtime is the shortest computation path in the computation tree which accepts the given input. 
Polynomial run time
, where n  is the set of all strings over  of length n .
We say that M runs in polynomial time if there exists
DTIME 2[18]
We define   t DTIME to be the class of languages L that are accepted by deterministic
NTIME 2[19]
We define   t NTIME to be the class of languages L that are accepted by nondeterministic Turing machines M with    
, in the computation tree of the nondeterministic Turing machine
be the number of configurations in the accept computation path for w which have more than one children in the computation tree.
Apparently we have: Proof. It is clear that The result can be extended to cover any sets of time functions
This paper does not give a way to find a solution in P for a problem in
NP .
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