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ABSTRACT
This thesis examines two aspects of the non-equilibrium dynamics of Bose-Einstein condensates
(BECs). Our particular interests are the relaxation of near-integrable systems, and the inter-particle
correlations present in BECs, both in equilibrium and following an abrupt change in the Hamiltonian.
In the first part of this thesis we investigate the stability of solitary wave solutions to a system of two
coupled one-dimensional non-linear Schrödinger equations (CNLSE). This system has an integrable
point known as the Manakov[1] model which has analytic dark-bright soliton solutions[2]. We break
the integrability of this model by varying the inter-species interaction strength, and employ variational
and numerical methods in order to find dark-bright solitary wave solutions, away from the integrable
point.
The time evolution of these states is calculated via numerical integration of the CNLSE, which
allows us to assess the stability of these solutions in isolation and to quantify their robustness against
collisions with a dark soliton. We find that there is a broad region of the parameter space in which
solutions for black-bright (stationary) solitary waves can be found. In this domain, the integrability
breaking is revealed only during collisions. Prior to a collision, the numerical solutions are indistin-
guishable from true solitons, however, the collisional stability of these solitary waves is significantly
affected by the extent to which integrability is broken. We find that there is a smooth transition between
the non-dispersive particle-like nature of soliton interactions for integrable systems, and the destructive
collisions which take place when the system is perturbed far from the integrable point.
In the case of moving (grey-bright) solitary waves, we find a more restricted region of the parameter
space which admits solitary wave solutions. In this domain we are able to find approximately stable
solitary wave solutions using a variational ansatz. The collisional stability of these grey-bright solitary
waves is also found to depend upon the extent to which integrability is broken.
We conclude that the observation of stable, long-lived dark-bright solitary waves is not sufficient to
indicate near-integrability of the two-component system. However, near-integrability may inferred if
dark-bright solitary waves are observed to survive multiple collisions. These results are not only of
theoretical interest, but may also inform future experiments which explore the behaviour of solitary
waves in two-component Bose-Einstein condensates.
Following this we investigate the properties of magnetic solitary wave solutions to the CNLSE. We
find that the analytic ‘magnetic soliton’ solutions derived in reference [3] are dynamically unstable
and relax to non-stationary magnetic solitary wave states over a short timescale. We investigate the
collisional dynamics of these magnetic solitary waves and find that these excitations are remarkably
robust.
In the second part of this thesis we calculate the fluctuations in the number difference between
two sub-regions of a Bose-Einstein condensate. This study is motivated by recent experiments
performed by the Truscott group at the Australian National University (ANU), which indicate sub-
Poissonian fluctuations even for condensates with large thermal depletion. This result cannot easily be
reconciled with existing literature, which predicts strongly super-Poissonian fluctuations below the
critical temperature (Tc). We develop one-dimensional, and three-dimensional, models to describe
these experiments and employ the Bogoliubov formalism to explore the quantum fluctuations of
the condensate, which have not previously been studied in detail. We calculate the relative number
fluctuations between two halves of the condensate, and also between multiple pairs of spatial bins. For
harmonically confined condensates at zero temperature, quantum correlations result in a suppression
of the relative number fluctuations between the two halves of the condensate below the shot-noise
level. However, the presence of even a small thermal component results in strongly super-Poissonian
fluctuations below Tc; this is in agreement with the existing theoretical and experimental results. In
addition, we find that the fluctuations of the harmonically confined condensate are non-uniform, with
the relative number fluctuations being peaked towards the edges of the condensate.
The recent studies of the Truscott group measure the fluctuations after free expansion. We therefore
calculate the propagation of correlations following a sudden removal of the harmonic confinement. We
find that free expansion results in a strong decrease in the relative number fluctuations. Condensates
which exhibit super-Poissonian fluctuations when harmonically confined may therefore display number-
squeezing after expansion.
A second set of experiments by the Truscott group measured the density fluctuations present in
small ‘atom laser’ pulses of atoms out-coupled from their BEC. We also model this procedure and find
that immediately after the out-coupling process, the number fluctuations of the out-coupled atomic
pulse are approximately Poissonian, irrespective of the correlations present in the atomic reservoir.
However, the competing effects of interactions between the atomic pulse and the condensate reservoir,
and free expansion of the pulse after out-coupling, can result in the measured fluctuations being either
number squeezed or super-Poissonian. Our results will guide future experiments planned by the
Truscott group.
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CHAPTER 1
INTRODUCTION
At present, a clear understanding how isolated quantum systems relax following a disturbance is lack-
ing[4]. In classical physics the process of equilibration is understood to be a result of chaotic dynamics,
which results in ergodic phase-space evolution†. It is this which satisfies the fundamental postulate
of equilibrium statistical mechanics; all microstates in the statistical ensemble are equiprobable. It
is also apparent that the sensitive dependence on initial conditions, which is the defining feature of
chaotic dynamics, ensures that the relaxed state of the system is independent from of initial state.
For the past century however, it has been clear that classical physics is an incorrect description of
nature at the microscopic level, and that a successful description of microscopic systems can only be
achieved within the construct of quantum mechanics. It is therefore natural that we should seek to
unite the microscopic quantum description, with the macroscopic statistical description. The theory of
quantum statistical mechanics is highly successful in describing the equilibrium properties of quantum
systems, correctly predicting remarkable new phenomena such as Bose-Einstein condensation[6–8].
The problem of how this equilibrium statistical behaviour arises from microscopic quantum dynamics
is therefore of fundamental interest and importance[9].
In addition to being of theoretical interest, there are practical motivations for studying non-
equilibrium quantum dynamics. The notorious difficulty in simulating quantum physics using classical
computers has incited interest in quantum simulators[10,11]. The principle behind quantum simulation
is that Hamiltonians which are difficult to simulate classically could be experimentally realised in a
highly controllable system, thus allowing the properties of the model to be investigated experimentally.
In recent years, advances in the production and manipulation of ultra-cold atomic gases has called
† A system is said to be ergodic when the long time average for any single phase space trajectory is equal to the
instantaneous ensemble average. In order for this to be true every phase space trajectory must explore the entire phase
space both densely and uniformly[5].
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attention to the prospect of using these systems as quantum simulators[11–14]. The high degree of control
possible in these systems could allow almost arbitrary Hamiltonians to be investigated. However,
significant obstacles to the development of such systems remain, these include; determining the
mechanism and timescales over which isolated quantum systems approach equilibrium; understanding
the effect of near integrability upon the relaxation dynamics of quantum systems; understanding the
inter-particle correlations which are present for systems in equilibrium; and predicting how these
correlations propagate following a disturbance.
Ultra-cold atomic gases also offer potential benefits to the field of metrology. Since the development
of the first optical laser in 1960, interferometry has become almost synonymous with precision
measurement[15]. The factor which most impacts upon the sensitivity of an interferometric device is the
wavelength of the interfering medium, for optical devices this is limited to a few hundred nanometres[16].
Due to the extremely short de-Broglie wavelength of massive particles, atom interferometry offers the
prospect of greatly improved measurement devices[17]. Another significant advantage to using massive
particles as the interfering medium is the sensitivity to gravitational fields, which could enable atom
interferometers to make gravitational measurements with unprecedented accuracy[17,18]. In addition,
since the motion of atoms through an atom interferometer is slow compared with the speed of light,
matter-wave interferometry provides the opportunity for measuring weak effects over longer time
periods[19]. Although ultra-cold atom interference was first demonstrated over a decade ago, these
devices have yet to become practically viable[20,21]. One of the principal barriers to success is the low
atomic flux available, compared with photonic systems, which results in a relatively poor signal to
noise ratio. A potential solution to this problem is to utilise quantum correlations in order to reduce
the uncertainty in the signal. However, in order to take advantage of these correlations, a clearer
understanding of the generation and propagation of correlations in non-equilibrium systems is needed.
In this chapter we present the context within which this thesis is based. We shall begin with
a discussion of equilibration in classical systems and introduce the key concepts of ergodicity and
integrability. We shall discuss the difficulties which arise when trying to extend these theories into
the quantum regime and present a summary of the progress that has been made in this regard so
far. We will also discuss the suitability of ultra-cold atomic gases for studies of non-equilibrium
quantum dynamics and highlight some recent experiments which are of particular relevance. As we
have discussed, ultra-cold atomic systems also have potential applications in the field of metrology. We
therefore proceed with a discussion of correlations in atomic condensates, and highlight the importance
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of understanding and manipulating these correlations for the development of atom interferometry. We
close this chapter by summarising the open questions which we aim to address and providing an outline
of the thesis.
1.1 Equilibration in Classical Systems
The laws of classical mechanics, often described as ‘Newtonian mechanics’, allow for precise knowl-
edge of the state of a system at all times provided we have precise knowledge of system at any one time.
For some applications, such as discerning the movements of the planets, this theory is fantastically
successful. However, when considering large systems of particles we rarely have a precise knowledge
of the system configuration at any time. An even greater problem is that, applying the classical
equations of motion to systems of more than two particles is not in general analytically tractable, and
even numerical approaches are unfeasible for macroscopic systems.
The field of equilibrium statistical mechanics is fundamentally different epistemological approach
to understanding the behaviour of large systems. In contrast to Newtonian mechanics, the principles
of statistical mechanics allow us to make reasonable predictions about the properties of systems in
equilibrium, despite having incomplete knowledge of the system configuration. The ‘fundamental
hypothesis of equal a-priori phase space probabilities’ is central to the success of this approach. This
postulate can be stated as follows[22,23]:
An isolated system in equilibrium is equally likely to be in any of its accessible microstates.
Ultimately the justification for this postulate is given by the high degree of correspondence between
the predictions that it permits, and the empirical findings in systems to which this principle is applied.
We can however build a case for the reasonableness of this postulate by considering the dynamics of
chaotic systems. While we cannot hope to present a full description of the many and varied aspects
of classical chaotic dynamics here, we will attempt to summarise in a few statements the essential
characteristics of chaotic systems, and explain the relevance of chaotic dynamics to the equilibration
of classical systems.
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1.1.1 Chaos & Ergodicity
The phenomenon of chaotic dynamics was first recognized by Henri Poincare´ who described it as
follows[24]:
...it may happen that small differences in the initial conditions produce very great ones in the final
phenomena. A small error in the former will produce an enormous error in the latter. Prediction
becomes impossible, and we have the fortuitous phenomenon†.
Chaos is a uniquely nonlinear phenomenon which, as Poincare´ recognised, is characterised by a
sensitive dependence of the phase space trajectories upon the precise initial conditions of the system.
For non-chaotic systems the phase space separation of two trajectories grows linearly in time, whereas
chaotic systems exhibit an exponential divergence of the phase space trajectories[26]. As a result, the
long time evolution of any particular phase space trajectory eventually uniformly explores the entire
available phase space. This leads to a property of chaotic systems known as ergodicity, whereby, for
any particular observable, the long time average of the system along any phase space trajectory is equal
to the ensemble average over all possible phase space configurations. The fundamental hypothesis of
equal a-priori phase space probabilities is thus sometimes restated as the ergodic hypothesis[27]:
Over a sufficiently long time the phase space trajectory of a closed system passes arbitrarily close
to every point in the manifold defined by the energy, momentum and angular momentum of the system.
It would appear that we have arrived at a sound justification for the fundamental hypothesis of
equal a-priori phase space probabilities, based on the principle of ergodicity. However, it is not difficult
to imagine certain systems in which there exist micro-canonical configurations which indubitably
violate the ergodic hypothesis. As an illustrative example we consider a rectangular box of dilute gas.
There exists a microstate of this system in which, all of the particles are aligned along the vertical axis
of the box, and in which all of the particles have zero momentum in the vertical direction, and equal
momentum in the horizontal direction. The subsequent phase space evolution of this system is highly
non-ergodic as the particles will bounce between the walls of the box in a periodic manner, never fully
exploring the available phase space. Fortunately, such examples typically reflect only a tiny fraction of
the available microstates of the system. Thus, although the ergodic principle does not hold for every
† Translation from the original French source from reference [25].
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possible configuration of the system, for the vast majority of initial configurations this principle does
hold and hence provides justification for the fundamental hypothesis[22].
In addition to the aforementioned cases in which the ergodic principle is violated only for some
tiny fraction of the possible microstates, there exist systems in which the phase space dynamics are
non-ergodic for many or even all initial conditions. In such systems the failure of the ergodic hypothesis
does indeed translate to non-thermal behaviour of the system and a departure from the predictions
of equilibrium statistical mechanics. A particularly salient example is furnished by a 1D system of
coupled harmonic oscillators. If the oscillators are coupled linearly, then the continuum limit of this
system is simply an undamped elastic string obeying Hooke’s law. Suppose that this system of coupled
linear oscillators is initially prepared in a state in which all of the energy of the system is contained in
a single oscillatory mode. Applying the ergodic hypothesis to this system would lead us to believe
that after sufficient time the system is equally likely to be in any possible configuration. Since the
overwhelming majority of such configurations does not correspond to any single mode of oscillation,
this leads to the conclusion that the equilibrium state of this system is an equipartition state, in which
each of the oscillatory modes accounts for an equal share of the total energy. This conclusion clearly
goes against common experience, as a plucked guitar string does not equilibrate, eventually producing
white noise, but rather remains in a constant harmonic oscillatory mode†.
Indeed this system is by no means unique, and there are many macroscopic systems which violate
the ergodic hypothesis and consequently are not amenable to the methods of equilibrium statistical
mechanics. To understand why this is the case we must introduce the concept of integrability which is
of central importance to this thesis.
1.1.2 Integrability
Integrability is a property which describes the interplay between the number of degrees of freedom and
the number of conserved quantities, known as ‘integrals of the motion’, which a system possess. In the
special case that the number of conserved quantities is equal to the number of degrees of freedom, the
phase space trajectories of the system are highly restricted resulting in periodic dynamics.
In order to illustrate the connection between conserved quantities and integrability we shall consider
† Admittedly, the guitar string departs from the theoretical model slightly as it transmits energy to the environment
through the production of sound waves, resulting in a dampening of the overall motion.
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a classical, two dimensional, N particle system, which possess 2N degrees of freedom†. This classical
gas is certainly a system in which we would expect to see thermalisation. We can imagine preparing the
system in a highly ordered state, but with a non-zero energy, and would expect the chaotic collisions
between particles to eventually result in a highly disordered state at some later time (except for some
pathological initial conditions as previously discussed). However, if we introduce constraints upon
the motion of the system, this dramatically changes the behaviour we would expect to observe. To
make this clear we consider a simple example of such constraints whereby, in our classical gas, each of
the particles is threaded on to a closed loop of rigid, frictionless wire, which forbids contact between
the particles. Since we require that each of the particles remains affixed to their respective wires, we
have introduced N holonomic constraints: fi(xi)  yi = 0, where fi(x) describes the path of the wire to
which the t th particle is fixed‡. It is in general true that any holonomic constraint upon the system may
be implicitly expressed by means of an appropriate transformation to a coordinate system with one
fewer dimensions[28]. In this case, the constraint that the particles remain affixed to their respective
wires allows us to eliminate the Cartesian coordinates in favour of a linear coordinate system, where
the position of each of the particles is given by its linear displacement along the paths followed by the
respective wires.
In general the constraints that nature imposes upon the motion of a system are not simple wire-like
paths that must be followed, but rather correspond to a collection of conserved quantities or ‘integrals of
the motion’ which limit the possible microstates of a multiple particle system. While some conserved
quantities correspond to known physical conservation laws, such as conservation of energy, linear
momentum, angular momentum, or vorticity in quantum systems, many further conserved quantities
can be found which do not have a simple physical interpretation. If we consider the conservation
of energy for a one dimensional simple harmonic oscillator, it is clear that this corresponds to the
holonomic constraint:
mx˙2
2
  kx
2
2
= 0, (1.1)
where k and m are the spring constant and mass respectively. Therefore, there exists a coordinate
† The phase space is of course 4N dimensional, however there are only 2N independent coordinates needed to describe
the configuration of the system at any point in time.
‡ A holonomic constraint is expressible as a function of the system coordinates xi and time t. As a counter example,
confinement within a finite sized box is a non-holonomic constraint since it may only be expressed as an inequality.
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transformation which reduces the dimensionality of the system by one. Since this system is already one-
dimensional, the new generalised coordinates required to describe this system are zero-dimensional,
and accordingly, the past and future phase space trajectory for this system is uniquely identified by two
properties, the energy (or equivalently momentum) of the mass, and it’s position at a given time.
Returning to our previous example, the introduction of wire-like constraints reduces the number
of coordinates needed to describe the system from 2N to N. The additional consideration of energy
conservation for each of the particles may also be written as a additional set of N holonomic constraints.
The system is therefore completely described by 2N time-invariant, canonically conjugate properties:
the position and momentum of each particle at any given time. With knowledge of these properties all
past and future configurations can be determined and the system is said to be integrable.
We are often interested in examining the motion of integrable systems over time. In this case,
the simplest description is given by noting that every conserved ‘intergral of the motion’ results in
an ‘invariant action’ and a ‘cyclic angle’ coordinate. In our example, the integrals of the motion
correspond to the conservation of energy for each of the particles, the invariant actions are therefore
the particle energies and the cyclic angles are their positions. For a one dimensional system, such as
the simple harmonic oscillator we have discussed, the invariant action prescribes a single closed path
in the phase space and the cyclic angle coordinate describes the progression of the system along this
path. In higher dimensions the set of invariant actions prescribe phase space tori, and the procession of
the system along this surface is described by the set of cyclic angle coordinates. It has been shown that
when there is an equal number of conserved quantities and degrees of freedom, there always exists a set
of action-angle variables in which the Hamiltonian is reduced to a set of decoupled Hamiltonians[29].
While introducing the concept of integrability it has been convenient to discuss systems that are
governed by ODEs. A complication arises when we consider systems of partial differential equations
(PDEs). The property of integrability remains well defined in this context, however counting the
degrees of freedom is no longer possible, because partial differential equations can be regarded as
evolution equations on an infinite dimensional state space[30]. Since, counting the number of degrees
of freedom and the number of conserved quantities is no longer possible, various other definitions of
integrability for systems of PDEs have been constructed. For Hamiltonian systems, which shall be
the subject of this thesis, the relevant condition is known as Liouville integrability†. Unfortunately,
† Liouville integrable systems permit solution via reduction to a set of canonical coordinates, known as action-angle
variables, in which the canonical equations of motion are linearised[31,32].
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evaluating the Liouville integrability for systems of PDEs is non-trivial and such systems are shown to
be integrable only when exact solutions are available. Examples of methods which allow for exact
solutions to be found include the inverse scattering transform (IST), which is applicable to some
classical field models[33], and the Bethe ansatz, which is applicable to certain quantum systems[34].
The problem of determining whether or not a given PDE is integrable has received much attention
and consequently, there are a variety of theorems and conjectures aimed at identifying integrability[35].
In particular, the Painlevé conjecture has stimulated a great deal of interest[36–44]. The conjecture is
named for Paul Painlevé who, alongside his student Bertrand Gambier, studied second-order ordinary
differentials of the form,
∂ 2y
∂x2
= f (x,y,y0). (1.2)
They identified all equations of this form for which the only movable singularities are ordinary poles†;
These equations are known as the ‘Painlevé equations I VI’ and thier solutions define the ‘Painlevé
transcendents’. The Painlevé conjecture is motivated by the observation[38] that there is a connection
between the nonlinear partial differential equations (PDEs) solvable by IST and the Painlevé equations.
It is known that under scaling transformations certain nonlinear PDEs which are solvable via the IST,
reduce to ODEs[36]. The Painlevé conjecture states that, every nonlinear ODE obtained by an exact
reduction of a nonlinear PDE which is solvable via the lST, can be reduced to one of the Painlevé
equations. According to this conjecture a necessary condition for the integrability of a PDE can be
evaluated by first reducing it to an ODE, and then determining if that ODE can be reduced to one of
the Painlevé equations[36,37]. An important development was provided by John Weiss, who defined
a Painlevé (P) property for PDEs. The P-property can be evaluated for PDEs without the need for
first reducing them to ODEs[40,41]. Unfortunately, there is not a direct correspondence between the
Painlevé Conjecture and the P-property defined by Weiss[46,47]. The latter may only be considered
indicative that a PDE may be reduced to one of the Painlevé equations, which in turn is conjectured to
be a necessary criterion for the integrability of the PDE.
† Movable singularities are singular points in the solution of an equation (such as Eq. 1.2), the position of which depends
upon the particular solution under consideration, rather than being fixed by the equation itself [45].
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1.1.3 Fermi-Pasta-Ulam Experiments
As discussed above, thermalisation in classical systems occurs via chaotic evolution which requires
non-linearity. A natural question is, what degree of non-linearity is necessary in order to observe
equilibration in classical systems? Since non-linear problems are generally not analytically tractable,
investigating the dynamics of these systems typically requires numerical simulation. This topic was
the subject of one of the first scientific uses of a computer in 1955 by Enrico Fermi, John Pasta, and
Stanislaw Ulam (FPU)[48].
The system that they chose to simulate was a chain of coupled oscillators, a one dimensional
analogue of a solid crystal. In their simulations they began with a large fraction of the total energy
of the system in a single normal mode. When the oscillators experience a linear restoration force
(Hooke’s Law), the system would undergo periodic oscillations. However, their hypothesis was that
when the oscillators experienced a weakly non-linear restoration force, the energy should dissipate into
all of the system modes, in accordance with the principle of equipartition. As is shown in Fig. 1.1
FIGURE 1.1: Redistribution of Energy in a FPU Chain
Each curve represents the total energy in one of the normal modes (numbered). The energy scale is arbitrary, the
time scale is in units of the lowest mode oscillation period. Initially only the lowest mode is occupied, as the
simulation progresses energy is redistributed into a large number of modes. However, after many oscillation
periods a large fraction of the energy (>97%) is returned to the lowest energy mode. Extended simulation
confirms that that further super-recurrences occur where an even larger percentage of the energy is returned
to the lowest energy mode[49,50]. Figure reproduced from Ref. [48]: U.S. Department of Energy, Report Number: LA-1940, (public
domain).
the system did not behave in the manner predicted. After many oscillation periods recurrences were
observed, where a large fraction of the energy returned to the initially excited mode. This surprising
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result became known as the Fermi-Pasta-Ulam (FPU) paradox[48–50].
This unexpected behaviour is now understood in terms of the mKolmogrov-Arnold-Moser (KAM)
theorem[51,52]. As we have already discussed, the phase space trajectories of integrable systems are
restricted to closed phase space manifolds, or invariant tori, corresponding to periodic motion. The
KAM theorem states that, for systems which can be considered as a small nonlinear perturbation of an
integrable model, the effect of this perturbation on the system dynamics is a distortion of the invariant
tori in some volumes of the phase space, and the destruction of the invariant tori in other regions. In
those regions where the invariant tori are destroyed, we observe the emergence of chaotic dynamics.
However, there is also a wide range of initial conditions for which the phase space dynamics remains
constricted and consequently non-ergodic. The resultant motion of the system in these phase space
regions is quasi-periodic.
In 1965, M. Zabusky and M.D. Kruskal reported an extension of the FPU model in which they
considered a continuous field subject to a weakly non-linear attractive force[54]. This system is
described by the Korteweg de Vries (KdV) non-linear wave equation. For the KdV problem, if the
system begins in a low energy mode this excitation results in the generation of solitons. Since solitons
behave like non-interacting particles, accordingly they observed recurrences where the solitons returned
to their initial distribution. The FPU paradox can thus be qualitatively understood as a discretised limit
of this problem.
1.2 Equilibration in Isolated Quantum Systems
Although classical dynamics is now well understood, the connection to quantum mechanics is not
straightforward. One problem is that the notion of a phase space representation is difficult in the
quantum theory, since conjugate variables cannot be simultaneously determined with arbitrary precision.
The approach to equilibrium for quantum systems touches on one of the most exciting unanswered
questions of the theory; how do the classical laws of nature, which are evident on the macroscopic scale,
emerge from the microscopic quantum description of the universe? In investigating the approach to
equilibrium of quantum systems, the concepts of ergodicity and integrability remain relevant. However,
the precise meaning of the term ‘ergodicity’ requires some refinement in the quantum theory, since
systems cannot described by discrete points in phase space.
Another problem arises regarding the evolution of highly isolated quantum systems. Such systems
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are of particular interest because there is an apparent conflict between the statistical description of
equilibrium systems, and the unitary evolution of quantum mechanics. Whereas in classical systems
equilibration can be understood through the principle of ergodicity and chaotic dynamics, the dynamics
of isolated quantum systems is governed by unitary evolution. Thus, a system which is initially
prepared in a pure state will remain in a pure state for all time, and hence the von Neumann entropy
of the system can never increase. An intriguing question therefore arises concerning how an isolated
quantum system can ever relax to a state described by a statistical ensemble. This is currently an active
area of research[5,55,56].
A potential solution to this problem is provided by the observation that no finite system can ever be
perfectly isolated from its environment. Therefore, a full description of the system must incorporate
the coupling to the environment. In open systems, evolution results in entanglement between the
system and the environment and since, when we perform measurements on the system we trace out the
environment, this process results in loss of information and a corresponding increase in the entropy.
This argument provides a mechanism for introducing mixedness in nearly isolated systems. However, it
does not answer the question of whether or not there is any mechanism through which unitary evolution
can result in apparent relaxation of a truly isolated quantum system, even if such systems are purely
hypothetical.
The Eigenstate Thermalisation Hypothesis (ETH), independently proposed by J. M. Deutsch[57]
and M. Srednicki[58], provides one such mechanism. The ETH states that for closely spaced energy
eigenstates, if the expectation values of macroscopic observables are smooth functions of the eigenstate
energies, then within a sufficiently narrow energy window all energy eigenstates have approximately
the same expectation values for macroscopic observables. In this way, the thermal state of the system is
encoded in the eigenstates of the Hamiltonian and unitary evolution plays an auxiliary role in revealing
this thermal state through the dynamical decoherence of the original eigenstate superposition[57,58].
This argument has seen recent support from numerical simulations of many specific models[59–62].
However, it is not yet clear to what extent this behaviour is universal or exactly how near-integrability
affects the relaxation process[5,60,62].
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1.2.1 Generalised Gibbs Ensemble for Integrable Systems
A further theoretical development which deserves our attention is the proposal of a generalised Gibbs
ensemble (GGE) to provide a statistical description of integrable systems[63]. The motivation for
introducing a generalised Gibbs ensemble is straightforward. We observe that there are certain
(integrable) systems in which the dynamics is highly restricted and which are prevented from reaching
a thermal state described by the conventional Gibbs ensemble. However, unitary evolution of integrable
many body systems results in a restricted portion of the Hilbert space being densely and approximately
uniformly explored. The failure to fully equilibrate is at least partly due to additional constraints on the
motion of the system which have not been accounted for. It is conjectured however that the standard
prescription of statistical mechanics should still apply; the partition function should represent all
possible configurations of the system, subject to the constrains acting upon it. This is often stated as the
principle of maximum entropy[64,65]. Since the conventional Gibbs ensemble is under-constrained, in
the GGE this is addressed by the introduction of new Lagrange multipliers for the additional conserved
quantities. These additional constraints are introduced in much the same was as the inverse-temperature
and chemical potential, which act as Lagrange multipliers in the conventional Gibbs ensemble, that
define the mean energy and particle number[66–71].
Originally the GGE was posited in a study of the relaxation of hard-core bosons on an optical
lattice[69]. This quantum system is known to be integrable, as it permits exact solution via the
Jordon-Wigner transformation, which provides an exact mapping to a non-interacting spinless fermion
model[63]. This study showed that, for this system, the proposed generalised Gibbs ensemble correctly
predicts the mean values of certain observables after relaxation. Furthermore, it was shown that the
relaxed configuration strongly depended upon the initial state. The generalised Gibbs ensemble has
now been applied to many and varied exactly solvable models and there is mounting evidence that
the generalised Gibbs ensemble correctly describes the relaxed state of integrable systems, at least for
local observables[72–83].
Until recently, exactly solvable quantum systems have been primarily of academic interest, having
little or no connection to experiments[69]. This has changes however, with the development of ultra-cold
atomic gases.
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1.3 Observing the Non-Equilibrium Dynamics of Ultra-Cold
Atomic Systems
Ultra-cold atomic Bose and Fermi gases are examples of highly isolated quantum many-body systems.
Because of the low densities required to limit inelastic collisions in these systems, equilibration occurs
on observable time-scales. Recent experimental advances have also yielded new tools which allow great
control over such systems. For example, the use of Feshbach resonances can control the inter-particle
interaction strength, and the combination of optical and magnetic fields can produce species dependent
potentials and optical lattices in a wide range of geometries[84,85]. These systems therefore provide
an excellent tool with which to examine the quantum dynamics of thermalisation[55]. We shall now
present the results of two seminal experiments which are of particular relevance to this discussion.
1.3.1 A Quantum Newton’s Cradle
In 2006 an experimental group headed by David Weiss prepared a 2D array of harmonically confined
ultra cold 1D Bose gases. The gases were tightly confined in two dimensions using a 2D optical lattice,
while weak axial confinement along the third dimension was provided by a supplementary crossed
dipole trap, this resulted in ‘cigar shaped’ atom clouds. The energy of the first radial excitation is much
greater than the thermal energy, and as such, the condensates are individually well approximated by an
effective 1D Hamiltonian. Tunnelling between lattice sites is negligible and the small condensates can
be considered entirely decoupled from each other.
Each of the BECs initially contained approximately 100 ultra-cold atoms with almost zero momen-
tum relative to the centre of the axial trap (k ⇡ 0). By applying Bragg pulses, which act as a phase
grating, the atoms were transferred into a superposition of states with momentum ±k, the system was
then allowed to evolve for a variable time t. At this point the weak axial confinement was removed
allowing expansion in 1D for 27ms, which facilitated absorption imaging of the system. By imaging
the system at variable points in time, the authors showed that the probability distribution in the axial
dimension was two-peaked, and that these peaks oscillated in opposition to one another within the
weak harmonic trap. It was found that the system exhibited no measurable relaxation towards a thermal
state over experimental timescales, corresponding to thousands of collisions. This behaviour has been
attributed to the close relationship between this system and the Leib-Liniger model of a homogeneous
13
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Bose gas with delta-function contact interactions.
FIGURE 1.2: A Quantum Newtons Cradle
The atoms within an ultra-cold 1D Bose
gas are put into a super-position state with
momentum ±k by applying Bragg Pulses.
Colour map displays the optical thickness af-
ter expansion, revealing long lived oscillatory
behaviour. Reprinted by permission from Macmillan
Publishers Ltd: Nature (Ref. [86]), copyright (2006).
This model has been demonstrated to be quantum-
integrable since there is a analytic solution attainable via
the Bethe Anzatz[87,88]. Although there are of course
experimental imperfections, it appears that these pertur-
bations to the Leib-Lineger model are insufficient to lift
the constraints on the dynamics which arise due to inte-
grability of the underlying model. Clearly this behaviour
is reminiscent of the classical KAM theorem discussed
in section 1.1.3.
In the same work, in order to test the hypothesis that
it was the 1D character of the system and the close cor-
respondence to the Lieb-Liniger model which inhibited
thermalisation, the authors performed a second experi-
ment in which the 2D optical lattice was absent. In this
case the system is truly three dimensional, and there is
no correspondence to any known integrable model. They
observed that the 3D system thermalised after only a
few collisions. This 3D system however is quite dras-
tically different from the 1D experiment, and therefore
not ideally suited to an investigation of quantum-KAM
behaviour. To further support the hypothesis that it is
the near-integrability of this system which retards thermalisation, we would like to observe a similar
effect in a different quantum system which lies close to an integrable model. An ideal system for such
a study would be one in which we can tune the degree of non-integrability, whilst controlling other
physical parameters which affect relaxation dynamics. In Part I of this thesis we study one such
system, although in the classical realm.
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1.3.2 Relaxation and Pre-thermalisation of a Near-Integrable Quantum Sys-
tem
In the previous section we discussed a system in which no thermalisation was seen over long time-
scales. Here we describe the results of another experiment which, contrastingly, appeared to display
thermalisation, despite similar close correspondence to the Lieb-Liniger model. The experiment in
question was originally published upon in 2007 by Hofferberth et al, who studied a highly elongated
cloud of ultra-cold bosons, prepared on an atom chip[89]. The ratio of the trapping frequencies in
the axial and radial dimensions was 1:800, resulting in a highly 1D system. It is well known that in
1D systems there is no true BEC state at non-zero temperatures but that instead, at sufficiently low
temperatures a quasi-condensate is formed[90–93]. In these systems, similarly to true BECs, density
fluctuations are suppressed. However, in quasi-condensates the phase is not uniform along the length
of the system.
In this experiment, the trap anisotropy was sufficiently extreme that a quasi-condensate was in-
deed produced. This elongated quasi-condensate was then divided along one of the tightly trapped
dimensions, by the introduction of a tunable potential barrier creating two highly elongated quasi-
condensates, initially with almost identical phase distributions. The variable potential barrier between
these quasi-condensates was raised sufficiently high that tunnelling between the two clouds was negli-
gible†. These atom clouds were than held for a variable time before being released from confinement.
The interference pattern produced by the two expanding atom clouds was imaged, allowing the relative
phase distribution along the length of the atom clouds to be determined. Initially there was only an
small spread in the relative phase between corresponding regions of the two quasi-condensates, this
was introduced by the shot noise statistics of the splitting process. However, after holding the clouds
for some time, the independent evolution of the two systems was found to result in randomisation of the
relative phase between the two clouds. Since it is clear that the equilibrium state of the two uncoupled
quasi-condensates should contain no coherence between them, the authors concluded that they had
observed thermalisation of the system. This conclusion was supported by a theoretical calculation
which appeared to correctly predict the rate of thermalisation[94]. Naturally, the authors also concluded
that the observation of thermalisation was an indication of the non-integrability of the system.
† The authors also considered cases where significant tunnelling between the condensates was present and found that this
interaction reduced the decay rate of the relative phase coherence. This scenario is has been likened to the phase locking of
two laser beams.
15
1. Introduction
This result, which appears to contradict that of Kinoshita et al discussed previously, evoked
significant interest and consequently, the experiment was revisited in 2012[95]. In the intervening
period the experimental process had been refined, allowing for longer holding times, prior to measuring
the relative phase. Observation of the system over longer time-scales revealed that after an initial
period of rapid equilibration the system reached an approximately steady state, after which further
thermalisation, if present, was too slow to be accurately studied. The authors made the connection to pre-
thermalised states which have been conjectured to be applicable to a variety of physical systems[96–101].
Surprisingly, the authors found that the approach of this system towards this prethermalised state
could be well described, within the framework of an integrable Tomonaga-Luttinger liquid model, by
de-phasing of phonon excitations. As a result of these findings, the apparent thermalisation observed
in the original system must be reinterpreted as pre-thermalisation, and not indicative of integrability
breaking. However, it is known that the weak harmonic confinement breaks the integrability of the
Lieb-Lineger model. A natural question therefore arises as to whether, in such near-integrable systems,
the pre-thermalised state can be described by a generalised Gibbs ensemble.
In a previous theoretical paper it was shown that in such near integrable systems, where many
of the integrals of the motion are only approximately conserved, the generalised Gibbs ensemble
should, at least on intermediate timescales and for sufficiently local observables, correctly describe the
prethermalised state[102]. This was put to the test in a recent work, in which the same experimental
procedure we have been discussing was again applied[103]. This most recent iteration of the experiment
focussed on the phase correlations along the length of the joint system, rather than on the phase
fluctuations between the two quasi-condensates. As in the previous studies, this information was
extracted through matter wave interferometry between the two quasi-condensates. In the fully integrable
model, the conserved quantities which constrain the evolution correspond to the occupation numbers of
the phonon modes. In the physical experiment however, the weak axial confinement breaks integrability
and as a consequence, these occupation numbers are only approximately conserved. Despite this, the
authors found good agreement between the experimentally measured coherence functions and the
predictions of the GGE.
The two experiments we have discussed highlight the peculiar dynamical behaviour of quantum
systems which lie close to an integrable model. Also of relevance to this thesis are the correlations
present in quantum systems. We shall now give a brief overview of how these correlations differ from
those found in classical particle systems, and discuss how by controlling the inter-particle correlations,
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quantum enhanced measurement devices may be produced.
1.4 Quantum Correlations
Quantum correlations can be fundamentally different from those seen in classical systems and are
responsible for the most counter-intuitive aspects of the quantum theory. A prime example of this was
highlighted in 1935 in a paper by Einstein, Podolsky and Rosen[104]. This paper outlined what has
now become known as the EPR paradox, a thought experiment designed to demonstrate a conflict
between the newly developing quantum theory and the cardinal physical principle of locality. The
authors considered two correlated space-separated systems, and examined the effect of performing
a measurement of one system upon the observable properties of the other. They reasoned that, if we
insist that the quantum mechanical description of the joint system contains all possible information,
then we must conclude that ‘the reality of [observable properties of the seccond system] depend
upon the process of measurement carried out on the first system, which does, not disturb the second
system in any way.’ To Einstein, Podolsky and Rosen this result was unacceptable, since it defied
their fundamental beliefs about the nature of reality. They commented, ‘No reasonable definition of
reality could be expected to permit this.’ Naturally, significant effort has been expended to probe the
correlations which are allowable in the quantum description of nature[105–107]. The prevailing school
of thought today is that nature is precisely this unreasonable and allows non-local correlations between
particles.
Many experimental investigations of quantum correlations have been conducted in optical sys-
tems[108–110]. However, since first experimental realisation of ultra cold atomic gases[111], probing the
quantum correlations between atoms has received considerable interest[112–115]. Aside from challeng-
ing our fundamental preconceptions regarding the nature of reality, the study of quantum correlations
has more tangible and practical applications. The laser interferometer gravitational wave observatory
(LIGO) is one example of an application of quantum correlations[116].
1.4.1 LIGO: A Case Study in the Application of Correlated Particles
The laser interferometer gravitational wave observatory (LIGO) is designed to detect the passage of
gravitational waves caused by the distant astronomical events, which stretch and compress space as
they propagate[117]. The detection apparatus consists of a very large Michelson interferometer, which
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detects minute changes in the length of two perpendicular detector arms. Since the changes in length
that LIGO must be able to detect are minuscule†, the sensitivity required by LIGO is unprecedented.
The key factor in determining the sensitivity of an interferometric device is the signal to noise ratio,
SNR=
Signal
Noise
. (1.3)
In the case of uncorrelated particles, it can be shown that the maximum attainable signal to noise ratio
is given by the shot noise limit[119],
Shot Noise Limit=
Np
N
=
p
N, (1.4)
where N is the number of particles incident on the detector. By far the most common approach
to improving the signal to noise ratio, and consequently the measurement sensitivity, of an optical
interferometer is to increase the intensity of the light source, thereby increasing the number of photons
(N). As can be seen from Eq. 1.4, for shot-noise limited interferometers, doubling the photon flux
results in an enhancement of the signal to noise ratio by a factor of
p
2. At LIGO the apparatus uses a
photon flux on the order of 1037Hz. This corresponds to a beam power of 750kW, which approaches
the practicable limit due to the significant technical difficulties and expense associated with creating
higher power beams. In order to further increase the signal to noise ratio it is therefore necessary to
reduce the noise term in Eq. 1.3. This can be done by making use of quantum correlated light states
known as squeezed states.
The key feature of squeezed states, which enables them to enhance the sensitivity of measurement
devices, can be understood by positing the existence of an intensity-phase uncertainty relation‡,
(Df)(DN)  1. (1.5)
A minimum uncertainty state contains the least combined variance for conjugate variables allowable
by the Heisenberg uncertainty principle. In this case, Eq. 1.5 is reduced to an equality. The vacuum
state, and similarly coherent (or displaced vacuum) states, are minimum uncertainty states in which
† The predicted strain (DL/L) on the detector arms is of the order 10 20 [118].
‡ Formailsing this discussion is non-trivial due to difficulties in defining a proper phase operator (strictly a Hermitian
phase operator can only be defined for a finite-dimensional Hilbert space[120]). For the purposes of this discussion it is
sufficient to note that intensity and phase are canonically conjugate variables. A more rigorous treatment can be found in
the references [121,122].
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the total uncertainty is equally shared between the phase and intensity observables. Conversely in
squeezed states, the uncertainty in one of the observables is less than that which would be expected for
a coherent state. For example, number squeezed states have reduced uncertainty in the total number of
particles (DN). This reduction in the number-uncertainty comes at the cost of an increased uncertainty
in the phase (Df ). Since interferometers are typically sensitive only to fluctuations in the phase, the
use of phase-squeezed states provides a significant advantage. We will return to this topic in Sec. 7.2,
where we also discuss the production of squeezed states.
In April 2013 LIGO demonstrated that they could improve the sensitivity of their measurements by
using squeezed light in their interferometer† [116].
1.4.2 Correlated Matter Waves
The development of atom interferometers faces a similar challenge to that encountered at LIGO,
since in both cases there is a practical constraint on the maximum number of particles available
for interference. In order to perform precise interferometric measurements with large numbers of
atoms, we require a coherent atom source such as a BEC. Coherent atomic pulses can be out-coupled
atoms from a BEC by means of a radio frequency pulse, which transfers a fraction of the atoms to an
untrapped magnetic hyperfine state. Such devices are often referred to as atom lasers by analogy to
their photonic counterparts. Similarly to optical lasers, atom lasers are capable of emitting atoms either
in pulses, or continuously[123,124]. However, unlike optical lasers which, as we have mentioned in the
preceding discussion, may produce vast numbers of photons, atom lasers are limited by the number of
available atoms in the reservoir BEC. Since the largest BECs currently available have particle numbers
on the order of 108 atoms[125], the potential benefit of using squeezed sources is even more pertinent
in the context of atom interferometry.
The nonlinear interactions present in atomic condensates provide a means of generating correlations
between particles. Two particle scattering events can be viewed as the atomic equivalent of parametric
down conversion, since this interaction produces highly correlated particle pairs. The conditions under
which optimal correlations can be produced in ultra-cold gases have yet to be determined, however
the high degree of experimental control available in ultra-cold atomic gases gives promise for the
effective manipulation of atomic correlations and the production of squeezed atomic sources. In
† We note that at the time of writing LIGO is not currently taking advantage of squeezed light states. However, the
improvement has been demonstrated and the use of squeezed light is planned for a future upgrade.
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particular, the technique of applying Feshbach resonances allows for the experimental variation of
atomic interactions, and will undoubtedly prove an important tool for the creation of highly correlated
atomic sources[126–129]. Unfortunately, condensates of strongly interacting particles are subject to
strong three-body losses and are consequently short lived[130]. It is clear that a balance will need to be
stuck between sufficiently strong interactions to ensure strong correlations, whilst minimising three
body losses. Further work is needed in order to describe the correlations which exist in equilibrium for
Bose-Einstein condensates and also to predict how these correlations propagate in non-equilibrium
systems.
1.5 Summary
The preceding discussion might lead the reader to believe that the approach to equilibrium for isolated
quantum systems is now well understood. However, this is not the case. Although it is clear that, as in
classical systems, integrability and near integrability in quantum systems plays an important role in
determining the dynamics of thermalisation, there remain many unanswered questions. For integrable
systems it is clear that including the full (infinite) set of conserved quantities in the GGE should
yield a correct description of the relaxed state[5]. However, it is not always clear which conserved
quantities should be considered when constructing the GGE. In those systems which are mappable to a
free particle model, the occupations of the energy eigenstates provide a sensible choice of conserved
quantities. It has been shown that for free-fermion and free-boson models, such a description should
correctly describe the equilibrium expectation values of local observables[73,131]. However, for more
general integrable models, the correct perscription for constructing the GGE is unclear and the spectrum
of observables which we would expect to be well described is similarly ill defined[132]. Predicting the
expected timescales on which integrable models will relax also remains a major challenge[5].
The approach to equilibrium for near-integrable systems is even more nebulous. There are several
questions in this area which await further investigation: how strongly can a quantum-integrable system
be perturbed and still display non-ergodic behaviour? Is there eventual relaxation to a thermal state,
and if so how long do the pre-thermalised states survive? At present broad answers to these questions
remain elusive. In order to inform both theory and experiment, further studies of specific systems in
which integrability is weakly broken are necessary[133].
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In the context of ultra cold atomic gases there are also several open questions concerning the
correlations which develop due to inter-particle interactions. In particular, recent experiments by the
Truscott group at the Australian National University (ANU) indicate strong relative number squeezing
between internal domains of condensates, despite significant thermal depletion. This result is not easily
explained by the existing literature. In addition to being of fundamental interest, a clear description
of the equilibrium and non-equilibrium correlations which develop in Bose-Einstein condensates has
pragmatic significance for the application of squeezed atomic states to atom interferometry.
1.6 Outline
An aim of this thesis is to provide insight into the nature and extent of thermalisation in isolated
quantum systems. Specifically, we aim to address the following questions: (1) What effect does near-
integrability have on the relaxation, or lack thereof, for quantum gases? (2) How do the correlations
in quantum systems respond to a sudden perturbation of the system? We propose to address these
questions through two complementary studies of the non-equilibrium dynamics of Bose-Einstein
condensates. A detailed outline of the thesis chapters is given below.
We begin Chapter 2 with a discussion of the theoretical framework which underpins the work
presented in this thesis. We outline the correct treatment of indistinguishable particles in quantum
mechanics and discuss how this leads to two distinct particle families (bosons and fermions), and
the associated phenomena of Bose-Einstein condensation and the Pauli exclusion principle. We then
discuss the necessity of second quantised notation in describing many-body quantum systems and
present the second quantised low-energy Hamiltonian for the dilute Bose gas. Finally we describe the
three theoretical approaches to studying Bose-Einstein condensates which are employed throughout
this thesis; the mean-field (Gross-Pitaevskii) description of Bose-Einstein condensates at zero tempera-
ture; the Bogoliubov formalism; and stochastic phase space methods, and in particular, the Wigner
representation.
The remainder of this thesis is organised into two parts. In Part I we consider a two-component 1D
Bose-Einstein condensate, and investigate the stability and interactions between solitons and solitary
waves as the system is tuned away from an integrable point.
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In Chapter 3 we introduce the key concepts of solitons and solitary waves, and outline the
relationship between solitons and integrable classical models. We then discuss the motivation for this
study; introduce the theoretical model of a system of two coupled non-linear Schrödinger equations
(CNLSE); and present a review of the literature most relevant to the work we present.
Following this, in Chapter 4 we outline the variational and numerical methods that we employ in
order to find dark-bright solitary wave solutions of the CNLSE. We then discuss the criteria against
which we evaluate the soliton-like nature of solitary waves and define the metrics we use to quantify
departures from soliton-like behaviour.
The principal results of this study are given in Chapter 5, where we present an analysis of the
numerically, and variationally, determined black-bright (stationary), and grey-bright (moving), solitary
waves. We examine the stability of these excitations in isolation and assess the robustness of these
solitary waves against collisions with a dark soliton.
In a recent theoretical paper, a new type of vector solitary wave was identified, this is reported upon
in Chapter 6 where we study ‘Magnetic soliton’ solutions of the CNLSE. We examine the stability
of these solitary wave solutions across a wide range of the system parameters and investigate their
collisional dynamics.
Part II of this thesis is concerned with analysing the atomic correlations within Bose-Einstien
condensates, both in equilibrium, and following a sudden change in the Hamiltonian. In Chapter 7
we describe the system that we shall study and summarise some preliminary experimental results
obtained by the Truscott group at the Australian National University (ANU) which motivate this work.
We then outline some of the key concepts relevant to this study, such as particle counting statistics and
squeezed states.
In Chapter 8 we derive expressions for calculating the relative number variance between pairs of
spatial domains within a Bose gas, both using the Bogoliubov formalism, and an equivalent calculation
using the Wigner representation of the field operator. We then present our numerical approach to
simulating the experiments performed by the Truscott group at ANU.
We first investigate Bose gases in equilibrium, focusing on the experimentally relevant case of
anisotropic harmonic confinement. The results of this investigation can be found in Chapter 9, where
we present the findings of both a one-dimensional and a three-dimensional model. This work is
expanded upon in Chapter 10, where we consider the fluctuations in non-equilibrium Bose gases after
expansion following a sudden removal of the harmonic confinement. We also model the out-coupling
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process of an atom laser and investigate the properties of atomic laser pulses using a one-dimensional
model.
Finally, in Chapter 11 we summarise the main conclusions from both parts of the thesis, and
discuss future research directions.
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CHAPTER 2
THEORETICAL FRAMEWORK
This chapter provides a broad overview of the theoretical methods used throughout this thesis. We
begin by explaining the need for second quantised notation in order to describe many-particle quantum
systems. We shall then derive the low energy Hamiltonian for the dilute Bose gas and introduce the
Gross-Pitaevskii Equation (GPE) which describes the mean field dynamics of BECs. Following this we
outline the Bogoliubov de-Gennes (BdG) formalism which allows for the approximate diagonalisation
of the full second quantised low energy Hamiltonian for the dilute Bose Gas. We continue by showing
how the linearised quantum dynamics of BECs can be investigated by numerically integrating the
equations of motion for the BdG modes. We will then outline the principles behind stochastic phase
space representations of quantum fields, paying particular attention to the Wigner representation of the
field operator, which is employed in Part II of this thesis. We close this chapter with an outline of the
truncated Wigner approximation, which has seen extensive use in describing the beyond mean field
dynamics of interacting quantum systems.
2.1 Indistinguishable Particles
The behaviour of a multiple particle quantum system is governed by the time dependent Schrödinger
equation,
ih¯
∂
∂ t
Y(x1,x2, . . .xN , t) = HˆY(x1,x2, . . .xN , t), (2.1)
whereY(x1,x2, . . .xN , t) is the wave-function of the many-particle system, and the set ofN coordinates
{xi} denote the positions of the N particles at time t. The quantum mechanical description of many-
body systems demands that we respect the indistinguishably of identical particles. There are two
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possible ways in which symmetry under particle exchange can be respected by the many-particle wave
function. For a three dimensional two particle system we have the following correctly symmetrised
wave functions,
YB(x1,x2, t) =
1p
2
⇣
y(x1,x2, t)+y(x2,x1, t)
⌘
, (2.2)
YF(x1,x2, t) =
1p
2
⇣
y(x1,x2, t) y(x2,x1, t)
⌘
. (2.3)
Murray Gell-Mann’s ‘totalitarian principle’ states that in nature “anything not forbidden is compul-
sory”† and indeed, both of these symmetrisations correspond to fundamental particles found in nature.
We classify those particles which are described by symmetric wave functions (YB) as bosons, and
those described by anti-symmetric wave functions (YF ) as fermions. At high temperatures the quan-
tum statistics are unimportant and both fermions and bosons are well described Maxwell-Boltzmann
statistics,
n(ei) = e ei/kBT , (2.4)
where n(ei) is the occupation of the ith energy level of the system and T is the temperature. However,
at low temperatures the different quantum statistics of fermions and bosons results in fundamentally
different properties of these particles. A rough estimate of the temperature at which these effects
become important is given by considering the de-Broglie wavelength of the atoms,
ldB =
s
2p h¯2
mkBT
, (2.5)
in comparison to the average inter-particle separation. The quantum statistics are important at low
temperatures when these lengths become comparable.
Fermions
For the anti-symmetric wave function YF , if both particles occupy the same state then Eq. 2.3 is equal
to zero; this is unphysical since it the wave function is not properly normalised. This feature of the
† This is not a direct quote, but a common paraphrasing of a statement Gell-Mann made in relation to his work on
particle physics [134].
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anti-symmetrised wave function persists in larger particle systems. The physical significance of this
result is that indistinguishable fermions cannot occupy the same state. This is known as the Pauli
exclusion principle. The Fermi-Dirac distribution which describes the quantum statistics of fermions is
n(ei) =
1
eei/kBT +1
. (2.6)
As a result of the Pauli exclusion principle, in a system of N indistinguishable fermions at zero
temperature the N lowest energy levels have occupations of one, with all higher energy levels having
zero occupation. The energy of the highest occupied state is known as the Fermi energy.
Bosons
The quantum statistics of bosons are given by the Bose-Einstein distribution,
n(ei) =
1
eei/kBT  1 . (2.7)
Unlike fermions, for the symmetric wave function YB there is no restriction on the number of particles
which can occupy a single state. A consequence of this is that at sufficiently low energy the occupation
of the lowest energy level becomes macroscopic†; this is known as Bose-Einstein condensation.
The phenomenon of Bose-Einstein condensation was originally identified in 1924 by Satyendra
Bose. However, being virtually unknown in the scientific community at the time, Bose’s paper was
rejected for publication[140]. Bose appealed to Einstein to recommended his paper for publication “if
he thought the work had sufficient merit”[140]. Einstein, who immediately recognised the significance
of Bose’s work, personally translated the paper and recommend it for publication[6–8]. These early
studies focused on the ideal Bose gas. The critical temperature for a Bose gas is defined as the the
temperature at which macroscopic occupation arises. An approximate value for this can be determined
by assuming that at the critical point each particle occupies a volume determined by its de Broglie
† Strictly, a Bose-Einstein condensate can be formed in any state which is long lived enough to allow the system to be
sufficiently cooled. Historically the most convenient choice has been the ground state [111,129], however in more recent
experiments, atoms have been condensed in metastable excited states [135–139]. In Part II of this thesis we simulate a
condensate of metastable Helium.
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wavelength,
V
N
⇠ l 3dB =
 
2p h¯2
mkBTc
! 3
2
, (2.8)
=) Tc ⇠ 2p h¯
2
mkB
 
N
V
! 2
3
⇡ 0.16 h
2
mkB
 
N
V
! 2
3
. (2.9)
A rigorous treatment of the ideal gas results in a similar expression for the critical temperature, however
the numerical coefficient is ⇠ 0.08[141].
For some time Bose-Einstein condensation remained an intellectual curiosity. In a 1938 paper
Fritz London writes, “in the course of time the degeneracy of the Bose-Einstein gas has rather
got the reputation of having only a purely imaginary existence”[142]. However, in the same paper
London correctly identified the connection between superfluid phase transition in liquid helium and
the phenomenon of Bose-Einstein condensation. Bose-Einstein condensation has since proved to
be an essential step in understanding superfluids and the phenomena of superconductivity[143]. The
experimental realisation of Bose-Einstein condensation of dilute gases, first achieved in 1995[111], has
reignited interest in this phenomenon.
Large Particle Systems
For both bosons and fermions, the number of terms in the symmetrised N-particle wave function is
N! which quickly becomes exceedingly large for more than a handful of particles. Fortunately, the
extension of single particle quantum mechanics to the quantisation of classical fields has furnished us
with a particularly elegant formalism in which to describe many particle systems[144]. This description
is known as second quantisation.
2.2 Second Quantisation: The Language of Many-Body
Quantum Mechanics
The indistinguishably of identical particles means that any description which artificially labels particles
must be unnecessarily verbose. In the second quantised approach the wave function of the many
particle system is decomposed into a basis of single particle states {li}. The possible states of the
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many particle system are encoded in the occupation numbers of these states (Y= |nl1 ,nl2 , . . .nl•i).
For example, for a three level system containing two particles, the possible states of the system are,
|1,1,0i, |0,1,1i, |1,0,1i, (2.10)
for fermions and additionally,
|1,1,0i, |1,0,1i, |0,1,1i, |2,0,0i, . . . (2.11)
for bosons. This is known as the occupation number representation. These states, which have a fixed
particle number and thus correspond to a microcannonical description of the system, are known as
Fock states.
2.2.1 Creation and Annihilation Operators
In order to remove the constraint upon the total number of particles we need to move to an extended
Hilbert space known as the Fock space,
F =
•M
N=0
HN (2.12)
WhereHN is the N-particle Hilbert space and   donates the direct sum over Hilbert spaces. We note
that theH0 Hilbert space contians only the vacuum state |0i= |0,0, . . .0i.
We now define operators which move the system between the different fixed-particle manifolds of
the Fock space. This is accomplished through the introduction of creation (aˆ†i ) and annihilation (aˆi)
operators which respectively increment and decrement the number of particles in the single particle
state fi. The commutation relations for the creation and annihilation operators of fermions and bosons
reflect the particle exchange symmetries of the bosonic and fermionic many-particle wave functions.
We have the anti-commutator
{aˆi, aˆ†j}= aˆiaˆ†j + aˆ†i aˆ j = di j, (2.13)
29
2. Theoretical Framework
for fermions, and the commutator
[aˆi, aˆ†j ] = aˆiaˆ
†
j   aˆ†i aˆ j = di j, (2.14)
for bosons.
The creation and annihilation operators can be considered as a generalisation of the ladder operators
introduced in the algebraic approach to single particle quantum mechanics[145]. Any possible many-
particle state can be generated by successive operations of the creation and annihilation operators
upon the vacuum state. We note that this description allows for states to be constructed which are a
superposition of different Fock states and which thus have an uncertain particle number. Coherent
states, which are the eigenstates of the annihilation operator are one example of such states.
aˆ|ai= a|ai, (2.15)
|ai= e  |a|
2
2
•
Â
n=0
an
n!
|ni. (2.16)
For brevity, we will end this overview with a summary of the most basic operations in second quantised
notation. A much more complete discussion of second quantisation can be found in any number of
standard texts[146,147].
Operator Action
Fermions Bosons
Creation Operator aˆ† aˆ†|0i= |1i aˆ†|ni=pn+1|n+1i
aˆ†|1i= 0
Annihilation Operator aˆ aˆ|0i= 0 aˆ|ni=pn|n 1i
aˆ|1i= |0i
Number Operator nˆ= aˆ†aˆ nˆ|0i= 0|0i nˆ|ni= n|ni
nˆ|1i= 1|1i
TABLE 2.1: Summary of Basic Operations in Second Quantised Notation
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2.3 The Low Energy Hamiltonian for the Dilute Bose Gas
In the dilute Bose gases the inter-particle interactions between atoms are short ranged compared to the
typical inter-particle separation between atoms. As a result dilute gases can be well described within a
theory which only considers interactions between pairs of particles, neglecting the far rarer three or
more particle interactions. These two-body interactions are described by a scalar potential which is
a function of the relative positions of the particles U(r r0). The starting point for any theoretical
description of the Bose-Einstein condensates is the second quantised Hamiltonian for the dilute Bose
gas[148–150].
Hˆ =
Z
dr Yˆ†(r)HspYˆ(r)+
1
2
Z Z
dr dr0 Yˆ†(r)Yˆ†(r0)U(r r0)Yˆ(r0)Yˆ(r), (2.17)
where single particle Hamiltonian Hsp is given by,
Hsp =
h¯2
2m
—2+V (r), (2.18)
and V (r) represents an external scalar potential. The bosonic field operators Yˆ†(r) and Yˆ†(r) create
and annihilate particles at the position r and obey the commutation relations,
[Yˆ(r),Yˆ†(r0)] = d (r r0), (2.19)
[Yˆ(r),Yˆ(r0)] = [Yˆ†(r),Yˆ†(r0)] = 0. (2.20)
These operators can be decomposed in terms of the creation and annihilation operators (aˆ†i , aˆi) corre-
sponding to any complete single particle basis (fi)[151]:
Yˆ†(r) =
•
Â
i=0
aˆ†i fi(r), (2.21)
Yˆ(r) =
•
Â
i=0
aˆifi(r). (2.22)
In principle the Hamiltonian of Eq. 2.17 provides a complete description of dilute Bose gases.
However, in practice the inter-atomic potential contains short range terms which makes solving the
equation of motion for the field operator difficult. Fortunately, for low energy collisions typical at the
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ultra-cold temperatures achievable in Bose gases, it can be shown that the scattering amplitude for two
body interactions is approximately independent of the energy and angle of the scattering event[148].
In this regime the scattering may be characterised by a single parameter, the s-wave scattering length
(as). As a result, the precise form of the interaction potential is unimportant, provided it results in the
correct value of the s-wave scattering length. We may therefore simplify our description through the
introduction of a computationally convenient effective interaction potentialUeff(r r0),
U(r r0)!Ueff(r r0) =U0d (r r0). (2.23)
This effective potential gives the correct s-wave scattering length whenU0 = 4p h¯2as/m. Under this
approximation the low energy Hamiltonian describing dilute Bose gases is given by,
Hˆ =
Z
dr Yˆ†(r)HspYˆ(r)+
U0
2
Z
dr dr Yˆ†(r)Yˆ†(r)Yˆ(r)Yˆ(r). (2.24)
The time evolution of the field operator Yˆ(r) is governed by the Heisenberg equation of motion,
ih¯
∂
∂ t
Yˆ(r, t) =
h
Yˆ(r,t), Hˆ
i
(2.25)
=
 
  h¯
2
2m
—2+V (r)+U0Yˆ†(r, t)Yˆ(r, t)
!
Yˆ(r, t). (2.26)
The assumptions we have made up until this point are valid for the majority of low temperature
Bose gases. One exception takes place when the interactions between particles are very strong.
Such strongly interacting Bose gases can be realised by making use of the phenomenon of Feshbach
resonances[152,153]. This can result in significant three-body losses and may sufficiently increase
the interaction energy, such that higher order partial waves must be considered in the scattering
description[148].
2.4 The Gross-Pitaevskii Equation
The Gross-Pitaevskii equation (GPE) is one of the most widely applied tools in investigation of weakly
interacting Bose-Einstein condensates. The GPE is a classical mean-field equation which describes the
behaviour of BECs in the zero temperature limit. It is one of the remarkable features of Bose-Einstein
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condensation, which is a distinctly quantum phenomenon that occurs due to bosonic statistics, that
it can be so well described by a classical equation[154]. In this section we shall and discuss the
approximations which lead us to the GPE. We shall then introduce the dimensionless units which are
used throughout this thesis and discuss some of the analytic results that can be obtained under the
Thomas-Fermi approximation. At the end of this section we introduce an extension of the GPE, which
allows for the description of BECs formed from two distinguishable bosonic species.
In Eq. 2.22 we stated that the field operator can be decomposed into any complete single particle
basis. We now propose to do precisely this, choosing the basis to be the single particle energy basis
and single out the lowest energy state,
Yˆ(r) = aˆ0 f0(r)+
•
Â
i=1
aˆi fi(r). (2.27)
In order to derive the Gross-Pitaevskii equation we consider the zero temperature limit of the system,
in which all of the particles occupy the lowest energy state, which we call the condensate mode. It
is possible to construct classical field theories which incorporate multiple terms of the expansion Eq.
2.27 [154], however, here we shall limit the discussion to the Gross-Pitaevskii approximation,
Yˆ(r) = aˆ0 f0(r). (2.28)
The final approximation which must be made in order to develop the mean-field theory is motivated by
noting that when the occupation of the condensate mode (N0) is large, the action of the operators aˆ0
and aˆ†0 upon the condensate approximately commute,
aˆ0aˆ†0|N0i= N0
p
(1+1/N0)|N0i ⇡ N0|N0i= aˆ†0aˆ0|N0i. (2.29)
This leads us to the approximation first suggested by Nikolai Bogoliubov[155], to replace the creation
and annihilation operators by c-numbers†,
Yˆ(r)⇡pN0 f0(r) = y0(r). (2.30)
The GP approximation of the field operator y0 is often referred to as the condensate wave function.
† Doing this specifies a global phase for the condensate and consequently breaks the U(1) gauge symmetry of the
problem. This artefact is inherited in the symmetry breaking Bogoliubov formalism which is discussed in Sec. 2.5.1.
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Substituting this expression into Eq. 2.24 we arrive at the classical field Hamiltonian,
Hˆ =
Z  
y⇤(r)
✓
  h¯
2
2m
—2+V (r)
◆
y(r)+U0
2
y⇤(r)|y(r)|4
!
dr, (2.31)
=
Z  
  h¯
2
2m
|—y(r)|2+V (r)|y(r)|2+U0
2
y⇤(r)|y(r)|4
!
dr, (2.32)
where in the second line we have inserted the relation,
R
y—2y dr =
R |—2y|2dr, which can be
validated by integration by parts of the right hand side. The equation of motion for the classical field is
therefore given by,
ih¯
∂
∂ t
y0(r, t) =
 
  h¯
2
2m
—2+V (r)+U0|y0(r, t)|2
!
y0(r, t), (2.33)
which is the Gross-Pitaevskii Equation. This treatment has a direct analogy to the approximation of a
laser (operating high above threshold) by a classical wave. It will be noted that the GPE takes the form
of a Schrödinger equation, with an additional nonlinear self-interaction term. The same equation arises
in nonlinear optics, where this equation describes light fields propagating in nonlinear media. In that
field it is known as the nonlinear-Schrödinger equation (NLSE)[156,157].
For stationary solutions of the GPE the time dependence of the condensate wave function is[148]
y0(r, t) = y0 e iµt/h¯, (2.34)
where the the chemical potential,
µ = ∂E
∂N
, (2.35)
where N and E are the total particle number end energy. The Gross-Pitaevskii equation for stationary
solutions is thus,
ih¯
∂
∂ t
y0(r, t) =
 
  h¯
2
2m
—2+V (r)+U0|y0(r, t)|2 µ
!
y0(r, t) = 0. (2.36)
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2.4.1 Mean-Field Description of Multi-Species BECs
One possibility which was considered early on in the development of BECs was the potential to
create systems in which more than one distinguishable particle species is simultaneously condensed.
The prospect of creating inter-penetrating superfluids was first considered in the context of liquid
helium where it was conjectured that two isotopes of helium might simultaneously cooled past the
super-fluid transition[158,159]. In the context of Bose gases, in addition to considering multiple atomic
isotopes[160], there is also the possibility of condensing multiple different atomic species[161–163], or
different hyperfine states of the same atomic species[164–166]. Part I of this thesis is concerned with
investigating the properties of solitary waves in two component Bose Einstein condensates.
We can construct a mean-field description of these coupled multiple component condensates along
the same lines as the single component case. The resulting time independent coupled Gross-Pitaevskii
equations for stationary solutions of the homogeneous two component system is given by,
ih¯
∂
∂ t
y1(r, t) =
 
  h¯
2
2m1
—2+V1(r)+U11|y1(r, t)|2+U12|y2(r, t)|2
!
y1(r, t), (2.37)
ih¯
∂
∂ t
y2(r, t) =
 
  h¯
2
2m2
—2+V2(r)+U22|y2(r, t)|2+U12|y1(r, t)|2
!
y2(r, t). (2.38)
As in the single component case we have the intra-species effective interaction parameters,U11 and
U22. However, in the two component model we also have the intra-species interaction parameterU12,
which arises from the introduction of an effective potential to describe inter-species interactions in an
identical way to that which was introduced for the self-interaction potential (Eq. 2.23). We note that
the particle masses (m1, m2) may differ between the two species and the scalar potentials (V1, V2) are
species dependent.
2.4.2 Low Dimensional Bose Gases
Dimensionality has a significant impact upon the properties and behaviour of ultra-cold Bose gases.
A striking example of this is that in three dimensions the homogeneous ideal Bose gas undergoes
a phase transition at non-zero temperature to the Bose-Einstein condensed state. However, in two
dimensions this phase transition is realised only at zero-temperature and the one dimensional system
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never condenses[167]. In addition, we have already mentioned how the homogeneous 1D gas is
well described by the integrable Lieb-Liniger model and that this integrability is broken in higher
dimensions, resulting in dramatically different nonequilibrium dynamics. Throughout this thesis we
study elongated condensates. In these systems it is often profitable to derive a 1D model which can
capture much of the relevant physics.
It is now experimentally possible to tightly confine ultra-cold gases in one or more dimensions,
such that the degrees of freedom corresponding to the tightly confined dimensions become ‘frozen out’
and the system is well described by a low-dimensional model. There is significant interest in systems
which may be described as quasi-1D or quasi-2D, in which the confinement is not sufficiently strong to
prevent the BEC phase transition from occurring, but in which the behaviour of the system remains well
approximated by a low-dimensional model. In this section we discuss how low-dimensional effective
classical field Hamiltonians can be constructed to describe these quasi-low-dimensional systems.
Throughout the following discussion we shall usex to denote the coordinates in the weakly confined
dimensions and label the coordinates of the tightly trapped dimensions individually (xi) where i 2T
and T is the set of indices corresponding to the tightly confined dimensions. We consider the
experimentally relevant case, where the condensate is tightly confined in one or two dimensions by an
anisotropic harmonic potential
V =
m2
2
⇣
w2x x2+w2y y2+w2z z2
◆
. (2.39)
The ground state of this potential is
F(x,y,x) =F(x)F(y)F(z) (2.40)
F(xi) =
 
mwi
p h¯
!1/4
e 
mwi
2h¯ x
2
i . (2.41)
If the available thermal energy is much smaller than the energy of the first excited state in the tightly
confined dimensions (kBT ⌧ h¯wi), we may assume that in these dimensions the wave function remains
confined to the ground state of the harmonic trap.
y0(x,y,z) = y0(x)’
i2T
F(xi), (2.42)
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where F(xi) is the ground state of the harmonic trap in the ith dimension. We can now eliminate the
tightly trapped dimensions from the classical field Hamiltonian (Eq. 2.31) by evaluating the integrals
over these dimensions,
Z
|F(xi)|2 dxi = 1, (2.43)Z
|F(xi)|4 dxi =
r
mwi
2p h¯
, (2.44)Z
V (xi)|F(xi)|2 dxi =
Z mw2i x2i
2
|F(xi)|2 dxi = h¯wi4 . (2.45)
The kinetic energy term can also be directly evaluated
Z h¯2
2m
     ∂∂xF(xi)
    2dxi = Z mw2i x2i2 |F(xi)|2dxi, (2.46)
=
h¯wi
4
.
The effective Hamiltonian for the weakly confined dimensions is
H =
Z  h¯2
2m
|—Y(x)|2+V (x)|Y(x)|2+ g
2
|Y(x)|4
!
dx+DE, (2.47)
The final term to the right of Eq. 2.47 is a constant energy offset and can therefore be absorbed into
the chemical potential. The effective Hamiltonian in reduced dimensions is therefore identical in form
to the three dimensional Hamiltonian, except for a scaling of the nonlinear interaction strength,
gd =U0’
i2T
r
mwi
2p h¯
, (2.48)
and a shift in the total energy,
DEd = Â
i2T
h¯wi
2
, µd = µ+DEd. (2.49)
The d-dimensional time-independent GPE is therefore,
ih¯
∂Y(x)
∂ t
=  h¯
2
2m
—2Y(x)+V (x)Y(x)+gd|Y(x)|2Y(x) µdY(x) = 0. (2.50)
37
2. Theoretical Framework
2.4.3 Dimensionless Units
When working with Bose-Einstein condensates (systems which are typically tens of microns in length)
the base SI units are inconvenient. We instead choose units which reflect the typical length and energy
scales of the systems under study. In addition, it is common practice amongst theorists to reduce the
equations with which we are working to their simplest possible form. This can be achieved by choosing
to work in units which allow for the physical constants appearing in the equations to be cancelled
out. There are two commonly unit choices when working with Bose-Einstein condensates ‘natural
units’ which are most convenient when examining homogeneous systems and ‘harmonic oscillator
units’ which are convenient when considering Bose gases subject to harmonic confining potentials. In
Part I of this thesis, which is exclusively concerned with homogeneous systems, we employ natural
units. However, in Part II of this thesis, which focusses on systems which are initially harmonically
confined, harmonic oscillator units are used.
Natural Units
For repulsive inter-particle interactions (gd > 0), and in the absence of a confining potential (V = 0),
the ground state of the system is uniform. The classical mean-field Hamiltonian which describes
these homogeneous systems consists of only two terms: the kinetic energy which favours shallow
gradients in the condensate wave function, and the self-interaction energy which favours maximally
dispersed density distributions. These competing influences determine the length-scales over which
the condensate can respond to perturbations. For example, if the condensate is confined in an infinite
square potential well, then at the potential wall the condensate density is necessarily zero. However, in
the bulk the ground state density must be uniform, as this minimises both the kinetic energy and the
self interaction energy. The length scale over which the ground state density returns to the uniform
value of the bulk is characterised by the healing length of the condensate.
x =
s
h¯2
mngd
, (2.51)
where m is the particle mass, n is the ground state density, and gd is the rescaled interaction strength
of the d-dimensional GPE. The healing length x and the chemical potential, µd = gdn provide a
natural choice of displacement and energy units, while a convenient choice of time units is made by
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requiring that the sound speed of the system c=
p
gdn/m= 1. We introduce the dimensionless length
x˜, dimensionless energy E˜, and the dimensionless time,
x˜=
x
x
, E˜ =
E
µd
=
E
gdn
, t˜ =
tc
x
=
µdt
h¯
. (2.52)
In these units the GPE is given by,
i
∂
∂ t˜
y(x˜) =
 
  1
2
∂ 2
∂ x˜2
+V˜ (x˜)+ |y(x˜)|2 1
!
y(x˜). (2.53)
where the condensate wave function y(x) in has been rescaled such that the ground state density
|y0(x)|2 = n= 1.
Harmonic Oscillator Units
In many cases we are interested in harmonically trapped systems
V (x) =
m
2
(w2x x2+w2y y2+w2z z2) , (2.54)
In this case the natural choice of units is given by harmonic oscillator length x0 and energy quanta h¯w0
associated with the confining potential in one of the dimensions.
x0 =
s
h¯
mw0
, e0 = h¯w0 , t0 =
1
w0
. (2.55)
The d-dimensional time-independent GPE written in terms of the harmonic oscillator units,
x˜=
x
x0
, E˜ =
E
e0
, t˜ =
t
t0
, (2.56)
is given by
i
∂y(x˜)
∂ t˜
= 1
2
—˜2y(x˜)+V˜ (x˜)y(x˜)+ g˜d|y(x˜)|2y(x˜) = µ˜dy(x˜), (2.57)
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where
V (x,y,z) =
1
2
 2 ·x2 ,  = !
w0
, (2.58)
and
g˜d =
N
h¯wxd0
gd (2.59)
where we again use bold type to indicate vectors over the d-dimensional space of weakly confined
dimensions and the condensate wave function has been normalised to unity. In these units the energy
offset, DE, which arises due to dimensional reduction (see Eq. 2.49 ), is given by
DE = Â
i2T
li
2
, (2.60)
where again i labels the set of indices for the tightly confined dimensions (T ) and where we have
defined li = wi/w , which are the dimensionless trapping frequencies in the ith dimensions. The
rescaled chemical potential is thus
µ˜d =
µd
h¯w0
=
µ
h¯w0
+ Â
i2T
li
2
. (2.61)
Throughout the remainder of this thesis, unless explicitly stated otherwise, all parameters shall be
given in dimensionless units. In order to ease the notation, we shall therefore drop the tilde from the
dimensionless parameters. We shall also drop the subscript from the rescaled interaction strength gd .
2.4.4 Thomas-Fermi Approximation
When considering large condensates, for which the interaction energy is typically much greater than
the kinetic energy, some useful analytic results can be obtained by neglecting the kinetic energy term
entirely. This is known as the Thomas-Fermi approximation. It is particularly useful in approximating
the ground state of harmonically confined BECs. The dimensionless time-independent Gross-Pitaevskii
equation under the Thomas-Fermi approximation is given by,
V (x)y(x)+g|y(x)|2y(x) µdy(x) = 0. (2.62)
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Solving for the density we find,
|y(x)|2 = µd V (x)
g
. (2.63)
The radius of the Thomas-Fermi solution in the ith dimension can be determined setting x j = 0 8 j 6= i,
µd  12l 2i x2i
g
    
xi=RTFi
= 0,
=) RTFi =
r
2µd
li
. (2.64)
2.5 The Bogoliubov Formalism
The Bogoliubov transformation is a useful tool for investigating the beyond mean-field properties of
quantum gases by considering linear fluctuations of the field operator. This approach was originally
developed by Nikolai Bogoliubov to describe homogeneous systems and was later generalised by
Pierre-Gilles de Gennes to allow for the study of non-uniform systems[155,168]. The theory is commonly
formulated in one of two ways: the symmetry breaking approach, and the particle number conserving
approach. The principal difference between these two formalisms is that in the symmetry breaking
approach the field operator is decomposed into a classical mean field and the fluctuations around
this ground state. As a result of this decomposition, the field operator has a non-zero expectation
value hYˆ(x)i 6= 0, and as such theU(1) gauge symmetry of the Hamiltonian is broken. In the more
precise number conserving formalism, the condensate is considered to be in a number eigenstate with
hYˆ(x)i = 0. In this section we outline the symmetry breaking Bogoliubov formalism which is the
primary theoretical tool employed throughout Part II of this thesis. In order to do so we shall borrow
the notation commonly used in the full number conserving theory, as this will allow us to make the
additional approximations of the symmetry breaking approach more apparent.
2.5.1 Outline of the Symmetry Breaking Bogoluibov-de Genes Theory
What follows is a description of symmetry breaking Bogoluibov-de Genes (BdG) theory as applied to
Bose-Einstein condensates. The principle behind the Bogoliubov formalism is to derive an approximate
Hamiltonian which can be diagonalised by making a linear transformation of the field operators. This
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is done by separating the field into a condensate and non-condensed part and then expanding the
Hamiltonian, keeping only linear terms in the non-condensed field. We begin by considering the
following decomposition of the field operator
Yˆ(x) = y0(x)aˆ0+dyˆ(x), (2.65)
where aˆ0 is the annihilation operator for the condensate mode y0(x). The field operator dyˆ(x)
corresponds to fluctuations orthogonal to the condensate. In order to simplify the notation we will
suppress the coordinate vector (x) throughout this discussion.
The dimensionless low-energy Hamiltonian is given by,
Hˆ =
Z ✓
Yˆ†hˆspYˆ+
Cnl
2
Yˆ†Yˆ†YˆYˆ
◆
dx, (2.66)
where
hˆsp = 12r
2+V (x), (2.67)
and V (x) is a scalar external potential. We note that in Eq. 2.66 the field operators have not been
renormalised to unity, the interspecies interaction strength is therefore written asCnl = g/N. Inserting
Eq.2.65 into the first term of Eq.2.66 we find,
Z
Yˆ†hˆspYˆ dx=
Z ✓
y⇤0 hˆspy0aˆ
†
0aˆ0+dyˆ
†hˆspy0aˆ0+y⇤0 hˆspdyˆ aˆ
†
0+dyˆ
†hˆspdyˆ
◆
dx. (2.68)
Expanding the second term of Eq.2.66, keeping terms upto 2nd order in dyˆ gives,
Z Cnl
2
Yˆ†Yˆ†YˆYˆ dr =Cnl
2
Z ✓
|y0|4aˆ†0aˆ†0aˆ0aˆ0+2(y⇤0y⇤0y0aˆ†0aˆ†0aˆ0dyˆ + h.c) (2.69)
+(y⇤0y⇤0 aˆ
†
0aˆ
†
0dyˆd yˆ + h.c)+4(y
⇤
0y0aˆ
†
0dyˆ
†dyˆ aˆ0)
◆
dx.
In order to simplify these expressions we make use of the following identities
Nˆ =
Z
Yˆ†Yˆ dr = aˆ†0aˆ0+
Z
dyˆ†dyˆ dr = nˆ0+d Nˆ (2.70)
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We consider first the terms from Eqs. 2.68 & 2.69 which are linear in dyˆ .
Z ✓
(y⇤0 hˆspdyˆ aˆ
†
0 + h.c)+Cnl(y
⇤
0y⇤0y0aˆ
†
0aˆ
†
0aˆ0dyˆ + h.c)
◆
dx
=
Z ✓
(y⇤0 hˆspdyˆ aˆ
†
0+Cnly
⇤
0y⇤0y0aˆ
†
0(Nˆ d Nˆ)dyˆ) + h.c
◆
dx
= aˆ†0
Z ✓
y⇤0LˆGPdyˆ + h.c)
◆
dx
= µ aˆ†0
Z
y⇤0dyˆ dx= 0, (2.71)
where LˆGP is the Gross-Pitaevskii operator,
LˆGP = —
2
2
+V (x)+CnlN|y0|2. (2.72)
We have neglected the contribution form d Nˆ in the second line of Eq.2.71 as this would lead to terms
cubic in dyˆ which we do not include at this level of approximation. In the fourth line of Eq.2.71 we
have made use of the fact that y0 is satisfies the Gross-Pitaevskii equation, so that y⇤0 hˆgp = µy⇤0 . The
resulting term is equal to zero because the field operator for the quantum fluctuations is defined as
being orthogonal to the condensate mode. Grouping all remaining terms from Eqs. 2.68 & 2.69 we
have
Hˆ =
Z ✓
y⇤0 hˆspy0aˆ
†
0aˆ0+dyˆ
†hˆspdyˆ
+
Cnl
2
⇣
|y0|4aˆ†0aˆ†0aˆ0aˆ0+(y⇤0y⇤0 aˆ†0aˆ†0dyˆd yˆ + h.c)+4(y⇤0y0aˆ†0dyˆ†dyˆ aˆ0)
⌘◆
dx. (2.73)
Although we are not considering the full number conserving theory here, following Castin and Dum
we introduce the number conserving fluctuation operator[169,170]. This serves the dual purpose of
simplifying the notation, and helping to make clear the additional approximations of the symmetry
breaking Bogoliubov approach, ascompared with the number conserving approach.
Lˆ⌘ 1p
Nˆ
aˆ0†dyˆ ⇡ dyˆ. (2.74)
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Expressing Eq.2.73 in terms of Lˆ we have,
Hˆ =
Z ✓
nˆ0y⇤0 hˆspy0+
Cnl
2
nˆ20|y0|4+ Lˆ†hˆspLˆ+ Nˆy⇤0 2LˆLˆ+ Nˆy20 Lˆ†Lˆ†+4Nˆ|y0|2Lˆ†Lˆ
◆
dx. (2.75)
We make the further approximation nˆ0 ⇡ Nˆ ⇡ N.
Hˆ =
Z ✓
Ny⇤0 hˆspy0+
Cnl
2
N2|y0|4+ Lˆ†hˆspLˆ+Ny⇤0 2LˆLˆ+Ny20 Lˆ†Lˆ†+4N|y0|2Lˆ†Lˆ
◆
dx. (2.76)
We now consider the time dependence of the fluctuation field operators. In the Heisenberg picture the
time dependence of operators is given by
i
∂ Oˆ
∂ t
= [Oˆ, Hˆ]. (2.77)
We find,
i
∂
∂ t
0B@ Lˆ
Lˆ†
1CA= Lˆ
0B@ Lˆ
Lˆ†
1CA . (2.78)
where
Lˆ =
0BB@ 
—ˆ2
2 +Vˆ +gQˆ|y0|2Qˆ gQˆy20 Qˆ⇤
 gQˆ⇤y⇤0 2Qˆ  
h
  —ˆ22 +Vˆ +gQˆ|y0|2Qˆ
 ⇤
1CCA (2.79)
The projection operator Qˆ arises from the commutation relation of the fluctuation field operators,
[Lˆ, Lˆ†] = I  |y0ihy0|= Qˆ, (2.80)
which ensures orthogonality between the condensate mode and the fluctuation field. We diagonalise
Lˆ as follows
Lˆ
0B@uk
vk
1CA= ek
0B@uk
vk
1CA . (2.81)
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Here we will briefly summarise the spectral properties ofL . For the interested reader, a more complete
discussion is given in reference[170]. We find that the eigenvectors of Lˆ can grouped into the following
three families
+ve family: huk|uki hvk|vki= 1
-ve family: huk|uki hvk|vki= 1
0 family: huk|uki hvk|vki= 0.
The zero family contains only two members, which are an orthogonal linear combination of
⇣
y0
0
⌘
and⇣
0
y0
⌘
. Both the possitive (‘+ve’) and negative (‘-ve’) families form a complete basis over the space
orthogonal to the y0. For stationary solutions of the GPE the +ve family have energies +|ek| and
the -ve family have energies of  |ek|. We choose the +ve family and decompose the fluctuation field
operator in this basis. This is known as the Bogoliubov transformation.0B@ Lˆ
Lˆ†
1CA= Â
k2+ve
bˆk
0B@uk
vk
1CA+ bˆ†k
0B@v⇤k
u⇤k
1CA (2.82)
The field operators bˆ† and bˆ are bosonic quasi-particle creation and annihilation operators.
2.5.2 Approximations and limitations of the theory
The formalism we have outlined here uses the language of the Castin-DumU(1) number conserving
approach. However, in this description we have made the following simplifications.
⌅ We neglect the reduction in the mean field potential due to the depletion of the condensate mode.
Formally N0 = N dN whereas we have assumed N0 = N. We expect this approximation to be
reasonable when the depletion of the condensate is small.
⌅ We neglect the mean field potential due to the non-condensed atoms, again we expect this
approximation to be reasonable when the depletion of the condensate is small.
⌅ We have assumed that haˆ†0aˆ†0aˆ0aˆ0i ⇡ hnˆ0i2 which consequently assumes zero variance in the
number of condensed atoms; since var(n0) = hnˆ0nˆ0i  hnˆ0i2. However, since we have placed
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no such restriction on the variance of the non-condensed atoms and since, in a system with a
fixed number of particles we must have var(nˆ0) = var(d Nˆ), we have implicitly broken number-
conservation in this assumption. In the limit of large non-condensed fraction this approximation
is acceptable since the normalised variance of the occupation of the condensate mode is very
small.
Due to these approximations, which are not made in the more complete Castin-Dum theory, this
formulation of the Bogoliubov approach is known as theU(1) symmetry breaking approach[171] [168].
We make these additional approximations because, for the system we are interested in simulating,
we expect the contribution of these effects to be small, and because doing so allows us to perform
calculations which would be computationally difficult using the full number conserving theory.
2.5.3 Temporal Evolution of the Bogoliubov Modes
In order to calculate the linearised quantum dynamics we must take a closer look at Eq. 2.78 which
gives equation of motion for the fluctuation field operators (L and L†). The decomposition of the field
operators in terms of the Bogoliubov quasi-particle modes is given in Eq. 2.82. We choose the time
dependence to be contained entirely within the quasi-particle mode functions,
Lˆ(x, t) = Â
k2+ve
bˆku(x, t)+ bˆ
†
kv
⇤(x, t), (2.83)
Lˆ†(x, t) = Â
k2+ve
bˆ†ku
⇤(x, t)+ bˆkv(x, t). (2.84)
As in the static case, when calculating the dynamics under the Bogoliubov approximation we assume
that the population of the condensate mode is much greater than that of the non condensed modes
and consequently, we neglect the mean-field potential due to the non-condensed particles. The time
evolution of the condensate mode is therefore given by the Gross-Pitaevskii Equation (Eq. 2.33).
Similarly, when calculating the dynamics of the non-condensed field, we neglect interactions between
quasi-particle modes. The time independence of the quasi-particle modes therefore is determined by
substituting Eqs. 2.83 and 2.84 into Eq. 2.78.
i
∂
∂ t
0B@u(x, t)
v(x, t)
1CA= Lˆ (r, t)
0B@u(x, t)
v(x, t)
1CA . (2.85)
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The quasi-particles remain coupled to the ground state through the operator Lˆ (x, t) which now has a
time dependence due to the dynamics of the condensate mode. An excellent discussion of this method,
including the generalisation to the number conserving theory can be found in the references[169,170,172].
This method allows the dynamical response of the system to a perturbation or change in the
Hamiltonian to be investigated. In Part II of this thesis it is employed in order to examine the
fluctuations of a BEC following a sudden removal of the confining potential.
2.6 Phase Space Representations of Quantum Mechanics
We shall now consider another approach to calculating the static properties of quantum systems and
introduce an approximate method for determining the dynamical behaviour of these systems.
The exponential growth in computational power that has been observed over the last fifty years has
had inestimable impact upon the the discipline of theoretical physics. This exponential growth, known
as Moore’s law, may now be slowing, as the decreasing size of transistors approaches the quantum
regime. In response to this problem several devices have been proposed which use quantum effects
to perform classical computation on mesoscopic length scales[173]. However, it is clear that classical
computation is approaching a fundamental limit. Despite this huge increase in computational power,
simulating quantum dynamics through exact diagonalisation of the Hamiltonian remains limited to
systems containing very few particles[174–176]. The application of this method to systems containing
macroscopic numbers of particles remains completely intractable.
The problem of simulating quantum physics using classical computers was evident, even when
computers where in their infancy. The difficulty arises due to the fact that the size of the Hilbert space
for a many-body quantum system grows exponentially with the particle number. Quantum simulators
have been suggested as a means of circumventing this problem. As Richard Feynman put it[10],
‘Nature isn’t classical, dammit, and if you want to make a simulation of nature, you’d better make
it quantum mechanical, and by golly it’s a wonderful problem, because it doesn’t look so easy.’
Indeed this problem is far from easy and despite considerable effort, the ability to create and examine
arbitrary quantum Hamiltonians currently eludes physicists. Fortunately, exact diagonalisation of
the Hamiltonian is not the only theoretical tool available for the investigation of quantum systems.
We have already discussed the Bogoliubov approach which allows linear fluctuations of the quantum
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field around the mean-field solution to be investigated. In addition to this method, the density matrix
renormalisation group (DMRG) method allows the low energy physics of 1D quantum mechanical
systems to be investigated with astonishing accuracy[177,178]. The DMRG method is ideally suited
to the investigation of low-dimensional, strongly correlated model Hamiltonians, for which it was
initially developed.
Another extremely powerful tool, which has found widespread application in the study of ultra-cold
gases and nonlinear optics, is the phase space representation of quantum systems[179,180]. It is well
known that the Heisenberg uncertainty principle states that the position and momentum of a particle
cannot be simultaneously determined with arbitrary precision. This makes constructing a phase space
description of quantum mechanics somewhat problematic. Nevertheless, it is possible to define phase
space distribution functions which have many of the properties of conventional phase space probability
distribution functions. The first such quasi-probability distribution function was developed in 1932
by Eugene Wigner and has become known as the Wigner function. It remains the most widely used
phase space representation of many particle quantum systems and is particularly relevant to Part I of
this thesis where it is employed in combination with the Bogoliubov method. In the final section of
this chapter we shall take a closer look at the Wigner distribution and introduce the truncated Wigner
approximation which allows the dynamics of many-particle quantum systems to be investigated.
2.6.1 The Wigner Representation
In classical statistical mechanics, for any function f (x,p) of the position (x) and momentum (p) phase
space coordinates, the average value of f (x,p) can be obtained from the phase space distribution
P(x,p) according to the rule,
f (x,p) =
ZZ
f (x,p)P(x,p) dx dp (2.86)
The vector notation is used here to emphasise that there are Nd elements to the phase space variables
x,p where N is the number of particles and d is the dimensionality of the system. Similarly, the
integrations are carried out over the entire 2Nd dimensional phase space. Since this shall be the case
throughout this discussion, to ease the notation, the limits of the integrals shall be omitted. The phase
space distribution function P(x,p) can be though of as a probability function. It is properly normalised
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such that,
ZZ
P(x,p) dx dp= 1, (2.87)
and the integration of P(x,p) over any subregion of the phase space always gives a positive result,
which can be interpreted as the probability of the system being in that region of the phase space.
Another key feature of classical probability distribution functions is that the integration over one of the
phase space variables gives the probability distribution over the other.
P(x) =
Z
P(x,p) dp, (2.88)
P(p) =
Z
P(x,p) dx. (2.89)
These are some of the key features which we would like to see reproduced in a phase space represen-
tation of quantum systems. Although, as we shall discuss, the Wigner representation is not entirely
successful in this regard, it does possess many desirable properties and has proved to be a powerful
tool for the analysis of many-particle quantum systems.
TheWigner representation is built around theWeyl transform, which provides a one-to-one mapping
between quantum mechanical operators and classical functions of the phase space space coordinates,
which are known as Weyl symbols. For a d-dimensional N-particle system the Weyl symbol OW (x,p)
corresponding to the quantum mechanical operator Oˆ(xˆ, pˆ) is given by
OW (x,p) =
1
(2p)Nd
Z *
x  ⇠
2
     Oˆ(xˆ, pˆ)      x+ ⇠2
+
eip⇠/h¯ d⇠. (2.90)
The Weyl symbol for the density operator is of principal interest, and commonly referred to as the
Wigner function†,
W (x,p) =
1
(2p)Nd
Z *
x  ⇠
2
     rˆ(xˆ, pˆ)      x+ ⇠2
+
eip⇠/h¯ d⇠. (2.91)
In many respects the Wigner function behaves like a classical probability function. For any physical
† It is worth making a note on the common nomenclature here. While Eq. 2.91 is called usually called the the Weyl
transform (or somethimes the Wigner-Weyl transform), in the special case that the operator is the density matrix (Eq. 2.91)
this is more commonly referred to as the Wigner transform.
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density matrix it is correctly normalised such that the integration over the entire configuration space
is equal to one. Furthermore, the marginals of the Wigner function give the correct probability
distributions for the position and momentum
P(x) =
Z
W (x,p) dp, (2.92)
P(p) =
Z
W (x,p) dx. (2.93)
Unfortunately, although it is always real, the Wigner function is not positive definite. This means
that integration over a sub-region of the phase space may produce a negative result. It has been
suggested that such negativity in the Wigner function can be interpreted as a signature of quantum
entanglement[181]. Since negative portabilities have no physical interpretation, the Wigner function
cannot truly be called a probability distribution but is instead termed a quasi-probability distribution.
So far we have introduced the Wigner function in the first quantised coordinate representation.
However, we have already discussed the problems associated with describing macroscopic systems in
this notation. A more convenient description is achieved by expanding the field operator in basis of
coherent states |aii. The coherent state basis might seem like a peculiar choice since it is over-complete
and hence the coherent states are non-orthogonal. Despite these unusual properties, the coherent state
representation is convenient, because coherent states are the eigenstates of the annihilation operator.
This leads to strong analogy between the action of the position and momentum operators on the first
quantised position basis, and the action of the creation and annihilation operators on the coherent state
basis.
xˆ|xi= x|xi, pˆ|xi= ih¯ ∂
∂x
x|xi, (2.94)
aˆ|ai= a|ai, aˆ†|ai= i ∂
∂a
a|ai. (2.95)
In the coherent state representation, the Weyl transformation can be written as[179]
OW (↵,↵⇤) =
1
(2p)M
Z Z
e
1
2 ( 
⇤↵  ↵⇤)
*
↵   
2
     Oˆ(aˆ1 . . . aˆM, aˆ†1 . . . aˆ†M)      ↵+  2
+
d  d ⇤. (2.96)
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This leads to the following expression for the Wigner function[182,183]
W (↵,↵⇤) =
1
p2M
Z Z
d d ⇤
 
M
’
m=1
el
⇤
maˆm lmaˆ†m
!
cW (↵,↵⇤), (2.97)
where M is the number of coherent states needed to fully represent the field operator and we have
introduced the characteristic function
cW (↵,↵⇤) = Tr
(
rˆ
M
’
m=1
elma
†
m l ⇤mam
)
. (2.98)
Again, vector notation is used to emphasise that the integration in Eqs. 2.96 and 2.97 isM-dimensional
and that ↵ represents theM coherent state amplitudes in the decomposition of the field operator.
We have mentioned that in may ways the Wigner function acts like a probability distribution
function. Accordingly, if we want to calculate the expectation value of a quantum operator Oˆ, this can
be achieved in the Wigner representation in a manner analogous to Eq. 2.86,
hOˆi=
Z
d↵ OW (↵,↵⇤)W (↵,↵⇤). (2.99)
A consequence of the way the Weyl transform (Eq. 2.96) is defined is that the Weyl quantised form of
symmetrically ordered operators are obtained by direct substitution ai! ai, a†i ! a⇤i . As a result, the
calculation of symmetrically ordered operator averages is straight forward in the Wigner representation.
2.6.2 Truncated Wigner Approximation
In addition to describing the static properties of many-particle quantum systems, the dynamics of these
systems can also be investigated in the Wigner representation. In general, the dynamics of an isolated
quantum system are governed by the von Neumann equation,
ih¯
∂ rˆ
∂ t
= [Hˆ, rˆ]. (2.100)
However, simulating the evolution of the density matrix rapidly becomes computationally difficult
as the size of the Hilbert space grows exponentially with the number of particles. For macroscopic
many-particle systems solving the von-Neumann equation is not possible.
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In the previous section, we introduced the Weyl transform which provides a mapping between
the density matrix r and the Wigner function W (↵,↵⇤), which is a phase space quasi-probability
distribution. Similarly, applying the Weyl transformation to the von Neumann equation leads to a
classical Liouville equation, which governs the evolution of the Wigner function; the precise form of
this equation depends upon the Hamiltonian under consideration. If the Liouville equation which is
obtained can be put into Fokker-Planck form,
∂
∂ t
W (↵,↵⇤) =  ∂
∂x
µ(↵,↵⇤)W (↵,↵⇤)+ ∂
∂x
D(↵,↵⇤)W (↵,↵⇤), (2.101)
then the dynamics of the system can be studied by sampling this equation with stochastic phase space
trajectories[184]. In Eq. 2.101, µ and D are known as the drift and diffusion coefficients and are
functions of the coherent state amplitudes ({ai},{a⇤i }), which take the role of phase space coordinates
in the coherent state representation.
In cases where the Liouville equation which arises from applying the Weyl transform to the von-
Neuman equation cannot be put into Fokker-Planck form, the truncated Wigner approximation (TWA)
can be applied. Under the TWA the problematic terms, which contain third or higher order derivatives,
are assumed to be small and can therefore neglected. The assumption is valid for systems where the
number of particles greatly exceeds the number of modesM [182,183]. Once the Liouville equation has
been brought into Fokker-Planck form, it can be sampled stochastically by selecting initial points in
the phase space and calculating the phase space trajectories corresponding to these points, which are
governed by the GPE introduced in Sec. 2.4. Throughout Part II of this thesis the TWA provides a
complementary method of investigating the quantum dynamics of BECs.
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We have a closed circle of consistency here: the laws of physics produce complex systems,
and these complex systems lead to consciousness, which then produces mathematics, which
can then encode in a succinct and inspiring way the very underlying laws of physics that
gave rise to it.
— ROGER PENROSE
PART I
SOLITONS AND SOLITARYWAVES IN
ELONGATED BOSE-EINSTEIN
CONDENSATES

CHAPTER 3
BACKGROUND I: SOLITONS AND SOLITARY WAVES
The history of soliton and solitary-wave research dates back to 1834 when John Scott Russell observed
what he referred to as a ‘great wave of translation’ in the Union Canal in Scotland. In his ‘Report on
Waves’ to the British Association he writes[185]:
“I was observing the motion of a boat which was rapidly drawn along a narrow channel
by a pair of horses, when the boat suddenly stopped  not so the mass of water in the
channel which it had put in motion; it accumulated round the prow of the vessel in a state
of violent agitation, then suddenly leaving it behind, rolled forward with great velocity,
assuming the form of a large solitary elevation, a rounded, smooth and well-defined heap
of water, which continued its course along the channel apparently without change of form
or diminution of speed.”
This discovery gave rise to the study of solitons and solitary-waves which are now ubiquitous in
physics. Far from being a intellectual curiosity, the production of solitary waves in optical fibres has
profound consequences for next-generation optical communications[186]. In addition, the study of
solitary waves has found applications in such diverse fields as biology, electronics, polymer physics,
oceanography and medicine to name but a few[187–190].
3.1 Outline
In this thesis we are interested in determining how integrability breaking manifests in a Bose-Einstein
Condensate (BEC) containing two distinguishable atomic components. Our initial approach is to
consider the classical limit of the two component system with no trapping potential, which is described
by a coupled pair of nonlinear differential equations. This system has an integrable point, known
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as the Manakov model[1], and is known to posses dark bright soliton solutions[191]. We break the
integrability of the system in a controlled manner by tuning the atomic interaction strengths away from
the integrable point. As a result, we are no longer able to find true soliton solutions. Instead we employ
variational and numeric approaches, in order to find solitary wave solutions and aim to determine to
what extent these solutions behave like solitons.
Part I of thesis is structured as follows. In the remainder of this chapter we shall define key
terms such as ‘solitons’, ‘solitary waves’ and ‘integrability’. We then provide a brief literature review,
in which we discuss some of the work which has both enabled and motivated this research project.
In Chapter 4, we present the model we will work with and discuss some of the technical aspects
associated with finding solitary wave solutions of this model. We shall also introduce the metrics with
which we quantify the soliton-like nature of our solitary wave solutions. We shall begin our analysis by
considering black-bright (stationary) solutions, and then proceed to investigate the behaviour of moving
(dark-bright) solitary waves. The results of these investigations will be presented in Chapter 5.
3.2 Nomenclature
It is necessary at the beginning of this discussion to make a clear distinction between what we mean by
the terms ‘soliton’ and ‘solitary wave’. A solitary-wave is a localised wave-packet in which non-linear
effects counteract dispersion, resulting in a wave which propagates while maintaining its form. On the
other hand, a soliton is a mathematical description of a special type of solitary wave which not only
exactly maintains its shape as it propagates, but also survives collisions with other solitons. This final
property of solitons, which is suggestive of particle-like behaviour, is directly related to the integrability
of those systems in which solitons are found[192].
As we have mentioned earlier, true mathematical solitons exist only in exactly integrable sys-
tems[193], which are not found in nature. However, solitary waves which propagate in systems which
are well approximated by an integrable model are unanimously referred to as solitons[194–198]. This
usage is particularly common in an experimental context. One example of a physical system which
displays soliton-like behaviour is the propagation of light within a fibre-optic wave guide. Solitary
waves in this system have been shown to survive collisions, and to propagate over large distances[199].
We emphasise, however, that these ‘solitons’ are distinguishable from their mathematical counterparts
since over sufficiently long distances they do show significant dispersion and attenuation[200]. The
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term ‘approximate “exact" solitons’ has been used to describe these pulses[197], however, we shall use
the term ‘solitary waves’.
In recent years , quantum gas experimentalists have developed the ability to create highly elongated
BECs, and to produce solitary wave excitations within these[201]. Since from a theoretical standpoint
the behaviour of Bose Einstein condensates is directly analogous to photonic optics in a c3 non-linear
medium, it perhaps natural that these excitations are frequently referred to as ‘solitons’ by analogy
to their photonic counterparts. However, optical ‘solitons’ owe their soliton-like behaviour to the
fact that the underlying physical systems in which they are found are well described by an integrable
semi-classical model[202,203]. Due to the experimental difficulties involved with producing highly
elongated condensates with a uniform linear density, the observed atomic ‘solitons’ are one step further
removed from this idealised model. Typically these experiments involve BECs which are harmonically
confined in a trap with a large anisotropy, tightly confining the condensate in two dimensions, whilst
the third dimension is only weakly confined. It is believed that this weak harmonic confinement
breaks integrability[204] and thus, whereas optical ‘solitons’ are de-facto solitary waves (their solitonic
nature is primarily infringed upon by experimental limitations) the atomic ‘solitons’ which have been
demonstrated are ‘de-jure’ solitary waves, because their underlying semi-classical model is believed
to be non-integrable. Therefore when it comes to physical ‘solitons’, there is an open question as to
where we should draw the line between soliton and solitary-wave.
To further complicate the issue, some theorists do not distinguish between solutions to integrable
nonlinear and to non-integrable systems, but instead refer to both as ‘solitons’[205]. The issue is yet
further compounded by the existence of so-called breathing solitons, which display a periodic variation
in their spatial profiles. Such solutions may be found in both integrable and non-integrable systems and
appear as perturbations of stationary solutions[206]. In this thesis, we accept the universal terminology
which labels solitary waves in optical fibres as solitons, however, when discussing atomic systems we
will refer to these excitations as ‘solitons’ to highlight the fact that these systems are typically both
noisy and fundamentally non-integrable. When discussing numeric or analytic solutions to nonlinear
equations, we shall use the term soliton only for integrable models. We acknowledge that this usage is
not universal, but consider it to be the most appropriate semantic choice in the context of this research.
We must also clarify what we mean by the term ‘integrability’. As a result of the widespread
adoption of the Painlevé property in characterising systems of PDEs the notion of ‘Painlevé inte-
grability’ has arisen[207,208]. However, a general proof of the Painlevé conjecture has not yet been
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demonstrated[36]. Additionally, the proposed Painlevé property for partial differential equations[40,41]
has been shown to provide neither a necessary, nor sufficient condition for the integrability of these
equations[46,47]. Despite this flaw, it has been widely adopted as an indicator of the likely integrability
of PDEs[44,207,209,210]. As a result, PDEs which are said to be ‘Painlevé integrable’ may not posses
sufficient conserved first integrals of the motion to be Liouville integrable. In this thesis the term
integrability shall always be used to refer to Liouville integrability, as introduced in Sec. 1.1.2.
3.3 Motivation
Following the first experimental observation of solitons in nonlinear dispersive optical fibres[197], these
excitations have been the subject of extensive theoretical and experimental investigation[211]. There is
a close analogy between the propagation of light pulses in nonlinear media and weakly interacting
ultra-cold Bose gases; the classical limit of both systems is described by nonlinear Schrödinger
equation (NLSE). However, optical solitary waves travel at the speed of light, whereas in Bose-Einstein
condensates solitary waves travel at or below the sound speed of the fluid. The experimental realisation
of Bose-Einstein condensation therefore offers exciting possibilities for the study of solitons in atomic
systems, where the propagation of these excitations can be observed. Over the last decade, the
experimental realisation of two component BECs within highly elongated traps has caused renewed
interest in dark-bright solitary wave excitations of these systems, especially since dark-bright solitary
wave excitations have been experimentally realised in elongated BECs.
The first such experiment was achieved using a condensate of 87Rb, which was initially prepared
in the |F,mFi = |1, 1i hyperfine state in an elongated harmonic trap with trapping frequencies
(wx : wy : wz) = (836 : 534 : 37)Hz[196]. A two step process was then used to create a dark bright
‘soliton’ in the centre of the condensate. First, one half of the condensate was exposed to a far-detuned
laser beam; this process, which is referred to a phase imprinting, results in a p phase shift of the
region subject to exposure. Next, a coherent two-photon Raman process was used to affect a local
population transfer, from the |1, 1i state to the |2, 1i state, in the centre of the trapped BEC. As a
result, a dark-bright ‘soliton’ was produced, which was observed to oscillate in the harmonic trap. It is
remarkable that, as a result of the phase imprinting and state transfer processes (which are informed by
a classical field description of the system and offer only a very crude approximation to the phase and
density structure of true solitons), the system relaxes into a state possessing a solitary wave. In addition,
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the experimenters exercised no control over the inter-species or intra-species scattering lengths, which,
as we shall discuss, are relevant to the stability of solitary waves. This leads us to believe that, in
elongated Bose-Einstein condensates, solitary waves are robust excitations.
In another experiment, dark-bright ‘solitons’ were produced by inducing counterflow between the
two components of a binary BEC[195]. The two distinguishable atomic species used in this experiment
were the |F,mFi = |1,1i and |2,2i hyperfine states of 87Rb. The s-wave scattering length for these
states are remarkably similar (a11 : a2 : a12) = (100.40 : 98.98 : 98.98)a0, where a0 is the Bohr radius.
As a result, the classical limit of the system in closely related to the integrable Mankov model, which
is known to posses dark bright soliton solutions; this model shall be discussed in more detail in the
following sections. The system was initially prepared in an elongated trap, in which the density of
the two components overlapped. Counterflow between the two components was then induced by
applying a small magnetic shift across the weakly confined dimension. Since this produces opposing
Zeeman shifts of the two components, it is equivalent to a differential shift of the harmonic potentials
experienced by the two components. As a result, the two components are accelerated in opposite
directions. This counterflow was found to result in the production of dark-bright ‘soliton trains’.
FIGURE 3.1: Dark Bright Soliton Trains Generated by Conterflow in a Two-Component Bose-Einstein
Condensate
Experimental images of dark-bright ‘soliton’ formation. 70% of all atoms are in the |1,1i state (lower cloud)
and 30% in the |2;2i state (upper cloud). Figure reproduced with permission from Ref. [195].
Given the difficulty in determining whether a given experimental set-up is closely represented
by an integrable model, and since these excitations are usually associated with near-integrability, the
apparent ease with which solitary wave excitations can be produced in Bose-Einstein condensates is of
great interest. An open question at this point is whether or not one can infer, through observation of
soliton dynamics, the closeness to integrability and therefore the likely thermalisation characteristics
of experimental systems.
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3.4 Solitons and Solitary Waves of the NLSE and its Variants
Solitary wave research is currently approaching its bicentennial anniversary. The task of delineating the
progress that has been made since John Scott Russell’s seminal observation is a mammoth undertaking
which lies well beyond the scope of this thesis. In this section we shall focus on some of the literature
which has greatest bearing on the work here presented; to elucidate through example some of the key
methods employed in the study of solitons; and to provide context to the work which shall be presented
throughout the following chapters. We shall confine this discussion to research concerning the c3
nonlinear Schrödinger equation (NLSE) and systems of coupled NLSE equations, focusing particularly
on the application of these models to the study of solitary waves in BECs. In addition, although soliton
solutions can be found in two and three dimensions, these solutions are dynamically unstable[212,213].
For this reason we shall focus on the study of one dimensional systems.
3.4.1 The NLSE: Solution via Inverse Scattering Transform Method
The classical NLSE with cubic nonlinearity (often referred to as the c3 NLSE) has been extensively
studied in the context of nonlinear optics[205,214,215]. This model is widely used to describe the Kerr
effect, whereby the refractive index of a propagation medium is influenced by the intensity of the
light pulse which propagates through it. The c3 NLSE also describes the classical limit of a uniform
Bose-Einstein condensate.
In general, establishing the integrability of a partial differential equation (PDE) is non-trivial as
a PDE, or system of PDEs, can be said to be integrable if, and only if, it has been demonstrated to
be exactly solvable. For the classical NLSE this was achieved in 1972, when Zakharov and Shabat
showed that this model could be solved via the inverse scattering transform (IST)[216]†. An archetypal
feature of systems which are solvable via the inverse scattering transform is that they possess soliton
solutions; the c3 NLSE is no exception to this rule.
The term ‘soliton’ was coined by Zabruski and Kruskal who investigated the dynamics of soliton
solutions to the Korteweg-deVries equation, which is also solvable via the IST[217]. The particle-like
name was chosen in order to emphasise the corpuscular behaviour of soliton solutions. In the case of
attractive interparticle interactions, the c3 NLSE possesses bright soliton solutions characterised by a
† The quantum version of this equation has also proved to be integrable, admitting solution via the Bethe ansatz [34].
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localised intensity pulse. Conversely, in the case of dispersive interactions the c3 NLSE possesses
dark soliton solutions, which correspond to a localised density suppression.
3.4.2 The Manakov Model
We shall work with an extension to the c3 NLSE, in which we consider systems of coupled nonlinear
Schrödinger equations (CNLSE). These equations, which were introduced in Sec. 2.4.1, allow us to
describe systems containing two or more distinguishable particle species, which experience both a
nonlinear self-interaction and an interspecies interaction. In the context of optics, these distinguishable
species usually correspond to orthogonal polarisation states, whereas in the context of BECs, they
might either correspond to different atomic species, or to different hyperfine spin states. Setting aside
multiple component models, we shall confine our discussion to the study of binary mixtures, which
contain much rich and interesting physics beyond that which is found in the single component model.
In the case of equal inter- and intra-species interactions this binary system of CNLSE, is known as the
Manakov model and is named for Sergei Manakov who showed that it too admitted solution via the
IST[218].
3.4.3 Solitary Waves in Non-Integrable Systems
The Manakov model provides a description of uniform binary BECs. However, in practice BECs are
typically produced in harmonic traps. The addition of a harmonic potential to the NLSE has been
shown to result in chaotic dynamics[219,220] and is widely believed to break integrability[204]†. It is the
aim of Part I of this thesis is to investigate the effect of integrability breaking upon the dynamics of
vector solitary waves. We therefore work with the homogeneous system, as this possesses a known
integrable point against which we can compare the behaviour in the non-integrable regimes. Although
harmonic traps remain the most common forms of confinement for BECs, the production of uniform
box traps has recently been demonstrated[230]. The homogeneous system we consider is therefore of
experimental relevance.
To conduct our investigation we require a method for finding solitary wave solutions of the two
† In a further extension of the NLSE, the non-autonomous nonlinear Schrödinger equation (in which the trapping
potential and/or the interaction strength possess time dependence), it has been shown that under certain circumstances
integrability can be restored[221–228]. Furthermore, it has more recently been shown that all such models can be reduced to
the NLSE via simple gauge, scaling, and coordinate transformations[229].
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component CNLSE in the non-integrable case of unequal interactions. We can say with confidence
that this model is non-integrable, as it has been shown that this system possesses the Painleve property
only in the case of equal interactions[231]. Thankfully, we are not the first to attempt finding solitary
wave solutions to non-integrable variants of the NLSE. In fact, a great deal of research has been
conducted with the aim of finding closed form solitary wave solutions to such equations. The result
of this industry is a great number of closed form solutions for different variants of the NLSE, and
for various specific choices of the parameters[191,214,232]. In addition to this analytical work, many
researchers have employed variational and numerical methods in order to find soliton-like solutions to
non-integrable NLSE equations[233–237]. We will now briefly review some of the literature which is of
particular relevance to our research.
Vector Solitary Wave Solutions of the Homogeneous CNLSE
Early studies of CNLSE were aimed at describing the propagation of solitons of orthogonal polarisation
in birefringent fibres. In these studies, various families of ‘vector soliton solutions’ were been identified,
these are referred to as dark-dark, bright-bright, and dark-bright soliton solutions[236,238]. Bright-
bright solitons are found for systems in which the inter-particle interactions are positive, while in the
dispersive regime dark-dark and dark-bright soliton solutions can be found. The dark-bright vector
soliton is particularly interesting as it is truly symbiotic in nature. Ordinarily, the repulsive nature of
the self interaction accelerates the dispersion of density peaks. However, in the two component model,
the presence of a dark soliton in one component creates, through the nonlinear interaction, a localised
potential well which stabilises a bright soliton in the complementary species.
The behaviour of dark-dark soliton solutions was investigated by Öhberg and Santos[239]. In this
work the authors analysed the interactions between pairs of dark-dark soliton solutions of the Manakov
model. They identified that pairs of dark-dark solitons with slightly different relative velocities could
form a bound ‘soliton molecule’. More recently, Kevrekidis et al. identified two additional types of
vector soliton solutions of the CNLSE; dark-antidark and bright-antidark solitons. Antidark solitons,
which are characterised by a local density ‘hump’ on a uniform background density, are found in fluids
with repulsive self-interactions and are induced by a local minimum in the inter-species nonlinear
potential. This local minimum exists when the complementary component contains a dark soliton and
the inter-species interactions are repulsive, or contains a bright soliton and the interspecies interactions
are attractive[2]. In the same work it was shown that when the integrability of the Manakov model is
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broken, by varying the interaction strengths, distorted forms of the vector soliton solutions (solitary
waves) can be found.
Also of relevance to the work presented in this thesis are the studies of solitary wave solutions to
the CNLSE conducted by Sheppard and Kivshar[193,240]. They characterised the interactions between
dark-bright solitons of the Manakov model, and identified bound states. The authors also considered
breaking the integrability of the system by fixing the inter-species interactions to be equal but varying
the inter-species interactions (s ). Within this parametrisation they were able to place bounds on the
existence of stable black-bright solitary waves†. The parameter space which they predicted to admit
dynamically stable dark-bright solitary wave solutions is presented in Fig. 3.2. The parameters b+ and
b  correspond to the chemical potentials of the dark and bright components respectively.
FIGURE 3.2: Predicted Domain of exis-
tence for Black-Bright Solitary Waves
The shaded area corresponds to the parame-
ter regime in which solitary wave solutions
are predicted to be stable. b+and b  corre-
spond to the rescaled chemical potentials of
the dark and bright components respectively.
s corresponds to the interspecies interaction
strength. The soliton solutions of the Manakov
system lie on the line s = 1. Figure reproduced
with permission from Ref. [193].
Dark-Bright Solitary Waves in Harmonically Confined Bose-Einstein Condensates
For the CNLSE, the impact of integrability breaking resulting from the introduction of an inhomogenous
potential was numerically investigated by Busch and Anglin[204]. The approach taken was to derive
approximate ‘soliton’ solutions to the inhomogeneous system under the assumption that the trapping
potential varies slowly on the length scale of the ‘soliton’. This method was successful in finding
highly soliton-like solitary waves, and in predicting the period of oscillation of these solitary waves
within the harmonic trap. The authors also briefly discussed further breaking of the integrability via
altering the radial confinement of the two components, which leads to an effective change in their 1D
† The term ‘black-bright solitary wave’ refers to a dark-bright solitary wave in which the minimum density of the dark
component is zero. Similarly, dark-bright solitary waves for which this is not the case are often called ‘grey-bright’ solitary
waves
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scattering lengths. As a result of this further breaking of the integrability, significant departures from
soliton-like behaviour were observed.
This work was expanded upon by Xunxu Liu et al. who studied vector soliton solutions to the
non-integrable CNLSE[241]. They found that dynamically stable dark-bright ‘soliton’ solutions could
be found for the non-integrable CNLSE, and numerically investigated the propagation of these ‘solitons’
in harmonically confined condensates. They found that by dynamically varying the relative strength
of the inter- and intra-species interactions, the ‘solitons’ could be induced to transition between the
dark-dark bright-dark and bright-bright configurations.
The stability of dark-bright solitary wave solutions of the non-integrable CNLSE with a harmonic
scalar potential was also investigated by Gábor Csire et al. [242]. Through numerical evolution of the
Gross-Pitaevskii equation, they identified parameter regions in which the dark-bright solitary waves
appeared to be stable. They found that this stability was broken for certain values of the inter-species
scattering lengths.
Summary
Over the past four decades CNLSE have been extensive studied both in the context of non-linear optics
and, more recently, in the context of multiple-component BECs. Despite this, there remain many
unanswered questions, such as: What are the domains of existence for stable vector solitary waves in
non-integrable systems? For parameter regimes where solitary waves are unstable, do they survive long
enough to be seen in experiments? Do solitary waves in near integrable systems behave differently
from those systems which lie further from an integrable model?
Although we have mentioned several works in which non-integrable systems have been considered,
the majority of these studies concern harmonically confined systems which do not posses an integrable
point. This makes discerning the effect of introducing further integrability breaking difficult. In
addition, a systematic study of the collisional dynamics between solitary waves, and the impact of
integrability breaking upon these dynamics is lacking.
3.5 Tunable Integrability
We study the two-component Gross-Pitiaevski model in order to investigate how integrability breaking
affects the dynamics of isolated quantum systems. The crossover between periodic motion and chaotic
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behaviour of classical systems is understood through the concept of integrability and the Kolmogorov-
Arnold-Moser (KAM) theorem. These concepts are outlined more completely in Sec. 1.1 and we shall
only summarise the key points here such that the impetus of the following chapters is made clear.
Classical systems which have as many conserved quantities as degrees of freedom are said to be
integrable. For these systems the phase space evolution is non-ergodic, and accordingly the system does
not thermalise. The Kolmogorov-Arnold-Moser (KAM) theorem states that the dynamical evolution of
integrable systems follow closed paths in phase-space, and further to this, that weakly breaking the
integrability of such systems results in phase-space dynamics which are quasi-periodic and thus also
non-ergodic. When the system is pushed far beyond the integrable point we expect the phase space
trajectories to become chaotic, and the resultant phase space evolution to be ergodic. Although these
concepts are well understood, determining the integrability of a classical systems of PDEs it is not
always straightforward in practice.
In classical thermodynamics, the ergodic principle can be understood as a result of chaotic phase
space dynamics. However, in quantum mechanics this description is not adequate, as constructing a
phase space representation of quantum mechanics is non-trivial. Additionally, there is an apparent con-
tradiction between the unitary evolution of an isolated quantum state, and the observed thermalisation
of apparently well isolated quantum systems. To further complicate the issue, it has been observed that
in some quantum systems thermalisation is arrested[86]. This phenomenon is believed to be due to near
integrability, and hints at the possibility of a quantum KAM theorem[243]. Since quantum mechanics is
described by partial differential equations, it inherits all of the difficulties associated with determining
the integrability of such systems in classical mechanics. In classical mechanics a system of PDEs is
known to be integrable only if it is exactly solvable (for example via the IST). Similarly, quantum
systems are only known to be integrable if they are shown to be exactly solvable. One such example of
an integrable quantum system is the Lieb-Liniger model, which permits solution via the Bethe ansatz.
A more complete discussion of these topics may be found in Sec. 1.2.
The attraction of the two component Bose gas as a system of study is that the classical limit
of this system, in the case of equal inter- and intra-species interactions, is the integrable Manakov
model. We would therefore expect the quantum dynamics of this system to display signatures of non-
ergodicity. Experiments have shown that this intuition holds true, as we have evidence of dark-bright
solitary waves propagating throughout binary condensates as a result of perturbing the system from
equilibrium[195,197]. The advantage of studying the two component model is that we have a system
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in which we may finely control the integrability. By tuning the interaction strengths away from the
integrable point we hope to determine in what way integrability breaking affects the dynamics of the
dark-bright solitary waves found in these systems. We note that this tuning of the integrability is not
only a mathematical trick which may be played by theorists. The phenomenon of Feshbach resonances
in ultra cold gases gives experimentalists the ability to accurately and individually manipulate the
interaction strengths of the different atomic species[152,153,160]. Additionally, recent experiments have
reported atom trapping in uniform potential box traps[230]. These two advances thus offer the prospect
of experimental investigation of this model.
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CHAPTER 4
METHODS OF DETERMINING AND ANALYSING DARK-BRIGHT
SOLITARY WAVE SOLUTIONS OF THE NON-INTEGRABLE
NLSE
The two component Bose gas can be described in the zero-temperature limit by the coupled nonlinear
Schrödinger equations (Eqs. 2.37 and 2.38) introduced in Sec. 2.4.1. We are chiefly interested in one-
dimensional systems where solitons are dynamically stable. Applying the technique of dimensional
reduction outlined in Sec. 2.4.2, these equations can be written in the following form,
i
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where µD, µB, mD, mB are the chemical potentials and particle masses for the components yD and yB.
We are interested in finding dark-bright solitary wave solutions, characterised by a density suppression
(dark solitary wave) in one component and a density maximum (bright solitary wave) in the other
component. The subscripts B and D denote the ‘bright’ and ‘dark’ components.
In Eqs. 4.1 and 4.2 we use tilde to explicitly denote that these equations are given in natural units,
which were introduced for single component systems in Sec. 2.4.3. Since, in the two component model,
we want to use the same units for both species, we must define universal length and energy scales. The
asymptotic density of the bright component is zero, while far from the solitary wave, the density of
the dark component approaches a fixed value. It is therefore convenient to define the dimensionless
length in terms of the healing length of the dark component x˜= x/xD, and the dimensionless energy in
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terms of the chemical potential of the dark component e˜ = e/µD = e/(gDnD). This choice fixes the
value of µ˜D ⌘ 1 and results in a rescaling of the interaction constants. For the intra-species interaction
strengths we have g˜D =CD/CD = 1 and g˜B =CB/CD, while for the inter-species interaction strength
s˜ =CDB/CD, whereCD,CB andCDB are the one-dimensional s-wave scattering lengths corresponding
to the inter- and intra-species interactions. In these units the sound speed for the dark component
cd = 1. It is also convenient to rescale the condensate density distributions by the asymptotic density
of the dark component.
r˜D(x) = rD(x)/rD(±•) r˜B(x) = rB(x)/rD(±•) (4.3)
Since, in this thesis, we shall confine our investigation to the case of equal particle masses for the dark
and bright components, we shall set mD/mB = 1 in Eq. 4.2. Additionally, throughout the remainder of
this discussion all equations shall be given in dimensionless form. To ease notation, we shall therefore
also drop the tilde appearing in Eq. 4.1 - 4.3.
The Manakov model discussed in Sec. 3.4.2 corresponds to an integrable point of Eqs. 4.1 and 4.2
where,
gB = gD = s . (4.4)
A unique feature of this model is the existence of dark-bright soliton solutions, which may be found
when the s-wave scattering lengths are positive; this corresponds to repulsive inter-particle interactions.
The bright component remains localised, despite the dispersive nonlinear self-interaction, due to the
potential well formed by the nonlinear interaction with the dark component. The dark-bright soliton
solutions to the Manakov model are given by[204],
yD(x, t) = e iµDt
✓
ib +
q
1 b 2 tanh[a(x  vt)]
◆
, (4.5)
yB(x, t) = e ieBt
r
NBa
2
ei(vx+f) sech[a(x  vt)]. (4.6)
These equations represent a family of dark-bright soliton solutions parameterised by the rescaled
number of particles in the bright component NB =
R |yB|2dx and the constant b , which charac-
terises the depth of the dark soliton. Together these parameters define; the soliton inverse width
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a =
p
1 b 2+NB/4 NB/4; the soliton velocity v = ab/
p
1 b 2; and the energy of the bright
component eB = v2/2+EB + µB, where EB = a2/2 is the ‘binding energy’ of the bright compo-
nent[204]. If the coupling strengths are tuned away from the integrable point, it is sometimes possible
to find closed form dark bright solitary wave solutions[204,242,244,245]. However, in most parameter
regimes solutions must be found numerically[191].
Miscibility
In the ground state of the Manakov model the two condensates are uniformly distributed across the
entire domain. However, in the case of unequal interaction strengths, the competition between the
inter- and intra-species interactions can result in a phase transition. When the inter-species interactions
dominate over the intra-species interactions we find that in low energy configurations of the system, the
density distributions of the two components overlap and the system is said to be miscible. However, in
when the repulsive interactions between the different species dominate the self-interactions, the system
separates into distinct domains. This transition between miscible and immiscible regimes contains rich
and interesting physics[246–248]. The criterion for miscibility is,
s pgDgB. (4.7)
Since dark-bright solitary waves are in some sense a de-mixed excitation (since the bright component is
localised in a density minimum of the dark component) we might expect to only find these excitations
in the immiscible regime. The Manakov model however, which is known to posses dark bright soliton
solutions, is miscible. In fact, as will be discussed in the following sections, we are able to find dark
bright solitary waves both in the miscible and immiscible regimes.
Chapter Outline
In the following sections we discuss the methods we have applied in order to find dark-bright solitary
wave solutions to the non-integrable CNLSE and to quantify the soliton-like properties of these
solutions. We begin by introducing a variational approach in which the inverse widths of the bright
and dark components are varied, in order to minimise the energy for fixed values of NB, b , gB and
s , subject to an ansatz for the functional form of the solitary wave excitation. We then introduce
a numerical method which allows us to relax the constraints of the ansatz. Towards the end of this
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chapter we define the metrics used to quantify the soliton-like properties of the solutions we find.
4.1 Variational Ansatz
We are interested in dark-bright solitary wave solutions of the CNLSE Eqs. 4.1 and 4.2, when the
interaction strengths are tuned away from the Manakov regime of Eq. 4.4. We make the following
ansatz for the functional form of the dark and bright fields,
yD(x, t = 0) = ib +
q
1 b 2 tanh(aDx), (4.8)
yB(x, t = 0) =
r
NBaB
2
sech(aBx)eikx,
which is motivated by the form of the Manakov solution, and the observation that in single component
systems there is functional dependence of the soliton width upon the strength of the interactions[214].
The parameters b and k correspond to the depth of the dark solitary wave and the velocity of the
bright component. As we shall show, the wavenumber k of the solitary wave is dependent on the phase
gradient across the dark component, and consequently on its depth and inverse width aD. In order to
find solitary waves which move with different velocities, we repeat this variational method for various
fixed values of b . We fix the rescaled number of atoms in the bright component NB. The values of aD
and aB are treated as free parameters in our variational analysis.
Our variational approach is to minimise the energy functional, in a frame co-moving with the
solitary wave. A full derivation of the two component energy functional in the moving frame can be
found in App. A. We will briefly discuss the key issues and results below.
In the lab frame the microcanonical energy functional for the two component system is,
E =
Z 1
2
     ∂yD∂x
    2+     ∂yB∂x
    2+gD|yD|4+gB|yB|4+2g|yD|2|yB|2
!
dx. (4.9)
Unfortunately, as is clear from the boundary conditions of Eq. 4.8, the nonlinear energy of the dark
component diverges, as the asymptotic density of the dark component is non-zero. This issue persists
in the moving frame where there is a diverging contribution to the nonlinear kinetic energy due to the
background flow of the dark component. The solution to this problem is to renormalise the integrals
of the motion, by subtracting the background contribution to the non-linear self-interaction energy.
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Naively we might attempt this in the following way,
E˜ =
Z 1
2
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    2+gD(|yD|4 1)+gB|yB|4+2g|yD|2|yB|2
!
dx. (4.10)
The only alteration we have made here is a constant change in the absolute energy of the system.
However, it is clear that the background contribution to the non-linear interaction energy should depend
on the width of the dark solitary wave. To illustrate this further, consider the limiting case as b ! 1. It
is clear that in this case, which corresponds to vanishing depth of the dark solitary wave, the proposed
renormalisation correctly results in the nonlinear interaction energy associated with the solitary wave
being zero. However, for b < 1, this renormalisation would result in a lower renormalised nonlinear
interaction energy for the solitary wave, which is incorrect. The reason this approach has failed, is that
we have subtracted the non-linear interaction energy which would have occurred in the absence of a
soliton. However, what we need to do is subtract the background contribution to this energy, given
a known state of the dark component yD. The appropriate renormalisation of the lab frame energy
functional is,
E˜ =
Z 8<:12
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We assume that the bright component wave-number k in the variational ansatz Eq. 4.8 is equal
to the solitary wave velocity, and hence equal to the frame velocity. Therefore, by moving to a
frame co-moving with the soliton, we are able to eliminate bright component wave number from
the energy functional. However, in the moving frame the kinetic energy of the dark component also
diverges. Making the appropriate renormalisation of the dark component kinetic energy is equivalent
to calculating the kinetic energy in the lab frame. This results in the following expression for the
renormalised energy functional in the moving frame,
E˜k =
Z 8<:12
     ∂yD∂x
    2+     ∂ |yB|∂x0
    2+gB|yB|4+gD⇣1  |yD|2⌘2
!
+g|yB|2|yD|2
9=; dx0. (4.12)
After performing the variational analysis to determine the inverse widths (aD, aB), the bright component
wave number (k) can be determined by considering the momentum of the dark component.
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The physical momentum of the condensate in the lab frame is found by integrating the field
momentum. Since far from the solitary wave the motion of the condensate tends to zero, the total
momentum in the lab frame is finite. Working in dimensionless units we find,
PD =
Z •
 •
i
2
 
yD
∂y⇤D
∂dx
 y⇤D
∂yD
∂dx
!
dx, (4.13)
= aDb
q
1 b 2
Z •
 •
sech2(aDx) dx, (4.14)
= 2b
q
1 b 2. (4.15)
The physical momentum of the condensate is therefore in the opposite direction to the motion of the
soliton. This is sensible, since if the density depression is travelling with some velocity v, then in
order to make room for it, and to fill the hole where the soliton used to be, there must be a flow of
background particles in the opposite direction.
We define the dimensionless ‘soliton momentum’,
Ps = k
Z •
 •
(|yD|2 1) dx, (4.16)
= k
Z •
 •
⇢
b 2+(1 b 2) tanh2(aDx) 1
 
dx, (4.17)
= k(1 b 2)
Z •
 •
sech2(aDx) dx, (4.18)
=  2k
aD
(1 b 2). (4.19)
where k is the bright component wave number which we have assumed to be equal to the dimensionless
soliton velocity. The mass term
hR
(|yD|2 1) dx
i
is negative due to the hole-like nature of the dark
soliton. As a result of this, we again find that the momentum of the soliton is in the opposite direction
to its motion. Equating these results we find,
k =
aDbp
1 b 2 . (4.20)
This is consistent with the Manakov model.
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4.2 Constrained Imaginary-Time Evolution
Although our variational approach captures much of the relevant physics, it is in some cases useful to
find numerical solutions to the CNLSE of Eqs. 4.1 and 4.2. In order to do so we employ constrained
imaginary time evolution[249].
Imaginary time evolution is often employed in order to find the ground state of partial differential
equations. The principle can best be explained in the language of quantum mechanics where the time
evolution of a state is given by,
|y(t)i=U(t)|y(t)i= e iHt |y(0)i. (4.21)
Using the spectral decomposition of |y(0)i in the eigenbasis of the Hamiltonian H we find,
|y(t)i=Â
i
ci e ieit |fii. (4.22)
In order to evolve Eqs. 4.1 and 4.2 in imaginary time we make the substitution t = it. As we perform
the numerical integration we are thus performing the following operation on our state,
|y(t)i=Â
i
ci e eit |fii. (4.23)
Consequently we find that the occupation of the highest energy eigenvectors decays rapidly. Continually
renormalising the state in the numerical implementation provides an efficient method of finding the
lowest energy eigenstate of the system. An equivalent result can be achieved by introducing chemical
potentials for the bright and dark components which, in the context of our research, is a more natural
way of controlling the normalisation of the component wave functions. We note that while the above
argument is linear, and indeed imaginary time evolution was first proposed for the linear Schrödinger
equation, this method has since been successfully applied to non-linear systems[250], and is now widely
used in finding the low ground states of nonlinear classical fields[251–254].
In our constrained imaginary time evolution we adapt this procedure by imposing two additional
constraints on the functional form of the dark component. The first constraint enforces a specific phase
difference across the dark soliton. The implementation of this constraint is achieved as a convenient
consequence of a transformation which is employed in order to map the anti-periodic dark component
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wave function onto a periodic domain. Further details of this transformation are given in App. B.1.
The second constraint, which is imposed at each step of the imaginary time evolution, is that the real
part of the dark component wave function should be uniform and have magnitude equal to b . These
two constraints are sufficient to ensure a dark solitary wave of depth b will be found, and do not restrict
the density profile of the dark component.
4.3 Metrics for Quantifying the Effects of Integrability Breaking
In order to characterise the behaviour of solitary waves in near integrable systems, and to analyse
the effects of integrability breaking, we must first determine what behaviours typify the dynamics of
solitons. We will restrict our investigation to the study of solitons, which have a spatial density profile
which is time-independent in a frame of reference co-moving with the soliton; i.e, non-breathing
solitons.
Although we have formally defined a soliton as being the solution to an integrable equation or set
of equations, this criterion is difficult to evaluate and does not provide much insight into the expected
behaviour of these solitons. In the context of bright solitary waves in physical systems the following
‘working definition’ has been proposed[255,256]. A soliton
⌅ retains its initial shape for all time;
⌅ is localised;
⌅ can pass through other solitons and retain its size and shape.
In the following analysis, we aim to examine the extent to which our solitary wave solutions fulfil
these criteria, and the role which integrability breaking takes in degrading these soliton-like properties
of our solitary waves. To this end we introduce the following metrics for examining the soliton-like
properties of solitary waves.
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4.3.1 Change in the Density Distribution r(x)
We define the integrated change in the density distribution in the co-moving reference frame P(ti, t j)
for two states y(x, ti) and y(x, t j) as,
P(ti, t j) =
Z    |y(x, ti)|2  |y(x, t j)|2   
|y(x, ti)|2 dx, (4.24)
This provides us with an intuitive measure of the changes in the spatial density profile between two
points in time. This metric reveals departures from soliton-like behaviour, as evidenced by changes in
the density profiles of the atomic components. It does not however provide us with any information on
how the phase evolution of our solitary waves differs from that which would be expected for a soliton.
4.3.2 Normalised Inner Product
Solitons are formally defined as mathematical solutions of an integrable nonlinear wave equation, the
time evolution is given by,
|y(x, t)i= e iµ jt |y(x,0)i, (4.25)
where again y(x, t j) denotes the wave function in the co-moving reference frame. In order to combine
both phase and density information we define another metric P(ti, t j), which is the magnitude of the
inner product between the initial and final states. For solitons we find,
P(ti, t j) =
|hy(x, ti)|y(x, t j)i|
N(ti, t j)
 1= |eiµ jt | 1= 0, (4.26)
where,
N(ti, t j) =max
⇢
N˜(ti) , N˜(t j)
 
, N˜(t) =
Z
W
|y(x, t)|2 dx. (4.27)
We note that in practice, the integrals in Eq. 4.26 and Eq. 4.27 are performed over the regions WD
and WB, which are many times larger than the healing lengths xD and xB and centred on the density
minimum of the dark component. As a result, at the edges of WD and WB the density of the bright
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component becomes negligible and the density of the dark component is approximately constant.
4.3.3 Principal Component Analysis
In our preliminary investigations we have found that collisions between solitary waves often lead to
the excitation of breathing modes in the outgoing waves. We use the method of principal component
analysis to quantify the magnitude of these excitations[257,258].
The method of principal component analysis (PCA) corresponds to the linear decomposition of a
data set onto a new basis (the principal components), in which as much as possible of the variation
present in the original data set is represented by relatively few principal components. In the context of
this research, the original data set corresponds to the density in the reference frame co-moving with
the soliton, sampled at periodic intervals in time. The PCA then decomposes this ensemble into the
time averaged density profile of the soliton, and fluctuations about this profile. Each of these principal
component bases arises as an eigenvector of the covariance matrix, which is constructed from the
original data set. The eigenvalues associated with these principal components quantify the prevalence
of the fluctuations they represent within the original data set.
In our preliminary investigations we have found that whenever fluctuations from the mean density
profile are significant, the principal component with the largest eigenvalue (l1) is that which corre-
sponds to the excitation of a breathing mode of the solitary wave. Furthermore, we find that the second
largest eigenvalue is invariably many orders of magnitude smaller than that of l1. Owing to this, and to
the obvious physical interpretation of this value, in the following analysis we report only the magnitude
of this first eigenvector. A more technical discussion of the implementation of PCA can be found in
App. B.3.
76
CHAPTER 5
STABILITY OF DARK BRIGHT SOLITARY WAVES
In this chapter we present the results of our investigation into the effect of breaking integrability upon
the dynamics of solitary wave solutions of the one-dimensional CNLSE. We do this by varying the
inter-species interaction strength s away from an integrable point of the system known as the Manakov
model.
In the Manakov model all the interaction strengths are all equal. For repulsive interactions we have,
gD = gB = s = 1. (5.1)
In principle, the integrability of the Manakov model can be broken by varying any of the interaction
strengths gD, gB, s . We choose to vary the interspecies interaction strength s and set gB = gD = 1. This
choice elegantly parametrises the miscible (s < 1) and immiscible (s > 1) regimes. In preliminary
studies we have also considered breaking the integrability by varying one or both of the intra-species
interactions whilst keeping s fixed. This results in similar artefacts of integrability breaking as those
discussed in this chapter. However, this choice is less numerically convenient, as it results in the widths
of the dark and bright components varying drastically when the integrability breaking is strong.
In the first section of this chapter we consider stationary ‘black-bright’ solitary waves, so called
because at the centre of the soliton the density of the dark component is zero. We assess the soliton-like
properties of these solutions against the criteria outlined in section Sec. 4.3. In the second section of
this chapter we consider moving ‘grey-bright’ solitary waves, which are characterised by a non-zero
density minimum of the dark component. We conclude this chapter with a discussion of the results
presented.
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5.1 Black-Bright Solitary Waves
We shall firstly examine the solitary wave solutions found using the variational ansatz for solitary
waves with the depth parameter b = 0. The magnitude of the ‘bright’ and ‘dark’ wavefunctions is
shown for some illustrative cases is shown in Fig. 5.1.
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FIGURE 5.1: Variational Solitary Wave Solutions: Characteristic Results
The modulus of the dark (blue series) and bright (red series) component wave functions is plotted in the three
characteristic regimes. a)Weakly coupled regime s = 0.1, µB/µD = 0.09; b) Near integrable regime s = 0.95,
µB/µD = 0.75; c) Strongly immiscible regime s = 2.9, µB/µD = 0.98.
The inverse widths for the bright and dark components vary significantly when s 6= 1. In the
weakly coupled regime (s < 1), we find that the inverse width for the bright component aB becomes
small relative to aD. In this case a significant proportion of the bright component density lies in the
region where rB ⇡ 1. This is unsurprising since we know that the ground state of the system is a
uniform mixture of the two species. In the limit that s ! 0 the systems become entirely decoupled. In
this case our variational ansatz returns the single component dark soliton result for the dark component
(aD = 1), and an inverse soliton width for the bright component which tends to zero. This corresponds
to a uniform density in the bright component. Conversely, in the strongly immiscible regime (s > 1),
we find that the inverse width aD is smaller than aB. This corresponds to a tightly confined bright
solitary wave held within a wider dark solitary wave. This is also what we would expect, since in the
strongly immiscible regime there is a high energy cost associated with overlapping densities of the two
components. We note that the µB/µD is much larger in panel c) than in panel a), and yet the number of
atoms in the bright component (NB) is comparable. This is due to the increased energy cost due to the
strong inter-species interactions. The central panel of Fig. 5.1 shows a variational solution which is
characteristic of the solutions obtained in the near integrable regime. The inverse widths of the dark
and bright components are approximately equal in this regime. With increasing µB/µD the rescaled
number of atoms in the bright component NB increases, resulting in a broadening of the solitary wave
found using the variational ansatz.
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FIGURE 5.2: Variational Solitary Wave Solutions: Domain of Existence for Black-Bright Solitary Waves
Colour map showing the rescaled number of atoms in the bright component on a logarithmic scale. White
space on these figures corresponds to parameter regimes where no dark bright solitary wave state could be
found using our variational ansatz. The solid black line shows µB/µD = s and the dashed black line shows
µB/µD =  (
p
1+8s   1)/4, these correspond to the boundaries previously predicted for the existence of
black-bright solitary waves[193].
In Fig. 5.2 the rescaled number of particles for the bright component (NB) is shown. We note that
as we approach the dashed black line (corresponding to µB/µD = (
p
1+8s  1)/4) from above, the
number of particles in the bright component drops to zero. Also, above the line µB/µD = s (solid
black) we find the variational solution returns a state in which the number of atoms in the bright
component exceeds that which can be confined by the nonlinear potential of the dark component.
Calculating the evolution of this variational solution using Eqs. 4.1 and 4.2, we find that a significant
portion of the bright component is instantly ejected, thus relaxing to a solitary wave state with a lower
bright component chemical potential. A similar result is observed if we attempt to find solutions for
which µB/µD > 1. These results agree with previous theoretical work in which boundaries upon the
existence of black-bright solitary waves were predicted[193,240]. We have discussed this work in more
detail in Sec. 3.4.3.
5.1.1 Stability of Solutions
We shall begin analysing to what extent our solitary waves behave in a soliton-like manner by evaluating
the statements outlined in Sec. 4.3. By virtue of the variational ansatz, the initial state for our solitary
waves is guaranteed to be localised. We proceed therefore to evaluate the extent to which the solitary
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waves maintain their initial shape during evolution. We find that upon evolution the solitary waves
found using the variational ansatz, away from the integrable point, underwent a short period of initial
relaxation, before a prolonged period of relative stability. A typical example of this initial relaxation is
shown in Fig. 5.3.
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FIGURE 5.3: Relaxation of Variational Solution During Initial Stage of Evolution
Time evolution of a variationally determined solitary wave. The interspecies interaction strength s = 1.5, and
the ratio of the chemical potentials µB/µD = 0.8. A log10 scale is used for the colour axes. (a) Density colour
map for showing the evolution of the dark component. The background density has been subtracted in order
to reveal the fluctuations produced as the soliton relaxes. (b) Density colour map showing the evolution of the
bright component.
This initial relaxation is unsurprising, since it is expected that if stationary solitary wave solutions
to the non-integrable CNLSE do exist, they do not have a simple analytic form[191]. We note that
although the solitary wave in Fig. 5.3 undergoes an initial relaxation, this process does not produce a
completely stationary state. Following the initial relaxation period we see breathing mode oscillations
of the bright component. Similarly the dark component continues to display periodic ripples in the
background density after the initial relaxation. In order to quantify these effects we employ the metrics
defined in Sec. 4.3.
In Fig. 5.4 we present the integrated change in density, P(ti, t j) the normalised overlap integral
P(ti, t j), and the magnitude of the principal eigenvalues extracted via principal component analysis
(|l1|), for the solitary wave solutions found via the variational ansatz. In all cases the time period
over which these measures was taken was 50 time units. The initial time point was chosen to be an
additional 50 time units (t0 = xD/cD) after the state was initialised; this was done to allow for the
initial relaxation of the variationally determined solitary waves. We note that in all panels, we omit
the integrable point s = 0 since in this case, for every metric, deviations from zero are due only to
numerical artefacts and are of the order 10 13.
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FIGURE 5.4: Non-Static Behaviour of Variational Black-Bright Solitary Wave Solutions
xy axes correspond to the interspecies interaction strength s and the ratio of the chemical potentials µB/µD. A
log10 scale is used for all colour axes. a & b) The integrated change in norm P(ti, t j) for the dark and bright
component wave functions. c & d) Normalised overlap of the dark and bright component wave functionsP(ti, t j).
e & f) The magnitude of the first eigenvalue |l1| of the covariance matrix (yielded by a principal component
analysis of the dark and bright components).
We find that close to the integrable point s = 1 all of our metrics tend towards zero, for both the
bright and dark components. We find that these metrics also decrease as the chemical potential of the
bright component approaches the limit represented by the dashed black line. This is to be expected
since, as was seen in Fig. 5.1, the number of atoms in the bright component tends to zero in this limit.
As a result the model reduces to the integrable single component GPE model. We find that all of our
metrics produce qualitatively similar results. For brevity, in the remainder of this chapter we shall omit
the presentation of the dark and bright integrated change in density (PD, PB), as these results do not
provide significant insight beyond that which is elicited from the normalised overlap integral P(ti, t j),
which we favour due to its additional phase sensitivity.
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The marked reduction of the various metrics close to s = 1 shows that there is a smooth transition
between soliton-like solitary waves found near to the integrable point, which maintain their form as
they propagate, and those solitary waves found further from the integrable point, which are less stable.
It is possible however that this result is biased by our improved ability to find stable solitary wave
solutions near to the integrable point, due to choosing a variational ansatz which is more accurate
in this regime. To address this issue we repeat this analysis for solitary wave solutions found using
the method of constrained imaginary time evolution described in Sec. 4.2, which does not restrict the
density profile of the solitary waves.
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FIGURE 5.5: Stability of Numerically Determined Black-Bright Solitary Wave Solutions
Colour map showing the normalised overlap of the dark component wave function PD(ti, t j), between to states
separated by a time interval (t f   ti) = 50 units, as a function of the interspecies interactions strength s and the
ratio of the chemical potentials µB/µD. The colour axis is again given in log10 scale.
The normalised overlap integral PD(ti, t j) for the dark component of the numerically determined
solitary waves is plotted in Fig. 5.5 as a function of the interspecies interactions strength s and the
ratio of the chemical potentials µB/µD. Across the entire parameter space where solitary waves can
be found, we see a significant reduction in this metric compared with the variational result. Close to
the boundaries defined by the lines s = µB/µD and µB/µD = 1 we find that there is an increase in the
non-static behaviour of the numerically determined solitary waves. This is due to numerical difficulties
associated with the convergence of the imaginary time evolution. This convergence becomes slow
when the number of particles in the bright component approaches the maximum number that can
remain trapped within a solitary wave. As this limit is approached, the energy cost of adding a single
particle to the bright solitary wave is comparable to the interaction energy of this particle with the
background density of the dark component. As a result, states for which the bright component has a
small (but non-zero) asymptotic density (rB(•)< 10 8), are not easily distinguished from states in
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which the asymptotic bright density is zero. We note that despite this, even close to these boundaries,
the normalised overlap integral PD(ti, t j) is far smaller for the numerical solution than the variational
ansatz. The other measures we have defined; the integrated change in density distributions PD(ti, t j),
PB(ti, t j); the bight component normalised overlap integral PB(ti, t j); and the magnitude of the largest
eigenvalues of the covariance matrices |lD1 |, |lB1 |; echo the result shown Fig. 5.5.
Under the variational approach we found that solitary waves for near-integrable systems appeared
to be more stable than those far from integrability. It was proposed that this effect might be due to the
form of the variational ansatz used. A key finding of this numerical investigation is that the region
of stability observed close to the integrable point is an artefact of the variational approach. In fact,
numerical black-bright solitary wave solutions, which propagate while precisely maintaining their
form, can be found across the entire parameter space. In Fig. 5.5 we truncate the colour axis at 10 12
as, over the time interval considered, numerical effects result in the normalised overlap integral of
PD(ti, t f )⇠ 10 13 for the Manakov model. Over the majority of the parameter space, the numerically
determined solutions are therefore indistinguishable from true solitons.
Surprisingly, although the numerical and variationally determined states show remarkable similarity,
we see an improvement of several orders of magnitude in all of our metrics. This sensitivity of our
metrics to the precise form of the solutions is particularly striking close to the integrable point (s = 1).
Further from this point the form of the solutions becomes more distinct from the variational result, as
illustrated in Fig. 5.6. Across the entire parameter space the widths of the numerical solutions vary in
a manner that is qualitatively similar to variational results shown in Fig. 5.1.
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FIGURE 5.6: Comparison of the Numeric and Variational Solutions of the CNLSE
Solid lines represent the numerical solutions, while dashed line correspond the variational results. a) The weakly
coupled regime s = 0.5, µB/µD = 0.4; b) The near-integrable regime s = 1.1, µB/µD = 0.75; c) The strongly
immiscible regime s = 2, µB/µD = 0.9.
The numerical determination of stationary solutions far from the integrable point is unexpected,
given that the KAM theorem predicts that the non-ergodic phase space trajectories, which are a hallmark
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of integrability, persist only for small perturbations from the integrable point. However, we note that
these states are static and therefore, although the phase space evolution is certainly non-ergodic, it
does not display the cyclic phase space dynamics which are synonymous with integrability. We note
that there are many non-integrable systems which exhibit stationary points purely because the energy
landscape prevents a system initialised in these states from exploring the rest of the phase space. In
order to search for more characteristic examples of KAM behaviour in this system we therefore wish
to examine non-stationary states. In this regard there are two ways in which we can proceed. Firstly,
we can consider collisions between the stationary states we have found and known soliton solutions,
this is the approach taken in the following section. The KAM theorem leads us to expect that as the
integrability of the system is more strongly broken, our stationary solutions will become less robust
to collisions, since this would result in a more ergodic phase space evolution. The second approach,
which will be taken in Sec. 5.2, is to search for non-stationary soliton like solutions to the CNLSE. If
stable, non-stationary, solitary-wave states exist far from the integrable point of the system, this would
be much more difficult to reconcile with the KAM theorem.
5.1.2 Robustness Against Collisions
So far we have assessed the soliton-like nature of our solitary wave solutions against the first and
second criteria outlined in Sec. 4.3. We have shown that in terms of these criteria, it is possible to find
numerical solitary wave solutions which are indistinguishable from true soliton solutions. In order to
complete our assessment of these solitary waves we must turn our attention to the final criterion: a
soliton can pass through other solitons and retain its size and shape. We shall therefore now consider
the stability of our solitary wave solutions against collisions.
Since the bright component is localised, far from the solitary wave the background field of the
dark component admits the dark soliton solutions of the single component GPE. This makes these
solutions prime candidates for assessing stability of our dark-bright solitary waves against collisions. A
continuous family of dark soliton solutions exists with velocities ranging from 0 to the sound speed in
the dark component cd . Having investigated the effect of colliding dark solitons of different velocities
with our dark-bright solitary waves, here we present only the results for a dark soliton of velocity
v= cd/2, which typify the behaviours observed for different collision velocities.
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Qualitative Analysis
Before assessing the degree to which our solitary wave solutions display the behaviours expected of
solitons in terms of the metrics presented in Sec. 4.3, it is helpful to first qualitatively describe the
departures from soliton-like behaviour which we observe. We therefore present in Fig. 5.7 several
examples which typify the behaviour of our dark-bright solitary waves upon interaction with a dark
soliton.
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FIGURE 5.7: Collisions Between Stationary Black-Bright Solitary Waves and a Dark Soliton
Density colour maps showing the collision between a dark soliton (v= 0.5) and stationary solitary waves. a &
b) Exact soliton solution of the Manakov model s = 1, µB/µD = 0.75; c & d)Weakly coupled regime s = 0.5,
µB/µD = 0.4; e & f) weakly immiscible regime s = 1.1, µB/µD = 0.75; g & h) Strongly immiscible regime
s = 2, µB/µD = 0.9.
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As with any numerical investigation, it is of course important that the physical behaviour be
distinguishable from numerical artefacts. To demonstrate that this is indeed the case, in Figs. 5.7a and
5.7b, we present the collision between a black-bright soliton solution of the Manakov model (s = 1),
and dark soliton of velocity v = 0.5. The behaviour of this soliton-soliton collision is typical of all
such collisions, in that following the collision, aside from a spatial translation, the density profile of
both the black, and black-bright, solitons is indistinguishable from those density profiles before the
collision. We note that there is no disturbance of the background density of the dark component, and
that the bright component remains trapped within the dark-bright soliton throughout the collision.
In the second row of Fig. 5.7, panels c) and d), we show the behaviour of dark-bright solitary
waves in the miscible regime (s = 0.5). We find that initially the behaviour of our dark-bright solitary
wave is indistinguishable from that of a true soliton. However, upon collision with the dark soliton, the
form of the solitary wave is permanently disrupted. A significant portion of the atoms in the bright
component are ejected from the black-bright solitary wave, and a disturbance in the dark component
background is seen. After the collision, some of the ejected bright component density is trapped inside
the potential well formed by the dark soliton, forming a dark-bright solitary wave. Oscillatory modes
of the bright component, and ripples in the background of the dark component, are observed in both
solitary waves following the collision.
Figs. 5.7e and 5.7f show the collision dynamics of a black-bright solitary wave with a dark soliton
in the weakly immiscible regime (s = 1.1). Again we find that prior to the collision the solitary
wave demonstrates highly soliton-like characteristics. Upon collision with the dark soliton however,
a significant portion of the bright component is captured by the incoming dark soliton. We note that
the number of bright atoms captured by the dark soliton is comparable to that found in the miscible
regime, despite being considerably closer to the integrable point. This can be explained by noting that
in the miscible regime previously discussed, many atoms are ejected from the black-bright solitary
wave, only a small fraction of which are captured by the dark soliton. Whereas, in the immiscible
regime, following the collision, almost all of the atoms in the bright component remain confined in one
or other of the solitary waves. We again note that the bright component of both solitary waves exhibits
an oscillatory mode, and note that the frequency of this oscillation is greater than was observed in the
previous case.
The bottom row of Fig. 5.7 shows the collision of a dark soliton with a black-bright solitary wave in
the strongly immiscible regime (s = 2). We find a similar behaviour to that in the weakly immiscible
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regime, however, a much greater fraction of the bright component is captured by the incoming dark
soliton. We note also that the frequency of the oscillation of the bright component is again increased.
We find that there is a smooth transition between the integrable Manakov regime and the nearly
integrable regime (s = 1±ds ) such that, sufficiently close to the integrable point, the dynamics of
the solitary waves approaches that of true solitons. However, even minute departures form integrability
result in a detectable disruption of the solitary wave solutions during a collision. For small variations
ds , either side of the integrable point the disruption of the solitary waves during the collision is
qualitatively similar to that seen in the weakly coupled and strongly immiscible limits.
Quantitative Analysis
In order to quantify the observed disruption of the solitary waves which occurs as a result of a collision
with the dark soliton, we calculate the same metrics across time intervals before (t1) and after (t2) the
collision has occurred. The change in the metrics DP=P(t2) P(t1) and D|l1|= |l1(t2)|  |l1(t1)|
are shown in Fig. 5.8 for the numerically determined solitary wave solutions.
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FIGURE 5.8: Robustness of Black-Bright Solitary Waves Against Collisions with a Dark Soliton
a & b) The difference in the normalised overlap integrals P, before and after the collision. c & d) The change in
the magnitude of the largest eigenvalue of the covariance matrix |l1|, obtained via principal component analysis.
We find that close to the integrable point (s = 1) the dark-bright solitary waves are robust to
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collisions with the dark soliton. Similarly, there is little disruption of the solitary wave for solutions
in which the number of particles in the bright component is small. This behaviour is expected since,
as we have discussed, these limits are close to the integrable points of the model. A striking feature
of Fig. 5.8 is the distinct asymmetry between the collision dynamics in the miscible (s < 1) and
immiscible (s > 1) regimes. This result seems reasonable because the miscible regime corresponds to
weak interspecies interactions. The bright component is therefore less affected by the incoming dark
soliton in the miscible regime, compared with the immiscible regime where the interspecies interaction
is strong. It is interesting to note that the asymmetry is much more pronounced for D|lB| than for
DPB. This is due to the fact that PB, is sensitive to phase disruptions whereas the |l1| is not. We can
conclude therefore, that density disturbances of the bright component are more pronounced in the
immiscible regime. Since the dark and bright components are coupled via density only, it is perhaps
unsurprising therefore to see this asymmetry mirrored in the dark component.
We have also conducted this analysis for the solitary-wave solutions obtained via the variational
method. Surprisingly, despite showing significant non-static behaviour in isolation, the change in the
metrics induced by a collision with a dark bright soliton mirrors the results obtained for the numerically
determined solitary waves.
Our numerical simulations of the collisions between stationary solitary-waves and single component
solitons indicates a smooth transition between the integrable regime, where the solitary waves are only
slightly disrupted by the collision, and the non-integrable regimes, in which result the solitary wave
are significantly disturbed. This behaviour is consistent with the predictions of the KAM theorem. We
shall now continue our investigation by investigating the properties of non-stationary solitary-wave
solutions of the CNLSE.
5.2 Grey-Bright Solitary Waves
In this section we turn our attention to the form, stability, and collision dynamics of non stationary
dark-bright solitary waves. The results which we shall present in the following discussion are for a
dark-bright solitary waves with depth b = 0.5 in the dark component. The behaviour of these solitary
waves is illustrative of the results found for dark-bright solitons of different depth. Where the results of
collisions are presented we again show the results for an incoming dark soliton with velocity v= cd/2.
The form of the dark-bright solitary wave solutions found using our variational ansatz is similar
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to that found in the case of black-bright solitary waves, discussed in the previous section. In the
immiscible regime we again find that the bright component is tightly confined within the density
depression of the dark component. Conversely, in the miscible regime the bright component has
a much wider density profile, with the inverse width aD tending towards one in the limiting case
s ! 0, which corresponds to the dark soliton solution in the absence of a bright component. This is
the expected result, since in this limit the two components become decoupled. The rescaled number
of atoms in the bright component NB is also found to vary in a manner similar to that seen for the
black bright solitary waves. We also find that, as was the case for black-bright solitary waves, the
expression µB/µD = s determines the maximum number of atoms in the bright component which can
be trapped in the miscible regime. However, the lower bound on existence, which corresponds to a
depletion of the number of atoms in the bright component, no longer coincides with that predicted
for the black-bright solitary waves. This is unsurprising, since the limit was derived for stationary
solutions. The atoms in the bright component of a moving solitary wave have a phase structure, and
a corresponding contribution to their kinetic energy, which raises the minimum chemical potential
necessary to achieve population of the bright component. In addition, the bright component has a
higher interspecies interaction energy. Due to the non-zero density of the dark component at the centre
of the soliton. The form and domain of existence for grey-bright solitary waves which conform to the
variational ansatz Eq. 4.8 is illustrated in Fig. 5.9.
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FIGURE 5.9: Form and Domain of Existence for Variational Grey-Bright Solitary-Wave Solutions
The solid black lines show µB/µD = s while the dashed black lines correspond to µB/µD = (
p
1+8s  1)/4.
These are the boundaries previously predicted for the existence of black-bright solitary waves discussed in Sec.
3.4.3 and verified in the previous section. a) The difference between the inverse widths (aD aB) is plotted as
a function of the inter-species interaction strength s and the ration of the chemical potentials µB/µD. b) The
rescaled number of atoms in the bright component NB. A log10 scale is used for the colour axis. White space
corresponds to parameter regimes where no dark bright solitary wave state could be found using our variational
ansatz.
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5.2.1 Stability of Solutions
As was the case with the stationary (black-bright) solitary waves we find that the variational approach
results in relatively stable solitary waves close to the integrable point. These solutions create only
very minor disturbances to the background density of the dark component as they propagate, and the
bright component remains confined in the dark component with little or no evidence of oscillatory
behaviour. However, in the limits µB/µD ! s and µB/µD ! 1 the solitary waves generated using
this variational approach are much less stable, oscillations of the bright component are visible and
significant fluctuations of the background density of the dark component are observed. These findings
are illustrated in Fig. 5.10, where we present the normalised inner product P(ti, t j) (which is sensitive
to both density and phase fluctuations), and the magnitude of the first eigenvalue of the covariance
matrix |l1| obtained via principal component analysis, which is sensitive only to density fluctuations,
but reveals the excitation of oscillatory modes.
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FIGURE 5.10: Stability of Variational Grey-Bright Soliton Solutions
a & b) The normalised overlap of the dark and bright component wave functionsP(ti, t j). c & d) The magnitude
of the first eigenvalue |l1| of the covariance matrix (yielded by a principal component analysis).
Since we suspect that the apparent region of stability, close to the integrable point, may be due to
a failure of our ansatz in correctly describing the form of stable solitary wave solutions away form
this point, we again apply our numerical imaginary time evolution to the variationally determined
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states. In Fig. 5.11 we plot the normalised overlap integral for the dark component of the numerically
determined solitary waves. Although compared with the variational result we see some improvement
in the stability, this improvement is not nearly as dramatic as that which was found in the case of the
black-bright solitary waves discussed in Sec. 5.1.
There are two possible explanations for why the numerical approach should fail to find highly sta-
ble grey-bright solitary wave solutions. The first and most obvious explanation is that no more
stable solitary wave solutions exist in the non-integrable regime. Since this would be dramati-
cally different result from that found for black-bright solitary waves we wish to first explore an
alternative explanation: stable solitary waves do exist, but they are explicitly excluded by the con-
straints we have placed upon the imaginary time evolution. These constraints may be written as,
yD(x) = ib +R(x), (5.2)
yB(x) =
p
rB(x)eikx, (5.3)
where R(x) may be any real-valued odd function and k is equal to the velocity of the soliton. It is
possible that stable solitary waves exist which do not satisfy Eqs. 5.2 and 5.3. While we would expect
the constraints upon the bright component should be sufficiently general, the phase profile of the dark
component may be over-constrained. Eq. 5.3 was chosen in order to allow the density profile of the
dark component to take any functional form satisfying rD(0) = b 2, whilst enforcing a phase gradient
across the dark component wave function yD(x).
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FIGURE 5.11: Stability of Numerically Determined Grey-Bright Solitary Waves
The normalised overlap of the dark component wave functionPD(ti, t j) is plotted as a function of the inter-species
interaction strength s and the ratio of the chemical potentials µB/µD. The colour axis is given in log10 scale.
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Acting upon the hypothesis that the constraint Eq. 5.2 is responsible for preventing stable grey-
bright solitary waves being found using the method of constrained imaginary time evolution, we
have tried to address this issue by altering the numerical implementation. One way in which we
have attempted to improve this method is to drop the constraint Eq. 5.3 and instead fix the phase of
the dark component wave function at either end of the domain, and the density at the central point.
Unfortunately, since the imaginary time evolution seeks the lowest energy state, such attempts result in
non-physical discontinuities of the numerically determined wave-function yD.
In principle, if stable solitary wave states do exist in the non-integrable regime, it should be possible
to find them by seeking solutions to the equations,
HyD(x) µD|YD|2 = 0, (5.4)
HyB(x) µB|YB|2 = 0, (5.5)
where H is the classical field Hamiltonian Eq. 2.31 and yD(x), yB(x) complex functions to be
determined. By starting with a suitable ansatz for the states yB, yD and employing the conjugate
gradient method we might hope to find stable solitary wave solutions. Unfortunately, we have found
that this approach fails even in parameter regimes close to the integrable point, where the Manakov
soliton solutions should furnish us with a suitable ansatz for yB and yD. The difficulty with this
approach is due to the complex energy landscape which possesses many local minima.
Since absence of proof is not proof of absence, we are unable to conclusively state that dark-bright
solitary wave solutions do not exist in the non-integrable regime. However, given the success of
our method in finding stable stationary dark bright solitary wave solutions, we believe it is likely
that exactly stable, non-stationary solutions do not exist in the non-integrable regime. Although
the numerically determined grey-bright solitary wave states are less stable than those found for the
stationary black-bright case, it is still of interest to determine whether the robustness of these solutions
against collisions behaves in a similar manner to their stationary counterparts. We note that in the case
of black-bright solitary waves the collisional dynamics of the approximate variational solutions were
very similar to those of the more stable numerically determined solutions.
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5.2.2 Robustness Against Collisions
We shall now consider the robustness of the numerically determined solitary wave solutions against
collisions with a dark soliton. The results of this investigation are summarised in Fig. 5.12. Similarly
to the behaviour seen in the case of black-bright solitary waves, we observe that there is a region
close to the integrable point, where the solitary waves are only slightly disturbed by the collision. The
behaviour away from the integrable point is also qualitatively similar to that seen in the case of black-
bright solitons. Looking at Figs. 5.12c and 5.12d, we again find that in the miscible regime (s < 1),
the density disturbances caused by the collision are markedly weaker than in the immiscible regime
(s > 1). We also find that when the number of atoms in the bright component is large (µB/µD! s for
s < 1 and µB/µD! 1 for for s > 1 ), the solitary waves are strongly disrupted by the collision. This is
unsurprising, since with the greater density the dispersive self interaction is stronger and consequently,
the bright component atoms are less securely confined within the nonlinear potential well formed by
the density suppression of the dark component. As a result a greater fraction of the atoms are expelled
or captured by the incoming dark soliton.
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FIGURE 5.12: Robustness of Grey-Bright Solitary Waves Against Collisions with a Dark Soliton
a & b) The difference in the normalised overlap integrals P, before and after the collision. c & d) The change in
the magnitude of the largest eigenvalue of the covariance matrix |l1| (obtained via principal component analysis),
due to the collision with a black-bright soliton.
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5.3 Discussion
In summary, we have numerically investigated the role that integrability plays in determining the
existence and stability of solitary wave excitations of the two component CNLSE. We find that there
exists a bounded region of the parameter space where dark-bright solitary waves may be found, and
conclude that for a sufficiently large inter-species interactions (s > 3) it is not possible to find solitary
wave solutions to the CNLSE. Further to this, we note that with increasing soliton velocity, the solitary-
wave permitting region of the parameter space is increasingly restricted. We have shown that in regions
of the parameter space far from the integrable point, the widths of the solitary waves in the bright and
dark components vary in opposition to each other, such that far from the integrable point, the spatial
density profiles of the two components is markedly asymmetric.
In the case of black-bright solitary waves, we have shown that in the non-integrable regime it is
possible to find solitary wave solutions which considered in isolation, are indistinguishable in the
manner of their propagation from true soliton solutions. We find that this soliton-like behaviour
does not degrade in parameter regimes which lie far from the integrable model. We conclude that
the observation of solitary waves in this system indicates only that the system lies in that region
of parameter space which permits such solutions, but cannot be used to infer the degree to which
integrability is broken. In contrast to this, we find that the extent of integrability breaking has a marked
impact upon the robustness of dark-bright solitary wave solutions against collisions with solitons. We
find that there is a continuous breakdown in the particle-like behaviour of solitary waves as we move
away from the integrable point. Across this transition we see an increasingly large fraction of the
bright component expelled from the black-bright solitary wave during collisions. We also note that for
a given value of the interspecies interactions strength s , black-bright solitary waves containing a lower
number of bright component atoms are more stable in this regard.
In our investigation of grey-bright solitary waves (b < 1), we have found that there exist relatively
soliton-like solutions in the nearly integrable regime. However, away from the integrable point, we
find that our numerically determined solitary wave solutions cause some significant disturbance of
the background density of the dark component as they propagate, and that oscillations of the bright
component is are also evident. It is not clear whether this oscillatory behaviour is intrinsic to moving
dark-bright solitary wave solutions in the non-integrable regime, or arises as an artefact of our numerical
soliton finding algorithm. When considering the collision dynamics of these dark-bright solitary waves,
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it is clear that, as was observed in case of the black-bright solitary waves, the integrability breaking has
a significant impact on the robustness of these solitary wave solutions against collisions.
We have shown that dark-bright solitary wave solutions can be found in both miscible and immisci-
ble regimes. We note that in the miscible regime collisions with a dark soliton result in expulsion of
the bright component, and that only a small fraction of the expelled atoms become bound to the dark
soliton. In contrast, in the immiscible regime the majority of the bright component atoms which are
expelled during a collision become captured by the dark soliton, forming another dark bright solitary
wave.
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CHAPTER 6
MAGNETIC SOLITARY WAVE SOLUTIONS OF THE COUPLED
NON-LINEAR SCHRÖDINGER EQUATIONS
Recently a new type of solitary wave excitation was predicted for the one-dimensional two component
Bose gas with slightly unequal repulsive inter- and intra-species interactions[3]. The authors dubbed
these excitations ‘magnetic solitons’, however, we shall refer to them as magnetic solitary waves, since
the unequal interaction strengths break the integrability of the Manakov model.
Closed form solutions for solitary waves in non-integrable systems are rare, and since the properties
of magnetic solitary waves have not yet been thoroughly investigated, these excitations are worthy of
study in their own right. Additionally, by studying the properties of these excitations as the system is
perturbed further from the integrable point, we hope to determine whether the behaviour observed for
dark-bright solitary waves is typical of other solitary wave excitations.
In addition to deriving expressions for the ‘magnetic soliton’ solutions, in reference [3] the authors
considered the dynamics of these excitations in harmonic traps. In this chapter we present an analysis
of magnetic solitary waves in homogeneous systems, and assess the soliton-like properties of these
excitations against the criteria outlined in Sec. 4.3.
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6.1 Magnetic Solitary Waves
The solitary waves discussed in this chapter are approximate analytical solutions to the coupled
nonlinear Schrödinger equations Eqs. 4.1 and 4.2 introduced in Chapter 4. For convenience, we
reproduce the equations of motion below:
i
∂yD(x)
∂ t
=
✓
  ∂
2
∂x2
+gD|yD(x)|2+s |yB(x)|2
◆
yD(x), (6.1)
i
∂yB(x)
∂ t
=
✓
  ∂
2
∂x2
+gB|yB(x)|2+s |yD(x)|2
◆
yB(x). (6.2)
Similar to dark-bright solitary waves, magnetic solitary waves are characterised by a density minimum
in the one component and a density maximum in the other. We therefore again use the subscripts B and
D to label the two components, and shall refer to these as the ‘bright’ and ‘dark’ components respec-
tively. Unlike dark-bright solitary waves the asymptotic density of both components is non-zero; these
excitations are therefore only found in the miscible regime. Magnetic solitary waves are excitations
associated with the relative-density of the two components, also known as the ‘magnetisation’ of the
system,
m(x) =
rD(x) rB(x)
r(x)
, (6.3)
where rD(x) and rB(x) are the density distributions of the dark and bright components respectively,
and r(x) = rD(x) + rB(x) is the total density. The ground state of the miscible two-component
homogeneous Bose gas is characterised by uniform magnetisation.
In Sec. 2.4.3 we introduced the healing length x , and speed of sound cs for a single component
Bose gas,
x =
s
h¯2
2mng
, cs =
r
gn
m
, (6.4)
where g is the s-wave scattering length. This parameter characterises the length scale over which the
fluid responds to perturbations of the density. Similarly, for miscible systems with unequal inter- and
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intra-species interactions, we can define the spin healing length xs, and the magnetic speed of sound cm
xs =
s
h¯2
2mndg
, cm =
r
dgn
m
, (6.5)
where
dg⌘ g s , and g=pgDgB. (6.6)
The parameter xs, which characterises the length scale over which the system can respond to pertur-
bations of the magnetisation, is determined by the competition between the energy cost associated
with non-uniform magnetisation, and the kinetic energy which is large for wave functions with high
curvature. Since magnetic solitary waves may be found only when the system is miscible, we must
have dg  0. The parameter dg also quantifies the departure from integrability; dg= 0 corresponds to
the integrable Manakov model.
The magnetic solitary wave solutions are obtained analytically under the assumption that the total
density is constant,
nB(x)+nD(x) = n, (6.7)
where nB and nD are the density distributions for the two components, and n is the total density. This
assumption is justified when dg⌧ g. When this inequality is satisfied the spin healing length is much
longer than the density healing length. As a result of this, magnetic excitations of the system decouple
from the density excitations.
The magnetic solitary waves are completely characterised by two parameters; dg > 0 which
determines the length scale of the excitation and parametrises the extent to which the integrability of
the Manakov model is broken; and the dimensionless velocity b = v/cs, where cm is the magnetic
sound speed and 0< b < 1. A full derivation of the magnetic solitary wave solutions can be found in
reference [3]. Here we only state the result:
rB,D(x) =
n
2
"
1±
p
1 b 2
cosh
⇣
x
p
1 b 2
⌘#, (6.8)
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cotfR(x) = 
sinh
⇣
x
p
1 b 2
⌘
b
, (6.9)
tan
⇣
fT (x)+C
⌘
= 
p
1 b 2 tanh
⇣
x
p
1 b 2
⌘
b
, (6.10)
where fR = fB fD is the relative phase, fT = fB+fD is the total phase, and C is a constant which
relates only to the global phase of fT . The above equations are given in natural units as introduced
in Sec. 2.4.3, with the dimensionless length scale set by the spin healing length x0 = xs, and the
dimensionless energy set by the intra-species interaction strengths, which we choose to be equal
throughout the following discussion, e0 = ngD = ngB = ng= 1. In Fig. 6.1 we plot the density profiles,
and the total and relative phase profiles for a magnetic soliton with velocity b = 0.6.
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FIGURE 6.1: Form of the Analytic ‘Magnetic Soliton’ Solutions
a) Density profiles of the dark (blue) and bright (red) components of a ‘magnetic soliton’ with velocity b = 0.6.
b) Total and relative phase profiles of the analytic ‘magnetic soliton’ with velocity b = 0.6.
6.2 Stability of Magnetic Solitary Wave Solutions
The solitary wave solutions given by Eq. 6.8 - 6.10 are only approximate, and so are not stationary
in time. We evaluate the stability of the magnetic solitary waves by calculating the time evolution
of these solutions via numerical integration of the CNLSE Eqs. 6.1 and 6.2. Having calculated the
time evolution of these excitations across the full range of b and a wide range of dg, we find that they
display several common features which are illustrated in Fig. 6.2.
The magnetic solitary waves undergo an initial rapid period of relaxation during which density
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excitations arise. These excitations are clearly distinguished from the magnetic excitation, as they
display fluctuations in the density on length scales similar to the density healing length (x = xs
p
dg/g),
and propagate close to the density speed of sound (cs = cm
p
g/dg). During this initial relaxation,
at the centre of the solitary wave the total density becomes non-uniform on a very short time-scale.
Following this initial rapid change, there is a prolonged period of slow relaxation during which the
solitary waves are observed to continue producing small disturbances in the background densities of
both components. The magnitude of these disturbances is found to decrease with continued evolution.
After a sufficiently long relaxation period we find that the magnetic solitary waves are relatively stable,
producing only minor ripples in the total background density (dr/r ⇠ 10 9). However, this remains
above the level of numerical noise. Close to the solitary wave the total density profile of the relaxed
solution is significantly non-uniform. In Fig. 6.2 an illustrative example of the relaxation process is
shown. The parameters of the magnetic solitary wave shown are b = 0.6, s = 0.8; the relaxation
dynamics in other parameter regimes is similar.
FIGURE 6.2: Relaxation of a Magnetic Solitary Wave
The departure from uniformity of the total density which arises during relaxation b = 0.6, dg= 0.02. [Inset]
The total density distribution is plotted at three time points: (solid blue line) t = 0, uniform total density; (solid
orange line) t ⇡ 8, during initial relaxation period; (black dotted line) t ⇡ 5000, relaxed solitary wave.
6.2.1 Numerical Implementation
The differing length scales specified by the density and spin healing lengths impose a restriction upon
the range of dg which can be numerically investigated. This restriction arises because we must ensure
that we have sufficient spatial resolution to identify density fluctuations on the order of the density
healing length, while simulating a spatial domain many times larger than the spin healing length xs,
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which becomes large as dg! 0.
In order to avoid the density excitations produced during the initial relaxation period from impacting
upon the subsequent dynamics, we implement absorbing boundary conditions as outlined in App. B.2.
To prevent the moving magnetic solitary wave solutions from entering this region, we transform Eqs.
6.1 and 6.2 to a frame moving with the expected solitary wave velocity b , as described in detail in
App. A.3. Unfortunately, the dynamical relaxation of the magnetic solitary wave solutions results in
solitary waves which travel slightly faster, or slower, than the predicted velocity. In order to contain the
solitary waves for the long evolution times necessary to achieve highly stable solutions, we periodically
reposition the magnetic solitary wave in the centre of the domain.
6.2.2 Form of the Relaxed Solutions
To quantify how the form of the magnetic solitary waves changes during the relaxation process, we
introduce the complementary normalisations for the bright and dark components,
N˜D,B =
Z
rD,B(x) dx  nL2 , (6.11)
which is negative for the dark component and positive for the bright component. As the magnetic
solitary waves relax, we find that both the depth of the dark component, and the peak intensity of the
bright component change. A typical example of the initial and final density profiles is plotted in Fig.
6.3a.
In Fig. 6.3b we plot the change in the complementary normalisation of the bright and dark compo-
nents. The upper curves (dashed lines) show the change in the complementary normalisation for the
dark component while the lower curves (solid lines) show the change in the bright component. We find
that as dg! 0, the change in both of these quantities also approaches zero. This result is expected
since the analytic solutions are obtained under the assumption of constant total density, which is valid
for small dg/g.
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FIGURE 6.3: Form of the Relaxed Magnetic Solitary Wave Solutions
a) Density profiles of the dark (blue) and bright (red) components of a magnetic solitary wave before and after
relaxation b = 0.6, s = 0.1. The solid lines correspond to the initial analytic magnetic solitary wave solution,
dotted lines show the density profiles after relaxation. b) The change in the complementary normalisation of the
bright (solid lines) and dark (dashed lines) components during relaxation: (blue) b = 0; (red) b = 0.4; (green)
b = 0.6; (gold) b = 0.8.
6.3 Robustness of Magnetic Solitary Waves
In the preceding chapters we evaluated the robustness of dark-bright solitary waves by analysing
their collisions with a dark soliton. This was possible since in that system, far from the dark-bright
solitary wave the density of the bright component is zero. Consequently, the dark soliton solutions
of the single component system are also exact soliton solutions of the two component system, far
from the dark-bright soliton. In the case of magnetic solitary waves however, the asymptotic density
of both components is non-zero. In this system, the obvious candidate for testing the robustness of
magnetic solitary waves would be a dark-dark or a dark-antidark soliton†. However, the unequal
interaction strengths break the integrability of the system, and as a result, there are no true soliton
solutions. Additionally, both dark-dark and dark-antidark solitary waves are density excitations and
are therefore not ideal candidates for testing the robustness of magnetic solitary waves. We therefore
proceed by analysing the interaction between pairs of magnetic solitary waves. In Fig. 6.4 we show
two examples of such collisions where the interaction between pairs of magnetic solitary waves
† Dark-antidark solitons are similar to dark-bright solitons, however, the background density of both components is
non-zero. They differ from magnetic solitary waves as the length scale for these solitons is on the order of the density
healing length x , whereas, the relevant length scale for magnetic solitary waves is the spin healing length xs.
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produces disturbances in the total density of the system. The initial state used in these simulations is
the relaxed state found by evolving CNLSE Eqs. 6.1 and 6.2 with absorbing boundary conditions until
the background fluctuations stop decreasing.
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FIGURE 6.4: Collisions Between Magnetic Solitary Waves
Total atom density in a frame co-moving with one of the solitary waves. The background density is subtracted
and a logarithmic scale is used for the colour axis. a) dg= 0.001. For both solitary waves b = 0.7. b) dg= 0.2.
For both solitary waves b = 0.7.
The collisional dynamics depends upon the velocity of the solitary wave (b ), and the difference
between the inter- and intra-species interactions (dg). In the case of low velocity b ⌧ 1 or near equal
interactions dg⌧ 1, the collisions result in the generation of two density waves which propagate
in opposite directions away form the point of the collision. At first glance these waves appear to
posses soliton-like properties, since they travel with no detectable dispersion. However, the length
scale of these excitations is significantly longer than both the spin and density healing lengths. Closer
inspection reveals that these excitations propagate at the speed of sound, and are indeed low energy
sound waves. In Fig. 6.5a we plot the density profiles of the dark and bright components across the
region containing this excitation, from which it is clear that the lack of evident dispersion is due only
to the narrow range of frequencies in the wave packet, and not due to nonlinear effects. We also show
that the magnetisation of the system is approximately constant over this region indicating that these are
purely density excitations.
In the case of higher solitary wave velocities or significantly different interactions we find that, in
addition to the phonon excitations, waves of magnetisation are produced in which the density of the
dark and bright components fluctuate in opposition to each other. The total density of the system is
only weakly perturbed by these excitations. In Fig. 6.5b we plot the density distributions for the bright
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and dark component, showing waves of magnetisation following the collision depicted in Fig. 6.4b.
In a finite system, reflections from the system boundaries would lead to a gradual increase in the
fluctuations of the background density as a result of the magnetic solitary wave interactions. However,
by implementing absorbing boundary conditions in our numerical procedure we are able to simulate
the behaviour of solitary waves in an infinite system. We find that following the collision the magnetic
solitary wave becomes separated from both the sound waves and the waves of magnetisation produced
during the collision. Remarkably, at this point the stability of the outgoing solitary wave appears
unchanged by the interaction. In order to quantify this observation we employ the method of principal
component analysis (PCA) introduced in Sec. 4.3. In Fig. 6.5c we plot the largest eigenvalue of the
covariance matrix, obtained via PCA, both before and after the collision. We find that the relaxation
process described in the previous section produces the most stable solitary waves when b and dg are
small. Across all parameter regimes the fluctuations of the total density are similar before and after the
collision.
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FIGURE 6.5: Analysis of Collisions Between Magnetic Solitary Waves
a) Renormalised density profiles
⇣
|yi|2  1/2
⌘
of the dark (blue) and bright (red) components, showing the
sound wave produced by a low velocity magnetic solitary wave collision. The plotted data corresponds to
t = 150, x < 0 in Fig. 6.4a. (black line) Magnetisation of the system. b) Density profiles of the dark (blue)
and bright (red) components showing waves of magnetisation following the collision in Fig. 6.4b at t = 150.
c) The magnitude of the largest eigenvalue of the covariance matrix, obtained by principal component analysis
of the solitary wave before (solid lines) and after (dashed lines) the collision: (blue series) b = 0.1; (red series)
b = 0.3; (green series) b = 0.5; (gold series) b = 0.7.
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6.4 Discussion
We have investigated the properties of magnetic solitary waves, for which algebraic expressions were
derived in reference [3] under the assumption of constant total density. For the parameter regimes that
we have investigated, we find that these uniform total density solutions are dynamically unstable and
quickly relax to a magnetic solitary wave state with slightly non-uniform density.
After the initial period of relaxation significant fluctuations in the background density remain. In
order to find more stationary solitary wave solutions we implement absorbing boundary conditions and
allow the system to relax over a long time period. This produces solitary wave solutions which are
almost stationary, however, small fluctuations of the background density remain. We believe that these
remaining fluctuations are an artefact of the relaxation from a non-stationary solution, and that it is
likely that stable magnetic solitary wave solutions could be found using other numerical methods. In a
future work we shall apply the method of constrained imaginary time evolution introduced in Sec. 4.2
to search for more stable solutions.
We have found that the amplitude of the fluctuations which remain after allowing the system to
relax from the analytic solution, depends strongly upon the difference in the interaction strengths
(dg). The most stable solutions were obtained for small values of dg, which is the limit in which
the approximation of constant total density is best fulfilled. This behaviour is reminiscent of the
dark-bright solitary waves discussed in the previous chapter, where we also found that the fluctuations
of the numerically determined solitary waves were smallest in parameter regimes where the ansatz was
expected to be most accurate. This adds weight to our assertion that stable magnetic solitary waves are
likely to exist for d > 0, but that these must be searched for numerically.
At low velocities, or when dg⌧ 1 we have found that the interactions between magnetic solitary
waves produce a single burst of sound waves with a narrow range of frequencies. Unlike the dark-bright
solitary waves studied in the previous chapter there is no evidence of breathing modes being excited by
the collision.
At higher velocities, magnetic solitary wave collisions produce both sound waves and waves of
magnetisation. Although initially these result in significant fluctuations of the background density,
over time, the magnetic solitary wave becomes separated from the waves emitted during the collision
and shows no sign of having been destabilised by the collision.
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Physicists believe that the Gaussian law has been proved in mathematics while
mathematicians think that it was experimentally established in physics.
— HENRI POINCARÉ
PART II
DENSITY FLUCTUATIONS IN
BOSE-EINSTEIN CONDENSATES

CHAPTER 7
BACKGROUND II: NUMBER FLUCTUATIONS
Part II of this thesis is concerned with the investigation of the number fluctuations which occur within
an interacting Bose-Einstein condensed gas. The task of understanding and predicting the number
fluctuations within a given volume of interacting Bose-Einstein condensed gas, poses an unique set of
problems. It is a field which considerably pre-dates the first experimental realisation of a BEC and
remains an active research area today due to its theoretical and practical significance.
We begin this chapter by introducing the experimental apparatus and preliminary results which
have motivated this work. We shall then give a brief overview of particle counting statistics, and
qualitatively discuss how inter-particle correlations can affect the variance in the number of particles
found within a sub-volume of the system. Following this we shall discuss the theoretical difficulties
which arise when attempting to calculate the number fluctuations within BECs and how historically,
such difficulties have been explained and accounted for. Following this we introduce the system we
consider, discuss the progress that has already been made, and outline the questions which we hope to
address in the following chapters.
7.1 Motivation
Recently, the production of metastable helium condensates has again furnished researchers with a
new tool for probing atomic correlations. One advantage of using metastable helium is that it is
possible to detect the position of single atoms with a high spatial resolution[137–139]. The motivation for
this research comes from experimental measurements of a metastable helium BEC performed by the
Truscott group at the Australian National University (ANU). The apparatus used in these experiments
is depicted in Fig. 7.1.
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FIGURE 7.1: The Experimental Apparatus Used by the Truscott Group at ANU
Ultra-cold atoms are out-coupled form a bi-planar quadrupole Ioffe configuration (BiQUIC) trap by means of a
radio frequency (RF) pulse, which transfers them from the m = +1 trapped state to the untrapped m = 0 state. The
atoms then fall freely for a distance of 800mm before being detected using a delay-line detector. Figure reproduced
with permission from Ref. [135].
The helium atoms are condensed in the metastable 23S1 state which has an energy ⇠ 20eV above
the electronic ground state. In isolation, the lifetime of this metastable state (⇠ 7800s) is far longer
than the typical timescales for ultra-cold gas experiments[259]. However, when these atoms arrive at
the detector they de-excite immediately. Each atom landing on the delay line detector produces an
approximately 20eV signal which allows for single atom detection, this is a powerful tool for probing
the number statistics of atomic clouds. In the experiments, condensates of up to 5000 atoms were
dropped onto the detector. Although much larger BECs are readily prepared, experimentally this
apparatus is limited to studying small condensates, in order to avoid saturation of the detector. It may
be possible, however, to probe the correlations which arise within larger atomic clouds via means of an
atom laser protocol. This entails out-coupling atomic pulses from a large condensate by means of a RF
pulse, which transfers them from the trapped to untapped hyperfine atomic states.
One of the ways in which we can probe the inter-particle correlations is to define two symmetrically
positioned spatial bins on the detector (WL, WR), and to count the number of atoms which are detected
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in each bin (NR, NL). We define the relative number variance between these two bins,
x = Var{NˆR  NˆL}hNˆR+ NˆLi
. (7.1)
In Fig. 7.2 we present some of the experimental results which have motivated this study.
a)
⇠
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FIGURE 7.2: Preliminary Experimental Data Collected by the Truscott Group at ANU
a) The relative number squeezing parameter x is plotted against the number of particles detected. b) The relative
number squeezing is plotted against the condensate fraction N0/N of the trapped condensate.
We emphasise that the experimental data collection procedure is still undergoing refinement and
further data is needed in order to confirm these results. However, the preliminary results appear to
show a suppression of the relative number fluctuations, significantly below the shot noise level. These
results are somewhat surrprising, as although in the zero temperature limit the quantum fluctuations are
predicted to be sub-Poissonian[260,261], thermal fluctuations are known to result in super-Poissonian
number statistics[261,262]. However, as Fig. 7.2b shows, the experimental data indicates number
squeezing for condensates with a significant thermal fraction. Furthermore, when the thermal depletion
of the condensate is large, the relative number squeezing appears to approach the shot-noise limit,
rather than becoming super-Poissonian.
Throughout the following chapters we model this experiment, both in order to gain insight into the
preliminary results, and to inform the next round of experiments. We investigate the experimentally
relevant trapping geometry wx : wy : wz = (50 : 550 : 550)Hz, and focus our investigation on small
atomic clouds. We consider the number difference fluctuations that arise between different spatial
sub-domains of the condensate, both when harmonically confined, and when allowed to expand freely
after a sudden removal of the harmonic confinement. Towards the end ofChapter 10, we also consider
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the output of an atom laser experiment and evaluate the conflicting influences of temperature, density,
and expansion upon the correlations between subregions of the out-coupled atomic pulse.
7.2 Particle Counting Statistics
It has long been apparent to physicists that many of the most unexpected aspects of the quantum theory
are related to the variance of quantum observables[263]. Simply recording the extent of fluctuations
however, gives us little insight into the underlying physics. In order to understand and predict the
way in which various system parameters may affect the fluctuations in a particular observable, and
conversely what we can learn about the system by studying fluctuations, we need to first understand
their origin.
7.2.1 Poissonian Statistics
We begin by asking what fluctuations we would expect in a completely uncorrelated system. An illus-
trative system for this purpose is given by a uniform ideal gas of mean density r . For convenience we
shall discuss the one-dimensional case, though generalisation to higher dimensions is straightforward.
The mean number of particles contained within a section of length L is trivially given by n¯ = rL.
But how often should we expect to measure exactly m particles? In order to answer this question we
imagine placing a detector array across our system. Since we are conducting a thought experiment,
we take the luxury of increasing the spatial resolution (l ) of the detector array, to the point where it
is extremely unlikely that any particular detector will detect more than one particle. Let Q= lL be
total number of detectors across the domain. If the gas is uncorrelated then the detection events at each
detector site are independent of each other. The probability of any single detector registering a particle
is therefore simply p= r/l = n¯/Q. Since the location of the individual detection events is unimpor-
tant, the probability of detecting precisely m particles in total is then given by the binomial distribution,
P(n) =
Q!
m!(Q m)! p
m(1  p)Q m, (7.2)
=
1
m!
"
Q!
(Q m)!Qm
#
(n¯)m
✓
1  n¯
Q
◆Q m
.
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We consider the limit of this expression as Q! •, and make the following two observations. Firstly,
making use of Stirling’s equation,
lim
x!• ln(x!) = x ln(x)  x, (7.3)
we have,
lim
Q!•
"
ln
 
Q!
(Q m)!Qm
! #
= lim
Q!•
"
ln(Q!)  ln
⇣
(Q m)!
⌘
 m ln(Q)
#
, (7.4)
= Q ln(Q) Q  (Q m) ln(Q m)
+(Q m) m ln(Q),
= (Q m) ln
 
1  m
Q
!
 m,
⇡ Q
✓
  m
Q
◆
 m= 0.
=) lim
Q!•
" 
Q!
(Q m)!Qm
! #
= 1. (7.5)
Seccondly, using the binomial theorem we find,
lim
Q!•
"✓
1  n¯
Q
◆Q m#
= lim
Q!•
"
1  (Q m)n¯
Q
+
(Q m)(Q m 1)n¯2
2!Q2
. . .
#
, (7.6)
= 1  n¯+ n¯
2
2!
+ . . . ,
= e n¯.
Combining these results we derive the probability distribution for finding precisely m particles within
in a certain region of a uniform one-dimensional uncorrelated gas,
lim
Q!•P(m) =
n¯m
m!
e n¯, (7.7)
where, n¯ is the mean number of particles per unit length. This is the Poisson distribution. The
fluctuations about the mean value of a distribution are typically characterised in terms of the variance
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of the distribution, which is equal to the square of the standard deviation. For a Poisson distribution, it
is straightforward to show that the variance is equal to the mean.
s2 =
•
Â
m=0
(m  n¯)2P(m) = n¯. (7.8)
This distribution has great significance because it describes the statistics that we would expect for any
system in which the probability of a detection event at a given position is completely uncorrelated with
the detection events at other locations. For this reason, it provides a natural benchmark for comparison
with other statistical distributions we might observe. We classify such distributions as outline in Table
7.1.
Number Statistics Variance Correlations
sub-Poissonian: s2 < n¯ anti-bunched
Poissonian: s2 = n uncorrelated
super-Poissonian: s2 > n¯ bunched
TABLE 7.1: Classification of Probability Distributions
From a pragmatic viewpoint, if we are interested in determining the intensity of an optical, electrical,
or atomic pulse, the degree of accuracy is determined by the signal to noise ratio for that measurement.
We therefore introduce the ‘shot noise limit’ (SNL), which describes the maximum signal to noise
ratio obtainable in an uncorrelated system.
SNL=
I
s
=
np
n
=
p
n. (7.9)
From a theoretical standpoint it is more natural to consider the relative number variance,
x = Var{N}hNi =
s2
N
(7.10)
which for shot noise fluctuations reduces to,
xSNL = 1. (7.11)
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7.2.2 Non-Poissonian Particle Number Distributions
The observation of super-Poissonian fluctuations is associated with bunching correlations between
detector locations. Returning to our thought experiment, we can understand that such correlations can
be generated by the presence of thermal fluctuations in the density distribution of the gas. Thus, if
we we know that at a certain location a particle is detected and ask, what is the probability a particle
is also detected at the next, adjacent location? We find that this probability is greater than n¯/N. This
leads to a broadening of the probability distribution and a subsequent increase in the number variance.
Sub-Poissonian number statistics in quantum systems are somewhat less easy to understand than
super-Poissonian fluctuations. This is in part due to the fact that, whilst super-Poissonian fluctuations
may arise due to thermal effects, sub-Poissonian fluctuations and are always associated with quantum
correlations between particles. Although the extent to which a specific system may exhibit these
quantum correlations is difficult to predict, we can get a feel for how such sub-Poissonian statistics
may arise by considering a perfectly correlated classical particle system. If we return to the thought
experiment, however this time supposing that the distribution of particles is known to be exactly evenly
spaced across the domain (this is an anti-bunched configuration). In this instance, every measurement
of the number of particles in the domain will give precisely N = rL. The probability distribution is
therefore a delta function
P(m) = dN,m, (7.12)
which has zero variance and is therefore sub-Poissonian.
7.2.3 Kerr Squeezing
Now that we understand how a classical system can display sub-Poissonian statistics we turn our
attention to quantum systems which display this feature. In quantum optics (and by extension quantum
atom-optics), sub-Poissonian number statistics are often referred to as ‘number squeezing’. This
phenomenon of Kerr squeezing is instructive in describing how a state which is initially has Poissonian
fluctuations in the intensity can become squeezed when evolved under a nonlinear Hamiltonian. This
is most clearly described by considering phase space representation of the quantum states under
discussion.
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A coherent state is a minimum uncertainty state, in which the Heisenberg uncertainty is equally
distributed between X and Y quadratures,
X = aˆ+ aˆ†, (7.13)
Y = i(aˆ  aˆ†). (7.14)
This is shown as the blue distribution in Fig. 7.3. Evolution under the Kerr Hamiltonian corresponds
to a phase space rotation of the distribution, which is proportional to the intensity. As the rotation is
stronger for the points on the distribution which correspond to greater intensity, the net effect of this
rotation is a distortion of the phase space distribution from an equal uncertainty state, to one which is
squeezed in the rotated quadratures,
X˜ = aˆe iq + aˆ†eiq , (7.15)
Y˜ = i(aˆe iq   aˆ†eiq ). (7.16)
where q is the quadrature angle. Continued evolution results in greater distortion, however, this does
not translate to a monotonic increase in squeezing. The task of determining the optimum interaction
time, in order to generate maximum squeezing via interactions of various nonlinearity has received
considerable attention both in the context of nonlinear optics and of atom optics[264–266].
Y
X
FIGURE 7.3: Kerr Squeezing
Phase space portrait of a coherent state undergoing Kerr squeezing.
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7.3 Number Fluctuations of the Ideal Bose Gas
A peculiar feature of Bose-Einstein condensation of an ideal gas is that macroscopic occupation of a
single quantum state can lead to discrepancies between the canonical and grand-canonical descriptions,
even in the thermodynamic limit where these approaches are usually found to be equivalent. This
problem is apparent if we consider fluctuations in the number of particles in an ideal Bose gas. Let us
consider one single-particle state of the system with energy ei and consider other particle modes as a
reservoir. The grand canonical partition function for this one-level system is given by,
Z =
•
Â
N=0
eb (µN E), (7.17)
=
•
Â
N=0
[eb (µ ei)]N =
1
1  eb (µ ei) .
In the second line of Eq. 7.17 we have made use of the fact that for non-interacting particles the total
energy E = niei = Nei for our one-level system. The sum over N reflects the bosonic nature of the
system which permits any number of particles to occupy the same single particle state. Calculating the
mean occupation according to the standard rules of statistical mechanics,
hnii= hNi= 1Z
•
Â
N=0
N[eb (µ ei)]N =
1
bZ
∂Z
∂µ
=
1
b
∂ lnZ
∂µ
, (7.18)
let x= eb (µ ei), y= 1  x,
hnii= 1b
∂x
∂µ
∂y
∂x
∂
∂y
lnZ =
x
y
=
1
eb (ei µ) 1 , (7.19)
which is the Bose-Einstein distribution. The square of the occupation numbers is also easily calculated,
hn2i i=
1
Z
•
Â
N=0
[N2eb (µ ei)]N =
1
b 2Z
∂ 2Z
∂µ2
. (7.20)
Which allows us to calculate the mean square variance in the occupation numbers,
hs2i i= h(ni hnii)2i= hn2i i hnii2 (7.21)
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=
1
b 2Z
"
∂ 2Z
∂µ2
  1
Z
 
∂Z
∂µ
!2 #
=
1
b
∂ hNi
∂µ
. (7.22)
Substituting Eq. 7.19 into Eq. 7.22 we have,
hs2i i=
eb (ei µ)
(eb (ei µ) 1)2 = hnii(1+ hnii). (7.23)
Applying this result to the ground state of the system produces an alarming result. As the temperature
of the system approaches zero we expect macroscopic occupation of the ground state. For a uniform
gas of volume V , when the number of particles is large we find,
hs20 i ⇡ n20 µV 2. (7.24)
Since at low temperatures the ground state population comprises the majority of particles in the system,
the grand canonical description of the system therefore predicts macroscopic fluctuations of the total
condensate number at low temperatures. Owing to the highly isolated environment in which BECs
are produced it is natural to consider these systems as having fixed total number of particles, and thus
to be described by a canonical ensemble. However, such a description can not even approximately
agree with the grand canonical treatment. Indeed the canonical description predicts vanishing relative
fluctuations† of the condensate mode in the thermodynamic limit[260,267].
hs20 iC ⇠V
4
3 , =) hs
2
0 iC
V 2
    !
V!• 0. (7.25)
The subscript (C) is used to denote the canonical expectation value.
The disagreement between the canonical and grand-canonical descriptions of the number fluc-
tuations in the ideal Bose-Einstein condensed gas has been laboured over for decades[268–270]. The
difficulty arises because in writing down the grand canonical partition function for the ground state we
have assumed that the occupation of the non condensed states is sufficient to act as a particle reservoir.
In the low temperature result this is not true and grand canonical description is flawed. With this in
mind, what is perhaps most surprising that the grand canonical picture is so successful at describing a
† A potential point of confusion here is that historically [260,267,268], the term ‘relative fluctuations’ has been used to
refer to the quantity h(s/N)2i, this is the usage in this section. However, throughout the remainder of this thesis, the
term ‘relative number variance’ and ‘relative number fluctuations’ refer to the quantity hs2/Ni defined in Eq. 7.10. This
definition is convenient in the context of our work, as the relative number variance of shot noise fluctuations is equal to one.
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great many other properties of the ideal Bose gas[267].
It is worth noting that this problem is specific to the ideal Bose gas. The presence of even weak
inter-particle interactions results in a finite compressibility of the condensate, and thereby stabilises the
low temperature fluctuations of the condensate mode[260,271,272]. This stabilisation occurs because, in
the presence of interactions, macroscopic fluctuations in the density would correspond to macroscopic
fluctuations of the free energy and are consequently suppressed[271,273].
7.4 The Imperfect Bose Gas
In the previous section we considered the particle number fluctuations which occur within a volume of
an ideal Bose gas. In this thesis however, we are concerned with calculating experimentally relevant
case of interacting metastable helium condensate. As we have mentioned the presence of interactions
significantly affects the behaviour, and reconciles canonical and grand-canonical descriptions in the
thermodynamic limit[271].
Particle number fluctuations of interacting (imperfect) Bose gases have already received consid-
erable attention. While early work focussed on showing the equivalence of the canonical and grand
canonical descriptions when applied to the imperfect Bose gas[271,272], interest in this system was again
revived with the experimental realisation of ultra cold Bose and Fermi gases in 1995[111]. Since then,
the number fluctuations of ultra cold Bose gases have been calculated in the zero temperature limit, for
non-zero temperature, in the presence of various trapping potentials, and for the strongly interacting
systems[261,274–276]. The result which is of principal importance to this work was determined by
Giorgini et al. [260], who showed that at zero temperature, within a spherical volume of radius R, the
variance in the total number of particles of uniform, weakly interacting Bose gas, scale according to
hs2Ni µ R2 ln
 
C
R
z
!
, R>> z , (7.26)
where, z is the healing length, andC is a constant which depends upon the short range behaviour of the
gas.† The relative number fluctuations for the weakly interacting Bose gas are therefore not extensive,
as they scale sub-linearly with the volume. This work was expanded upon by Astrakharchik et al. who
† In Sec. 2.4.3 where we introduced the healing length we denoted it using the letter x . This was done in order to
maintain consistency with many of the standard texts [128,148]. However, throughout Part II of this thesis we use z to
denote the healing length, since in the literature x is commonly used for the squeezing parameter.
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determined the number variance for harmonically confined, and strongly correlated Bose gases[261].
7.4.1 Number Difference Fluctuations
So far we have considered the number fluctuations which occur when counting atoms in a sub-volume of
a quantum system, and have discussed the physical insight which such investigations can give us into the
nature of the particle correlations within that system. In this section, we consider the fluctuations which
arise in the number difference, between two sub-regions of a BEC. Understanding such correlations is
important not only from an academic perspective, but also has practical consequences if such systems
are to be used in quantum metrology[277].
One of the principal motivations for the development of atomic measurement devices is the poten-
tial for increased sensitivity, since the de-Broglie wavelength for atoms is many orders of magnitude
smaller than can feasibly be used in photon optics. The field of atom optics is however comparatively
young, as experimenters have only had access to coherent atomic sources for the last 20 years. If
atomic measurements are to replace optical devices in the future there remains a great deal to be
understood, both in terms of the practicalities of confining, and manipulating ultra-cold atom sources,
and in understanding the correlations which develop due to trapping potentials, the application of
Bragg pulses, thermal effects, inter-particle interactions, and particle detection[19].
FIGURE 7.4: Experimental Measurements of the Number Difference Between Two Halves of a Divided
Bose-Einstein Condensate
(red squares) The relative number squeezing between the two wells x = s2/hNi is plotted as a function of (v f ),
the final frequency of the evaporative cooling ramp. v f determines the temperature, which increases from left
to right. (open green circles) fringe noise: Estimation of x that would be measured for shot noise fluctuations,
obtained by analysing a region of the image which does not contain atoms. Figure adapted from Ref. [278].
In recent years, advances in the manipulation and detection of trapped atoms has opened the door to
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new possibilities for measuring the fluctuations, and by extension the correlations, between sub regions
of a BEC[279]. In one such experiment the researchers successfully prepared a 87Rb condensate on an
atom chip[278]. The design of this atom chip allowed them to raise a potential barrier of variable height,
in the centre of the condensate, thereby splitting the condensate in two. They were subsequently able
to measure the number of particles in each well with a high quantum efficiency, and thereby investigate
the relative number fluctuations between the two wells. The experimenters were able to vary the
initial temperature of the sample from significantly above the critical temperature (Tc) to well below
this threshold. The results of this study are shown in Fig. 7.4. They found that at low temperatures
the relative number fluctuations were sub-Poissonian, however, at intermediate temperatures, the
fluctuations were super-Poissonian and peaked at a point below Tc.
In a subsequent theoretical study, it was shown that the observed peak in the fluctuations of the
number difference between the two wells is a general feature of the weakly interacting Bose gas,
which is present in a single harmonic well[262]. The authors calculated the relative number fluctuations
between two halves of a harmonically confined Bose gas. They first considered the ideal Bose gas and
found that, contrary to the fluctuations in the total number of particles, the fluctuations in the relative
number of particles could be determined within the grand canonical ensemble. For the ideal Bose gas
they derived exact and approximate algebraic expressions for the relative number variance, and found
that this calculation reproduced the observed super-Poissonian peak in the fluctuations at intermediate
temperatures. This result is shown in Fig. 7.5.
FIGURE 7.5: Fluctuations in a Cloven
Harmonically Confined Ideal Bose Gas
Relative variance of the particle number difference
between the two halves of the cloud as a function of
rescaled temperature in a cigar-shaped trap with wy
= wz = 2wx. (black) solid lines: exact result. dashed
lines: approximate result. The total number of
particles N = 6000. (red) N = 13,000 solid lines:
exact result. dashed lines: approximate result. The
inset is a magnification of the T> Tc region. Figure
reproduced with permission from Ref. [262].
In the same work, the authors employed the classical field approximation in order to derive analytic
expressions for the relative number variance between two halves of a harmonically confined interacting
Bose gas. These analytical calculations were supported by classical field simulations. The key finding
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was that the presence of repulsive interactions resulted in a reduction in the peak value of the relative
number fluctuations compared with the ideal gas. The results of this analysis are shown in Fig. 7.6.
FIGURE 7.6: Fluctuations in a Cloven
Harmonically Confined Imperfect Bose
Gas
(red) Solid line: classical field analytic pre-
diction for the ideal gas; circles: classical
field simulation. (black) N = 6000; solid
line: classical field analytic prediction;
circles: classical field simulation. (blue)
N = 17000; solid line: classical field ana-
lytic prediction; triangles: classical field
simulation. Figure reproduced with permission
from Ref. [262].
The final result in this paper, which is of particular relevance to this thesis, is the consideration of
the first quantum corrections to the classical field. This can be achieved by expanding the field operator
for the non-condensed modes in the Bogoliubov basis. The authors present an analytical calculation,
which demonstrates that, for the harmonically confined interacting Bose gas, this consideration leads
to a reduction in the fluctuations at zero temperature, below the shot-noise level. In the following
chapters we, expand upon this result by employing the Bogoliubov formalism in order to numerically
investigate the thermal and quantum fluctuations present in both static, and non-equilibrium systems.
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CHAPTER 8
RELATIVE NUMBER SQUEEZING CALCULATIONS
8.1 Analytical Calculations
We present here our calculation of the relative number variance of the population difference between
two spatial domains within the condensate. For the ideal gas this calculation is carried out by
expanding the field operator in the harmonic oscillator basis. In the interacting theory the Bogoliubov
decomposition of the field operator is employed. The results obtained are valid for arbitrary choice of
spatial bins, and can be applied to both trapped and un-trapped systems. The time evolution of the
condensate and non-condensed modes can be calculated using the GPE (Eq. 2.33) and the equation of
motion for the quasi-particle modes (Eq. 2.85). This calculation can therefore be applied dynamically,
allowing us to investigate non-equilibrium states of the system.
8.1.1 Ideal Gas Calculation
It is instructive to first consider the fluctuations in a condensate of ideal gas particles. The result we
derive is equivalent to the algebraic result derived by Sinatra and Castin[262], discussed in Sec. 7.4. We
consider a condensate confined in a harmonic potential with arbitrary trapping frequencies. In this case
we are able to derive an analytic result for the relative number variance between two spatial domains,
which are chosen to be the regions to the right and left of the minimum of the harmonic confinement in
the dimension of interest, WR and WL respectively.
The number difference operator between the two domains WL and WR is given by,
NˆR  NˆL =
Z
x2WR
Yˆ†(x)Yˆ(x) dx 
Z
x2WL
Yˆ†(x)Yˆ(x) dx. (8.1)
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Whilst for the number variance we have,
Var{NˆR  NˆL}=h(NˆR  NˆL)2i hNˆR  NˆLi2, (8.2)
=h(NˆR  NˆL)2i,
due to the symmetry of the system. In order to evaluate the number variance, we therefore need to
calculate:
h(NˆR  NˆL)2i=
Z
x2WR
Z
x02WR
hYˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0)i dx dx0 (8.3)
+
Z
x2WL
Z
x02WL
hYˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0)i dx dx0
 2
Z
x2WR
Z
x02WL
hYˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0)i dx dx0.
We employ decompose the field operator Yˆ(x) in the basis eigenbasis of the harmonic potential
{ui(x)}.
Yˆ(x) = y0(x)aˆ0+d Yˆ(x) = y0(x)aˆ0+Â
i
bˆiui(x). (8.4)
Inserting Eq. 8.4 into Eq. 8.3 we have,
Dh
Yˆ†(x)Yˆ(x)
i2E
=
D
(y⇤0 (x)aˆ
†
0+d Yˆ
†(x))(y0(x)aˆ0+d Yˆ(x)) (8.5)
⇥ (y⇤0 (x0)aˆ†0+d Yˆ†(x0))(y0(x0)aˆ0+d Yˆ(x0))
E
,
=
⌧✓
y⇤0 (x)aˆ
†
0y0(x)aˆ0+y
⇤
0 (x)aˆ
†
0d Yˆ(x)+d Yˆ
†(x)y0(x)aˆ0+d Yˆ†(x)d Yˆ(x)
◆
(8.6)
⇥
✓
y⇤0 (x0)aˆ
†
0y0(x
0)aˆ0+y⇤0 (x0)aˆ
†
0d Yˆ(x
0)+d Yˆ†(x0)y0(x0)aˆ0+d Yˆ†(x0)d Yˆ(x0)
◆ 
.
If for the moment we restrict our discussion to the case of zero temperature, then the only
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combination of bˆi and bˆ†j with a non-zero expectation value is bˆibˆ
†
j . Eq. 8.6 therefore reduces to
Dh
Yˆ†(x)Yˆ(x)
i2E
= |y0(x)|2|y0(x0)|2haˆ†0aˆ0aˆ†0aˆ0i+y⇤0 (x)aˆ†0y0(x0)aˆ0Â
i j
ui(x)u⇤j(x0)hbˆ†i bˆii (8.7)
⇡ N20 |y0(x)|2|y0(x0)|2+N0y⇤0 (x)y0(x0)Â
i
ui(x)u⇤i (x0).
We are now ready to evaluate the integrals in Eq. 8.3. It is clear from symmetry considerations that
the first term of Eq. 8.7 vanishes under integration. We evaluate the intergration of the second term as
follows.
h(NˆR  NˆL)2i=N0Â
i
Z
x2WR
y⇤0 (x)ui(x) dx
Z
x02WR
y0(x0)u⇤i (x0) dx dx0 (8.8)
+N0Â
i
Z
x2WL
y⇤0 (x)ui(x) dx
Z
x02WL
y0(x0)u⇤i (x0) dx dx0
 2N0Â
i
Z
x2WR
y⇤0 (x)ui(x) dx
Z
x02WL
y0(x0)u⇤i (x0) dx dx0
=N0Â
i
    Zx2WRy⇤0 (x)ui(x) dx 
Z
x2WL
y⇤0 (x)ui(x) dx
    2
=N0Â
i
    Z y⇤0 (x)u˜i(x) dx     2,
where in Eq. 8.8 the integration is carried out over all space, and we have introduced the modified
basis set,
u˜i(x) = P(x)ui(x), (8.9)
and the step function,
P(x) =
8>><>>:
 1 z< 0
1 z> 0
, (8.10)
where z= 0 corresponds to the minimum of the harmonic trap, in the dimension of interest. It is simple
to prove that our modified basis set {u˜i(x)} retains the properties of completeness and orthonormailty
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of the parent basis set {ui(x)}, by considering the inner product of the basis vectors.
hu˜i|u˜ ji=
Z
u⇤i (x)P⇤(x)P(x)u j(x) dx= hui|u ji. (8.11)
The sum in Eq. 8.8 can therefore be written as,
N0Â
i
    Z y⇤0 (x)u˜i(x) dx     2 = N0Â
i
hy0|u˜iihu˜i|y0i= N0hy0|y0i= N0. (8.12)
We conclude that for the ideal gas at zero temperature,
Var{NˆR  NˆL}= N0 = N. (8.13)
In order to include the effects of thermal fluctuations we must return to the expansion of Eq. 8.6, this
time keeping all terms which contain an equal number of fluctuation field creation and annihilation
operators. Doing so results in the following expression, in which there are four additional terms to
evaluate.
⌧h
Yˆ†(x)Yˆ(x0)
i2 
= y⇤0 (x)y0(x)y⇤0 (x0)y0(x0)haˆ†0aˆ0aˆ†0aˆ0i (8.14)
+Â
i, j
y⇤0 (x)ui(x)y0(x0)u⇤j(x0)haˆ†0aˆ0ihbˆibˆ†ji
+Â
i, j
y⇤0 (x)y0(x)u⇤i (x0)u j(x0)haˆ†0aˆ0ihbˆ†i bˆ ji
+Â
i, j
y0(x)u⇤i (x)y⇤0 (x0)u j(x0)haˆ0aˆ†0ihbˆ†i bˆ ji
+Â
i, j
u⇤i (x)u j(x)y⇤0 (x0)y0(x0)haˆ†0aˆ0ihbˆ†i bˆ ji
+d Yˆ†(x)d Yˆ(x)d Yˆ†(x0)d Yˆ(x0).
The final term of Eq. 8.14 results in a product of four creation/annihilation operators,
d Yˆ†(x)d Yˆ(x)d Yˆ†(x0)d Yˆ(x0) = Â
i jpq
u⇤i (x)u j(x)u⇤p(x0)uq(x0)hbˆ†i bˆ jbˆ†pbˆqi. (8.15)
In order to evaluate this expectation value we employ Wick’s theorem[280,281]:
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The thermal expectation value of a product of many operators is equal to the sum over all possible
fully contracted terms.
hbˆ†i bˆ jbˆ†kbˆli= h ˙ˆb†i ˙ˆb j ¨ˆb†k ¨ˆbli+ h ˙ˆb†i ¨ˆb j ˙ˆb†k ¨ˆbli+ h ˙ˆb†i ¨ˆb j ¨ˆb†k ˙ˆbli, (8.16)
= hbˆ†i bˆ jihbˆ†kbˆli+ hbˆ†i bˆ†kihbˆ jbˆli+ hbˆ†i bˆlihbˆ†j bˆki.
In the above expression, ˙ˆbi ˙ˆb j and ¨ˆbi ¨ˆb j both denote the contraction between bˆi and bˆ j.
Assuming that there are no correlations between the non condensed modes, we neglect the second
term in this expression and rewrite Eq. 8.15 as,
Â
i jpq
u⇤i (x)u j(x)u⇤p(x0)uq(x0)hbˆ†i bˆ jbˆ†pbˆqi=Â
i j
(
|ui(x)|2|u j(x0)|2hbˆ†i bˆiihbˆ†j bˆ ji (8.17)
+u⇤i (x)ui(x0)u j(x)u⇤j(x0)hbˆ†i bˆiihbˆ jbˆ†ji
)
.
Combining Eqs. 8.3, 8.15 & 8.17 we have,
h(NˆR  NˆL)2i=N0Â
i
    Zx2Wy⇤0 (x)u˜i(x) dx
    2✓hbˆ†i bˆii+ hbˆibˆ†i i◆ (8.18)
+Â
i j
    Zx2W u⇤i (x)u˜ j(x) dx
    2hbˆ†i bˆiihbˆ jbˆ†ji.
At zero temperature hbˆ†i bˆii= 0 and this expression reduces to Eq. 8.13; in this limit the fluctuations
are purely due to shot noise. At non-zero temperature however, the non-condensate modes become
thermally occupied. In this instance, the first term in Eq. 8.18 represents the combination of shot
noise and additional thermal fluctuations caused by the condensate mode beating against the thermally
occupied non-condensed modes of odd symmetry. The second term in Eq. 8.18 corresponds to beating
between pairs of non-condensed modes with opposite symmetry. At low temperatures there is little
thermal occupation of these modes and hence, this term is small. However, at higher temperatures
when the condensate mode is heavily depleted, this term dominates.
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8.1.2 Weakly Interacting Bose Gas
We now consider a Bose condensed gas of weakly interacting particles. For an interacting gas the
Bogoliubov decomposition of the field operator is given by,
Yˆ(x) = y0(x)aˆ0+d Yˆ(x) = y0(x)aˆ0+Â
i
bˆiui(x)+ bˆ†i v
⇤
i (x). (8.19)
It is straightforward to show that the presence of particle interactions results in fluctuations of the field
operator, even at zero temperature.
hd Yˆ|d Yˆi=Â
i
hbˆ†i bii
✓
hui|uii+ hvi|vii
◆
+ hvi|vii. (8.20)
The first term on the right of Eq. 8.20 is proportional to the thermal occupation of the non-condensate
modes hb†i bii, this is the thermal depletion of the condensate. The second term however is independent
of temperature, and corresponds to depletion of the condensate due to the inter-particle interactions;
this is the quantum depletion. Unlike the ideal gas case, the bases, {ui(x)} and {vi(x)} have, in general,
no analytical solution. They are however guaranteed to be orthonormal and complete over the space of
functions orthogonal to y0(x).
At this point, in order to simplify the notation, and because it will help us to make explicit the
approximations used in our symmetry breaking approach, we will adopt the notation prevalent in the
number conserving Bogoliubov theory. We define a new number conserving fluctuation operator:
Lˆ(x) = 1p
N0
aˆ†0d Yˆ(x) =Â
i
bˆiui(x)+b†i v
⇤
i (x). (8.21)
We proceed as before with calculating the expectation value h[Yˆ†(x)Yˆ(x)]2i.
Dh
Yˆ†(x)Yˆ(x)
i2E
=
|y0(x)|2|y0(x0)|2N20 (8.22a)
+ n0|y0(x)|2
⇣
hLˆ†(x0)Lˆ(x0)i  hd Nˆ(x0)i
⌘
+ n0|y0(x0)|2
⇣
hLˆ†(x)Lˆ(x)i hd Nˆ(x)i
⌘
(8.22b)
+ y⇤0 (x)y⇤0 (x0)n0hLˆ(x)Lˆ(x0)i + y⇤0 (x)y0(x0)n0hLˆ(x)Lˆ†(x0)i (8.22c)
+ y0(x)y⇤0 (x0)n0hLˆ†(x)Lˆ(x0)i + y0(x)y0(x0)n0hLˆ†(x)Lˆ†(x0)i (8.22d)
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+ hLˆ†(x)Lˆ(x)Lˆ†(x0)Lˆ(x0)i. (8.22e)
We note that in line 8.22a we have made the approximation haˆ†0aˆ†0aˆ0aˆ0i ⇡ N20 .
The lines 8.22a and 8.22b do not contribute to the number variance as they contain only even terms,
which cancel under the integration Eq. 8.3. In order to calculate the remaining terms, we must now
expand lines 8.22c - 8.22e in terms of the quasi-particle operators. This procedure is analogous to that
already outlined explicitly in Sec. 8.1.1, full details can be found in App. D. We find that,
h(NˆR  NˆL)2i= N0Â
i
|Ai|2
⇣
hbˆibˆ†i i+ hbˆ†j bˆ ji
⌘
(8.23)
+Â
i j
⇣
|Bi j|2+Bi jB⇤ji
⌘⇣
hbˆibˆ†i ihbˆ jbˆ†ji+ hbˆ†i bˆiihbˆ†j bˆ ji
⌘
+
⇣
|Ci j|2+Ci jDi j
⌘
hbˆ†i bˆiihbˆ jbˆ†ji
+
⇣
|Di j|2+Di jCi j
⌘
hbˆibˆ†i ihbˆ†j bˆ ji,
where,
Ai =
Z ⇣
y⇤0 (x)u˜i(x)+y0(x)v˜i(x)
⌘
dx, (8.24)
Bi j =
Z
u˜i(x)v j(x)dx, (8.25)
Ci j =
Z
u˜⇤i (x)u j(x)dx, (8.26)
Di j =
Z
v˜i(x)v⇤j(x)dx. (8.27)
As in Eq. 8.9 we have introduced the modified basis sets {u˜i(x)} and {v˜i(x)}. This result coincides
with that reported by Ferris[282], except that Eq. 8.24 differs by a minus sign. This is due to a
corresponding difference in the definition of the Bogoliubov decomposition of the field operator.
Finally, we introduce the relative number variance parameter x defined as,
x = h(NˆR  NˆL)
2i
hNˆR+ NˆLi
, (8.28)
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in which, the calculation of hNˆR+ NˆLi is straightforward,
hNˆR+ NˆLi=
Z
N0|y0|2 dx+Â
i
Z ✓
hb†i bii
⇣
|u˜i(x)|2+ |v˜i(x)|2
⌘
+ |v˜i(x)|2
◆
dx. (8.29)
8.1.3 Multiple-Bin Calculations
So far we have considered calculating the relative number squeezing between two sub-domains, WL
and WR, which together encompass the entire domain. However, we are also interested in calculating
the squeezing across much smaller domains in order to investigate any spatial dependence of the
relative number fluctuations. In order to calculate the squeezing between these smaller domains we
must redefine our modified basis sets in the following way,
u˜i(x) = P(x)ui(x), (8.30)
v˜i(x) = P(x)vi(x), (8.31)
where the step function,
P(x) =
8>>>>><>>>>>:
 1 x⇢WL,
1 x⇢WR,
0 x 6⇢WL[WR.
(8.32)
We note that this transformation no longer preserves the inner product between basis vectors. At
first glance this appears quite worrying. However, we remind the reader that this notation is really
just a convenient shorthand. Although in this calculation we do eliminate terms based on parity
considerations, with the exception of Eq. 8.12 (where this is valid), we do not eliminate terms by
evaluating the inner product of basis vectors.
We note that the total number of particles in WL [WR is correctly given by Eq. 8.29 using this
definition of {u˜i(x)} and {v˜i(x)}.
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8.2 Numerical Approach
Throughout this work we calculate the squeezing between pairs of spatial domains, which are chosen
to be symmetrically positioned with respect to the centre of the condensate. Our main theoretical tool
for this calculation is the Bogoliubov linearisation procedure, an outline of which can be found in
Sec. 2.5.1. This technique allows us to consider the linear fluctuations of the field operator around the
mean-field condensate mode, which arise due to quantum and thermal effects. Having decomposed the
field operator using the Bogoliubov method, we are able to calculate the relative number squeezing (x )
between domains according to Eq. 8.23. Where possible, a complementary calculation is carried out
using the Wigner representation, an outline of which is given in Sec. 2.6. Technical details associated
with this method such, as the symmetrisation of the operator Yˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0) which appears in
Eq. 8.3, are given in App. E.
In our initial investigations, we calculate the in-trap squeezing between two large spatial domains,
which together contain the entire condensate; throughout the following chapters we will refer to this
as the two-bin squeezing calculation. These calculations reveal the bulk behaviour of the condensate
fluctuations. Additionally, they allow us to compare with previously known results and validate our
model. However, these calculations do not reveal any information about the correlations between
smaller regions of the condensate. In order to address this question, we also calculate the squeezing
between a series of small domains symmetrically positioned either side of the origin. In the following
sections this is referred to as the multiple-bin calculation.
A common theoretical tool when dealing with elongated condensates is to develop an effective
one-dimensional (1D) model for the system. This is typically done by assuming that in two dimensions
the gas is restricted to the ground state of the confining potential, which allows us to integrate these
dimensions out of the Hamiltonian.† This assumption is justified provided that the trapping frequency
in the tightly confined dimensions is sufficiently high, such that h¯wi   kBT . In this work however,
we will be interested in the dynamics of the condensate as it expands, and since the expansion in the
(initially) tightly trapped dimensions occurs much more rapidly than in the weakly trapped dimension,
the tightly confined dimensions are of primary interest. This therefore presents us with a problem when
we try to construct a 1D model. If we assume that the weakly trapped dimension remains confined to the
ground state, we would be neglecting many modes of the weakly trapped dimension, which are of lower
† We give a more complete discussion of dimensional reduction for harmonically confined BECs i n Sec. 2.4.2.
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energy than those modes of the tightly trapped dimension which are included. Since doing so would
result in an unphysical model, as a first step towards understanding the dynamics, we instead develop a
1D model in which we calculate the relative number squeezing along the weakly trapped dimension.
This allows us to investigate the in-trap relative number squeezing, and to see how this squeezing is
affected by a sudden removal of the harmonic confinement in the weakly trapped dimension. We expect
this calculation to qualitatively describe both the in-trap and dynamic correlations of the experiment.
We note however, that due to the confinement in the transverse dimensions (which remains in place
after the weak confinement is removed), the mean density of the condensate will decrease much more
slowly than if the confinement were removed in all three dimensions at once. As a result of this we
expect effects of inter-particle interactions to be enhanced.
In addition to this 1D treatment we develop a 3D model in which we consider an infinitely long
cylindrical condensate in with a linear density,
rL =
N
2 RTF
(8.33)
where N is the number of atoms in the experiment we are modelling, and RTF is the Thomas-Fermi
radius of the condensate in the weakly trapped dimension. This model allows us to factorise the 3D
problem, which enables us to analytically solve the Bogoliubov equations for the weakly trapped
dimension and calculate the temporal evolution of these modes.
One of the primary aims of this project is to determine in what way the relative number fluctuations
between different spatial domains is affected by the expansion of the condensate, following a sudden
removal of the harmonic confinement. In order to address this problem we numerically calculate the
time evolution of the Bogoliubov modes; a discussion of this procedure is given in Sec. 2.5.3. The
squeezing can then be calculated as before, according to Eq. 8.23.
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DENSITY FLUCTUATIONS IN TRAPPED BOSE-EINSTEIN
CONDENSATES
We shall begin by considering the correlations which develop as a result of the inter-particle interactions
within a harmonically confined condensate. Previous work has furnished us with an analytical
expression for the two-bin relative number fluctuations of the ideal gas in a spherically symmetric
harmonic trap, and an approximate expression for the interacting gas in the Thomas-Fermi limit, for
this same geometry[262]. These results were discussed in Sec. 7.4.
In this chapter we employ the Bogoliubov methodology to consider the quantum fluctuations
around the classical mean-field ground state of a harmonically confined condensate. This method is
applied to a 1D and to a 3D model of the trapped condensate. We consider the experimentally relevant
case of an anisotropically confined condensate and investigate the small particle numbers which are
not typically well described by the Thomas-Fermi approximation. Finally, we calculate the spatial
dependence of the correlations by calculating the relative number squeezing between multiple spatial
bins.
9.1 Relative Number Fluctuation Calculations in 1D
We consider a condensate of metastable helium which is initially confined by a harmonic
trap, with trapping frequencies, wx,wy,wz equal to 50Hz, 550Hz and 550Hz respectively. The
inter-particle interactions are characterised by the s-wave scattering length of metastable helium,
as = (7.512 ± 0.005)⇥10 9m[283]. The anisotropic trapping potential results in an elongated ‘cigar
shaped’ condensate. We take advantage of this anisotropy to develop an effective 1D model and calcu-
late the relative number fluctuations between spatial domains along the weakly trapped dimension.
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9.1.1 Choice of Dimensional Units for the 1D Model
The dimensional reduction of the classical field Hamiltonian, leading to the 1D Gross-Pitaevskii equa-
tion was discussed in Sec. 2.4.2. We work in the dimensionless harmonic oscillator units presented
in Sec. 2.4.3. The length scales are set by the harmonic oscillator length in the weakly trapped (z)
dimension, leading to the following choice of dimensionless length (z0), time (t0), energy (e0) and
temperature (T0) units.
z0 =
s
h¯
mwz
, t0 =
1
wz
, e0 = h¯wz, T0 =
e0
kB
. (9.1)
In these units the 1D Gross-Pitaevskii equation is,
✓
  1
2
∂ 2
∂x2
+g1D|y0(z)|2+V (z)
◆
y0(z) = µ1Dy0(z), (9.2)
where,
g1D =
lr
2p
g3D =
2aslrN
z0
, µ1D = µ lr , (9.3)
and lr = wr/wz is the dimensionless trapping frequency in the radial dimension.
9.1.2 Two-Bin Relative Number Fluctuations
We shall begin by considering the harmonically confined condensate. The ground state is calculated
via imaginary time evolution of the Gross-Pitaevskii equation Eq. 9.2. For each temperature point,
the chemical potential µ is adjusted such that the total number of particles remains constant. We
then linearise the field operator around this ground state, as described in Sec. 2.5.1, in order to obtain
the quasi-particle modes
⇣
ui(x), vi(x)
⌘
and the corresponding eigenenergies (ei), which are defined
relative to the chemical potential µ . The thermal occupation of these modes are then determined by
the Bose-Einstein distribution.
ni =
1
eb (ei) 1 = hb
†
i bii. (9.4)
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We calculate the relative number variance x between two domains, which together encompass the
entire condensate; (WL ⌘ z< 0) and (WR ⌘ z> 0).
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FIGURE 9.1: 1D: In-Trap Two-Bin Relative Number Variance x (N0N )
The relative number variance x is plotted as a function of the condensate fraction. Solid lines show the results of
the BdG calculation Eq. 8.23. Points correspond to Wigner expectation values for x , calculated by averaging
10,000 samples of the Wigner distribution. From top to bottom: (green series) 5000 particles; (red series) 2000
particles; (blue series) 500 particles. The inset axis shows a magnified view of the low temperature results.
The results of our in-trap two-bin squeezing calculations are summarised in Fig. 9.1. The relative
number fluctuations can be categorised into three distinct regimes; the low, intermediate, and high
temperature regimes. At zero temperature, inter-particle interactions lead to strongly sub-Poissonian
relative number fluctuations between the two domains. However, we find that very little thermal
depletion is required before the fluctuations become super-Poissonian. The sub-Poissonian fluctuations
present at zero temperature were absent from previous classical field calculations,[262] and can be
attributed to quantum correlations. At intermediate temperatures, thermal occupation of the low energy
non-condensate modes leads to strongly super-Poissonian fluctuations for 0< T 6  TC. This behaviour
was also identified by Sinatra and Castin[262]. They attributed these super-Poissonian fluctuations to
beating between the condensate mode and the low energy non-condensed modes. In the 1D model
we find that the thermal (super-Poissonian) fluctuations are notably stronger than those previously
calculated in the 3D case[262]. This is due to the decreased density of states in the 1D system, which
results in a larger occupation of the lowest energy non-condensate mode, which produces a larger
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contribution to the relative number variance. We have mentioned that the large thermal fluctuations
at intermediate temperatures can be interpreted as beating of the condensate mode against the non-
condensed modes. In the high temperature limit this phenomenon is reduced, due to depletion of the
condensate mode. Correspondingly we see a reduction in the relative number fluctuations at very high
temperatures T   Tc. We note that due to the small system size (N  5000 particles) the condensate
mode is not completely depleted at Tc which is the critical temperature in the thermodynamic limit.
To further illuminate the competition between quantum and thermal correlations in the low tem-
perature regime, we calculate the relative number squeezing at fixed temperature for condensates of
varying total number N. The results are plotted in Fig. 9.2.
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FIGURE 9.2: 1D: In-Trap Two-Bin Relative number variance x (N)
The relative number variance x , is shown as a function of condensate particle number for various temperatures.
At zero temperature we find that the two-bin squeezing is a monotonically decreasing function of
the number of particles. This makes sense, since in the absence of thermal effects, increasing particle
number results in an increase in the quantum correlations which drives the suppression of number
fluctuations. At low (non-zero) temperatures however, the minimum number-fluctuations are observed
for condensates of intermediate size. This is due to the relative importance of quantum and thermal
effects in condensates of varying size. For small condensates the quantum depletion of the condensate
is small. In this regime increasing particle number results in greater suppression of the relative number
fluctuations due to the enhanced quantum correlations. However, in very large condensates this trend is
reversed. This is due to quantum depletion of the condensate which results in significant contributions
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to the relative number squeezing from beating between pairs of non-condensed modes of opposite
symmetry. In the calculation presented in Sec. 8.1.2 this corresponds to large contributions from the
terms containingBi j, Ci j andDi j in Eq. 8.23.
9.1.3 Multiple-Bin Calculations
In this section we calculate the spatial dependence of the relative number fluctuations. As discussed in
Sec. 8.1.3, a small modification to our two-bin calculation allows for the relative number variance to
be calculated between two domains (WL and WR), which are symmetrically positioned with respect to
the minimum of the harmonic trap.
WL = b< x< a (9.5)
WR = a< x< b (9.6)
It is worth noting that the two-bin number fluctuations are not equal to the sum of the multiple-bin
fluctuations, since the two-bin calculation is dependent on the correlation of each domain on the left,
with every domain on the right. To be more explicit,
Var{NˆR  NˆL}= h(NˆR  NˆL)2i hNˆR  NˆLi2 = h(NˆR  NˆL)2i (9.7)
=
⌧✓ N
Â
i=0
(mˆi  mˆ i)
◆2 
(9.8)
=
⌧✓ N
Â
i, j=0
(mˆimˆ j+ mˆ imˆ  j 2mˆimˆ  j)
◆2 
(9.9)
=Â
i
Var{mˆi  mˆ i}+
⌧✓
Â
i 6= j
(mˆimˆ j+ mˆ imˆ  j 2mˆimˆ  j)
◆2 
. (9.10)
where NˆR/L and mˆi are the number operators for the domains in the two-bin and multiple-bin calcula-
tions respectively.
As we decrease the size of the spatial bins we find that the number fluctuations tend towards the
shot noise limit. This occurs both in the case of super-Poissonian and sub-Poissonian fluctuations.
An illustrative case is shown in Fig. 9.3 which shows the in-trap relative number variance for a large
condensate of 500,000 atoms at T = 0. This behaviour arises because the size of our spatial bins
is much shorter than the correlation length of the condensate, which is on the order of the system
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length†. We can understand this behaviour by realising that the correlations in the system are created
by scattering between pairs of atoms in the condensate. To highlight the effect of changing the size of
the spatial bins, we present the following anaolgy.
If we consider a single 1D scattering event in isolation it is clear that the position of the two
outgoing atoms is highly correlated. Working in the centre of mass frame if we measure the number of
atoms in the regions W1 = x < 0 and W2 = x > 0 we will always find one atom in each domain, we
can therefore say there is perfect correlation between the number of atoms in these domains. However
if we measure the number of atoms in some smaller regions W1 = a< x < 0 and W2 = 0< x < a,
since the probability density of each atom is not entirely contained within these regions, we now have
some finite probability of detecting an atom in each of the two regions. Moreover, since this finite
probability is due to ‘collapse of the wave-function’ an event which happens independently for the two
measurements, the conditional probability of finding an atom in W2 given that we have detected one in
W1 is not equal to unity. In this way correlations are reduced when we probe them on length scales
much shorter than the correlation length. We note that this phenomenon is well known, and a much
more detailed discussion can be found in the literature[136].
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FIGURE 9.3: 1D: Multiple Bin Squeezing
The relative number variance x between pairs of spatial bins, for a condensate of 5000 atoms at T = 0, is
presented for a range of bin sizes. From dark to light, Dz= 50, 25/4, 25/8, 25/16, 25/32, 25/64, 25/128. The relative
number fluctuations are found to be reduced when probing the system on short length scales.
† In Sec. 2.4.2 we mentioned that for the ideal Bose gas in 1D there is no BEC transition. Similarly, in weakly interacting
Bose gases tight confinement in two dimensions can result in the formation of a quasi-condensate at zero temperature.
However, the trapping geometry which we are simulating, is not sufficiently anisotropic to preclude the formation of a true
BEC.
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Throughout the following discussion bin sizes are chosen so as to probe the structure of the correla-
tions with good spatial resolution. As a result, these calculations do not correspond to the maximum
possible number squeezing that could be observed between optimally chosen spatial bins. In order
that we do not allow the effects of spatial binning to bias our conclusions, we ensure that whenever
we compare fluctuations in condensates of different number, at different temperatures, or at different
times, the length of the spatial bins is kept constant.
The in-trap multiple-bin relative number variance, for condensates of 5000, and 2000 atoms is
presented in Fig. 9.4. In the zero temperature limit, we find that the regions closest to the centre of
the condensate display sub-Poissonian relative number fluctuations, whilst towards the edges of the
condensate, this relative number squeezing becomes weaker, tending towards the shot noise limit as
the density tends to zero. At non-zero temperature, the presence of thermally occupied modes results
in a large increase of the relative number fluctuations. This amplification of the fluctuations is present
across the entire condensate; however, the domains towards the edges of the condensate display the
most significant increase in fluctuations due to thermal occupation.
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FIGURE 9.4: 1D: In trap Multiple-Bin Squeezing
The relative number fluctuations are presented for condensates of 5000, and 2000 atoms. Solid lines correspond
to the Bogoliubov calculation while points show the Wigner calculation. For clarity, the Wigner points are
plotted for every third spatial bin. (blue series) N = 5000; T = 20; (red series) N = 5000; T = 0; (brown series)
N = 2000; T = 14; (green series) N = 2000; T = 0; The non-zero temperatures have been chosen such that the
condensate fraction N0/N ⇡ 0.9.
139
9. Density Fluctuations in Trapped Bose-Einstein Condensates
9.2 Relative Number Fluctuation Calculations in 3D
In our 3D model we again consider a condensate of metastable helium which is initially confined by a
harmonic trap, with trapping frequencies, wx,wy,wz equal to 50Hz, 550Hz and 550Hz respectively.
V (r,z) =
1
2
⇣
l 2r r2+ z2) (9.11)
where lr = wr/wz = 11. The Thomas-Fermi radii in the r, z directions are thus given by,
RTFr =
p
2µ
lr
and RTFz =
p
2µ. (9.12)
As in the 1D model, the length and energy scales are set by the harmonic oscillator length z0 =p
h¯/(mwz), and energy quanta h¯wz, of the weakly trapped dimension. We are interested in calculating
the relative number fluctuations between spatial domains along the radial dimension, and in particular,
in what way these correlations change during expansion, following a removal of the confining potential.
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FIGURE 9.5: Two-Bin Squeezing in the Cylindrical System
We approximate the cigar shaped geometry by considering a condensate confined within a ’soft-walled’ cylindri-
cal trap, with a linear density equal to the mean linear Thomas-Fermi density of the cigar shaped condensate.
In the two-bin calculations the relative number variance between the two domains, W1 and W2 is calculated by
integration with respect to the angular coordinate f .
Numerically solving the Bogoliubov-de Gennes (BdG) equations is a matrix diagonalisation
problem where the size of the matrix scales with the square of the number of energy modes we wish to
consider. This is computationally intensive for large numbers of modes and prevents us from directly
simulating the 3D harmonically confined model. However, a considerable computation advantage
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can be gained for systems in which the field operator can be factorised with respect to the spatial
dimensions. In order to take advantage of this, we consider a 3D model in which the condensate is
confined by a soft-walled cylindrical potential, formed by the combination of 2D harmonic trap and
periodic boundary conditions along the weakly trapped dimension. For relevance to the experiment
we choose the length of the 1D periodic domain to be equal to twice the Thomas-Fermi length of the
harmonically trapped condensate Lz = 2LTFz .
V˜ (r) =
1
2
l 2r r2 (9.13)
In this geometry we are able to factorise the linear dimension out of the BdG equations and treat
this dimension analytically. In addition, using a polar basis set, the remaining 2D problem can be
factorised according to the angular and radial coordinates. Solving the BdG equations thus requires
the diagonalisation of nm matrices of size n2p, as opposed to a single matrix diagonalisation of size
(nk⇥nm⇥np)2, where nk,nm,np label the number of modes in the linear, radial, and angular dimensions
respectively. Further technical details regarding this approximation are given in App. C.
9.2.1 Two-Bin Calculations
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FIGURE 9.6: Comparison With Analytic Result
The relative number squeezing parameter (x ) is plotted as a function of the renormalised temperature (T/Tc).
The dashed lines show the analytical result for the 3D harmonically trapped condensate of 5000 particles (blue)
and 25,000 particles (red). The solid lines display the results of the numerical calculation for a cylindrical
condensate with axial length equal to twice the Thomas-Fermi weakly of the tightly trapped dimension.
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In Fig. 9.6 we present a comparison between an exact calculation of the two-bin relative number
fluctuations for a cigar shaped ideal gas condensate, as derived by Sinatra and Castin[262], and the
numerical calculation in which we approximate the anisotropic harmonic trap by a ‘soft-walled’
cylindrical trap. We find that under this approximation we are able to provide a good qualitative
description of the 3D harmonically trapped BEC, which correctly predicts the functional dependence
of x upon temperature. Quantitatively comparing these calculations, we note that the peak in the
relative number fluctuations differs by less than a factor of two. Having built confidence in our model,
we shall now continue to look at the density fluctuations in the tightly confined dimensions for our
metastable helium condensate.
Weakly Interacting Bose Gas
In Fig. 9.7 the two-bin relative number squeezing is plotted as a function of the condensate fraction,
for small condensates of 500, 2000, and 5000 atoms.
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FIGURE 9.7: 3D Two-Bin Result: Dependence on Temperature
The relative number squeezing parameter (x ) is plotted as a function of the condensate fraction (N0/N) for a
condensate of 5000 particles (green); 2000 particles (red) and 500 particles (blue).
We find the same qualitative behaviour as was seen in our 1D model, where we calculated the
relative number squeezing along the weakly trapped dimension. However, both the magnitude of the
super-Poissonian fluctuations at high temperature, and the low temperature suppression of the relative
number fluctuations is markedly reduced in the tightly confined dimension. This can be understood by
noting that in the 1D system, the lowest energy non-condensate mode has odd symmetry, and therefore
significantly contributes to the relative number variance. However, for the 3D system, the Bogoliubov
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modes take the following form,
ukmp(r,q ,z) = ump(r)eimqe2pikz/Lz , (9.14)
vkmp(r,q ,z) = vmp(r)e imqe 2pikz/Lz . (9.15)
The lowest energy modes have nodes along the weakly trapped (z) dimension, and are symmetrical
with respect to the angular coordinate (m= 0). Due to this symmetry, beating between these modes and
the ground state does not contribute to the relative number variance, in the tightly confined dimensions.
As a result, greater thermal energy is required before thermal population of the m= 1 modes leads
to significant contributions to the relative number variance. We also find that in the tightly confined
dimensions the relative number fluctuations at zero temperature are only very weakly sub-Poissonian,
even for large condensates at zero temperature.
9.2.2 Multiple Bin Calculations
In our 1D model a natural choice of spatial bins was given by considering the projection of the density
profile along the weakly trapped (z) dimension onto the z-axis. In our 3D model however the convenient
choice is to make bins with respect to the radial coordinate; this situation is illustrated in Fig. 9.8.
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FIGURE 9.8: Multiple-Bin Squeezing Calculation in the Cylindrical Basis
A cross-sectional diagram of the condensate showing how the spatial bins are defined. a) The two-bin domains
are straightforward to to calculate in both the cylindrical and the Cartesian basis. b) The choice of multiple-bin
domains for our theoretical calculation. c) The spatial-bins used in the preliminary experiments.
We note that unlike in the 1D model this choice of spatial bins does not maintain a constant volume
per bin. While in principle it would be possible to vary the angular length of the bins so as to maintain
a constant volume, doing so increases the numerical difficulty of the calculation because a larger
number of angular modes must be considered, in order to ensure that the angular basis is approximately
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complete over these shorter angles. Since we are chiefly interested in the relative number variance
(which is normalised by the total number of particle in both bins), the varying bin size does not
significantly affect the results of the calculation.
In the experiments discussed in Sec. 7.1, the choice of spatial bins were defined by areas of the
detector. This corresponds to the choice of spatial bins indicated in Fig. 9.8c. We do not anticipate that
the difference between the definition of the spatial bins in the experimental and theoretical approaches
will significantly alter the results. However, since the experiment allows for good temporal resolution
of the detection events, either definition of the spatial bins represented in Fig. 9.8b could be extracted
from the experimental data.
The results of our 3D multiple-bin squeezing calculations are presented in Fig. 9.9. We find
that there is a spatial dependence to the relative number fluctuations, with those regions closest to
the centre displaying reduced fluctuations compared with the outer edges of the condensate. This
behaviour is qualitatively similar to that seen in the 1D model. However, unlike the 1D model, at
zero temperature the relative number squeezing lies close to the shot noise limit across all spatial
domains with only a minor sub-Poissonian character. For larger condensates, although the increased
significance of inter-particle interactions does result in greater squeezing, we find that the maximum
squeezing achieved is less that 1dB even for very large (N ⇡ 5⇥105) condensates, and for the optimal
choice of bin size (which at zero temperature corresponds to that used in the two-bin calculation).
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FIGURE 9.9: 3D Two-Bin Result: Dependence on Temperature
The relative number squeezing parameter (x ) is plotted as a function of the radial coordinate for a condensate
of 5000 particles. (green series) T = 0, N0/N ⇡ 1; (red series) T = 6, N0/N ⇡ 0.9; (blue series) T = 12,
N0/N ⇡ 0.5.
144
9.3 Discussion
9.3 Discussion
We have found that there is a qualitative agreement between the relative number fluctuations in
the weakly trapped dimension, calculated using the 1D model, and the fluctuations in the tightly
confined dimension, found using the 3D model. In both cases we find that at zero temperature, the
relative number fluctuations are sub-Poissonian, and that for larger condensates this suppression of the
fluctuations is stronger; at intermediate temperatures we see strong super-Poissonian fluctuations; and
at very high temperatures, there is a reduction in the strength of these super-Poissonian fluctuations.
There are however significant quantitative differences between the results of the 1D and 3D calculation.
Firstly, at intermediate temperatures, the super-Poissonian fluctuations are much larger in the weakly
confined dimension than in the tightly confined dimensions. We attribute this to the large number of
low energy modes, of the 3D system, which are symmetric with respect to the angular coordinate. At
a given temperature, this results in lower occupation of the modes which contribute to the number
variance in the tightly confined dimensions than in the weakly confined dimension.
From the 1D model we find that, at zero temperature, large condensates exhibit strong relative
number squeezing along the weakly trapped dimension. However, this reduction in the relative number
fluctuations is readily reversed by the presence of thermal fluctuations, resulting in super-Poissonian
fluctuations even when the thermal depletion is small. Contrastingly, the 3D calculation predicts
only weakly sub-Poissonian relative number squeezing along the tightly confined dimension, even
at zero temperature. These results are difficult to reconcile with the experiments performed by the
Truscott group†, where significant relative number squeezing was seen in the (initially) tightly trapped
dimensions, even for condensates with large thermal depletion. However, we have currently only
considered the relative number fluctuations in equilibrium. The experimental procedure involves
removing the confining potential and allowing the atoms to fall onto the detector. As it is possible that
this process leads to the sub-Poissonian fluctuations which were measured in the experiment, we shall
now focus on modelling this free expansion.
† These results we discussed in Sec. 7.1.
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CHAPTER 10
PROPAGATION OF CORRELATIONS IN NON-EQUILIBRIUM
BOSE-EINSTEIN CONDENSATES
We extend our investigation into the correlations present in Bose-Einstein condensates by considering
the dynamical response of the density fluctuations following a sudden quench of the trapping potential.
This study is motivated by the incongruity between the experimentally observed relative number
squeezing, and the equilibrium calculations presented in the previous chapter which predict super-
Poissonian fluctuations at experimental temperatures. We aim to discover if the experimentally
observed relative number squeezing is generated during the expansion of the condensate as it falls
towards the detector. In the first instance we shall consider removing the confining potential for small
BECs (N  5000). These calculations are experimentally relevant since atom clouds of this size can
be released from confinement and the particle statistics measured without risk of detector saturation.
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In the static calculations presented in the previous chapter we show that the amplified role of
inter-particle interactions in larger condensates results in stronger suppression of particle number
fluctuations at low temperatures. This poses intriguing questions regarding the degree of correlation in
the atomic pulses produced in an atom laser experiment. In the latter part of this chapter we investigate
this scenario and evaluate whether it is possible to increase the correlations in a atomic pulse of fixed
particle number by out-coupling atoms from a much larger and more strongly correlated condensate.
10.1 Dynamic Response of the Density Fluctuations to a Sudden
Quench of the Trapping Potential
We present here the results of both the 1D model and the full 3D cylindrical model. Our principal
theoretical approach to modelling the non-equilibrium dynamics is via numerical integration of the
PDEs describing the evolution of the Bogoliubov modes; this method is outlined in Sec. 2.5.3. The
results of this approach are supported by a truncated Wigner calculation,which we have discussed in
Sec. 2.6.2.
After the harmonic confinement is released the condensate expands to many times its original size.
Simulating this expansion of the condensate is numerically difficult, especially for the 3D model, due
to the number of spatial grid points needed to represent the condensate modes during expansion. To
alleviate this problem, we introduce absorbing boundary conditions. This technique involves simulating
a region of space, on either side of the condensate, where the atomic field is subject to strong losses.
Initially, none of the condensate density is contained within this region, however, as the condensate
expands into the ‘absorbing boundary region’, the field is strongly attenuated. The dimensions of
the simulated spatial grid are chosen to be approximately five times the Thomas-Fermi radii of the
trapped condensate. This grid is then expanded in order to accommodate the absorbing boundary
region. Further details on the application of this method can be found in App. B.2
10.1.1 1D Model
We shall again begin by considering the two-bin number fluctuations, in which we consider two spatial
domains which together encompass the entire condensate. The results of this investigation for the
1D model are presented in Fig. 10.1. This reduction in the relative number fluctuations, which arises
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during expansion, is due to the spatial separation of the condensate and non-condensate modes. In
Chapter 9, where we discussed the static case, we described how at low to moderate temperatures the
predominant contribution to the relative number fluctuations (the first term in Eq. 8.23) is associated
with beating between the condensate mode and the non-condensed modes of odd symmetry. After the
harmonic trap has been removed the non-condensate modes expand more quickly than the condensate
mode. As a reult of this spatial separation of the condensate mode from the non-condensed modes, the
overlap integrals (Ai in Eq. 8.24) are reduced, resulting in smaller fluctuations.
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FIGURE 10.1: 1D Expansion: Relative Number Variance Between Two Spatial Bins
The two-bin relative number variance (x ) is plotted as a function of time a condensate of 5000 particles at various
initial temperatures. From top to bottom: (green series) kBTh¯w0 = 50; (red series)
kBT
h¯w0 = 20; (blue series)
kBT
h¯w0 = 0.
We find that during expansion the relative number fluctuations are reduced, and that this reduction
in x is larger in initially higher temperature condensates. We note that, for condensates in which
the relative number fluctuations are initially weakly super-Poissonian, expansion may lead to sub-
Poissonian fluctuations.
In Figs. 10.2a and 10.2b, we present the multiple-bin analysis for a condensate of 5000 atoms,
before and after expansion, at varying temperatures. The degree to which the condensate has expanded
in this time is shown in Fig. 10.2c. We find that expansion results in a reduction of the relative
number fluctuations, to below the shot-noise level, across the entire simulated domain. Performing the
multiple-bin analysis at multiple points during the expansion reveals that as the condensate expands,
the number fluctuations remain peaked in the domains near the edge of the cloud, but drop significantly
in the centre of the cloud. After sufficient expansion the relative number fluctuations in the central
regions are suppressed far below their initial levels.
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FIGURE 10.2: 1D Expansion: Relative Number Variance Between Multiple Spatial Bins
a) The in-trap relative number variance x (Dz) is plotted as a function of the displacement Dz= x¯(WR)  x¯(WL).
Solid lines show the BdG calculation for an interacting system of 5000 particles. Points correspond to Wigner
expectation values for x (Dz), calculated by averaging 1000 samples of the Wigner distribution. The horizontal
dashed line indicates the shot noise level (x = 1). From top to bottom: (green series) T = 50; (red series) T = 20;
(blue series) T = 0. b) The relative number variance after expansion t = 3. Colours correspond to different
temperatures as in panel a). c) The condensate density |Y0|2 is plotted at t = 0 (solid line) and at t = 3 (dashed
line)
10.1.2 3D Model
In the 3D model, we ignore expansion along the weakly trapped dimension, as this happens much
more slowly than in the tightly confined dimensions. From an experimental viewpoint, this would
be equivalent to releasing the 2D harmonic trap whilst retaining the confinement along the weakly
trapped dimension. This approximation allows us to analytically determine the time evolution of the
axial components of the BdG modes
⇣
ukmp(r,q ,z), vkmp(r,q ,z)
⌘
.
The two-bin fluctuations of the condensate, calculated within our 3D model are shown in Fig. 10.3.
Similarly to the results of the 1D simulation we find that the two-bin fluctuations are reduced as the
condensate expands. This behaviour is consistent across a wide range of temperatures and particle
numbers. It is shown that condensates which exhibit weakly super-Poissonian two-bin fluctuations in
equilibrium, may display sub-Poissonian statistics after expansion. We find that at zero temperature,
expansion leads to an almost perfectly squeezed state (x = 0). At intermediate temperatures, when the
majority of the atoms are condensed, we find that some squeezing may still be produced, although the
magnitude of this squeezing is greatly reduced, compared with the zero-temperature result. At high
temperatures, when thermal depletion reaches ⇠ 50%, we find that although expansion reduces the
super-Poissonian fluctuations found in-trap, even after a long expansion the two-bin relative number
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fluctuations are never driven below the shot noise limit.
FIGURE 10.3: 3D Two-Bin Fluctuations during expansion
The two-bin relative number variance parameter x is plotted as a function of time, following a removal of the
harmonic confinement, for different initial temperatures and condensate numbers as indicated in the legend. For
each condensate size, three temperatures points have been chosen according to the fixed condensate fractions;
(blue series) N0/N ⇡ 1; (red series) N0/N ⇡ 0.9; (green series) N0/N ⇡ 0.5
During expansion the non-uniformity in the relative number fluctuations is greatly reduced and
with continued evolution, tend towards being uniformly distributed. Whereas for the two-bin squeezing
we found that the fluctuations in the high temperature condensate tended towards a constant super-
Poissonian value, in the multiple-bin calculation we find that, after expansion, the squeezing is
sub-Poissonian for all spatial bins. Although at first glance this seems to contradict the two-bin result,
we must remember that the two-bin calculation is not equal to the sum over all of the bins, since this
would ignore correlations between pairs of bins at different radii.
We note that the series plotted in Fig. 10.4 are not linearly spaced in time, this is because, as was
seen in the two-bin calculation, there is an initial rapid change in the relative number fluctuations
followed by a much more gradual approach to a constant value. The final value of the relative number
squeezing which is achieved depends upon the temperature and number of particles in the condensate.
The final time point plotted in Fig. 10.4 is t = 0.8, very little reduction in the relative number squeezing
is seen after this point. The period of initial rapid relaxation of the two-bin calculation is much shorter
than that revealed in the multiple-bin calculation. This indicates that while the two-bin calculation
correctly describes the bulk dynamics of the relative number fluctuations, it is insensitive to internal
propagation of the atomic correlations.
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FIGURE 10.4: 3D Multiple-Bin Calculation: Fluctuations During Expansion: T=0 N= 5000
The relative number variance is plotted as a function of the radial coordinate for various temperatures, condensate
sizes and expansion times. In all panels the colours indicate the expansion times, as shown in the legend of the
rightmost panel. [Left panel] N = 5,000 for all plots. (solid lines) T = 0, N0/N = 0.998; (dashed lines) T ⇡ 6,
N0/N = 0.9; (dotted lines) T ⇡ 12, N0/N = 0.5. [Middle panel] N0/N = 0.5 for all plots. (solid lines) N = 500;
(dashed lines) N = 2000; (dotted lines) N = 5000. [Right Panel] Radial density profile of the condensate during
expansion
Comparing the results of the 1D and the 3D models, we find that the dynamic changes in the
relative number variance along the weakly trapped dimension, which occur during expansion, are
qualitatively similar to that found in the initially tightly confined dimension, using the 3D calculation.
In both cases expansion leads to a reduction in the relative number fluctuations, however, this effect
happens more slowly in the weakly trapped dimension due to the slower expansion of the condensate.
10.2 Relative Number Fluctuations in the Output of Pulsed
Atom Laser
Following the development of the first laser in 1960 Theodore Maiman reportedly described them
as “a solution in search of a problem”[284]. It seems that the atomic laser suffers from the reverse
prognosis as there is no end to the potential applications for atom lasers, however, the ‘solution’ is
still very much in development. Although the first atom lasers were produced over a decade ago,
there are several barriers to widespread adoption[284,285]. Aside from the technical difficulties such
as cost, durability, repeatability and achieving continuous stable operation, a clear understanding and
controlling correlations in atomic laser pulses is crucial if they are to achieve widespread adoption.
Although the potential for using quantum states of light to enhance the sensitivity of lasers in
metrological applications has been discussed for a long time[286], the first real world applications of
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squeezed light in this context have occurred much more recently[116,287]. The laser interferometer
gravitational wave observatory (LIGO) mentioned in Sec. 1.4.1 is perhaps the most famous example.
Despite this delay, lasers have proved extremely useful in this context, even without making full use
of the quantum nature of light. One reason that this has been possible is that increasing the number
of photons in a light beam is relatively easy. Signal to noise ratios can therefore usually be improved
simply by increasing the beam intensity. In an atom optics context however, full advantage must be
taken of number statistics, since unlike in photonic optics, increasing the intensity of an atomic pulse
is not straightforward.
In this section we investigate the correlations in an atomic pulse that has been out-coupled from an
atom laser. In Chapter 9 we found that, in the weakly confined dimension, inter-particle interactions
result in strong suppression of the relative number fluctuations. In this section we consider releasing the
weak confining potential while maintaining tight harmonic confinement in two dimensions. We are thus
working with the 1D model previously introduced. As inter-particle interactions are more significant
in larger condensates, a key question is whether the quantum correlations present in the condensate
reservoir are transferred to the out-coupled atomic pulse. We again choose to model an anisotropic
geometry with trapping frequencies, wx,wy,wz equal to 50Hz, 550Hz and 550Hz respectively.
10.2.1 Modelling the Out-Coupling Process in an Atom Laser Experiment
In an atom laser a small fraction of the atom reservoir is out-coupled via the application of an RF pulse,
which transfers a portion of the atoms from the trapped to the un-trapped hyperfine states. We model
this process as a beam splitter, with the condensate reservoir and the un-trapped vacuum as the two
inputs. We calculate the subsequent dynamics and the relative number fluctuations using the truncated
Wigner approach. Having determined the Wigner representation of the reservoir yR and vacuum yV
fields, the Wigner representation of the out-coupled pulse yp is given by
yp = cos(q)yR+ isin(q)yV , (10.1)
where,
cos2(q) =
Np
NR
. (10.2)
153
10. Propagation of Correlations in Non-Equilibrium Bose-Einstein Condensates
Following the out-coupling process the untrapped atoms fall under gravity, we therefore construct our
model in a frame which is freely falling with the out-coupled atoms. As the atoms fall through the
condensate reservoir they experience a repulsive force due to interactions with the trapped atoms. We
model these interactions between the atom reservoir and out-coupled pulse using a static potential.
Since the out-coupled atoms only experience this repulsive force until they fall below the condensate
reservoir, this potential is switched off after the first tp units of evolution.
tp =
s
2RTF
g
, (10.3)
where RTF is the Thomas-Fermi radius in the tightly trapped dimension. This is simply the time it
takes for an initially stationary atom to fall under gravity for a distance of RTF .
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FIGURE 10.5: 1D Atom Laser: Fluctuations During Expansion For Different Initial Condensate
Numbers
In all plots 5000 atoms have been out-coupled from a larger condensate. The initial condensate size and
temperature is shown at the top of each panel. Colours correspond to different evolution times as shown in
legends.
We first consider the effect of increasing the number of particles in the reservoir upon the corre-
lations present in the out-coupled pulse. The results of this investigation are presented in Fig. 10.5
where, in order to isolate the effect of quantum correlations from thermal fluctuations, we consider the
zero temperature limit. We immediately notice that despite the correlations present in the reservoir,
which lead to strong relative number squeezing of the initial cloud, immediately after out-coupling
process the atom laser pulses possess Poissonian relative number fluctuations. This result is somewhat
surprising since we often think of a beam splitter with vacuum at one port as a device which simply
attenuates a signal. Furthermore, although it is intuitive that the the output of a beam splitter with
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a coherent state at one port and a squeezed state at the other should display reduced squeezing, one
might naively expect that the extent of this degradation would be determined by the relative number of
particles in the two input beams. This is however not the case, and is in fact an important effect for the
production of squeezed states by mixing of a coherent state and a squeezed vacuum state[288].
During the first stages of evolution we see a large increase in the relative number fluctuations
as the out-coupled atoms are ejected from the reservoir. This rapid increase in the relative number
fluctuations is found to be greater for larger reservoirs. As the atoms fall away form the reservoir they
continue to expand and the relative number fluctuations decrease, becoming strongly sub-Poissonian,
especially in those pulses which originated in smaller reservoirs. After evolution the relative number
fluctuations are peaked in the centre, rather than at the edges as was seen for small condensates after a
removal of the confining potential.
In Fig. 10.6 we present data showing the effect of thermal fluctuations upon the correlations in
the atom laser pulses. We maintain a constant initial reservoir size of 5⇥ 105 atoms and show the
evolution of an atom laser pulse for temperatures corresponding to 1%, 10% and 50% depletion of
the condensate reservoir. The initial rapid increase in the fluctuations, followed by a prolonged slow
decline follows the same pattern as was seen in the zero-temperature case. As we might expect however,
at higher temperatures, the increase in fluctuations which occurs as the atoms are ejected from the
condensate also increases.
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FIGURE 10.6: 1D Atom Laser: Fluctuations During Expansion For different Initial Temperatures
In all plots 5000 atoms have been out-coupled from a larger condensate. The initial condensate size and
temperature is shown at the top of each panel. Colours correspond to different evolution times as shown in
legends.
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10.3 Discussion
In this work we focussed on the investigation of the relative number fluctuations which are present
in small elongated condensates. We have derived an expression for calculating the relative number
variance of this system in the Bogoliubov basis and verified this by reproducing our results using the
Wigner representation of the field operator. The dynamical response of the correlations in a BEC after
a removal of the confining potential has also been calculated, both via numerical integration of the
Bogoliubov modes and within the Truncated Wigner approximation. We have found that these two
approaches agree well.
We have examined the relative number fluctuations along the weakly confined dimension using an
effective 1D model. In addition, we have developed a 3D model which approximates the anisotropic
harmonic confinement used experimentally by the Truscott Group, by a ‘soft-walled’ cylindrical trap
formed by a 2D harmonic potential with periodic boundary conditions along the weakly trapped
dimension. This model allows us to investigate the relative number fluctuations in the tightly confined
dimensions. Using this model to calculate the fluctuations in an ideal gas condensate, we find
that it provides a good qualitative description of the known analytic result for the 3D harmonically
confined condensate. Furthermore, we find that the peak in fluctuations calculated for the ‘soft-walled’
cylindrical geometry differs by less than a factor of two when compared with the result for a 3D
harmonically confined condensate of the same size. We conclude that this model should produce
results which are also qualitatively similar to those that might be found experimentally.
We find that in equilibrium, the relative number fluctuations in the weakly, and tightly, confined
dimensions are qualitatively similar. We find that, in both cases, the relative number fluctuations are
sub-Poissonian at zero-temperature. However, along the weakly trapped dimension the relative number
fluctuations are strongly sub-Poissonian, with x ! 0 for large particle numbers, whereas, in the tightly
confined dimension, the zero-temperature relative number variance is only weakly sub-Poissonian.
This difference is due to the increased density of states in the 3D model, and in particular, arises because
the lowest energy non-condensate modes have nodes only along the weakly confined dimension and
thus do not contribute to the squeezing in the tightly confined dimension.
In addition to calculating the relative number variance between two halves of the condensate,
we have investigated fluctuations in the relative occupations of multiple pairs of spatial bins. We
have found that in the zero temperature limit the greatest number squeezing is found when the two
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bins encompass the entire condensate. For non-zero temperatures however, the optimal choice of bin
depends both upon the total number of particles and the temperature of the condensate. We have also
found that for any given bin size, the relative number fluctuations of the trapped condensates is smallest
close to the centre of the condensate.
In both the weakly and tightly confined dimensions the relative number fluctuations have been
found to decrease during expansion. This effect can be understood by noticing that, for low temperature
condensates, beating between the condensate mode and the non-condensed modes of odd symmetry
produces the leading contribution to the relative number variance. During expansion the non-condensate
modes expand more quickly than the condensate mode, resulting in reduction in the overlap integrals
for these two modes. As a result the beating between the condensate and non-condensate modes is
reduced and the fluctuations are decreased.
In Chapter 9 we found that at low temperatures the relative number fluctuations of large har-
monically confined condensates were strongly suppressed in the weakly trapped dimension. In this
chapter we have analysed the potential for taking advantage of the strong correlations present in large
condensates, to produce correlated atomic pulses using an atom laser protocol. We find that this is not
possible since the out-coupling process strongly dilutes the relative number squeezing of the atomic
reservoir. Additionally, as the out-coupled atoms are expelled from the reservoir, interactions with the
remaining atomic cloud result in super-Poissonian fluctuations. However, following expansion, the
inter-particle interactions again result in a relative number squeezed state.
If we are interested in measuring the strongest possible relative number squeezing between two
large spatial bins, using the experimental apparatus discussed in Sec. 7.1, it is necessary to consider
the influences of both temperature and condensate size. In equilibrium, at zero temperature, the
largest condensates exhibit the strongest relative number squeezing. However, this suppression of
the relative number fluctuations is fragile, as thermal depletion of even a few percent results in
super-Poissonian fluctuations. If there is no appreciable thermal component to the cloud, then the
strongest squeezing will be observed for the largest condensates. However, if the thermal component
is significant the relative number fluctuations for trapped condensates increase with the condensate
size. However, the largest condensates also display the greatest reduction in the two-bin relative
number fluctuations during expansion. The optimum size of the condensate therefore, depends upon
the minimum temperature which can be achieved and the expansion time. The situation is different
when examining the fluctuations between pairs of small spatial bins. In this case relative number
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squeezing should be comparatively easy to observe, especially in regions close to the centre of the
condensate.
It may be possible to make use of the relative number squeezing present in trapped Bose-Einstein
condensates for metrological purposes, although it is not clear exactly how this might be done. If
for example, the condensate were initially confined with in a section of a narrow ring trap, then
for sufficiently low temperatures, we would expect to see strong suppression of the relative number
fluctuations along the axial dimension. By allowing the condensate to freely expand around the
ring, we might hope to perform quantum enhanced interferometry at the other side of the ring trap.
Unfortunately however, the squeezing is in the wrong quadrature for this interference scheme, as it
would require a relative-phase squeezed state in order to reduce the measurement uncertainty. However,
since transferral of squeezing between different quadratures is possible in photon optics[289], it is
possible that in the future similar techniques could be applied to the interferometric scheme we have
described.
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CHAPTER 11
CONCLUSIONS & OUTLOOK
In this thesis we have reported upon two studies of non-equilibrium Bose-Einstein condensates. Here
we review the key findings, and discuss future research directions.
In Part I we have investigated the properties of solitary wave solutions to a system of coupled
non-linear Schrödinger equations (CNLSE). In this system we have examined the impact of breaking
the integrability of the Manakov model by varying the inter-species interaction strength. We have
shown that within the predicted boundaries for the existence of black-bright solitary waves posited by
Haelterman, Sheppard and Kivshar[193,240], numerically exact solitary wave solutions can be found
using the method of constrained imaginary time evolution. Furthermore, we have have shown that
these solitary waves propagate without dispersion or exhibiting any indication of oscillatory behaviour.
In this respect these solutions are indistinguishable from true dark-bright solitons.
We have also been able to find approximate grey-bright solitary waves, using a variational ansatz
motivated by the form of the soliton solutions to the Manakov model. These excitations propagate
whilst approximately maintaining their form. We find that the region of the parameter space within
which grey-bright solitary waves may be found is reduced compared with black-bright solitary waves.
This is caused by the increased inter-species interaction energy of grey-bright solitary waves, which
arises due to the non-vanishing density of the dark component. This also limits the maximum number
of atoms of the bright component which can remain confined within the potential minimum induced
by the interaction with the dark component. The stability of these solitary waves decreases as the
inter-species interaction strength is varied further from the Manakov model. It is likely that this is
because stable black-bright solitary waves do exist in this regime and the variational ansatz more
closely resembles the correct form of these solutions close to the integrable point.
For both black-bright and grey-bright solitary waves, as the inter-particle interactions are varied
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away from the Manakov point the collisional properties of the dark-bright solitary waves reveal the
non-integrability of the system. For true solitons, collisions result in only a small translational shift
in the soliton trajectories. In the non-integrable case however, the collision between dark-bright
solitary waves result in an expulsion of some of the bright component, and the outgoing wave exhibits
non-stationary behaviour in both components. In the bright component this is manifested by breathing
mode oscillations which are excited during the collision, while in the dark component oscillations are
observed to generate sound waves in the background density. The state of the system after a collision
is markedly different in the miscible and immiscible regimes. When the system is immiscible, almost
all of the bright component which is expelled from the dark-bright solitary wave during the collision
becomes captured by the dark soliton, forming a dark-bright solitary wave. Conversely, for miscible
systems, interactions with a dark soliton result in only a small fraction of the bright component being
captured by the incoming dark soliton. A larger proportion of the bright component in expelled and
disperses throughout the entire system. We find that there is a smooth transition between highly robust
solitary waves which can be found close to the integrable point and fragile solitary waves which exist
for significant departures from integrability.
Motivated by a recent theoretical paper[3], we extend our analysis by investigating the properties of
magnetic solitary wave solutions to the CNLSE. We find that the analytic ‘magnetic soliton’ solutions
derived in reference [3] are dynamically unstable and relax to non-stationary states over a short
timescale. These relaxed states are magnetic solitary waves which exhibit minor fluctuations in the
density over time. This behaviour indicates that it may be possible to find stationary magnetic solitary
wave states numerically; we shall attempt this in a future work.
We have also investigated the collisional dynamics of magnetic solitary waves. We find that for
low relative velocities in the near integrable regime, collisions result only in the production of a narrow
frequency burst of sound waves. However, at high relative velocities when the integrability is strongly
broken, a broad frequency band of phonons is excited and waves of magnetisation are produced in
collisions. In all parameter regimes the outgoing solitary waves show no evidence of being destabilised
by the collision.
The results of this study have relevance to future experiments in binary Bose-Einstein condensates.
We have found that the observation of stable, long lived solitary waves does not necessarily indicate
integrability, however, interactions between solitary waves are strongly dependent on the integrability
of the system and could therefore be used to indicate near-integrability in physical systems. This
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study has been conducted using the mean-field approximation. In future works we hope to extend
our analysis to consider the linearised quantum fluctuations around the mean field and evaluate the
dynamical stability of black-bright solitary waves within the Bogoliubov formalism. This would also
allow the collisional dynamics of the quantum system to be investigated.
In Part II of this thesis we have examined fluctuations in the number difference between pairs of
spatial bins for elongated, harmonically trapped, Bose-Einstein condensates. We have also investigated
how these fluctuations change following a sudden removal of the confining potential. This study is
motivated by recent experimental work carried out by the Truscott group at the Australian National
University (ANU), which showed number squeezing following expansion of an initially harmonically
confined condensate. This number squeezed signal was observed for condensates with a significant
thermal component, a result which cannot be explained by the existing theoretical studies, which
predict strongly super-Poissonian fluctuations for condensates below the critical point. To conduct this
analysis we have developed an effective one-dimensional model which allows the fluctuations along the
weakly trapped dimension to be calculated. In order to calculate the fluctuations between sub-domains
defined with respect to the tightly confined dimensions, we have developed a three dimensional model
which approximates the anisotropic harmonic potential by a ‘soft walled’ cylindrical potential. We
have presented the results of a two-bin calculation which reveals the behaviour of the correlations in
the bulk, and a multiple bin calculation which allows the inter-particle correlations to be probed on
shorter length scales.
The fluctuations along the weakly, and tightly, trapped dimensions display a similar dependence
upon temperature and condensate size. For the harmonically confined condensates the two bin
calculation shows that in both the weakly, and tightly, trapped dimensions the fluctuations peak at
intermediate temperatures 0< T < Tc, and increase with the size of the condensate. The minimum
number fluctuations are observed for large condensates at T = 0. There is a quantitative difference
between the fluctuations in the weakly, and tightly, trapped dimensions. In the former case, the zero-
temperature fluctuations for large condensates approach a perfectly number squeezed state. Whereas,
along the tightly trapped dimension the fluctuations are only weakly sub-Poissonian at zero temperature.
Similarly, the peak in the super-Poissonian fluctuations along the weakly trapped dimension is larger
than that in the tightly confined dimension. In both cases, the multiple bin calculation shows that the
number fluctuations peak towards the edges of the condensate. These results are in agreement with
previous theoretical studies and cannot account for the number squeezing observed at ANU.
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In order to explain these results we have investigated the dynamical propagation of the correlations
following a sudden removal of the harmonic confinement. We find that the both the two-bin, and
multiple-bin, calculations show a significant decrease in the relative number fluctuations during
expansion. As a result, harmonically confined condensates which display super-Poissonian fluctuations
in equilibrium may display sub-Poissonian fluctuations after expansion. This suppression of the
fluctuations is attributed to the spatial separation of the condensate and non-condensed modes which
arises during expansion. This spatial separation reduces the impact of beating between the condensate
and non-condensed modes which give rise to large super-Poissonian fluctuations in the trapped system.
The multiple bin calculation reveals that the number fluctuations between smaller spatial regions are
more strongly affected by the expansion of the condensate than for the two bin calculation. Physically
we interpret this to be due to the proportionally smaller fraction of particles in each domain which lie
close enough to the boundary to cross between domains during expansion.
Further motivated by the experimental apparatus of the Truscott group at ANU, we have investigated
the relative number fluctuations of an atom laser pulse. We find that the out-coupling process dilutes
the correlations present in the condensate reservoir producing Poissonian fluctuations in the atomic
pulse immediately after out-coupling. Following this, the interactions with the condensate reservoir
produce large super-Poissonian fluctuations in the out-coupled pulse. After the pulse has fallen away
from the reservoir, the number fluctuations are reduced during expansion. We conclude that the atom
laser protocol cannot be used to create small highly correlated pulses by out-coupling from a larger
condensate.
The results of this study have immediate relevance to future experiments planned at ANU. We
conclude that, although in the tightly confined dimensions the fluctuations of the trapped condensate
are never significantly sub-Poissonian, in order to measure the strongest possible number squeezing
signal after expansion the condensate should be cooled to the lowest temperature possible. This is
necessary because when there is a significant thermal component to the condensate the fluctuations
in equilibrium are strongly super-Poissonian. A secondary consideration is that the number of atoms
in the condensate should be as large as possible. This enhances the effect of interactions which both
reduces the magnitude of the super-Poissonian fluctuations of the trapped condensate, and accelerates
the expansion of the condensate following a removal of the harmonic confinement; this results in
greater number squeezing after expansion. This study provides an explanation for the experimental
observations of the Truscott group. Further research directions could include a three-dimensional
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simulation of the atom laser protocol, however, at present we believe this is not warranted, as the 1D
model has been shown to produce results which are qualitatively consistent with the 3D model.
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APPENDIX A
GALILEAN TRANSFORMATIONS OF THE NLSE
A.1 Gallilean Transformations for a Classical Free Particle
Before tackling the Galilean transformation for classical fields, we consider the simplest possible case,
the Galilean transformation in single particle classical mechanics.
The 1D free particle Lagrangian is
L= T  V = mx˙
2
2
. (A.1)
The Euler-Lagrange equations are
∂L
∂xi
  d
dt
∂L
∂ x˙i
= 0, (A.2)
d
dt
mx˙i = 0. (A.3)
As expected, we have found that the momentum of the particle is therefore conserved.
We note that in the lab frame the kinetic momentum (pk =mx˙) is equal to the canonical momentum
pc =
∂L
∂ x˙
= mx˙. (A.4)
Next, we make a Galilean transformation to a frame which moves with velocity v relative to our
initial choice of coordinates
x0 = x  vt. (A.5)
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Writing the Lagrangian (Eq. A.1) in this new coordinate system we have
L0 =
m( ∂∂ t (x
0+ vt))2
2
=
m
2
(x˙02+2vx˙0+ v2), (A.6)
and the corresponding equations of motion,
∂L0
∂x0i
  d
dt
∂L0
∂ x˙0i
= 0, (A.7)
d
dt
⇣
mx˙0i+mv
⌘
= 0. (A.8)
The term inside the parentheses is known as the canonical momentum, p0c = mx˙0+mv, which is
conserved in this reference frame. We note that the kinetic momentum (p0k = mx˙0) is not equal to the
canonical momentum. In this case, since the canonical momentum differs from the kinetic momentum
only by a constant mv both quantities are conserved. However, generally this is not the case. A typical
example is given by a charged particle moving through a uniform magnetic field. In this case, the
kinetic momentum p= 12mv is no longer conserved, since the trajectories of charged particles through
magnetic fields are curved. However, the canonical momentum pc = mv+qA, where q is the charge
on the particle andA is the magnetic vector potential, is conserved[28]. The procedure for classical
fields is directly analogous to that for single particles.
A.2 Deriving the Equations of Motion in the Lab Frame
We begin by writing down the classical field Lagrangian which describes the mean-field behaviour of a
one-dimensional, two component Bose-Einstein condensate at zero temperature.
L=
Z
dxL , (A.9)
=
Z
dx
(
i
2
✓
y⇤1
∂y1
∂ t
 y1∂y
⇤
1
∂ t
+y⇤2
∂y2
∂ t
 y2∂y
⇤
2
∂ t
◆
(A.10)
  1
2
✓
∂y1
∂x
∂y⇤1
∂x
+
∂y2
∂x
∂y⇤2
∂x
+g11y⇤1
2y12+g22y⇤2
2y22
◆
 g12y⇤1y1y⇤2y2
)
,
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where, L is the Lagrangian density. Applying Hamilton principle to this Lagrangian leads to the
following Euler-Lagrange equations for the fields y1, y⇤1 , y2, y⇤2 [28].
dL
df
 ∂xdLd (∂xf)  ∂t
dL
d (∂tf)
= 0. (A.11)
The Euler-Lagrange equation for the field y⇤1 yields
i
2
∂y1
∂ t
 g11y⇤1y12 g12y1y2y⇤2 +
1
2
∂ 2y1
∂x2
+
i
2
∂y1
∂ t
= 0, (A.12)
i
∂y1
∂ t
= 1
2
∂ 2y1
∂x2
+g11y1|y1|2+g12y1|y2|2. (A.13)
Similarly, evaluating the Euler-Lagrange equation for the field y⇤2 , we find
i
∂y2
∂ t
= 1
2
∂ 2y2
∂x2
+g22y2|y2|2+g12y2|y1|2. (A.14)
Evaluation of the remaining Euler-Lagrange equations leads to the equations of motion for the conjugate
fields y⇤1 and y⇤2 , however, we will not discuss these further, since their dynamics are entirely specified
by the equations of motion for their dual vectors. Thus, we have shown that this Lagrangian leads to a
pair of coupled nonlinear Schrödinger equations (NLSE) for the fields y1 and y2.
The system of EquationsA.13 andA.14 is integrable in the case where g11 = g12 = g12, accordingly
there is an infinite number of integrals of the motion. In this discussion, we shall only concern ourselves
here with four of these, which have a simple physical interpretation.
N1 =
Z
|y1|2 dx, (A.15)
N2 =
Z
|y2|2 dx, (A.16)
P =
Z
  i
2
✓
y⇤1
∂y1
∂ t
 y1∂y
⇤
1
∂ t
+y⇤2
∂y2
∂ t
 y2∂y
⇤
2
∂ t
◆
dx, (A.17)
H =
Z 1
2
     ∂y1∂x
    2+     ∂y2∂x
    2+g11|y1|4+g22|y2|4+2g12|y1|2|y2|2
!
dx. (A.18)
These integrals of the motion correspond to the number of atoms (Ni) in the i th component, the total
field momentum (P), and the total energy (H ). These quantities are conserved in both the integral
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and non-integrable regimes.
A.3 The Galilean Transformation
We consider a Galilean boost†,
x0 = x  vt, t 0 = t, (A.19)
where the primed coordinates belong to the frame s0 which moves at a constant velocity v with respect
to the frame s. The condensate wave function is not a Galilean invariant and transforms according to,
y 0(x, t) = y(x  vt, t)ei(vx  12 v2t) = y(x0, t)eif(x,t), (A.20)
which reads; the transformed field (y 0) corresponding to the frame moving with velocity (v), written in
terms of the lab frame coordinates (x, t), is given by a time-dependent translation of the lab-frame field
(y(x  vt, t)), multiplied by a phase shift (exp{if(x, t)}) which is dependent on both position and time.
The derivatives of y 0(x, t) and y 0⇤(x, t) may be written as,
∂y 0(x, t)
∂x
=
 
∂y(x0, t)
∂x0
∂x0
∂x
+ ivy(x0, t)
!
eif(x,t), (A.21)
= eif(x,t)
 
∂
∂x0
+ iv
!
y(x0, t), (A.22)
∂y⇤0(x, t)
∂x
= e if(x,t)
 
∂
∂x0
  iv
!
y⇤(x0, t), (A.23)
∂y 0(x, t)
∂ t
=
∂y(x0, t)
∂ t
+
∂y(x0, t)
∂x0
∂x0
∂ t
eif(x,t)  iv
2
2
y(x0, t)eif(x,t) (A.24)
= eif(x,t)
 
∂
∂ t
  v ∂
∂x0
  iv
2
2
!
y(x0, t) (A.25)
∂y⇤0(x, t)
∂ t
= e if(x,t)
 
∂
∂ t
  v ∂
∂x0
+
iv2
2
!
y⇤(x0, t), (A.26)
† Since we are using primes to represent the coordinates the moving frame all space-like derivatives will be written
explicitly, although time-like derivatives may still be written using the shorthand ∂f∂ t = f˙ .
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We note that y(x0, t) is the lab frame wave function (note the absence of a prime) written in a translated
coordinate system. We have placed no restrictions on y(x0, t), which may have a phase structure
independent of f(x, t). Inserting these relations into the Lagrangian (Eq. A.10) and suppressing the
coordinates (x0, t) we have,
L=
Z (
Â
j=1,2
"
i
2
 
y 0j
⇤∂y 0j
∂ t
+y 0j
∂y 0j
⇤
∂ t
!
  1
2
 
∂y 0j
∂x0
∂y 0j
⇤
∂x0
!#
+g11y 01
⇤2y 01
2
+g22y 02
⇤2y 02
2 g12y 01⇤y 01y 02⇤y 02
)
dx0 , (A.27)
L=
Z (
Â
j=1,2
"
i
2
y⇤j
 
∂
∂ t
  v ∂
∂x0
  iv
2
2
!
y j  i2y j
 
∂
∂ t
  v ∂
∂x0
+ i
v2
2
!
y⇤j
  1
2
 
∂y j
∂x0
∂y⇤j
∂x0
+ v2yy⇤+ ivy
∂y⇤j
∂x0
  iv∂y j
∂x0
y⇤
!#
+g11y⇤1
2y12+g22y⇤2
2y22 g12y⇤1y1y⇤2y2
)
dx0 , (A.28)
=
Z (
Â
j=1,2
"
i
2
 
y⇤j
∂y j
∂ t
 y j
∂y⇤j
∂ t
!
  1
2
 
∂y j
∂x0
∂y⇤j
∂x0
!#
+g11y⇤1
2y12+g22y⇤2
2y22 g12y⇤1y1y⇤2y2
)
dx0 . (A.29)
Where we have shown that the Lagrangian for the transformed fields y 0 reduces to a Lagrangian for
the translated field (y(x  vt, t)), which (as a result of the translational invariance of the system) has
exactly the same form as the original Lagrangian.
In order to find the equations of motion for the transformed field y 0 in the moving frame, we need
to evaluate the Euler-Lagrange equation,
dL
dy 0⇤
 ∂xdLd (∂xy 0⇤)  ∂t
dL
d (∂ty 0⇤)
= 0. (A.30)
Inserting Eq. A.27 into Eq. A.30 we find,
i
∂y 0j
∂ t
= 1
2
∂ 2y 0j
∂x02
+g j jy 0j|y 0j|2+g jky 0j|y 0k|2. (A.31)
Thus we find that the equation of motion for the transformed field, in the moving frame is identical to
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that of the original field in the lab frame. This is to be expected since there is no preferred frame for
the Galilean symmetry group[290].
Conversely, by inserting Eq. A.20 into the Hamiltonian, we find,
H =
Z
Â
j=1,2
1
2
 
∂y j
∂x0
∂y⇤j
∂x0
+ v2yy⇤+ ivy
∂y⇤j
∂x0
  iv∂y j
∂x0
y⇤
+ g11|y1|4+g22|y2|4+2g12|y1|2|y2|2
!
dx0. (A.32)
=
Z
Â
j=1,2
1
2
(     ∂y j∂x0
    2+ v2|y|2+ iv
 
y
∂y⇤j
∂x0
  iv∂y j
∂x0
y⇤
!
+ g11|y1|4+g22|y2|4+2g12|y1|2|y2|2
)
dx0, (A.33)
which is not Galilean invariant. Again this conforms to expectations since we would expect the energy
of a wave packet to vary between frames. Since the Hamiltonian density is defined by a Legendre
transformation of the Lagrangian density we can check this result by directly calculating
H =Â
j
f˙ j p j L , (A.34)
where the transformed fields f j and there associated canonical momenta p j are given by
f j 2 {y 01,y⇤1 0,y 02,y⇤2 0} p j =Â
j
∂L
∂ f˙ j
=Â
j
∂L
∂
✓
∂f j
∂ t +
∂f j
∂x0
∂x0
∂ t
◆ (A.35)
Performing the Legendre transformation of Eq. A.28 we recover Eq. A.33.
It is often useful to be able to express the moving frame equation of motion in terms of the lab
frame coordinates. Remembering
∂y 0j(x+ vt, t)
∂ t
=
∂y 0j(x+ vt, t)
∂ t
+
∂y 0j(x0, t)
∂x0
∂x0
∂ t
, (A.36)
we have
i
∂ y 0j(x0,t)
∂ t = 
1
2
∂ 2y 0j(x0,t)
∂x02 +g j jy
0
j(x
0, t)|y 0j(x0, t)|2+g jky 0j|y 0k|2. (A.37)
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i
∂ y 0j(x+vt,t)
∂ t = 
1
2
∂ 2y 0j(x+vt,t)
∂x2   iv
dy 0j(x+vt,t)
dx
+g j jy 0j(x+ vt, t)|y 0j(x+ vt, t)|2+g jky 0j(x+ vt, t)|y 0k(x+ vt, t)|2. (A.38)
A.4 Renormalising the Integrals of the Motion
In Part I of this thesis we seek dark-bright solitary wave solutions to the system of coupled NLSEs
Eq. A.13 and Eq. A.14. These solutions, which are excited states of the two component system, are
characterised by a local density suppression in one of the components, which creates a potential well in
which the bright component is held against dispersion. The boundary conditions for these excitations
are given by
yB(x!±•) = 0, yD(x!±•) =±
p
n, (A.39)
y 0B(x!±•) = 0, y 0D(x!±•) = 0 , (A.40)
where the subscripts B and D label the ‘Bright’ and ‘Dark’ components respectively. We employ
a variational method in which we seek the minimum energy solutions subject to an ansatz which
constrains the functional form of the solutions. Unfortunately, as is clear from the boundary conditions,
the integrals Eq. A.16 - Eq. A.18 are divergent. The problem arises because the asymptotic density of
the dark component (n) is non-zero. On an infinite domain this results in an infinite number of particles
in the dark component, and accordingly, an infinite non-linear interaction energy. Clearly this problem
persists in the moving frame, where we also have a divergent contribution from the dark component
kinetic energy. The solution to this problem is to renormalise the integrals of the motion.
A.4.1 Renormalisation in the Lab Frame
Renormalising Eq. A.15 is straightforward. We define the complementary normalisation of the dark
component to be the change in the number of atoms caused by the presence of the solitary wave,
N˜D =
Z ⇣
1  |yD|2
⌘
dx, (A.41)
since the gradient of the dark component goes to zero sufficiently far from the soliton. The only term
in the Hamiltonian which diverges is the non-linear self-interaction term for the dark component. In
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order to renormalise the Hamiltonian, we must therefore subtract the background contribution to the
non-linear self-interaction energy. Naively we might attempt to renormalise the Hamiltonian in the
following way,
H˜ =H  
Z
n2gD dx. (A.42)
However, the only alteration we have made here is a constant change in the absolute energy of the
system, where intuition tells us that the strength of the background contribution to the non-linear
interaction should depend on the state of the dark component. What we have done is to subtract the
non-linear interaction energy which would have occurred in the absence of a soliton from the total
energy. However, what we need to do is subtract the background contribution to this energy, given a
known state of the dark component yD.
It is perhaps more intuitive to start by renormalising the equation of motion for the dark component
i
∂yD
∂ t
= 1
2
∂ 2yD
∂x2
+gDyD
⇣
|yD|2 1
⌘
+gDB yD|yB|2, (A.43)
where we have subtracted from the self interaction term a contribution corresponding to the interaction
of yD with a a uniform background of density n. The renormalised Lagrangian which generates this
equation of motion for the dark component whilst leaving the bright component unaffected is
LR =
Z 8<: Âj2{D,B}
"
i
2
✓
y⇤j
∂y j
∂ t
 y j
∂y⇤j
∂ t
◆
  1
2
∂y j
∂x
∂y⇤j
∂x
#
  gD
2
⇣
1 y⇤DyD
⌘2  gB
2
y⇤B
2yB2 gDB y⇤DyDy⇤ByB
9=; dx, (A.44)
where, in the self-interaction term for the dark-component, we have replaced the density with the
complementary density. From this we can determine the renormalised Hamiltonian
HR =
Z 8<:12
     ∂yD∂x
    2+     ∂yB∂x
    2
!
+
gB
2
y⇤B
2yB2+
gD
2
⇣
1 y⇤DyD
⌘2
+gDBy⇤DyDy⇤ByB
9=; dx.
(A.45)
190
A.5 Solitons in the NLSE
A.4.2 Renormalisation in the Moving Frame
As was the case in the lab frame the renormalisation of Eq. A.15 is straightforward,
N˜0D =
Z ⇣
1  |yD|2
⌘
dx0. (A.46)
In renormalising the Hamiltonian, however, we now have two terms which diverge as L! •, the self-
interaction energy and the kinetic energy of the dark component. Renormalisation of the interaction
energy is carried out in exactly the same way as for the lab frame.
In order to renormalise the kinetic energy term, we should subtract from the total energy the
contribution associated with the background motion of the fluid. This is precisely the term which arose
when we transformed from the moving frame to the lab frame. We therefore arrive at the following
expression for the renormalised Hamiltonian in the moving frame,
H 0R =
Z 8<:12
     ∂yD∂x0
    2+     ∂yB∂x0
    2+ ivyB∂y⇤B∂x0   ivy⇤B∂yB∂x0 + v2|yB|2
!
+
gD
2
⇣
1 y⇤DyD
⌘2
+
gB
2
y⇤B
2yB2+gDBy⇤DyDy⇤ByB
9=; dx0. (A.47)
A.5 Solitons in the NLSE
We are interested in evaluating the energy of an ansatz for solitary-wave excitations which take the
functional form,
yB =
r
NBaB
2
sech(aBx)eikx =
p
rBeikx, (A.48)
yD = ib +
q
1 b 2 tanh(aDx), (A.49)
where,
k =
s
b 2
1 b 2 aD, rB(x) =
 
NBaB
2
!
sech2(aBx), (A.50)
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are the soliton velocity and density distribution of the bright component respectively. Evaluating the
kinetic energy of the bright component in the moving frame we find
Tv =
Z 8<:12
    ∂yB∂x0
    2+ iv2
 
yB
∂y⇤B
∂x0
 y⇤B
∂yB
∂x0
!
+
v2
2
|yB|2
)
dx0,
=
Z 8<:12
    ∂prB∂x0 eikx+ ikprBeikx
    2+ iv2prBeikx
 
∂prB
∂x0
e ikx  ikprBe ikx
!
,
  iv
2
p
rBe ikx
 
∂prB
∂x0
eikx+ ik
p
rBeikx
!
+ v2rB
)
dx0,
=
Z 8<:12
    ∂prB∂x0
    2+ k22 rB+ vkrB+ v2rB
)
dx0.
(A.51)
If we choose to calculate the kinetic energy in the frame comoving with the solitary wave (v= k),
T k =
Z 1
2
    ∂prB∂x0
    2dx0, (A.52)
Inserting this into Eq. A.47, and noting that at t = 0 we have x= x0, we arrive at our final expression
for the energy of the dark-bright soliton.
H 0R =
Z 8<:12
     ∂prB∂x
    2+     ∂yD∂x0
    2+gB|yB|4+gD⇣1  |yD|2⌘2
!
+gDB|yB|2|yD|2
9=; dx0. (A.53)
This is expression corresponds to the renormalised energy of the two-component system in the moving
frame. It is this quantity against which the variational solutions are evaluated in Part I of this thesis.
A.6 Determining the Solitary Wave Velocity
A grey solitary wave has an intrinsic motion caused by the phase gradient across a local density dip.
We can determine the velocity of the solitary wave by applying conservation of momentum.
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The dark component wave function ansatz is
yD = ib +
q
1 b 2 tanh(aDx). (A.54)
The physical momentum of the condensate in the lab frame is found by integrating the field momentum.
Since far from the soliton the motion of the condensate tends to zero, the total momentum in the lab
frame is finite. Working in dimensionless units we find,
PD =
Z •
 •
i
2
 
yD
∂y⇤D
∂dx
 y⇤D
∂yD
∂dx
!
dx (A.55)
= aDb
q
1 b 2
Z •
 •
sech2(aDx) dx (A.56)
= 2b
q
1 b 2. (A.57)
We find that the physical momentum of the condensate is in the opposite direction to the motion of
the soliton. This is intuitive since if the density depression is travelling with some velocity v, then in
order to make room for it, and to fill the hole where the soliton used to be, there must be a flow of
background particles in the opposite direction.
We define the dimensionless ‘soliton momentum’,
Ps = k
Z •
 •
(|yD|2 1) dx, (A.58)
= k
Z •
 •
⇢
b 2+(1 b 2) tanh2(aDx) 1
 
dx, (A.59)
= k(1 b 2)
Z •
 •
sech2(aDx) dx, (A.60)
=  2k
aD
(1 b 2). (A.61)
where k is the soliton velocity, and the mass term
hR
(|yD|2 1) dx
i
is negative due to the hole-like
nature of the dark soliton. As a result of this, we find that the momentum of the soliton is in the
opposite direction to its motion.
Equating these results we find
k =
aDbp
1 b 2 . (A.62)
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This relationship allows us to predict the soliton velocity given the values aD and b . This is useful
since, in the variational approach used in Part I of this thesis, we calculate the energy of the solitary
wave in the frame co-moving with the soliton using the expression given in Eq. A.53. However, neither
the solitary wave velocity, nor the frame velocity, appears in this expression. We are therefore able to
apply the variational ansatz in order to determine the parameters, aD and b , which in turn determine
the solitary wave velocity k.
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NUMERICAL TECHNIQUES
B.1 Transforming an Anti-Periodic Wave Function onto a Finite
Periodic Domain
The time-independent dimensionless nonlinear Schrödinger equation in a frame moving with velocity
v is
 —
2
2
y(x)+ iv—y(x)+ |y(x)|2y(x) = µy(x), (B.1)
on the domain  L/2< x< L/2. This equation is satisfied by the dark soliton solution,
y = ib +
q
1 b 2 tanh(
q
1 b 2x), (B.2)
for the chemical potential µ = 1 when v= b and 0 b  1.
For L! • the boundary conditions of this function are,
y( L/2) = y⇤(L/2), (B.3)
∂y( L/2)
∂x
= ∂y
⇤(L/2)
∂
x, (B.4)
DF= 2tan 1
 
bp
1 b 2
!
, (B.5)
where DF is the phase difference across the soliton. These (conjugate) boundary conditions are not
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satisfied by the typical numerical plane wave basis modes, fn(x) = ei
2npx
L , which are periodic. We must
therefore make a different choice for the numerical basis to represent anti-periodic functions.
We make the following transformation of the plane wave basis functions,
zn(x) = exp
"
 iDF+p
2L
x
#
fn(x), (B.6)
and find the resulting functions have the same boundary conditions as the dark soliton solution. We
now have a set of basis functions which respect the boundary conditions of the soliton wave function.
However, numerically we would like to make use of the fast Fourier transform (FFT) algorithm in our
fourth order Runge-Kutta (RK4) algorithm. In order to do this, we note that by performing the reverse
transformation to the wave function, we have transformed it onto a periodic domain.
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Im(ΨD)
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Im(ΨD)
FIGURE B.1: Transformation of an Anti-Periodic Wave Function onto a Periodic Domain
(Left) Dark soliton wave function for b = 0.5. (Right) Transformed wave function for b = 0.5. The blue and red
lines correspond to the real and imaginary parts respectively.
We note that the transformation Eq. B.6 is equivalent to a Galilean boost of velocity dv= (DF+
p)/(2L). Although this velocity shift is usually small compared with the soliton velocity, this is still an
inconvenience if we want to work in a frame which is co-moving with the soliton. In order to resolve
this we must make a reciprocal transformation of the NLSE of Eq. B.1.
 —
2
2
y(x)+ i(v dv)—y(x)+ |y(x)|2y(x) = µy(x), (B.7)
Solving the NLSE Schrödinger equation on conjugate-boundary conditions in the frame moving
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with velocity Eq. B.1 is therefore equivalent to solving the transformed Schrödinger equation Eq. B.7
under periodic boundary conditions. One final cautionary note on this topic is that, when integrating
the NLSE using this mapping, waves are able to travel across the (now periodic) boundary at the edges
of the domain. Since this has no physical significance for our system, we implement a region of strong
damping close to the boundary in order to simulate outgoing waves leaving the domain of interest.
This is described below.
B.2 Absorbing Boundaries
In several parts of this thesis we simulate untrapped BECs. Particles in these systems are free to move
across the entire simulated domain, and consequently a question arises as to how we want the particles
to behave when they reach the edge of this domain.
The fast Fourier transform (FFT) assumes periodic boundary conditions, and as a result the simplest
boundary conditions to implement are periodic. Alternatively if we want to simulate the evolution of
an anti-periodic function this can be achieved via the mapping discussed in App. B.1. For either of
these boundary conditions waves can cross the boundary of one side of the system and reappear on the
other side. This behaviour is unphysical when we want to simulate untrapped systems. One solution to
this problem is to implement absorbing boundary conditions[291–293].
Open boundary conditions describe systems in which, once particles which leave the simulation
domain, they never return. In the context of ultra cold gases we can think of them as propagating until
they hit the walls of the vacuum chamber. In practice this is implemented by simulating a region at
the edge of the system where the system is subject to strong particle losses. In the GPE losses can be
simulated by means of an imaginary potential[292,293]. However, there are a few technical issues which
need to be considered when implementing absorbing boundaries, which are discussed below.
Firstly, setting aside particle losses, the condensate will respond to the imaginary potential in a
similar manner as would be expected for a real potential. Consequently, if you make a very large
potential wall at the edge of the domain, when a pulse reaches the boundary it will simply reflect off it,
rather than propagate though into the region subject to losses. In the typical units used when simulating
BECs
⇣
|y0|2 ⇠ 1
⌘
a good rule of thumb is that the first non-zero point at the edge of the imaginary
potential should have a magnitude ⇠ 10 8.
Secondly, at the peak of the potential, the (imaginary) potential energy should be much greater
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than the other (thermal/interaction/kinetic) energy scales of the system. In order to stop particles being
reflected as they climb the imaginary potential it is best to use a smooth function. In this thesis we
have found Asech(x) to work well, though exponential potentials are also a popular choice[292].
It is also possible to create nonlinear imaginary potentials, such that absorbing boundaries can be
employed in situations where the density of the condensate is non-zero. In these situations a nonlinear
absorbing boundary term can be added to the GPE,
ih¯
∂
∂ t
= —2y+Vy+g|y|2y+ iVb(|y|2 n)y, (B.8)
where, n is the background density of the field y . This technique is used throughout Part I of this
thesis in order to absorb fluctuations in the background density of the dark component, produced by
oscillations of non-stationary solitary waves.
Finally, it should be noted that the strength and shape of the imaginary potential necessary to
absorb an outgoing pulse is strongly dependent on the size and velocity of the pulse. This needs to be
continually monitored to ensure that pulses aren’t reflecting off the potential, or crossing the absorbing
regime without being completely absorbed.
B.3 Principal Component Analysis
The method of principal component analysis (PCA) involves the transformation of a data set onto a
new basis (the principal components) such that as much as possible of the variation present in the
original data set is represented by relatively few principal components. The method for conducting this
analysis is as follows.
We begin with a ensemble of n scalar data fields or images {In(x)}. In this thesis, these correspond
to an series of 1D density profiles, taken at evenly spaced time intervals over a given integration period†.
Each point on the data set is indexed by a pixel number and the ensemble mean of the images is
determined by averaging the value at each pixel across the data set
M (x) =
1
nÂn In(x). (B.9)
† Data sets of higher dimensionality are handled in precisely the same way.
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We then subtract the mean from the data images to obtain the fluctuation images.
Fn(x) =In(x) M (x), (B.10)
and construct the covariance matrix,
S (xi,x j) = hF (xi)F (x j)i hF (xi)ihF (x j)i, (B.11)
where h . . .i denotes the ensemble average. The principal components and their associated eigenvalues
can now be found by diagonalising S.
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APPENDIX C
SOFT-WALLED CYLINDER APPROXIMATION FOR THE
ANISOTROPIC HARMONIC TRAP
When introducing the Bogoliubov formalism in Sec. 2.5.1we have not specified a choice of coordinates.
In principle the Bogoliubov formalism can of course be applied for any choice of coordinate system.
However, in practice, there is a numerical advantage to choosing a coordinate system in which the field
operators factorise.
Numerically solving the Bogoliubov-de Gennes (BdG) equations is a matrix diagonalisation
problem where the size of the matrix scales with the square of the number of energy modes we wish to
consider. This is computationally intensive for large numbers of modes. In Part II of this thesis we
want to calculate the relative number fluctuations of a Bose-Einstein condensate confined in a three
dimensional anisotropic harmonic trap. This trapping geometry results in a a ‘cigar shaped’ condensate,
the field operator for which cannot be factorised. We can greatly reduce the numerical complexity
by considering a condensate confined by a ‘soft-walled’ cylindrical trap; a harmonic potential two
dimensions and periodic boundary conditions along the third dimension.
In Part II of this thesis we model a harmonically confined condensate with trapping frequencies
wr = 2p⇥550Hz, wz = 2p⇥50Hz. Choosing x0 =
p
h¯/mwz as our dimensionless length, the trapping
potential for the physical system is,
V (r,z) =
1
2
⇣
l 2r r2+ z2) (C.1)
where lr = wr/wz = 11. The Thomas-Fermi radii in the r, z directions are
RTFr =
p
2µ
lr
and RTFz =
p
2µ. (C.2)
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We approximate this trapping geometry by a combination of 2D harmonic trap and periodic boundary
conditions allong the weakly confined dimension. For relevance to the experiment we choose the
length of the box trap to be equal to twice the Thomas-Fermi length of the harmonically trapped
condensate Lz = 2LTFz .
V˜ (r) =
1
2
l 2r r2, (C.3)
We can now make the following decomposition of the fluctuation field operator,
Lˆ(r,q ,z) =Â
km
eimqe2pikz/LzRˆkm(r) =Â
km
Lˆkm(r,q ,z). (C.4)
We now apply the Bogoliubov transformation (Eq. 2.82) to the set of field operators Rˆkm(r). In order
to do so we need to determine the Bogoliubov quasi-particle modes (ukmp(r), vkmp(r)) for the radial
dimension. This is achieved by diagonalisation of the operator Lˆ introduced in Sec. 2.5.1.
Lˆkm =
0BB@Tˆkm+Vˆ +gNQˆ|y0|2Qˆ gNQˆy20 Qˆ⇤ gNQˆ⇤y⇤0 2Qˆ  hTˆkm+Vˆ +gNQˆ|y0|2Qˆ ⇤
1CCA (C.5)
We note that the kinetic energy operator Tkm contains terms which account for the kinetic energy along
the angular and linear dimensions.
Tˆkm = 12
 
∂ 2
∂ r2
+
1
r
∂
∂ r
  m
2
r2
  k2
!
. (C.6)
Solving the BdG equations in this geometry provides a computational advantage since it requires the
diagonalisation of (Nk⇥Nm) matrices of size (N2p), as opposed to a single matrix diagonalisation of size
(Nk⇥Nm⇥Np)2, where Nk,Nm,Np label the total number of modes in the linear, radial, and angular
dimensions respectively.
We can further reduce the computational difficulty of this calculation by noticing that the linear
contribution to the kinetic energy (Tˆk = 12k2) does not have a dependence upon r. We therefore know
that it will not affect the form of the ukmp(r), vkmp(r)modes found by diagonalisingLmk. We therefore
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only need to diagonalise the matrices,
Lˆm =
0BB@Tˆm+Vˆ +gNQˆ|y0|2Qˆ gNQˆy20 Qˆ⇤ gNQˆ⇤y⇤0 2Qˆ  hTˆm+Vˆ +gNQˆ|y0|2Qˆ ⇤
1CCA (C.7)
where,
Tˆm = 12
 
∂ 2
∂ r2
+
1
r
∂
∂ r
!
. (C.8)
We can then write down the three dimensional Bogoliubov modes
ukmp(r,q ,z) = eimqe2pikz/Lzump(r) (C.9)
vkmp(r,q ,z) = e imqe 2pikz/Lzvmp(r). (C.10)
We can also make the following statement about the eigenvalues ekmp, which correspond to the energy
of the quasi-particle excitations
ekmp = emp+
k2
2
. (C.11)
As a result, in this geometry the calculation only requires the diagonalisation of Nm matrices of size
(N2n ), as opposed to a single matrix diagonalisation of size (Nk⇥Nm⇥Nn)2.
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APPENDIX D
BOGOLIUBOV SQUEEZING CALCULATIONS IN AN
INTERACTING GAS
In Chapter 8 we derived expressions for the relative number fluctuations between pairs of spatial bins
for a Bose gas of non-interacting particles. The introduction of inter-particle interactions significantly
increases the length of the calculation and for this reason, in Chapter 8, we simply stated the final
result. Here we reproduce this calculation in full.
We are interested in calculating the variance in the number difference, between two spatial domains
WL and WR,
Var{NˆR  NˆL}=h(NˆR  NˆL)2i hNˆR  NˆLi2, (D.1)
=h(NˆR  NˆL)2i,
The number difference is given by
NR NL =
Z
x2WR
Yˆ†(x)Yˆ(x)dx 
Z
x2WL
Yˆ†(x)Yˆ(x) dx. (D.2)
Squaring this we have,
(NR NL)2 =
Z
x2WR
Z
x02WR
Yˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0) dx dy (D.3)
+
Z
x2WL
Z
x02WL
Yˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0) dx dy
 2
Z
x2WR
Z
x02WL
Yˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0) dx dy.
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=I
⇢h
Yˆ†(x)Yˆ(x)
i2 
,
where we have introduced the shorthand notation
I {Oˆ(x,x0)}=
Z
x2WR
Z
x02WR
Oˆ(x,x0) dx dx0+
Z
x2WL
Z
x02WL
Oˆ(x,x0) dx dx0 (D.4)
 2
Z
x2WR
Z
x02WL
Oˆ(x,x0) dx dx0 (D.5)
We expand the operator
h
Yˆ†(x)Yˆ(x)
i2
using the Bogoliubov decomposition:
Yˆ(x) = y0(x)aˆ0+d Yˆ(x) = y0(x)aˆ0+Â
i
biui(x)+b†i v
⇤
i (x). (D.6)
Doing so yields the following expression
Dh
Yˆ†(x)Yˆ(x)
i2E⇡ N20 |y0(x)|2|y0(x0)|2 (D.7)
+N0|y0(x)|2 hd Yˆ†(x0)d Yˆ(x0)i
+N0y⇤0 (x)y⇤0 (x0) hd Yˆ(x)d Yˆ(x0)i
+N0y⇤0 (x)y0(x0) hd Yˆ(x)d Yˆ†(x0)i
+N0y0(x)y⇤0 (x0) hd Yˆ†(x)d Yˆ(x0)i
+N0y0(x)y0(x0) hd Yˆ†(x)d Yˆ†(x0)i
+N0|y0(x0)|2 hd Yˆ†(x)d Yˆ(x)i
+ hd Yˆ†(x)d Yˆ(x)d Yˆ†(x0)d Yˆ(x0)i,
where we have made the approximations haˆ†0aˆ0aˆ†0aˆ0i= N20 , haˆ0aˆ†0i= haˆ†0aˆ0i= N0. In order to further
expand this expression in terms of the quasi-particle field operators, we need to first calculate the
following expectation values.
hd Yˆ(x)d Yˆ(x0)i=
* 
Â
i
ui(x)bˆi+ bˆ†i v
⇤
i (x)
! 
Â
j
u j(x0)bˆ j+ bˆ†jv
⇤
j(x
0)
!+
(D.8)
=Â
i
✓
ui(x)v⇤i (x0)hbˆibˆ†i i+ v⇤i (x)ui(x0)hbˆ†i bˆii
◆
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hd Yˆ†(x)d Yˆ†(x0)i=
* 
Â
i
u⇤i (x)bˆ
†
i + bˆivi(x)
! 
Â
j
u⇤j(x0)bˆ
†
j + bˆ jv j(x
0)
!+
(D.9)
=Â
i
✓
u⇤i (x)vi(x0)hbˆ†i bˆii+ vi(x)u⇤i (x0)hbˆibˆ†i i
◆
hd Yˆ(x)d Yˆ†(x0)i=
* 
Â
i
ui(x)bˆi+ bˆ†i v
⇤
i (x)
! 
Â
j
u⇤j(x0)bˆ
†
j + bˆ jv j(x
0)
!+
(D.10)
=Â
i
✓
ui(x)u⇤i (x0)hbˆibˆ†i i+ v⇤i (x)vi(x0)hbˆ†i bˆii
◆
hd Yˆ†(x)d Yˆ(x0)i=
* 
Â
i
u⇤i (x)bˆ
†
i + bˆivi(x)
! 
Â
j
u j(x0)bˆ j+ bˆ†jv
⇤
j(x
0)
!+
(D.11)
=Â
i
✓
u⇤i (x)ui(x0)hbˆ†i bˆii+ vi(x)v⇤i (x0)hbˆibˆ†i i
◆
hd Yˆ†(x)d Yˆ(x)d Yˆ†(x0)d Yˆ(x0)i=
* 
Â
i
u⇤i (x)bˆ
†
i + bˆivi(x)
! 
Â
j
u j(x)bˆ j+ bˆ†jv
⇤
j(x)
!
(D.12)
⇥
 
Â
k
u⇤k(x
0)bˆ†k + bˆkvk(x
0)
! 
Â
l
ul(x0)bˆl + bˆ†l v
⇤
l (x
0)
!+
=
*
Â
i jkl
✓
u⇤i (x)u j(x)bˆ
†
i bˆ j+u
⇤
i (x)v
⇤
j(x)bˆ
†
i bˆ
†
j + vi(x)u j(x)bˆibˆ j+ vi(x)v
⇤
j(x)bˆibˆ
†
j
◆
⇥
✓
u⇤k(x
0)ul(x0)bˆ†kbˆl +u
⇤
k(x
0)v⇤l (x
0)bˆ†kbˆ
†
l + vk(x
0)ul(x0)bˆkbˆl + vk(x0)v⇤l (x
0)bˆkbˆ†l
◆+
=Â
i jkl
✓
u⇤i (x)u j(x)u⇤k(x
0)ul(x0)hbˆ†i bˆ jbˆ†kbˆli + u⇤i (x)u j(x)vk(x0)v⇤l (x0)hbˆ†i bˆ jbˆkbˆ†l i
+ u⇤i (x)v⇤j(x)vk(x0)ul(x0)hbˆ†i bˆ†j bˆkbˆli + vi(x)u j(x)u⇤k(x0)v⇤l (x0)hbˆibˆ jbˆ†kbˆ†l i
+ vi(x)v⇤j(x)u⇤k(x
0)ul(x0)hbˆibˆ†j bˆ†kbˆli + vi(x)v⇤j(x)vk(x0)v⇤l (x0)hbˆibˆ†j bˆkbˆ†l i
◆
In the above expressions, Eq. D.8 - D.12, we have disregarded all terms which do not contain an even
number of bˆ and bˆ† operators, since they have expectation values of zero. Similarly we employ the
relation hbˆ†i bˆ ji = di jhbˆ†i bˆii. Substituting the expressions Eq. D.8 - D.12 into Eq. D.7 and removing
terms which are manifestly even (which vanish under integration), we arrive at the following expression
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for the variance.
Var{NˆR  NˆL}= (D.13)
I
8<:y⇤0 (x)y0(x0)N0Âi
✓
ui(x)u⇤i (x0)hbˆibˆ†i i+ v⇤i (x)vi(x0)hbˆ†i bˆii
◆
+y⇤0 (x)y⇤0 (x0)N0Â
i
✓
ui(x)v⇤i (x0)hbˆibˆ†i i+ v⇤i (x)ui(x0)hbˆ†i bˆii
◆
+y0(x)y0(x0)N0Â
i
✓
vi(x)u⇤i (x0)hbˆibˆ†i i+u⇤i (x)vi(x0)hbˆ†i bˆii
◆
+y0(x)y⇤0 (x0)N0Â
i
✓
vi(x)v⇤i (x0)hbˆibˆ†i i+u⇤i (x)ui(x0)hbˆ†i bˆii
◆
+Â
i jkl
✓
u⇤i (x)u j(x)u⇤k(x
0)ul(x0)hbˆ†i bˆ jbˆ†kbˆli+ u⇤i (x)u j(x)vk(x0)v⇤l (x0)hbˆ†i bˆ jbˆkbˆ†l i
+ u⇤i (x)v⇤j(x)vk(x0)ul(x0)hbˆ†i bˆ†j bˆkbˆli+ vi(x)u j(x)u⇤k(x0)v⇤l (x0)hbˆibˆ jbˆ†kbˆ†l i
+ vi(x)v⇤j(x)u⇤k(x
0)ul(x0)hbˆibˆ†j bˆ†kbˆli+ vi(x)v⇤j(x)vk(x0)v⇤l (x0)hbˆibˆ†j bˆkbˆ†l i
◆9=;
In order to evaluate the expectation values of the quartic operators in Eq.D.13, we employ the finite
temperature Wick’s theorem[280,281],
hbˆ†i bˆ jbˆ†kbˆli= h ˙ˆb†i ˙ˆb j ¨ˆb†k ¨ˆbli+ h ˙ˆb†i ¨ˆb j ˙ˆb†k ¨ˆbli+ h ˙ˆb†i ¨ˆb j ¨ˆb†k ˙ˆbli (D.14)
= hbˆ†i bˆ jihbˆ†kbˆli+ hbˆ†i bˆ†kihbˆ jbˆli+ hbˆ†i bˆlihbˆ†j bˆki,
where the dots show all possible contractions. We again disregard all terms which do not contain an
even number of bˆ and bˆ† operators.
Â
i jkl
✓
u⇤i (x)u j(x)u⇤k(x
0)ul(x0)hbˆ†i bˆ jbˆ†kbˆli+ u⇤i (x)u j(x)vk(x0)v⇤l (x0)hbˆ†i bˆ jbˆkbˆ†l i (D.15)
+ u⇤i (x)v⇤j(x)vk(x0)ul(x0)hbˆ†i bˆ†j bˆkbˆli+ vi(x)u j(x)u⇤k(x0)v⇤l (x0)hbˆibˆ jbˆ†kbˆ†l i
+ vi(x)v⇤j(x)u⇤k(x
0)ul(x0)hbˆibˆ†j bˆ†kbˆli+ vi(x)v⇤j(x)vk(x0)v⇤l (x0)hbˆibˆ†j bˆkbˆ†l i
◆
=Â
i jkl
✓
u⇤i (x)u j(x)u⇤k(x
0)ul(x0)
⇣
hbˆ†i bˆ jihbˆ†kbˆli+ hbˆ†i bˆlihbˆ jbˆ†ki
⌘
+ u⇤i (x)u j(x)vk(x0)v⇤l (x
0)
⇣
hbˆ†i bˆ jihbˆkbˆ†l i+ hbˆ†i bˆkihbˆ jbˆ†l i
⌘
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+ u⇤i (x)v⇤j(x)vk(x0)ul(x0)
⇣
hbˆ†i bˆkihbˆ†j bˆli+ hbˆ†i bˆlihbˆ†j bˆki
⌘
+ vi(x)u j(x)u⇤k(x
0)v⇤l (x
0)
⇣
hbˆibˆ†kihbˆ jbˆ†l i+ hbˆibˆ†l ihbˆ jbˆ†ki
⌘
+ vi(x)v⇤j(x)u⇤k(x
0)ul(x0)
⇣
hbˆibˆ†jihbˆ†kbˆli+ hbˆibˆ†kihbˆ†j bˆli
⌘
+ vi(x)v⇤j(x)vk(x0)v⇤l (x
0)
⇣
hbˆibˆ†jihbˆkbˆ†l i+ hbˆibˆ†l ihbˆ†j bˆki
⌘ ◆
=Â
i j
✓ ⇣
|ui(x)|2|u j(x0)|2+u⇤i (x)v⇤j(x)vi(x0)u j(x0)+u⇤i (x)v⇤j(x)v j(x0)ui(x0)
⌘
hbˆ†i bˆiihbˆ†j bˆ ji
+
⇣
vi(x)u j(x)u⇤i (x0)v⇤j(x0)+ vi(x)u j(x)u⇤j(x0)v⇤i (x0)+ |vi(x)|2|v j(x0)|2
⌘
hbˆibˆ†i ihbˆ jbˆ†ji
+
⇣
u⇤i (x)u j(x)vi(x0)v⇤j(x0)+u⇤i (x)u j(x)u⇤j(x0)ui(x0)+ |ui(x)|2|v j(x0)|2
⌘
hbˆ†i bˆiihbˆ jbˆ†ji
+
⇣
vi(x)v⇤j(x)u⇤i (x0)u j(x0)+ |vi(x)|2|u j(x0)|2+ vi(x)v⇤j(x)v j(x0)v⇤i (x0)
⌘
hbˆibˆ†i ihbˆ†j bˆ ji
◆
We define the step function
P(x) =
8>>>>><>>>>>:
 1 x⇢WL
1 x⇢WR
0 x 6⇢WL[WR
, (D.16)
and notice that,     ZWP(x)Oˆ(x) dx
    2 =I {[Oˆ(x)]2} (D.17)
Inserting Eq. D.15 into Eq. D.13 and combining terms, we can now re-write Eq.D.3 as,
h(NˆR  NˆL)2i= N0Â
i
|Ai|2
⇣
hbˆibˆ†i i+ hbˆ†i bˆii
⌘
(D.18)
+Â
i j
⇣
|Bi j|2+Bi jB⇤ji
⌘⇣
hbˆibˆ†i ihbˆ jbˆ†ji+ hbˆ†i bˆiihbˆ†j bˆ ji
⌘
+Â
i j
⇣
|Ci j|2+Ci jDi j
⌘
hbˆ†i bˆiihbˆ jbˆ†ji
+Â
i j
⇣
|Di j|2+Di jCi j
⌘
hbˆibˆ†i ihbˆ†j bˆ ji,
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where,
Ai =
Z
Px(x)
⇣
y⇤0 (x)ui(x)+y0(x)vi(x)
⌘
dx, (D.19)
Bi j =
Z
Px(x)ui(x)v j(x)dx, (D.20)
Ci j =
Z
Px(x)u⇤i (x)u j(x)dx, (D.21)
Di j =
Z
Px(x)vi(x)v⇤j(x)dx. (D.22)
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APPENDIX E
CALCULATION OF THE RELATIVE NUMBER VARIANCE
BETWEEN TWO SPATIAL BINS IN THE WIGNER
REPRESENTATION
In this appendix we outline the calculation of the relative number variance between two spatial domains
WL and WR using the Wigner representation of the field operator. We treat the condensate as a coherent
state with mean number of particles N and the non-condensed modes as a thermal states with mean
occupations n¯i. The Wigner functions corresponding to coherent state is a Gaussian distribution. For
thermal states the Wigner function is also Gaussian, though broader than for a coherent state. These
distributions can be sampled as follows[294],
a = N+ 1
2
(h1+ ih2) bi = h
q
n¯i+ 12 + e
2piz , (E.1)
where h are sampled from a real normal Gaussian distribution and z is uniformly distributed on the
domain 0< z < 1. The Wigner function for the field operator Eq. 8.19 is therefore sampled according
to,
f(x) = ay0(x)+Â
i
biui(x)+b ⇤i v⇤i (x) (E.2)
where hai = N0 and the mean occupation of the thermal modes n¯i are determined by the Maxwell-
Boltzmann distribution
n¯i =
1
ebei 1 . (E.3)
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The relative number variance x between the two domains WL and WR is,
x = Var{NˆR  NˆL}hNˆR+ NˆLi
. (E.4)
The mean total number of particles is given by,
hNˆR+ NˆLi=
Z
x2WR+WL
hYˆ†(x)Yˆ(x) dxi, (E.5)
Whilst for the number variance we have,
Var{NˆR  NˆL}=h(NˆR  NˆL)2i hNˆR  NˆLi2, (E.6)
=h(NˆR  NˆL)2i,
=
Z
x2WR
Z
x02WR
hYˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0)i dx dx0 (E.7)
+
Z
x2WL
Z
x02WL
hYˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0)i dx dx0
 2
Z
x2WR
Z
x02WL
hYˆ†(x)Yˆ(x)Yˆ†(x0)Yˆ(x0)i dx dx0
In order to calculate this in the Wigner representation we need find the correct Wigner correspondences
for the operators Yˆ(x)†Yˆ(x) and Yˆ(x)†Yˆ(x)Yˆ(x0)†Yˆ(x0). Finding the Wigner correspondence for the
number operator is straightforward. We remember that, for the Wigner function, the expectation values
of symmetrically ordered operators can be calculated by direct substitution,*
1
2
✓
Y†(x)Y(x)+Y(x)Y(x)†
◆+
=
1
2
⇣
f(x)⇤f(x)+f(x)f(x)⇤
⌘
. (E.8)
Making use of the commutator, [Y(x),Y(x0)†] = d (x x0), we have,
D
Y†(x)Y(x)
E
= f(x)⇤f(x)  1
2
. (E.9)
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By applying the same technique, after some effort, we obtain the following expression for the square
of the density,
hY†(x)Y(x)Y†(x0)Y(x0)i= a⇤(x)a(x0)a⇤(x0)a(x) + 1
2
✓
|a(x)|2+ |a(x0)|2
◆
(E.10)
+
1
2
dx,x0
✓
a⇤(x)a(x0) a(x0)a⇤(x)
◆
  1
4
dx,x0 +
1
4
.
Substituting this expression into Eq. E.6 we find,
Var{NˆR  NˆL}=
Z
x2WR
r(x)2dx +
Z
x2WL
r(x)2dx (E.11)
 2
Z
x2WR
Z
x02WL
r(x)r(x0)dx   Nm
4
,
Var{NˆR  NˆL}=Var{M(WR) M(WL)}   Nm4 , (E.12)
where,
r(x) = f⇤(x)f(x), M(W) =
Z
x2W
r(x), (E.13)
and Nm is the number of spatial grid points, which is equal to the number of BdG modes.
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