Abstract -In this paper we consider a posteriori error estimates for space-time finite element discretizations for optimal control of hyperbolic partial differential equations of second order. It is an extension of , where optimal control problems of parabolic equations are analyzed. The state equation is formulated as a first order system in time and a posteriori error estimates are derived separating the influences of time, space, and control discretization. Using this information the accuracy of the solution is improved by local mesh refinement. Numerical examples are presented. Finally, we analyze the conservation of energy of the homogeneous wave equation with respect to dynamically in time changing spatial meshes.
Introduction
In this paper, we derive a posteriori error estimates to solve the following optimal control problem          Minimize J(u, y), u ∈ U, y ∈ X, such that y tt − A(u, y) = f, y(0) = y 0 (u), y t (0) = y 1 (u), governed by a (nonlinear) hyperbolic partial differential equation of second order. Thereby, X denotes the state space, U the control space, A an operator depending on the control u and state y. The initial state and velocity y 0 and y 1 may depend on the control, and f is a given force. Thus, this formulation incorporates optimal control as well as parameter identification problems. The problem is discretized in time and space by space-time finite elements. Let (u, y) be the solution of the continuous problem and (u σ , y σ ) the solution of the discretized control problem, where σ is a general discretization parameter including space, time, and control discretization. Then we want to estimate the error We separate the influences of time, space, and control discretization to obtain an efficient algorithm for estimating the error, i.e. we approximate the error in the following way J(u, y) − J(u σ , y σ ) ≈ η k + η h + η d , where η k describes the error through time discretization, η h through space discretization, and η d through the discretization of the control.
Furthermore, the conservation of energy of the homogenous linear wave equation is analyzed with respect to dynamically in time changing spatial meshes.
Although there are many publications on optimal control of elliptic and parabolic optimal control problems, there exist few publications about optimal control of hyperbolic equations of second order (see, e.g., [26, 25, 19, 17] ). Also for optimal control of hyperbolic equations of first order there exist only few publications (see, e.g., [38, 12, 39, 18] ). For controllability of the wave equation we refer the reader, e.g., to [45, 43, 44] .
Nevertheless, optimal control problems of hyperbolic equations of second order arise in several applications, for medical applications see [13] , for acoustic problems as noise suppression see [5] and for optimal control in linear elasticity [33] . Interpreting the problem as a parameter estimation problem, the control problem under consideration is closely related to questions arising in seismic problems (see, e.g., [24, 23] ) and noise emission problems (see, e.g., [36] ).
Adaptive methods for solving hyperbolic equations of second order are developed in some publications (see, e.g., [34, 3, 4, 2] ), where the dual weighted residual method (DWR, cf. [6, 8] ) is applied. An adaptive Rothe method is applied to the wave equation in [11] . In [1] a posteriori error estimates for second-order hyperbolic equations are presented and their asymptotic correctness under mesh refinement is shown. In [10] a posteriori estimates are derived for the wave equation proving upper and lower bounds for temporal and spatial error indicators.
Adaptive methods for solving optimal control problems governed by elliptic and parabolic state equations are considered in many publications. For the case without control or state constraints (see, e.g., [31] ), for the case with control constraints (see, e.g., [29, 21, 40, 22] ), and with state constraints (see, e.g., [9, 42, 20] ).
The main contribution of this paper are adaptive space-time finite element methods for solving optimal control problems governed by hyperbolic partial differential equations of second order. We extend the techniques presented in [31] and [37] . In [37] adaptive finite element methods for parabolic equations are considered using the DWR method on dynamic meshes. In [31] adaptive finite element methods using the DWR technique are developed for optimal control problems governed by parabolic equations with respect to a quantity of interest. In contrast to these two publications, here we consider optimal control problems for hyperbolic equations of second order. We formulate the state equation as a first order system in time and introduce a cG(r)cG(s) discretization for this system which results for r = s = 1 in a Crank-Nicolson scheme. For the numerical solution of the control problem we derive a posteriori error estimates. Numerical examples for an optimal control problem with a finite dimensional control and a nonlinear state equation, a control problem with distributed control for the wave equation, and a boundary control problem for the elastic wave equation are presented. Finally, we analyze the conservation of energy of the homogeneous discrete wave equation on dynamically in time changing spatial meshes when applying a cG(1)cG(1) method. To reflect the behaviour of the continuous equation the energy should be conserved on the discrete level. However, the energy of the discrete system remains only constant, if we allow refinement and coarsening in time but only refinement in space in every step from a time point t m to t m+1 on a given discretization level; cf. also the results in [34, 14, 2] . We present the difference of the energy in two neighboring time points using a projection operator and some numerical examples.
The paper is organized as follows: in Section 2 we formulate the control problem in its functional analytic setting, in Section 3 we introduce the discretization of the problem, in Section 4 we present a posteriori estimates, in Section 5 we evaluate the weights of the estimator, in Section 6 we formulate the adaptive algorithm, in Section 7 we present numerical examples, and in Section 8 we analyze the conservation of energy of the wave equation on dynamically in time changing spatial meshes.
Continuous problem
In this Section, we introduce the control problem in its functional analytic setting and formulate some existence, uniqueness, and regularity results.
Let V and H be Hilbert spaces building a Gelfand triple V ֒→ H ֒→ V * . Usually we choose
, 3} with given Dirichlet boundary condition on Γ D ⊂ ∂Ω and n ∈ {1, 2, 3}. We employ the usual notion of Lebesgue and Sobolev spaces. Let T > 0 be given. For any Banach space W with norm · W , we use the abbreviations
Moreover, let ·, · W * ,W denote the canonical dual pairing between W and its dual W * and for a Hilbert space H let (·, ·) H be the inner product in H. Further, we define
Let U ⊂ L 2 (Q) be the control space with a Hilbert space Q and let
Before we present a weak formulation of the state equation we introduce the following semilinear formã :
and define the form a(·, ·)(·) on U × X × X by
Furthermore, let the initial data y 0 : U → V and y 1 : U → H, and the force f ∈ L 2 (H) be given. Then, we can introduce the state equation in a weak form. Definition 2.1. For u ∈ U a functionỹ ∈ X is called a solution of the weak state equation, if Remark 2.3. We do not formulate any further assumptions on a(·, ·)(·), since the adaptive algorithm considered in the following sections does not depend on the specific structure of the semilinear form.
We only assume, that equation (2.2) admits a unique solution in X. This is given, if, e.g., a(u, y)(ξ) =
(B(u)(t), ξ(t)) H dt with a coercive and continuously differentiable formā : V × V → R and B : U → L 2 (H). Then, we even havẽ
. Thus, the initial data are well-defined. For a proof we refer to [28] .
The weak formulation (2.2) can be equivalently written as a first order system in time.
Lemma 2.1. For u ∈ U the state equation (2.2) admits a unique solution if and only if the following system admits a unique solution y = (y 1 , y 2 ) ∈ Y :
Proof. The weak formulation (2.2) is equivalent to
withỹ ∈ X. We show the equivalence of (2.3) and (2.4): " ⇒ ": Set ξ 2 = ξ 1 t , apply integration by parts in the second equation and obtain Let the cost functional J : U × X → R be defined by using two three times Fréchet-differentiable functionals J 1 : V → R and J 2 : H → R by
with α > 0 and u ∈ U, y 1 ∈ X. Then, we can state the optimal control problem
Remark 2.4. We assume that problem (P) admits a (locally) unique solution. For the proof in case of a tracking type cost functional, a linear state equation with distributed control, we refer to [27] .
Remark 2.5. Further, in analogy to [31] , we assume that there exists a neighbourhood W ⊂ U × X of a local solution of (P), such that the linearized formã
is an isomorphism for all (u, y 1 ) ∈ W and almost all t ∈ (0, T ). This allows all adjoint problems considered to be well-posed.
Let S : U → X, u → y 1 (u) = S(u) be the control-to-state operator of (2.3). Then we define the reduced cost functional
and reformulate the optimal control problem under consideration equivalently as
We assume, that j is three times Fréchet-differentiable. Then, in a local solution u the first (directional) derivative of j vanishes, i.e.,
. Using the definition of the Lagrangian we can present an explicit representation of the first derivative of the functional j.
Theorem 2.1. Let for a given control u ∈ U the state y 1 = S(u) satisfy the state equation
for (y, p) ∈ Y × Y and further assume that there exists an adjoint state p satisfying the adjoint equation
then the following representation of the first derivative of the reduced cost functional holds:
The proof follows immediately by standard arguments.
Remark 2.6. The optimality system of the control problem is determined by the derivatives of the Lagrangian, i.e. for a local solution (u, y) the optimality system is given by (2.8), (2.9) and the optimality condition
Remark 2.7. For a semilinear form a defined as in Remark 2.3 and functionals
H) and y c ∈ V , existence and uniqueness of a solution p in Y follows by standard arguments; cf. the reference in Remark 2.3.
Discretization
In this Section, we discuss the discretization of the optimal control problem under consideration. We apply a finite element method for both the temporal and the spatial discretization. For the temporal discretization of the state equation we use a Petrov-Galerkin scheme with continuous piecewise linear ansatz functions and discontinuous (in time) piecewise constant test functions. For the spatial discretization we use usual conforming (bi)linear finite elements. This type of discretization is often referred as a cG(r)cG(s) discretization. The cG(r) method for time discretization is motivated by the fact, that it implies conservation of energy of the homogeneous equation and thus, reflects the behaviour on the continuous level.
First of all we formulate the semi-discretization in time, then the semi-discretization in space, and finally the discretization of the control. Applying this concept, the approaches of optimize-then-discretize and discretize-then-optimize, which are different in general, coincide (see, e.g., [30, 7] ).
For finite element discretizations of hyperbolic equations of second order we refer to [26] and the references therein.
Time discretization
In this Section, we introduce the semi-discretization in time of the problem under consideration. Therefore, we consider a partition of the time intervalĪ = [0, T ] as
with subintervals I m = (t m−1 , t m ] of size k m and time points
We define the time discretization parameter k as a piecewise constant function by setting
Now, we can define semi-discrete spaces
where P r (I m , V ) denotes the space of all polynomials of degree smaller or equal to r ∈ N 0 defined on I m with values in V . Thus, the space X r k consists of continuous functions, whereas in X r k the functions are discontinuous. Using these spaces we can formulate the discrete state equation.
Remark 3.1. The semi-discrete state equation (3.1) is assumed to admit a unique solution. For a form a defined as in Remark 2.3, the existence can be shown directly for the case of a cG(1)cG(1) discretization. The cG(1)cG(1) method can be written as a time stepping scheme, since the test functions are discontinuous, cf. [26] . Let 
and for all ξ ∈ V
In each time step an elliptic problem has to be solved, which has a unique solution. For the adjoint equation the argument is the same. The cG (1)cG (1) method results in a CrankNicolson scheme when evaluating the right hand side by a trapedoizal rule up to terms of higher order O(k 3 ), cf. [2] . The Crank-Nicolson scheme is A-stable and of second order. Furthermore, the scheme is equivalent to the Newmark scheme for a certain choice of the Newmark parameters, for details we refer the author to [2] . An a priori analysis for the Crank-Nicolson scheme applied to optimal control of parabolic equations can be found in [32] .
After these considerations we formulate the semi-discrete optimal control problem:
The semi-discrete optimal control problem is assumed to admit a (locally) unique solution.
As in the continuous case we define a Lagrangian by
Immediately, we derive L = L| U ×Y ×Y . Before we formulate the semi-discrete adjoint equation, we introduce the following notations for functions v ∈ X r k , r ∈ N 0 :
The semi-discrete adjoint equation is derived as in the continuous case as a derivative of the Lagrangian (3.2).
For given y k = (y
is a solution of the semi-discrete adjoint equation, if
Space discretization
In this Section, the discretization in space is introduced. For spatial discretization we will consider two-or three-dimensional shape-regular meshes (see, e.g., [15] ). A mesh consists of quadrilateral or hexahedral cells K, which constitute a nonoverlapping cover of the computational domain Ω. The corresponding mesh is denoted by T h = {K}, where we define the discretization parameter h as a cellwise function by setting h| K = h K with the diameter h K of the cell K.
Remark 3.2. Cells may have hanging nodes lying on midpoints of faces of neighboring cells, but at most one is allowed for each cell and no degrees of freedom are associated to them. The value of the finite element functions which corresponds to the hanging node is determined by pointwise interpolation of the neighboring nodes.
We construct on this mesh conforming finite element spaces V s h ⊂ V in a standard way by
Here, Q s (K) consists of shape functions obtained by bi-or trilinear transformations of polynomials in Q s (K) defined on the reference cellK = (0, 1) d , where
In analogy to [37] we allow dynamic mesh change in time, but the time steps k m are kept constant in space. We associate with each time point t m a mesh T m and a corresponding (spatial) finite element space V s,m h . Let { τ 0 , . . . , τ r } be a basis of P r (I m , R) with the following property:
We define
implies the continuity of functions in X r,s k,h . After this preparation we can formulate the discretized state equation:
The discretized equation (3.3) is assumed to admit a unique solution. Thus, we can state the discretized optimal control problem.
The discretized control problem (P kh ) is assumed to admit a (locally) unique solution. and T m h , see Fig. 3 .1, to evaluate these inner products. For a detail consideration of the practical realization we refer to [37] . 
Control discretization
For the control discretization we introduce a finite dimensional subspace U d of U with control discretization parameter d. All formulations of the state and adjoint equation, the control problems, and the Lagrangian defined on the discrete state spaces and continuous control space can be directly transferred to the level with discrete state spaces and discrete control space. We assume, that the corresponding solutions exist. The discrete solutions are denoted by the index σ collecting the discretizations k, h and d.
A posteriori error estimator
In this Section, we consider a posteriori error estimates for the solution (u σ , y 1 σ ) of the fully discretized optimal control problem with respect to J of the following type:
where η k , η h , and η d describe the errors which arise from space, time and control discretization. Thereby, we follow the argumentation in [30] , where optimal control problems for parabolic problems are analyzed. To separate the errors in (4.1) we split the error in the following way:
where (u, y) is the solution of the continuous problem (P), (u k , y 1 k ) of the time discretized problem (P k ), (u kh , y 1 kh ) the solution of the time and space discretized problem (P kh ) and (u σ , y 1 σ ) is the solution when also discretizing the control. To estimate these differences we recall an important theorem in the framework of DWR estimators: 
This equation is approximated by a Galerkin method using a subspace Z 2 ⊂ Z. The approximative problem seeks y 2 ∈ Z 2 satisfying
If the continuous solution y 1 fulfills additionally
then we have for arbitraryŷ 2 ∈ Z 2 the error representation
where the remainder term R is given by means of e = y 1 − y 2 as
For a proof we refer to [30, 8] .
We have the following result for a posteriori error estimation of the discretization error, thereby we follow the argumentation in [30, 37] .
Then, for the errors with respect to the cost functional due to time, space, and control discretization the following equalities hold:
2 can be chosen arbitrarily and the terms R k , R h and R d have the same structure as given in Theorem 4.1 Proof. We use the following identities which hold for the solutions of the control problems on the different levels:
To apply the abstract error representation (4.2), we choose the spaces Z 1 and Z 2 in the following way:
for (4.3) :
for (4.4) :
for (4.5) :
For the second and third pairing we have Z 2 ⊂ Z 1 and we can choose Z = Z 1 . In the first case we have X r−1 k ⊂ X, X r−1 k ⊂X and X r k ⊂ X. Therefore, we set Z = Z 1 ∪ Z 2 and have to verify
Equation (4.6) is equivalent to
From the continuous equation and since V ⊂ H is dense, we have for all w ∈ H the property (y 2 (0) − y 1 (u), w) H = 0 and (y 0 (u) − y 1 (0), w) H = 0, hence it remains to prove (y
For the adjoint equation (4.7) the argumentation is the same. Thus, the assertion follows immediately from the previous Theorem 4.1.
Hence, the statement of the theorem above can be formulated as 
Estimate of the weights
The error estimates presented in (4.10) contain the unknown state y and adjoint state p as well as their semidiscrete analogs and the control u kh . In this section we present an approximation of these terms. There are several approaches how to treat these terms. We estimate them by interpolations in higher-order finite element spaces. There are several publications confirming, that this approach works very well (see, e.g., [8, 31, 37] ). Here, we consider the case for r = s = 1 with V and H defined as in (2.1) and a discrete control space consisting of functions defined as piecewise constant in time.
We introduce the following operators
h =Ī
2h − id, withĪ 
(2) 2h :
The action of the operators I
(1) k and I (2) 2k is presented in Figure 5 .1. The action of the interpolation operator I (2) 2h can be computed for spatial meshes with a patch structure. A mesh has a patch structure, if we can combine four adjacent cells to a macrocell on which the biquadratic interpolation can be defined.
We replace the weights in the estimator (4.10) as follows
h p kh , where the definition of P d depends on the choice of U d ; cf. Remark 5.1. Now, in order to make the terms in the error estimator computable we replace the unknown solutions by the fully discretized ones. Thus, we obtain
Remark 5.1. In several cases the estimator η d vanishes. If the control space U is finite dimensional, e.g., in the case of parameter estimation, we choose P d = 0, because in this case we have u kh = u σ . Furthermore, in several cases there holds L ′ u (u σ , y σ , p σ )(·) = 0. This is, e.g., often the case, if the control enters linearly the right hand side or the boundary condition and if the control is discretized as the adjoint state. Then the optimality condition is also pointwise satisfied, and the derivative of the Lagrangian w.r.t. to the control vanishes. Nevertheless, to stabilize the algorithm it may be useful to discretize the control on a time mesh coarser than the adjoint state. Then L ′ u (u σ , y σ , p σ )(·) does not vanish and we choose P d as a modification of the operators P k and P h .
To present an explicit representation of the error estimates with
for m = 1, . . . , M and let
We evaluate the time integrals on every interval I m = (t m−1 , t m ] by applying a box rule for all functions being constant on I m and by a Gaussian quadrature rule with Gauss points t k y σ is quadratic on I m , so we can compute values of P (1) k p σ and P (2) k y σ exactly for every t ∈ I m . In the following the derivatives of the Lagrangian are given to determine η h and η k . To simplify notations, we set (·,
2h
Remark 5.2. For the localization of error estimators of this type we refer to [30] .
Adaptive algorithm
In this Section, we only give a brief overview of the adaptive algorithm, for details we refer to [31, 30] . The aim is to adapt the different types of discretizations in such a way that we obtain an equilibrated reduction of the corresponding discretization errors, i.e.,
Let (a, b, c) be a permutation of (k, h, d) with
Then define
Thus, for d ∈ [1, 5] we apply Algorithm 6.1 to refine our discretizations until a given error tolerance T OL is reached. For every discretization to be adapted, we refine the meshes in dependence of the local error estimators.
Algorithm 6.1 ((Adaptive refinement algorithm)). 1: Choose an initial triple of discretizations T σ 0 , σ 0 = (k 0
Determine, which discretizations have to be refined according to
: a.
(6.1)
Refine T σn → T σ n+1 depending on the size of η kn , η hn , and η dn to equilibrate the three discretization errors. 10: Set n = n + 1. 11: GOTO 2.
Numerical examples
In this Section, we apply the techniques presented in the previous sections to three numerical examples. Thereby, we set r = s = 1, i.e., we discretize the state and adjoint equation by a cG(1)cG(1) method, and further we set Ω = [0, 1] 2 . In the first example we consider an optimal control problem with finite dimensional control and a nonlinear equation, in the second one an optimal control problem with distributed control for the wave equation and finally, a boundary control problem for the elastic wave equation. For the computation we use the RoDoBo library [35] , which incorporates the finite element toolkit Gascoigne [16] . For the visualization we use VisuSimple [41] . We define
and denote by M the number of time intervals and by dof the degrees of freedom of the discretization in space and time of the state. To validate the error estimator we introduce the effectivity index
for the solution (u, y) of (P ) and (u σ , y σ ) of the fully discretized problem, which measures the efficiency of the estimator. Thereby, a reference solution is computed by a discrete solution on a very fine mesh.
Optimal control of a nonlinear equation
In this example we consider an optimal control problem with finite dimensional control and a nonlinear equation. We choose
, and U = R 4 . Furthermore, let χ A be the characteristic function with respect to a set A ⊂ R 2 . We consider the following control problem: In Table 7 .1 the space and time estimators as well as the effectivity indices for (7.1) are shown. We see a reduction of the error in the cost functional and the effectivity indices confirm the quality of the estimator. Figure 7 .2 shows how the error depends on the degrees of freedom in case of adaptive refinement in space and time in comparison to uniform refinement. This confirms, that we obtain a better accuracy of the discrete solution by local mesh refinement than by uniform refinement for a given number of degrees of freedom.
Distributed control of the wave equation
In this example we consider an optimal control problem of the wave equation with distributed control. We choose
) and consider the following control problem: 
with the data
else,
Here, we choose U d = X 0,1 k,h , i.e., the discrete control space is equal to the discrete space of the adjoint state. As a consequence we have η d = 0; cf. Remark 5.1.
In Table 7 .2 the space and time estimators as well as the effectiveness indices for problem (7.2) are shown. Thereby, we denote by dim U d the degrees of freedom of the discrete control space. The figure shows, that the estimators are equilibrated. Figure 7 .3 shows the state and the spatial meshes of the finest discretization presented in Table 7 .2 at the time steps 0, 60, 120, 160. We see, that the local refined parts of the spatial meshes move with the wave. 
Boundary control of the elastic wave equation
In this example we consider an optimal boundary control problem governed by the elastic wave equation. The elastic wave equation is used as a model equation to describe many physical phenomena, e.g., it models the propagation of seismic waves caused by earthquakes or the propagation of acoustic waves in solid material structures; cf. [24, 23, 36] .
Let ∂Ω = Γ 1 ∪ Γ 2 ∪ Γ 3 ∪ Γ 4 with the disjunct sets Γ 1 , Γ 2 , Γ 3 , Γ 4 , cf. Fig. 7 .4. Furthermore,
2 ) and consider the following control problem:
for the Láme coefficients λ 0, µ > 0, initial conditions y 0 ∈ V and y 1 ∈ H, and C(y) = µn∇y + (µ + λ) div y · n, where n denotes the exterior normal. We formulate an existence and uniqueness result for the solution of the state equation in (7.4). Thereby we only consider the following modified case: we replace the boundary conditions in (7.4) by the condition C(y) = u on (0, T ) × ∂Ω.
) of the very weak formulation of the elastic wave equation
where ξ solves
The proof follows the argumentation in [27, pp. 319] .
For the numerical computations we consider the setting in (7.4) and assume, that the corresponding solution y has the proposed regularity of the space X.
We choose the following data:
The discrete control space is chosen as the restriction of the discrete space for the adjoint state to the boundary Γ 3 . As a consequence we have η d = 0; cf. Remark 5.1. Table 7 .3 shows the estimators η k and η h and the effectivity indices for (7.4). We define dim U d as in Section 7.2. Again we have a reduction of the error in the cost functional and equilibrated estimators. 
Energy on dynamic meshes
It is well-known, that the continuous homogeneous wave equation conserves the energy in time. To conserve this property on the discrete level, we discretize the wave equation by a cG(r) method in time, cf. Section 3. However, on local refined spatial meshes this property might get lost. In this section we analyze the conservation of energy of the discrete system on dynamically in time changing spatial meshes. We do not consider the corresponding control problem, since the control affects the energy and we cannot expect conservation of energy. The presented results are similar to those in [34] ; cf. also [2, 14] . However, here we present an explicit representation of the difference of the energy of the discrete system at two neighboring time points and some numerical examples.
Theoretical consideration
We consider the following system:
The energy E of the system (8.1) is defined by
We recall the following well-known result:
Proposition 8.1. The energy of the homogeneous wave equation with zero Dirichlet data is constant in time and is determined by the initial data, i. In the following we analyze the energy of the discrete system corresponding to (8.1). We apply a cG(1)cG(1) discretization (cf. Section 3) and evaluate the arising time integrals by the trapezoidal rule, leading to a Crank-Nicolson scheme in time. We use the notations (5.2) and (5. and thus, the assertion follows.
In the adaptive Algorithm 6.1 we start with identical uniform meshes at all time points. Then, according to the estimators the temporal and spatial meshes are refined and we obtain a new discretization level, on which the solution and the estimators are computed again. Then we repeat this process. That means, from one discretization level to the next, we have only refinement. However, on a fixed discretization level we may have refinement or coarsening of the temporal and spatial meshes from one time point to the next. In this sense, we obtain the following corollary. 
Numerical example
We consider the homogeneous wave equation (8.1) with the following initial data y 0 = sin(πx) sin(πy), y 1 = (1 − x)(1 − y)xy We compute the solution on a time mesh with 141 nodes, cf. Figure 8 .1, and identical uniform spatial meshes in every time step with 1089 nodes in each case. From the discrete solution we obtain the discrete energy E(t m ) = 2.4699 for all m ∈ {0, . . . , 140}. Thus, the error between the exact energy and the discrete one, depends only on the fineness of the spatial mesh. This confirms our theoretical results of Section 8.1.
In Table 8 .1 the energy is presented when discretizing the state equation on a uniform time mesh with 11 nodes and different spatial meshes T 1 , . . . , T 5 , cf. 
