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The consequences of service interruption can be severe due to the number of
services and applications which depend of communication networks. A failure
does not have the same impact in all types of traffic. Real time applications are
usually more affected because they are unable to recover using retransmission.
In fact communication networks are not immune to failure however great effort
has been made in order to increase their dependability.
Routing mechanisms with teletraffic engineering using MultiProtocol Label Swit-
ching (MPLS) has been growing and has spurred the development of MPLS based
recovery mechanisms. Recently many recovery schemes have been proposed for
MPLS networks, which take into account recovery time, protection bandwidth,
and also the required additional state information. This dissertation is focused
on MPLS based recovery schemes.
A survey of protection schemes and their characteristics was made in the con-
text of MPLS networks. A relevant issue of most of these schemes is how to
effectively achieve a high degree of protection bandwidth sharing. In this con-
text a proposal for implementing minimal allocation of protection bandwidth,
was made. Routing and protection are interleaved and in this work three algo-
rithms are described which can be used to obtain active and recovery paths. The
first algorithm is an improved version for an on-line routing algorithm of locally
protected paths, the second an algorithm for obtaining the minimal cost pair of
disjoint paths with dual arc costs, and the third algorithm obtains the set of all
such disjoint path pairs.
The main contribution of this work is a proposal of a new recovery system
based on a multi-scheme approach which uses, in an articulate manner, different
recovery schemes. The goal of this proposal is to improve the performance of
resilient communication networks, particularly regarding differentiated recovery
according to traffic classes.
The proposed recovery system was tested using simulation. For this purpose a
simulator was build using OMNeT++. This simulation platform was built modu-
larly, having in mind its adaptability and flexibility. It allows several configurati-
ons of considered schemes and also the selection method and underlying rules.





O número de serviços e aplicações que actualmente dependem das redes de co-
municações é bastante elevado, pelo que as consequências de uma interrupção de
serviço podem ser drásticas. Os efeitos de uma falha não se distribuem uniforme-
mente por todos os tipos de tráfego, afectando principalmente certas aplicações,
tais como as aplicações em tempo real, que não podem facilmente recuperar o
tráfego perdido através da sua retransmissão. Como na realidade as redes de co-
municações não são imunes a falhas, os esforços para conseguir redes com uma
elevada confiabilidade têm sido consistentemente elevados.
Mecanismos de encaminhamento de tráfego através de Engenharia de Tráfego
usando MPLS têm tido bastante aceitação, o que tem fomentado o desenvolvi-
mento da recuperação baseada no MPLS. Nos últimos anos têm sido propostos
vários esquemas de recuperação de falhas em redes MPLS considerando vários
aspectos incluindo, nomeadamente, o tempo de recuperação, a largura de banda
adicional necessária para a recuperação e a informação de estado adicional re-
querida. Esta dissertação enquadra-se nesta temática, pretendendo apresentar
uma proposta para a recuperação em redes MPLS que tenha em consideração as
características do tráfego a transportar bem como as características dos esquemas
a utilizar para recuperar este tráfego.
Foi feita uma resenha comparativa de esquemas de recuperação em redes
MPLS, em função das suas características mais relevantes. Alguns problemas
em aberto no respeitante a estes esquemas, incluem mecanismos de partilha de
largura de banda, pelo que é apresentada uma proposta de reserva mínima de
largura de banda na protecção local, utilizando partilha de largura de banda.
Nesta dissertação são apresentados estudos sobre três algoritmos usados na de-
terminação dos caminhos activos e de recuperação. O primeiro é uma versão
melhorada de um algoritmo de encaminhamento para protecção local com re-
serva exacta, o segundo é um algoritmo para obtenção de um par de caminhos
disjuntos de custo mínimo numa rede com custos duais nos arcos e o terceiro
calcula o conjunto de todos esses pares de custo mínimo.
Finalmente, e como contribuição principal foi proposto um novo sistema de
recuperação baseado numa metodologia de recuperação multi-esquema que con-
siste em aplicar esquemas de recuperação diferentes em função de vários crité-
rios. Com este novo sistema pretende-se melhorar o desempenho de redes de
comunicações resilientes, nomeadamente na recuperação diferenciada dos vários
serviços presentes na rede usando para tal engenharia de tráfego, tendo em con-
sideração as várias classes de serviço.
Este sistema foi implementado e sujeito a testes mediante a construção de um
simulador no ambiente simulacional OMNeT++. Este simulador foi construído
de raiz, sendo uma ferramenta adaptável que permite diversas configurações e
v
adaptações em termos de esquemas a usar e no métodos de selecção de esquemas
por condições. Alguns testes foram realizados com o simulador, quer como prova
de conceito quer como mecanismo de teste de um conjunto de hipóteses, e os seus
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Hoje em dia as redes de comunicações são usadas simultaneamente por diversos
tipos de tráfego, com diferentes necessidades em termos de largura de banda
requerida, da sensibilidade ao atraso na propagação do sinal, da sensibilidade
à variação de atraso (jitter), do suporte a perdas de pacotes, e potencialmente
em muitas outras características. As diferentes características desejadas definem
o padrão de Quality of Service (QoS) desse serviço e podem ser contratualizadas
entre fornecedores do serviço de telecomunicações e os seus consumidores no
âmbito de um Service Level Agreement (SLA). Uma solução usada actualmente
para conseguir suportar simultaneamente diferentes tipo de serviços com di-
ferentes necessidades de QoS passa pela utilização de MultiProtocol Label Swit-
ching (MPLS) (geralmente conjugado com Differentiated Services (DiffServ) e Traffic
Engineering (TE)). O estudo apresentado aqui vai ter como pressuposto o uso des-
tas tecnologias.
Qualquer recurso usado pelas redes de comunicações pode ser sujeito a falhas;
rede fiáveis implicam suporte para recuperação dessas falhas. Esta recupera-
ção pode ser feita pelas camadas superiores que utilizam a rede – por exemplo,
ao nível do encaminhamento Internet Protocol (IP) – mas o seu tempo de res-
posta pode ser demasiado longo, da ordem das dezenas de segundos ou minutos
(Sharma et al., 2003). Estes tempos são considerados inaceitáveis para oferecer
serviços de elevada fiabilidade, que pretendam tempos de recuperação muito
curtos (da ordem dos cinquenta milissegundos), embora possam ser aceitáveis
para serviços menos exigentes. Mecanismos de recuperação das camadas infe-
riores (Synchronous Digital Hierarchy (SDH)/Synchronous Optical Network (SO-
NET) ou Wavelength Division Multiplexing (WDM)), integrados na infraestrutura
de rede, conseguem fornecer recuperação com tempos muito curtos, mas não
diferenciam o tráfego em termos de requisitos de QoS, e como tal podem ser
demasiado desperdiçadores de recursos se aplicados a todo o tráfego da rede.
De uma forma simples podemos dizer que existem dois modelos diferentes de
recuperação de falhas numa rede: uso de reencaminhamento e uso de protecção.
2 Enquadramento
O modelo de reencaminhamento implica o cálculo de um novo caminho a seguir
pelo tráfego perante uma falha na rede, e como tal implica um gasto de tempo
adicional aquando da falha para cálculo do novo caminho a usar (para além do
tempo de detecção da mesma e da decisão de alterar o caminho). No entanto
não exige a ocupação prévia de recursos da rede (mas em contrapartida perante
a falha não tem a garantia de poder ser usado um caminho com as características
desejadas). O modelo de protecção implica o cálculo à partida de um ou de diver-
sos caminhos alternativos a ser usados perante falha num recurso, e (geralmente)
reserva de recursos para o caminho, de forma a poder ser usado quando (ou se)
houver necessidade. Desta forma os esquemas de protecção podem geralmente
conseguir tempos de recuperação mais curtos mas em contrapartida usam mais
recursos. O compromisso entre tempo e recursos usados é um exemplo de vários
tipos de compromissos que podemos encontrar quando comparamos diferentes
tipos de esquemas de recuperação disponíveis. Em geral não se pode afirmar
que exista um esquema que seja sempre o preferível para todas as situações e
todos os tipos de serviço. Deve ser notado que embora este trabalho se foque
apenas na recuperação, a escolha do encaminhamento é frequentemente também
um aspecto importante a considerar na recuperação, trazendo consigo compro-
missos adicionais. Finalmente, a recuperação das falhas pode ser efectuada em
MPLS usando um novo caminho entre a origem e o destino do tráfego de forma
a evitar o recurso em falha (designada recuperação de âmbito global) ou simples-
mente encontrando um novo troço de caminho que evite o recurso inoperacional
(esta última forma de recuperação, que reutiliza parte do caminho anteriormente
determinado e pode ser descentralizada, é designada de recuperação de âmbito
local).
O uso de mais ou menos recursos para transmitir tráfego não tem sempre o
mesmo efeito no desempenho da rede. Nomeadamente, se a rede possuir capa-
cidade não usada em quantidade suficiente, o uso de esquemas de reencaminha-
mento (que não fornecem garantias de recuperação) pode ainda assim permitir
obter um desempenho aceitável, simplesmente porque perante abundância de
recursos não existe razão para recusar tráfego. Da mesma forma, na presença
de recursos em excesso, o uso de mecanismos que consomem mais Largura de
Banda (LB) pode ser justificado, se trouxerem características desejáveis, mesmo
para serviços que não o exijam em termos de QoS. Isto significa que em situ-
ações de carga leve mecanismos de recuperação muito simples provavelmente
terão bons desempenhos (e não existe real necessidade de usar TE), enquanto
que em redes com tráfego mais próximo da sua capacidade compromissos terão
de ser explicitamente considerados (favorecendo explicitamente certos tipos de
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tráfego). Embora as redes sejam normalmente dimensionadas de forma a poder
tratar o tráfego usualmente esperado, de preferência sem grande desperdício de
recursos, os ciclos gerais de utilização das redes levam a que ao longo do tempo
a mesma rede possa ser sujeita a situações de carga variando entre carga leve e
sobrecarga.
Em conclusão, parece existir vantagem em integrar na determinação da recupe-
ração a usar na rede conhecimento sobre os requisitos de QoS dos serviços que a
utilizam (para fornecer as características desejadas a cada serviço), conhecimento
sobre as características dos esquemas de recuperação a usar (para perceber os
compromissos associados ao uso de cada esquema de recuperação) e conheci-
mento adicional sobre o estado da rede (para poder determinar os efeitos reais
da escolha na situação actual da rede).
1.2 Objectivos e contribuições do trabalho
Esta dissertação apresenta uma proposta para a recuperação em redes MPLS
tendo em consideração as características do tráfego a transportar bem como as
características dos esquemas de recuperação e do estado da rede.
É apresentada uma classificação de esquemas de recuperação que apresenta
para cada esquema analisado as características consideradas relevantes e a des-
crição do seu funcionamento.
Mecanismos de recuperação baseados em protecção, assumindo o pressuposto
da não coincidência de falhas na rede, podem ser optimizados através da par-
tilha da LB de protecção que usam. O cálculo do caminho usado em situações
de funcionamento normal da rede – Caminho Activo (Active Path) (CA) – e do(s)
caminho(s) a usar em situação de falha – Caminho de Recuperação (Recovery
Path) (CR) – tem geralmente como objectivo a minimização da LB usada, particu-
larmente quando se pretende fazer partilha de LB de protecção. Nesta dissertação
é apresentada uma versão melhorada de um algoritmo de encaminhamento para
protecção local com reserva exacta da Largura de Banda de Protecção (LBP). No
contexto da protecção global, com partilha de LBP, é necessário resolver o pro-
blema da obtenção do par de caminhos disjuntos de custo total mínimo numa
rede com custos duais nos arcos. São descritos dois algoritmos para a resolução
exacta deste problema: o primeiro obtém apenas um par de caminhos disjuntos
de custo mínimo e o outro obtém o conjunto de todos esses pares.
A eficácia da utilização de mecanismos de protecção com LBP depende da
divulgação de informação acerca do estado de ocupação dos arcos, da informação
que deve ser armazenada em cada nó acerca do estado dos arcos e dos protocolos
4 Organização do documento
de sinalização necessários para os implementar. Tendo como objectivo a sua
aplicabilidade numa rede real, em que os caminhos activos e de protecção têm
acesso aos mesmos recursos, foi proposto um mecanismo de reserva mínima de
LB na protecção local (adaptado de uma formulação para protecção global).
Finalmente, e como contribuição principal foi proposto um novo sistema de
recuperação. Este é baseado numa metodologia de recuperação multi-esquema
que consiste em aplicar esquemas de recuperação diferentes em função de vá-
rios critérios (incluindo características do tráfego a transportar e o estado actual
da rede). Os esquemas de recuperação constituintes do novo sistema foram es-
colhidos de entre os esquemas propostos na literatura ou são suas adaptações.
O sistema proposto é modular, pretendendo-se que seja fácil incorporar novos
esquemas ou novas regras de selecção dos mesmos. O gestor da rede, ao defi-
nir os elementos e a sua articulação no novo sistema de recuperação, controla a
forma como será efectuado o tratamento diferenciado dos vários serviços na rede
usando para tal engenharia de tráfego tendo em consideração as várias classes
de serviço, no âmbito de uma rede de comunicações resiliente. Este sistema foi
implementado e sujeito a testes mediante a construção de um simulador (usando
o ambiente simulacional OMNeT++). O simulador foi construído de raiz (com
cerca de 24000 linhas de código), sendo uma ferramenta que permite diversas
configurações e adaptações em termos de esquemas a usar e no métodos de se-
lecção de esquemas por condições (tendo sido criado um mecanismo genérico
para permitir a escolha do esquema a usar para o pedido em diversas situações –
na geração do pedido, em falha ou no fim da falha). Por último, foram efectuados
testes com o simulador, quer como prova de conceito quer como mecanismo de
teste de um conjunto de hipóteses subjacentes ao modelo, e analisados os seus
resultados.
1.3 Organização do documento
No Capítulo 2 são revistos com algum detalhe aspectos relativos à recuperação
de falhas em redes MPLS. Na Secção 2.1 são referidos alguns termos e concei-
tos usados na recuperação em geral, na Secção 2.2 são apresentados alguns dos
aspectos fundamentais do MPLS, na Secção 2.3 são descritos os princípios de re-
cuperação que podem ser usados em redes MPLS e na Secção 2.4 são revistos os
esquemas de recuperação de falhas usados em redes MPLS.
No Capítulo 3 são descritas algumas melhorias que podem ser efectuadas a
esquemas de partilha de LBP. Assim, na Secção 3.1 é introduzida a nomencla-
tura utilizada e descrito um método para reserva mínima de LBP na protecção
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local. Na Secção 3.2 é revisto um esquema de protecção local e proposta uma
nova versão com várias alterações sendo relatados os resultados das modifica-
ções introduzidas. Finalmente na Secção 3.3 é descrito o problema de obtenção
de um par de caminhos disjuntos de custo mínimo com custos duais nos arcos
e da obtenção do conjunto de todos esses pares, sendo apresentados algoritmos
para a sua resolução.
No Capítulo 4 é apresentada a proposta de um sistema de recuperação usando
diversos esquemas que combina as características do tráfego e a situação da rede
com as características dos próprios esquemas. Na Secção 4.1 é apresentado um
exemplo de aplicação deste sistema.
No Capítulo 5 é feita a descrição do funcionamento e da implementação do si-
mulador desenvolvido. A Secção 5.1 apresenta uma breve descrição do ambiente
de simulação utilizado. Nas Secções 5.2 e 5.3 é feita a descrição do funcionamento
do programa de simulação, sendo a sua implementação descrita na Secção 5.4.
No Capítulo 6 são apresentadas experiências que ilustram o funcionamento
do esquema de recuperação proposto e validam a sua aplicabilidade. Nas Sec-
ções 6.1 e 6.2 são apresentadas as condições gerais das experiências realizadas.
Na Secção 6.3 são revistas as medidas recolhidas pelo simulador. Na Secção 6.4
são apresentadas as hipóteses a testar e objectivos das experiências. Por fim na
Secção 6.5 é apresentada a descrição das experiências efectuadas e análise dos
seus resultados, que são agregados na Secção 6.6.
Finalmente, o Capítulo 7 apresenta uma síntese dos resultados obtidos e pro-
postas de trabalho futuro.
6
72 Recuperação em MPLS
A recuperação baseada no MPLS refere-se à capacidade de efectuar um restabe-
lecimento rápido e completo do tráfego afectado por uma falha numa rede com
MPLS. Nessas redes pretende-se garantir serviços de alta fiabilidade e disponi-
bilidade. Perante falhas, o fornecedor de serviços pretende oferecer, para certos
serviços, uma recuperação rápida e que utilize o mínimo de recursos possíveis.
Para tal, têm sido vários os esquemas de recuperação propostos. No entanto,
deve ser lembrado que os objectivos propostos são, em geral, contraditórios. Em
geral a eficiência no uso de recursos impede tempos de recuperação pequenos e
vice-versa.
Este capítulo começa por apresentar, uma revisão de alguns conceitos bási-
cos da recuperação, seguindo-se na Secção 2.2 uma descrição sucinta dos prin-
cípios de funcionamento do MPLS. Na Secção 2.3 é analisado em detalhe o
funcionamento da recuperação em redes MPLS seguindo de perto o Request For
Comments (RFC) 3469 (Sharma et al., 2003) nas Subsecções 2.3.1, 2.3.2 e 2.3.3; na
Subsecção 2.3.5 são abordadas questões sobre QoS e TE em redes MPLS. Na Sec-
ção 2.4 é apresentada uma resenha da literatura dedicada ao tema da recuperação
em redes MPLS contendo um estudo comparativo dos esquemas em função das
suas características mais relevantes.
2.1 Conceitos básicos da recuperação
Com a definição destes conceitos não se pretende estabelecer padrões mas antes
arranjar uma terminologia para ser usada neste texto. Os conceitos aqui apre-
sentados são, em parte, derivados do trabalho de Laprie (1992). Muitos destes
termos e conceitos iniciais não estão ainda consolidados, existem vários autores
que usam o mesmo termo para conceitos distintos e também termos diferentes
para o mesmo conceito.
Falha versus avaria Uma avaria (failure) é definida como um desvio no serviço
especificado, sentido pelo utilizador. E a falha (fault) é definida como a
causa física ou algorítmica da avaria. As falhas podem ser classificadas
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em falhas físicas, aquelas que ocorrem nos componentes, e falhas humanas
(falhas de projecto e falhas de interacção). A terminologia, para os conceitos
apresentados, foi adoptada de Madeira (1993). As falhas nos componentes
físicos de uma rede de computadores não podem ser evitadas, por isso
devem ser utilizados mecanismos que ofereçam uma certa confiabilidade
para tentar evitar que o sistema apresente avarias. Algumas falhas podem
levar horas ou mesmo dias a serem reparadas.
Disponibilidade versus Fiabilidade versus Confiabilidade A disponibilidade (avai-
lability) é definida como a probabilidade da rede poder ser usada quando
necessário com o nível de desempenho combinado (entre o cliente e o for-
necedor de serviço), ou por outras palavras como a fracção de tempo que o
serviço está disponível. Como benchmark, o equipamento das redes de trans-
porte requer disponibilidade da ordem dos cinco noves (Hussain, 2005), o
que significa que o equipamento está disponível para serviço 99,999 por
cento do tempo (o equipamento oferece um serviço contínuo excepto apro-
ximadamente durante 5 minutos num ano). Esse valor de disponibilidade
deve ser satisfeito pelas redes de dados para voz (Mendiratta e Witschorik,
2003). A fiabilidade (reliability) de uma rede é definida como a probabili-
dade da rede desempenhar as suas funções sem avaria durante um dado
período de tempo. Uma medida de fiabilidade usada frequentemente é o
tempo médio entre avarias (Mean Time Between Failures (MTBF)). Disponi-
bilidade e fiabilidade são atributos de confiabilidade (Dependability). Con-
fiabilidade indica a confiança no serviço fornecido por um dado sistema e
que será tanto maior quanto maiores forem, simultaneamente, a fiabilidade
e disponibilidade. A disponibilidade está relacionada com MTBF através
da expressão seguinte:
Disponibilidade = MTBF/(MTBF + MTTR)
onde Mean Time to Repair (MTTR) é a duração média de reparação. Di-
minuir o tempo de reparação aumenta a disponibilidade. E quanto maior
for o tempo entre avarias maior será a fiabilidade. Um sistema pode ser
muito fiável e pouco disponível, por outro lado um sistema pode ser alta-
mente disponível e ter vários períodos de inoperacionalidade, desde que
este períodos sejam de pequena duração.
Resiliência versus Capacidade de sobrevivência A capacidade de sobrevivência (sur-
vivability) é a capacidade de uma rede manter e fornecer um nível de ser-
viço aceitável na presença de falhas (internas ao sistema) e acontecimentos
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adversos (externos ao sistema). A capacidade de sobrevivência inclui a re-
siliência (resilience) pois nesta é apenas incluída a capacidade de cumprir a
sua missão perante acontecimentos internos. A capacidade de sobrevivên-
cia é uma propriedade emergente de um rede de comunicações e não dos
seus componentes (Mendiratta e Witschorik, 2003).
Tolerância a falhas A tolerância a falhas (fault tolerance) é a capacidade de um sis-
tema ou componente continuar a sua operação normal apesar da presença
de falhas de hardware ou software, baseia-se na utilização de redundân-
cia. Num sistema com capacidade de sobrevivência a tolerância a falhas é
necessária mas não suficiente.
2.2 Princípios do funcionamento do MPLS
Quando um pacote de dados entra na rede MPLS é classificado e de acordo com
essa classificação é atribuído a uma Forwarding Equivalence Class (FEC). Uma FEC
é identificada através de uma etiqueta. O MPLS usa a técnica conhecida por
comutação de etiquetas para encaminhar os dados através da rede. Pacotes com
a mesma etiqueta são encaminhados do mesmo modo.
A etiqueta é inserida no cabeçalho do pacote e viaja com ele. O formato da
etiqueta e como é acrescentada ao pacote depende da tecnologia usada na rede
MPLS na camada 2. A etiqueta pode fazer parte de um cabeçalho introduzido
especificamente para esse fim ou pode ser introduzida no cabeçalho da camada
de ligação de dados (camada 2) se nesse cabeçalho existir um campo para esse
fim.
Um dos componentes importantes de uma rede MPLS são os Label Switching
Router (LSR). Os LSR são “routers” que suportam MPLS e que são capazes de
encaminhar pacotes nativos da camada 3 (portanto pacotes não etiquetados).
O caminho seguido por pacotes de uma FEC é designado por Label Switched
Path (LSP). O LSP é definido por um conjunto de etiquetas associadas a uma
FEC em cada hop. As decisões de encaminhamento tomadas em cada LSR são
baseadas simplesmente na etiqueta com que o pacote chega, a qual é usada como
um índice numa tabela que especifica o próximo hop e a etiqueta com que o
pacote deve ser encaminhado, que é inserida no lugar da etiqueta que o pacote
trazia.
De uma forma simplificada, a sequência de routers de um LSP, começa com o
LSR de entrada no caminho que é o responsável por colocar a etiqueta no pacote
e encaminhar o pacote pela interface adequada, seguem-se um ou vários LSR
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intermédios que encaminham o pacote com base no valor da etiqueta com que
chegam e que colocam o pacote numa interface de saída com uma etiqueta com
um novo valor, e por último o LSR de saída do caminho que retira a etiqueta do
pacote e o encaminha com base no cabeçalho da camada de rede.
Na Figura 2.1 aparecem representados vários pacotes (pertencentes a duas
FEC) com as respectivas etiquetas. Na figura são também ilustrados os dois














Figura 2.1: Etiquetas e LSP.
A arquitectura do MPLS suporta duas opções para a selecção do LSP para uma
FEC particular, o encaminhamento hop-by-hop e o encaminhamento explícito. No
encaminhamento hop-by-hop cada nó escolhe independentemente o próximo hop
para cada FEC, podendo essa escolha ser baseada nas tabelas de encaminha-
mento construídas por protocolos de encaminhamento tradicional. Num LSP de
encaminhamento explícito, é um único LSR, geralmente o LSR de entrada ou de
saída, que especifica todos (ou vários) os LSR no LSP. A capacidade de estabe-
lecer LSP com encaminhamento explícito é uma das características mais úteis do
MPLS. Existem várias situações em que o encaminhamento explícito é útil, por
exemplo na implementação de engenharia de tráfego (referida posteriormente).
A arquitectura do MPLS permite que sejam usados diferentes protocolos de
distribuição de etiquetas (conjunto de procedimentos através dos quais um LSR
informa outro da associação - etiqueta/FEC - que fez) em diferentes cenários. Al-
guns protocolos têm sido explicitamente desenvolvidos com esse fim, são exem-
plos o Label Distribution Protocol (LDP) em Andersson et al. (2001) e o Constraint-
based Routing – Label Distribution Protocol (CR-LDP) em Ash et al. (2002); Jamoussi
et al. (2002), enquanto que outros protocolos, já existentes, têm sido alargados
para permitir a distribuição de etiquetas, é exemplo disso o Resource Reservation
Protocol (RSVP), com extensão em Awduche et al. (2001).
Um pacote etiquetado pode transportar mais do que uma etiqueta, organiza-
das como uma pilha LIFO (última a entrar, primeira a sair). O processamento
de um pacote etiquetado é independente do nível hierárquico da etiqueta, e é
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sempre baseado na etiqueta de topo e apenas nela. Quando pacotes etiqueta-
dos recebem uma etiqueta adicional diz-se que estão a entrar num túnel MPLS.
Quando os pacotes saem do túnel MPLS a etiqueta adicional é retirada e o pacote
é encaminhado com base na etiqueta que ficou no pacote, depois dessa operação.
O processo de colocação de múltiplas etiquetas num pacote é conhecido como
empilhamento de etiquetas. O mecanismo da pilha de etiquetas permite aninhar
túneis LSP até qualquer profundidade. O critério usado para atribuir um pacote
particular a um túnel LSP é uma questão local ao extremo transmissor do túnel.
2.3 Recuperação em redes MPLS
Têm surgido na Internet muitas aplicações críticas, para as quais as interrupções
de serviço são intoleráveis, exemplos dessas aplicações são: eBusiness, eLogistics
e eHealth. No entanto, as falhas dos recursos da rede são reais, e por isso os
fornecedores de serviços devem fazer com que estas falhas sejam imperceptíveis
para os clientes.
As linhas orientadoras relativas à recuperação em redes MPLS foram já objecto
de normalização, processo do qual resultou o RFC 3469 (Sharma et al., 2003). A
descrição que apresentamos nesta secção segue em geral, esse RFC.
Todas as falhas que podem ocorrer numa rede MPLS são falhas em ramos (o
corte de uma fibra ou a falha de um interface de um LSR) ou falhas em nós (a
falha no software, a falha da alimentação ou uma falha planeada do LSR). Como
consequência de uma destas falhas pode resultar a falha de um ou vários LSP.
Sempre que ocorrer uma falha num LSP o esquema de recuperação deve fazer
com que o tráfego seja redireccionando para um caminho que contorne a avaria,
de forma que a avaria seja o menos perceptível possível.
O LSP que o tráfego segue antes de ocorrer a falha de um nó ou de um ramo
(ou mesmo falhas concorrentes) é designado por caminho de trabalho, sendo
também frequentes as designações caminho activo, caminho primário ou mesmo
caminho protegido. O caminho que o tráfego passa a seguir, após a ocorrência
da falha pode ser designado por caminho de recuperação, caminho de backup,
caminho alternativo ou ainda por caminho de protecção.
O caminho de recuperação pode ser um caminho de recuperação equivalente
ou um caminho de recuperação limitado conforme os recursos reservados ga-
rantam ou não a mesma qualidade de serviço, respectivamente.
De acordo com o RFC 3469 (Sharma et al., 2003) os dois modelos de recuperação
básicos usados para redireccionar o tráfego, após a falha, são recuperação por
12 Recuperação em redes MPLS
reencaminhamento1 (rerounting) e protecção por comutação (protection switching).
Estes dois modelos diferem basicamente na altura em que é estabelecido o
caminho de recuperação, depois ou antes da falha ser detectada.
Embora os esquemas de recuperação de tráfego sigam, em geral, um dos dois
modelos de recuperação, ambos podem ser utilizados simultaneamente.
O mecanismo que faz com que o tráfego seja redireccionado do caminho de
trabalho para o caminho de protecção (ou caminhos de recuperação), quando
ocorre uma falha, é designado por switchover. O LSR em que é feito o redirec-
cionamento é designado por Path Switch LSR (PSL). O PSL pode simplesmente
duplicar o tráfego, enviando-o simultaneamente através do caminho de traba-
lho, e do caminho de recuperação. Por seu lado o LSR que recebe o tráfego do
caminho de recuperação e funde esse tráfego de volta para o caminho de traba-
lho é designado Path Merge LSR (PML). Os LSR que se encontram entre o PSL
e o PML, tanto no caminho de trabalho como no caminho de recuperação, são
referidos por LSR intermédios.
Além do que foi referido anteriormente, o mecanismo de switchover, também
designa o processo de transferência do tráfego do caminho de recuperação para
um ou mais caminhos de trabalho óptimos. Então, de uma forma mais genérica,
o mecanismo de switchover designa a operação de redireccionar o tráfego de um
dado caminho para um ou mais caminhos alternativos. Por outro lado, o processo
de repor o tráfego que seguia um ou mais caminhos de recuperação, de volta no
caminho de trabalho original é designado por switchback.










Figura 2.2: Rede que exemplifica alguns dos conceitos básicos.
A Figura 2.2 ilustra alguns dos conceitos definidos anteriormente. Note que,
embora na figura o PSL não seja o LSR de entrada e o PML não seja o LSR de
1Também designada por restauro.
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saída, essas situações podem ocorrer. No caso do LSR de saída ser o PML então
deve ter como função passar o tráfego aos protocolos das camadas superiores.
Na figura aparece ainda a designação Point of Repair (POR) que é o LSR que
faz a recuperação do LSP. O POR pode ser o PSL ou o PML dependendo do
esquema de recuperação utilizado, no entanto, o mais comum é ser o PSL.
Se o LSR que detecta a falha num caminho de trabalho não tiver capacidade de
fazer a recuperação deve notificar o POR. Para fazer essa notificação utiliza um
sinal designado por Fault Indication Signal (FIS). Um FIS é enviado por cada
LSR intermédio para o seu vizinho a montante ou a jusante2 até chegar ao POR.
Um FIS é transmitido periodicamente pelo LSR/LSRs próximo da falha durante
um intervalo de tempo configurável, ou até que o LSR que o transmite receba
uma confirmação do seu vizinho.
O LSR que detectou a falha num caminho de trabalho também detectará que
a falha foi reparada e quando isso acontecer deve enviar uma notificação para
o POR com essa informação. Um sinal que indica que uma falha no caminho
de trabalho foi reparada designa-se por Fault Recovery Signal (FRS). Tal como
acontece com o FIS também o FRS é enviado por cada LSR intermédio para o seu
vizinho a montante ou a jusante2 até chegar ao POR. Um FRS também é transmi-
tido periodicamente pelo LSR/LSRs próximo da falha durante um intervalo de
tempo configurável, ou até que o LSR que o transmite receba uma confirmação
do seu vizinho.
Geralmente a velocidade de switchover está directamente relacionada com a
distância entre o ponto em que a falha é detectada e o ponto em que é feita a
reparação.
Dependendo da localização do POR, no LSP que necessita ser reparado, assim
o âmbito da recuperação pode ser global ou local. Se a recuperação for global
então o caminho de recuperação é estabelecido geralmente sempre pelo mesmo
LSR do caminho de trabalho enquanto que se a recuperação for local é o LSR do
caminho de trabalho que é mais próximo da falha que faz a recuperação.
2.3.1 Princípios de recuperação no MPLS
Nesta secção são apresentados alguns dos princípios de recuperação que podem
ser combinados para especificar esquemas de recuperação.
2Se um nó adjacente e a jusante de uma falha envia um FIS/FRS para jusante, tal não implica que
o POR (do LSP afectado) esteja necessariamente a jusante da falha.
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Instante em que se estabelece o caminho de recuperação
O caminho de recuperação pode ser estabelecido ao mesmo tempo que o cami-
nho de trabalho ou apenas na altura em que a falha ocorre. Para estabelecer o
caminho de recuperação, assim como o caminho de trabalho, deve ser utilizado
um protocolo de sinalização que pode ser o protocolo Resource Reservation Protocol
with Traffic Engineering (RSVP-TE), RFC 3209 de Awduche et al. (2001), o protocolo
CR-LDP (Jamoussi et al., 2002) ou outro protocolo adequado.
Na protecção por comutação o caminho de recuperação é pré-estabelecido an-
tes da falha ser detectada no caminho de trabalho.
Na recuperação por reencaminhamento o caminho de recuperação é estabele-
cido, através de sinalização, depois de ter sido detectada uma falha no caminho
de trabalho. Aqui o caminho de recuperação pode ser pré-calculado ou apenas
calculado quando ocorrer a falha. Por um lado, os caminhos pré-calculados po-
dem utilizar informação de toda a rede, mas poderão não resolver o problema
de falhas múltiplas. Por outro lado, calcular o caminho de recuperação apenas
quando a falha ocorrer pode conseguir resolver situações de falhas múltiplas mas
à custa do aumento do tempo de recuperação.
Existe ainda uma terceira possibilidade: um LSP é estabelecido e o respectivo
caminho de recuperação será seleccionado oportunamente entre LSP que não fo-
ram inicialmente sinalizados com essa finalidade. Nesta situação intermédia, em
que o caminho que vai ser utilizado como caminho de recuperação foi previa-
mente estabelecido, mas que não foi estabelecido explicitamente para proteger o
caminho de trabalho, diz-se que o caminho de recuperação é pré-qualificado.
Instante em que é feita a reserva de recursos
Os recursos que podem ser reservados são por exemplo a largura de banda, os
buffers e a capacidade de processamento.
Pré-reservados Este tipo de reserva só é utilizado quando o caminho de recupe-
ração é pré-estabelecido. Neste tipo de reserva os recursos necessários, ao
longo de todo o caminho de recuperação, são reservados na altura em que
o caminho é estabelecido.
Dependendo da forma como os recursos reservados são usados antes de
serem necessários, podem ser considerados os três subtipos seguintes:
• Recursos dedicados - Nesta situação os recursos do caminho de recu-
peração só podem ser utilizados para transportar o tráfego do caminho
de trabalho. A protecção por comutação 1 + 1 ("um mais um") é um
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exemplo deste subtipo. Neste tipo de protecção os recursos do cami-
nho de recuperação ficam completamente reservados, e transportam
uma cópia do tráfego transportado no caminho de trabalho. Neste
subtipo a inteligência está no PML e não no PSL.
• É permitido tráfego extra - É o que acontece quando o caminho de re-
cuperação só transporta o tráfego do caminho de trabalho quando este
falha. Nos outros instantes, os recursos reservados podem ser utiliza-
dos por tráfego extra de baixa prioridade. Na protecção por comutação
designada por 1 : 1 ("um por um") mesmo se os recursos do caminho
de recuperação forem pré-reservados, estes estão completamente dis-
poníveis para serem utilizados temporariamente por tráfego de baixa
prioridade. Só não podem ser utilizados por esse tráfego quando o
caminho de recuperação precisa de ser utilizado pelo tráfego do cami-
nho de trabalho devido à falha deste. Nesta situação o tráfego extra
tem que ser deslocado para outros caminhos. Desta forma os recursos
do caminho de recuperação são utilizados de uma forma mais efici-
ente. Note no entanto que na protecção por comutação 1 : 1 não é
obrigatória a existência de reserva.
• Recursos partilhados - São recursos de recuperação que são dedica-
dos para serem utilizados por múltiplos recursos primários assumindo
que estes não falham simultaneamente. Um exemplo deste subtipo de
reserva é o caso em que há reserva de recursos na protecção por comu-
tação do tipo 1 : n ou m : n ("m por n"). Note que também na protecção
por comutação do tipo 1 : n ou m : n ("m por n") não é obrigatória a
existência de reserva.
Reservados a pedido Aqui os recursos necessários ao estabelecimento do cami-
nho de recuperação só são reservados depois da falha no caminho de tra-




Na reparação global, o caminho usado na recuperação de qualquer falha (nó
ou ramo) do caminho de trabalho (ou segmento do caminho de trabalho)
é sinalizado pelo LSR de ingresso do LSP em causa. Por esta razão, é
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geralmente considerável a distância entre o ponto em que a falha ocorre e
o POR.
Segundo Sharma et al. (2003), neste tipo de recuperação, a notificação da
falha precisa ser feita através de um FIS. Se o método utilizado se baseasse
na falha do teste de continuidade do caminho (ver definição na Subsec-
ção 2.3.1) haveria grandes custos em termos de tempos de recuperação,





Figura 2.3: Exemplo do modelo de reparação global.
A Figura 2.3 apresenta uma rede simples formada por 10 LSR. É exem-
plificado nessa rede um caminho de trabalho e o caminho de recuperação
respectivo. Em condições normais, o tráfego do LSR de entrada para o LSR
de saída segue o caminho de trabalho. Quando ocorre uma falha o tráfego
é redireccionado para o caminho de recuperação.
Nos esquemas que calculam o caminho de recuperação antes da falha ocor-
rer, se esse caminho não for completamente disjunto do caminho de traba-
lho pode acontecer que a avaria ocorra simultaneamente nos dois caminhos
(mesmo tratando-se de uma falha isolada) ficando desse modo a recupera-
ção comprometida. Note que o caminho de recuperação nunca consegue
proteger contra falhas no LSR de entrada ou saída.
2. Reparação Local
Na reparação (recuperação) local é o LSR que é imediatamente a montante
ou a jusante à falha, que inicia a recuperação. O caminho de recupera-
ção, estabelecido por esse LSR, é usado na recuperação da falha do ramo
adjacente e/ou do nó vizinho do caminho de trabalho.
Deste modo, neste método de recuperação, a falha é reparada pelo LSR mais
próximo, conseguindo assim que o tempo de recuperação seja pequeno.
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Este tipo de recuperação possui geralmente a vantagem de ter tempos de





Figura 2.4: Exemplo do modelo de reparação local.
A Figura 2.4 mostra uma rede que também ilustra um caminho de trabalho
e um caminho de recuperação, mas agora para o caso da recuperação local.
Com o caminho de recuperação representado apenas se consegue recuperar
falhas que ocorram no ramo entre o PSL e o PML.
Neste tipo de recuperação, o caminho de recuperação apenas precisa ser
disjunto do caminho de trabalho num ramo particular, no caso de recupe-
ração de ramos, ou num LSR particular, no caso de recuperação de nós.
Se apenas algumas partes de um LSP devem ser protegidas (por serem me-
nos fiáveis que as restantes), a utilização de protecção local conduz a um
menor consumo de recursos na rede do que a protecção global. Por outro
lado se for utilizado este tipo de recuperação para proteger todo o LSP, ele
possui a desvantagem, se for utilizado o modelo de protecção por comu-
tação, da necessidade de configuração de vários caminhos de recuperação,
além da provável ineficiência em termos de recursos. Este tipo de recu-
peração é geralmente ineficiente em termos de utilização de recursos pois
o percurso que os pacotes seguem após uma falha é frequentemente mais
comprido do que seria necessário (Menth et al., 2004; Vasseur et al., 2004).
É frequente encontrar esquemas de reparação local com o modelo de recu-
peração por reencaminhamento e de reparação global com protecção por
comutação, como por exemplo nos esquemas comparados por Ahn et al.
(2002), embora qualquer outra combinação seja possível como pode ser
constatado pelo esquemas descritos na Secção 2.4.
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3. Reparação Multi-Camada
Neste tipo de reparação permite-se que várias camadas sejam envolvidas
na recuperação.
4. Outros âmbitos de recuperação ainda em termos topológicos
Embora menos referidos na literatura, métodos que consideram a concate-
nação de vários domínios de protecção e a reparação com LSR de saída al-
ternativo, têm actualmente grande importância, pois hoje em dia é comum
um serviço atravessar várias redes que possivelmente utilizam esquemas de
protecção diferentes.
Com a concatenação de vários domínios de protecção pretende-se oferecer
uma recuperação dos serviços extremo a extremo, embora os esquemas de
recuperação dos vários domínios funcionem autonomamente. Devem ser
utilizados vários pontos de ligação entre domínios para garantir que se o
ponto de ligação falhar existem alternativas.
Na reparação com LSR de saída alternativo o LSR de saída do caminho de
recuperação deve ser um router que seja aceitável para encaminhar a FEC
transportada pelo caminho de trabalho.
Granularidade da recuperação Outro aspecto da recuperação tem a ver com a
quantidade de tráfego que precisa ser protegido: parte do tráfego de um cami-
nho, todo o tráfego de um caminho ou o tráfego de um grupo de caminhos.
• Recuperação selectiva do tráfego – Este item diz respeito à possibilidade de
proteger apenas uma fracção do tráfego de um caminho individual. Este
aspecto é importante pois um mesmo caminho pode transportar classes de
tráfego diferentes, que podem ter diferentes necessidades de protecção.
• Agrupamento – Sendo a designação Grupo de caminhos protegidos (Pro-
tected Path Group (PPG)) utilizada para referir um agrupamento lógico de
vários caminhos de trabalho que necessitam de protecção, e que são encami-
nhado da mesma forma entre o PSL e o PML. O princípio de agrupamento
é a técnica que corresponde à criação de um PPG, de forma a recuperar
simultaneamente os seus múltiplos caminhos.
Se ocorrer uma falha no PPG, este pode ser protegido como um todo redi-
reccionando o tráfego para um bypass tunnel. Um bypass tunnel é um túnel,
utilizado como caminho de recuperação para um PPG, que usa a aproxima-
ção do empilhamento de etiquetas (RFC 3031 de Rosen et al., 2001). Quando
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os pacotes entram num bypass tunnel é-lhes acrescentada uma etiqueta adi-
cional, com base na qual são encaminhados. As etiquetas originais são man-
tidas inalteradas durante todo o encaminhamento através do bypass tunnel
para os pacotes poderem ser distinguidos quando saírem dele. A Figura 2.5
apresenta um exemplo de um PPG constituído por três caminhos de traba-
lho e um bypass tunnel para recuperação desse PPG. Os três caminhos de
trabalho estão estabelecidos respectivamente entre o LSR A e o LSR X, entre











Figura 2.5: Exemplo de um PPG e de um bypass tunnel.
Vamos supor que ocorre a falha do LSR P (Figura 2.5). Nesse caso logo
que o PSL detecte a falha, cada um dos caminhos protegidos do PPG será
reencaminhado para o bypass tunnel. As operações de reencaminhamento
efectuadas, em cada pacote, no PSL, consistem em trocar a etiqueta do
pacote que chega por uma etiqueta apropriada, depois disso, em empilhar
no pacote uma etiqueta adicional correspondente ao bypass tunnel e por
último em redireccionar o tráfego para a interface de saída correspondente
ao bypass tunnel. A etiqueta apropriada para utilizar na operação de troca é
a etiqueta que é esperada pelo PML para o caminho de trabalho ao qual o
pacote pertence. Então o PSL tem que conhecer as três etiquetas que o PML¸
espera para os três caminhos de trabalho do PPG3.
Tal como os caminhos de recuperação, os bypass tunnel podem ou não ter
reserva de recursos suficiente para oferecer a recuperação sem degradação
dos serviços.
3Assumindo que o espaço de etiquetas é global.
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Detecção da falha
Existe um conjunto de mecanismos que podem ser usados pelo MPLS para detec-
tar as falhas. Assim, o MPLS detecta uma falha porque recebeu uma notificação
de uma camada inferior ou da camada IP ou ainda devido à própria operação
dos mecanismos baseados no MPLS.
Os dois mecanismos utilizados na detecção de falhas, baseados no MPLS são:
Liveness Message é uma mensagem trocada periodicamente entre dois LSR ad-
jacentes (ver Figura 2.6) que serve como um mecanismo de teste ao ramo.
Esta mensagem oferece um teste da integridade das duas direcções do ramo
entre os dois LSR bem como um teste à “vida” de LSR vizinhos.
Teste de continuidade do caminho é um teste que verifica a integridade e conti-
nuidade de um caminho ou de um segmento de caminho.
Os dois mecanismos anteriores podem ser utilizados para detectar falhas num
caminho, ou seja detectar situações em que o caminho deixou de ter conectivi-
dade. Embora um caminho não tenha perdido a conectividade a sua qualidade
pode tornar-se inaceitável, nesta situação diz-se que o caminho sofreu uma de-
gradação. A degradação de caminhos pode também ser detectada através de
mecanismos baseados no MPLS tais como mecanismos de monitorização do de-
sempenho do caminho ou de determinação de taxas de erro no caminho ou seg-
mentos do caminho.
Por outro lado, as falha nos ramo são normalmente detectadas por uma ca-
mada inferior e notificadas por ela ao MPLS. Embora a detecção de falhas de
ramos pelas camadas inferiores dependa da tecnologia utilizada é em geral mais
rápida que a detecção oferecida por mecanismos de detecção baseados em hellos
oferecidos pelos protocolos de encaminhamento (por exemplo pelo Open Shor-
test Path First (OSPF)) e por mecanismos de detecção de falhas baseados apenas
no MPLS. Apesar disto, como podem existir falhas que são consideradas falhas
em ramos mas que não são falhas detectadas pela camada de ligação4, os meca-
nismos de detecção da camada 2 devem ser complementados com mecanismos
baseados em hellos.
O protocolo RSVP-TE define um protocolo baseado em hellos, com funciona-
mento análogo a qualquer outro mecanismo hello oferecido pelos protocolos de
encaminhamento, no entanto mais rápido na detecção de falhas.
Qualquer mecanismo baseado em mensagens hello possui o problema da es-
calabilidade. Por um lado, como o processamento das mensagens hello não é
4Por exemplo, falhas nos processadores das interfaces dos routers.
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desprezável, não devem ser utilizadas frequências altas. Por outro lado, o nú-
mero de vizinhos pode ter que ser limitado. Podem, por vezes, surgir situações
em que um router vizinho não consiga responder às mensagens hello porque está
demasiado ocupado e isso pode ser interpretado como uma falha, falha que na
realidade não ocorreu.
Por vezes os LSR não conseguem distinguir entre a falha de um ramo e a falha
de um LSR vizinho (em ambos os casos a falha detectada é a falha de um ramo).
Em Vasseur et al. (2004) são indicadas algumas situações em que é importante
distinguir entre a falha de um ramo e a falha de um nó, e é proposta uma solução
para conseguir distinguir esses dois tipos de falha.
Notificação da falha
Quando um LSR detecta uma falha (falha de um ramo ou nó) que implica a ne-
cessidade de recuperação do caminho, e não possui a capacidade de recuperação
deve enviar um sinal, designado por FIS, que faça a notificação da falha ao POR.
Um FIS é uma mensagem de controlo que deve ser transmitida com alta priori-
dade. Um FIS, de acordo com Huang et al. (2002), pode ser enviado como um
pacote da camada 2 ou da camada 3, dependendo da forma como a notificação
foi configurada no LSR. Os LSR que recebem um FIS devem determinar para que
ramos o propagar. Um exemplo de um FIS é a mensagem “RSVP Path Error” do
protocolo RSVP (RFC 2205 de Braden et al., 1997).
Um FIS é enviado por cada LSR intermédio, começando no LSR ou LSRs pró-
ximos ao ponto em que ocorreu a falha, para o seu LSR a montante ou a jusante
até atingir o POR. Se o FIS tiver que ser transmitido no sentido a montante, é
óbvio que isso obriga a que tenha que existir um caminho inverso (não necessari-
amente ao nível do plano do dados) ao caminho usado na transmissão dos dados.
Para estas situações Huang et al. (2002) definem uma estrutura especial em ár-
vore, designada por árvore de notificação inversa - Reverse Notification Tree (RNT),
para distribuir eficientemente as mensagens de notificação e da reparação da fa-
lha desde o ponto em que a falha ocorreu até ao PSL. Pormenores sobre essa
estrutura serão apresentados na Secção 2.4.1.
A Figura 2.6 apresenta um cenário no qual um dos ramos do caminho de
trabalho falhou. A figura mostra o envio da notificação pelo LSR que detectou a
falha em direcção ao PSL.










Figura 2.6: Exemplo de detecção e notificação de falhas.
Operação de switchover
É necessário que exista um mecanismo despoletador que redireccione o tráfego
quando há a detecção de uma falha ou a recepção de uma notificação de falha. O
redireccionamento pode ser automático ou ser a resposta a comandos externos.
O redireccionamento é automático quando acontece como o resultado de uma
falha detectada no PSL ou da recepção de uma notificação de falha no PSL. O
redireccionamento é uma resposta a comandos externos quando é o resultado de
comandos externos executados por um operador no POR.
Operações após a recuperação
Quando o tráfego é transportado no caminho de recuperação, deve ser feita uma
escolha de entre as seguintes opções:
• manter o tráfego no caminho de recuperação mas passar a designá-lo por
caminho de trabalho;
• efectuar uma operação de switchback para o caminho de trabalho (como é
obvio esta operação só deve ser feita quando a avaria for reparada);
• efectuar uma operação de switchover para um caminho de trabalho novo.
Os caminhos de trabalho e de recuperação podem manter-se fixos ou podem
ser alterados dinamicamente. Se o caminho de trabalho e de recuperação forem
fixos podem surgir os problemas seguintes:
• O tráfego não está protegido entre o instante em que ocorre uma falha
no caminho de trabalho (e o tráfego é switched over para o caminho de
recuperação) e o instante em que ocorre a reparação da falha (e o tráfego é
switched back).
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• Os recursos associados com o caminho de trabalho, mesmo quando não
estão a ser utilizados por ele, não são libertados para a rede, isto é mantêm-
se reservados.
Segundo o RFC 3469 (Sharma et al., 2003) as operações que podem ser confi-
guradas para serem efectuadas após o switchover do caminho de trabalho para o
caminho de recuperação são o modo reversivo, o modo não reversivo e a altera-
ção dinâmica dos caminhos.
Modo reversivo Quando a avaria no caminho de trabalho for resolvida o tráfego
é automaticamente switched back para ele. Assume-se que os recursos do caminho
de trabalho não são libertados quando ocorre a falha.
Alteração dinâmica dos caminhos Quando o tráfego foi switched over do caminho
de trabalho para o caminho de recuperação a associação entre eles pode deixar
de existir, uma vez que após a falha o caminho de trabalho pode já não existir
de existir. Quando a rede encontrar um estado estável, depois da convergência
do encaminhamento, o tráfego pode ser switched over para um novo caminho
preferido.
Modo não reversivo Neste modo a acção realizada depende do que for mais útil
em cada caso. Assim sendo depois do switchover do caminho de trabalho para o
caminho de recuperação pode acontecer uma das três situações seguintes:
• ser feito o switchback para o caminho de trabalho original (após reparação
deste);
• continuar a utilizar o caminho de recuperação;
• calcular um novo caminho de trabalho óptimo e redireccionar o tráfego
para esse caminho.
Restabelecimento
O restabelecimento MPLS significa o retorno do tráfego ao caminho de trabalho
original ou o seu redireccionamento para um novo caminho de trabalho. O res-
tabelecimento é feito pelo PSL após receber uma notificação, através de um FRS,
indicando que o caminho já foi reparado. O restabelecimento também pode ser
feito pelo PSL após receber uma notificação de que um novo caminho de trabalho
está estabelecido.
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No modo reversivo o LSR que detecta a falha no caminho de trabalho também
detecta o seu restabelecimento. Quando detecta o restabelecimento notifica os
LSR a montante, através de um FRS. Quando o PSL recebe o FRS, repõe o tráfego
no caminho de trabalho original.
No modo dinâmico o mecanismo que despoleta o estabelecimento de um novo
caminho de trabalho pode notificar o PSL para este efectuar o switchover.
Quando o caminho de trabalho é recuperado este pode trocar de funções com
o caminho de recuperação. Isto é, o caminho de trabalho passa a ser o de re-
cuperação e vice-versa. Esta solução requer que o caminho de recuperação seja
equivalente ao caminho de trabalho e que seja possível transmitir a informação
de uma possível falha ao longo do caminho de recuperação em direcção ao PSL.
Aqui o restabelecimento não significa precisamente retorno, como definido inici-
almente, mas sim troca de funções.
O retorno do tráfego ao caminho original ou o seu redireccionamento para
um novo caminho pode ser efectuado usando a técnica make-before-break. Esta
técnica consiste em sinalizar um novo caminho, capaz de partilhar recursos com
o caminho que se pretende reencaminhar. Quando o LSR de ingresso recebe a
confirmação do estabelecimento, com sucesso, do novo caminho, o tráfego do
caminho original deve ser switched over para esse caminho, podendo finalmente
ser desligado o caminho original. Desta forma permite-se que o novo caminho
possa ter arcos em comum com o caminho original, sem obrigar a dupla captura
de largura de banda nesses arcos, o que poderia inviabilizar o redireccionamento.
Resumo de alguns dos princípios de recuperação
A Tabela 2.1 apresenta um resumo de alguns dos princípios de recuperação, no-
meadamente o instante em que é estabelecido e calculado o caminho de recu-
peração e o instante em que é feita a reserva de recursos. Relativamente aos
princípios de detecção e notificação da falha, operação de switchover e operações
após a recuperação, na Secção 2.3.2 faz-se o seu enquadramento.
2.3.2 Ciclos do processo de recuperação do MPLS
Sempre que ocorre um determinado acontecimento (por exemplo uma falha) um
esquema de recuperação executa uma sequência de fases designada por ciclo.
No processo de recuperação do MPLS são definidos os três ciclos seguintes: o
ciclo de recuperação do MPLS, o ciclo de reversão do MPLS e o ciclo de reen-
caminhamento dinâmico. O ciclo de recuperação começa quando ocorre uma
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Reencaminhamento Pré-qualificado Protecção por comutação
Estabelecimento do
caminho
quando a falha é detectada — pré-estabelecido
Cálculo do caminho pré-calculado OU quando
a falha é detectada
escolhido entre
LSP admissíveis
em paralelo ao primário
Reserva de recursos
(se houver)
quando a falha é detectada — pré-reservados
Tabela 2.1: Resumo de alguns princípios de recuperação.
avaria e termina quando o tráfego é completamente restabelecido no caminho de
recuperação. Depois deste ciclo a rede está de novo operacional.
O ciclo de reversão aplica-se ao tráfego encaminhado explicitamente que não
depende de quaisquer outros protocolos de encaminhamento dinâmico para con-
vergir, é neste ciclo que ocorre a operação de switchback, o que acontece quando
a falha está completamente reparada. Aparentemente5 o RFC 3469 não considera
a hipótese de utilizar como caminho de switchover, um LSP explícito (possivel-
mente diferente do caminho de trabalho original), que tenha sido re-calculado
com base no estado da rede.
Por outro lado o ciclo de reencaminhamento dinâmico6 aplica-se para o trá-
fego que é encaminhado baseado no encaminhamento hop-by-hop, aqui o enca-
minhamento dinâmico deve determinar um (possivelmente) novo caminho de
trabalho re-optimizado depois da ocorrência de uma falha. Se depois dos proto-
colos de encaminhamento convergirem for determinado que existe um caminho
melhor para caminho de trabalho então desencadeia-se este ciclo.
Depois do ciclo de recuperação os caminhos utilizados (caminhos de recupe-
ração) podem não ser tão bons como os caminhos de trabalho. A utilização dos
recursos da rede pode ser optimizada se este ciclo for seguido pelo ciclo de reen-
caminhamento dinâmico. Outra possibilidade é esperar que ocorra a reparação
da falha e redireccionar o tráfego do caminho de recuperação de volta para o
caminho de trabalho, ou seja, o ciclo de recuperação ser seguido pelo ciclo de
reversão. No entanto, existem situações em que o ciclo de recuperação pode não
ser seguido por nenhum dos outros dois, é o caso, já referido na Secção 2.3.1,
em que se decide manter o tráfego no caminho de recuperação que passará a ser
5Em Sharma et al. (2003), pág. 12 e Secção 2.2.3, é afirmado que o ciclo de reencaminhamento
dinâmico poderá "ser sobreposto"ao ciclo de recuperação e/ou ao ciclo de reversão, mas esta
possibilidade não parece contemplar a possibilidade do novo caminho de trabalho (LSP explícito),
ser diferente do caminho de trabalho (original) recuperado.
6O conceito de encaminhamento dinâmico em redes MPLS não se limita ao encaminhamento hop-
by-hop, contrariamente ao que aqui é sugerido, ao procurar apresentar a definição de Dynamic
Rerouting Cycle Model tal como ela surge no RFC 3469.
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designado por caminho de trabalho.
Cada um dos ciclos é constituído por vários intervalos de tempo, cada um dos
quais será descrito a seguir no ciclo respectivo.
Modelo do ciclo de recuperação do MPLS
Após a ocorrência de uma falha a sucessão de fases seguida pelos diversos es-
quemas de recuperação é muito semelhante e é designada, como já referido, por
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Fim das Acções de Recuperação
Figura 2.7: Modelo do ciclo de recuperação do MPLS.
As várias fases do modelo do ciclo de recuperação são definidas a seguir.
Tempo para Detecção da Falha Instante entre a ocorrência de uma avaria na rede
e o momento em que a falha é detectada pelos mecanismos de recuperação
do MPLS. O valor deste tempo é altamente dependente do mecanismo de
detecção usado. Por este motivo a duração deste intervalo pode ser forte-
mente dependente dos protocolos das camadas inferiores, ou da frequência
dos sinais enviados entre os LSR (hellos), etc.
Tempo de Hold-Off da Falha Tempo de espera entre a detecção de uma falha e o
início da notificação. Este tempo terá grande importância se a estratégia
de recuperação envolver várias camadas. Pode ser por exemplo o tempo
necessário para permitir aos esquemas das camadas inferiores repararem a
falha. Este tempo é configurável administrativamente e pode ser nulo.
Tempo de Notificação da Falha Se a falha ainda existir depois do Tempo de Hold-
Off da Falha, são enviadas mensagens de notificação (FIS) para os LSR que
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serão envolvidos nas acções de recuperação. O Tempo de Notificação da
Falha é o tempo entre o instante em que o sinal que indica a falha (FIS)
começa a ser emitido pelo LSR que a detectou e o instante em que o POR
começa as acções de recuperação. Este tempo depende do esquema de
recuperação usado, pode mesmo ser zero (pois a recuperação do tráfego
pode ser feita pelo LSR imediatamente a montante à falha).
Tempo das Acções de Recuperação Tempo entre o instante em que o POR inicia
as acções de recuperação e o instante em que termina essas acções.
Tempo de Recuperação do Tráfego Tempo entre o a última acção de recuperação
e instante em que o tráfego (se existir) é completamente recuperado.
O tempo total da recuperação é obtido somando os valores de todos os tempos
anteriores.
Modelo do ciclo de reversão do MPLS
Nos esquemas de recuperação revertivos a operação de switchback também se-
gue uma sucessão de fases gerais a qual é designada por ciclo de reversão. A
Figura 2.8 ilustra o modelo do ciclo de reversão do MPLS.
Falha Removida
Caminho Disponível
















Fim das Acções de Reversão
Figura 2.8: Modelo do ciclo de reversão do MPLS.
Os intervalos de tempo do modelo do ciclo de reversão são definidos a seguir.
Tempo de Limpeza da Falha Instante entre a altura em que a avaria foi reparada
e o momento em que os mecanismos baseados no MPLS detectaram que a
falha já não existe.
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Tempo de Hold-Off da Reparação Tempo de espera, que é configurado, entre o
instante em que os mecanismos baseados no MPLS detectaram que a falha
já não existe e o instante em que estes mecanismos efectivamente iniciam
a notificação da reparação da falha. Este tempo pode ser necessário para
assegurar que o caminho é estável (que não se trata de uma falha intermi-
tente).
Tempo de Notificação da Reparação Tempo entre o instante em que o FRS começa
a ser emitido pelo LSR que inicia a notificação da reparação da falha e o
instante em que o LSR responsável pelas acções de reversão as inicia. Este
tempo pode ser zero.
Tempo das Acções de Reversão Tempo entre o instante em que o POR inicia as
acções de reversão e o instante em que termina essas acções.
Tempo da Reversão do Tráfego Tempo entre o a última acção de reversão e ins-
tante em que o tráfego (se existir) é completamente restabelecido no cami-
nho de trabalho.
Modelo do ciclo de reencaminhamento dinâmico
A Figura 2.9 ilustra o modelo do ciclo de reencaminhamento dinâmico.
Convergência dos Protocolos
Novo Caminho de Trabalho












Estado Semi-Estável Tráfego no Novo Caminho
Figura 2.9: Modelo do ciclo de reencaminhamento dinâmico.
Os intervalos de tempo do modelo do ciclo de reencaminhamento dinâmico
são definidos a seguir.
Tempo de Convergência do Encaminhamento É o tempo para os protocolos de en-
caminhamento convergirem e para a rede alcançar um estado estável.
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Tempo de Hold-Down (opcional) É um período de tempo durante o qual deve ser
utilizado o caminho de recuperação.
Tempo da Acções de Switchover Tempo entre a primeira e a última acção de swit-
chover.
Tempo de Restabelecimento do Tráfego Tempo entre o a última acção de switcho-
ver e instante em que o tráfego (se existir) é completamente restabelecido
no novo caminho de trabalho.
2.3.3 Critérios de comparação de esquemas de recuperação
Nesta secção vão ser enumerados alguns critérios que podem ser utilizados na
comparação dos esquemas de recuperação baseados no MPLS ainda segundo
Sharma et al. (2003).
Tempo da Recuperação É definido como sendo o tempo que demora a activação
do caminho de recuperação após a falha. Na Figura 2.7 é o tempo total desde
o instante em que ocorreu a avaria da rede até ao instante em que tráfego
foi completamente recuperado.
Tempo Total da Reposição Tempo necessário até ao restabelecimento permanente
do tráfego. Pode ser igual ao anterior se os caminhos trocarem de funções,
ou pode ser diferente, se existir necessidade de reversão ou encaminha-
mento dinâmico.
Vulnerabilidades na inicialização Outro critério que pode ser utilizado na compa-
ração dos esquemas de recuperação é o tempo que o caminho de trabalho
ou conjunto de caminhos de trabalho funcionam sem protecção. Exemplos
de situações em que esta condição ocorre são o tempo durante o cálculo
do caminho de recuperação e o tempo necessário ao estabelecimento do
caminho de recuperação.
Capacidade de Backup A quantidade da Capacidade de Backup necessária quando
ocorre uma falha pode diferir de esquema de recuperação para esquema de
recuperação.
Latência Cumulativa Os esquemas de recuperação podem aumentar a latência ao
tráfego. Por exemplo, um caminho de recuperação pode ter muitos mais
nós que o caminho de trabalho.
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Qualidade da protecção O grau de garantia de sobrevivência do tráfego é outro
factor dependente do esquema de recuperação. A sobrevivência de um
pacote pode variar de sobrevivência relativa a sobrevivência absoluta. Sobrevi-
vência relativa pode (por exemplo) significar que o pacote está num pé de
igualdade com outro tráfego. Sobrevivência absoluta pode (por exemplo)
significar que o tráfego protegido tem garantias explícitas de sobrevivência.
Reordenação de pacotes Também é dependente do esquema de recuperação a
necessidade de reordenação de pacotes que pode ocorrer tanto após a ope-
ração de switchover como após a operação de switchback.
(Overhead) associado ao estado A quantidade de informação de estado necessária
para registar os caminhos de recuperação aumenta à medida que aumenta
o número de caminhos de recuperação. No entanto, a quantidade de infor-
mação de estado necessária por cada esquema de recuperação pode também
depender de muitos outros parâmetros, como por exemplo o número, tipo
dos itens protegidos e da definição de Shared Risk Link Group (SRLG).
Perda de pacotes Durante o switchover um determinado número de pacotes pode
ser perdido. Uma medida do número de pacotes perdidos pode ser obtida
através da proporção entre o tempo de recuperação e a velocidade do ramo.
Cobertura Diferentes esquemas de recuperação oferecem diferentes tipos de co-
bertura de falhas. Para avaliar um esquemas de recuperação em termos de
cobertura total devem ser tidas em consideração várias métricas. Algumas
dessas métricas são:
• Tipo de falha As falhas cobertas podem ser apenas falhas nos ramos,
ou falhas nos nós e nos ramos ou também ser considerada a degrada-
ção de serviço.
• Número de falhas simultâneas É dependente do esquema de recu-
peração a possibilidade de recuperação de várias falhas que possam
ocorrer simultaneamente.
• Número de caminhos de recuperação Número de caminhos de recu-
peração que podem existir por cada falha.
• Percentagem da cobertura Percentagem das falhas que podem ser co-
bertas. Esta percentagem pode ser subdividida em percentagens por
tipo de falha.
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• O número de caminhos protegidos pode afectar a rapidez com que o
conjunto total de caminhos afectados por uma falha podem ser recu-
perados. A razão de protecção é n/N, onde n é o número de caminhos
protegidos e N é o número total de caminhos.
Destes critérios de comparação os utilizados mais frequentemente são: o tempo
da recuperação, a percentagem de pacotes reordenados, a percentagem de paco-
tes perdidos e a eficiência em termos de utilização da capacidade de backup.
2.3.4 Os vários significados de recuperação global e local - clarificando a
notação
Na recuperação global o objectivo é oferecer protecção para a falha de qualquer
nó ou ramo do caminho de trabalho ou seu segmento, como já foi referido. Neste
tipo de recuperação é usual o LSR de entrada e o LSR de saída do caminho de
trabalho coincidirem com o PSL e com o PML, respectivamente. Um exemplo
de uma situação em que tal não se verifica é ilustrado na Figura 2.10, na qual
o PSL (origem do tráfego recuperado) não é a origem do tráfego de trabalho.
Isso acontece porque apenas o segmento entre o PSL e o PML necessita protecção
(Huang et al., 2002; Sharma et al., 2003). Muitos autores omitem o caso em que
apenas um segmento do caminho de trabalho necessita de protecção é o caso, por
exemplo de Park et al. (2004), Mellah e Mohamed (2003) e Vasseur et al. (2004).
PSL
PML
Segmento do caminho de Recuperação
Caminho de Trabalho
Caminho de Recuperação
Figura 2.10: Exemplo do modelo de reparação global.
Consideramos, em sentido lato, que um mecanismo de recuperação é global
sempre que a acção de recuperação é desempenhada pelo mesmo par de LSR (o
PSL e o PML), qualquer que seja a localização da falha nesse caminho. Quando o
PSL e o PML coincidem com o LSR de entrada e o LSR de saída, respectivamente,
este mecanismo é designado por recuperação extremo a extremo (end-to-end).
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As definições apresentadas para recuperação global e local (Secção 2.3.1) repre-
sentam apenas dois extremos do conjunto de possibilidades, pois existem muitas
situações intermédias, como realçado por Vasseur et al. (2004). Podem apontar-se
como exemplos de situações intermédias os esquemas propostos por Hong et al.
(2004), Yoon et al. (2001), Haskin e Krishnan (2001). Para abranger as situações
intermédias, que consideramos se enquadram no âmbito da recuperação local,
vamos alargar esta definição. Vamos considerar como sendo recuperação local
toda a recuperação que é feita por um LSR próximo da falha, não obrigatoria-
mente um dos LSR adjacentes à falha (porque utilizando um destes LSR pode
não existir um caminho que contorne a falha, ou porque estes LSR podem não
ter capacidade de efectuar a recuperação, ou por qualquer outra razão que os
impeça).
Normalmente a recuperação local será tentada pelo LSR a jusante mais pró-
ximo da falha no LSP de trabalho. Caso esse LSR não seja bem sucedido, poderá
enviar para o nó seguinte a montante a informação necessária para que este tente
por sua vez recuperar o LSP afectado. Consideramos que, quando a acção de
recuperação é efectuada com sucesso pelo o LSR de entrada, porque nenhum dos
outros LSR a montante da falha o conseguiu (ou seja pelo menos um tentou e
falhou), estamos ainda na presença de um mecanismo de recuperação local.
2.3.5 A qualidade de serviço e a engenharia de tráfego no MPLS
As redes de telecomunicações têm actualmente que oferecer uma grande quanti-
dade de serviços com características muito distintas. Na Tabela 2.2 são apresen-
tadas as várias características de alguns serviços. A tabela inclui dados retirados
de várias obras, incluindo Vasseur et al. (2004) e Tanenbaum (2003).
Na Tabela 2.2, para as aplicações de vídeo a pedido e de notícias a pedido,
com grande sensibilidade ao jitter (sensíveis à chegada de pacotes com intervalos
de tempo irregulares entre eles, considerando que estes foram enviados regular-
mente), o nível de jitter aparece assinalado com símbolo (a), o que significa que
nessas aplicações o jitter pode ser eliminado fazendo buffering no receptor e uti-
lizando os dados a partir do buffer em vez de os obter da rede em tempo real.
Sempre que na coluna “Sensibilidade ao atraso/Jitter” aparece apenas um valor
significa que a sensibilidade ao atraso e o jitter são semelhantes. As grandes exi-
gências em termos de jitter das primeiras cinco aplicações da tabela resultam da
necessidade de interacção em tempo real entre as pessoas. A última coluna da ta-
bela dá uma indicação do nível de exigência dos mecanismos de recuperação para
as várias aplicações consideradas. É visível que para muitas das aplicações existe
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Serviço de telefone tra-
dicional (POTS)
32-64 Kbps Muito grande Muito grande
Voz sobre IP 8-32 Kbps Muito grande Muito grande
Vídeo Telefone 256-1920 Kbps Muito grande Muito grande
Videoconferência Pelo menos 256 Kbps Muito grande Muito grande
Teletrabalho 64 Kbps até 2 Mbps Muito grande Grande
TV por Broadcast 2-8 Mbps /Grande Grande
Ensino à distância 64 Kbps até 2 Mbps Muito grande Muito grande
Vídeo a pedido 750 Kbps até 4 Mbps Reduzida /Grande (a) Média
Notícias a pedido 64 Kbps Reduzida /Grande (a) Reduzida
E-mail 64 Kbps até 1 Mbps Reduzida Reduzida
Transferência de fichei-
ros
64 Kbps até 2 Mbps Reduzida Reduzida
Acesso à web 64 Kbps até 1 Mbps Média /Reduzida Reduzida
Login remoto 64 Kbps até 1 Mbps Média Reduzida
Televendas 64 Kbps até 2 Mbps Média Reduzida
Tabela 2.2: Necessidades em termos de QoS.
uma grande exigência em termos de recuperação. É também visível na tabela
uma forte relação entre as exigências em termos dos mecanismos de recuperação
e a sensibilidade ao atraso/jitter para cada uma das aplicações. As necessidades
em termos de tempo de recuperação podem também ser estimadas da tabela,
pois quanto mais sensíveis forem as aplicações ao atraso/jitter mais precisam de
tempos de recuperação pequenos. As aplicações em tempo real, como por exem-
plo telefone e a videoconferência, são as mais exigentes em termos de tempos de
recuperação.
Quando um cliente pretende receber serviços diferenciados do seu Internet Ser-
vice Provider (ISP) eles devem estabelecer um SLA. O SLA especifica basicamente
as classes de serviço suportadas e a quantidade de tráfego permitido em cada
classe. A QoS de cada uma das classes de serviço é expressa em termos de latên-
cia, jitter, garantias de LB, resiliência face a falhas e o tempo em que a rede está
em baixo (downtime).
Os ISP começaram por oferecer QoS usando apenas DiffServ, ou seja, divi-
diam o tráfego num pequeno número de classes e reservavam recursos para cada
uma dessas classe. A indicação da classe a que o pacote pertence é feita direc-
tamente no pacote, no campo DiffServ Code Point (DSCP) do cabeçalho IP. O
campo DSCP determina o tratamento a ser dado a um pacote num nó particular
da rede, este tratamento é designado por Per-Hop-Behavior (PHB). O PHB que
um pacote recebe é expresso em termos de escalonamento e preferência de elimi-
nação. Do ponto de vista da implementação o PHB traduz-se na fila usada para
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o encaminhamento dos pacotes, na probabilidade de eliminação no caso da fila
exceder um certo limite, nos recursos reservados (buffers e LB) para cada fila, e
na frequência com que a fila é servida. Os PHB standards definidos pelo Internet
Engineering Task Force (IETF) são:
Best Effort (BE) - tráfego que não recebe qualquer tratamento especial;
Assured Forwarding (AF) - tráfego com poucas perdas de pacotes mas com ga-
rantias mínimas em termos de latência;
Expedited Forwarding (EF) - tráfego com atraso, variação do atraso e perdas mí-
nimas (tráfego com fila dedicada na qual a taxa de chegada dos pacotes é
menor que a taxa de serviço).
Foram definidas apenas uma classe de encaminhamento expresso (classe EF),
uma classe BE e 12 classes de encaminhamento garantido (classes AF), todas no
formato AFxy, no qual x indica o número da fila (um valor entre 1 e 4) e y indica
o nível de preferência de eliminação (um valor entre 1 e 3).
Numa rede MPLS os LSR tomam as decisões de encaminhamento baseadas
no cabeçalho de adaptação MPLS. Então para implementar DiffServ no MPLS
pode-se usar o campo Exprimental (EXP) desse cabeçalho para indicar o PHB. No
entanto este campo possui apenas 3 bits o que pode ser considerado insuficiente
em redes com mais de oito PHB. Faucheur et al. definiram em 2002 o modo do
MPLS suportar DiffServ. A solução assenta no uso de dois tipos de LSP:
1. EXP-Inferred-PHB Scheduling Class LSP (E-LSP) – são LSP que podem trans-
porta simultaneamente vários PHB, o campo EXP do cabeçalho de adapta-
ção do MPLS indica ao LSR qual o PHB a ser aplicado ao pacote (indica,
simultaneamente, o tratamento de escalonamento e a preferência de eli-
minação a ser aplicada ao pacote). Aqui um único LSP pode transportar
pacotes com até oito PHB distintos.
2. Label-inferred-PHB Scheduling Class LSP (L-LSP) – são LSP que transportam
tráfego de um único PHB ou de vários PHB que partilham o mesmo trata-
mento de escalonamento. O tratamento de escalonamento é inferido, pelo
LSR, exclusivamente a partir do valor da etiqueta do pacote e a informação
da preferência de eliminação é fornecida no campo EXP do cabeçalho de
adaptação do MPLS.
O conjunto de nós com capacidades DiffServ nos quais foi definido um con-
junto comum de PHB, com o mesmo mapeamento DSCP/PHB definem um do-
mínio DiffServ.
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DiffServ não pode garantir QoS quando o caminho que o tráfego segue não
oferecer recursos adequados para atingir as necessidades de QoS.
Com a rede sobre-dimensionada é possível oferecer boa qualidade de serviço
sem Diff-Serv-aware Traffic Engineering (DS-TE) (Osborne e Simha, 2003), a menos
que a rede fique congestionada devido a falhas na rede (Minei, 2004). No entanto,
esta não é a solução em geral pois isso seria dispendioso em termos dos custos da
LB. Então para oferecer QoS a um serviço, numa rede não sobre-dimensionada,
são necessárias duas coisas: encontrar um caminho na rede que possa oferecer o
serviço e usar mecanismos de DiffServ (policiamento, marcação, filas de escalo-
namento e eliminação) para implementar o serviço. Ou por outras palavras, para
oferecer os diferentes serviços os LSR na rede possuem filas de espera, escalona-
mento e comportamentos de eliminação diferentes baseados no tipo de aplicação
e além disso devem existir garantias de LB por aplicação.
A TE é o processo que faz com que os fluxos de tráfego sejam distribuídos por
caminhos particulares de forma a evitar a congestão por utilização inadequada
da rede (partes da rede congestionadas enquanto outras possuem muita capa-
cidade livre). A utilização inadequada da rede pode ser causada pela utilização
dos protocolos de encaminhamento tais como o Routing Information Protocol (RIP),
o OSPF ou o Itermediate System – to – Itermediate System (IS-IS). O encaminha-
mento baseado em restrições (Constraint-based routing (CBR)) torna o processo
de TE automático. O CBR desenvolveu-se a partir do encaminhamento com QoS.
Em Pinto (2005) é apresentado o estudo de vários algoritmos de encaminhamento
com QoS. O CBR além do objectivo já referido de seleccionar caminhos que au-
mentam a utilização da rede possui também o objectivo de seleccionar caminhos
que obedeçam a certas necessidades de QoS, o que não substitui a necessidade de
DiffServ. Para atingir os objectivos o CBR entra em consideração com as neces-
sidades dos fluxos, com os recursos disponíveis nos ramos, e possivelmente com
outras métricas (tais como a fiabilidade, o atraso, o jitter e o número de hops). De-
vido à complexidade do problema a resolver uma possibilidade é escolher apenas
a LB e uma das outras métricas.
Quando os pacotes são enviados nos LSP TE, é da responsabilidade de cada
LSR ao longo do caminho fornecer um serviço apropriado ao pacote (através
de DiffServ). São várias as razões que fazem com que seja importante utilizar
engenharia de tráfego tendo em consideração os vários níveis de classes - DS-TE.
Para evitar que as aplicações que são sensíveis ao atraso/jitter sejam perturba-
das é importante não transportar mais do que uma certa percentagem (propor-
ção) de tráfego dessas aplicações em qualquer ramo (Faucheur e Lai, 2003). Esta
é uma das razões para a necessidade de DS-TE, pois só assim é possível aplicar
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diferentes restrições de LB a “classes de serviço”7 diferentes.
É necessário configurar, em cada ramo, o tamanho das filas de espera e as
suas politicas de escalonamento para oferecer um tratamento adequado a cada
“classe de serviço”. Torna-se então necessário garantir uma restrição de LB di-
ferente para diferentes classes de serviço, e dessa forma fazer corresponder o
tráfego de cada “classe de serviço” encaminhado num ramo à configuração de
escalonamento desse ramo. Garantir uma restrição de LB diferentes para dife-
rentes “classes de serviço” é conseguido através da utilização de DS-TE, sendo
esta outra razão para a necessidade de DS-TE.
Outra razão ainda para a necessidade de DS-TE é pretender fornecer o nível
de serviço adequado ao tráfego com garantias de QoS e ao mesmo tempo tam-
bém usar TE no restante tráfego, o que requer que o CBR seja capaz de garantir
diferentes restrições de LB para este tráfego.
No MPLS com TE um caminho (LSP TE) é determinado de forma a obedecer
a um conjunto de restrições, através de CBR. Para tornar possível o CBR é ne-
cessário que os LSR possuam informação actualizada do estado dos ramos. Os
protocolos de Link-State Advertisement (LSA) tais como o OSPF e o IS-IS já pos-
suem extensões, definidas em Katz et al. (2003); Smit e Li (2004), para distribuição
de informação útil na TE, e extensões adicionais para o suporte de DS-TE defi-
nidas em Faucheur (2005b). Para que a informação distribuída pelas extensões
dos Interior Gateway Protocol (IGP) (OSPF ou IS-IS) traduza a verdadeira ocupação
dos ramos, os vários Class Type (CT) devem reservar a LB que precisam (além da
necessidade adicional, já referida, de mecanismos de policiamento na entrada da
rede). O protocolo utilizado para reserva de LB utilizado pelo MPLS é o RSVP
(também utilizado no estabelecimento dos LSP, como já referido previamente).
Em Faucheur et al. (2002) são apresentadas as extensões ao RSVP para o suporte
de DiffServ, e em Faucheur (2005b) as extensões necessária para o suporte de
DS-TE no MPLS (ambas extensões adicionais às extensões ao RSVP para TE em
Awduche et al. (2001)).
MPLS DS-TE combina as vantagens de TE com as vantagens de DiffServ, re-
sultando na capacidade de oferecer garantias exigentes de QoS ao mesmo tempo
que optimiza a utilização dos recursos.
O exemplo na Tabela 2.3 apresenta uma solução DS-TE para um caso particu-
lar. Juntamente com a apresentação do exemplo irão ser introduzidas algumas
definições, úteis no contexto da engenharia de tráfego no MPLS tendo em consi-
deração as diferentes classes de serviço.
7“classes de serviço” usado para referir uma {Traffic Aggregate (TA)}PHB Scheduling Class (PSC)
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CT1 TE1(CT1,3)AF2x {TA}PSC3 TT1
Best Effort {TA}PSC4 TT0 CT0 TE0(CT0,0)
Tabela 2.3: Exemplo com quatro comportamentos DiffServ distintos.
Neste exemplo foi considerado que na rede existem quatro comportamentos
DiffServ distintos no domínio, o PHB EF, o PSC AF1x, o PSC AF2x e o PHB BE.
Se não for feita nenhuma divisão dos pacotes das quatro FEC correspondentes às
4 “classes de serviço” ({TA}PSC1 até {TA}PSC4) resultarão quatro Traffic Trunks.
No entanto vamos considerar que a “classe de serviço” {TA}PSC1 é dividida
em dois Traffic Trunks para fins de distribuição da carga (Faucheur e Lai, 2003).
Considerando que neste domínio os objectivos de QoS de AF1x e de AF2x são
semelhantes então as mesmas restrições de LB podem ser aplicadas a TT1 e TT2,
definindo então apenas um tipo de classe para esses dois traffic trunks. Como
consideramos que a “classe de serviço” {TA}PSC1 é dividida em dois conjuntos
de traffic trunks então cada um desses conjuntos é sujeito a diferentes restrições
de LB. Por último, considerou-se uma prioridade de preempção associada a CT0,
uma associada a CT1 e uma associada a CT3. A CT2 foram associadas duas
prioridades de preempção. Note que, embora no exemplo não sejam associados
valores de prioridade iguais a tipos de classes diferentes tal é possível.
Com DS-TE é possível garantir restrições de LB – Bandwidth Constraint (BC)
– diferentes para os diferentes conjuntos de Traffic Trunk (TT), através da utili-
zação de um modelo de restrição de largura de banda – Bandwidth Constraints
Model (BCM). Um BCM é definido por um número de restrições de LB, a que
CT é que cada restrição de LB se aplica, e como esta se aplica. Existem vários
desses modelos. Eles fornecem as “regras” que suportam a reserva de LB para
os tipos de classes (CT) individuais e que podem ser usadas para suportar o con-
trolo de admissão ao nível dos LSP e para o encaminhamento (cálculo dos LSP)
baseado em restrições. Por simplicidade é aceitável escolher o mesmo modelo
em todos os ramos da rede (Faucheur e Lai, 2003). Nos exemplos apresentados
nas Figuras 2.11, 2.12 e 2.13, relativos a cada um dos BCM, é ilustrada uma situ-
ação em que são considerados três CT. O RFC 4125 (Faucheur, 2005a) e o RFC
4127 (Faucheur, 2005c) complementam as especificações funcionais para os mo-
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Capacidade do ramo0
CT2 CT1 CT0
Figura 2.11: Diagrama do modelo MAM.





CT2 + CT1 + CT0
Figura 2.12: Diagrama do modelo RDM.
delos Maximum Allocation Bandwidth Constraints Model (MAM) e para o modelo
Russian Dolls Bandwidth Constraints Model (RDM), respectivamente, previamente
especificadas no RFC 3564 (Faucheur e Lai, 2003).
O modelo MAM é o modelo mais simples. Neste modelo a LB de um ramo
pode ser dividida pelas diferentes CT conforme indicado na Figura 2.11. O valor
da LB que cada CT pode reservar é quando muito o valor da parcela de LB
que lhe foi atribuída, designada por restrição de LB, BC, para essa classe. Para
permitir partilha de LB entre as várias CT, é necessário permitir que a soma das
BC exceda a capacidade do ramo.
No modelo RDM o valor da LB que cada CT pode reservar é no máximo a soma
da LB atribuída às CT mais exigentes que esta adicionado de uma constante,
como visível na Figura 2.12. Porém esta LB pode na realidade ser partilhada por
todas as CT menos exigentes. De igual forma esta CT pode usar LB não reservada
pelas CT mais exigentes até ao limite indicado.
Uma característica geral destes métodos é o compromisso no uso da partilha
da LB, entre as várias CT, para aumentar a eficiência (na utilização da LB) em
condições normais de tráfego e a necessidade de obter protecção ou isolamento
de CT de forma robusta perante sobrecarga (Lai, 2005).
O RFC 4126 (Ash, 2005) apresenta as especificações funcionais para outro mo-
delo, o modelo Max Allocation with Reservation Bandwidth Constraints Model (MAR).
Neste modelo cada CT possui um limite de LB que pode porém ultrapassar deste
que não exista sobrecarga (não existe sobrecarga sempre que a LB total disponível
no ramo ultrapassar o limiar de reserva de LB), conforme ilustrado na Figura 2.13.
Nestes modelos a LB reservada para um dado CT é a quantidade total de LB
reservada por todos os LSP estabelecidos pertencentes a esse tipo de classe .
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Figura 2.14: Diagrama MPLS DS-TE.
Para ter em simultâneo DS-TE e LB partilhada por vários LSP de protecção é
necessário que os caminhos de protecção partilhados e os caminhos protegidos
por estes pertençam todos ao mesmo tipo de classe DS-TE segundo Minei e Lucek
(2005). Faucheur (2005a), Ash (2005) e Faucheur (2005c) referem esta necessidade
no âmbito da conjugação de DS-TE com modelos de recuperação que partilhem
LB entre caminhos de protecção, nomeadamente no Shared mesh restoration (Lang
et al., 2002).
O diagrama 2.14 resume os aspectos, descritos anteriormente, envolvidos quan-
do se pretende fornecer QoS com o MPLS.
2.4 Esquemas de recuperação no MPLS
Têm sido vários os esquemas de recuperação propostos na literatura. Um forne-
cedor de serviços de rede deve poder aplicar esquemas de recuperação diferentes
de acordo com as características de Qualidade de Serviço dos fluxos de tráfego
(classes de serviço) que transporta.
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Nas descrições seguintes relativas aos esquemas de recuperação apenas são
detalhados, para cada um, o aspecto essencial à sua operação. Por exemplo
para uns será o algoritmo de encaminhamento (para o caminho de trabalho e
de recuperação), para outros será a forma de notificação das falhas, para outros
ainda será a distribuição de carga por vários caminhos, etc.
O critério principal utilizado para organizar os esquemas de recuperação foi o
modelo de recuperação (protecção por comutação ou reencaminhamento).
2.4.1 Protecção por comutação
Caminho de protecção inverso ao de trabalho
No documento Haskin e Krishnan (2001) é definido um esquema que estabe-
lece caminhos de recuperação que oferecem protecção contra uma falha isolada
(ramo ou nó). A característica essencial do esquema proposto é a forma como é
construído o caminho de recuperação. O caminho de recuperação é formado por
dois segmentos: o primeiro segmento começa no LSR, do caminho de trabalho,
adjacente ao LSR de saída e vai através de todos os LSR protegidos, na direcção
inversa ao caminho de trabalho, até ao LSR de entrada. Alternativamente este
segmento pode começar no LSR de saída, sendo em tudo o resto igual ao ante-
rior; o segundo segmento é estabelecido entre o LSR de entrada e o LSR de saída
sem partilhar nenhum LSR com o caminho de trabalho, ou seja, é um caminho







Caminho de Trabalho Caminho de Recuperação
Figura 2.15: Rede com exemplo de caminhos, de acordo com o esquema de Haskin e Krishnan
(2001).
Na Figura 2.15 apresenta-se uma rede simples constituída por 6 LSR. A figura
mostra um caminho primário estabelecido entre o LSR 1 e o LSR 4 (1-2-3-4) e
também o correspondente caminho de recuperação completo estabelecido entre
o LSR 3 e o LSR 4 (3-2-1-5-6-4).
Quando uma falha é detectada por um LSR o tráfego é redireccionado para
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o caminho de recuperação já pré-estabelecido. É o LSR que detecta a falha que
inverte o tráfego de volta para o LSR de entrada (através do segmento do cami-
nho de recuperação que tem direcção inversa ao caminho primário). Quando o
tráfego chega ao LSR de entrada este faz com que ele siga o segundo segmento
do caminho de recuperação (segmento do caminho de recuperação que é paralelo
ao caminho protegido). Este esquema pode utilizar a protecção 1 : 1 ou 1 : n.
Recorrendo de novo à Figura 2.15 e supondo que falha o ramo entre o LSR3
e o LSR4, quando o LSR3 detectar essa falha inverte o tráfego para o caminho
de recuperação (3-2-1-5-6-4), no entanto, se a falha for por exemplo no LSR2 o
caminho de recuperação será apenas (1-5-6-4).
O esquema proposto tem as vantagens de uma recuperação rápida (o cami-
nho de recuperação é pré-estabelecido e o LSR que detecta a falha reencaminha
imediatamente os pacotes para o caminho de recuperação) e simultaneamente da
minimização da complexidade do cálculo e da sinalização do caminho de recu-
peração (apenas é calculado um caminho de recuperação para proteger todo o
caminho de trabalho). Consequentemente, como a recuperação é rápida é mini-
mizada a perda de pacotes, quando um LSP falha.
Uma das desvantagens do esquema é o aumento da latência no caminho de
recuperação face ao caminho de trabalho. A latência pode ser reduzida se o
LSR de entrada ao detectar o fluxo de tráfego inverso deixar de enviar o tráfego
pelo caminho de trabalho e o passar a enviar logo através do segundo segmento
do caminho de recuperação, no entanto, esta opção aumenta possivelmente a
necessidade de reordenação de pacotes. Outra desvantagem do esquema é não
ser geralmente eficiente em termos de utilização de recursos.
Segundo Haskin e Krishnan (2001) o esquema por eles proposto requereria
alguma extensão de sinalização.
Notificação na protecção global do caminho
O esquema proposto por Huang et al. (2002) segue o modelo de protecção por
comutação. O esquema protege o caminho de trabalho (ou segmento do caminho
de trabalho) de qualquer falha num seu nó ou ramo, como um todo. Quando um
LSR detecta uma falha tem que enviar uma mensagem de notificação da falha
que deve alcançar o PSL. O objectivo principal do esquema é minimizar o atraso
na propagação dessas mensagens de notificação.
O mecanismo proposto define uma estrutura de notificação especial em árvore
para distribuir eficientemente e rapidamente a informação da falha e/ou da re-
cuperação. A essa estrutura chamaram árvore de notificação inversa – Reverse
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Notification Tree (RNT). O mecanismo define também um protocolo Hello como
uma forma de detecção de falhas, mais rápido do que o Hello da camada IP, para
falhas que não são detectadas pelas camadas inferiores e que devem ser detecta-
das e corrigidas na camada MPLS. É definido ainda um protocolo de transporte
leve e escalável para o transporte das mensagens de notificação.
O mecanismo proposto consiste portanto em três componentes:
RNT Antes de descrever a estrutura RNT é importante relembrar que o MPLS
possui um mecanismo designado por fusão de etiquetas, no qual vários ca-
minhos de trabalho podem convergir para formar uma árvore multiponto-
ponto, em que os PSL são as folhas. Em Huang et al. (2002) chamam a esta
fusão de etiquetas, fusão física dos LSP. E definem fusão virtual dos LSP
quando vários LSP, que têm origem em diferentes LSR, partilham um seg-









Figura 2.16: Exemplo de uma RNT.
Quando ocorre fusão física ou virtual dos LSP o mecanismo de propagação
das mensagens de notificação não é simples. Nestas situações eles pro-
põem uma simplificação na sinalização das notificações, através da criação
de uma estrutura de notificação inversa (designada por RNT), que é uma
árvore ponto-multiponto. A Figura 2.16 apresenta um exemplo de uma
RNT numa rede que tem estabelecidos dois caminhos de trabalho e os dois
caminhos de recuperação respectivos. A raiz da estrutura RNT é um LSR
escolhido de entre os do segmento comum dos LSP em que há fusão dos
caminhos e a estrutura termina nos PSL. A estrutura RNT define o modo
como é feita a propagação das mensagens de notificação e da reparação
da falha desde o ponto em que a falha ocorre até ao PSL. Esta estrutura
pode ser criada como extensão ao processo de estabelecimento do LSP. A
simplificação na sinalização das notificações consiste em enviar uma única
mensagem de notificação nos segmentos partilhados pelos LSP. Portanto
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a estrutura RNT possibilita a redução no overhead de sinalização associado
com a recuperação, ao contrário do que se passa em esquemas que tratam
cada LSP independentemente, que necessitam de sinalização por cada LSP.
Esta estrutura pode ser implementada na camada 3, na camada 2 ou mesmo
na camada 1 para reduzir mais o atraso.
Protocolo Hello para detecção de falhas Cada LSR deve ser capaz de detectar cer-
tos tipos de falhas. O protocolo Hello, semelhante ao protocolo Hello do
OSPF, deve despoletar a geração do FIS, quando necessário.
Neste protocolo são trocadas mensagens liveness periodicamente entre os
LSR vizinhos. Uma mensagem liveness transporta o identificador do LSR
que a envia e todos os identificadores dos seus vizinhos, descobertos através
das mensagens (liveness) enviadas pelos vizinhos. Um LSR pode determinar
se um ramo bidireccional está a funcionar correctamente se vir a sua própria
identificação na mensagem liveness enviada pelo LSR no outro extremo do
ramo.
Protocolo de transporte leve Os pacotes de notificação são transmitidos periodi-
camente até que o nó responsável pelo switchover seja atingido. Neste pro-
tocolo as mensagens não são confirmadas por isso recorre-se a temporiza-
dores. Um temporizador indica o tempo durante o qual são transmitidas as
mensagens de notificação. Um outro temporizador serve para determinar
o ritmo a que as mensagem de notificação são emitidas. O valor do pe-
ríodo deste temporizador não deve ser demasiado grande nem demasiado
pequeno de modo a que o atraso na notificação do FIS não aumente muito
devido à perda de um FIS e para que não sejam consumidos demasiados
recursos, respectivamente. A notificação é efectuada através da propagação
do FIS na RNT.
Protecção/recuperação local baseada em túneis
Em Mellah e Mohamed (2003) é proposto um algoritmo de protecção local ba-
seado na utilização de túneis de recuperação, designados por bypass tunnels (de
acordo com a designação utilizada no RFC 3469). Os túneis são pré-estabelecidos
localmente por cada LSR para contornar a avaria de um ramo. De acordo com
o algoritmo proposto, para todos os pacotes que chegam a um LSR, este testa o
estado do ramo de saída e efectua a operação normal na etiqueta do pacote. Se
verificar que existe falha desse ramo então acrescenta uma nova etiqueta à pilha
de etiquetas do pacote (a etiqueta do túnel de recuperação), e o pacote segue o
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bypass tunnel correspondente. Logicamente, nesta situação o pacote sai do LSR
por um interface diferente daquele que seria utilizado caso não houvesse a avaria
do ramo. Se verificar que não existe falha do ramo de saída, o pacote é encami-
nhado nesse ramo (e sem empilhamento de etiquetas). A Figura 2.17 apresenta
um cenário no qual um dos ramos do caminho de trabalho, que se encontra pro-
tegido por um bypass tunnel, falhou. A figura mostra o empilhamento da etiqueta
do bypass tunnel nos pacotes dos dois caminhos de trabalho protegidos por ele.
 
Figura 2.17: Bypass tunnel para protecção de um ramo.
A informação relativa ao estado dos ramos é actualizada periodicamente, nas
entradas respectivas da tabela de encaminhamento de etiquetas pelos LSR adja-
centes a esses ramos, e sempre que é detectada uma falha localmente.
A grande vantagem do esquema proposto são os tempos pequenos de recupe-
ração, pois quando ocorre uma falha não existe a necessidade enviar uma notifi-
cação da falha para o LSR de entrada, dado que a recuperação é local, e porque
simultaneamente o caminho de protecção é pré-estabelecido. No entanto, o es-
quema proposto só trata de falhas em ramos, o qual se pode considerar incluído
no mecanismo designado por one-to-one backup (Pan et al., 2005).
Recuperação utilizando “p-cycles”
Muitos esquemas de recuperação utilizam túneis de backup, como é o caso do es-
quema apresentado anteriormente. O encaminhamento utilizado nos túneis não é
indicado em muitos desses esquemas. Em Kang e Reed (2003) é apresentado um
trabalho dedicado ao problema do encaminhamento nos bypass tunnels com lar-
gura de banda garantida (o túnel de recuperação deve oferecer largura de banda
garantida para todos os caminhos protegidos por ele, em casos de falha isolada).
Nesse artigo os autores investigam a utilização de “p-cycles” (preconfigured-cycles)
no encaminhamento desses túneis.
O conceito “p-cycle” foi inicialmente proposto para a recuperação em redes de
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transporte como as redes SONET ou as redes WDM em Grover e Stamatelakis
(1998). Os mesmos autores também estudaram em Stamatelakis e Grover (2000a)
a utilização do conceito “p-cycle” na recuperação de redes com características do
MPLS, mas sem a restrição de largura de banda garantida.
A ideia base do conceito “p-cycle” é a pré-configuração da capacidade extra
da rede em ciclos, que devem ser criados antes de ocorrer qualquer falha. Com
este conceito são recuperadas falhas não apenas no ciclo mas também falhas de
ramos que ligam dois pontos não adjacentes do “p-cycle” (ramos straddling) e
neste caso existem dois caminhos de recuperação para cada falha. A Figura 2.18
apresenta um exemplo de um ‘p-cycle” e de ramos straddling. A recuperação de










Figura 2.18: Exemplo de um "p-cycle"e ramos straddling.
Em Grover e Stamatelakis (1998) os autores apresentam uma formulação para o
projecto óptimo dos “p-cycle”, para a recuperação em redes de transporte SONET
ou WDM. Esta formulação divide-se em duas fases: a primeira fase consiste em
gerar o conjunto de todos os ciclos distintos elementares, até um tamanho limite,
para a topologia da rede existente; a segunda fase consiste na resolução de um
problema de programação linear inteira que gera um plano óptimo dos “p-cycle”
através da escolha do número de cópias de cada ciclo elementar no grafo da rede,
para ser configurado como um “p-cycle”. Posteriormente os mesmos autores, em
Stamatelakis e Grover (2000a), fizeram (segundo Kang e Reed (2003)) a adaptação
da formulação original dos “p-cycle” para redes IP/MPLS.
No trabalho apresentado em Kang e Reed (2003) foi adaptada a formulação,
para o projecto óptimo dos “p-cycle”, proposta em Stamatelakis e Grover (2000a)
acrescentando-lhe a protecção com largura de banda garantida. Nessa adaptação
foi tida em atenção apenas a protecção contra falhas isoladas de ramos. Como o
problema de optimização dos “p-cycle” é NP-hard (Stamatelakis e Grover, 2000a),
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é proposto em Kang e Reed (2003) um método de relaxação que pré-selecciona
ciclos candidatos. Este método foi baseado no resultado teórico apresentado
em Stamatelakis e Grover (2000b), que indica que “p-cycles” grandes tendem a
oferecer maior eficiência em termos de capacidade. Estes resultados foram con-
firmados, no caso geral, através dos resultados das experiências apresentadas em
Kang e Reed (2003). Na primeira experiência apresentada, constataram que para
os casos em que tal não se verifica isso é devido a duas razões: 1 – a utilização de
ciclos grandes faz com que seja necessário reservar mais capacidade de backup,
no caso da protecção de ramos sobrecarregados (ramos com muito tráfego de
caminhos de trabalho), do que se fossem utilizados ciclos mais pequenos; 2 – a
existência de poucos ciclos candidatos grandes, (nomeadamente com uma distri-
buição não uniforme da carga de trabalho), conduz a uma menor flexibilidade e
consequentemente a uma diminuição da eficiência da solução.
Em Kang e Reed (2003) dizem que o problema do projecto dos “p-cycles” pode
ser simplificado considerando apenas como ciclos candidatos os ciclos grandes,
que são óptimos no caso da distribuição uniforme da carga na rede. No entanto
como constaram que, no caso em que a distribuição de tráfego é não uniforme,
existe uma degradação da eficiência causada pelo número limitado de ciclos can-
didatos, concluíram que alguns ciclos mais pequenos deveriam ser acrescenta-
dos. Assim, a heurística, proposta com o objectivo de reduzir a dimensão do
problema, consiste em pré-seleccionar o conjunto dos ciclos maiores e o conjunto
dos ciclos mais pequenos. No artigo apresentam resultados de experiências re-
alizadas em várias redes que atestam que a sua heurística é superior a outras
consideradas.
Através de várias experiências realizadas, em Kang e Reed (2003) os autores
também mostram que uma boa distribuição da carga de trabalho pela rede pode
melhorar o desempenho dos “p-cycles” em termos de utilização de capacidade.
Algumas considerações finais relativamente à utilização de “p-cycles” na recu-
peração de redes MPLS:
• Com a utilização de túneis de recuperação encaminhados utilizando o con-
ceito “p-cycle” os tempos de recuperação são pequenos, pois os túneis são
determinados e estabelecidos antes de ocorrer qualquer falha, e não há ne-
cessidade de sinalização para notificar a falha pois a recuperação é local.
Portanto, o tempo de recuperação é apenas o tempo da detecção da falha e
de comutar o tráfego para o caminho de recuperação.
• Uma desvantagem da aplicação do conceito “p-cycle” à recuperação em
redes MPLS é a quantidade de túneis que é necessário estabelecer. Para
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cada “p-cycle” é necessário no mínimo estabelecer tantos túneis quantos o
número de ramos do “p-cycle” mais o dobro do número de ramos straddling
desse “p-cycle”.
• Em redes reais de grandes dimensões não podem ser utilizados os ciclos
máximos mas apenas os ciclos maiores permitidos, porque em ciclos gran-
des o sinal pode sofrer uma degradação inaceitável e porque ciclos grandes
têm maior probabilidade de falhas múltiplas. Por outro lado, mesmo após
a aplicação da heurística apresentada em Kang e Reed (2003), a dimensão
do problema pode ainda ser excessiva.
• Para evitar a dependência de um controlo centralizado para o desenvol-
vimento e manutenção de um estado óptimo de pré-configuração dos “p-
cycle”, pensamos que haveria vantagem em desenvolver um protocolo dis-
tribuído de auto-planeamento que continuamente aproximasse o estado óp-
timo, à semelhança do que foi proposto para a recuperação em redes de
transporte SONET ou WDM em Grover e Stamatelakis (1998).
Recuperação com dois caminhos de protecção por cada nó protector
No esquema proposto em Bartoš e Raman (2001) os caminhos de protecção de
todos os LSR de entrada para cada LSR de saída são calculados simultaneamente,
após o que são estabelecidos. O algoritmo de cálculo dos caminhos de protecção
(apresentado em Bartoš et al. (2001)) é executado concorrentemente em todos os
LSR de saída, para oferecer protecção completa para todo o domínio de protec-
ção. Como resultado de uma execução do algoritmo obtém-se, em cada LSR de
saída, dois caminhos de protecção disjuntos para cada um dos pares LSR de en-
trada / LSR de saída, em que o LSR de saída é fixo. Esses caminhos de protecção
protegem os caminhos de trabalho contra a falha isolada de um ramo qualquer.
A localização dos caminhos de protecção, determinados pelo algoritmo, não é
influenciada pela localização dos caminhos de trabalho (os quais podem não ser
disjuntos com os caminhos que os protegem) o que oferece uma maior flexi-
bilidade ao esquema de protecção. O algoritmo faz a fusão dos caminhos de
protecção sempre que possível, diminuindo assim o consumo de recursos.
O algoritmo garante as duas condições seguintes: todo o LSR protector (LSR
que pode efectuar recuperação) possui uma ligação, através de dois caminhos de
protecção, ao LSR de saída; esses dois caminhos de protecção estão colocados de
forma que nenhuma falha de um ramo causará perda de conectividade entre um
LSR protector e o LSR de saída. Isto é, a falha de um ramo não causa a perda de
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conectividade simultânea em ambos os caminhos de protecção.
A notificação da falha de um ramo, aos LSR afectados, é feita utilizando um
FIS, transmitido pelos LSR adjacentes ao ramo que falhou e que se propaga atra-
vés da RNT. Quando os LSR recebem um FIS, deixam de transmitir tráfego nos
caminhos de trabalho em que ocorreu a avaria de um ramo, e redireccionam o
tráfego para os caminhos de protecção globais. No entanto, todo o tráfego de ca-
minhos de trabalho com falha num ramo que chegou aos LSR que são adjacentes
ao ramo que falhou, imediatamente depois do ramo falhar e antes da propagação
completa do FIS, é redireccionado para os caminhos de protecção que emergem
desses LSR protectores. Desta forma, no esquema proposto, a recuperação é
tão rápida como a recuperação local mas a quantidade de recursos necessários
é normalmente reduzida relativamente a outros esquemas de recuperação local.
O esquema proposto oferece protecção contra a falha de um ramo, mas falhas
múltiplas em ramos e falhas em nós não foram consideradas pelo autores.
As medidas consideradas pelos autores para determinar a qualidade de um
esquema de protecção foram o comprimento dos caminhos de protecção e o nú-
mero de caminhos de protecção por ramo. Eles referem que o seu esquema é
mais eficiente que outros em termos destes critérios mas não explicitam a forma
de cálculo utilizada para obter esses parâmetros.
Embora não seja propriamente um esquema muito simples na construção (si-
nalização) dos caminhos, parece um esquema interessante, e fácil de implementar
sem exigir grandes recursos computacionais. Uma vez que os caminhos de pro-
tecção ignoram o caminho de trabalho e a capacidade dos ramos no seu cálculo,
a sua aplicabilidade em situações de tráfego elevado (Best Effort) não parece com-
provada.
Em Bartoš e Raman (2001) a contagem do número de caminhos que é preciso
estabelecer não é devidamente explicada. Para que essa contagem ficasse clara,
seria necessário que tivesse sido explicado o método de sinalização dos LSP de
protecção.
Os LSP de protecção, são calculados pelo LSR de saída mas têm de ser si-
nalizados pelo LSR de entrada de cada um deles. Essa dificuldade poderá ser
contornável se houver troca de informação entre os LSR de saída e uma entidade
central de gestão da rede que solicite (aos LSR de entrada) o estabelecimento dos
LSP de protecção calculados em cada LSR de saída.
Os LSP de protecção poderão ser sinalizados sob a forma de túneis, mas para
que as regras de fusão esboçadas em Bartoš e Raman (2001) se apliquem, será
necessário que todos esses LSP pertençam à mesma sessão (considerando fixo o
LSR de saída). Em Bartoš e Raman (2001) dizem que fazem a fusão dos caminhos
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para diminuir o consumo de recursos. no entanto LSP explícitos só podem ser
fundidos em situações específicas (ver RFC 4090 Pan et al., 2005).
Determinação dos caminhos através da resolução de problemas de programação
linear
Em Yetginer e Karasan (2002), os autores estudam um esquema de recuperação
com as seguintes características: o caminho de trabalho e o caminho de recu-
peração são determinados off-line, e a recuperação é global, por protecção por
comutação e com reserva de largura de banda. No esquema proposto existe a
possibilidade de partilha de largura de banda entre caminhos de protecção que
protegem caminhos de trabalho disjuntos nos ramos. Todas as falhas na rede de
um único ramo são completamente recuperáveis.
No esquema de recuperação que os autores estudam, o aspecto central explo-
rado é a forma como são determinados os caminhos. Os autores apresentam
algoritmos para quatro abordagens ao processo de determinação dos caminhos
de trabalho e dos caminhos de recuperação. Todos os algoritmos para a deter-
minação dos caminhos são formulados como problemas de programação linear
inteira.
Os algoritmos das quatro abordagens determinam um conjunto inicial de ca-
minhos e seleccionam dele caminhos de trabalho e de recuperação para todos os
pedidos. Considera-se que a procura na rede é conhecida, e que cada pedido de
ligação entre dois nós requer uma dada largura de banda. A partir destes pe-
didos, o conjunto inicial de caminhos é obtido determinando para cada pedido,
um conjunto de caminhos disjuntos nos ramos, em que o número de caminhos
é maximizado e simultaneamente a largura de banda total utilizada por eles é
minimizada.
O primeiro algoritmo começa por seleccionar (de uma vez só) os caminhos
de trabalho, de entre os elementos do conjunto previamente determinado. Se-
guidamente selecciona os caminhos de recuperação. Em ambos os caso o objec-
tivo é que a largura de banda total utilizada na rede seja mínima, isto é, que
a capacidade residual total na rede seja máxima. A capacidade residual total é
considerada como sendo a soma das capacidades residuais em todos os ramos.
No segundo algoritmo o projecto dos caminhos de trabalho e o projecto dos
caminhos de recuperação também é feito em separado. Porém, além de pretende-
rem que a capacidade residual total na rede seja maximizada também pretendem
que a carga seja distribuída pela rede, de modo a evitar que uns ramos possam
estar congestionados enquanto outros estão sub utilizados. Para o conseguir ma-
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ximizam o mínimo das capacidades residuais individuais, considerando todos os
ramos.
Os terceiro e o quarto algoritmos, ao contrário dos anteriores, integram o cál-
culo dos caminhos de trabalho e dos caminhos de recuperação. O terceiro algo-
ritmo tem os mesmos objectivos que o segundo algoritmo diferindo deste apenas
na forma integrada como são obtidos os caminhos de trabalho e protecção.
O quarto algoritmo (muito semelhante ao anterior) procura manter com ele-
vada capacidade residual os ramos que estima (com base em dados históricos)
que serão os mais utilizados. Para tal atribui a cada ramo um peso inversamente
proporcional ao nível de utilização esperada.
Os autores comparam as quatro abordagens em função da sua capacidade de
suportar variações nos padrões de tráfego. Para isso observam como é distribuída
a capacidade residual pela rede e determinam o número de pedidos adicionais
que podem ser transportados, mantendo os caminhos de trabalho existentes inal-
terados, para cada uma das abordagens.
Concluíram que ao distribuir cuidadosamente a carga de tráfego pelos recur-
sos da rede, a abordagem que integra o projecto dos caminhos de trabalho e
recuperação e que faz a distribuição da carga considerando os ramos com pesos
adequados, tem um desempenho melhor que as outras abordagens no transporte
de tráfego adicional resultante de imprevisões no tráfego.
O esquema proposto, qualquer que seja a abordagem escolhida para seleccio-
nar os caminhos, parece ser dificilmente implementável em redes de dimensão
não trivial porque exige a resolução de problemas de programação linear inteira
complexos. Como os cálculos são feitos off-line esta restrição é ligeiramente redu-
zida, mas ainda assim parece inviável para redes de dimensão média ou superior.
Determinação on-line dos caminhos para um novo pedido
No esquema de recuperação proposto em Kodialam e Lakshman (2002b), quando
surge um pedido de um novo LSP os caminhos (activo e de recuperação) são
determinados on-line. Se não for possível garantir largura de banda para recu-
peração (medida de QoS utilizada) o pedido é rejeitado. Caso contrário, o/os
caminho/s de recuperação é/são estabelecidos ao mesmo tempo que o caminho
activo. Em Kodialam e Lakshman (2002b) os autores descrevem algoritmos de
encaminhamento dinâmico para a determinação do caminho activo CA e de re-
cuperação CR. Consideram três situações distintas de informação disponível e
designam os três modelos de informação resultantes por: modelo com Nenhuma
Informação (No Information (NI)), modelo com Informação Completa (Full Infor-
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mation (FI)) e modelo com Informação Parcial (Partial Information (PI)). No pri-
meiro apenas é conhecida a LB reservada em cada ramo8 (e a LB residual), no
segundo são conhecidos os percursos de todos os CA e CR e no último é conhe-
cida a LB total utilizada pelos CA e a LB total utilizada pelos CR em cada ramo
(apenas é conhecida informação agregada8 que não depende do número de LSP
estabelecidos). O único modelo com interesse prático é o modelo com PI. Os
modelos com NI e com FI9 podem ser utilizados para obter o limite superior e
o limite inferior, respectivamente, de LB necessária ao modelo com PI. Em Ko-
dialam e Lakshman (2002b) os autores apresentam a formulação de algoritmos
para a recuperação global (para os três modelos de informação) e em Kodialam
e Lakshman (2001) apresentam a formulação de um algoritmo para a recupera-
ção local (para o modelo PI). Os algoritmos apenas consideram falhas isoladas
de ramos mas podem facilmente ser estendidos para considerar também falhas
isoladas de nós.
Designam por partilha inter pedido (interdemand) a partilha de caminhos de re-
cuperação entre pedidos cujos LSP activos não partilham o mesmo ramo (mesmo
que os CA não sejam disjuntos pode ainda ser possível existir partilha). Desig-
nam por partilha intra pedido (intrademand) a partilha entre os vários LSP de
recuperação de um mesmo LSP activo (possível apenas na recuperação local).
Em cada algoritmo exploram a possibilidade de partilha de largura de banda
(LB) dos CR. Essa partilha será tanto maior quanto mais informação, relativa à
utilização dos ramos, estiver disponível.
Recuperação global – Algoritmos para selecção do CA e do CR
1. Modelo com Nenhuma Informação
Neste caso não é possível qualquer partilha de LB. O objectivo é selecci-
onar os caminhos (activo e de recuperação) que minimizem a largura de
banda total usada pelos dois. Para tal deve ser escolhido o par de cami-
nhos disjuntos nos ramos com o menor número de ramos. Este problema é
formalizado como um problema standard de fluxo de redes (considerando
cada ramo com custo e capacidade unitária). Pode ser resolvido por qual-
quer algoritmo de fluxo de custo mínimo (por exemplo, pelo algoritmo de
Suurballe (Suurballe e Tarjan, 1984) que um algoritmo bastante rápido).
8Esta informação pode ser distribuída como resultado de extensões aos protocolos de encaminha-
mento.
9A grande quantidade de informação que precisa de ser enviada faz com que o modelo FI não
possa ser aplicado em situações práticas.
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2. Modelo com Informação Completa
Neste caso é possível partilha inter pedido. O problema é formalizado como
um problema de programação inteira com restrições quadráticas. A função
objectivo minimiza a soma das duas parcelas seguintes: a soma dos custos
dos ramos no CA (que é igual à soma das LB usadas pelo CA em cada um
dos seus ramos) e a soma dos custos nos ramos no CR (determinados como
sendo a LB adicional que é necessária reservar em cada ramos para backup).
3. Modelo com Informação Parcial
Neste caso é possível alguma partilha inter pedido. A formalização (fun-
ção objectivo e restrições) para este caso pode ser igual ao caso anterior
(modelo com FI) mas com os custos10 dos ramos do CR, utilizados na fun-
ção objectivo, superiores ou iguais aos utilizados no caso anterior. Para
a resolução do problema é apresentado um algoritmo que selecciona os
caminhos através de um processo iterativo. O que passa pela construção
(usando programação linear inteira) e resolução de formulações simplifica-
das do problema original. Em cada iteração são determinados os custos a
associar a cada ramo (um para ser utilizado na determinação do CA e ou-
tro na determinação dos CR). Depois disso é necessário, em cada iteração,
resolver o problema de encontrar dois caminhos disjuntos nos ramos, óp-
timos para os custos utilizados (determinados anteriormente). A resolução
do problema deve minimizar a soma dos custos dos ramos no CA mais a
soma dos custos nos ramos no CR. A solução do processo iterativo será a
melhor solução obtida em todas as iterações.
O problema de encontrar dois caminhos disjuntos nos ramos, óptimos para
os dois custos associados a cada ramo é um problema NP-Hard. Para obter
a solução desse problema apresentam um algoritmo (solução heurística),
baseado na resolução simultânea e iterativa de heurísticas para o primal e
para o dual, obtendo sucessivos limites inferiores e superiores para o inter-
valo onde se encontra a solução. Pode-se assim ter alguma confiança que a
solução admissível encontrada estará assim numa vizinhança de dimensão
arbitrariamente definida do óptimo.
Embora nos modelos com informação parcial e com nenhuma informação, os
caminhos de trabalho e de recuperação sejam calculados, no nó origem, sem
informação completa (com informação parcial ou com nenhuma informação), é
possível, reservar localmente, apenas a LB realmente necessária para recuperação.
10Definidos em Kodialam e Lakshman (2002b).
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Para isso, ou seja para fazer reservas exactas de LB de protecção, é necessário que
ao sinalizar o CR seja enviado o percurso do CA correspondente (informação que
é gerada na sinalização do CA). Quando um CA protegido é redireccionado ou
desligado o respectivo CR deve ser suprimido; a mensagem de terminação de
um CR deve ser acompanhada da descrição do CA de forma a garantir a gestão
correcta (da partilha) da LB de protecção. Essa informação deve ser mantida nos
nós do CR, enquanto este estiver estabelecido.
Recuperação local – Algoritmo heurístico para selecção do CA e dos CR
• Modelo com Informação Parcial
O algoritmo principal é uma versão modificada do algoritmo de Dijkstra
(1959). O algoritmo determina uma árvore de caminhos mais curtos, com
raiz no destino do CA. A árvore pode não incluir todos os nós, pois o
algoritmo termina quando o próximo nó a ficar com etiqueta permanente
for o nó origem.
Em cada iteração do algoritmo é determinado o caminho de recuperação
local de custo mínimo para todos os ramos que saem do nó que passou
a estar etiquetado de forma permanente. Para determinar o caminho de
recuperação de custo mínimo para contornar a avaria de um ramo (a, b), é
invocada uma sub-rotina que, iterativamente, determina todos os caminhos
de recuperação de custo mínimo que contornam a avaria desse ramo, e que
terminam num dos vários nós do caminho mais curto desde o nó a até ao
nó destino. Para determinar cada um destes caminhos de custo mínimo é
invocada uma nova sub-rotina, que também é uma versão modificada do
algoritmo de Dijkstra.
O algoritmo entra em consideração com a partilha intra pedido e também
com alguma partilha inter pedido no entanto, aparentemente, não entra em
consideração com o custo do CA.
Para ser possível implementar o modelo com PI é necessário que o protocolo
de encaminhamento anuncie a LB disponível e a LB reservada para protecção,
em cada ramo. No OSPF e IS-IS já foram propostas extensões, para engenharia
de tráfego, que abrangem parte desta informação.
Os algoritmos anteriores calculam e/ou reservam LB de protecção conside-
rando que é possível fazer partilha inter pedido dessa LB. No entanto, actual-
mente os protocolos de sinalização existentes não permitem a possibilidade de
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partilha de LB entre LSP, com caminhos explícitos, pertencentes a sessões dife-
rentes. Os autores não falam acerca dos requisitos de sinalização necessários à
implementação da partilha inter pedido de LB de protecção.
Em Qiao e Xu (2002) os autores propuseram um modelo PI, designado por
DPIM (Distributed Partial Information Management), para protecção global. Este
esquema é semelhante ao proposto em Kodialam e Lakshman (2000) (idêntico
ao revisto em Kodialam e Lakshman (2002b)), mas utiliza informação adicional
relacionada com a utilização de LB de protecção. Os resultados das simulações
com redes com 15 e 70 nós apresentados em (Qiao e Xu, 2002) apontam para um
desempenho significativamente superior de DPIM face ao algoritmo proposto
para o modelo PI em (Kodialam e Lakshman, 2000).
Recuperação do LSP usando a abordagem baseada em CBR
No esquema de recuperação proposto em Dana et al. (2003) um LSP é recuperado
redireccionando o seu tráfego para vários LSP pré-sinalizados, mas sem reserva
de largura de banda.
Por cada caminho de trabalho é pré-estabelecido um conjunto de caminhos
de recuperação. Quando ocorre a falha de um LSP protegido o seu fluxo de
tráfego será dividido pelos LSP de recuperação correspondentes. Em Dana et al.
(2003) é apresentada uma forma de obter as percentagens de tráfego que deve
ser oferecido a cada LSP de recuperação utilizando uma abordagem baseada em
Constraint-based routing (CBR) (Aamodt e Plaza, 1994).
A abordagem baseia-se na informação armazenada numa biblioteca de casos.
Essa biblioteca contém um conjunto de casos, por LSP protegido. Cada um destes
casos consiste numa situação possível para o valor da largura de banda reque-
rida pelo caminho protegido, para os valores das larguras de banda disponíveis
nos LSP de recuperação correspondentes e também na solução para essa situa-
ção (valores admissíveis para as percentagens de tráfego a atribuir a cada LSP
de recuperação). Quando ocorre a falha de um caminho (os autores referem que
são apenas consideradas falhas isoladas de ramos) é determinada a largura de
banda necessária para o LSP que falhou e também a largura de banda disponível
em cada LSP de recuperação. Para a situação actual vão ser procuradas situações
semelhantes na biblioteca de casos. As soluções encontradas para situações se-
melhantes são combinadas através de uma técnica de adaptação por composição
(Borner, 1994), para obter a solução que será utilizada para resolver o problema
actual.
Duas considerações relativamente à abordagem baseada em CBR:
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1. Os autores não demonstraram a qualidade das soluções obtidas, isto é, não
mostram que os valores obtidos para as percentagens pela sua abordagem
oferece uma maior eficiência em termos de utilização de recursos do que
os valores obtidos por uma simples pesquisa de uma solução admissível
na altura em que a falha ocorre. Parece-nos que isso dependerá fortemente
da qualidade dos casos armazenados na biblioteca de casos e também da
técnica de composição.
2. Se o número de casos armazenados for grande a obtenção de uma solução
para o problema quando uma falha ocorre, consumirá demasiado tempo
devido à dimensão do problema que tem de ser resolvido. E nesses casos
uma pesquisa simples de uma solução que satisfaça as restrições poderia
ter maior probabilidade de ser encontrada facilmente, principalmente se o
espaço de soluções admissíveis for grande.
Distribuição da carga para protecção
O esquema proposto em Kim (2003), tal como o esquema de recuperação anterior,
é baseado na possibilidade da carga poder ser distribuída por múltiplos caminhos
existentes entre um mesmo par de LSR de entrada/saída. A distribuição de carga
numa rede MPLS, segundo Kim, resulta numa maior utilização de recursos e
melhor tolerância a falhas do que os sistemas com caminho único.
No artigo Kim (2003), a autora fez a análise numérica da distribuição de carga
para a protecção do caminho em termos da relação entre a utilização de recursos
e a fiabilidade do serviço, numa rede MPLS. A análise abrange dois mecanismos:
um mecanismos de protecção com partilha total, designado por Fully Shared Me-
chanism (FSM), e um mecanismo de protecção com partilha parcial, designado
por Partially Shared Mechanism (PSM).
Em ambos os mecanismos, quando é necessário fornecer um serviço, que soli-
cita uma quantidade de largura de banda R, são procurados na rede os recursos
disponíveis. Desta pesquisa resultam, para o serviço solicitado, n caminhos dis-
juntos cada um com largura de banda B (em que nB ≥ R). Após os caminhos
terem sido determinados, devem ser estabelecidos e a sua largura de banda re-
servada. Quando o tráfego é transmitido, existem mecanismos para detecção,
notificação e recuperação de falhas.
Apesar dos caminhos de protecção serem pré-estabelecidos e com uma largura
de banda garantida podem ainda ocorrer situações em que a recuperação não
seja possível, pois os caminhos de recuperação podem falhar. No artigo a autora
define fiabilidade como a “probabilidade de que as situações em que a recupera-
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ção não é possível não existam” e a utilização de recursos y, como a “razão entre
a quantidade de largura de banda pedida e a quantidade de largura de banda
ocupada”. A quantidade ocupada é a soma da largura de banda dos caminhos
de trabalho e de recuperação.
No mecanismo FSM, ilustrado na Figura 2.19, todos os n caminhos são simulta-
neamente caminhos de trabalho e caminhos de protecção. Inicialmente o tráfego
é dividido pelos n caminhos sendo atribuída a fracção de tráfego R/n a cada
um. Quando um caminho falha é atribuída, a cada um dos outros caminhos, a
fracção de tráfego R/(n − 1). Se ocorrer a falha de mais do que um caminho,
aos caminhos válidos é sempre atribuída a fracção do tráfego pedido dividido
igualmente por eles.
Caminhos de Trabalho
LSR E LSR S
Caminhos de Recuperação
Figura 2.19: Exemplo do mecanismo FSM.
No mecanismo PSM, ilustrado na Figura 2.20, apenas alguns dos n caminhos
são utilizados como caminhos de trabalho, sendo os restantes utilizados como
caminhos de protecção. Quando ocorrer a falha de alguns caminhos de trabalho
a fracção de tráfego desses caminhos é movida para os caminhos de protecção.
Logo que ocorra a recuperação desses caminhos o tráfego que era transportado
nos caminhos de recuperação “regressa” aos caminhos de trabalho originais.
Através de um estudo comparativo a autora concluiu que, nas condições con-
sideradas (em que todos os caminhos têm a mesma probabilidade de falha), o
mecanismo PSM é tão bom como o mecanismo FSM em termos de fiabilidade.
No entanto, isto só é válido quando no mecanismo PSM o número de caminhos
de protecção for igual a b(1− y)nc, que é o número máximo de caminhos de pro-
tecção possível. Para ambos os mecanismos, apresentou soluções analíticas que
permitem determinar a quantidade de largura de banda B que é necessário re-
servar de acordo com a largura de banda R e a fiabilidade pedida. No estudo foi
considerado que a largura de banda solicitada pelo serviço é igualmente distri-
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Caminho de Trabalho Caminho de Recuperação
LSR E LSR S
Figura 2.20: Exemplo do mecanismo PSM.
buída pelos vários caminhos de trabalho e que em todos os caminhos é reservada
a mesma largura de banda. Os mecanismos com essas restrições não são muito
realistas.
Protecção extremo-a-extremo com multi-caminho
Em Menth et al. (2004) os autores apresentam mecanismos de protecção por co-
mutação e que utilizam os recursos de forma eficiente. Os mecanismos de pro-
tecção apresentados baseiam-se na utilização de caminhos de protecção extremo-
a-extremo, e na utilização de múltiplos caminhos disjuntos pelos quais o tráfego
é enviado simultaneamente (multi-caminho – multi-path). Pretendem minimizar
a largura de banda a afectar aos ramos, dimensionando a rede para um deter-
minado tráfego e optimizando a distribuição de carga através de algoritmos que
correm em tempo polinomial (na prática, o encaminhamento e a largura de banda
são optimizados simultaneamente).
Os autores propõem dois mecanismos, um dos quais designado por Self-Pro-
tecting Multi-Paths (SPM), que consiste na utilização de um multi-caminho, no
qual é distribuído o tráfego. Se ocorre uma falha num dos caminhos o tráfego é
distribuído pelos caminhos de trabalho restantes. O outro mecanismo, designado
por protecção do caminho, tem como caminho de trabalho apenas um único
caminho simples e um multi-caminho como protecção.
Foram comparadas três variantes do SPM que diferem na forma de distribuir a
carga pelo multi-caminho: carga distribuída igualmente por todos os caminhos,
factores de distribuição de carga inversamente proporcionais ao comprimento
dos caminhos e optimização da distribuição de carga calculada através da reso-
lução de um problema de programação linear para minimizar a capacidade extra
requerida pela protecção.
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O caminho primário, no mecanismo designado por protecção do caminho,
pode ser determinado através da solução dos k caminhos disjuntos mais curtos
k-Disjoint Shortest Paths (k DSP) ou através de um encaminhamento que minimize
o fluxo de tráfego de trânsito em cada nó da rede. Cada uma destas duas possi-
bilidades pode ser conjugada com diferentes formas de determinar os múltiplos
caminhos de protecção: os caminhos de protecção podem ser calculados junta-
mente com um esquema apropriado de distribuição de carga através de resolução
de problemas de programação linear; ou podem ser considerados os k− 1 cami-
nhos disjuntos mais curtos. Neste último caso, as formas de distribuir a carga
podem ser as mesmas três utilizadas no SPM.
Estas variantes foram comparadas pelos autores relativamente à capacidade
necessária para protecção em cada uma delas. Para tal foram utilizadas diferen-
tes tipos de matrizes de tráfego e várias topologias de rede. Perante estes testes,
os autores afirmam que a capacidade extra necessária para oferecer fiabilidade
contra todas as falhas isoladas de ramos ou LSR é apenas uma fracção da reque-
rida pelo reencaminhamento OSPF. Verificaram também que a capacidade extra
requerida depende da topologia da rede e em particular do número médio de
caminhos disjuntos existentes, mas não da dimensão da rede.
O conceito geral dos mecanismos de protecção propostos (multi-caminhos) é
semelhante ao dos mecanismos propostos em Kim (2003). Em Menth et al. (2004)
são aprofundados estes conceitos nomeadamente na área da optimização do en-
caminhamento e de distribuição equilibrada da carga. A aplicação de algumas
das abordagens a redes de grande dimensão parece difícil ou dependente de
abordagens heurísticas ainda a desenvolver.
Recuperação rápida (dois esquemas)
Os esquemas de recuperação rápida (genericamente conhecidos por Fast Reroute
(FRR)) utilizam o modelo protecção por comutação e em que a recuperação é
efectuada pelo LSR mais próximo da falha.
Os dois esquemas do FRR são designados por Facility backup e One-to-one bac-
kup e foram normalizados recentemente, tendo sido o processo de normalização
conduzido e documentado em Pan et al. (2005).
Os LSP afectados por uma falha (isolada de um ramo ou nó) são recuperados
localmente e os caminhos de protecção são estabelecidos antes de ocorrer a falha.
Estas características tornam possível redireccionar o tráfego para os caminhos
de protecção em tempos da ordem das dezenas de milissegundos, o que vai de
encontro às necessidades das aplicações em tempo real.
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É possível aplicar o esquema de recuperação apenas a um subconjunto de LSP,
os LSP sinalizados como a bandeira local protection desired activa. Esses LSP po-
derão ter protecção com largura de banda garantida, caso a mesma tenha sido
solicitada.
O protocolo de sinalização utilizado por estes dois esquemas é o RSVP-TE
(RFC 3209 de Awduche et al., 2001) com um conjunto adicional de extensões
especificadas em Pan et al. (2005).
One-to-one backup Neste esquema de recuperação é necessário um caminho de
protecção (“Detour LSP”) em cada Point of Local Repair (PLR)11 por cada LSP
protegido, ou seja, cada LSR do LSP protegido terá que calcular um caminho
de protecção com origem nesse nó e destino no LSR de saída desse LSP. A
Figura 2.21 apresenta um exemplo que ilustra esta característica do esquema de
recuperação. Na figura o caminho de trabalho com origem no LSR1 e destino
no LSR4 (1-2-3-4) é protegido com três caminhos de protecção, pois é criado um
caminho de protecção em cada PLR . Por exemplo o LSR 1 cria o caminho de
protecção seguindo os LSR 1-5-6-7-4 para proteger o ramo 1-2 e o LSR 2.




LSR 6LSR 5 LSR 7
Figura 2.21: Exemplo com os vários caminhos de protecção de um LSP no One-to-one backup.
Na Figura 2.22 são ilustrados dois caminhos de trabalho seguindo os LSR 1-2-
3-4-5-8 e 9-2-3-4-5-12, respectivamente e dois caminhos de protecção respectivos
(caminhos seguindo os LSR 2-6-7-5-8 e 2-10-11-4-5-12). Repare-se que esses cami-
nhos de protecção apenas protegem o ramo 2-3 e o LSR 3, para proteger outros
recursos são necessários outros caminhos de protecção. É visível na figura que
neste esquema os caminhos de protecção são criados por caminho de trabalho.
Como pode ser observado na Figura 2.21 e na Figura 2.22 este esquema tem
a desvantagem de necessitar de um grande número de caminhos de protecção.
11O RFC 4090 (Pan et al., 2005) não utiliza a designação POR utilizando em seu lugar PLR.
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Figura 2.22: Exemplo de caminhos de protecção no One-to-one backup.
Esse número não é apenas função do número de caminhos protegidos mas é
também função do comprimento desses caminhos (números de LSR). Para mi-
nimizar este aspecto é feita a fusão, quando possível, de vários caminhos de
protecção de um LSP protegido, e possivelmente também com o LSP protegido.
Em Pan et al. (2005) os autores definem várias regras para esse efeito. No exemplo
da Figura 2.21 o LSR 6 detecta que existem dois LSP de protecção, para prote-
ger o mesmo caminho de trabalho, e que portanto podem ser fundidos. Neste
exemplo, os LSR nos dois caminhos de protecção entre o LSR 6 e o LSR 4 são os
mesmos por isso não existe vantagem em escolher qualquer um dos dois para ca-
minho resultante da fusão, mas no caso de serem diferentes o caminho resultante
da fusão seria o caminho de protecção mais curto.
Cada "Detour LSP"pode ser recalculado e actualizado pelo PLR sempre que
este achar necessário.
Facility backup Neste esquema é criado um bypass tunnel para proteger contra a
falha de um ramo ou para proteger contra a falha de um nó. Na Figura 2.23 é
configurado um bypass tunnel no LSR3 para proteger caminhos de trabalho que
vão do LSR3 até ao LSR5 seguindo os ramos LSR3-LSR4 e LSR4-LSR5, contra a
falha do ramo LSR3-LSR4 e do LSR4. Para qualquer uma destas falhas o PSL é o
LSR3 e o PML é o LSR5.
No exemplo da Figura 2.23 aparece também representado um segundo bypass
tunnel do LSR4 ao LSR5 para proteger caminhos de trabalho que utilizem o ramo
LSR4-LSR5.
Na Figura 2.23 são apresentados exemplos dos dois tipos de bypass tunnel que é
possível utilizar neste esquema de protecção, um bypass tunnel que protege contra
a falha de um LSR (e necessariamente também de um ramo) e outro que protege
apenas contra a falha de um ramo.
Este esquema de recuperação possui uma característica, muito importante em
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Figura 2.23: Exemplo de bypass tunnels na recuperação Facility backup.
termos de escalabilidade: o número de bypass tunnels necessários não é uma
função do número de caminhos de trabalho. Um bypass tunnel pode proteger
um conjunto de LSP que possuam restrições semelhantes em termos do caminho
de protecção. Entre dois LSR, para garantir largura de banda de protecção aos
caminhos de trabalho, poderá existir mais do que um bypass tunnel, dependendo
da forma como são calculados e sinalizados. Por exemplo, o número de bypass
tunnel entre dois LSR será elevado se for estabelecido um novo bypass tunnel cada
vez que é sinalizado um novo LSP protegido.
2.4.2 Reencaminhamento
Caminho de recuperação pré-calculado
O esquema de recuperação proposto em Yoon et al. (2001) segue o modelo de re-
cuperação por reencaminhamento local do tipo pré-calculado. Apresentam a sua
proposta como sendo uma boa escolha quando um operador de rede pretende
em simultâneo que o tempo de recuperação seja mínimo e que os recursos do
caminho de recuperação sejam utilizados de forma o mais eficiente possível.
O caminho de recuperação é actualizado sempre que o LSR (que o calcula) re-
cebe actualização da informação de estado da rede (utilização dos ramos). Nesse
instante o caminho de recuperação calculado será óptimo de acordo com a infor-
mação do estado exacto dos recursos da rede. Assumem que as avarias possíveis
são apenas falha ou degradação de um ramo e que se limitam a um único domí-
nio de protecção MPLS.
Em cada caminho de trabalho, o LSR de entrada, e todos os LSR intermédios
com capacidade de recuperação pré-calculam um caminho de recuperação para
o LSR mais próximo a jusante. Perante uma falha, o LSR que faz a recuperação
será o mais próximo a montante desta, se tiver capacidade de recuperação. Se
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esse LSR não tiver capacidade de recuperação então será necessário enviar um
FIS através da RNT12. O LSR, que faz a recuperação, estabelecerá o caminho de
recuperação, no instante em que detecta a falha ou no instante em que recebe
a notificação da falha, utilizado o CR-LDP. Quando o problema no ramo for
reparado, o LSR que recebe o FRS liberta o caminho de recuperação e repõe o
tráfego no caminho de trabalho original. O diagrama de fluxo apresentado na
Figura 2.24 resume o esquema proposto13.
Em cada LSR com capacidade de recuperação, existe um processo que actualiza
os caminho de recuperação, sempre que recebe uma actualização do estado da
rede. Como isto implica a necessidade de troca de informação do desempenho da
rede é necessário fazer uma extensão ao IGP utilizado (por exemplo ao protocolo
OSPF ou ao protocolo IS-IS).
Os autores comparam o esquema que propõem com um esquema semelhante
mas em que o caminho de recuperação pré-calculado mantém-se inalterado in-
dependentemente do estado de congestão actual da rede. Nos estudos simula-
cionais realizados concluíram, quando simularam a avaria de um ramo, que o
número de pacotes perdidos assim como o número de pacotes que precisam ser
ordenados é menor no esquema proposto.
O esquema proposto utiliza os recursos de forma eficiente e o tempo de re-
cuperação é reduzido dado calcular o caminho de recuperação antes da falha
ocorrer. No entanto a grande vantagem do esquema proposto relativamente aos
esquemas que seguem o modelo de recuperação por reencaminhamento está na
actualização constante do caminho de recuperação, tendo em consideração a uti-
lização dos ramos.
Caminhos de recuperação de menor custo
No esquema de recuperação proposto em Ahn et al. (2002), o caminho de recupe-
ração é determinado e estabelecido, depois da falha ocorrer, pelo LSR a montante
que a detectou. Para caminho de recuperação é escolhido aquele que tiver menor
custo, de entre todos os caminhos alternativos possíveis. O caminho de recupe-
ração só será utilizado enquanto a falha não for reparada.
No artigo é definido PML-candidato como um LSR do caminho de trabalho
que pode ser usado como PML. Através das mensagens de sinalização utilizadas
12Uma vez que os nós intermédios apenas calculam caminhos de recuperação (para um dado LSP)
até ao nó adjacente a jusante, sempre que um nó é incapaz de resolver uma situação de falha o
FIS será propagado até ao LSR de ingresso.
13O fluxograma da Figura 2.24 difere do fluxograma apresentado em Yoon et al. (2001) porque este
não traduzia de forma completa o esquema aí proposto.
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Figura 2.24: Diagrama de fluxo do esquema proposto em Yoon et al. (2001).
no estabelecimento dos caminhos de trabalho os LSR podem obter conhecimento
dos PML-candidatos. Os caminhos alternativos possíveis para caminhos de recu-
peração são todos os caminhos entre o LSR a montante que detecta a falha e cada
PML-candidato.
A grande vantagem do esquema proposto é a sua eficiência em termos de uti-
lização de recursos pois utiliza o modelo de recuperação por reencaminhamento
e escolhe para caminhos de recuperação os de menor custo.
Em Ahn et al. (2002) os autores explicam como o reencaminhamento local po-
deria ser feito usando o CR-LDP. Pensamos que este método também é viável
usando o RSVP-TE, recorrendo à sinalização proposta em Gomes et al. (2005).
Recuperação hierárquica
Em Hong et al. (2004) os autores propõem um esquema de recuperação por reen-
caminhamento, cujos objectivos também são minimizar o tempo gasto na recu-
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peração e maximizar a utilização de recursos da rede.
Para que o tempo gasto na recuperação seja minimizado o esquema de recu-
peração tenta inicialmente encontrar um caminho alternativo utilizando apenas
um número reduzido de LSR, isto é, o âmbito da recuperação começa por ser
limitado. O âmbito da recuperação é expandido quando não for possível calcular
um caminho de recuperação razoável, que contorne a falha, dentro do âmbito
anteriormente determinado.
O processo de criação de um caminho de recuperação é um processo iterativo
que segue os seguintes passos:
1. Determinação de um grafo pesado, para o qual os autores apresentam um
algoritmo. As entradas para esse algoritmo são: o grafo da rede, o local da
falha e métricas de tráfego (largura de banda requerida, classe de tráfego e
número de “saltos”).
2. Determinação de um LSR que possa ser o PSL (pode ser um LSR arbitrário
do caminho de trabalho entre o LSR de entrada e o LSR mais próximo a
montante que detectou a falha), após o que o âmbito da recuperação fica
delimitado.
3. Tentativa para encontrar um caminho alternativo óptimo do PSL até ao
LSR de saída do caminho de trabalho, tendo em consideração os requisitos
do tráfego do caminho de trabalho. Os autores apresentam também um
algoritmo para a selecção dinâmica do caminho alternativo.
Os dois primeiros passos do processo determinam o âmbito da recuperação,
dinamicamente, em termos topológicos. De forma a que o âmbito da recupera-
ção comece por ser o mais apertado possível, no passo dois do processo, o PSL
seleccionado deve ser o LSR do caminho de trabalho, mais próximo da falha no
sentido a montante, que tenha essa possibilidade. Nas iterações seguintes o PSL
passa a ser um LSR do caminho de trabalho que se vai aproximando, em cada
iteração, do LSR de entrada do caminho de trabalho. Assim, o âmbito da recu-
peração começa por ser uma pequena sub-rede delimitada pelo LSR de saída e
pelo LSR adjacente à falha (a montante), se este LSR puder ser o PSL. Nas pró-
ximas iterações o âmbito da recuperação vai sendo expandido dinamicamente
em função do local da falha e do estado da rede. O esquema é designado por
esquema de recuperação hierárquica devido a este aspecto de expansão gradual
do âmbito de recuperação. O âmbito da recuperação pode ser expandido até
englobar toda a rede. A Figura 2.25 mostra um exemplo de expansão do âmbito
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da recuperação. Assume-se que o ramo assinalado falhou. Considerando que
não foi possível encontrar um caminho de recuperação dentro do âmbito de re-
cuperação A então o âmbito de recuperação foi expandido. Considerando que
também não foi possível encontrar um caminho de recuperação dentro do âmbito
de recuperação B então o âmbito de recuperação foi novamente expandido. O
âmbito de recuperação C é a última possibilidade para encontrar um caminho
de recuperação pois o LSR responsável pela recuperação coincide com o LSR de
entrada.
Figura 2.25: Exemplo de expansão do âmbito da recuperação adaptada de (adaptada de Hong
et al., 2004).
Antes de uma nova iteração o PSL anteriormente determinado é definido im-
plicitamente como um nó com avaria (implicit abnormal node) o que conduz a que
o âmbito da recuperação seja alargado. O processo iterativo termina quando o
algoritmo conseguir encontrar um caminho alternativo entre o PSL e o LSR de
saída. Se o PSL for o LSR de entrada do caminho de trabalho, significa que o
âmbito foi expandido até ao limite.
Logicamente quantas mais iterações forem efectuadas mais lenta será a recu-
peração mas, por outro lado, maior o âmbito da recuperação, o que melhora a
utilização dos recursos.
O caminho de recuperação encontrado é estabelecido utilizando um protocolo
de sinalização e é libertado quando a avaria for reparada. O esquema proposto
abrange a recuperação de ramos ou nós e não tem o problema da falha simul-
tânea do caminho de trabalho e do caminho de recuperação, como acontece nos
esquemas de protecção por comutação.
Em geral, a eficiência deste esquema será tanto maior quanto mais limitado
for o âmbito da recuperação. De facto, se for preciso aumentar o âmbito diver-
sas vezes, torna-se necessário repetir cálculos e trabalhar com redes de maior
complexidade. No entanto, como os próprios autores referem, a escolha de um
âmbito muito reduzido levanta problemas de utilização de recursos por ignorar
capacidades disponíveis noutras zonas da rede (problemas aumentados pela de-
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cisão de efectuar sempre a recuperação entre a falha e o fim do caminho, o que
implica concentração de recursos na área da rede próxima do fim do caminho).
No método proposto, quando um PSL não consegue determinar um caminho
de recuperação define-se esse PSL como um nó com avaria (implicit abnormal
node), isto implica a alteração da sinalização para garantir que não é difundida
informação errada do estado da rede. Pensamos no entanto que tal não é neces-
sário, desde que um nó ao receber um FIS, com a indicação da localização da
falha inferisse que todos os nós intermédios entre si próprio e o nó adjacente à
falha não devem ser usados no caminho de recuperação a calcular – isto implica
que cada LSR tem de conhecer o caminho total a recuperar.
Protecção dinâmica do caminho
Em Park et al. (2004) os autores propõem um mecanismo de protecção dinâ-
mica do caminho em redes MPLS que permite recuperar rapidamente a falha
num ramo e/ou nó. No esquema proposto, quando um LSR detecta uma falha,
ele selecciona um caminho de recuperação apropriado de entre os caminhos de
trabalho já estabelecidos. O caminho seleccionado é um caminho que tenha o
mesmo destino que o caminho que falhou. Se o LSR, local à falha, encontrar
vários caminhos para o esse destino então a escolha é feita seguindo os critérios




LSR  SLSR E2
Figura 2.26: Rede exemplo com três caminhos de trabalho estabelecidos.
A Figura 2.26 apresenta um cenário de falha num dos ramos em um dos três
caminho de trabalho estabelecidos. Os LSR de entrada dos três caminhos de
trabalho são respectivamente o LSR E1, o LSR E2 e o LSR E3 e o LSR S é o LSR
de saída comum. Considerando que ocorreu a falha indicada na figura, o LSR
X ao verificar que possui dois caminhos estabelecidos para o mesmo destino,
selecciona um deles e redirecciona o tráfego do caminho que falhou para ele.
Este esquema é rápido porque não requer a sinalização de um novo caminho,
mas apenas alterações nas tabelas no LSR que redirecciona o tráfego para um LSP
existente. Trata-se de uma forma de implementação do método pré-qualificado.
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No entanto, pode acontecer que o LSR não possua outro caminho estabelecido
para o mesmo destino do caminho que falhou. Nesta situação o LSR estabelece
localmente um novo caminho com origem em si e com o destino pretendido.
Se o caminho de recuperação falhar, o esquema de protecção selecciona outro
caminho de recuperação seguindo o mesmo procedimento utilizado na selecção
do caminho de recuperação anterior.
Em Park et al. (2004) os autores afirmam que o mecanismo não requer extensões
aos protocolos de sinalização.
É discutível se o mecanismo poderá ser usado muitas vezes pois o número de
caminhos alternativos pré-estabelecidos para o mesmo destino poderá ser redu-
zido. Outro problema é saber o que é que se faz com o tráfego que utilizava o
caminho estabelecido que agora também é caminho de recuperação. Provavel-
mente se for mantido no mesmo caminho sofrerá uma degradação.
Redireccionamentos sucessivos podem ser utilizados, segundo Park et al. (2004),
para lidar com falhas múltiplas. No entanto, esses sucessivos redireccionamentos,
poderão dar origem a caminhos com ciclos os quais contribuirão para a degrada-
ção do funcionamento da rede.
2.4.3 Conclusões gerais acerca dos esquemas analisados
A Tabela 2.4 resume, para os esquemas estudados, o modelo de recuperação
utilizado e o âmbito da recuperação em termos topológicos.
No trabalho em Kodialam e Lakshman (2002b) são apresentados algoritmos
(distintos) para recuperação global ou local, pelo que na Tabela 2.6 é dito que o
algoritmo suporta essas duas opções.
Para além dos apresentados na Tabela 2.4, vários outros aspectos estão envol-
vidos na recuperação. Nesta secção vamos começar por relembrar alguns desses
aspectos, e referir para cada um deles (os esquemas apresentados nas subsecções
2.4.1 e 2.4.2) os aspectos a que os respectivos autores deram ênfase especial.
A escolha dos LSR entre os quais é estabelecido o caminho de recuperação é
uma característica do esquema. Existem esquemas em que o LSR de entrada e o
LSR de saída são o PSL e o PML respectivamente (recuperação global e extremo
a extremo), noutros esquemas o PSL é o LSR mais próximo da falha a montante
e o PML é o LSR mais próximo da falha a jusante (recuperação local). Entre estes
dois extremos existem também vários outros esquemas, são exemplo destes os
propostos em Ahn et al. (2002) e Hong et al. (2004).
Quando o PSL não é o LSR que detecta a falha, é necessário fazer-lhe chegar
uma mensagem de notificação da falha, o trabalho em Huang et al. (2002) é
68 Esquemas de recuperação no MPLS









Bartoš " global, transitoriamente faz a re-
cuperação local do tráfego rece-
bido no LSR que detecta a falha
Yetginer " global









Tabela 2.4: Âmbito da recuperação em termos topológicos.
centrado neste aspecto.
Como é sabido, nos esquemas de recuperação por reencaminhamento o ca-
minho de recuperação só é estabelecido quando a falha ocorre. No entanto, o
instante do cálculo/actualização do caminho de recuperação pode ocorrer em
diferentes alturas antes da falha, o que fornece a base para o esquema proposto
em Yoon et al. (2001).
Uma recuperação extremamente rápida foi o objectivo em Pan et al. (2005), ao
conjugar o modelo de protecção por comutação com a recuperação local.
Em muitos dos esquemas de recuperação é estabelecido um caminho de recu-
peração para recuperar uma ou várias falhas do caminho de trabalho. É contudo
possível utilizar vários caminhos de recuperação simultaneamente com distri-
buição de carga entre eles. A distribuição de carga pode ocorrer não só em ca-
minhos de recuperação mas também em caminhos de trabalho. Em Kim (2003),
Menth et al. (2004) e Dana et al. (2003) os autores apresentaram propostas com
base nesta possibilidade.
Outro aspecto é a utilização de um caminho/caminhos de recuperação por
cada caminho de trabalho ou a utilização de um caminho de recuperação para
recuperar simultaneamente vários caminhos de trabalho. Exemplo de um es-
quema que utiliza um só caminho para este último objectivo é o proposto em
Mellah e Mohamed (2003) e mais recentemente o Facility backup em Pan et al.
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(2005).
Outra preocupação é determinar o algoritmo de encaminhamento a utilizar
no cálculo dos caminhos de recuperação. Trabalhos focados nesta questão são os
trabalhos em Bartoš e Raman (2001), Yetginer e Karasan (2002) e Kang e Reed
(2003), este último dedicado ao caso especial do encaminhamento em bypass tun-
nels. É comum serem apresentados algoritmos que calculam os caminhos de re-
cuperação e de trabalho de forma integrada, como em Yetginer e Karasan (2002)
e em Kodialam e Lakshman (2002b).
Apresentamos a seguir uma abordagem resumida da forma como cada um dos
aspectos anteriores é tratado por um dado esquema de recuperação em particular,
escolhendo para cada um desses aspectos o esquema que o explorou em detalhe.
Os esquemas são apresentados neste resumo geralmente pela mesma ordem que
foi utilizada nas subsecções 2.4.1 e 2.4.2.
A característica essencial do esquema proposto em Haskin e Krishnan (2001) é
a forma como é construído o caminho de recuperação. Este caminho além de um
segmento de recuperação global possui também um segmento de recuperação
no sentido inverso ao do caminho de trabalho. Este último segmento é utilizado,
pelo LSR que detecta a falha, para transmitir de volta para o LSR de entrada os
pacotes (que não conseguiu fazer chegar ao destino), conseguindo deste modo
reduzir o número de pacotes perdidos. Apesar de neste esquema a recuperação
ser global, devido à forma de construção do caminho de recuperação não é neces-
sário enviar uma mensagem de notificação da falha, pois é o LSR que a detecta
que faz a sua recuperação.
O objectivo principal do esquema proposto em Huang et al. (2002) é minimizar
o atraso na propagação das mensagens de notificação da falha. Para atingir esse
objectivo definiram uma estrutura para o envio das mensagens de notificação
rápida e eficiente, um mecanismo de transporte leve para essas mensagens de
notificação e um mecanismo para detecção de falhas.
O esquema de recuperação em Mellah e Mohamed (2003) utiliza um algoritmo
de protecção local baseado na utilização de bypass tunnels pré-estabelecidos local-
mente por cada LSR para contornar a avaria de um ramo. O trabalho apresentado
em Kang e Reed (2003) também se baseia na utilização de bypass tunnels, mas es-
tes autores focam o seu estudo no problema do encaminhamento nesses túneis
e apresentam uma resolução recorrendo à utilização de “p-cycles”. Um dos es-
quemas de protecção, já normalizado em Pan et al. (2005), também é baseado na
utilização de bypass tunnels mas ao contrário dos anteriores, em que os bypass
tunnels só permitem a recuperação de ramos, aqui os bypass tunnels também per-
mitem a recuperação de falhas em LSR. Além deste esquema de Fast Reroute,
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é também apresentado em Pan et al. (2005) um outro em que são estabelecidos
caminhos de recuperação por cada caminho de trabalho.
O esquema proposto em Bartoš e Raman (2001) é também um esquema de pro-
tecção por comutação que utiliza recuperação global, mas que possui a particu-
laridade de conseguir recuperar localmente o tráfego temporário que é recebido
no LSR que detecta a falha, enquanto esse tráfego não for switched over para o
caminho de protecção global. O realce do esquema vai para o algoritmo que pro-
puseram para calcular os caminhos de protecção, que determina dois caminhos
de protecção por cada LSR que oferece recuperação. Os dois caminhos de pro-
tecção são posicionados de forma que a falha de um ramo não causa a perda de
conectividade simultânea em ambos. O algoritmo possui a vantagem da deter-
minação os caminhos de protecção sem considerar a localização dos caminhos de
trabalho. Esta característica do algoritmo permite a possibilidade de partilha de
ramos entre caminhos de protecção e caminhos de trabalho, mas devido à forma
como os dois caminhos de protecção são construídos é garantido que não existem
situações em que a recuperação não seja possível.
O aspecto central explorado em Yetginer e Karasan (2002) é a forma como são
determinados os caminhos. Os autores apresentam algoritmos para quatro abor-
dagens para o processo de determinação off-line dos caminhos de trabalho e dos
caminhos de recuperação, que vão desde a determinação dos caminhos separa-
damente até à integração do cálculo dos caminhos de trabalho e de recuperação.
Todos os algoritmos para a determinação dos caminhos são formulados como
problemas de programação linear inteira. Outra proposta de algoritmos para o
cálculo dos caminhos de trabalho e de recuperação foi apresentada em Kodialam
e Lakshman (2002b). Mas, enquanto que em Yetginer e Karasan (2002) o cálculo
é feito off-line para todos os pedidos, em Kodialam e Lakshman (2002b) o cálculo
é feito on-line pedido a pedido.
Foram revistos três esquemas (Dana et al., 2003; Kim, 2003; Menth et al., 2004)
baseados na possibilidade da distribuição dos pacotes de um fluxo de tráfego
por vários caminhos existentes entre um par de LSR de entrada/saída. Em Kim
(2003) e Menth et al. (2004) são apresentados dois mecanismos de distribuição
de carga em cada, um dos quais é comum a ambos e consiste na utilização de
múltiplos caminhos que são simultaneamente caminhos de trabalho e caminhos
de protecção14. Nesse mecanismo em situações normais o tráfego é distribuído
igualmente pelos vários caminhos estabelecidos. Quando um ou vários caminhos
falham, o tráfego afectado é distribuído igualmente pelos caminhos válidos rema-
14A semelhança reduz-se apenas a esta forma de utilização dos caminhos!
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nescentes. No outro mecanismo apresentado em Kim (2003) alguns caminhos do
conjunto total são utilizados apenas como caminhos de trabalho e os restantes são
utilizados apenas como caminhos de protecção. Neste mecanismo quando ocor-
rer a falha de alguns caminhos de trabalho a fracção de tráfego desses caminhos
é movida para os caminhos de protecção. O caso particular em que é utilizado
apenas um caminho de trabalho e vários caminhos de protecção corresponde ao
segundo mecanismo apresentado em Menth et al. (2004). Para estas situações, ou
seja, quando por cada caminho de trabalho é pré-estabelecido um conjunto de
caminhos de protecção, em Dana et al. (2003) os autores apresentam um modo de
obter as percentagens de tráfego que deve ser oferecido a cada LSP de protecção
utilizando uma abordagem baseada em CBR (Aamodt e Plaza, 1994).
Em Yoon et al. (2001) os autores propuseram um esquema de recuperação por
reencaminhamento que minimiza o tempo de recuperação e aparentemente com
boa taxa de sucesso. O factor de decisão é o instante em que se deve determi-
nar o caminho de recuperação. Para conseguir o primeiro objectivo o caminho
de recuperação deve ser pré-calculado, mas para o segundo é necessário que o
caminho de recuperação seja óptimo de acordo com o estado da rede na altura
que a falha ocorre. Portanto, o esquema que propuseram, pré-calcula o caminho
de recuperação e actualiza-o sempre que obtém actualização da informação do
estado da rede.
Nos esquemas de recuperação propostos em Ahn et al. (2002) e Hong et al.
(2004), o aspecto mais relevante é a escolha dos LSR entre os quais deve ser
estabelecido o caminho de recuperação, quando ocorrer uma falha. Em Ahn et al.
(2002) os autores escolheram sempre para PSL o LSR mais próximo a montante
que detectou a falha mas, para PML permitem que seja usado qualquer LSR entre
o LSR mais próximo da falha a jusante e o LSR de saída, e escolhem aquele LSR
que permita obter o caminho de recuperação de menor custo. Por outro lado,
em Hong et al. (2004) os autores escolheram para PML sempre o LSR de saída
do caminho de trabalho. Para PSL começam por escolher o LSR a montante mais
próximo da falha, e vão-se afastando da falha em direcção ao LSR de entrada até
encontrar um caminho de recuperação que contorne a falha.
As Tabelas 2.5 e 2.6 apresentam um resumo das características dos esquemas
de recuperação descritos.
Como sumário final podemos dizer que a grande maioria dos esquemas de
recuperação propostos utilizam o modelo de protecção por comutação (conside-
rando apenas os esquemas analisados) e portanto a grande maioria dos esque-
mas de recuperação apenas se propõem recuperar de falhas isoladas. Para os
esquemas que utilizam o modelo de recuperação por reencaminhamento esta-















Forma de construção do caminho
de recuperação (constituído por 2
segmentos)







Notificação e detecção da falha
Mellah LSR que detecta a falha Recurso Isoladas de
ramos
Utilização de bypass tunnels




Bartoš É o LSR de entrada mas







Algoritmo de cálculo do caminho
de recuperação




Algoritmos de cálculo off-line dos











Algoritmos de cálculo on-line dos
caminhos de trabalho e de
recuperação





Kim LSR de entrada Cami-
nho
Caminhos Distribuição de carga






Pan LSR que detecta a falha Recurso Isoladas de
ramos ou
nós
Recuperação rápida – Utilização de
bypass tunnels





Recuperação rápida – Utilização de
detours
Tabela 2.5: Protecção por Comutação.
mos perante situações diversas. O esquema proposto em Yoon et al. (2001), uma
vez que faz uso de caminhos pré-calculados para a recuperação, pode ter proble-
mas no caso de falhas múltiplas. Já Ahn et al. (2002) os autores consideram que o
seu esquema recupera de falhas múltiplas uma vez que se trata de um esquema
de recuperação por reencaminhamento em que o caminho de recuperação não
está pré-calculado; e em Hong et al. (2004) os autores tratam explicitamente com
a possibilidade de haver falhas múltiplas simultâneas. Em Park et al. (2004) os
autores afirmam que o seu esquema pode ser aplicado a redes sujeitas a falhas
múltiplas. Tal só será possível se, existindo vários caminhos alternativos para
o destino a partir do LSR que detectou a falha, algum destes não tiver falhado.
Nos esquemas analisados, o LSR que faz a recuperação é sempre o PSL e nunca
o PML, por conseguinte quando nas tabelas se diz que a recuperação é feita pelo
LSR que detecta a falha, deve subentender-se o LSR a montante da falha. A re-
cuperação é classificada como orientada ao recurso (ramo ou LSR) se tentar a
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Tabela 2.6: Recuperação por Reencaminhamento (e pré-qualificado).
recuperação de cada recurso da rede, independentemente dos caminhos de tra-
balho estabelecidos, ou orientada ao caminho, se tentar explicitamente recuperar
o caminho de trabalho. No caso do esquema em Bartoš e Raman (2001) consi-
deramos que a falha é orientada ao recurso/caminho15 uma vez que recupera
localmente o tráfego temporário que é recebido no LSR que detecta a falha e
posteriormente usa caminhos de protecção global. Dos esquemas apresentados
três são orientados ao recurso (dos quais dois são apenas orientados ao ramo),
12 esquemas são orientados ao caminho e um é orientado simultaneamente ao
recurso e ao caminho.
Ao longo desta revisão foi chamada a atenção para o facto de alguns destes es-
quemas requererem extensões de sinalização, as quais nem sempre são referidas
pelos respectivos autores.
A grande maioria dos autores dos esquemas de recuperação apenas apresen-
tam a preocupação de recuperar falhas isoladas de ramos ou de ramos e nós.
Embora os autores apresentem justificação para tal, estas justificações não to-
mam em consideração o facto de muitas redes poderem ser organizadas através
de SRLG, o que implica que falhas múltiplas podem ser bastante prováveis. No
entanto, nos esquemas em que a recuperação é global mas as falhas múltiplas que
ocorram se confinem aos recursos de um mesmo caminho de trabalho, também
será possível, em princípio, a sua recuperação.
Embora os esquemas analisados até agora tratem o tráfego sem diferenciação,
na prática pode ser conveniente destingir o tráfego também na recuperação. Em
Ricciato et al. (2003) é proposto um esquema que fornece algum tipo de trata-
15No entanto, gostaríamos de chamar a atenção para o facto deste esquema ao proteger um caminho
está na realidade a proteger todos os caminhos entre um dado LSR de entrada e um dado LSR de
saída.
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mento diferenciado de protecção, mas apenas no que se refere a garantias de
LB. Em Autenrieth e Kirstadter (2002) os autores mostram que a diferenciação
de opções de recuperação para os fluxos de tráfego permite fornecer um uso
de recursos mais reduzido. Neste trabalho, várias combinações de mecanismos
de recuperação (por exemplo, protecção versus reencaminhamento, âmbito local
versus global), foram analisados no respeitante ao uso de LB. Outras medidas
foram propostas num estudo semelhante (Dong et al., 2003) para redes ópticas
e Generalized Multiprotocol Label Switching (GMPLS). Em Calle (2004) é proposto
um esquema que prevê uma escolha explícita de mecanismos de protecção para
diferentes classes de tráfego. Esta obra também apresenta a possibilidade de usar
mecanismos alternativos de protecção para a mesma classe de tráfego, e descreve
o desempenho esperado e o observado desses mecanismos. No entanto, a in-
dicação operacional para escolher entre os mecanismos de protecção (calculada
através de um algoritmo analítico, baseado na perda de pacotes, tempo de re-
cuperação e consumo de recursos) é limitada à protecção usando três diferentes
âmbitos de recuperação. De acordo com Calle (2004), incluir outros modelos de
recuperação nesta abordagem pode levar a problemas de escalabilidade.
2.5 Conclusões
Foram revistas as técnicas relativas à recuperação que podem ser usadas nas re-
des MPLS bem como propostas de esquemas de recuperação do tipo protecção
por comutação e do tipo recuperação por reencaminhamento. Além de apresen-
tar as características mais relevantes do funcionamento destes esquemas foram
ainda tecidas algumas considerações acerca da sua aplicabilidade em redes re-
ais. Finalmente foi apresentada uma resenha comparativa das suas características
mais relevantes.
Do trabalho realizado intui-se que o estudo da possibilidade de utilização de
diversos esquemas de recuperação simultaneamente, utilizando critérios de es-
colha do esquema em cada instante (por exemplo os tipos de serviços pedidos e
o estado da rede) tendo em vista a conjugação das suas melhores características,
é uma área a explorar. Assim no Capítulo 4 surge uma proposta de recupera-
ção que por um lado tira partido da articulação entre esquemas (conhecidos),
incorporando alguma(s) variante(s) de esquemas descritos na literatura.
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3 Partilha de Largura de Banda de
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Neste capítulo são apresentados algumas questões relativas à determinação dos
caminhos activos e de recuperação, para a recuperação em MPLS em situações
em que se pretende partilhar a LBP. Deve ser mencionado que a partilha que é
proposta pressupõe a inexistência de falhas simultâneas.
Neste capítulo são descritas algumas melhorias que podem ser efectuadas a
esquemas de partilha de LBP. Assim, na Secção 3.1 é introduzida a nomencla-
tura utilizada e descrito um método para reserva mínima de LBP na protecção
local. Na Secção 3.2 é revisto um esquema de protecção local e são propostas
correcções e alterações que culminam numa nova versão; todas as alterações in-
troduzidas são devidamente justificadas sendo descrito em detalhe o seu impacto
no funcionamento do algoritmo. Finalmente na Secção 3.3 é descrito o problema
de obtenção de um par de caminhos disjuntos de custo mínimo numa rede com
custos duais nos arcos e ainda o problema da obtenção do conjunto de todos
esses pares, sendo apresentados algoritmos para a sua resolução.
As Secções 3.1 e 3.2 baseiam-se em Jorge e Gomes (2006c, 2007). O texto da
Secção 3.3 baseia-se nos trabalhos Gomes et al. (2006a,b,c).
3.1 Considerações sobre a partilha de LB de protecção
A partilha de LBP é um problema cuja resolução óptima depende da quantidade
de informação disponível. Como já referido na Secção 2.4.1, a informação dis-
ponível para fazer a partilha pode ser classificada nos cenários denominados de
No Information (NI), Partial Information (PI) ou Full Information (FI). Em resumo,
podemos dizer que o modelo NI não assume mais informação sobre cada ramo
do que a LB disponível nele, o modelo FI assume que todos os pontos que tem
de tomar as decisões possuem toda a informação sobre todos os CA e CR na rede
(e a relação entre estes) e o modelo PI assume apenas a distribuição pela rede de
informação agregada dos ramos (informação para cada ramo sobre quanta LB é
reservada neste para CA e quanta para CR).
76 Considerações sobre a partilha de LB de protecção
Em redes reais com alguma dimensão, o modelo PI representa o melhor com-
promisso entre sobrecarga de sinalização e quantidade de partilha de LB de pro-
tecção, ou LBP. Para aumentar a partilha de LBP serão combinadas duas estra-
tégias: uma melhor selecção do CA e do CR, baseada numa estimativa melhor
da LBP adicional necessária nos CR, e reserva exacta da LB de protecção. Em
Qiao e Xu (2002) foi apresentada uma proposta de uma estimativa para a LBP
adicional necessária pelo CR de um CA, no contexto de protecção global. Ir-se-à
apresentar uma extensão dessa estimativa para protecção local. Esta estimativa
apresenta um valor mais preciso que o usado em Kodialam e Lakshman (2001),
e resultará na redução da taxa de rejeição de pedidos. Por seu lado a utilização
de reservas exacta conduz a uma redução da LBP usada (em cada pedido).
3.1.1 Notação
Utilizar-se-à, principalmente a notação usada em Kodialam e Lakshman (2001)
e Qiao e Xu (2002). Considere-se G′ = (V, E′), o grafo da rede, onde V é o
conjunto de nós e E′ o conjunto de ramos dirigidos. São indicados em seguida
um conjunto de símbolos que serão usados nesta secção.
• (i, j) ∈ E′: representa um ramo dirigido de cabeça j e cauda i, i, j ∈ V.
• A: conjunto dos ramos de um CA.
• Cij: capacidade do ramo (i, j).
• bk: LB necessária ao pedido k, em cada arco do CA.
• Aij: conjunto dos pedidos que utilizam o ramo (i, j) no CA.
• Fij: total da LB reservada para os pedidos que utilizam o ramo (i, j) no CA,
Fij = ∑k∈Aij bk.
• Bij: conjunto dos pedidos que utilizam o ramo (i, j) no CR.
• Bij: total da LB reservada para proteger ramos que utilizam o ramo (i, j)
nos respectivos CR.
• Rij: LB residual no ramo (i, j): Rij = Cij − Fij − Bij.
• Suvij = Aij ∩ Buv: conjunto dos pedidos que utilizam o ramo (i, j) no CA e
que utilizam o ramo (u, v) no CR, onde (i, j), (u, v) ∈ E′.
• Suvij = ∑k∈Suvij bk: total da LB necessária aos pedidos em Suvij .
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• δuvij : LBP adicional necessária no ramo (u, v) para o poder utilizar como
parte de um CR para um pedido novo que utiliza o ramo (i, j) no CA. Este
valor depende do modelo de informação considerado e, como salientado
em Qiao e Xu (2002), no método de estimação da LBP.
• θuvij : custo de utilizar o ramo (u, v) no CR de um pedido novo que utilize o
ramo (i, j) no CA.
• PuvB = {Suvij |(i, j) ∈ E′}: um vector que contêm a lista de valores Suvij . Indica
a quantidade de LBP no ramo (u, v) que é usada para proteger de uma
falha em qualquer outro ramo da rede.
• PBuv = maxij Suvij : o maior dos elementos do vector PuvB . É a LBP mínima
necessária no ramo (u, v) para proteger todos os CA.
• PijA = {Suvij |(u, v) ∈ E′}: um vector que contêm a lista de valores Suvij . Indica
a quantidade de LB do ramo (i, j) que é protegida em qualquer outro ramo
da rede.
• PAij = maxuv Suvij : o maior dos elementos do vector P
ij
A. É a LBP suficiente
no ramo (u, v) para proteger todos os CA.
• λuv: quantidade de LB de protecção disponível no ramo (u, v), para o pe-
dido actual (considerando que já foram calculados outros CR para esse
pedido). O nó origem do pedido conhecerá exactamente está quantidade,
para todos os ramos (u, v), quando tiver calculado o CA e os CR.
No modelo PI, a minimização da LBP é baseada numa estimativa da quanti-
dade necessária de LBP no ramo (u, v) para proteger todos os CA. Em Qiao e Xu
(2002), no contexto de protecção global, os autores salientaram que PAij + bk− Buv
é menor que Fij + bk − Buv usado em Kodialam e Lakshman (2000), onde k repre-
senta o pedido actual. Observamos que a instrução anterior ainda é válida no
contexto de protecção local e então, a LBP adicional necessária no ramo(u, v)
quando o ramo (i, j) é utilizado por um CA (correspondente ao pedido k) é
quanto muito:
δuvij = max[min(PAij + bk − Buv, bk)− λuv, 0] (3.1)
A LB necessária em cada ramo de um CR, associada com o pedido k (con-
siderando apenas partilha inter-pedido) é menor ou igual à LB, bk, que seria
necessária nos ramos do CA. Isto justifica a utilização de min na equação (3.1).
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Também max é necessário, porque min(PAij + b− Buv, b) pode ser menor do que
λuv. Assim, θuvij é dado por:
θuvij =
{
δuvij se Ruv ≥ δuvij ∧ (u, v) 6= (i, j)
∞ caso contra´rio
(3.2)
Para ser aplicável numa rede real, o protocolo de sinalização terá que distribuir,
Rij, Bij, e o valor de PAij calculados em cada nó i , em vez de Fij. A sobrecarga
de sinalização é, portanto, equivalente à abordagem em Kodialam e Lakshman
(2001).
A proposta de optimized Aggregate Information Scenario (oAIS) de Raza et al.
(2005), para o caso de protecção de um ramo, obtém Hij (com Hij ≤ Fij) como a
quantidade de LBP usada simultaneamente em qualquer ramo, se o ramo (i, j)
falha. De facto, Hij = PAij , embora Hij tenha sido deduzido a partir de uma
abordagem um pouco diferente e sem qualquer referência ao trabalho de Qiao e
Xu (2002).
3.1.2 Um método para reserva mínima de LBP na protecção local
Em Kodialam e Lakshman (2002b); Liu et al. (2001); Qiao e Xu (2002) foram pro-
postos métodos que, no contexto da protecção global, permitem fazer reserva
mínima e libertação máxima de LB de protecção, numa rede com o modelo PI.
Um método para reserva mínima de LBP na protecção local, que seguidamente
se descreve, requer tal como proposto em Qiao e Xu (2002), que para cada ramo
(u, v) seja conhecido o conjunto completo de ramos (i, j) (dos caminhos activos)
e PuvB , a quantidade de LB em (i, j) que é protegida pelo ramo (u, v).
Dado um caminho activo e os seus caminhos de protecção, considere os pares
formados por cada ramo de protecção (u, v) e o conjunto de ramos por ele pro-
tegido, Puv. O método que permite fazer reserva mínima de LBP, para protecção
global, proposto em Qiao e Xu (2002), pode ser aplicado a cada um desses pares,
tomando o ramo (u, v) como um caminho de protecção global virtual, que pro-
tege o caminho activo virtual constituído pelos ramos em Puv (que normalmente
não coincidirá com nenhum caminho topológico). O mesmo procedimento pode
ser utilizado para libertar caminhos de protecção (quando o caminho activo cor-
respondente for libertado).
Um aspecto relevante desta aproximação é permitir que coexistam, numa mes-
ma rede, esquemas de protecção local e global partilhando LB de protecção. Isto
é possível porque ambos os métodos requerem o mesmo tipo de informação e
podem partilhar as estruturas de dados que mantêm essa informação e por con-
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Figura 3.1: Rede para ilustrar a estrutura usada na reserva exacta.
seguinte as reservas. Para suportar esta partilha é também necessário que ambos
os métodos usem o mesmo tipo de suporte de sinalização. Em geral reservas
complexas como as pretendidas exigirão extensões ao RSVP para poderem ser
implementadas, porem em Gomes et al. (2005) apresentou-se uma proposta para
suportar estes tipos de sinalização sem necessidade de extensões ao RSVP.
A utilização do modelo (originalmente proposto para protecção global) num
contexto de protecção local, implica em primeiro lugar obter o conjunto, LRP,
de todos os ramos pertencentes aos caminhos de protecção do caminho activo
do pedido corrente. Em segundo lugar, dado LRP, é preciso, para cada (u, v) ∈
LRP, obter o conjunto, Puv, dos ramos do caminho activo que são protegidos
por (u, v). Seguidamente o modelo de reserva exacta para protecção global, já
conhecido, pode ser aplicado a cada caminho de protecção global virtual, o ramo
(u, v) (∀(u, v) ∈ LRP), considerando que este protege o caminho activo virtual
definido pelo conjunto Puv. De notar que a LB adicional que o ramo (u, v) passa
a proteger será igual à LB do pedido seja qual for o número de ramos que o
caminho activo virtual possua.
Na Figura 3.1 é apresentada a rede usada para ilustrar o método proposto
nesta secção. A Figura 3.2 descreve o caminho activo e os caminhos de protecção,
através das respectivas sequências de ramos. Com base nesta figura é possível
obter o conjunto de todos os ramos de protecção, LRP. Para cada ramo, (u, v) ∈
LRP, é obtido o conjunto dos ramos protegidos, Puv, como se pode ver na Figura
3.3. Com base nesta informação pode então ser aplicado o método em Qiao e Xu
(2002) a cada par de caminhos virtuais (Puv, (u, v)), ∀(u, v) ∈ LRP. Por exemplo,
quando (u, v) é igual a (LSR5,LSR3), Puv = {(LSR1, LSR2), (LSR2, LSR3)}.
3.2 Um algoritmo para protecção local com reserva exacta
Em uma rede, onde é permitida a partilha LBP, o problema de encontrar um CA
e o conjunto de CR que minimizam a LB total utilizada, é NP-Hard (Kodialam e
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Figura 3.3: Estrutura protecção-activo.
Lakshman, 2003). No entanto, os algoritmos de encaminhamento on-line necessi-
tam de gerar uma solução em poucos milissegundos. Portanto será apresentada
a heurística descrita na Secção 3.2.2, que é uma melhoria de uma heurística ex-
tremamente eficiente (Kodialam e Lakshman, 2001), revista na Secção 3.2.1.
3.2.1 Visão geral do algoritmo em Kodialam e Lakshman (2001)
Seja G = (V, E), o grafo da rede com todos os ramos invertidos. Daqui em
diante, sempre que a notação apresentada anteriormente for usada na descrição
do algoritmo é relativa a G (E em vez de E′).
LOCAL_EDGE_DISJOINT(s, t) (Kodialam e Lakshman, 2001) é um algoritmo
que calcula simultaneamente o caminho activo e os caminhos de protecção locais,
de s para t (s, t ∈ V). O primeiro passo do algoritmo é a inversão de todos os
ramos do grafo da rede – isto torna difícil a referência sem ambiguidades a um
dado ramo. Nesta secção os ramos pertencerão sempre a G (o grafo da rede
com todos os ramos invertidos), excepto quando indicado em contrário. Este
algoritmo é uma versão modificada do algoritmo de Dijkstra, no qual o peso dos
ramos da rede é calculado como o custo de os proteger, usando um caminho de
protecção local (Kodialam e Lakshman, 2001, 2002a). Este algoritmo chama o
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sub-algoritmo ALT_PATH_COST(k, j) o qual calcula o custo mínimo de proteger
localmente o ramo (k, j). Isto é conseguido através de chamadas sucessivas ao
sub-algoritmo SHORT_PRED_PATH(k, u, j). Este sub-algotitmo é também uma
versão modificada do algoritmo de Dijkstra, no qual o peso dos ramos é calculado
como o custo de os usar no caminho de protecção local do ramo (k, j). Em
cada chamada do sub-algoritmo SHORT_PRED_PATH(k, u, j), u é um nó no
caminho activo candidato, de t para k, que começa por ser igual a k e percorre,
nas chamadas sucessivas, todos os nós no caminho activo candidato até atingir
t, inclusive. Desta forma ALT_PATH_COST(k, j) determina o custo de todos os
caminho alternativos possíveis para protecção local do ramo (k, j), com origem
em u e destino em j e escolhe de entre eles o caminho de protecção local de custo
mínimo.
LOCAL_EDGE_DISJOINT(s, t) minimiza o custo de proteger o caminho ac-
tivo, levando em conta a partilha de LB entre os LSP de protecção para o LSP
activo calculado (partilha intra-pedido) e também entre os LSP de protecção de
diferentes LSP activos (partilha inter-pedido).
A notação introduzida em Kodialam e Lakshman (2001) será utilizada com
pequenas alterações. Um pedido é uma solicitação de um LSP protegido de
s para t. O pedido r solicita br unidades de LB. Designa-se por k o último
nó etiquetado permanentemente em LOCAL_EDGE_DISJOINT(s, t) e por j um
nó adjacente a k, o qual é o nó candidato corrente a integrar o caminho activo
candidato que contém k. O custo mínimo de proteger o ramo (k, j) é calculado
por ALT_PATH_COST(k, j). Este valor é obtido chamando SHORT_PRED_PA-
TH(k, u, j) para cada nó u no caminho mais curto de t para k (incluindo k e t
e com início em k). Isto porque o caminho de protecção do ramo (k, j) pode
começar em qualquer nó no caminho mais curto de t até k (terminando sempre
em j).
A lista de símbolos adicionais usados nos algoritmos é apresentada de seguida
(assumindo que todos os nós pertencem a V e todos os ramos a E):
• λumn: quantidade de LB que será reservada para o conjunto dos caminhos
que protegem os ramos no caminho activo candidato do nó t até u, para o
pedido corrente, se o caminho activo candidato se torna o caminho activo
efectivo, (m, n) ∈ E′.
• δmn: δmn = min(PAij + b− Bmn, b)− λkmn na nova versão do algoritmo; δmn =
Fkj + b− Bmn − λumn em Kodialam e Lakshman (2001).
• lmn: custo do ramo (m, n) na determinação do caminho de protecção mais
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curto.
• T (T′): conjunto dos nós etiquetados temporariamente no algoritmo de
Dijkstra em LOCAL_EDGE_DISJOINT(s, t) (SHORT_PRED_PATH(k, u, j)).
• P (P′): conjunto dos nós etiquetados permanentemente no algoritmo de
Dijkstra em LOCAL_EDGE_DISJOINT(s, t) (SHORT_PRED_PATH(k, u, j)).
• φ (γ): etiquetas dos nós no algoritmo de Dijkstra em LOCAL_EDGE_DIS-
JOINT(s, t) (SHORT_PRED_PATH(k, u, j)). φi (γa) custo do caminho mais
curto do nó t (u) para o nó i (a), se i ∈ P (a ∈ P′). φi (γa) custo do caminho
corrente do nó t (u) para o nó i (a), se i ∈ T (a ∈ T′).
• Q (Q′): predecessores dos nós no algoritmo de Dijkstra em LOCAL_EDGE_-
DISJOINT(s, t) (SHORT_PRED_PATH(k, u, j)). Q(i) (Q(a)) predecessor
do nó i (a) no caminho mais curto com origem em t (u) no algoritmo de
Dijkstra, se i ∈ P (a ∈ P′). Q(i) (Q(a)) predecessor do nó i (a) no caminho
corrente se i ∈ T (a ∈ T′).
• λu: vector formado por λuij. Vector de dimensão igual ao número de ra-
mos na rede. Se u é um nó etiquetado permanentemente no algoritmo de
Dijkstra, então λu atingiu o seu valor final.
• β (τ): vector auxiliar que armazena temporariamente λu em SHORT_-
PRED_PATH(k, u, j) (ALT_PATH_COST(k, j)).
Pretendendo tornar claras as referências às instruções dos vários algoritmos e
sub-algoritmos, sempre que for utilizada a palavra “linha” (de um algoritmo)
estamos a referir-nos a uma instrução da nova versão do algoritmo, e sempre que
for utilizada a palavra “passo” (de um algoritmo) estamos a referir-nos a uma
instrução da versão original.
3.2.2 Algoritmos original e melhorado
Na coluna do lado esquerdo é apresentado o algoritmo original (conforme apre-
sentado em Kodialam e Lakshman (2001)), e na coluna do lado direito é apresen-
tado o algoritmo com as correcções e alterações que propomos e também com as
gralhas corrigidas.
A heurística proposta em Kodialam e Lakshman (2001) é difícil de seguir de-
vido às interacções entre os três algoritmos, que não são explícitas na sua lista de
parâmetros. Os algoritmos o acesso a variáveis que podem ser acedidas/alteradas
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LOCAL_EDGE_DISJOINT(s, t) como em
Kodialam e Lakshman (2001)
• INITIALIZATION
1: Reverse all links in the network.
2: T = V, P = ∅, φt = 0, φj = ∞,
∀j 6= t,λdmn = 0 ∀(m, n) ∈ E, Q(t) =
∅.
• ITERATIVE STEP
2: k = arg min
j∈T
φj. If k = s goto Step 6.
3: T = T\{k} and P = P ∪ {k}.
4: For each j ∈ T, (k, j) ∈ E
wkj = ALT_PATH_COST(k, j)
if (φj ≥ wkj + φk)
φj = φk + wkj
Q(j) = k
5: Go to Step 2.
• TERMINATION
6: Exit.
LOCAL_EDGE_DISJOINT(s, t) – nova versão
1: Reverse all links in the network
2: T ← V, P ← ∅, φt ← 0, φj ← ∞, ∀j 6= t,
λtmn ← 0 ∀(m, n) ∈ E, Q(t)← ∅
3: k← arg min
j∈T
φj
4: while k 6= s do
5: T ← T\{k} and P← P ∪ {k}
6: for j ∈ T, (k, j) ∈ E do
7: if Rkj ≥ b then
8: wkj ← ALT_PATH_COST(k, j) + b
9: if φj > wkj + φk then
10: φj ← φk + wkj
11: Q(j)← k








Figura 3.4: Algoritmo LOCAL_EDGE_DISJOINT(s, t) (original e modificado).
ALT_PATH_COST(k, j) como em
Kodialam e Lakshman (2001)
• INITIALIZATION
1: u = k, MIN = ∞.
• ITERATIVE STEP
2: If u = ∅ go to Step 6.
3: α = SHORT_PRED_PATH(k, u, j).




mn = βmn∀(m, n) ∈ E.
5: u = Q(u) Go to Step 2.
• TERMINATION
6: Exit.
ALT_PATH_COST(k, j) – nova versão
1: u← k, MIN ← ∞
2: while u 6= ∅ do
3: α←SHORT_PRED_PATH(k, u, j)
4: if α ≤ MIN then
5: MIN ← α




Figura 3.5: Algoritmo ALT_PATH_COST(k, j) (original e modificado).
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SHORT_PRED_PATH(k, u, j) como em
Kodialam e Lakshman (2001)
• INITIALIZATION
1: δmn = Fkj + b− Bmn − λumn,
∀(mn) ∈ E.
2: lmn =
0 if δmn ≤ 0
δmn if 0 ≤ δmn ≤ b and Rmn ≥ δmn
and (m, n) 6= (k, j)
∞ otherwise
3: T′ = V, P′ = ∅, γu = 0, γj = ∞∀j 6= u,
λdmn = 0 ∀ (m, n) ∈ E
• ITERATIVE STEP
4: w = arg min
j∈T
wj.
If w = k go to Step 9.
5: T′ = T′\{w} and P′ = P′ ∪ {w}.
6: For each i ∈ T′, (w, i) ∈ E
if (γi ≥ lwi + γw)
γi = lwi + γw
Q′(i) = w
7: Go to Step 2.
• TERMINATION
8: Set βmn = λumn∀(mn) ∈ E, if arc (mn)
is on the shortest path from u to j set
βmn = λumn + lmn.
9: Exit.
SHORT_PRED_PATH(k, u, j) – nova versão
1: δmn = min(PAkj + b − Bmn, b) −
λkmn, ∀(m, n) ∈ E.
2: lmn =
0 if δmn ≤ 0 and (m, n) 6= (k, j)
δmn if 0 ≤ δmn and Rmn ≥ δmn + λkmn
and (m, n) 6= (k, j)
∞ otherwise
3: T′ ← V, P′ ← ∅, γu ← 0,
γh ← ∞ ∀ h 6= u, Q′(u)← ∅
4: w← arg min
h∈T′
γh
5: while w 6= j do
6: T′ ← T′\{w} and P′ ← P′ ∪ {w}
7: for i ∈ T′, (w, i) ∈ E do
8: if γi > lwi + γw then








15: for (m, n) ∈ E do
16: if (m, n) is on the shortest path
from u to j then
17: βmn ← λkmn + lmn
18: else
19: βmn ← λkmn
20: end if
21: end for
Figura 3.6: Algoritmo SHORT_PRED_PATH(k, u, j) (original e modificado).
em mais do que um algoritmo. Apresenta-se a seguir uma lista com as gralhas
detectadas no algoritmo original em Kodialam e Lakshman (2001) (no algoritmo
principal e num sub-algoritmo) e respectivas correcções.
No algoritmo LOCAL_EDGE_DISJOINT
• Substituir λdm,n (no passo 2) por λtm,n (como é visível na linha 2).
• A numeração dos passos deveria ser “1:, 2:, 3:, ..., 7:” e não “1:, 2:, 2:, 3:, ...,
6:”.
No sub-algoritmo SHORT_PRED_PATH
• Substituir γj ← ∞, ∀ j 6= u (no passo 3) por γh ← ∞, ∀ h 6= u (como é
visível na linha 3), para evitar confusões com o parâmetro de entrada.
• Retirar λdmn = 0, ∀ (m, n) ∈ E (no passo 3), pois está variável é inicializada
em LOCAL_EDGE_DISJOINT.
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• Acrescentar Q′(u) = ∅ (no passo 3), ver linha 3.
• Substituir j ∈ T (no passo 4) por h ∈ T′ (como é visível na linha 4).
• Substituir wj (no passo 4) por γh (como é visível na linha 4).
• Substituir “Step 9” (no passo 4) por “Step 8”.
• Substituir w = k (no passo 4) por w = j (ver linha 5).
• Substituir “if (γi ≥ lwi + γw)” (no passo 6) por “if (γi > lwi + γw)” (como
visível na linha 8), pois não há necessidade da alteração em caso de igual-
dade.
• Substituir “Step 2” (no passo 7) por “Step 4”.
Encontramos também algumas incorrecções no algoritmo original (no algo-
ritmo principal e sub-algoritmos), as quais se não forem corrigidas conduzirão a
resultados indesejados, como se mostrará na secção 3.2.3. As incorrecções detec-
tadas são:
1. No sub-algoritmo SHORT_PRED_PATH(k, u, j), alterar a condição para
atribuir um custo nulo a lmn, de δmn ≤ 0 (passo 2) para δmn ≤ 0 and
(m, n) 6= (k, j) (linha 2). Só assim é garantido que ramos do caminho ac-
tivo não sejam seleccionados para fazer parte dos caminhos de recuperação
correspondentes.
2. No passo 4, do algoritmo LOCAL_EDGE_DISJOINT(s, t), a iteração j só
deve ser efectuada se a LB residual do ramo (k, j), Rkj, for superior ou igual
a b (como visível na linha 7). Ou seja, um ramo só poderá fazer parte do
caminho activo se tiver LB residual suficiente para o pedido em causa.
3. O valor de λjmn não deve ser actualizado no passo 4 do sub-algoritmo
ALT_PATH_COST(k, j) mas sim no passo 4 do algoritmo LOCAL_EDGE_-
DISJOINT(s, t). Para tal, no algoritmo ALT_PATH_COST(k, j) a instru-
ção λjmn = βmn∀(m, n) ∈ E (no passo 4) foi substituída pela instrução
τmn ← βmn∀(m, n) ∈ E (linha 6), e foi acrescentada a instrução λjmn ←
τmn∀(m, n) ∈ E (linha 12) no algoritmo LOCAL_EDGE_DISJOINT(s, t).
Assim evita-se a alteração de λjmn quando a etiqueta, φj, e o predecessor,
Q(j), de j não sofrem alteração. Essa alteração poderia levar a que λjmn
tome valores incorrectos os quais poderão ser usados pelo algoritmo.
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4. λk deve armazenar a LBP necessária para proteger todos os ramos no seg-
mento final do candidato actual a CA (com cauda no nó k, o último nó
etiquetado permanentemente em LOCAL_EDGE_DISJOINT(s, t)). Consi-
dere-se v pertencente ao caminho mais curto de t até k (excluindo k). Então
λv armazena a quantidade de LBP necessária para proteger todos os ra-
mos no segmento de t a v, do candidato actual a CA, que não inclui a
largura de banda adicional necessária para proteger o segmento do CA de
v até k. Portanto no sub-algoritmo SHORT_PRED_PATH(k, u, j), no cál-
culo dos βmn (no passo 8), onde está λu deveria estar λk ( ver linha 17 e 19).
Caso contrário o valor final em LOCAL_EDGE_DISJOINT(s, t) pode levar
a reservar um valor insuficiente de LB em algum dos ramos de protecção
seleccionados.
5. No sub-algoritmo SHORT_PRED_PATH(k, u, j), alterar a condição para
atribuir um custo a lmn igual a δmn: de 0 ≤ δmn ≤ b and Rmn ≥ δmn and
(m, n) 6= (k, j), para 0 ≤ δmn ≤ b and Rmn ≥ δmn + λkmn and (m, n) 6= (k, j).
Para o ramo (m, n) poder ser usado para proteger o ramo (k, j) a sua LB
residual deve ser igual ou superior ao custo de o utilizar na protecção, δmn,
mais a partilha intra-pedido, λkmn, já conseguida na utilização desse ramo
para protecção.
A ocorrência de problemas na utilização do algoritmo devido à falta da correc-
ção 5é menos frequente que devido à falta das outras correcções uma vez que as
condições que conduzem a este problema são mais raras.
Uma versão mais eficiente de LOCAL_EDGE_DISJOINT(s, t) (considerando
que todas as incorrecções e gralhas detectadas foram corrigidas) é obtida fazendo
as seguintes alterações:
1. No sub-algoritmo SHORT_PRED_PATH(k, u, j) (no passo 1 – cálculo de
δmn) onde está λu surge agora λk na nova versão (ver linha 1). Desta forma
utiliza-se informação mais actualizada o que poderá conduzir a uma redu-
ção da LB de protecção, pois é utilizada toda a informação disponível para
partilha intra-pedido.
2. No algoritmo LOCAL_EDGE_DISJOINT(s, t), alterar o valor a atribuir ao
custo wkj de ALT_PATH_COST(k, j) (passo 4) para ALT_PATH_COST(k, j)
+ b (linha 8). Desse modo esse custo toma não só em consideração o custo
dos ramos do caminho de protecção mas também o custo do ramo do ca-
minho activo, o que levará a CA com comprimentos menores, como será
mostrado na Secção 3.2.4.
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3. Esta alteração pode ser dividida em duas partes:
a) No sub-algoritmo SHORT_PRED_PATH(k, u, j) (no passo 1) onde está
δmn = Fkj + b− Bmn − λumn∀(m, n) ∈ E passa a estar δmn = min(Fkj +
b− Bmn, b)− λkmn, ∀(m, n) ∈ E na nova versão (ver linha 1). Dado um
pedido de LB b, nenhum ramo dos caminhos de protecção do caminho
activo correspondente necessitará de um aumento na reserva da LB
de protecção superior a b. Assim a expressão presente na linha 1 da
nova versão é uma estimativa mais precisa do valor mínimo da LB de
protecção requerida no ramo (m, n) para proteger o ramo (k, j).
Esta alteração implica que δmn será no máximo b e por conseguinte o
teste δmn ≤ b, no passo 2, torna-se redundante pelo que foi removido
na linha 2 da nova versão.
Na realidade, no algoritmo original, a atribuição do valor δmn ao custo
lmn, no sub-algoritmo SHORT_PRED_PATH(k, u, j) (no passo 2), ape-
nas se δmn ≤ b faz com que possam existir situações em que um pedido
é rejeitado mesmo havendo LB disponível na rede.
b) Usar PAkj em vez de Fkj resulta numa estimativa mais próxima da LB
necessária nos CR, como será mostrado na Secção 3.2.4.
Em Kodialam e Lakshman (2001) o seguinte texto “the cost of using link (k, j)
in the active path is the sum of bandwidth currently being routed and the cost of
backing up link (k, j)” parece indicar que a alteração 2 teria estado sob considera-
ção por Kodialam e Lakshman. No entanto em LOCAL_EDGE_DISJOINT(s, t)
(Kodialam e Lakshman, 2001, 2002a) foi escolhida uma abordagem diferente: a
minimização da LB de protecção.
A alteração em 1 (combinada com a correcção 4) contribuirá para aumentar
a partilha de LB de protecção, e a alteração em 2 poderá melhorar os tempos
de propagação do tráfego nos caminhos activos e possivelmente também para
reduzir a LB total necessária. A alteração 3a fará com que os custos estimados
para os ramos de protecção sejam mais adequados.
O algoritmo proposto com reserva exacta de LBP necessita de recursos de me-
mória adicionais nos nós da rede, quando comparado com a abordagem em
Kodialam e Lakshman (2000). O cálculo de PAij , introduzido na Secção 3.1 im-
plica o armazenamento local (em cada nó i ∈ V) de PijA, um vector de dimensão
|E|, para cada ramo local (i, j). Para implementar o mecanismo de reserva des-
crito na Subsecção 3.1.2, todos os nó u ∈ V, necessitarão de manter, para cada
ramo local (u, v), um vector PuvB , também de dimensão |E|. Sendo g o grau má-

















Figura 3.7: Rede exemplo usada para ilustrar as correcções e alterações propostas ao algoritmo.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 0 0 0 0 0 0 0 0 0 0 0
Bnm 0 0 0 0 0 0 0 0 0 0 0
Rnm 250 250 75 250 250 250 250 250 250 250 250
Tabela 3.1: Estado da rede antes do estabelecimento de qualquer pedido.
ximo de nós em G, a informação máxima necessária (localmente) em cada nó
para implementar o algoritmo proposto é O(2g|E|).
3.2.3 Ilustração da pertinência das modificações propostas
Nesta subsecção recorrer-se-á a exemplos para ilustrar a pertinência das correc-
ções e alterações propostas. Nesses exemplos utiliza-se a rede ilustrada na Fi-
gura 3.7 e a pedidos particulares nessa rede. A Tabela 3.1 corresponde ao estado
inicial da rede.
Em cada um dos vários exemplos seguintes começa-se por estabelecer, em ge-
ral, um determinado número de pedidos. Os caminhos para estes pedidos serão
determinados com a versão alterada do algoritmo. Para cada exemplo, os estados
após esses pedidos iniciais serão os pontos de partida para ambos os algoritmos
(original e alterado).
Lembra-se que o algoritmo começa por inverter os ramos da rede e a partir daí
determina o CA e juntamente os CR do destino até à origem. No entanto, nesta
subsecção, nas tabelas representam-se os ramos da rede original e quando são
referidos ramos da rede são também apresentados de acordo com o sentido ori-
ginal (e não com o sentido inverso que o algoritmo usa). Perceberá os exemplos
mais facilmente se tiver presente que o índice k corresponde ao último nó que




Tabela 3.2: Pedidos considerados no exemplo para a Correcção 1.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 60 0 0 60 0 0 0 0 0 0 0
Bnm 0 60 0 0 60 0 0 60 0 0 0
Rnm 190 190 75 190 190 250 250 190 250 250 250
Tabela 3.3: Estado da rede após o estabelecimento do primeiro pedido.
foi etiquetado definitivamente, o índice j corresponde ao nó que se está a tentar
re-etiquetar e o índice u ao nó destino do caminho de protecção.
Correcção 1
Deve ser notado que, no algoritmo SHORT_PRED_PATH(k, u, j) no teste do
passo 2 (versão original), a condição apresentada para atribuir um custo nulo
a lmn arrisca-se a escolher para os CR troços pertencentes ao CA, se nestes o va-
lor de LB para protecção (Bmn + λkmn) ultrapassar a LB necessária para CA (Fkj)
somada à LB para o pedido em causa (b).
Os pedidos para o exemplo desta correcção foram os apresentados na Tabela
3.2.
A Tabela 3.3 corresponde ao estado da rede após o estabelecimento do pri-
meiro pedido. Na determinação dos caminhos para o segundo pedido (Tabela
3.2), quando o algoritmo SHORT_PRED_PATH(k, u, j) procura um CR para o
ramo LSR3-LSR2 (j = 3 e k = u = 2) começa por determinar os valores dos vec-
tores δ e l. Os valores que obtém são apresentados na Tabela 3.4 (determinam-se
facilmente a partir da Tabela 3.3), que mostra que foi atribuído um custo zero para
a utilização do ramo LSR3-LSR2 como protecção do ramo LSR3-LSR2. Como é
óbvio, com esses valores para os custos o algoritmo de Dijkstra (código da linha
3 à linha 14) obtém para CR o ramo LSR3-LSR2. O que finalmente resultará na
escolha dos CR LSR0-LSR3-LSR2 e LSR3-LSR2 e do CA LSR0-LSR3-LSR2 (não
disjuntos).
Este problema é evitado, na nova versão, através da correcção da condição que
atribuir um custo nulo a lmn (linha 2). Deste modo, um ramo que pertença ao CA
será sempre impedido de ser utilizado em CR (através da atribuição de um custo
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Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
δnm 50 -10 50 50 -10 50 50 -10 50 50 50
lnm 50 0 50 50 0 50 50 0 50 50 50
Tabela 3.4: Valores dos vectores δ e l numa invocação particular de SHORT_PRED_PATH(k, u, j)
na versão original do algoritmo.
infinito).
Correcção 2
A necessidade desta correcção parece-nos demasiado óbvia para necessitar de
um exemplo.
Correcção 3
Como foi referido o vector λk guarda a quantidade de LB necessária para os CR
de todos os ramos no caminho (na árvore de caminhos mais curtos) do nó k até
ao nó destino, para o pedido actual.
No exemplo seguinte adicionou-se o ramo LSR3-LSR0 (com capacidade 250)
à rede apresentada na Figura 3.7. Foi tentado estabelecer, com o algoritmo ori-
ginal (com as Correcções 1, 2 e 4), o pedido entre o LSR0 (origem) e o LSR2
(destino) com 5 unidades de LB. Para o pedido em causa o algoritmo LOCAL_-
EDGE_DISJOINT(s, t) começa por etiquetar definitivamente o LSR2 (k = 2) e
temporariamente todos os restantes com etiquetas ∞, após o que vai re-etiquetar
temporariamente todos os nós adjacentes a LSR2 (LSR1, LSR3 e LSR4), quando
j = 1, 3 e 4 (passo 4 desse algoritmo), e calcular os λj, indirectamente pela cha-
mada do algoritmo ALT_PATH_COST(k, j) (no passo 4 deste), correspondentes
a esses nós (ver Tabela 3.5). As etiquetas temporárias desses nós passam todos
a ter o valor 10 (φj = 10). O algoritmo escolhe etiquetar definitivamente o LSR1
(k = 1) após o que na análise das suas adjacências (LSR0 e LSR3) o valor de λ3
é alterado para reflectir o custo da eventual inclusão do ramo LSR1-LSR3 na ár-
vore de caminhos mais curtos. No entanto, como o custo mínimo dessa inclusão
- protecção do ramo LSR3-LSR1 com o ramo LSR3-LSR2 – somado à etiqueta do
LSR1 (w13 + φ1 = 5+ 10 – passo 4 do algoritmo LOCAL_EDGE_DISJOINT(s, t))
é superior à etiqueta actual do LSR3 (φ3 = 10) esta não é alterada bem como o
não é o predecessor do LSR3, porém nos cálculos subsequentes λ3 é utilizado
após ter sido incorrectamente (indevidamente) alterado (ver Tabela 3.6).
Este problema foi resolvido, no algoritmo corrigido, utilizando uma variável
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Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
λ1 0 0 0 0 5 0 0 0 5 0 0 0
λ3 0 0 0 5 0 0 0 5 0 0 0 0
λ4 0 0 0 0 0 0 0 0 5 0 0 5
Tabela 3.5: Valores em vectores λ após a execução da primeira iteração do código identificado
como “ITERATIVE STEP” da versão original do algoritmo LOCAL_EDGE_DISJOI-
NT(s, t).
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
λ3 0 0 0 0 5 0 0 0 10 0 0 0
Tabela 3.6: Valores no vector λ3 após a execução da segunda iteração do código identificado como
“ITERATIVE STEP” da versão original do algoritmo LOCAL_EDGE_DISJOINT(s, t).
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
λ4 0 0 0 0 0 0 0 0 5 0 0 5
Tabela 3.7: Valores no vector λ4 quando LSR4 é etiquetado permanentemente.
auxiliar para guardar temporariamente o vector λj no algoritmo ALT_PATH_-
COST(k, j) (linha 6), e actualizando o vector λj apenas no algoritmo LOCAL_-
EDGE_DISJOINT(s, t) (linha 12) quando é alterada a etiqueta e o predecessor
do nó j.
Correcção 4
No exemplo seguinte utiliza-se a mesma rede (usada na Correcção 3) e tenta-
se estabelecer, com o algoritmo original (com todas as correcções anteriores), o
mesmo pedido (entre o LSR0 e o LSR2 com 5 unidades de LB) usado no exemplo
da correcção anterior.
O algoritmo etiqueta definitivamente o LSR4 a partir do LSR2, o que significa
que o ramo LSR4-LSR2 pertence à árvore de caminhos mais curtos. Tendo sido
escolhido LSR4-LSR3-LSR2 para caminho de protecção desse ramo. Por isso o
vector λ4 possui nessa altura os valores indicados da Tabela 3.7.
Posteriormente, LSR0 é etiquetado permanentemente pelo algoritmo a partir
de LSR4 (k = 4). O algoritmo escolheu para caminho de protecção do ramo
LSR0-LSR4 o caminho LSR0-LSR1-LSR2 (u = 2). O vector λ0 possui, no final
da execução do algoritmo, os valores indicados da Tabela 3.8, pois λ0 foi calcu-
lado somando os custos dos dois ramos do caminho de protecção nas posições
respectivas de λ2 (este vector possui zeros em todas as posições uma vez que
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Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
λ0 5 0 0 5 0 0 0 0 0 0 0 0
Tabela 3.8: Valores no vector λ0 quando LSR0 é etiquetado permanentemente.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
λ0 5 0 0 5 0 0 0 0 5 0 0 5
Tabela 3.9: Valores que o vector λ0 deveria ter quando LSR0 é etiquetado permanentemente.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 0 0 0 0 0 0 0 0 0 0 0
Bnm 0 0 0 0 0 0 0 0 0 0 0
Rnm 0 0 0 80 200 200 100 75 0 0 0
Tabela 3.10: Estado da rede antes do estabelecimento de qualquer pedido - Correcção 5.
corresponde ao nó destino).
No entanto, no final da execução do algoritmo, o vector λ0 deveria possuir
os valores indicados da Tabela 3.9, uma vez que o vector λ0 deve guardar a
quantidade de LB necessária para os CR de todos os ramos do CA, para o pedido
actual.
Este problema foi resolvido, no algoritmo corrigido, utilizando λk em vez de
λu no passo 8 do sub-algoritmo SHORT_PRED_PATH(k, u, j). Para o exemplo
em causa, esta correcção implicava que o cálculo de λ0 tinha em consideração o
vector λ4 em vez do vector λ2.
Correcção 5
Para ilustrar a necessidade da Corecção 5 recorremos mais uma vez à rede com a
topologia apresentada na Figura 3.7. As capacidades do ramos para este exemplo
são as apresentadas na Tabela 3.10.
Após o estabelecimento dos dois primeiros pedidos com as características apre-
Pedido Origem-Destino LB CA CR
1o LSR3-LSR1 50 LSR3-LSR1 LSR3-LSR2-LSR1
2o LSR1-LSR2 30 LSR1-LSR2 LSR1-LSR3-LSR2
3o LSR3-LSR2 30 - -
Tabela 3.11: Pedidos considerados no exemplo - Correcção 5.
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Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 0 0 0 30 0 0 50 0 0 0 0
Bnm 0 0 0 0 30 50 0 50 0 0 0
Rnm 0 0 0 50 170 150 50 25 0 0 0
Tabela 3.12: Estado da rede após o estabelecimento dos dois primeiros pedidos - Correcção 5.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
λ1 0 0 0 0 30 0 0 0 10 0 0 0
Tabela 3.13: Valores no vector λ1 após a execução da primeira iteração do código identificado como
“ITERATIVE STEP” da versão original do algoritmo LOCAL_EDGE_DISJOINT(s, t).
sentadas na Tabela 3.11, o estado da rede passou a ser o apresentado na Tabela
3.12.
Quando surge o terceiro pedido, de LSR3 para LSR2, uma vez que o ramo
LSR3-LSR2 não possui LB residual suficiente para o CA o algoritmo original
(com as correcções 1, 2, 3 e 4 e também com a alteração 1) vai escolher para CA o
caminho LSR3-LSR1-LSR2 que possui LB residual suficiente para o pedido. Para
proteger o ramo LSR1-LSR2 escolhe o CR LSR1-LSR3-LSR2 e para proteger o
ramo LSR3-LSR1 escolhe o CR LSR3-LSR2. Porém esta última escolha não pode
logicamente ocorrer, por falta de LB. Os cálculos que estiveram na base dessas
escolhas são os seguintes:
• O algoritmo começa por determinar adequadamente o CR LSR1-LSR3-LSR2,
para proteger o ramo LSR1-LSR2. Quando este caminho de protecção é de-
terminado o custo de usar o ramo LSR1-LSR3 na protecção é 30 e o custo de
usar o ramo LSR3-LSR2 na protecção é 10. Os custos foram determinado no
passo 2 do sub-algoritmo SHORT_PRED_PATH(1, 2, 2) (o primeiro custo
é obtido da expressão F12 + b− B13 − λ213 = 30 + 30− 30− 0 e o segundo
é obtido da expressão F12 + b− B32 − λ232 = 30+ 30− 50− 0). Estes custos
serão a informação que fica armazenada no vector λ1 (conforme ilustrado
na Tabela 3.13) após a primeira iteração do código identificado como “ITE-
RATIVE STEP” da versão original do algoritmo LOCAL_EDGE_DISJOI-
NT(s, t). Este vector indica que os próximos CR a ser determinados para
o CA que contém o ramo LSR1-LSR2 podem utilizar partilha intra-pedido
nos ramos LSR1-LSR3 e LSR3-LSR2 de 30 e 10 unidades, respectivamente.
• Na segunda iteração do código identificado como “ITERATIVE STEP” da
versão original (com as modificações referidas anteriormente) do algoritmo
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LOCAL_EDGE_DISJOINT(s, t) quando determina a protecção para o ramo
LSR3-LSR1 o sub-algoritmo SHORT_PRED_PATH(3, 2, 1) obtém 20 para
o custo de usar o ramo LSR3-LSR2 na protecção (através da expressão
F31 + b − B32 − λ132 = 50 + 30 − 50 − 10 e porque a LB residual no ramo
LSR3-LSR2, R32, é igual a 25).
Ora o custo deveria ser infinito uma vez que a capacidade do ramo LSR3-LSR2
é 75 unidades das quais 50 já estão a ser usadas para protecção do ramo LSR3-
LSR1 (para o primeiro pedido), restando apenas 25 para proteger outro pedido
no ramo LSR3-LSR1 e o terceiro pedido necessita de 30.
É necessário existir a conjugação de várias condições para situações destas
ocorrerem:
• Um ramo ser usado na protecção de dois ou mais ramos de um CA.
O ramo LSR3-LSR2 estava a ser usado para proteger o ramo LSR1-
LSR2 e o LSR3-LSR1.
• Inicialmente esse ramo do CR poder ser usado para proteger um ramo do
CA mas com custo não nulo (posteriormente indicado como partilha intra-
pedido possível).
O custo do ramo LSR3-LSR2 proteger o ramo LSR1-LSR2 foi 10.
• O uso desse ramo para proteger um dos ramos finais do CA ser impossível
por não haver LB residual suficiente. No entanto a LB necessária para essa
protecção menos a partilha intra-pedido deverá ser inferior ou igual à LB
residual.
A utilização do ramo LSR3-LSR2 para proteger o ramo LSR3-LSR1 é
impossível uma vez que eram necessárias 30 unidades de LB e apenas
estão disponíveis 25. No entanto a LB necessária para protecção (30)
menos a partilha intra-pedido (10) é inferior à LB residual (25).
Para resolver este problema foi alterada a condição que atribui um custo não
nulo e diferente de infinito ao ramo (m, n) (linha 2) de . . . Rmn ≥ δmn . . . para
. . . Rmn ≥ δmn + λkmn . . ., assim o custo será infinito se a LB residual não for
suficiente. Colocado de uma forma simples: Quando se determina o custo de
usar um ramo na protecção o seu valor deverá ser infinito se a LB residual for
inferior à soma de δmn mais a partilha intra-pedido, isto porque de δmn tinha sido
subtraída a partilha intra-pedido.
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Pedido Origem-Destino LB CA CR Algoritmo
1o LSR3-LSR4 5 LSR3-LSR4 LSR3-LSR0-LSR4 -
2o LSR0-LSR2 60 LSR0-LSR1-LSR2 LSR0-LSR3-LSR2, Alterado
LSR1-LSR3-LSR2
2o LSR0-LSR2 60 LSR0-LSR3-LSR2 LSR0-LSR4-LSR2, Original
LSR3-LSR1-LSR2
Tabela 3.14: Pedidos considerados no exemplo para a Alteração 1.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
Fjk 0 0 0 0 0 0 0 0 0 5 0 0
Bnm 0 0 5 0 0 0 5 0 0 0 0 0
Rnm 250 250 70 250 250 250 245 250 250 245 250 250
Tabela 3.15: Estado da rede após o estabelecimento do primeiro pedido.
Deve ser notado que o exemplo apresentado ilustra a necessidade da Correcção
no algoritmo original com a alteração 1, por uma questão de simplicidade. No
entanto o mesmo problema pode ocorrer no algoritmo original (sem a alteração
1) pois este também entra para o cálculo do custo em consideração com a partilha
intra-pedido, embora de uma forma menos eficiente.
Alteração 1
Para este exemplo acrescentámos também o ramo LSR3-LSR0 (com capacidade
250) à rede apresentada na Figura 3.7. Começámos por estabelecer um pedido
entre o LSR3 (origem) e o LSR4 (destino) com 5 unidades de LB. De seguida
foi estabelecido, com o algoritmo alterado e com o algoritmo original (este com
todas as Correcções), o pedido entre o LSR0 (origem) e o LSR2 (destino) com
60 unidades de LB, os resultados respectivos são apresentados na Tabela 3.14.
Regista-se que no exemplo apresentado a alteração 3a não foi considerada no
algoritmo modificado, no entanto se ela tivesse sido considerada o resultado final,
em termos de CA e CR, seria exactamente o mesmo.
A Tabela 3.15 corresponde ao estado da rede após o estabelecimento do pri-
meiro pedido.
As Figuras 3.8 e 3.9 ilustram as quatro iterações do código identificado como
“ITERATIVE STEP” da versão original do algoritmo LOCAL_EDGE_DISJOI-
NT(s, t) e as quatro iterações do ciclo “WHILE” (linha 4 a linha 17) da versão
alterada do algoritmo LOCAL_EDGE_DISJOINT(s, t), respectivamente (para o
segundo pedido). Nessas figuras, em cada uma das iterações, os ramos candida-


































(c) 3a iteração (d) 4a iteração
Figura 3.8: Iterações principais do algoritmo LOCAL_EDGE_DISJOINT(s, t) - versão original.
tos a entrar na árvore de caminhos mais curtos são representados com uma linha
contínua e os caminhos de protecção escolhidos para esses ramos são represen-
tados por linhas descontínuas. Sendo que, o caminho de protecção e o ramo
protegido por este possuem a mesma cor, e a cor preta é usada para o próximo
ramo a entrar na árvore de caminhos mais curtos. Para simplificar as figuras,
em cada iteração apenas se mantêm das iterações anteriores a representação dos
ramos que fazem parte da árvore.
Ambos os algoritmos começam por etiquetar definitivamente o nó 2 com eti-
queta zero (e todos os outros com etiquetas ∞) após o que re-etiquetam tempora-
riamente os nós adjacentes a esse (nós 1, 3 e 4), como é visível nas Figuras 3.8(a) e
3.9(a). Com o algoritmo alterado as etiquetas temporárias obtidas são 180 para os
três nós, enquanto que com o algoritmo original são 120 (cada um destes valores
é igual ao correspondente anterior menos a LB do pedido em causa). Ambos os
algoritmos etiquetam definitivamente o nó 1 após o que re-etiquetam temporari-
amente o nó 0 (o nó 3 embora adjacente mantém o valor), no algoritmo original
passa a ter o valor 235 (etiqueta de LSR1 mais o custo da protecção do ramo
LSR0-LSR1) enquanto que no alterado é re-etiquetado para 300, 180 (etiqueta de
LSR1) + 60 (custo da protecção do ramo LSR0-LSR1) + 60 (LB do pedido). Tanto
o algoritmo original como o alterado etiquetam definitivamente o LSR3, como é
ilustrado nas Figuras 3.8(b) e 3.9(b), respectivamente.


































(c) 3a iteração (d) 4a iteração
Figura 3.9: Iterações principais do algoritmo LOCAL_EDGE_DISJOINT(s, t) - versão alterada.
O algoritmo original na terceira iteração, ilustrada na Figura 3.8(c), re-etiqueta
o LSR0 com 235, 120 (etiqueta de LSR3) + 115 (custo da protecção do ramo LSR0-
LSR3). Note que o LSR0 foi re-etiquetado, desnecessariamente, com o mesmo
valor que já possuía, sendo isso resultado da condição, (φj ≥ wkj + φk), no
passo 4 do algoritmo LOCAL_EDGE_DISJOINT(s, t). O LSR4 mantém a eti-
queta tornando-se essa definitiva. Na mesma iteração o algoritmo alterado (ver
Figura 3.9(c)) não efectua nenhuma alteração no valor das etiquetas mas torna
definitiva a etiqueta do LSR4. Na última iteração tanto o algoritmo original (ver
Figura 3.8(d)) como o algoritmo alterado (ver Figura 3.9(d)) apenas tornam defi-
nitiva a etiqueta de LSR0. Estes resultados confirmam as escolhas apresentadas
na Tabela 3.14 para os CA e CR.
Os estados da rede, após o estabelecimento do segundo pedido, são represen-
tados nas Tabelas 3.17 e 3.18, respectivamente para a versão original e alterada
do algoritmo. Neste exemplo, embora ambos os algoritmos tenham partido do
mesmo estado da rede, é visível que, para satisfazer o segundo pedido, a LB de
protecção é superior na versão original. Na solução do algoritmo alterado o ramo
LSR3-LSR2 é utilizado tanto para protecção do ramo LSR1-LSR2 como para pro-
tecção do ramo LSR0-LSR1. Este tipo de partilha não ocorreu no algoritmo origi-
nal porque na segunda iteração quando re-etiquetou temporariamente o LSR0, o
custo da protecção do ramo LSR0-LSR1 115 (55 do ramo LSR0-LSR4 (recorrendo
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Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
λ1 0 0 0 0 60 0 0 0 60 0 0 0
λ2 0 0 0 0 0 0 0 0 0 0 0 0
Tabela 3.16: Valores nos vectores λ1 e λ2 na 2a iteração do algoritmo LOCAL_EDGE_DISJOI-
NT(s, t).
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
Fjk 0 60 0 0 0 0 0 0 60 5 0 0
Bnm 0 0 60 60 0 0 5 60 0 0 60 0
Rnm 250 190 15 190 250 250 245 190 190 245 190 250
Tabela 3.17: Estado da rede após o estabelecimento do segundo pedido - versão original.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
Fjk 60 0 0 60 0 0 0 0 0 5 0 0
Bnm 0 60 5 0 60 0 5 0 60 0 0 0
Rnm 190 190 70 190 190 250 245 250 190 245 250 250
Tabela 3.18: Estado da rede após o estabelecimento do segundo pedido - versão alterada.
a partilha inter-pedido) +60 do ramo LSR4-LSR2) não teve em consideração a
informação mais recente relativa à partilha intra-pedido, utiliza o λ2 em vez do
λ1 que é mais actualizado (ver Tabela 3.16), no cálculo de δmn a partir do qual
se obtém os custos, lmn, dos ramos no algoritmo SHORT_PRED_PATH(k, u, j)).
Como na versão alterada é utilizada a informação do λ1 este consegue partilha
intra-pedido no ramo LSR3-LSR2 (este ramo já estava a ser usado para protecção
do ramo LSR1-LSR2).
O algoritmo mesmo com as alterações mantém-se uma heurística “greedy”
uma vez que as escolhas inicias podem impedir conseguir uma maior partilha
no futuro. Como exemplo podemos utilizar o caso anterior. Vamos considerar
que no segundo pedido, na primeira iteração, o algoritmo escolhia proteger o
ramo LSR3-LSR2 com o caminho LSR3-LSR4-LSR2 (neste caso este caminho tem o
mesmo custo que o que foi escolhido pelo algoritmo, embora isto não seja sempre
condição necessária, ou seja pode mesmo haver situações em que a escolha inicial
de um caminho de custo superior poderá conduzir a um consumo de LB final
inferior). Se isso tivesse acontecido então na segunda iteração o LSR0 seria re-
etiquetado a partir do LSR3 e não do LSR1 como aconteceu, pois neste caso
estaria a usar simultaneamente partilha intra-pedido e inter-pedido. O estado da
rede após o estabelecimento do segundo pedido seria o apresentado na Tabela
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Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-0 3-1 3-2 3-4 4-2 4-3
Fjk 0 60 0 0 0 0 0 0 60 5 0 0
Bnm 0 0 60 0 0 0 5 0 0 60 60 0
Rnm 250 190 15 250 250 250 250 245 190 185 190 250
Tabela 3.19: Estado da rede após o estabelecimento do segundo pedido - com escolha de caminho
de protecção alternativo.
Pedido Origem-Destino LB CA CR
1o LSR3-LSR2 5 LSR3-LSR2 LSR3-LSR1-LSR2
2o LSR0-LSR4 60 LSR0-LSR4 LSR0-LSR3-LSR4
3o LSR0-LSR3 80 LSR0-LSR3 LSR0-LSR1-LSR3
4o LSR1-LSR2 80 LSR1-LSR2 LSR1-LSR3-LSR2
Tabela 3.20: Pedidos considerados no exemplo para a Alteração 2.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 0 0 0 0 0 0 0 5 0 0 0
Bnm 0 0 0 5 0 0 5 0 0 0 0
Rnm 250 250 75 245 250 250 245 245 250 250 250
Tabela 3.21: Estado da rede após o estabelecimento do primeiro pedido.
3.19, o que mostra que a LB total necessária para o segundo pedido foi de 295
unidades (ver também Tabela 3.15) enquanto que para o mesmo pedido tinha
anteriormente sido 300 unidades (ver Tabela 3.15 e Tabela 3.18). Isto aconteceu
porque a escolha da protecção do ramo LSR3-LSR2 foi efectuada sem ter em
consideração as futuras possibilidades de partilha inter-pedido.
Alteração 2
A sequência de pedidos iniciais bem como os caminhos obtidos, para esses pedi-
dos, são apresentados na Tabela 3.20. De novo regista-se que no exemplo apre-
sentado a alteração 3a não foi considerada no algoritmo modificado, no entanto
se ela tivesse sido considerada o resultado final, em termos de CA e CR, seria
exactamente o mesmo.
As Tabelas 3.21, 3.22, 3.23 e 3.24 correspondem ao estado após o estabeleci-
mento do primeiro pedido, do segundo pedido, do terceiro pedido e do quarto
pedido, respectivamente.
Vamos considerar que o quinto pedido é entre o LSR0 e o LSR2 com 80 de LB
e vamos mostrar, para esse pedido, quais são as escolhas efectuadas para o CA
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Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 0 0 60 0 0 0 0 5 0 0 0
Bnm 0 60 0 5 0 0 5 0 60 0 0
Rnm 250 190 15 245 250 250 245 245 190 250 250
Tabela 3.22: Estado da rede após o estabelecimento do segundo pedido.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 0 80 60 0 0 0 0 5 0 0 0
Bnm 80 60 0 5 80 0 5 0 60 0 0
Rnm 170 110 15 245 170 250 245 245 190 250 250
Tabela 3.23: Estado da rede após o estabelecimento do terceiro pedido.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 0 80 60 80 0 0 0 5 0 0 0
Bnm 80 60 0 5 80 0 5 80 60 0 0
Rnm 170 110 15 165 170 250 245 165 190 250 250
Tabela 3.24: Estado da rede após o estabelecimento do quarto pedido.
e para os CR, pelos algoritmos alterado e original (com a alteração anterior e to-
das as correcções). As Figuras 3.10 e 3.11 ilustram as quatro iterações do código
identificado como “ITERATIVE STEP” da versão original do algoritmo LOCAL_-
EDGE_DISJOINT(s, t) e as quatro iterações do ciclo “WHILE” (linha 4 a linha
17) da versão alterada do algoritmo LOCAL_EDGE_DISJOINT(s, t), respectiva-
mente. Nessas figuras, em cada uma das iterações, os ramos candidatos a entrar
na árvore de caminhos mais curtos são representados com uma linha contínua
e os caminhos de protecção escolhidos para esses ramos são representados por
linhas descontínuas. Sendo que, o caminho de protecção e o ramo protegido por
este possuem a mesma cor, e a cor preta é usada para o próximo ramo a entrar
na árvore de caminhos mais curtos. Para simplificar as figuras, em cada iteração
apenas se mantêm das iterações anteriores a representação dos ramos que fazem
parte da árvore.
Ambos os algoritmos começam por etiquetar definitivamente o nó 2 com eti-
queta zero (e todos os outros com etiquetas ∞) após o que re-etiquetam tempora-
riamente os nós adjacentes a esse (nós 1, 3 e 4), como é visível nas Figuras 3.10(a)
e 3.11(a). Com o algoritmo alterado as etiquetas temporárias obtidas são 240,
240 e 160, respectivamente para os nós 1, 3 e 4, enquanto que com o algoritmo
original são 180, 180 e 80 (cada um destes valores é igual ao correspondente an-


































(c) 3a iteração (d) 4a iteração


































(c) 3a iteração (d) 4a iteração
Figura 3.11: Iterações principais do algoritmo LOCAL_EDGE_DISJOINT(s, t) - versão alterada.
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terior menos a LB do pedido). Ambos os algoritmos etiquetam definitivamente
o nó 4 após o que re-etiquetam temporariamente o nó 3 (o nó 0 embora também
seja adjacente não é re-etiquetado porque não possui LB livre suficiente para o
pedido em causa), no algoritmo original passa a ter o valor 80 (etiqueta de LSR4
mais o custo da protecção do ramo LSR3-LSR4) enquanto que no alterado man-
tém o valor 240; pois o valor que obtém é também 2401 (160 (etiqueta de LSR4)
+ 0 (custo da protecção do ramo LSR3-LSR4) + 80 (LB do pedido)). O algoritmo
original etiqueta definitivamente o LSR3 e o algoritmo alterado o LSR1 (embora
também pudesse ter sido etiquetado definitivamente o LSR32) como é ilustrado
nas Figuras 3.10(b) e 3.11(b), respectivamente. O algoritmo original na terceira
iteração, ilustrada na Figura 3.10(c), re-etiqueta o LSR1 com 155, 80 (etiqueta de
LSR3) + 75 (custo da protecção do ramo LSR1-LSR3), e o LSR0 com 240 (80+ 160)
e torna a etiqueta de LSR1 definitiva. Na mesma iteração o algoritmo alterado
(ver Figura 3.11(c)) re-etiqueta o LSR0 com 340, 240 (etiqueta de LSR1) + 20
(custo da protecção do ramo LSR0-LSR1)+ 80 (LB do pedido) e torna definitiva
a etiqueta de LSR3. Na última iteração o algoritmo original (ver Figura 3.10(d))
re-etiqueta o LSR0 com 175, 155 (etiqueta de LSR1) + 20 (custo da protecção do
ramo LSR0-LSR1), e torna a sua etiqueta definitiva. O algoritmo alterado apenas
torna definitiva a etiqueta de LSR0 (ver Figura 3.11(d)).
Quando se utiliza o algoritmo alterado, este escolhe para CA o caminho LSR0-
LSR1-LSR2, para CR do ramo LSR1-LSR2 o caminho LSR1-LSR3-LSR2 e para CR
do ramo LSR0-LSR1 o caminho LSR0-LSR3-LSR2. Quando se utiliza o algoritmo
original, este escolhe para CA o caminho LSR0-LSR1-LSR3-LSR4-LSR2, para CR
do ramo LSR4-LSR2 o caminho LSR4-LSR3-LSR2, para CR do ramo LSR3-LSR4 o
caminho LSR3-LSR2, para CR do ramo LSR1-LSR3 o caminho LSR1-LSR2 e para
CR do ramo LSR0-LSR1 o caminho LSR0-LSR3-LSR2. Neste exemplo, embora
ambos os algoritmos tenham partido do mesmo estado da rede, com o algoritmo
alterado o CA obtido é formado por dois ramos enquanto que com o algoritmo
original o CA obtido é formado por quatro ramos. As razões destas escolhas são
o algoritmo original minimizar o custo dos CR e o algoritmo alterado minimizar
o custo total do CA e dos CR.
Os estados da rede, após o estabelecimento deste pedido, são representados
nas Tabelas 3.25 e 3.26, respectivamente para a versão original e alterada do
1Como o novo valor é igual ao anterior – valores alternativos – o algoritmo poderia passar a utilizar
o novo, o que significava que o LSR3 passava e ser etiquetado a partir de LSR4, como na versão
original, no entanto o resultado final em termos de CA e CR seria o mesmo se em vez de manter
o valor anterior se passasse a utilizar o novo.
2No entanto, também aqui o resultado final em termos de CA e CR seria o mesmo, ou seja é
independente qual dos dois é etiquetado definitivamente em primeiro lugar.
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Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 80 80 60 80 80 0 0 5 80 80 0
Bnm 80 80 0 80 80 0 5 80 60 0 80
Rnm 170 110 15 165 170 250 245 165 190 250 250
Tabela 3.25: Estado da rede após o estabelecimento do quinto pedido - versão original.
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 80 80 60 160 0 0 0 5 0 0 0
Bnm 80 80 0 5 160 0 5 160 60 0 0
Rnm 90 90 15 85 90 250 245 85 190 250 250




Tabela 3.27: Pedidos considerados no exemplo para a Alteração 3a.
algoritmo. É visível que, para satisfazer o 5o pedido, a LB de protecção aumentou
180 na versão alterada e apenas 175 na versão original, no entanto a quantidade
LB necessária para os CA foi de 160, 80 (LB do pedido) * 2 (número de ramos do
CA), na versão alterada e de 320, 80 (LB do pedido) * 4 (número de ramos do CA),
na versão original, o que mostra que neste exemplo a LB total para satisfazer o
pedido foi superior na versão original.
Alteração 3a
Para simplificar o exemplo vamos considerar que na rede da Figura 3.7 a ca-
pacidade dos ramos LSR0-LSR1 e LSR4-LSR2 é 50 unidades em vez das 250 lá
indicadas. Nesta rede, tentamos estabelecer os pedidos apresentados na Tabela
3.27.
Na Tabela 3.28 é apresentado o estado da rede após o estabelecimento do pri-
meiro pedido. Na determinação dos caminhos para o segundo pedido (Tabela
3.27), quando o algoritmo SHORT_PRED_PATH(k, u, j) procura um CR para o
ramo LSR0-LSR3 (j = 0 e k = u = 3) começa por determinar os valores dos
vectores δ e l.
Na versão original (este com todas as Correcções) os valores obtidos são apre-
sentados na Tabela 3.29 (determinam-se facilmente a partir da Tabela 3.28), que
104 Um algoritmo para protecção local com reserva exacta
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
Fjk 0 10 0 0 0 0 0 0 0 0 0
Bnm 10 0 0 0 10 0 0 0 0 0 0
Rnm 40 240 75 250 240 250 250 250 250 50 250
Tabela 3.28: Estado da rede após o estabelecimento do primeiro pedido (ver Tabela 3.27).
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
δnm 60 70 70 70 60 70 70 70 70 70 70
lnm Inf. Inf. Inf. Inf. 60 Inf. Inf. Inf. Inf. Inf. Inf.
Tabela 3.29: Valores dos vectores δ e l numa invocação de SHORT_PRED_PATH(k, u, j) na versão
original do algoritmo, no estabelecimento do segundo pedido (ver Tabela 3.27).
Ramo 0-1 0-3 0-4 1-2 1-3 2-1 3-1 3-2 3-4 4-2 4-3
δnm 60 60 60 60 60 60 60 60 60 60 60
lnm Inf. Inf. 60 60 60 60 60 60 60 Inf. 60
Tabela 3.30: Valores dos vectores δ e l numa invocação de SHORT_PRED_PATH(k, u, j) na versão
modificada do algoritmo, no estabelecimento do segundo pedido (ver Tabela 3.27).
mostra que foi atribuído um custo “Infinito” a todos os ramos com excepção do
ramo LSR1-LSR3. Com esses valores para os custos de utilização desses ramos
o algoritmo de Dijkstra (código da linha 3 à linha 14) não encontra nenhum CR
para protecção do ramo LSR0-LSR3, como é óbvio. Repare que, os valores de
δmn são todos 70 (Fkj + b = 60 + 10) e portanto maiores que a LB do pedido (60
unidades), excepto para os ramos LSR0-LSR1 e LSR1-LSR3 uma vez que nestes o
valor de Bmn é não nulo (pois estes são os ramos usados na protecção do primeiro
pedido). Tendo sido essa a razão para quase a totalidade dos valores “Infinito”
dos custos. O que levou a que o pedido tenha sido rejeitado apesar de haver LB
disponível para o estabelecer.
Este problema é evitado, na versão modificada, através da alteração da atri-
buição a δmn (linha 1). Deste modo, o custo de um ramo com LB residual não
inferior à LB do pedido (b) será quando muito igual a b (com excepção do ramo
que se está a tentar proteger).
No exemplo, mas agora com a versão modificada, na determinação dos cami-
nhos para o segundo pedido, quando o algoritmo SHORT_PRED_PATH(k, u, j)
procura um CR para o ramo LSR0-LSR3 (j = 0 e k = u = 3) os valores que obtém
para os vectores δ e l são apresentados na Tabela 3.30. O que resulta na escolha
do caminho LSR0-LSR3 para CA e do caminho LSR0-LSR4-LSR3 para CR.
















Figura 3.12: Topologia da rede (adaptada de Kodialam e Lakshman, 2000).
3.2.4 Resultados Simulacionais
Não se vai tentar replicar os resultados em Raza et al. (2005) por várias razões.
Primeiro porque em Raza et al. (2005) é dito que o seu critério de encaminha-
mento dos pedidos é minimizar a soma da LB reservada para o CA e para os CR,
mas não explicam como o fazem. Segundo porque em Raza et al. (2005) é dito
que foi usada a heurística proposta em Kodialam e Lakshman (2001), contudo
como mostrado na Secção 3.2.2, essa heurística, como publicado em Kodialam e
Lakshman (2001, 2002a) apresenta algumas gralhas e incorrecções que precisam
de ser corrigidas. Por último, porque não foi mencionado o mecanismo para
reserva de LB.
Em SHORT_PRED_PATH(k, u, j) (passo 2) o teste δmn ≤ b poderá originar a
rejeição de pedidos apesar de existir LB suficiente para os satisfazer. Este compor-
tamento será ilustrado numa rede com capacidade infinita, em que esta condição
leva a uma taxa de rejeição extremamente elevada! No contexto de reserva exacta
esta restrição pode ser removida pois não influenciará a LB reservada para os CR.
O algoritmo LOCAL_EDGE_DISJOINT(s, t) na sua forma original, com as
correcções da Secção 3.2.2 será designado por LED; o mesmo algoritmo na sua
forma original, também com as correcções da Secção 3.2.2 e com o teste δmn ≤ b
removido no passo 2 de SHORT_PRED_PATH(k, u, j) será designado por LEDb;
a versão melhorada do algoritmo LOCAL_EDGE_DISJOINT(s, t), com todas as
correcções e alterações propostas na Secção 3.2.2 será designado por ILED.
A topologia de rede considerada para a análise é apresentada na Figura 3.12.
Trata-se de uma rede com 15 nós e 56 ramos dirigidos (correspondem a 28 ramos
não dirigidos). São apresentados resultados para duas experiências: uma em que
a capacidade dos ramos é infinita e outra em que todos os ramos têm capacidades
finitas. Para a segunda experiência, a capacidade de cada ramo fino é de 60
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unidades e de cada ramo grosso é de 240 unidades, em ambos os casos em cada
direcção. Em cada experiência chegam à rede pedidos (um de cada vez) de LB
uniformemente distribuída no intervalo [6, 9], como em Kodialam e Lakshman
(2002b). A origem e o destino dos LSP são escolhidos aleatoriamente. Foram
executadas dez corridas para cada uma das experiências seguintes em que a
reserva de LB de protecção foi efectuada de forma exacta de acordo com o método
proposto na secção 3.1.2.
Primeiro considera-se o caso de tráfego incremental (os LSP são estabelecidos
com duração infinita) com capacidade infinita nos ramos da rede. Cada corrida
de simulação, para este caso, termina quando forem solicitados 10001 pedidos. A
Figura 3.13 mostra, para LED e LEDb, o número total de pedidos aceites versus o
número total de pedidos solicitados. É claramente visível, na Figura 3.13, o efeito
da remoção ou não da restrição δmn ≤ b: LEDb aceita todos os pedidos como
esperado e LED apresenta uma taxa de rejeição de pedidos muito alta (maior
que 70% depois dos primeiro 1000 pedidos). O comportamento de LED face aos
pedidos solicitados pode ser visto em mais detalhe na Figura 3.14, foram aceites





























Figura 3.13: Pedidos aceites, usando tráfego incremental numa rede de capacidade infinita.
Numa rede de capacidade infinita e usando tráfego incremental não é neces-
sário comparar, no que concerne à utilização de LB, ILED (ou LEDb) com LED,
pois apenas mostraria que este último utiliza menos LB devido à rejeição de pe-
didos, como é visível nas Figuras 3.14 e 3.13. Assim sempre que for usada uma
rede de capacidade infinita, ILED será comparado apenas com LEDb. Na Figura
3.15 apresenta-se a LB usada por ILED e LEDb na rede com capacidade infinita
usando tráfego incremental. Pode observar-se que ambos os algoritmos utilizam
quantidade semelhantes de LB de protecção mas ILED apresenta significativa-































Figura 3.14: Pedidos aceites, usando tráfego incremental numa rede de capacidade infinita, para
melhor visualização do comportamento de LED.
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Figura 3.15: Largura de banda usada por CA e CR, numa rede de capacidade infinita com tráfego
incremental.
No final das corridas de simulação o comprimento médio dos CA (número
de nós) é cerca de 2,3 para ILED e 3,5 para LEDb. O número médio de ramos
diferentes necessários para proteger cada CA é 6,4 para ILED e 9 para LEDb.
Por conseguinte ILED reserva menos LB do que LEDb porque utiliza CA mais
curtos (com menor número de ramos) e embora ILED use nos CR menos ramos
(diferentes) do que LEDb, ambos os algoritmos apresentam consumo idêntico de
LB de protecção.
Na experiência com do tráfego dinâmico e capacidade finita nos ramos, cada
corrida de simulação termina após 10001 pedidos. As chegadas seguem um
processo de Poisson de intensidade λ, e a duração da ligações são exponencial-
108 Um algoritmo para protecção local com reserva exacta
mente distribuídas com valor médio igual a 1/µ. Para avaliar o desempenho dos
algoritmo com λ/µ = 150 foram igualmente utilizadas 10 corridas de simulação,
assim como pedidos de LB uniformemente distribuídos no intervalo [6, 9] e com
origem e destino dos LSP escolhidos aleatoriamente.
Nesta experiência os resultados obtidos mostram que ILED tem probabilidade
de rejeição de novos pedidos, Pb, significativamente inferior a LEDb e LED, como
pode ser visto na Figura 3.16 (foi usado um período de aquecimento de 2500
pedidos). Por sua vez LEDb apresenta melhor desempenho do que LED o que
vem confirmar a pertinência da remoção da restrição δmn ≤ b no passo 2 de
SHORT_PRED_PATH(k, u, j). ILED utiliza em média menos ramos nos CA, do
que LEDb ou LED, o que tende a reduzir o tempo de propagação do tráfego na
rede. Por outro lado o número de ramos diferentes utilizados por ILED nos CR
























Figura 3.16: Probabilidade de rejeição de pedidos, numa rede de capacidade finita com tráfego
dinâmico.
Na Tabela 3.31 são apresentados resultados para Pb, para o número médio de
ramos usados no CA e para o número de ramos diferentes utilizado pelos CR
para os 10001 pedidos considerados. Nesta tabela é apresentado o valor médio
± metade do intervalo de confiança. Os intervalos de confiança apresentados
foram determinados de acordo com a Fórmula (F.10) apresentada no Apêndice F,
o grau de confiança utilizado foi de 95%.
Observamos que é frequente o algoritmo obter CR longos. Este aspecto poderá
ser melhorado: (a) através da escolha do caminho com menor número de ra-
mos, entre caminhos alternativos (de igual custo) no algoritmo ALT_PATH_CO-
ST(k, j); (b) permitindo em SHORT_PRED_PATH(k, u, j) a alteração da etiqueta
e do predecessor de um nó, quando os custos são iguais, garantindo desta forma
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ILED LEDb LED
Pb (%) 2.23± 0.22 15.69± 0.71 32.22± 1.57
#CA 2.47± 0.01 3.74± 0.03 3.91± 0.05
#CR 6.97± 0.15 9.89± 0.26 10.05± 0.31
Tabela 3.31: Tráfego dinâmico com capacidade finita na rede, quando λ/µ = 150. #AP é o número
médio de ramos nos CA; #RP é o numero médio de ramos diferentes nos CR.
que o caminho obtido até ao nó j é um caminho de custo mínimo com o menor
número de ramos possível.
Análise dos resultados
Foram corrigidas algumas gralhas e imprecisões de um algoritmo de encaminha-
mento dinâmico com protecção local e foi proposta uma nova versão para esse
algoritmo. As alterações introduzidas foram todas devidamente justificadas e
ilustradas e conduziram a uma versão mais eficiente.
O desempenho do algoritmo original e da versão melhorada do algoritmo,
utilizando reserva mínima de LB de protecção foi analisada usando tráfego in-
cremental e dinâmico. Em ambos as experiências, o número médio de ramos
utilizado nos CA é menor em ILED do que em LEDb ou LED. Usando tráfego
incremental, os resultados experimentais mostraram que a nova versão utiliza
menos LB, nomeadamente nos CA. No estudo experimental utilizando tráfego
dinâmico o bloqueio médio na rede foi significativamente menor quando se uti-
liza ILED. As conclusões anteriores relativamente ao número médio de ramos
utilizado nos CA podem neste caso verificar-se também no comprimento médio
do CR mais longo de cada CA.
As várias versões do algoritmo obtêm com frequência CR longos, embora tal
seja menos visível em ILED. Foi sugerida uma estratégia para mitigar essa carac-
terística.
Em resumo, pode afirmar-se que as as alterações propostas tornam o algo-
ritmo mais eficiente em termos de consumo de LB e também relativamente aos
tempos de propagação do tráfego nos CA. O algoritmo mesmo com as altera-
ções mantém-se uma heurística “greedy” uma vez que as escolhas inicias podem
impedir conseguir uma maior partilha no futuro.
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3.3 Caminhos disjuntos de custo mínimo com custos duais
nos arcos
Esquemas que fornecem protecção global precisam de encontrar dois caminhos
(o CA e o CR) disjuntos entre a origem e o destino do pedido. Se a intenção do
esquema for simplesmente minimizar a LB usada por estes caminhos, Suurballe
e Tarjan (1984) apresentam um algoritmo que pode ser usado para determinar
a qual par (CA, CR) corresponde o mínimo de LB total usada, num tempo que
cresce polinomialmente com o número de nós da rede. No entanto, se se assumir
que as falhas são raras e não afectam mais do que um ramo de cada vez (e que
portanto não existe em cada momento mais do que um ramo afectado por falha
na rede), é possível reutilizar LB já reservada para um determinado ramo de um
CR para proteger um ramo de um CA que seja distinto do CA original para o
qual a LB de protecção foi reservada. Isto significa que o “custo” em LB associado
a usar determinado ramo num CR, para proteger um ramo a usar no CA, poderá
ser um valor diferente (e inferior) ao “custo” de usar o mesmo ramo no CA. O
problema de encontrar qual o par óptimo (CA, CR) que minimiza a LB usada
neste caso é um problema mais complexo, que se demonstrou ser NP-completo
(Laborczi et al., 2001; Xu et al., 2004).
3.3.1 Partilha de Largura de Banda na Protecção Global
Em Kodialam e Lakshman (2003) são propostos diversos esquemas que preten-
dem encontrar soluções aceitáveis para o problema de encontrar o par (CA, CR)
que minimiza a LB usada, assumindo partilha de LB de protecção entre diversos
CA. Estes esquemas diferem entre si no conhecimento requerido sobre a relação
entre os arcos de cada CR e os arcos de cada CA por aqueles protegidos.
Como já indicado na Secção 2.4.1, se essa informação não estiver disponível
de todo (no cenário chamado de “sem informação”), o problema não permite
partilha, e portanto o algoritmo de Suurballe e Tarjan (1984) pode ser usado para
encontrar dois caminhos disjuntos usando apenas o conhecimento da LB total
disponível em cada ramo. Se se souber exactamente δuvij , ou seja, qual é a LB
usada no arco (i, j) para os CA que é protegida no arco (u, v) pelos CR para
todos os arcos (i, j) e (u, v), o problema de minimizar os custos nesta situação,
designada de cenário de informação completa, pode ser formulado e resolvido
como um problema de programação linear inteira.
A quantidade de informação que é necessário partilhar para conseguir infor-
mação completa (informação por cada LSP criado) torna esta situação pouco re-
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alista. Por esta razão, é proposto também em Kodialam e Lakshman (2003) um
algoritmo para a situação em que não sabendo exactamente qual ramo do CA
é protegido por qual ramo(s) do CR, se sabe porém qual o total de LB que é
usada em cada arco (i, j) para CA (Fij) e qual é usada no mesmo ramo para
CR (Bij). Usando apenas esta informação (no cenário chamado de informação
agregada) não é possível partilhar tanta LB de protecção como perante informa-
ção completa, mas é ainda possível formular o problema a resolver como um
de programação linear inteira, apenas com valores menos precisos (e portanto
desperdiçadores de LB que poderia ser partilhada).
Por esta formulação ser pouco eficiente, é reformulada como um processo ite-
rativo que resolve sucessivamente o problema de calcular o par de caminhos dis-
juntos de custo mínimo. As iterações diferem entre si porque em cada iteração os
arcos que podem constituir o CA são limitados de forma a que o valor máximo
de Fij no CA seja inferior ou igual a um valor M = max(i,j)∈AP Fij (ou seja, para
um determinado valor de M retiram-se de consideração para o CA todos os arcos
para o qual Fij > M). O algoritmo funciona calculando o custo agregado do par
de caminhos de custo mínimo para todos os valores de M admissíveis (de 0 a
max(i,j) Fij, ∀(i, j) ∈ E′) e escolhendo o menor destes. O custo, cuv, de usar o arco
(u, v) no CR é em cada iteração calculado como função da LB do pedido, de M
e de Buv, enquanto o custo, aij, de usar o arco (i, j) no CA, é simplesmente a LB
do pedido (ou infinito, se o arco não estiver disponível). Por conseguinte em
Kodialam e Lakshman (2003) foi abordado o problema do cálculo de pares de ca-
minhos disjuntos de custo mínimo com custos duais, ou seja em que associados
a cada arco existem dois custos: o custo de utilização no CA e o custo de utili-
zação no CR. Esse problema foi aí resolvido usando uma resolução heurística
do problema de programação linear inteira através da relaxação do mesmo como
um problema de programação linear e calculando aproximações sucessivas ao
óptimo do primal e do dual do problema relaxado. Estas aproximações, reque-
rendo apenas a resolução de problemas simples de caminho mais curto, podem
ser resolvidas rapidamente. Tratando-se de uma abordagem heurística, não ga-
rante mais do que a possibilidade de aproximação assimptótica ao óptimo, mas
os autores consideram que tal é compensado pela velocidade de resolução.
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3.3.2 Um algoritmo para obter um par de caminhos disjuntos de custo
mínimo com custos duais nos arcos
Uma abordagem alternativa ao problema de calcular pares de caminhos disjuntos
de custo mínimo com custos duais (c1 e c2) foi proposta em Gomes et al. (2006b)3.
Nesta abordagem pretendeu-se resolver o problema usando um algoritmo de k-
caminhos mais curtos (foi usado o algoritmo MPS, descrito em Martins et al.,
1999) e o algoritmo de Dijkstra. O MPS foi usado para obter um caminho (p)
usando um conjunto de custos e o algoritmo de Dijkstra usou o outro conjunto
de custos para obter outro caminho (q(p)) num conjunto de arcos aos quais foram
retirados os arcos presentes em p.
O algoritmo (designado por DP2LC e descrito em Gomes et al., 2006a,b) fun-
ciona usando simultaneamente a abordagem para os dois conjuntos de custos.
Para tal são criados dois conjuntos (A e B) de pares de caminhos, A usando c1
com o algoritmo MPS e c2 com o algoritmo de Dijkstra, e B usando c2 com o
MPS e c1 com o Dijkstra. É possível provar (Gomes et al., 2006b) que usando
em cada momento os elementos de A e B que apresentam menor custo agre-
gado ( sejam estes Ah com custo agregado C(Ah) = c1(pAh) + c
2(q(pAh)) e Bk
com custo agregado C(Bk) = c2(pBk) + c
1(q(pBk)) ) é possível obter a partir des-
tes um limiar superior (upper bound) e um limiar inferior (lower bound) para o
valor da solução de menor custo agregado. Após encontrar um primeiro par
de caminho admissíveis em cada conjunto é possível verificar se se encontrou
o óptimo (se os dois limiares forem coincidentes) ou então procurar estreitar os
limiares, procurando novos pares (admissíveis) em qualquer dos conjuntos que
apresentem custos agregados menores que o custo agregado já encontrado para
esse conjunto. A pesquisa de novos pares efectua-se de forma alternada nos dois
conjuntos, para que de cada vez que se encontre um novo par com custos agrega-
dos menores que o menor desse conjunto, se possa obter um novo limiar inferior,
maior ou igual ao anterior. Se o custo agregado encontrado for menor que todos
os encontrados até então obtêm-se também um novo limiar superior, inferior ao
anterior, e a pesquisa passa a efectuar-se no outro conjunto.
Na presença de recursos computacionais (memória e tempo de CPU) ilimita-
dos, o algoritmo permite resolver de forma exacta o problema. No entanto, se
se considerarem limitações nestes recursos (algo que é provável em aplicações
de encaminhamento com um tempo limitado para chegar à solução) o algoritmo
pode chegar a soluções sub-óptimas: aquelas em que não foi possível atingir a
3A autora desta dissertação esteve envolvida neste e no próximo algoritmo na área da definição
das experiências para validação dos mesmos e na obtenção e análise dos resultados, mas não na
criação dos algoritmos.
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E E¯
Z ([0, 100]; [0, 100]) ([0, 10]; [0, 10000])
([0, 10000]; [0, 10000]) ([0, 100]; [0, 10000])
Z¯ ([1, 100]; [1, 100]) ([1, 10]; [1, 10000])
([1, 10000]; [1, 10000]) ([1, 100]; [1, 10000])
Tabela 3.32: Símbolos correspondentes a gamas de custos.
solução óptima (ou mesmo que tenha sido possível atingi-la não se conseguiu ve-
rificar a optimalidade da mesma). O algoritmo permite mesmo nestes casos obter
uma medida aproximada da qualidade de uma solução sub-óptima, através do
cálculo da distância entre os limiares superior e inferior. O número total de itera-
ções a realizar para atingir o óptimo depende da topologia da rede (em princípio,
se existirem muitos caminhos alternativos com o mesmo custo a progressão em
direcção ao óptimo será mais lenta) mas a existência de limiares permite também
considerar a hipótese de parar quando o benefício potencial máximo de atingir o
óptimo for inferior a um determinado valor predefinido.
Este algoritmo foi validado através de um conjunto de experiências que pre-
tenderam verificar a adequação do algoritmo para utilização prática, quer em
termos de tempo necessário para o cálculo quer em termos de distância máxima
ao óptimo nas soluções sub-óptimas e qual o seu número. Para tal foram geradas
aleatoriamente conjuntos de redes com diferentes números de nós, densidades
diferentes e diferentes valores para as gamas de custos. A análise foi efectuada
tanto em redes dirigidas com em redes não dirigidas. Nesta secção são apre-
sentados alguns resultados para o caso de redes dirigidas, do qual um conjunto
mais alargado de resultados pode ser encontrado em Gomes et al. (2006a). Re-
sultados para o caso particular de redes não dirigidas foram também publicados
em Gomes et al. (2006c).
Numa primeira experiência, foram geradas redes dirigidas conexas com um
número de nós n com valores de 50, 100, 150, 200, 250, 300, 350, 400, 450, 500,
600 e 800. Para cada uma destas foram gerados um número de arcos m cor-
respondente a 3n, 4n e 6n. Para estas redes foram usados custos duais gerados
aleatoriamente por ramo usando gamas predefinidas de valores possíveis para
cada um dos conjuntos de custos. As combinações de gamas escolhidas (8 no
total) encontram-se referenciadas na Tabela 3.32, e classificadas em função das
suas propriedades: assim, foram geradas gamas de custos “iguais” – ou melhor,
aleatórias sobre um mesmo domínio – denotadas por gamas E – e gamas em que
tal não ocorre – gamas E¯ ; e foram geradas gamas que permitem arcos de custo
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Figura 3.17: Percentagem de soluções sub-óptimas, em rede com soluções sub-óptimas para m =
4n, 6n e gamas E¯ .
nulo4 – gamas Z – e gamas que não incluem a possibilidade de custos nulos – ga-
mas Z¯ . Nesta experiência foram calculados caminhos disjuntos de custo mínimo
para todos os pares existentes (no total n × (n − 1) em cada rede). Os valores
apresentados para cada valor de m, n e gama de custos são médias obtidas em
conjuntos de 10 redes.
A experiência foi executada com limitações de memória máxima usada, mas
sem limitações de tempo de processamento. No respeitante à capacidade de
atingir o óptimo, os resultados das experiências mostram que tal apenas não
ocorreu para a gama E¯ com densidades m = 4n e m = 6n. Mesmo nestas redes o
óptimo foi atingido em mais de 99.97% dos casos (ver Figura 3.17, sendo de notar
que apenas se calcularam percentagens para as redes onde existiram soluções
sub-óptimas).
Em termos de tempo de processamento, mesmo incluindo o tempo dos pares
em que não se chegou ao óptimo (e que demoraram até terminar muito mais que
a média) o tempo por par calculado foi bastante pequeno. Nas gamas E o tempo
foi inferior a 2ms mesmo nas redes mais densas e com mais nós (como se pode
verificar na Figura 3.18a, sendo de notar que esta gama não apresentou soluções
sub-óptimas). Mesmo em gamas que apresentaram soluções sub-óptimas, como
foi o caso das gamas ZE¯ apresentadas na Figura 3.18b o tempo médio de CPU
por par não excedeu os 60ms.
No entanto, como podemos concluir combinando estes resultados com os an-
teriores (e foi verificado noutros resultados), tal significou que nalguns pares o
algoritmo demorou tempo significativo, antes de atingir o óptimo ou de termi-
nar com solução sub-óptima. Estes resultados parecem apontar para a vantagem
4Deve ser notado que embora os custos nulos sejam possíveis nas gamas Z , as dimensões efectiva
das gamas tornam-os na realidade pouco frequentes.
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Figura 3.19: Desvio normalizado máximo associado às soluções sub-óptimas, para m = 4n, 6n e
gamas ZE¯ .
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de limitar em aplicações reais o tempo de CPU a atribuir ao algoritmo para a
resolução do problema, no pressuposto de que o valor máximo de desvio do óp-
timo associado às soluções sub-óptimas não é elevado, o que se verificou nesta
experiência, ver Figura 3.19. Nesta figura o valor apresentado corresponde ao
intervalo entre limiares na solução sub-óptima, dividido pelo valor do limiar in-
ferior, o que permite de alguma forma apresentar um valor normalizado para o
desvio máximo em relação ao óptimo, e que se verifica nunca ser superior a 3%
do valor do limiar inferior
Uma segunda experiência realizada com este algoritmo comparou o algoritmo
DP2LC com a formulação do problema como um problema de programação
linear inteira (designado algoritmo PLI), resolvido usando a ferramenta ILOG
CPLEX 10.110 na mesma máquina (Pentium IV a 3.2GHz com 2GB de RAM).
Para esta experiência usaram-se redes mais densas (densidades iguais a 10% e
20% do número de arcos totais possíveis) e valores de n mais espaçados (n =
50, 100, 200, 400, 800, 1600, 3200), com as mesmas gamas de custos referidas ante-
riormente. Para este exemplo foram testados apenas 100 pares de nós para cada
rede, gerados aleatoriamente.
Esta comparação permitiu verificar que o algoritmo DP2LC obtém resultados
mais rapidamente que a implementação PLI (desde cerca de 10 vezes mais rápido
em redes maiores e mais densas até cerca de 25 vezes mais rápido em redes me-
nores e menos densas). A Figura 3.20 ilustra estes resultados, mas também uma
maior volatilidade em termos de tempo necessário por resolução no algoritmo
DP2LC, em contraste com durações muito mais uniformes na resolução usando
o CPLEX. O algoritmo DP2LC gerou também neste caso algumas soluções sub-
óptimas, mas raramente (115 casos em 112000 pares testados, ou seja, perto de
0, 1%). A implementação PLI não conseguiu resolver o caso da maior rede com
maior densidade.
3.3.3 Um algoritmo para obter o conjunto de pares de caminhos disjuntos
de custo mínimo com custos duais nos arcos
Embora o algoritmo anterior funcione adequadamente para obter uma solução
para o problema de obtenção de pares de caminhos disjuntos de custo mínimo
com custos duais nos arcos, uma solicitação adicional que pode ocorrer em re-
cuperação pode passar por determinar não apenas uma solução óptima para o
problema mas sim o conjunto de todas as soluções óptimas (por exemplo, se
se pretender fazer uma análise posterior dos caminhos obtidos usando outros
critérios que não apenas a LB ocupada).
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(d) Algoritmo PLI
Figura 3.20: Tempo médio de CPU por par de nós para n = 100, 200, 400, 800, 1600, 3200 e m =
10%, 20%.
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Um algoritmo (designado por Set2LC e descrito em Gomes et al., 2006a) para
obter o conjunto de todos os caminhos de custo agregado mínimo pode ser obtido
por modificação do algoritmo anterior. Agora, em vez de guardar nos conjuntos
A e B, em cada momento, apenas um par de caminhos com o custo agregado
mínimo obtido até então para cada um destes, ir-se-á guardar todo o conjunto de
pares de caminhos com esse mesmo custo mínimo, em SA e SB respectivamente.
Os conjuntos SA e SB são usados pelo algoritmo de forma semelhante ao defi-
nido para Ah e Bk no algoritmo anterior (apenas tendo em consideração que os
conjuntos irão potencialmente guardar em cada momento mais do que um par
de caminhos, mas todos com o mesmo custo agregado – o menor encontrado até
ao momento para esse conjunto) até conterem um cada um destes pelo menos
um par de caminhos de custo agregado óptimo. Nesta altura será efectuada uma
pesquisa por outros pares de caminhos que possuam o mesmo custo agregado
(através da obtenção pelo algoritmo MPS de novos caminhos com o mesmo custo
e pelo Dijkstra de novos caminhos mínimos para a rede restante), sendo estes de
seguida adicionados a SA ou SB. De seguida os conjuntos são unidos (para elimi-
nar potenciais duplicados, ou seja pares que apareçam em ambos os conjuntos).
Finalmente são gerados pares de caminhos que eventualmente não tenham sido
detectados (recombinando os caminhos já existentes nos pares do conjunto, de
forma a criar novos pares de caminhos disjuntos com custo agregado óptimo –
embora tenha de ser feita filtragem porque nem todas as combinações resultam
em pares disjuntos).
Este algoritmo foi validado através de uma experiência que pretendeu verificar
a adequação do algoritmo para utilização prática, quer em termos de tempo ne-
cessário para o cálculo quer em termos de dimensão dos conjuntos obtidos. Para
tal foram geradas aleatoriamente conjuntos de redes com diferentes números de
nós, densidades diferentes e diferentes valores para as gamas de custos apre-
sentadas na Tabela 3.32. Para esta experiência, foram geradas redes dirigidas
conexas com um número de nós n com valores de 50, 100, 150, 200, 250, 300, 350,
400, 450, 500, 600, 800 e 1000. Para cada uma destas foram gerados um número
de arcos m correspondente a 3n e 4n (novamente foram geradas 10 redes para
cada valor de n, m e gama dos custos). Foram gerados os conjuntos de soluções
para todos os pares de nós de cada rede. Para evitar tempos de cálculo muito
elevados, o tempo de CPU associado a cada par foi limitado a 50ms (esta dura-
ção foi escolhida por ser uma duração comum do tempo máximo de recuperação
esperado em redes de telecomunicações). Isto significa que o algoritmo pode
terminar com o conjunto completo de soluções óptimas, com um conjunto que
pode não estar completo ou mesmo sem ter a certeza de ter soluções óptimas no




















































































































[1,100] - [1,10000] [1,10] - [1,10000] [0,100] - [0,10000] [0,10] - [0,10000]
(b) Gamas E¯
Figura 3.21: Percentagem de soluções sub-óptimas para redes com soluções sub-óptimas para m =
3n e m = 4n.
conjunto final (a última condição é considerada como a obtenção de um conjunto
de soluções sub-óptimas). Apenas alguns resultados são apresentados aqui, um
conjuntos mais alargado pode ser encontrado em Gomes et al. (2006a).
Como é visível na Figura 3.21a obtenção de conjuntos de soluções sub-óptimas
é relativamente rara para custos na gama E (não ocorrem de todo para n < 150 e
nunca é superior a 0, 5% dos pares). No entanto, para a gama E¯ , representada na
Figura 3.21b, podemos verificar que as soluções sub-óptimas são mais comuns
(mesmo assim não ocorrem para n = 50 e a sua frequência nunca é superior a
5% dos pares).
Na Figura 3.22 pode observar-se que o tempo médio de CPU necessário por
par é reduzido (inferior em geral a 4ms nas redes com gamas de custo E e inferior
a 8ms nas redes com gamas de custo E¯ ). Isto ocorre porque embora as soluções
sub-óptimas tenham, por definição, uma duração de 50ms de tempo de CPU, a
sua relativa raridade não afecta de forma significativa a média nas redes E e o
























































































































[1,100] - [1,10000] [1,10] - [1,10000] [0,100] - [0,10000] [0,10] - [0,10000]
(b) Gamas E¯
Figura 3.22: Tempo médio de CPU por par de nós (incluindo redes com soluções sub-óptimas)
para m = 3n e m = 4n.
seu efeito é apesar de tudo limitado nas redes E¯ .
Finalmente, é possível observar que os conjuntos gerados por estas redes são
em geral de dimensão reduzida (como visível na Figura 3.23a, para todas as ga-
mas de custos E¯ a dimensão é muitas vezes unitária, e a sua média não ultrapassa
1, 3). No entanto, existem pares para os quais essa dimensão é significativamente
superior (como visível na Figura 3.23b, que apresenta a média das dimensões
máximas dos conjuntos obtidos, a qual é mais afectada pela diferença entre as
dimensões das gamas do que por essa gama ter ou não a possibilidade de custos
nulos). Tal pode ser justificado pelas gamas mais estreitas de custos facilitarem a
obtenção de valores de custos iguais em ramos, e portanto a existência de mais
possibilidades de atingir o destino com o mesmo custo por caminhos distintos.


















































































































[1,10] - [1,10000] [1,100] - [1,10000] [0,10] - [0,10000] [0,100] - [0,10000]
(b) Média dos máximos
Figura 3.23: Dimensão dos conjuntos óptimos para gamas E¯ para m = 3n e m = 4n.
3.4 Conclusões
Neste capítulo foram apresentadas algumas melhorias que podem ser aplicadas
a esquemas de recuperação que usem partilha de LB de protecção.
Foi apresentado um algoritmo de encaminhamento online para protecção lo-
cal, que é mais eficiente do que o publicado em Kodialam e Lakshman (2001).
Os desempenhos da versão original e da versão melhorada do algoritmo, foram
analisado com tráfego incremental e tráfego dinâmico. Os resultados mostram
que a nova versão usa menos LB e menor número de ramos no CA que a versão
original, e que o número de pedidos rejeitados foi significativamente menor na
nova versão quando se considerou tráfego dinâmico. O melhor desempenho do
algoritmo resulta do uso de uma melhor estimativa da LBP adicional necessária
pelos CR (sem aumentar a sobrecarga do protocolo de sinalização), a utilização
de reserva exacta da LBP e de algumas modificações na heurística publicada em
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Kodialam e Lakshman (2001).
Foi também desenvolvida uma adaptação de um método para reserva de lar-
gura de banda de protecção mínima, na protecção local com partilha de LB, pro-
posto originalmente no contexto da protecção global, cuja complexidade espacial
foi avaliada.
Finalmente, foi descrito um algoritmo para encontrar o par de caminhos dis-
juntos, de custo agregado mínimo, numa rede com custos duais nos arcos. Os
resultados das experiências mostram que o algoritmo encontra soluções exactas
em praticamente todos os caso das experiências com redes dirigidas. Para as so-
luções sub-óptimas é possível obter um limiar superior e um limiar inferior para
o custo óptimo. O tempo de CPU médio para obter uma solução óptima por
par de nós, para redes de densidade baixa, foi de poucos milissegundos (com
pequenas excepções onde foram necessárias dezenas de milissegundos). Para re-
des de 10% e 20% de densidade o algoritmo obteve soluções óptimas em tempos
de CPU muito menor que a resolução como programação linear usando CPLEX.
Este algoritmo foi também adaptado para obter o conjunto de pares de caminhos
disjuntos.
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4 Um Novo Sistema de Recuperação
Na Secção 4.1 é apresentada uma metodologia de recuperação multi-esquema
para redes MPLS, que pretende aumentar a sua resiliência, e ao mesmo tempo
usar os seus recursos de forma eficiente tendo em consideração as necessidades
das diferentes classes de serviço. O objectivo da metodologia é oferecer pro-
tecção a um conjunto de serviços, escolhendo o esquema de recuperação mais
adequado, tomando em consideração: classe de serviço, o estado da rede, e as
características dos esquemas de recuperação disponíveis. Portanto, o esquema de
recuperação apropriado será escolhido com base numa combinação de medidas
quantitativas e classificações qualitativas. Na Secção 4.2 é descrito um exem-
plo de aplicação do sistema proposto e na Secção 4.3 são apresentadas algumas
conclusões.
Este capítulo baseia-se no trabalho publicado em Jorge e Gomes (2006a).
4.1 Estrutura do sistema
O sistema de recuperação escolherá de entre um conjunto de esquemas de re-
cuperação o mais apropriado a cada situação particular. O sistema poderá ser
implementado num conjunto de LSR da rede, e como tal deverá ter necessida-
des modestas ou ser capaz de escalar de acordo com as capacidade disponíveis
nesses LSR. Portanto, o sistema não será monolítico, mas em vez disso será cons-
truído por uma série de componentes que podem ser expandidos, por exemplo
incorporando esquemas adicionais ou características a ser incorporadas.
O objectivo da metodologia será oferecer protecção a um conjunto de serviços
através da escolha do esquema de recuperação mais apropriado. Esta escolha
será feita tendo em consideração a classe de serviço (a qual geralmente poderá
requerer um dado nível de protecção), o estado da rede e as características dos
esquemas de recuperação considerados ou disponíveis. Isto resultará numa abor-
dagem de recuperação pré-planeada para cada pedido, a qual poderá ser revista
periodicamente, porque o comportamento da rede mudou ou por questões de
optimização do desempenho.











Figura 4.1: Diagrama principal.
Um esquema de recuperação será escolhido baseado numa combinação de me-
didas quantitativas e classificações qualitativas. Exemplos de medidas quantita-
tivas são a probabilidade de falha de um ramo e a utilização observada de recur-
sos, incluindo partilha de LB. Outras medidas quantitativas, tais como o tempo
de recuperação, também poderão ser usadas. As classificações qualitativas usa-
das podem ser, por exemplo, se um esquema de recuperação usa protecção por
comutação ou reencaminhamento, e o tipo de falhas que recupera.
O estado da rede será caracterizado pela descrição dos fluxos de tráfego trans-
portados localmente, LB disponível em todos os ramos (e possivelmente a LB
reservada para caminhos activos e para caminhos de protecção), fiabilidade dos
ramos e nós, e a topologia exacta da rede (os nós podem falhar e a capacidade
dos ramos pode ser reduzida, também devido a falhas) incluindo a descrição dos
SRLG.
A estrutura do sistema proposto é apresentada na Figura 4.1. Nela pode
observar-se que, a escolha do esquema de recuperação é função de um grupo
de critérios:
Critérios de serviço A classe de serviço, como definida para MPLS em Faucheur
et al. (2002) e mencionada na secção 2.3.5, pode ser a base para o tratamento
diferenciado (tratamento por classe de serviço) do tráfego oferecido.
Estado do sistema Um conjunto de parâmetros que descrevem o estado do sis-
tema no instante da escolha. Alguns dos critérios baseados no estado da
rede podem necessitar de cálculo de medidas de desempenho as quais po-
dem ser difíceis de obter e/ou necessitarem de dados volumosos ou de
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Nome Descrição
PG1 Com partilha de reserva
PG2 Sem reserva
PL1 Reserva, sem partilha interdemand





RL3 Como RL2, mas algoritmo de escolha
de caminhos diferente
Tabela 4.1: Esquemas de recuperação.
aquisição complexa, acerca do estado da rede. Neste caso o sistema pode
ser construído de forma a usar apenas a informação disponível, e um sub-
conjunto de critérios possível baseados nas medidas de desempenho que
possam ser obtidas, as quais podem depender das capacidades e carga de
processamentos dos LSR no instante do cálculo.
Critérios do esquema Os esquemas disponíveis são descritos em função das suas
características globais - tais como as apresentadas na secção 2.4 (e em Jorge
e Gomes, 2006b). Algumas escolhas preliminares podem focar apenas nas
características gerais, com a escolha do esquema exacto feita em etapas
posteriores, respeitando (ou não) as escolhas tomas previamente.
Operação do sistema Depois de ter sido escolhido o esquema de recuperação,
mudanças no estado da rede (por exemplo, falhas posteriores) ou nos ob-
jectivos de desempenho podem pedir a sua alteração, ou pelo menos a sua
revisão.
Todos os elementos anteriores influenciam a escolha do esquema a ser usado
para proteger um serviço num LSP particular. Os detalhes da escolha podem
ser operacionalizados por um conjunto de tabelas de decisão, que codificam as
preferências de decisão de acordo com os critérios anteriores.
É assumido que o conjunto de esquemas de recuperação que pode ser usado
é conhecido à partida, embora haja uma certa liberdade na escolha do esquema
de recuperação que será usado. Na Tabela 4.1 apresentamos um conjunto de 9
esquemas de recuperação que podem ser usados no sistema. As siglas utilizadas
nesta tabela, [P,R][G,L]x, têm o seguinte significado: P – protecção, R – Reen-
caminhamento, G – Global, L – Local, x – uma implementação particular de um
esquema de recuperação. Por exemplo, PL2 representa um esquema de protecção
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local com partilha interdemand. A Tabela 4.1 pretende apenas dar uma ideia da
variedade possível de esquemas de recuperação que poderiam ser considerados.
Muitos dos esquemas apresentados diferem em características observadas ex-
ternamente. No entanto, alguns esquemas possuem características similares, di-
ferindo apenas nos mecanismos internos, como é o caso dos esquemas RL2 e
RL3 apresentados na Tabela 4.1. Nesta situação, a escolha entre eles exige um
conhecimento aprofundado de como as características internas se traduzem em
desempenho efectivo na rede. De facto, poderá ser mais fácil escolher simples-
mente um deles para utilização continuada.
Repare também que a reserva indicada nas características dos esquemas refere-
se à LB reservada para os caminhos de recuperação, quando é estabelecido o
caminho activo (poderia ser referida por pré-reserva). Alguns esquemas de re-
cuperação apresentados podem não ser apropriados para uso DS-TE, uma vez
que, por exemplo usar protecção sem reserva (o que significa que se efectua ape-
nas a sinalização do caminho) pode ser inadequado se as propriedades da classe
requerem que seja efectuada reserva de LB antes da sua utilização.
O mecanismo de escolha do esquema consistirá em várias etapas. Estas etapas
serão aplicadas sequencialmente embora alguma etapas possam ser saltadas (se
assim for desejado), de acordo com o esquema de recuperação seleccionado nas
etapas anteriores. Todas as etapas conterão um conjunto de tabelas de decisão.
O número de etapas é pré-definido, mas o conteúdos das tabelas não é, nem o
número de tabelas a ser usado, embora algum cuidado deva ter tomado para não
criar um conjunto incoerente de tabelas.
Em cada tabela, é apresentado um conjunto de condições. As tabelas são de du-
pla entrada com as condições das classes de serviço representadas nas colunas e
com as restantes condições representadas nas linhas. Quando todas as condições
se verificarem dizemos que ocorreu um match (mesmo que ao match não corres-
ponda nenhuma acção, sendo este caso referido por null match). Numa tabela
será seleccionada uma acção sempre que o critério (serviço, esquema ou estado
do sistema) match as condições nela apresentadas. A acção será normalmente
a selecção do esquema a ser usado, embora algumas vezes seja simplesmente
a selecção de algumas características ou parâmetros adicionais, os quais condu-
zirão eventualmente ao esquema final. Qualquer match (incluindo null matches)
termina a pesquisa na tabela corrente, e por omissão permitirá a pesquisa da
próxima tabela na mesma etapa. Contudo, uma acção pode também indicar qual
a etapa que se seguirá, portanto permitindo saltos para a etapa seguinte, ou para
qualquer outra das próximas etapas. No fim de cada etapa poderá existir uma
tabela por “omissão”, a qual será usada nas situações seguintes:
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i) sempre que falhar o match na tabela anterior da mesma etapa;
ii) sempre que a escolha anterior possa ser modificada (esta situação ocorre
quando não for efectuado nenhum salto para uma etapa posterior, depois da
acção na tabela anterior desta etapa);
iii) e finalmente para fornecer valores por omissão.
É desejado que, em instalações básicas do multi-esquema proposto, a utilização
apenas da tabela por omissão ofereça um serviço aceitável.
A sobreposição de escolhas anteriores pode surgir de condições em conflito.
Nesse caso, a escolha final será a última efectuada, o que leva a que se deva tomar
atenção à ordem pela qual são colocadas as tabelas (um exemplo será apresentado
posteriormente). Podem ser usados outros métodos mais elaborados para tratar
das condições em conflito, desde que resolvam o conflito dentro de um tempo
aceitável.
O sistema de recuperação possui pelo menos uma etapa e no máximo cinco
etapas:
• A primeira etapa (A), será realizada quando o serviço surgir, podendo re-
sultar na selecção do modelo de recuperação, a selecção inicial do esquema
de recuperação e algumas vezes a selecção do esquema exacto;
• A segunda etapa (B), caso exista, será efectuada imediatamente a seguir à
etapa A, culmina no esquema exacto a ser activado para o pedido em causa;
• A terceira etapa (C), será efectuada imediatamente a seguir à etapa B (ou à
etapa A caso a etapa B não exista), e permite em função do(s) caminho(s)
obtidos com base no esquema de recuperação previamente seleccionado
poder escolher um segundo esquema de recuperação para ser utilizado em
parte específicas do CA (este segundo esquema de recuperação assume o
CA determinado à partida);
• A quarta etapa (F), será avaliada quando ocorre uma falha, tentará usar a
informação relativa às características da falha para, se necessário, melhorar
ou alterar o esquema seleccionado;
• A quinta etapa (O), ocorrerá algures depois da ocorrência da falha, ou possi-
velmente quando escalonada, e permite optimização dos caminhos usados
pelo pedido, se tal for desejado.
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Classe Descrição
BE Best effort
AF21 Tolerância alta de jitter;Tempos de recuperação médios/altos
AF11 Tolerância média de jitter;Tempos de recuperação pequenos
EF Tolerância baixa de jitter;Tempos de recuperação muito exigentes
Tabela 4.2: Classes de serviço suportadas.
Condição BE AF21 AF11 EF
Carga Leve RL1[B] PL[B] PL2[F]
Carga Elevada G[ ]
Tabela 4.3: #A.10 – De acordo com o tráfego na rede.
A divisão da escolha inicial de esquema em duas (ou três) etapas permite
maior flexibilidade na construção das tabelas que definem a escolha, permitindo
inclusivamente estruturar as tabelas de forma a que um grupo destas seja consi-
derado/testado apenas perante determinadas condições (o que pode ser útil para
o tratamento de excepções).
4.2 Um exemplo de aplicação
Vai utilizar-se um exemplo para ilustrar como este sistema multi-esquema poderá
ser usado numa aplicação suportando quatro classes de serviço (Tabela 4.2).
Cada etapa apresentará algumas tabelas. Por exemplo, para a primeira etapa
considerar-se-á a Tabela 4.3 (#A.10), a Tabela 4.4 (#A.20) e a Tabela 4.5 (#A.99). As
tabelas apresentadas são apenas ilustrativas das possíveis interacções entre elas.
No Capítulo 6, Secção 6.5.5 encontra-se a descrição de uma aplicação do modelo
proposto em duas redes.
Estas tabelas serão, como dito anteriormente, pesquisadas sequencialmente.
Note-se que se um SLA pré-definido tiver de ser suportado, outras tabelas ini-
ciais, correspondentes às condições desse tráfego e tratamento desejado, podem
ser colocadas antes de #A.10 (Tabela 4.3), de modo que o acordo seja cumprido.
Sempre que exista um match, são tomadas as acções definidas pelo match, que
podem incluir um salto para uma etapa posterior (o destino do salto é indicado
entre parêntesis rectos, []). Na Tabela 4.3 se a carga de tráfego for leve, para AF11
ocorre um salto para a etapa B depois de ter sido seleccionado usar recuperação
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Condições BE AF21 AF11 EF
LB Comprimento do LSP
Garantida Curto PG1[F]Longo PL2[F] PL1[F]
Não garantida CurtoLongo L[ ]
Tabela 4.4: #A.20 – De acordo com a garantia de LB e comprimento do LSP activo mínimo.
Condição BE AF21 AF11 EF
Sempre R[ ] R[ ] P[ ] P[ ]
Tabela 4.5: #A.99 - Regras aplicadas por omissão para a etapa A.
por protecção local, por outro lado se a classe de serviço for EF, será seleccionado
o esquema de recuperação PL2 e ocorrerá um salto para a etapa F, o que signi-
fica que para este tráfego em particular só serão feitas configurações adicionais
quando houver uma falha no caminho activo. Frequentemente, quando ocorre
um match não será seleccionado nenhum salto (como é mostrado na Tabela 4.3,
para o tipo de serviço BE em redes com carga elevada), o que significa que o
sistema prosseguirá para a tabela seguinte, tendo em consideração as acções se-
leccionadas (neste exemplo, o modelo de recuperação Global será seleccionado
para esse tráfego, embora esta escolha possa sofrer alterações posteriores).
Sempre que uma acção for seleccionada como consequência de um match, esta
nova acção sobreporá as escolhas prévias. Esta sobreposição poderá ser apenas
parcial, se a acção apenas descrever alguma característica do esquema, em vez
do esquema completo – neste caso, apenas a característica seleccionada reflecte
a nova acção, e será combinada com as escolhas prévias. Na Tabela 4.4 uma
sobreposição poderá ocorrer para BE, quando o caminho activo for longo esco-
lhendo neste caso recuperação Local (assumindo que tinha sido seleccionada pre-
viamente recuperação Global para essa classe). O comprimento do LSP utilizado
nessa tabela pode obter-se como sendo o comprimento do LSP mais curto pos-
sível para o pedido, uma vez que o LSP activo para o pedido que será utilizado
efectivamente, só será determinado quando o esquema de recuperação for com-
pletamente conhecido, pois em alguns esquemas de recuperação, como descrito
no Capítulo 3, os LSP activo e de recuperação são calculados conjuntamente.
Na Tabela 4.4, repare também que são escolhidos dois esquemas semelhantes
mas diferentes para AF21 e AF11 quando o tamanho do LSP for longo e for
exigida LB garantida, uma vez que diferenças nos esquemas podem fazer PL1
um pouco mais rápido que PL2.
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Condições BE AF21 AF11 EF
R/P L/G
P
L PL4[ ] PL1[ ] PL1[ ] PL1[ ]
G PG2[ ] PG2[ ] PG1[ ] PG1[ ]
indefinido PG2[ ] PG2[ ] PL1[ ] PL1[ ]
R
L RL2[ ] RL2[ ] RL1[ ] RL1[ ]
G RG[ ] RG[ ] RG[ ] RG[ ]
indefinido RG[ ] RG[ ] RL1[ ] RL1[ ]
Tabela 4.6: #B.99 - Tabela por omissão para a etapa B.
Uma vez terminada a pesquisa na tabela por omissão de uma etapa, o sis-
tema pode seguir para a primeira tabela da próxima etapa se as condições para
essa etapa forem satisfeitas. Por exemplo, depois da Tabela 4.5, o sistema pode
prosseguir imediatamente para a Tabela 4.6. Contudo, transições para a etapa
F requerem a detecção de uma falha no caminho, e para a etapa O que alguma
condição – por exemplo um temporizador interno – indique para isso ser feito.
Note-se que embora não seja exigida a existência de uma tabela por omissão
é aconselhável a definição dessa tabela pelo menos para a etapa B, de forma a
garantir que a todos os pedidos seja atribuído um esquema de recuperação.
Algumas condições, nas tabelas propostas, serão apenas verdadeiras se os va-
lores testados forem indefinidos – até esse instante – por exemplo na Tabela 4.6
algumas acções apenas poderão vir a ser activadas se não tiver sido tomada
nenhuma decisão prévia relativa ao modelo de recuperação (Local ou Global)
utilizado.
Poderão ser colocadas outras tabelas antes da Tabela 4.6 (#B.99). A Tabela 4.6,
em combinação com a Tabela 4.5, deverá fornecer um esquema de recuperação
por omissão para todos os pedidos para os quais não tenha ocorrido um match
em qualquer uma das tabela especificada até então. Depois desta etapa, estará
supostamente seleccionado um esquema de recuperação para cada pedido. Na
etapa C este esquema de recuperação poderá vir a ser complementado por um
segundo esquema de recuperação (a ser aplicado em alguns ou em todos os
ramos do CA) se o CA obtido pela aplicação do primeiro esquema de recuperação
não cumprir determinadas condições.
A Tabela 4.7 mostra que as condições podem ser bastante complexas. Nesta
tabela PFP1 será verdadeiro se a probabilidade de falha do CA for maior que
algum valor pré-determinado, LFP1 será activado sempre que a probabilidade
de falha de um ramo do CA perto do fim for superior que alguma outra cons-
tante, e LFP2 será verificado se a probabilidade de falha de um ramo, para algum
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Condições BE AF21 AF11 EF
P/R L/G Prob. de falha
P G
PFP1 +PL4[F]{todos} +PL4[F]{todos} +PL1[F]{todos}
LFP1 +PL1[ ]{LFP1}
LFP2 +PL4[ ]{LFP2} +PL4[ ]{LFP2} +PL1[ ]{LFP2}
R G
PFP1 +RL2[F]{todos} +RL2[F]{todos} +RL1[F]{todos}
LFP1 +RL1[ ]{LFP1}
LFP2 +RL2[ ]{LFP2} +RL2[ ]{LFP2} +RL1[ ]{LFP2}
Tabela 4.7: #C.10 - De acordo com a probabilidade de falha do CA.
Condições BE AF21 AF11 EF
P/R L/G Comp. do CA
P G CAP +PL2[ ]{todos} +PL2[ ]{todos} +PL1[ ]{todos}
R G CAP +RL2[ ]{todos} +RL2[ ]{todos} +RL1[ ]{todos}
Tabela 4.8: #C.99 - De acordo com o comprimento do CA.
ramo no CA for maior que duas vezes a probabilidade média de falha do ramo
considerando todos os ramos do CA. Na Tabela 4.8 CAP será verdadeiro se o
comprimento do CA for maior que duas vezes o comprimento médio dos CA.
Como será esperado, alguns destes testes poderão ser computacionalmente dis-
pendiosos em termos da quantidade de dados necessários ou do tempo que será
necessário despender para os adquirir, e como tal a sua utilização deverá ser
ponderada com os benefícios esperados da sua utilização.
Nas Tabelas 4.7 e 4.8 a acção seleccionada será muitas vezes indicada por “+Es-
quema de recuperação[etapa]{condição}”. Isto indica que serão seleccionados
dois esquemas para esses pedidos. O primeiro esquema de recuperação (que re-
sultou no final da etapa B) será aplicado a todo o caminho activo, excepto nos
ramos “excepcionais” que necessitarão de um tratamento diferente. O segundo
esquema de recuperação local (que será apresentado nas acções destas tabelas
depois do sinal “+”) será aplicado apenas em alguns dos ramos do CA, portanto
criando a necessidade de um esquema que designamos por esquema híbrido. De
notar que nem todos os pedidos recebem novos esquemas nesta etapa. Os ramos
que precisem de tratamento “excepcional” serão seleccionados através da infor-
mação da condição que devem verificar (condição colocada entre chavetas nas
acções dessas tabelas). Esta notação significa que existem duas condições: a pri-
meira, aplicada ao pedido, indica se um segundo esquema deve ser considerado;
a segunda, colocada entre chavetas, é aplicada a cada ramo do CA testa se para
esse ramo em particular deve ser aplicado o segundo esquema. Na notação usada
se a condição a aplicar aos ramos for “todos” isso significa que todos os ramos do
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Condições BE AF21 AF11 EF
Local R/P L/G
La1 R Qualquer RG[ ] RG[ ] RG[ ] RG[ ]
La2 R Qualquer RG[ ] RG[ ] RG[ ] RL3[ ]
La3 R Qualquer RG[ ] RL2[ ] RL3[ ] RL3[ ]
Tabela 4.9: #F.10 - Mudanças no esquema de recuperação por reencaminhamento de acordo com a
localização da falha.
Condições BE AF21 AF11 EF
Local R/P L/G
Lr1
R L RG[O] RL2[O] RL3[O] RL1[O]
R G RG[O] RG[O] RL3[O] RL1[O]
P Qualquer RG[O] RL2[O] RL1[O] RL1[O]
Tabela 4.10: #F.99 - Tabela por omissão para a etapa F.
CA desse pedido usarão para recuperação o segundo esquema. O segundo es-
quema de recuperação não deve determinar os caminhos de forma agregada uma
vez que ele será utilizado apenas na determinação dos caminhos de recuperação.
Repare que se algum dos dois esquemas de recuperação escolhidos determinar
os caminhos de forma agregada o resultado obtido poderá ser pouco eficiente em
termos de consumo de LB, uma vez que poderão existir recursos reservados em
duplicado.
Quando ocorrer uma falha, a etapa F será usada e poderá conduzir a uma mo-
dificação do esquema de recuperação escolhido previamente para os LSP afecta-
dos. Na Tabela 4.9 a localização da falha no caminho activo é codificada. La1
refere-se a falhas em caminhos activos curtos, La2 refere-se a falhas próximas do
início em caminhos activos longos e La3 refere-se a falha próximas do fim em
caminhos activos longos. Como poderá ser visto, a localização da falha pode
influenciar o tipo de reencaminhamento a ser tentado.
Na Tabela 4.10 (tabela por omissão para a etapa F) uma falha localizada no ca-
minho de recuperação é codificada como Lr1. A pesquisa nesta tabela será apenas
desencadeada se falhas múltiplas simultâneas (ou falhas sequenciais muito pró-
ximas) causarem também a falha do caminho de recuperação antes desta tabela
ser testada. Esta tabela pode então ser usada para seleccionar um esquema de
recuperação adicional no caso do esquema de recuperação anterior não conseguir
tratar da situação. Pode ser encontrado um exemplo na Tabela 4.10 onde para
(Lr1, R, G) e AF11 um esquema de recuperação por reencaminhamento local será
a solução obtida.
Não é apresentada nenhuma tabela para a etapa O, mas essas tabelas podem
Um Novo Sistema de Recuperação 133
ser construídas como as anteriores. Serão usadas para oferecer uma oportuni-
dade para decidir quando e como optimizar o “novo” caminho activo e o “novo”
caminho de recuperação ou talvez seleccionar caminhos de recuperação depois
de uma falha, de acordo com a classe de serviço. Falhas sequenciais múltiplas,
que não são geralmente consideradas pela etapa F também poderiam ser resolvi-
das nesta etapa.
4.3 Conclusões
Foi proposta uma metodologia de recuperação multi-esquema, para aumentar
a resiliência da rede, e ao mesmo tempo utilizar os recursos da rede de forma
eficiente tomando em consideração as diferentes necessidades das várias classes
de serviço. A metodologia tenta oferecer protecção a um conjunto de serviços
através da escolha do esquema de recuperação mais adequado, tomando em con-
sideração a classe de serviço, o estado da rede, e as características dos vários es-
quemas de recuperação considerados. Essa escolha do esquema de recuperação
foi mecanizada através de um conjunto de etapas cada uma das quais consis-
tindo em várias tabelas de decisão. Foram descritos os detalhes do sistema que
incorpora essa metodologia.
A implementação deste multi-esquema necessitará de aferir o conteúdo e nú-
mero de tabelas. Esta proposta vai ser sujeita a análise no Capítulo 6, onde se




5 Aspectos da Implementação
Na primeira secção deste capítulo é feita uma descrição das características mais
importantes do ambiente de simulação utilizado, necessárias para a definição do
modelo que representa o sistema a simular. Seguidamente, na Secção 5.2, é feita
uma descrição geral do funcionamento do programa, seguida, na Secção 5.3, de
uma descrição do funcionamento da troca de mensagens (e máquina de estados)
que suporta o tratamento de cada pedido de estabelecimento de ligação e a si-
mulação de falhas. Depois disso, na Secção 5.4, é explicada a implementação do
programa de simulação, sem entrar em demasiados pormenores de implementa-
ção (esses pormenores podem ser obtidos através da consulta do Apêndice A).
5.1 Breve descrição do ambiente de simulação utilizado –
OMNeT++
De acordo com a filosofia de modelação que o Object-oriented Modular discrete
event NeTwork simulator (OMNeT++) implementa, um modelo/rede consiste em
várias entidades designadas por módulos embutidos hierarquicamente. O mó-
dulo no nível de topo é designado por módulo sistema e conterá normalmente
submódulos. Os módulos que possuem submódulos são designados por mó-
dulos compostos e os módulos que estão no nível mais baixo da hierarquia são
designados módulos simples, sendo estes os módulos activos. Não existindo
limite para a profundidade dos módulos, é permitido ao utilizador reflectir a
estrutura lógica do sistema na estrutura do modelo.
O código dos módulos simples é escrito em linguagem C++ usando a bibli-
oteca de classes do OMNeT++. Os módulos simples são criados por derivação
da classe cSimpleModule da biblioteca de classes do OMNeT++. Os módulos
comunicam entre si pela passagem de mensagens as quais podem conter estru-
turas de dados complexas. Os módulos podem enviar mensagens, directamente
para os destinos ou por um caminho pré-definido, através de portas e ligações.
As portas são os interfaces de entrada e saída dos módulos, sendo as mensa-
gens enviadas através de uma porta de saída e recebidas através de uma porta
de entrada. Podem ser criadas ligações entre portas correspondentes de dois
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submódulos, ou entre a porta de um submódulo e a porta correspondente do
módulo composto. Os módulos podem ter parâmetros, que podem ser usados
para construir topologias flexíveis para o modelo, para personalizar o compor-
tamento dos módulos e para comunicação entre os módulos através de variáveis
partilhadas. A estrutura do modelo é definida em linguagem NEtwork Descrip-
tion (NED), manualmente num ficheiro de texto ou através da utilização do editor
gráfico fornecido, Graphical Network EDitor (GNED), resultando em ambos os ca-
sos ficheiros NED. Nos ficheiros NED podem existir declarações de módulos, que
correspondem simplesmente à definição dos tipos dos módulos, e a definição da
rede, que declara o modelo da simulação como instâncias dos tipos de módulos
previamente definidos. No ficheiro ou ficheiros NED utilizados pela aplicação
podem ser definidos vários modelos/redes, o que irá ser executado é aquele que
for indicado no ficheiro ini (este ficheiro será descrito posteriormente).
Para criar um programa de simulação executável é necessário ligar o código
produzido (código C++ correspondente à implementação dos módulos simples),
ao núcleo (kernel) do OMNeT++, à biblioteca de classes auxiliares do OMNeT++
e a um dos interfaces com o utilizador oferecidos pelo OMNeT++ (e, nas versões
anteriores do OMNeT++, ao código C++ correspondente aos ficheiros NED). Na
versão actual do OMNeT++ os ficheiros NED, embora possam ser ligados com o
restante código da aplicação normalmente não o são, em vez disso são preloaded
para memória (ou seja, compilados para memória no arranque).
É necessário definir um ficheiro de configuração associado a cada aplicação,
designado ficheiro ini (normalmente com o nome “omnetpp.ini”). A lista (ou lis-
tas) de ficheiros NED que são preloaded para memória é aquela que tiver sido
colocada no ficheiro de configuração. Desses ficheiros NED são apenas inicializa-
dos/instanciados aqueles que forem utilizados na rede/modelo. As opções que
controlam como são executadas as várias corridas de simulação (e os valores para
os parâmetros do modelo) são também especificadas no ficheiro ini, e podem ser
especificadas globalmente ou individualmente para cada corrida. Nesse ficheiro
podem ser seleccionadas as sementes para os geradores de números aleatórios,
deve ser especificado o modelo/rede da simulação a ser usado, podem ser se-
leccionados os nomes dos ficheiros de saída dos resultados, etc. Actualmente o
OMNeT++ usa por omissão o gerador de números pseudo-aleatórios Mersenne
Twister RNG de Matsumoto e Nishimura (1998), que possui um período de
219937 − 1.
Aspectos da Implementação 137
5.2 Descrição geral do funcionamento do programa
Nesta secção são descritos os aspectos externos do programa de simulação, ou
seja os aspectos do programa de simulação específicos do ambiente de simulação
usado.
5.2.1 Descrição da topologia e ficheiros NED
O comportamento do modelo foi implementado em C++. Todo o código de-
senvolvido foi encapsulado no módulo simples principal. Este código inclui a
redefinição de três funções membro virtuais, invocadas pelo kernel da simulação.
Uma função invocada no início da simulação, contém as diversas inicializações,
incluindo a obtenção de vários parâmetros do ficheiro de configuração e a criação
de mensagens iniciais. Outra função invocada imediatamente antes da simulação
terminar, contém código que faz a consolidação e registo das estatísticas obtidas
ao longo da simulação. A função restante é a função principal, a qual é invo-
cada várias vezes ao longo do programa de simulação, sempre que é necessário
efectuar o processamento de um acontecimento/mensagem.
No modelo desenvolvido não foi definido apenas um módulo simples, mas sim
vários, para permitir que o simulador possa ser utilizado no estudo de outros es-
quemas de recuperação que não envolvam a utilização de tabelas, e para facilitar
a extensão do simulador à simulação ao pacote. No entanto, pensando utilizar o
simulador apenas para o estudo específico do novo sistema de recuperação com
simulação ao fluxo, essa simplificação poderia existir.
Na implementação presente do modelo é definido um ficheiro NED com as
características da rede que se queira utilizar. Actualmente existe um ficheiro NED
para a rede COST239 e um para a rede KL-15 (ambas as redes serão apresentadas
no Capítulo 6). Nesses ficheiros existe um módulo simples por cada nó, LSR, da
rede e são definidas as ligações correspondentes às ligações reais entre eles, o
que em conjunto corresponde à declaração de um módulo composto. De uma
forma simplificada ir-se-á referir apenas mais outro ficheiro NED, aquele em que
foi declarado o modelo da simulação. Este modelo consiste na instanciação de
um módulo composto definido previamente nesse ficheiro. O módulo composto
consiste em dois submódulos.
Um dos submódulos funcionará como um ponto centralizado de informação e
de cálculo, o submódulo que corresponde ao principal módulo simples definido
(na realidade existe a possibilidade de escolher entre dois módulos simples, o que
está a ser utilizado na simulação do novo esquema de recuperação e outro que
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permite utilizar o simulador na simulação de esquemas de recuperação simples;
os módulos partilham grande parte do código). Pensa-se que muito do código
deste módulo se poderá manter numa simulação ao pacote, mas a quantidade
dependerá efectivamente da especificidade da implementação.
O outro submódulo é uma instância do módulo composto que contém a de-
finição da rede (aqui será escolhida a declaração do módulo que corresponde à
rede que se deseje simular, de entre as várias que podem ter sido declaradas).
5.2.2 Descrição da saídas e ficheiros que as suportam
De nada serviria a aplicação se não permitisse a obtenção de resultados. Os
resultados são registados nos dois tipos de ficheiros permitidos pelo OMNeT++,
ficheiros de escalares para o registo de valores individuais, geralmente no final da
simulação e ficheiros de vectores para o registo de séries temporais, geralmente
produzidas ao longo de toda a simulação. As Tabelas 5.3 e 5.1 ilustram as vá-
rias saídas da simulação e as respectivas descrições, respectivamente no ficheiro
escalar e vectorial.
Para cada pedido gerado é registada essa ocorrência (numPedidos), o CT a
que pertence (cTrafego), a sua duração prevista (dPedido) e a sua duração real
(dEfecPedido), a sua LB (lbPedido) e a indicação de se o pedido foi estabelecido
(nPedEstabl) ou recusado (nPedRecusad)1 . Se o pedido foi estabelecido com
sucesso é também registada a sua LB (lbPedidoEst), o comprimento do CA (dim-
CamAct), a LB necessária para o CA (lbCamAct)2 (obtida através do produto
dos dois últimos valores) e a LB necessária no caminho de comprimento mínimo
(lbCamActMinimo)3. Para os pedidos em que é determinado um (ou vários) CR
é registada essa situação (nPedcRP), a LB necessária para os CR (lbCamBak)4
(calculada como a soma da LB dos ramos usados no/nos CR do pedido, sem
incluir a LB já fornecida por partilha), o número de CR (nCaminhosBackup)5, o
número de ramos distintos no/nos CR (nRamosBackup)6 e o número de ramos
do CR com mais ramos (nRamosCamMaxBak). É registada a ocorrência do fim
de um pedido (nPedTerm), qualquer que seja a razão, e também do término com
sucesso (nPedTermSuc) caso tenha sido essa a situação. Durante o tempo em
que o pedido está a ser servido pode ser afectado por uma falha, se tal acontecer,
1Um pedido será recusado se não for possível determinar o CA. Nos esquemas de protecção pode
também ser recusado se não for possível determinar o/os CR.
2Pode ser ou não reservada e pode estar ou não ocupada.
3Caminho entre a origem e o destino do pedido, obtido pelo algoritmo de Dijkstra.
4Nos esquemas de reencaminhamento só será diferente de zero em situação de falha.
5Nos esquemas de âmbito global será 1.
6Os ramos do CA usados pelo/s CR não são contados.
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Descrição Nome
Pedido tentado numPedidos
Número da CT do pedido cTrafego
Duração prevista do pedido dPedido
Duração real do pedido dEfecPedido
Largura de banda do pedido lbPedido
Pedido estabelecido nPedEstabl
Pedido recusado nPedRecusad
Largura de banda do pedido estabelecido lbPedidoEst
Comprimento do CA do pedido dimCamAct
LB do CA do pedido lbCamAct
LB do caminho (CA) de comprimento mínimo lbCamActMinimo
CR calculado nPedcRP
LB para os CR do pedido lbCamBak
Número de CR do pedido nCaminhosBackup
Número de ramos do/s CR do pedido nRamosBackup
Número de ramos do maior CR do pedido nRamosCamMaxBak
Pedido terminado nPedTerm
Pedido terminado com sucesso nPedTermSuc
Pedido afectado por falha nFalha
Pedido recuperado após falha nRFalha
Comprimento do LSP usado em falha dimCamUsaFal
Pedido terminado por falha nTFalha
Tabela 5.1: Saídas do programa de simulação - vectoriais.
para esse pedido é também registada essa ocorrência (nFalha). Se o pedido
foi recuperado de uma falha será também registada essa indicação (nRFalha) e
o comprimento do caminho7 usado na recuperação da falha (dimCamUsaFal),
caso contrário será registada a indicação de que o pedido terminou como con-
sequência da falha (nTFalha). Um pedido terá uma duração inferior à prevista
se for afectado por uma falha da qual não foi possível ser recuperado.
Alguns dos valores registados conduzem ao registo de informação que embora
redundante se considerou adequado fazer, para validação.
Uma vez que se pode considerar que o sistema a modelar é non terminating,
a escolha da altura em que se termina a simulação não é trivial (Law e Kelton,
1991). O simulador construído permite escolher arbitrariamente o “tempo de
aquecimento” e “tempo de término”. Uma vez que indicar esses tempos usando
uma medida pré-definida poderia ser difícil para simulações com condições dife-
rentes (redes diferentes) foi proposto usar o número de pedidos em vez de uma
7Na recuperação local o caminho usado na falha pode incluir ramos do caminho activo.
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medida de tempo para este objectivo. Esta escolha permite criar e comparar si-
mulações nas quais ocorreu a mesma quantidade de um determinado tipo de
“acontecimentos”, independentemente do tempo simulado. No simulador usado
não é necessário especificar a unidade de tempo usada. No entanto, se se preten-
der, pode-se considerar a unidade de tempo usada o minuto (o que leva a valores
relativamente realísticos de duração de pedidos).
As intensidades de falhas estudadas são muitas vezes superiores às expectáveis
numa rede real. Esta decisão foi tomada uma vez que se pretende estudar o com-
portamento do sistema perante falhas, e não apenas em funcionamento normal,
e usar os MTBF usuais implicaria quer tempos de simulação muito maiores quer
efeitos muito menos visíveis das falhas no resultado do sistema.
Nome Medida a obter
(saídas do ficheiro de vectores)
numPedidos Número de pedidos tentados
dPedido Duração prevista dos pedidos
nPedEstabl Número de pedidos estabelecidos
nPedTermSuc Número de pedidos terminados com sucesso
dEfecPedido Duração real dos pedidos
lbPedido LB dos pedidos
nPedRecusad Número de pedidos (de ligação) recusados
nFalha Número de pedidos afectados por falhas
nRFalha Número de pedidos recuperados após falha
nTFalha Número de pedidos terminados por falha
lbCamAct LB de todos os CA
dimCamAct Comprimento dos CA
lbCamBak LB dos CR
dimCamUsaFal Comprimento dos CR usados na falha
cTrafego Número de pedidos de cada CT
lbCamActMinimo LB dos caminhos (CA) de comprimento mínimo
nCaminhosBackup Número total de CR
lbPedidoEst LB dos pedidos efectivamente estabelecidos
nPedcRP Número de pedidos em que foi calculado um CR
Tabela 5.2: Possíveis medidas obtidas a partir do ficheiro de vectores.
A Tabela 5.2 apresenta algumas medidas simples (cálculo de somas) que po-
dem ser obtidas a partir dos valores registados no ficheiro de vectores (apresen-
tados na Tabela 5.1). Em geral, as medidas podem ser obtidas para um agregado
de todos os CT e também para cada um dos CT individualmente. Para identificar
estas medidas vamos usar o nome usado no ficheiro de saídas seguido de _c para
designar a soma de todas as ocorrências desse valor e seguido de _cCTx para de-
signar a soma de todas as ocorrências desse valor para o CTi, com i ∈ IT, onde IT
é o conjunto definido pelos índices de todos os CT no sistema. Por exemplo, para
Aspectos da Implementação 141
o número total de pedidos gerados usaremos a designação numPedidos_c, e por
exemplo para o número total de pedidos gerados do CT3 usaremos a designação
numPedidos_cCT3.
A partir das medidas simples indicadas na Tabela 5.2, é possível criar um con-
junto de medidas compostas, sendo algumas destas as realmente usadas na aná-
lise. De entre as medidas compostas pode-se realçar:
• O bloqueio no estabelecimento, definido como a probabilidade de rejeição









• A probabilidade de desconexão na falha, definida como a probabilidade de
desconexão na sequência de uma falha da qual não foi possível recuperar






















• A LB média dos CA:














• O comprimento médio (também sendo possível obter o comprimento má-


















• O número de ramos distintos médio (também sendo possível obter o nú-


















A Tabela 5.3 apresenta as medidas mais significativas registadas no ficheiro de
escalares no instante imediatamente antes da simulação terminar. As medidas
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Medida Nome do campo
Totais N
o de falhas falhasTotais
Duração das falhas (média, min., max.) durFalhasTotais
Por Ramo N
o de falhas que afectam pedidos falhasRamo
Duração das falhas (média, min., max.) durFalhasRamo
Por CT
No de pedidos afectados por falhas pedAfectFalhaTotais
No de pedidos terminados por falhas pedTermFalhaTotais
LB reservada para CA lbAPTotais
LB reservada para CR lbRPTotais
LB ocupada sem reserva para CA lbOcAPTotais
LB ocupada sem reserva para CR lbOcRPTotais
Por CT e Ramo
No de pedidos afectados por falhas pedAfectFalhaRamo
No de pedidos terminados por falhas pedTermFalhaRamo
LB reservada para CA lbAPRamo
LB reservada para CR lbRPRamo
LB ocupada lbOcupadaRamo
Por CT e Esquema N
o de pedidos estabelecidos esqEstablecido
No de pedidos tentados esqTentado
Tabela 5.3: Saídas do programa de simulação - escalares.
globais registadas são o número total de falhas que ocorreram durante toda a
corrida de simulação e a sua duração (mínima, média e máxima por corrida).
Estes mesmos valores são também registados individualmente para cada um dos
ramos (com a limitação de apenas serem contabilizadas as falhas que afectam
pedidos nesse ramo).
Para cada CT são contabilizados o número de pedidos afectados por falha
e o número de pedidos que uma falha levou a ser desconectados (neste caso
incluem-se aqueles que não foi possível recuperar e aqueles afectados por uma
falha enquanto estão a usar o caminho de recuperação – este último caso só é
possível para esquemas que não possam implementar reversão após termo da
falha, pois não se consideram falhas simultâneas). Estas mesmas medidas são
também contabilizadas por ramo e CT.
Para cada CT também são contabilizadas as LB médias reservadas para CA e
CR (estas mesmas medidas são também contabilizadas por ramo e CT). Para além
disto, e para suportar esquemas que não utilizem reserva são também contabili-
zadas as LB médias ocupadas/usadas sem reserva para CA e CR (para manter
um registo da utilização de LB dos pedidos sem reserva). Estas últimas medidas
não estão disponíveis directamente por ramo e CT. Ao invés, é contabilizado por
ramo e CT a LB média efectivamente usada nesse ramo (ou seja, a LB ocupada
sem reserva somada com a LB efectivamente ocupada nesse ramo para tráfego
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corrente que tenha sido reservada para CA ou para CR). Como indicado, o
simulador distingue a LB reservada e a LB ocupada. A primeira corresponde
àquela que é atribuída a pedidos que o solicitem (em CT que usem reserva), a se-
gunda corresponde à LB efectivamente usada num determinado momento para
passar tráfego dos pedidos. Isto significa que pode existir LB reservada mas não
ocupada, e LB ocupada sem reserva (em CT que não usem reserva).
Finalmente, para determinar as quantidades de pedidos tratados por cada es-
quema de recuperação, é contabilizado por esquema e CT o número de pedidos
se tentou estabelecer com determinado esquema, e quantos destes realmente con-
seguiram ser estabelecidos.
Deve notar-se que sempre que é indicado na Tabela 5.3 que os valores são
obtidos por CT, existe também uma saída adicional correspondente ao total de
todos os CT para essas saídas (contabilizado pelo sistema simultaneamente com
as medidas por CT).
A partir das medidas obtidas directamente do ficheiro de escalares (descritas
na Tabela 5.3), podem ser calculadas algumas agregações,nomeadamente para
obter a LB gasta (por ramo e por CT ou simplesmente por ramo). São apre-
sentadas duas medidas diferentes porque a forma de agregação por ramo usada
não facilita a agregação por ramo e CT, e também para permitir análise das di-
ferenças entre elas. Nestas expressões vamos redefinir a notação apresentada
anteriormente de que ZCTx representa a medida Z para CTx.
A primeira destas expressões trata de forma diferente os CT que exigem re-
serva (cujos índices vamos considerar que definem o conjunto IR) daqueles que
não usam reservas (cujos índices definem o conjunto IR¯). Assim, para calcular a
LB gasta por ramo foi usada a seguinte expressão (equivalente à soma das reser-









Já para calcular a LB gasta por ramo e CT foi usada a seguinte expressão
(correspondente a uma aproximação, que soma à LB usada nesse ramo a LB re-
servada nesse ramo para os CR – embora esta medida seja uma aproximação
porque não considera correctamente o tráfego que esteja nesse momento desvi-
ado devido a falha, obtém resultados bastante próximos da medida anterior no
caso de se considerar a soma de todos os CT), definida para o CTx, onde x ∈ IT:
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Nome Descrição
numMaxPedidos Número de pedidos gerados
nPedidoInicialStat Número de pedidos desprezado
n_classes_traf Número de CT
mam_lim_classes Proporções de tráfego (e de LB) para o MAM
mar_factor_classes Factores multiplicativos
mar_limiar Limiar para o MAR
lambda_poisson Intensidade dos pedidos
miu_poisson Taxa de terminação dos pedidos
lambda_falhas Intensidade das falhas
miu_falhas Taxa de terminação das falhas
bw LB dos pedidos
Tabela 5.4: Parâmetros de entrada comuns a todas as corridas.
lbRPRamoCTx + lbOcupadaRamoCTx (5.16)
Embora ambos estes valores sejam na simulação obtidos por ramo, na análise
dos resultados é apresentada a média aritmética dos resultados de todos os ramos
(para todos as corridas consideradas).
5.2.3 Descrição dos ficheiros de configuração
De seguida é apresentado o conteúdo do ficheiro de configuração (ficheiro ini). A
dimensão deste ficheiro é considerável uma vez que contém uma secção por cada
uma das corridas de simulação. Para evitar a construção fastidiosa deste ficheiro
ele é construído automaticamente por um programa, desenvolvido em Perl, que
toma como entrada um ficheiro em que são indicados de uma forma compacta
os nomes dos parâmetros de entrada da simulação e as gamas de valores res-
pectivos. O programa gera automaticamente todas as combinações possíveis
de parâmetros nas gamas indicadas, sendo cada combinação gerada associada a
uma corrida (run).
A Tabela 5.4 apresenta os parâmetros de entrada comuns a todas as corridas de
simulação. Além dos parâmetros apresentados nessa tabela existem alguns mais,
menos relevantes, que servem basicamente para indicar quais das opções da im-
plementação devem ser utilizadas na execução. A regra (simples) de paragem do
programa de simulação é a seguinte: cada replicação corre até ser gerado um de-
terminado número de pedidos pré-fixado, numMaxPedidos. Desses, um número
inicial (tempo de transição) é desprezado, nPedidoInicialStat. Só passado esse
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Nome Descrição
factor_trafego Factor multiplicativo para a geração de pedidos
tipo_tabelas Número que indica o conjunto de tabelas a utilizar
output-scalar-file Nome do ficheiro de saída de escalares
output-vector-file Nome do ficheiro de saída vectorial
Tabela 5.5: Parâmetros de entrada específicos de cada corrida.
número de pedidos é que começa a ser feita a recolha de dados, para reduzir
o efeito dos transitórios iniciais nas medidas de desempenho calculadas. O nú-
mero de CT que se pretende nos casos em estudo é introduzido no parâmetro
n_classes_traf.
Foram implementados dois BCM para ser aplicados aos CT, o MAM e o MAR.
O parâmetro mam_lim_classes é utilizado simultaneamente para indicar as pro-
porções de tráfego e de LB para os vários CT, a serem utilizadas no MAM. Uma
vez que não se considerou utilizar os dois modelos simultaneamente, reutili-
zamos no MAR o parâmetro mam_lim_classes para indicar as proporções de
tráfego para os vários CT. Para o MAR é necessário indicar ainda o limiar de
reserva de LB (parâmetro mar_limiar). No MAR as proporções de LB a serem
utilizadas para os vários CT são obtidas multiplicando as proporções de tráfego
por determinados factores. O parâmetro mar_factor_classes contém esses fac-
tores. Segundo o RFC 4126 (Ash, 2005) o factor para CT0 deve ser zero, para CT
de prioridade normal deve ser um e para CT de elevada prioridade dois ou três
são valores típicos.
Tanto os pedidos como as falhas estão a ser gerados como processos de Poisson.
O tempo entre dois pedidos consecutivos e a duração dos pedidos, bem como o
tempo entre duas falhas consecutivas e duração das mesmas, são considerados
com distribuição exponencial negativa. Os valores das durações médias (tem-
pos de serviço médio) dos pedidos e das falhas, são obtidos respectivamente dos
parâmetros miu_poisson e miu_falhas (os tempos são o inverso dos parâme-
tros miu correspondentes). As intensidade (frequência) de chegada dos pedidos
e das falhas são indicadas respectivamente nos parâmetros lambda_poisson e
lambda_falhas. A LB dos pedidos gerados é um valor inteiro entre 1 e o valor
do parâmetro bw.
Outros parâmetros que também fazem parte do ficheiro de configuração (pa-
râmetros específicos de cada corrida), são apresentados na Tabela 5.5. O parâ-
metro factor_trafego é utilizado para permitir estudos sob diversas condições
de carga da rede, sendo usado como factor multiplicativo da frequência de gera-
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ção de pedidos (lambda_poisson). O tempo simulado será tanto maior quanto
mais pequeno for o valor do factor_trafego uma vez que o número total de
pedidos gerados é sempre o mesmo. Para cada corrida é necessário especificar
um número que indica qual o conjunto de tabelas a utilizar na corrida de simu-
lação, parâmetro tipo_tabelas. Fazem ainda parte do ficheiro de configuração
os nomes dos ficheiros de saída (de vectores e de escalares) para as várias cor-
ridas. Esses nomes são construídos com informação que identifica facilmente o
conteúdo dos ficheiros. Dessa informação faz parte a data de obtenção dos re-
sultados, o factor de tráfego utilizado, etc. Para cada um dos casos estudados
foram executadas várias replicações independentes.
Foram também desenvolvidas algumas aplicações auxiliares: uma já referida,
para criar os ficheiros de configuração; outra foi desenvolvida para controlar a
execução distribuída das várias corridas por várias máquinas, que é responsável
por fazer um tratamento parcial de alguns dos resultados e por fazer a importa-
ção de todos os resultados para uma base de dados.
5.3 Funcionamento da simulação por troca de mensagens
O comportamento do programa de simulação é definido pelo código associado
ao módulo simples principal. Sempre que surge um acontecimento a primeira
função a ser invocada é a função principal associada directamente a esse módulo,
referida na Secção 5.2.1. Esta função tem por objectivo fazer o processamento do
acontecimento, determinar o instante do próximo acontecimento e escaloná-lo.
No OMNeT++ os acontecimentos são representados por mensagens.
Existem dois geradores principais e independentes de mensagens, um gera
pedidos e o outro gera falhas. Tanto os pedidos como as falhas são gerados
como processos de Poisson com valores de parâmetros introduzidos no ficheiro
de configuração (ficheiro ini). Na fase de inicialização da simulação são geradas
mensagens iniciais, uma geradora de pedidos e uma geradora de falhas.
Na fila de acontecimentos existe sempre uma mensagem geradora de pedidos e
uma mensagem geradora de falhas. Existirão também em geral várias mensagens
correspondentes a pedidos, tantas quantos os pedidos activos. Quando existir
uma falha activa (no máximo pode existir uma, restrição que traduz o cenário
de falha isolada subjacente aos algoritmos com partilha de LB) existirá ainda na
fila de acontecimentos uma mensagem de falha. A Figura 5.1 ilustra um estado
possível da fila de acontecimentos. Essa figura corresponde a um instante em que
existem 6 pedidos no sistema (em estados não especificados na figura). Neste
exemplo existe uma falha activa. A mensagem de falha apresentada na figura
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Msg geradora de um pedido Msg pedidoMsg falhaMsg geradora de uma falha
t
Instante actual
Figura 5.1: Fila de acontecimentos futuros - um estado possível.
sinaliza o fim dessa falha.
Sempre que é invocada a função que faz o tratamento de mensagens é porque
aconteceu uma das três situações seguintes:
1. Surgiu uma mensagem geradora (de um pedido ou de uma falha);
2. Surgiu uma mensagem associada a um pedido, que passamos a designar por
mensagem pedido;
3. Surgiu uma mensagem associada a uma falha, que passamos a designar por
mensagem falha.
Quando surge uma mensagem geradora de uma falha para ser tratada, vai ser
gerada efectivamente uma nova instância de falha e escalonada de novo a men-
sagem geradora de falha para o instante em que deve surgir a falha seguinte. Na
geração da nova falha começa por ser determinado o ramo, de entre os vários da
rede, que será afectado pela falha. Considerou-se que todos os ramos possuem a
mesma probabilidade de falha (utilização de uma distribuição uniforme discreta).
Na geração da falha é criada uma mensagem falha, à qual se associa informação
relativa à mesma. Esta mensagem é escalonada para o instante actual da simu-
lação. Quando ela for recebida pela função de tratamento de mensagens será
verificado que se trata do início de uma falha. Nesta situação várias acções serão
realizadas: O ramo afectado pela falha será marcado como desactivado; serão
identificados todos os pedidos afectados pela falha (sendo construído um vector
com todas as mensagens associadas a esses pedidos) e será alterado o estado
desses pedidos para o sub-estado SP_EM_FALHA (como será referido adiante a
cada pedido activo está associada uma máquina de estados); todas as mensagens
dos pedidos afectados pela falha serão escalonadas para o instante actual da si-
mulação; por último a mensagem falha será escalonada para o instante em que
a falha for recuperada.
Comportamento similar vai ser desencadeado quando surge uma mensagem
geradora de um pedido para ser tratada. De modo análogo, vai ser gerado uma
nova instância de pedido e escalonada a mensagem geradora de um pedido para
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o instante em que deve surgir o pedido seguinte. A geração do novo pedido en-
volve a determinação do nó origem e destino, a determinação da LB e a determi-
nação do CT do pedido. A escolha do nó origem e do nó destino é feita através de
uma distribuição uniforme discreta, considerando-se todos os nós com a mesma
probabilidade de serem escolhidos (à semelhança do realizado em Calle et al.,
2004; Kodialam e Lakshman, 2002b; Qiao e Xu, 2002; Xiong et al., 2003). Também
foi utilizada uma distribuição uniforme discreta na determinação da LB (de entre
os valores {1, 2, . . . , bw.}). Actualmente a determinação do CT está a ser efectu-
ada pela aplicação do método de Monte Carlo tendo por base as proporções do
BCM utilizado. A geração do novo pedido envolve também a atribuição de uma
máquina de estados ao pedido e a criação de uma mensagem pedido (à qual
é associada uma estrutura que armazena informação relativa ao pedido). Esta
mensagem é escalonada para o instante actual da simulação. Posteriormente, a
mensagem será sucessivamente escalonada aquando da saída dos vários estados
estacionários da máquina de estados associada ao pedido.
Foi necessário definir uma máquina de estados para controlar as transições en-
tre os vários estados dos pedidos. Cada pedido está sempre num determinado
estado. Os estados podem ser estados estacionários ou transitórios. A diferença
entre estes é que a transição entre estados transitórios se faz automaticamente
sem passagem de tempo (e sem consultar a fila de acontecimentos) enquanto
que um pedido num estado estacionário devolve o controlo ao simulador (que
consulta a fila de acontecimentos e pode levar a passagem de tempo). Um acon-
tecimento num pedido (mensagem pedido) faz passar o pedido para o próximo
estado de acordo com a máquina de estados. O pedido sai do estado estacionário
corrente, percorre um ou mais estados transitórios, e finalmente chega a um novo
estado estacionário. Cada estado possui código que será executados quando se
sai dele e pode também possuir código para ser executado quando se entra no
estado. No estado FIM_PEDIDO o pedido é libertado.
A Figura 5.2 apresenta o diagrama de fluxo da máquina de estados. São vi-
síveis na figura os vários estados (21 no total, incluindo estacionários e transi-
tórios) em que um pedido se pode encontrar. Actualmente o único estado em
que ocorre passagem de tempo é o estado S_EM_PROGRESSO, embora tenham
sido definidos outros estados estacionários (estados em que poderá também ser
gasto tempo). Outros estados em que se pretenda considerar passagem de tempo
devem ser convertidos de transitórios para estacionários. Em parte a complexi-
dade da máquina de estados resultou de se pretender que fosse adequada não só
na simulação ao fluxo mas também na simulação ao pacote (e neste último caso
permitir o funcionamento adequado do RSVP).


















[Alguma reserva por definir] 













(com ou sem novo















[Falha no RP] 
[Não existe RP] 
S_EM_PROGRESSO
[Não há LB disponível] 
T_PEDIDO_EM_REVERSAO
Figura 5.2: Diagrama de fluxo da máquina de estados.
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No início, cada pedido é colocado no estado INICIO_PEDIDO. Seguidamente,
passará pelo grupo de estados S_TABELA_A, S_TABELA_B e T_DETERMINA_CA-
MINHOS para escolha do esquema e com este do CA (e possivelmente do CR).
De seguida, passa pelo estado S_TABELA_C, usado para permitir suporte de
esquemas híbridos, mas não definido na implementação actual. O pedido de
recursos e verificação das reservas é efectuado nos estados T_ESTABREG_CAMI-
NHOS, T_TESTA_TODOS_VERIF e S_VERIF_ESTAB_CAMINHOS. Após isto, o
pedido é considerado realmente estabelecido, o que é conseguido nos estados
T_EM_PROGRESSO e S_EM_PROGRESSO. Se tudo prosseguir sem problemas
o pedido ficará no último estado referido até expirar a sua duração. Após isto,
será então mudado para os estados T_REMOVREG_CAMINHOS e FIM_PEDIDO
para libertação de recursos usados e fim efectivo do pedido. Se durante a execu-
ção do pedido ele for afectado por uma falha, passará para o estado S_TABELA_F
(que executa a etapa responsável pela escolha de esquemas na falha). Daqui o
pedido pode terminar por falha através do estado S_TERMINOU_EM_FALHA.
Pode passar em vez disto por (alguns) estados como T_DETERMINA_RP (es-
colha de um novo CR), T_PASSA_A_USAR_RP (utiliza na prática o CR) ou
T_PREPARA_NOVAS_RESERVAS (efectua as reservas para o novo CR). Existe
ainda a possibilidade de passar pelo estado T_REMOVREG_CAMINHOS_NA_FA-
LHA se foi decidida a escolha de um novo CA. Após o término da falha o pedido
pode passar aos estados T_PEDIDO_EM_REVERSAO e T_PASSA_A_USAR_AP
usados no tratamento de esquemas reversivos. Um outro estado, S_TABELA_O,
foi considerado para suportar optimização, mas não é usado na implementação
actual. Existem ainda algumas transições entre estados não referidas, por exem-
plo para suportar a terminação de pedidos que não foi conseguido estabelecer.
A Figura 5.3 ilustra o percurso de vários pedidos, desde o início do pedido - cri-
ação, até ao fim do pedido - conclusão, passando por vários estados intermédios.
São também apresentadas nessa figura várias mensagens geradoras de pedidos
e uma mensagem geradora de uma falha (não são apresentadas as mensagens
pedido nem as mensagens falha). Apesar de não ser uma representação à escala,
é visível na figura que existe um grande período de passagem de tempo que
corresponde ao intervalo em que o pedido está em progresso. Na realidade na
implementação actual, como será referido à frente, o estado S_EM_PROGRESSO
é mesmo o único em que existe passagem do tempo simulado. Na figura, ape-
nas o Pedido 2 foi afectado pela falha. Este pedido começa por ter um período
em progresso, após o que é afectado por uma falha (instante t4), recupera desta
e passa ao segundo período em progresso. Posteriormente, a falha é eliminada
(sinalizada pelo aparecimento de uma mensagem (de fim de) falha, em t6, não
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Msgs geradoras de pedidos








Figura 5.3: O percurso de quatro pedidos.
representada na figura) e o pedido regressa ao caminho original, terceiro período
em progresso.
Foi referida nesta secção a utilização da distribuição uniforme discreta na es-
colha da origem e destino do pedido, da LB do pedido, do ramo afectado por
uma falha e a utilização do método de Monte Carlo na determinação do CT.
Para utilizar outras distribuições ou outros parâmetros das distribuições, que se
considerem mais adequados ao sistema que se pretenda simular, a alteração do
código não seria difícil, mas a determinação das distribuições e parâmetros mais
adequados à rede em causa envolveria a necessidade de um estudo adicional.
5.4 Projecto do programa de simulação
Nesta secção é descrita a estrutura do programa de simulação. A Figura 5.4 mos-
tra as classes principais que foram desenvolvidas para este programa e algumas
das suas relações de herança de propriedades. De notar que a figura não con-
tém a totalidade das classes e muito menos as ligações entre elas. Com a figura
pretende-se dar uma visão global da implementação do programa. As classes
cSimpleModule, cMessage, cFSM, cOutVector e cStatistic fazem parte da
hierarquia de objectos do ambiente de simulação utilizado (OMNeT++), todas as
restantes foram desenvolvidas de raiz.
As classes apresentadas na Figura 5.4 podem agrupar-se de acordo com a sua
função em seis grupos principais, distinguidos na figura através da diferença de
cores. Os seis grupos identificados são:
• Componentes nucleares – As classes que implementam os componentes































































Diagram: class diagram Page 1
Figura 5.4: Diagrama das classes mais significativas definidas na implementação.
principais usados na definição da estrutura do programa de simulação,
ilustradas na Figura 5.5.
• Componentes associados aos esquemas de recuperação – As classes que
implementam as especificidades de cada esquema de recuperação, descritas
na Figura 5.6.
• Componentes específicos do novo sistema de recuperação – As classes ne-
cessárias à definição e tratamento das estruturas de informação necessárias
para o sistema de recuperação proposto, nomeadamente relativas ao trata-
mento das tabelas, descritas na Figura 5.7.
• Estruturas para armazenamento de dados – As classes que definem es-
truturas para armazenamento e funções de manipulação de informação,
apresentadas nas Figura 5.8.
• Componentes de recolha de dados – Fornecem as funções de recolha de
informação e algumas funções de consolidação de informação, agrupadas
na Figura 5.9.





























































































































































































































































































Diagram: EsquemasRecuperacao Page 1
Figura 5.6: Componentes associados aos esquemas de recuperação.






























































































































































Diagram: NovoEsquema-Tabelas Page 1Figura 5.7: Componentes específicos do novo sistema.


























































































































































































Diagram: Dados Page 1 Figura 5.8: Estruturas para armazenamento de dados.























































































+ LargBandaStats(myP : const Pedido&)
+ ~ LargBandaStats()
+ setTipoCaminho(myTC : const TipoCaminho&)
+ setInfoRamo(myAID : int, myVal : long, myAlt : bool)
+ setInfoAgregado(myVal : long, myAlt : bool)
+ fazRegistaAlteracaoLB(IndArco : int, delta : long)
+ fazRegistaValorLB(IndArco : int, novovalor : long)
+ getTipoCaminho() : const TipoCaminho&
+ getPedido() : const Pedido&
+ getArcoID() : int
+ getValor() : long
+ getAlteracao() : bool
+ ocupaCaminho(arcos : const VecInt&)



























Diagram: Estatisticas Page 1Figura 5.9: Componentes de recolha de dados.









































































































































Diagram: InformaçãoRede Page 1 Figura 5.10: Componentes auxiliares.
• Componentes para armazenamento da topologia, reservas e ocupações da
rede – As classes que definem estruturas para armazenamento de informa-
ção da rede e para controlo de reservas e ocupações dos ramos, agrupadas
na Figura 5.10.
Nas figuras cada uma das classes é representada indicando os seus métodos (os
campos foram omitidos). A visibilidade das componentes é assinaladas por - para
visibilidade privada, por # para visibilidade protegida e por + para visibilidade
pública.
Seguidamente ir-se-á fazer uma descrição das várias componentes. Informação
pormenorizada acerca dos vários objectos referidos, encontra-se no Apêndice A.
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5.4.1 Componentes nucleares (módulo base)
O suporte principal da simulação é implementado pela classe ModuloBaseTabe-
las, que implementa o código C++ correspondente ao módulo OMNeT++ princi-
pal da simulação. Este código tem mecanismos genéricos (independente da rede
que tenha sido definida) para ir buscar aos outros módulos a informação que
precisa para construir uma representação interna da topologia da rede (na classe
InformacaoRede).
Na simulação ao fluxo isto é feito no início e a partir daí esse conjunto de
módulos nunca mais é usado nessa corrida, usando-se a representação interna
construída.
O ModuloBaseTabelas tem no princípio da simulação uma função de inicia-
lização (carrega a informação da topologia, e a partir dela cria a informação da
rede; escolhe as tabelas a usar e inicializa a recolha de dados estatísticos). Tam-
bém cria e escalona uma mensagem geradora de pedidos (associada à geração de
pedidos com uma determinada origem e um determinado destino e ao escalo-
namento desse próximo pedido) e uma mensagem geradora de falhas (o mesmo
para as falhas). As mensagens geradoras implicam a criação de mensagens pe-
dido e falhas. Qualquer mensagem recebida é tratada no ModuloBaseTabelas
pela função handleMessage, que depois, em função do tipo de mensagem re-
cebida a passa à função acontecimentoPedido que a trata directamente (para
as mensagens geradoras e para as mensagens correspondentes a uma falha) ou
a passa a acPedidoComecaAcaba (para as mensagens correspondentes a um
pedido)
O método acPedidoComecaAcaba é responsável pela evolução dos estados do
pedido. Para tal vai usar a classe RegistaEstadosTabelas, classe que associa a
cada pedido em execução uma máquina de estados e permite a evolução dos mes-
mos através dessa máquina de estados. Tal é implementado através de uma classe
auxiliar RegistaEstadosTabelas::RegPedido. Quando um pedido é escalonado
para ser tratado, a classe RegistaEstadosTabelas identifica esse pedido numa
tabela de hash de RegistaEstadosTabelas::RegPedido. Esta tabela inclui todos
os pedidos em execução (RegistaEstadosTabelas acrescenta o pedido nessa ta-
bela se ainda lá não estiver). Após encontrar o pedido, RegistaEstadosTabelas
executa o método RegistaEstadosTabelas::RegPedido::acontecimentoPedido
associado ao pedido a tratar. Esta função contém a definição total da máquina
de estados, e vai permitir a evolução do pedido ao longo da máquina de estados.
Essa evolução implica o passar de estado transitório em estado transitório, fa-
zendo as operações associadas a esses estados transitórios (que podem incluir por
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exemplo efectuar a escolha de esquema de recuperação usando tabelas, o efec-
tuar ou libertar reservas ou a recolha de informação estatística). Esta evolução
vai ocorrer até que o pedido chegue a um estado estacionário. Quando tal ocorre,
e após efectuar as operações associadas a esse estado, a função termina, e o mé-
todo ModuloBaseTabelas::acPedidoComecaAcaba continua o tratamento, que
geralmente implica a recolha de algumas medidas estatísticas e o escalonamento
da mensagem pedido. Este ciclo de tratamento/escalonamento, associado a uma
mensagem pedido vai ocorrer até a mensagem chegar ao estado FIM_PEDIDO,
em que é finalmente eliminada (e removida dos registos de RegistaEstadosTa-
belas).
Cada uma das mensagens usadas no sistema tem uma definição (indicando
tipo de mensagem e outra informação associada à mensagem) num ficheiro .msg.
Esta definição é transformada pelo OMNeT++ numa classe apropriada (no simu-
lador usa-se MsgGerador, MsgGeradorHighLow, MsgFalha e MsgPedido).
O código das mensagens é transformado em código C++ usando o comando
opp_msgc (do ambiente de desenvolvimento OMNeT++). Este cria as classes C++
para as mensagens definidas nos ficheiros .msg (no caso em estudo no ficheiro
modulobase.msg), criando funções get e set para cada um dos campos definidos
para a mensagem, bem como o construtor, destrutor e operadores de comparação
e atribuição.
As mensagens são construídas numa hierarquia cuja base é MsgBase (que
define para todas as mensagens um campo que indica o seu tipo). As men-
sagens MsgPedido, MsgFalha e MsgGerador são especializações da MsgBase,
com informação adicional associada à sua função (por exemplo, uma MsgPedido
guarda informação sobre um Pedido, enquanto uma MsgFalha tem campos que
indicam o instante de início e de fim da falha). As MsgGerador são usadas para
guardar informação dos geradores de pedidos e de falhas (e mais um campo para
permitir distinguir entre mensagens geradoras de pedidos e de falhas). Para si-
mular carga variável, foi definido um tipo extra MsgGeradorHighLow, como
especialização de MsgGerador, que permite guardar a informação adicional ne-
cessária para permitir duas taxas de geração de pedidos e alternar entre estas
taxas.
5.4.2 Suporte para múltiplos esquemas de recuperação
A classe EsquemaRecuperacao é usada no suporte a múltiplos esquemas de
recuperação. Esta classe define um conjunto de métodos virtuais puros, cuja
implementação nos seus filhos (correspondentes a cada esquema) irão definir
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a determinação de caminhos quando surge um pedido ou uma falha. As fun-
ções principais são: DeterminaCaminhos, que determina o CA e o/os CR (este
último é inválido no caso de esquemas de reencaminhamento); e Determina-
CaminhoRecuperacaoNaFalha, que determina o CR na falha (só definida nos
esquemas de reencaminhamento), recebendo o CA e informação sobre a loca-
lização da falha. As restantes são funções auxiliares para actualizar estruturas
internas de dados dos esquemas.
A sequência de chamada das funções é DeterminaCaminhos, Estabelece-
CaminhoActivo, EstabeleceCaminhoRecuperacao (que tratam das reservas
RSVP) e RegistaCaminhoActivo e RegistaCaminhoRecuperacao (que efec-
tuam a alteração das estruturas de dados internas do esquema). Quando o
pedido termina a ordem é a inversa, ou seja primeiro chama-se RegistaLiber-
taCaminhoActivo e RegistaLibertaCaminhoRecuperacao e só depois o Re-
moveCaminhoActivo e RemoveCaminhoRecuperacao (primeiro alteram-se as
estruturas de dados internas e depois removem-se as reservas RSVP).
A classe EsquemaRecuperacao possui dois ponteiros que lhe permitem ace-
der à informação comum da rede (topologia – arcos, nós, estruturas que tem
que ser partilhadas por várias instâncias de um esquema de recuperação, etc)
e das reservas RSVP, classes InformacaoRede e ReservaRSVP respectivamente
(descritas na Secção 5.4.5). Na simulação ao fluxo não é utilizado o RSVP como
definido nos RFC, mas sim um RSVP simplificado (a diferença principal entre
estas implementações tem a ver com a altura em que são efectuadas as reservas
em cada um dos ramos dos caminhos, na implementação efectuada são todos
reservados simultaneamente ou seja não existe passagem de tempo entre a re-
serva dos vários ramos). Os diferentes esquemas invocam os métodos de Reser-
vaRSVP com parâmetros diferentes. O método RemoveCaminhoActivo remove
as reservas que tiverem sido feitas no EstabeleceCaminhoActivo e RemoveCa-
minhoRecuperacao remove as reservas que tiverem sido feitas no Estabelece-
CaminhoRecuperacao.
Os métodos RegistaCaminhoActivo e RegistaCaminhoRecuperacao e os
métodos RegistaLibertaCaminhoActivo e RegistaLibertaCaminhoRecupera-
cao nalguns esquemas são complexos, principalmente naqueles que fazem parti-
lha de LB de protecção, enquanto que noutros não precisam de fazer nada (caso
dos de reencaminhamento).
As funções da classe EsquemaRecuperacao começam por ser chamadas quan-
do o pedido se encontra no estado T_DETERMINA_CAMINHOS da máquina de
estados, onde é chamada a função DeterminaCaminhos. No estado T_ESTAB-
REG_CAMINHOS são invocados os métodos EstabeleceCaminhoActivo, Es-
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tabeleceCaminhoRecuperacao, RegistaCaminhoActivo e RegistaCaminho-
Recuperacao, e o estado T_DETERMINA_RP é onde é chamada o método De-
terminaCaminhoRecuperacaoNaFalha (se o caminho já foi determinado an-
teriormente não se passa neste estado, passa-se logo para o estado T_PASSA-
_A_USAR_RP). O estado T_REMOVREG_CAMINHOS que será chamado depois
do estado S_EM_PROGRESSO (ou no fim se houve alguma falha na reserva8) é
onde são chamados os métodos RegistaLibertaCaminhoActivo e RegistaLi-
bertaCaminhoRecuperacao e depois o RemoveCaminhoActivo e RemoveCa-
minhoRecuperacao. No estado S_TABELA_F pode determinar-se um novo CA
(novo esquema), nesse caso será necessário retirar os caminhos anteriores e voltar
ao estado T_DETERMINA_CAMINHOS.
A classe EsquemaRecuperacao apresenta várias especializações, implementa-
das nas classes EsqReencGlobal e EsqReencGlobalRSRV (reencaminhamento
global, sem e com reserva, respectivamente), EsqReencLocal e EsqReencLo-
calRSRV (reencaminhamento local, de novo sem e com reserva respectivamente),
bem como EsqFastReRoute e EsqFastReRouteMulticaminhos (implementa-
ção do esquema de protecção Fast Reroute e de uma variante do mesmo) e Esq-
KodialamGlobal, EsqKodialamLocalBase e EsqKodialamLocalAlt (esque-
mas de protecção com partilha da LB reservada para tal; foram desenvolvidos
esquemas de âmbito global e local, bem como uma variante local melhorada).
5.4.3 Suporte para a escolha dinâmica do esquema de recuperação
Uma tabela do sistema que se pretenda simular será uma instância de Tabe-
laMatching. Cada instância de TabelaMatching possui uma ou várias ins-
tâncias de TabelaMatching::LinhaMatching que por sua vez possui uma ou
várias instâncias de TabelaMatching::CelulaMatching. Cada instância de Ta-
belaMatching::CelulaMatching possui um vector de ponteiros para IMBase
(correspondendo às condições que têm de ser verificadas para essa célula ser con-
siderada um match). Para além disso cada célula possui também o resultado a
aplicar no caso de um match. Este resultado é do tipo InformacaoTabela
A classe IMBase possui as especializações InputMatch<T> e MatchObjec-
toFuncional. A classe IMBase define o interface a seguir pelos objectos In-
putMatch<T>, MatchObjectoFuncional e suas especializações. Este interface
obriga a que cada classe derivada implemente uma função denominada match
que será verdadeira se a condição a testar se verificar. A existência de um vec-
8Na actual implementação, falhas na reserva apenas são possíveis se os esquemas calcularem
incorrectamente a LB disponível e tentarem reservar mais do que o possível.
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tor de ponteiros para estes objectos, nas células, permite que o teste de matching
de células possa ser feito quaisquer que sejam as especializações efectivas das
condições a associar a cada célula. Assim o template InputMatch<T> permite
testar a condição de uma instância de um objecto possuir um valor pré-definido
(por exemplo o CT ser CT1). A classe MatchObjectoFuncional especializa
o interface para suportar testes mais complexos, definidos pelas classes suas
especializações. Assim: as classes MOF_CargaRede, MOF_CargaRedeLeve,
MOF_CargaRedeLeveG e MOF_CargaRedePesada são especializações de Mat-
chObjectoFuncional associados ao teste de carga na rede; as classes MOF-
_LocalFalha, MOF_LocalFalha_La1, MOF_LocalFalha_La2 e MOF_Local-
Falha_La3 são especializações de MatchObjectoFuncional associados ao teste
do local da falha; finalmente as classes MOF_TamanhoLSP, MOF_Tamanho-
LSPCurto e MOF_TamanhoLSPLongo são especializações de MatchObjecto-
Funcional associados ao teste de uma estimativa do comprimento do CA.
A classe InformacaoTabela possui a indicação de que ocorreu um null match
ou no caso de ter existido efectivamente um match possui informação sobre as
características do esquema de recuperação escolhido (InformacaoEsquemaRe-
cuperacao) e a indicação de qual a próxima tabela a testar. Perante um match
as características do esquema de recuperação escolhido são adicionadas às ca-
racterísticas escolhidas anteriormente para o esquema de recuperação a usar. Se
foi escolhido completamente um determinado esquema, as características desse
esquema sobrepõem-se às escolhas anteriores. Para obter as características dos
esquemas de forma padronizada foi desenvolvida a classe TraduzEsqRecupera-
cao.
As classes anteriores definem uma infraestrutura que pode ser usada para
qualquer instanciação de esquemas e tabelas. Para aplicar na prática essa in-
fraestrutura aos esquemas usados e tabelas testadas, foi necessário definir um
conjunto de classes auxiliares, incluindo InicInformacaoTabelas que define
quais os tipos de tabelas efectivamente suportados na implementação efectuada
(por exemplo, tabelas “mono-esquema” ou tabelas que usem esquemas diferentes
para carga leve e não leve) e que necessitará de ser expandida se for necessário
criar tabelas para outras condições ou combinações de condições. A classe Ini-
cInformacaoEsquemas define quais são as traduções dos nomes, utilizados nas
tabelas, nas classes que suportam efectivamente os esquemas, que são especiali-
zações de EsquemaRecuperacao (por exemplo, EER_PG1 corresponde à classe
EsqKodialamGlobal). Finalmente a classe InicInformacaoEtiquetas permite
guardar informação auxiliar que associa a cada esquema de recuperação o seu
âmbito (local ou global) e o seu modelo (protecção ou reencaminhamento).
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Na classe InicInformacaoTabelas são implementadas várias funções cujo ob-
jectivo é servir de suporte à função inicializaTabelas, que é na prática a função
que inicializa todos os tipos de tabelas que poderão ser utilizadas nessa simula-
ção.
5.4.4 Estruturas para armazenamento de Informação
Foram definidos diversas estruturas para armazenamento de informação usada
(nós, arcos e caminhos da rede, pedidos e CT associados a estes). Agruparam-se
esses objectos no que é designado por estruturas de armazenamento de dados,
que permitem também manipulação adequada a cada um destes.
As classes No e Arco (e os seus agrupamentos VecNos e VecArcos) foram de-
finidas para guardar informação sobre os nós e os arcos da rede, respectivamente.
Um Arco pode ser construído directamente a partir de dois No ou através das
posições destes num VecNos (é geralmente usado neste caso o vector de todos
os nós da rede).
Foram ainda necessárias as classes Pedido (para guardar informação sobre um
pedido) e ClasseTrafego (informação sobre CT). Pedidos podem ser associados
em GrupoPedidos. Para criar um Pedido é necessário conhecer os No origem e
destino e a ClasseTrafego do mesmo, bem como informação adicional como a
LB necessária ao mesmo.
Para guardar informação de um CA e de um CR global ou local foram desen-
volvidas as classes Caminho, GrupoCaminhos, CaminhoActivo, CaminhoRe-
cuperacaoSingle e CaminhosRecuperacao. Um Caminho é definido como
uma sequência de No. As restantes especializações de Caminho permitem
guardar informação adicional necessária (como o Pedido associado) e permitem
associar vários Caminho (necessário por exemplo para guardar os CR para es-
quemas de protecção local).
Finalmente, para tratar de valores que possam ser Infinitos ou Indefinidos,
foi construída a classe Valor que oferece estas funcionalidades, e que pode ser
agrupada em ArrayValores.
5.4.5 Estruturas para recolha de dados e estruturas auxiliares
As três estruturas principais implementadas para a obtenção e registo das estatís-
ticas são MBStatBase, a sua derivada KodStats e a classe KStatsGenerico de-
rivada desta última. A classe MBStatBase define apenas funções virtuais puras,
tendo apenas função de interface para as classes derivadas. A classe KodStats
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implementa quase todas as funções de MBStatBase, excepto duas, que são im-
plementadas pela classe KStatsGenerico. O objecto ModuloBaseTabelas pos-
sui um ponteiro para MBStatBase, mas como a esse ponteiro é atribuída uma
instância de KStatsGenerico, quando ModuloBaseTabelas invoca uma função
a que é executada é a de KStatsGenerico, ou a de KodStats no caso de não ter
sido redefinida em KStatsGenerico (polimorfismo).
Para obtenção das estatísticas escalares foram necessários os objectos auxiliares
TimedValue, TimedValueCL e VecTimeValueCL. TimedValue é um objecto es-
tatístico que permite calcular valores correspondentes à média de uma medida,
ponderada pelos intervalos de tempo que decorrem entre as recolhas de cada va-
lor dessa medida. TimedValueCL é um vector de objectos TimedValue em que
é guardado um valor da medida por CT e um valor correspondente ao agregado
dos CT. Desta forma o número de elementos do vector TimedValueCL é igual ao
número de CT mais um. Finalmente, VecTimeValueCL é um vector de objectos
TimedValueCL, geralmente com tantos elementos quantos os ramos da rede. Na
prática este vector é utilizado para armazenar medidas por ramo da rede ou por
esquema de recuperação.
O registo das estatísticas vectoriais implicou a definição do objecto auxiliar
OutVec, derivado do objecto cOutVector da biblioteca de classes do OMNeT++,
e que permite o registo de valores através da função membro record de cOut-
Vector.
Vários métodos da classe KodStats são responsáveis por registar no ficheiro
de saídas vectoriais atributos do tipo OutVec, recorrendo à função regista, ou
responsáveis por coligir valores dos atributos escalares, dos tipos TimedValue,
TimedValueCL ou VecTimeValueCL, que no final da simulação serão registado
no ficheiro de saídas escalares. A classe auxiliar largBandaStats foi também
usada para registar valores estatísticos relativos à alteração da ocupação de LB.
Suporte para reservas, ocupações e múltiplos BCM
A informação da rede que deverá ser partilhada por todos os esquemas de re-
cuperação e restante código é armazenada na classe InformacaoRede ou em
instâncias de outras classes que podem ser acedidas através desta. Esta informa-
ção inclui a topologia (carregada aquando do início da simulação) e as ocupações
efectivas de cada ramo em cada instante. Estas informações são armazenadas di-
rectamente em especializações do ModeloRestricaoLarguraBanda, mas tam-
bém são agregadas em estruturas de dados específicas de alguns esquemas, como
Delta_IJ_UV.
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As ocupações dos ramos da rede são mediadas por um BCM. Estes foram
implementados através de especializações da classe ModeloRestricaoLargu-
raBanda, designadas MRLB_MAM e MRLB_MAR. Estes tratam de armazenar
e gerir informação sobre as ocupações de cada ramo considerando as restrições
associadas a cada CT. Permitem também receber informação sobre a disponibili-
dade actual de LB em cada CT de acordo com essas restrições (e de acordo com
as reservas RSVP activas).
A classe ReservaRSVP corresponde a uma implementação simplificada do
RSVP. Implementa as funções associadas a reservas de caminhos simples (Reser-
vaCaminhoActivoUniforme, ReservaCaminhoRecuperacaoUniforme, liber-
taCaminhoActivoUniforme e libertaCaminhoRecuperacaoUniforme) e as
associadas às reservas de conjuntos de ramos não uniformes – necessários para
suportar partilha de LB de protecção (reservaCaminhoRecuperacaoNaoUni-
forme e libertaCaminhoRecuperacaoNaoUniforme). Além destas funções
existem também funções auxiliares para obter o número de reservas RSVP ten-
tadas, conseguidas e falhadas. Na implementação actual em geral todas as re-
servas RSVP tentadas são conseguidas, uma vez que os esquemas verificam a
ocupação/reserva antes de tentar fazer novas reservas, e que não há passagem
de tempo entre as reservas dos vários ramos de um caminho.
As reservas possuem uma identificação, através da qual é possível saber em
que ramos foi feita reserva e de que valor. A função ReservaCaminhoActivoU-
niforme permite fazer a reserva para o CA. Neste caso os ramos a reservar
formam um caminho (o nó em que um ramo termina é o início do ramo seguinte
do caminho) e a LB necessária é a mesma em todos os ramos (tratando-se de uma
reserva bastante simples). A função ReservaCaminhoActivoUniforme chama
a função reservaCaminhoU que por sua vez irá utilizar o BCM para fazer a re-
serva efectiva da LB (ocorre alteração das estruturas de informação do BCM, no
respeitante ao CT em causa).
As reservas de LB associadas a CR que partilham LBP são geridas usando re-
servas fictícias, uma vez que o valor a reservar por ramo pode ser diferente entre
eles e os ramos a reservar podem não constituir um caminho. Estas questões
são tratadas pelas reservas não uniformes. Para o conseguir, altera-se na prática
um conjunto de reservas “reais” que já existem (uma por ramo) em função das
modificações necessárias. É criada também uma nova reserva “fictícia” na qual
são indicados todos os ramos efectivamente usados pelo caminho com um valor
de LB zero (simplesmente para manter o registo de recursos usados). Para além
de muitas reservas “fictícias” podem existir vários conjuntos de reservas “reais”
simultaneamente, a cada um dos quais corresponde uma assinatura. Esta situa-
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ção ocorre quando tivermos simultaneamente vários esquemas que precisem de
fazer reservas não uniformes que são manipuladas independentemente. Estas
reservas complexas são criadas pelo método reservaCaminhoRecuperacaoNa-
oUniforme.
As funções de libertação de recursos podem simplesmente libertar a LB em ca-
minhos uniformes anteriormente reservados (libertaCaminhoActivoUniforme,
libertaCaminhoRecuperacaoUniforme). Pode também ser necessário liber-
tar reservas não uniformes (é o caso de libertaCaminhoRecuperacaoNaoU-
niforme) e nesse caso as variações a fazer nas reservas devem ser calculadas
previamente, fora da função, uma vez que não podem geralmente ser inferidas
das reservas anteriores.
5.5 Opções tomadas no novo sistema de recuperação
No desenvolvimento do sistema foi necessário tomar algumas decisões de imple-
mentação que em certos caso influenciaram o comportamento final do sistema.
Nesta secção são descritas as principais decisões e o seu efeito no sistema desen-
volvido.
No sistema são permitidas várias classes de serviço, todas com determinadas
garantias de QoS (excepto uma, de tráfego BE) e por essa razão um serviço só
é fornecido se for possível oferecer largura de banda garantida (excepto para a
referida classe de serviço BE).
Na implementação corrente, cada pedido gerado, de uma dada classe de trá-
fego, corresponde simplesmente ao pedido de um LSP para transportar o tráfego
de uma origem para um determinado destino (os LSP são dirigidos por defini-
ção). Não está portanto também associado a um pedido o LSP para o tráfego de
retorno.
Nos casos em estudo consideram-se redes em que é implementado DS-TE, e
pretende-se que na ocorrência de uma falha as exigências de DS-TE continuem
a ser cumpridas. Os caminhos de protecção e os caminhos protegidos por estes
pertencem todos ao mesmo CT DS-TE.
Para adequar o sistema, apresentado no capítulo 4, a DS-TE as tabelas tiveram
de ser adaptadas. Nessa adaptação, nas condições correspondentes às classes de
serviço passou a usar-se CT. Os CT são agregados de tráfego que terão trata-
mento semelhante, como definido pelo DS-TE (Faucheur e Lai, 2003).
Por questões de simplicidade, foi assumida a inexistência de preempção rela-
tivamente a reservas ou ocupações. Porém o tratamento destas situações poderia
ser incorporado no sistema através da criação de uma etapa auxiliar constituída
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por tabelas que seriam avaliadas pelos pedidos preemptidos (no seu caminho
activo ou no seu caminho de recuperação) de forma a escolher a acção a tomar
neste caso.
Foram implementados vários esquemas de recuperação, por reencaminhamento
e por protecção. Nos esquemas de protecção todos os LSP são criados com re-
serva. Nos esquemas de reencaminhamento os LSP activos podem ser estabe-
lecidos com ou sem reserva (os LSP de recuperação são, por definição, apenas
calculados quando a falha ocorre ). No simulador desenvolvido são suportados
vários CT, sendo os LSP estabelecidos com reserva em todos eles, excepto num
(CT0, correspondente a tráfego BE). A utilização de reservas por CT permite um
controlo mais apertado da utilização da LB (Faucheur e Lai, 2003).
O CT correspondente a tráfego BE será sempre estabelecido sem reserva por
duas razões: para não gastar recursos com este CT e porque não será implemen-
tada preempção.
A implementação dos esquemas por reencaminhamento com e sem reserva
permite aplicar esse tipo de recuperação tanto aos CT com reserva como ao CT
sem reserva. Da combinação das explicações anteriores depreende-se que ao CT
correspondente a tráfego BE será sempre aplicado um esquema por reencami-
nhamento sem reserva. Com a implementação apenas ao nível do fluxo os
reencaminhamentos com e sem reserva serão funcionalmente equivalentes por-
que no reencaminhamento com reserva a informação de reserva coincide com
a informação de ocupação (nas decisões de encaminhamento, nos esquemas de
recuperação com reserva é usada a informação acerca das reservas enquanto que
nos esquemas de recuperação sem reserva é usada a informação acerca das ocu-
pações). No entanto são feitas ambas as implementações (com e sem reserva) por
questões de coerência com restrições associadas aos CT e porque essas restrições
poderão ser adequadas na análise da simulação ao nível do pacote.
Todos os esquemas de recuperação usam o modo reversivo com excepção do
reencaminhamento sem reserva (apenas os esquemas de recuperação por reenca-
minhamento é podem ser aplicados sem reserva). Desta forma, em geral, após a
recuperação da falha o tráfego retorna ao CA. Se esta opção não fosse tomada,
continuar a usar o CR depois da falha ser recuperada poderia conduzir a proble-
mas nos esquemas de recuperação que fazem partilha inter pedidos. No esquema
de reencaminhamento sem reserva optou-se por continuar a usar o CR mesmo
depois da falha ter sido recuperada, uma vez que os recursos do CA não foram
reservados e podem já não estar disponíveis.
Se surgir uma segunda falha num pedido que utiliza um esquema de recu-
peração por reencaminhamento sem reserva esse pedido é terminado como con-
Aspectos da Implementação 169
sequência dessa falha. Apesar de não cumprir as indicações do RFC 3469 (Sharma
et al., 2003) esta opção foi tomada por questões de simplicidade de implementa-
ção e por ter sido constado que se tratava de uma situação muito pouco frequente.
No caso do reencaminhamento local, o pedido pode ser terminado na ocor-
rência de uma falha no CA, mesmo tendo sido possível encontrar um CR que
contorne a falha. Esta situação ocorre se em algum dos ramos do CA que conti-
nua a ser usado após a recuperação a LB disponível para esse pedido segundo o
BCM, no momento da falha, não for suficiente (note-se que a LB necessária nesse
ramo já estava a ser usada pelo pedido, mas o acesso a essa LB tinha sido con-
cedido quando a rede se encontrava noutro estado de disponibilidade). Muito
provavelmente este pedido teria sido já terminado por preempção, se esta tivesse
sido implementada.
Apesar da máquina de estados do programa de simulação estar preparado para
a existência de falhas simultâneas, tal não pode ocorrer na prática. Quando um
recurso falhou, nenhuma nova falha afectará o sistema enquanto a anterior não
for reparada (não há a possibilidade de falhas simultâneas). Os únicos recursos
que podem ser afectados por falhas são as ligações entre os LSR.
Na versão já desenvolvida o simulador permite fazer simulações apenas ao ní-
vel do fluxo. Contudo este programa de simulação foi desenvolvido de forma a
poder vir a ser reutilizado na implementação ao nível do pacote, e no Apêndice
B são apresentados alguns desenvolvimentos já efectuados, específicos da simu-
lação ao nível do pacote. Para este tipo de simulação poder ser realizado falta
principalmente a implementação do protocolo RSVP9 com as extensões necessá-
rias para DS-TE.
Optimizações possíveis
O código desenvolvido poderá tornar-se mais eficiente. Algumas optimizações
que poderão ser feita são:
• Quando são usados dois esquemas no mesmo CT que fazem partilha in-
ter pedido estão a ser mantidos registos independentes da LB partilhada,
poder-se-á tornar a partilha mais eficiente se os dois esquemas fizerem uso
comum da estrutura de registo de partilha de LB.
• Ao determinar o CR no reencaminhamento, considerar-se também como
disponível a LB do CA efectivamente acessível, o que não acontece para
todos os ramos do CA na implementação actual.





Neste capítulo são apresentados os resultados obtidos por uma análise simu-
lacional usando a implementação descrita no Capítulo 5, de forma a validar o
sistema construído. Este capítulo começa, na Secção 6.1, por indicar a topo-
logia das redes utilizadas neste estudo experimental; a Secção 6.2 descreve as
características gerais da análise simulacional; a Secção 6.3 apresenta as medidas
de desempenho utilizadas; a Secção 6.4 descreve um conjunto de experiências
que pretendem testar hipóteses subjacentes à abordagem proposta no Capítulo 4.
Estas hipóteses (que verificam características parcelares do sistema) são apresen-
tadas e testadas sucessivamente na Secção 6.5, terminando este capítulo com um
teste a um sistema que apresenta todas as características simultaneamente, numa
aplicação simplificada do modelo descrito no Capítulo 4. Na Secção 6.6 foi feita
uma análise final desta experimentação.
6.1 Topologias das redes
Uma vez que os resultados experimentais podem ser fortemente influenciados
pela estrutura topológica utilizada, na análise simulacional são consideradas mais
do que uma topologia de rede (na prática para os resultados apresentados foram
consideradas duas no total, mas o sistema permite facilmente suportar qualquer
outra rede). Para obter essas topologias foi feita uma pesquisa na literatura por-
que era pretendido obter redes que fossem amplamente utilizadas em trabalhos
de investigação da área (sendo este um aspecto importante para permitir uma
comparação entre os vários esquemas de recuperação considerados e o novo es-
quema, ou sistema, de recuperação proposto no Capítulo 4).
A pesquisa efectuada permitiu identificar várias topologias de rede que são
usadas extensivamente. Uma dessas topologias é a apresentada na Figura 6.1 (a
mesma foi apresentada anteriormente no Capítulo 3), a qual é usada em vários
trabalhos incluindo Calle et al. (2003); Kodialam e Lakshman (2000); Qiao e Xu
(2002); Suri et al. (2001); Urra et al. (2005b); Xiong et al. (2003); Xu et al. (2002).
Trata-se de uma rede com 15 nós e 56 ramos dirigidos (cada ramo não dirigido
na figura representa dois ramos dirigidos), que neste trabalho será designada por






















Figura 6.2: Topologia da rede europeia COST 239 (adaptada de Batchelor et al., 2000).
KL-15. A capacidade de cada ramo dirigido fino é de 60 unidades e de cada ramo
dirigido grosso é de 240 unidades, em ambos os casos em cada direcção.
Uma segunda topologia de rede também usada frequentemente é a rede COST
239 (Batchelor et al., 2000). Exemplos de trabalhos que usam esta rede são Au-
tenrieth e Kirstadter (2002); Iselt et al. (2004); Menth e Martin (2005); Pasqualini
et al. (2004); Prinz et al. (2005); Schwabe e Gruber (2005). A estrutura topológica é
apresentada na Figura 6.2, trata-se de uma rede com 11 nós e 52 ramos dirigidos
(apenas 50 ramos em Autenrieth e Kirstadter, 2002), cada ramo não dirigido na
figura representa dois ramos dirigidos.
Por último, uma topologia de rede que representa uma rede típica de um ISP
é usada por exemplo em Apostolopoulos et al. (1998); Kar et al. (2003); Urra et al.
(2005a); (Calle, 2004, pág. 106); e (Pinto, 2005, pág. 92). Esta topologia corres-
ponde a uma rede realista bem conhecida e é constituída por 18 nós e 30 liga-
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ções simétricas. Também têm sido usadas extensivamente outras topologias de
rede baseadas no mapa dos EUA. Uma versão com apenas 14 nós, aparece por
exemplo nos trabalhos Koubàa et al. (2005); Li e Wang (2005); Liu e Ruan (2005);
Losego et al. (2005). E uma versão com 46 nós e 76 ramos aparece em Xiong
et al. (2003); Xu et al. (2002). No entanto, estas redes não foram analisadas porque
foi considerado que as duas iniciais (KL-15 e COST 239) tinham características
suficientemente distintas.
6.2 Características gerais às várias experiências
Uma vez seleccionadas as topologias das redes a utilizar (redes KL-15 e COST
239), colocou-se o problema do seu dimensionamento. Não é possível dimensio-
nar as redes de forma a obter uma configuração das capacidades que seja óptima
para mais do que um dos cenários considerados, em particular a utilização de es-
quemas de recuperação com diferentes necessidades de recursos e a utilização de
vários CT com requisitos diferentes. Foi escolhido um dimensionamento presente
na literatura para a rede KL-15 (referido anteriormente) e para a rede COST 239
foi escolhida a capacidades de 100 unidades para cada um dos ramos dirigidos,
capacidade semelhante à capacidade média na rede KL-15. Foram escolhidos fac-
tores de carga com grande variação na tentativa de produzir situações de carga
adequada aos casos em estudo.
Os pedidos chegam à rede (um de cada vez) com LB uniformemente distri-
buídos no intervalo [1, 6]. A origem e o destino dos LSP são escolhidos ale-
atoriamente de entre todos os nós. Também é escolhida aleatoriamente o CT
associado ao pedido, a partir de uma distribuição uniforme usando o Método de
Monte Carlo (proporções de tráfego indicadas no parâmetro mam_lim_classes).
As chegadas seguem um processo de Poisson de intensidades 0.1 e 0.2 (parâ-
metro lambda_poisson) pedidos de ligação por unidade de tempo, respectiva-
mente para a rede KL-15 e COST 239. As durações dos pedidos são exponencial-
mente distribuídas com valor médio igual a 1/0.001 (1/miu_poisson) unidades
de tempo. Para gerar outras situações de carga multiplicou-se a intensidade de
chegada dos pedidos por sucessivos valores inteiros (no intervalo [2, 6]).
Cada falha afecta apenas um ramo dirigido que é escolhido aleatoriamente de
entre todos os ramos dirigidos na rede. Estas são também geradas como proces-
sos de Poisson. Ocorrem 0.0005 (lambda_falhas) por unidade de tempo e são
reparadas 0.001 (miu_falhas) por unidade de tempo, independentemente das
condições de carga. O número de falhas que afectam o sistema é ligeiramente
menor que o referido anteriormente porque uma falha que é gerada quando a
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anterior ainda não foi recuperada é simplesmente eliminada. Esta restrição foi
colocada devido à limitação dos esquemas de recuperação que não estão prepa-
rados para lidar com falhas simultâneas.
Em cada uma das corridas efectuadas foram gerados 2 800 000 pedidos e um
tempo de transição correspondente a 100 000 pedidos. Este período de transi-
ção foi aplicado tanto no início como no final da simulação, no primeiro caso
para evitar efeitos transitórios enquanto a rede não atingiu uma carga média es-
tável e no segundo caso para evitar o efeito nas medidas (por exemplo no rácio
de pedidos terminados / pedidos tentados) de considerar pedidos que não che-
gam a terminar durante o período simulado por falta de tempo de simulação.
Estes valores foram escolhidos relativamente grandes para poderem ser usados
tanto para a situação de carga base como para a situação de carga mais elevada
(quanto maior for a intensidade de geração de pedidos menor vai ser o tempo
simulado). Para as diversas experiências, os resultados apresentados referem-se
a medidas durante o período útil, após o período de transição (logo, o número
de pedidos analisados foi 2 600 000). As várias condições de carga (parâmetro
factor_trafego) geradas no estudo efectuado foram além da carga base, acrés-
cimos desta de 100%, 200%, 300%, 400% e 500%, tanto na rede KL-15 como na
COST 239. Verificou-se, para um número significativo de casos, que passado
o tempo de transição, os resultados não apresentavam flutuações significativas.
Esses resultados são relativos a uma situação com factor de carga elevado e por
conseguinte uma situação em que o tempo de aquecimento usado foi menor.
Para cada um das casos foram executadas 10 replicações independentes (com
exactamente os mesmos parâmetros diferindo apenas nos números aleatórios
usados) e foram obtidas as médias em todos os casos, os resultados da simu-
lação mostram que são pequenas as variações entre as várias replicações. Os
intervalos de confiança apresentados para os diferentes resultados foram calcula-
dos pelo método estatístico das replicações independentes, conforme descrito no
Apêndice F.
O programa foi executado em vários microcomputadores com características
distintas (com processadores Pentium III, Pentium IV, Pentium Core, e Pentium
Core2 tendo sido estes dois últimos tipos os mais comuns) em máquinas virtuais
com 512 MB de memória principal. O sistema operativo utilizado foi o Linux
(Ubuntu). O tempo de simulação para cada corrida variou de 5 minutos a 20
horas, sendo esta diferença resultante principalmente de dois factores, a grande
diferença de complexidade na implementação dos vários esquemas de recupera-
ção e a diferença de capacidade dos processadores. Para obter todos os resultados
foi necessário um tempo de computação de cerca de 500 dias de CPU.
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Nome Valor
numMaxPedidos 2 800 000
nPedidoInicialStat 100 000
n_classes_traf 4
mam_lim_classes 0.5, 0.2, 0.2 e 0.1
mar_factor_classes 0, 1.5, 1.5 e 3
mar_limiar 0.1




bw entre 1 e 6
factor_trafego 1, 2, 3, 4, 5 ou 6
Tabela 6.1: Valores dos parâmetros de entrada comuns a todas as corridas.
Todos os ficheiros dos resultados obtidos nas várias corridas executadas foram
consolidados em bases de dados usando Microsoft Access. A análise dos resulta-
dos foi feita usando o Microsoft Excel tendo este como entrada os dados das base
de dados referidas anteriormente.
A Tabela 6.1 sintetiza os valores dos parâmetros de entrada comuns às diversas
simulações e que foram utilizados na obtenção dos resultados apresentados na
Secção 6.5. Na Tabela 6.1 são apresentados para o parâmetro factor_trafego
todos os valores que são utilizados (só é utilizado um valor de factor_trafego
para cada corrida). Para chegar aos valores dos parâmetros numMaxPedidos,
mar_factor_classes, mar_limiar e factor_trafego foram realizadas várias
simulações prévias. Por exemplo, para o parâmetro mar_factor_classes fo-
ram utilizados inicialmente os valores 0, 1, 1 e 2, verificou-se que estes valores
funcionavam relativamente bem quando todos os CT utilizavam esquemas de
reencaminhamento, mas quando alguns CT utilizavam esquemas de protecção
existiam situações em que o bloqueio no estabelecimento do CT0 era inferior
a outros CT. Com os valores actuais embora tenham sido obtidas melhorias
significativas, ainda ocorrem algumas dessas situações na rede KL-15.
As proporções de tráfego (parâmetro mam_lim_classes) utilizadas foram 10%,
20%, 20% e 50%, respectivamente para CT3, CT2, CT1 e CT0. CT3 corresponde
a tráfego de prioridade elevada, CT2 e CT1 correspondem a tráfego de priori-
dade normal e CT0 corresponde a tráfego Best Effort. Foi atribuído um valor de
proporção pequeno ao CT3 para obedecer às recomendações no RFC 4126 (Ash,
2005) e no RFC 3564 (Faucheur e Lai, 2003). Atribuíram-se proporções iguais ao
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Descrição Cálculo
Bloqueio no Estabelecimento por CT Expressão (5.2)
Desconexão na Falha por CT Expressão (5.4)
No de Ramos (Comprimento) do CA por CT Expressão (5.10)
No de CR por Pedido Estabelecido por CT Expressão (5.14)
No de pedidos tentados (por cada esquema) por CT esqTentado (Tabela 5.3)
No de pedidos estabelecidos (por cada esquema) por CT esqEstabelecido (Tabela 5.3)
LB gasta em todos os ramos (para todos os CT) Expressão (5.15)
LB gasta em todos os ramos por CT Expressão (5.16)
Tabela 6.2: Medidas usadas nas experiências.
CT2 e ao CT1 para facilitar a tarefa de comparação da aplicação de diferentes
esquemas de recuperação ao tráfego de prioridade normal.
O modelo MAR foi utilizado em todas as corridas. Seguindo as especifica-
ções para esse modelo, RFC 4126 (Ash, 2005), a LB garantida para o CT0 (trá-
fego Best Effort) é zero, isto significa que este tráfego só será admitido se a
soma de mar_limiar com a LB) solicitada pelo pedido em causa, for superior
à LB) disponível. As restrições de LB (proporções de LB) para os outros CT, são
30%, 30% e 30% da LB dos ramos, respectivamente para CT1, CT2 e CT3 (estes
valores são o resultado da multiplicação do parâmetro mam_lim_classes por
mar_factor_classes).
6.3 Medidas de desempenho e Intervalos de Confiança
De entre as medidas simples e compostas descritas na Secção 5.2, as experiências
efectuadas usam em particular as enunciadas na Tabela 6.2. A forma de cálculo
de cada destas encontra-se descrita na expressão ou medida respectiva.
O cálculo da precisão dos resultados obtidos é um factor muito importante
para a análise de resultados de qualquer estudo simulacional. Para este efeito,
fez-se uma análise estatística, utilizando intervalos de confiança de acordo com
um grau de precisão pré-definido, para cada uma das medidas analisadas do
modelo. A forma de determinação dos intervalos de confiança é descrita no
Apêndice F.
Os intervalos de confiança apresentados foram determinados de acordo com
a Fórmula (F.10) apresentada no Apêndice F. O grau de confiança utilizado foi
de 95% ao qual corresponde um alfa de 5%. Para cada valor, é apresentado o
mínimo, máximo e ponto médio correspondente ao intervalo de confiança. De
acordo com os resultados apresentados nas diversas tabelas, pode-se verificar que
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a dimensão do intervalo de confiança é em geral aceitável.
Uma vez que a análise dos resultados é um problema multicritério, o objectivo
das experiências será a apresentação de resultados que nos permitam tirar con-
clusões relativamente a hipóteses que irão sendo formuladas e não a escolha de
um conjunto óptimo de tabelas a utilizar nas diferentes condições.
6.4 Pressupostos das experiências
6.4.1 Estratégia para a construção de tabelas
A construção do conjunto de tabelas que melhor se adequa ao tráfego a transpor-
tar, de acordo com as necessidades desse tráfego, com a capacidade de recolha
de informação (pelos LSR) para a selecção e utilização dos esquemas de recupe-
ração e dado o conjunto de esquemas de recuperação disponível, será em geral
uma actividade bastante complexa, e merecedora de investigação.
Sem pretensões de ser a solução ideal (até porque não é garantido que exista
uma solução ideal), é apresentada de seguida a estratégia que será usada para
construir e validar um conjunto de tabelas, num ambiente simulacional. Pretende-
se partir de uma construção inicial simples, e numa sucessão de etapas acrescen-
tar/refinar as tabelas de forma a conseguir resultados mais adequados e validar
a estratégia seguida. Assim, são propostas as seguinte etapas:
1. construção de uma tabela “mono-esquema” que permita obter valores base
para cada um dos CT;
2. construção de uma tabela “multi-esquema” que escolha para cada CT um
esquema de recuperação específico e adequado às suas características;
3. construção de uma tabela para adequar o esquema de recuperação a usar
ao comprimento esperado do CA;
4. construção de uma tabela para adequar o esquema de recuperação a usar
em função da carga actual da rede.
No fim de cada uma destas etapas serão efectuados testes para determinar
as vantagens/desvantagens que esta traz ao processo e a cada um dos tipos de
classe.
Se se pretender garantir SLA diferentes para diferentes pares Origem-Destino
(O-D) as condições correspondentes a esses SLA deverão ser colocada em tabe-
las que os implementem (sob a forma de condições e tratamentos distintos para
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SLA/O-D diferentes ou sob a forma de tabelas diferentes que partilham parcial-
mente as mesmas condições, ou seja uma tabela para o SLAx com origem-destino
O-D, outra para o SLAy ...., etc). Desta forma torna-se mais fácil diferenciar a ges-
tão do tráfego correspondente a cada SLA.
6.4.2 Hipóteses a testar
À sequência de tabelas, introduzida na Secção 6.4.1, está associada uma sequência
de hipóteses, a confirmar:
1. Esquemas de recuperação diferentes apresentam características diferentes,
e não existe um único esquema de recuperação que seja o melhor para todos
os critérios;
2. A escolha de esquemas diferentes por CT permite seleccionar, para cada
CT, o esquema que deverá garantir desempenho adequado da rede para
tráfego desse CT;
3. Caminhos activos de comprimento diferente devem ser protegidos de forma
diferente:
• Caminhos mais curtos devem ser protegidos por mecanismos globais;
• Em caminhos mais longos devem ser favorecidos mecanismos locais;
4. A carga da rede deve influenciar o esquema de recuperação a usar:
• Perante cargas mais leves faz sentido usar esquemas de recuperação
mais consumidores de LB mas menos sujeitos a desconexão na falha;
• Perante cargas mais elevadas faz sentido apostar em mecanismos de
partilha da largura de banda;
• Perante cargas mais elevadas faz sentido não utilizar esquemas de re-
cuperação de âmbito local, ou seja deve nessa condição usar-se apenas
esquemas de recuperação de âmbito global;
6.4.3 Objectivos
De seguida são apresentados alguns objectivos que poderão ser considerados
usando o simulador desenvolvido. Junto com cada um dos objectivos são indi-
cadas as medidas que foram consideradas para verificar até que ponto é que os
objectivos foram alcançados.
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• Estabelecer o conjunto de pedidos que minimizem o bloqueio de determi-
nado CT.
Medidas:
– Contar quantos pedidos de cada CT foram submetidos ao sistema.
– Contar quantos pedidos de cada CT foram estabelecidos.
– Determinar a partir das medidas anteriores o bloqueio no estabeleci-
mento por CT
• Criar caminhos que forneçam a menor latência possível para os CT que o
requeiram.
Medidas:
– Obter o número de nós médio dos CA.
– Considerar que o aumento de número de nós corresponde a uma
maior latência.
• Oferecer sobrevivência a falhas a CT que o requeiram.
Medida:
– Obter a percentagem de pedidos que sobrevive a falhas por CT1.
• Minimizar a sobrecarga associada ao estado.
Medida:
– Contabilizar o número de CR estabelecidos por CT2.
Cada objectivo é associado a um CT (ou ocasionalmente à rede como um todo)
em função das características do tráfego pressupostas para a análise. Assim, por
exemplo, o CT0 é considerado em todos as hipóteses testadas como correspon-
dendo a tráfego de baixa prioridade, pelo que alguns destes objectivos (como usar
a menor LB para recuperação) se lhe aplicam, enquanto outros (por exemplo ter
garantias de sobrevivência) nem sequer foram testados.
De notar que a simulação ao fluxo não nos permite facilmente verificar até que
ponto são atingidos objectivos associados aos tempos de recuperação. Por esta
razão, os valores obtidos devem ser interpretados com o conhecimento que o
simulador pode favorecer soluções que conduzem a tempos mais longos do que
os desejados.
1Devido à implementação considerada, nomeadamente a ausência de falhas simultâneas, a sobre-
vivência a falhas é garantida a 100% se a recuperação usar um esquema de protecção.
2O número de CR estabelecidos é uma medida simplista da sobrecarga associada ao estado.
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6.5 Organização das experiências
A Tabela 6.3 apresenta a lista dos esquemas de recuperação implementados de
entre os quais serão feitas as selecções. PG1 corresponde à implementação do
esquema de recuperação proposto em Kodialam e Lakshman (2003). Trata-se
de um esquema de protecção global no qual o CA e o CR são determinados si-
multaneamente e a determinação é feita usando partilha de reserva inter pedido
(interdemand). PG3 é também um esquema de protecção global, sendo os CA e os
CR determinados entre a origem e o destino utilizando o algoritmo de Dijkstra.
Os esquemas PL1 e PL3 são implementações simplificadas do Fast Reroute, vari-
ante One-to-one Backup), (Pan et al., 2005), com partilha intra pedido (intrademand)
e sem partilha inter pedido (interdemand). A diferença entre eles está na determi-
nação dos caminhos, em PL1 é utilizado o algoritmo de Dijkstra para determinar
o único CA e os vários CR, enquanto que em PL3 são dadas mais oportunidades
ao pedido determinando-se mais do que um CA (considerando CA com até, no
máximo, mais dois ramos do que o mínimo) se não for possível encontrar algum
CR para o CA anteriormente determinado. PL2 corresponde à implementação
de protecção local proposto em Kodialam e Lakshman (2002b) com os melhora-
mentos descritos na Secção 3.1 do Capítulo 3. Trata-se em esquema de protecção
local no qual o CA e os CR são determinados simultaneamente e a determinação
é feita usando partilha de reserva inter pedido (interdemand) e intra pedido (intra-
demand). Para uma descrição mais detalhada dos esquemas PG1, PL1 (PL3) e PL2
consultar a Secção 2.4 do Capítulo 2 e para PL2 consultar também a Secção 3.1
do Capítulo 3.
Os esquemas RG2, RL5, RG1 e RL4 correspondem a esquemas de recupera-
ção por reencaminhamento, nos dois primeiros é efectuada reserva de recursos
antes da sua ocupação enquanto que nos dois últimos isso já não acontece. Em
todos este quatro esquemas os CA são determinados entre a origem e o destino
utilizando o algoritmo de Disjkstra. Este algoritmo também é utilizado na deter-
minação dos CR para os pedidos que são afectados por falhas. Em RG2 e RG1
os CR são determinados entre a origem e o destino do pedido, enquanto que
em RL5 e RL4 são determinados entre o nó antes da falha e o nó destino (ou
qualquer outro nó entre o nó depois da falha e o nó destino). Para detalhes de
implementação consultar a Secção 5.4.2 do Capítulo 5 e o Apêndice A.
Em termos de objectivos para cada CT, podemos distinguir entre CT0 (consi-
derado de tráfego Best Effort) e CT1 a CT3 (considerados de tráfego mais valioso,
merecedor de protecção). Nas hipóteses seguintes, e na ausência de clarificação
adicional, e unicamente por razões de simplificação da análise, será considerado
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Nome Descrição
PG1 Com partilha de reserva (Kodialam e Lakshman, 2003)
PG3 Sem partilha de reserva
PL1 Reserva, sem partilha interdemand (Pan et al., 2005)
PL2 Reserva, com partilha interdemand (Kodialam e Lakshman,
2002b, versão melhorada)






Tabela 6.3: Esquemas de recuperação implementados.
que CT1 a CT3 tem objectivos semelhantes em termos de recuperação (ou seja,
não serão consideradas diferenças entre eles). Por esta razão, a avaliação da maior
parte das hipóteses seguintes utiliza na prática o caso “mono-esquema”, ou seja,
escolha do mesmo esquema ou do mesmo subconjunto de esquemas para CT1
a CT3. A excepção ao referido ocorre nas Secções 6.5.2 e 6.5.5, onde as carac-
terísticas de cada CT são explicitadas e os seus objectivos indicados. Em todos
os exemplos não será prestada atenção aos resultados do CT0, porque este não
será sujeito a nenhum tipo de optimização e não apresenta quaisquer objectivos
a atingir, fornecendo apenas tráfego “de fundo” para as experiências.
Embora o simulador construído permitisse testar muitas mais situações e mo-
delos mais complexos, o estudo foi em certos pontos simplificado para viabilizar
a análise efectuada. Por exemplo, definir objectivos diferentes para os CT torna-
ria mais difícil a comparação entre os casos por falta de um referencial comum.
A necessidade de simplificar a análise é também visível na comparação das hi-
póteses da Secção 6.5.1 e 6.5.2. Se fossem seguidas as mesmas orientações na
análise da segunda hipótese que foram usadas na primeira, ter-se-ia de analisar
no total cerca de 700 tabelas, e a comparação entre estas seria ainda complicada
pelo desconhecimento do efeito das interacções recíprocas.
Nas próximas experiências quando se apresenta apenas uma tabela, esta é im-
plementada como a tabela por omissão da etapa B (sendo as restantes tabelas
omissão vazias).
6.5.1 Construção de uma tabela “mono-esquema”
Na primeira experiência, iremos investigar o comportamento de diversas tabelas
“mono-esquema”, ou seja, tabelas que propõem o mesmo esquema de recupera-
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ção para todos os CT (com excepção do CT0). Esta abordagem pretende investi-
gar e possivelmente confirmar o grupo de Hipóteses H1, e ao mesmo tempo obter
valores base para as medidas para cada um dos CT por esquema de recuperação.
Hipótese H1a – Esquemas de recuperação diferentes apresentam características
diferentes;
Hipótese H1b – Não existe um único esquema de recuperação que seja o melhor
para todos os critérios.
A hipótese H1a postula que o desempenho de cada um dos CT (avaliado de
acordo com as medidas descritas anteriormente) é dependente do esquema de
recuperação usado. Ou seja, os valores das medidas (considerando todas as res-
tantes condições, excepto o esquema de recuperação, iguais) serão dependentes
do esquema de recuperação.
A hipótese H1b postula que não existe um esquema de recuperação que seja
melhor em todos os critérios para todos os CT. Tal ocorre desde logo porque al-
guns critérios são conflituantes entre si. Para além disso, se os CT tiverem objec-
tivos distintos, tal pode também ocorrer porque as diferenças de comportamento
devidas aos esquemas de recuperação não se traduzem necessariamente nos ob-
jectivos pretendidos para os diferentes CT. Isto quer dizer que certos esquemas
podem tornar mais fácil atingir os objectivos pretendidos por um determinado
CT, ao mesmo tempo que obtêm resultados piores para outro CT.
A estratégia para o teste destas hipóteses passará por construir tabelas que
pretendem avaliar o impacto da utilização do mesmo esquema para todos os
CT, com excepção do CT0. Por questões básicas de adequação dos esquemas de
recuperação às características do tráfego a transportar, as tabelas ditas “mono-
esquema” não indicarão o mesmo esquema de recuperação para todos os CT
uma vez que não existem variantes dos esquemas (o mesmo esquema com e
sem reserva) para aplicar a todos os CT. Assim, a presença de reserva não será
considerada para o CT0 (tráfego Best Effort), pelo que para este CT apenas serão
considerados como admissíveis esquemas de reencaminhamento sem reserva. Os
restantes CT no entanto usarão todos o mesmo esquema de recuperação, esco-
lhido de entre os esquemas com reserva.
Condição CT0 CT1 CT2 CT3
Sempre RL4 PL1 PL1 PL1
Tabela 6.4: Tabela “mono-esquema”.
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O número total de tabelas usadas nesta secção é 14 o que corresponde às pos-
síveis combinação dos dois esquemas de recuperação sem reserva com os 7 com
reserva. Essas tabelas encontram-se no Apêndice C, Tabela C.1 a Tabela C.14, a
Tabela 6.4 apresenta uma delas. A Tabela 6.5 mostra um resumo das 14 tabelas.
Neste capítulo sempre que os tipos de tabela são referenciados é usada a notação
TTxx para indicar o tipo de tabela xx (excepto nos gráficos onde aparece sim-
plesmente o número do tipo de tabela). Note-se que o esquema de recuperação
aplicado ao CT1, ao CT2 e ao CT3 é sempre o mesmo, pelo que poderia então
pensar utilizar-se apenas dois CT. A razão que levou a não fazê-lo foi permitir
averiguar o funcionamento do BCM sobre os CT.
Verificou-se que mesmo depois de se ter tentado ajustar os parâmetros do
MAR, na rede KL-15 para factores de carga pequenos, CT0 obtém frequente-
mente probabilidades de bloqueio no estabelecimento inferiores aos restantes
CT. Isto verificou-se apenas quando os restantes CT usam esquemas de pro-
tecção. Considera-se que esta situação ocorre devido à conjugação de os outros
CT usarem protecção (e para estabelecer um pedido poderem precisar de mais
do dobro da LB que é necessária para o CA do pedido) e de nessa rede existirem
alguns ramos sobredimensionados (o que não acontece em COST 239).















Tabela 6.5: Resumo das características das tabelas “mono-esquema”.
As Tabelas 6.6 e 6.7 apresentam a probabilidade de rejeição de pedidos no es-
tabelecimento, conforme definido na expressão 5.1 (valor médio ± metade do
intervalo de confiança) de acordo com o esquema de recuperação utilizado, tanto
por CT1 como CT3, quando CT0 utiliza o esquema RL4. Tanto na Tabela 6.6 como
na Tabela 6.7 foram apresentados resultados para vários factores de carga, valores
184 Organização das experiências
PL2 PG1 PG3 PL3 PL1
1 CT1 0, 63%± 0, 02% 0, 68%± 0, 01% 0, 85%± 0, 02% 1, 25%± 0, 03% 1, 50%± 0, 03%CT3 0, 53%± 0, 01% 0, 55%± 0, 01% 0, 61%± 0, 01% 0, 73%± 0, 01% 0, 83%± 0, 02%
2 CT1 6, 68%± 0, 04% 9, 69%± 0, 04% 12, 33%± 0, 02% 19, 00%± 0, 03% 19, 16%± 0, 04%CT3 2, 92%± 0, 02% 3, 58%± 0, 03% 5, 38%± 0, 04% 8, 57%± 0, 05% 8, 84%± 0, 05%
3 CT1 18, 59%± 0, 05% 26, 35%± 0, 07% 27, 24%± 0, 05% 33, 38%± 0, 07% 33, 44%± 0, 05%CT3 8, 24%± 0, 05% 11, 20%± 0, 07% 14, 24%± 0, 06% 18, 88%± 0, 09% 19, 08%± 0, 09%
4 CT1 27, 51%± 0, 07% 37, 48%± 0, 08% 36, 67%± 0, 06% 41, 91%± 0, 07% 41, 93%± 0, 06%CT3 13, 71%± 0, 08% 19, 11%± 0, 09% 21, 86%± 0, 08% 26, 79%± 0, 10% 26, 97%± 0, 11%
Tabela 6.6: Bloqueio no estabelecimento para CT1 e CT3, rede KL-15 e factores de carga entre 1 e
4 - Tabelas “mono-esquema” - Protecção.
RL5 RG2
2 CT1 0, 11%± 0, 00% 0, 11%± 0, 00%CT3 0, 05%± 0, 00% 0, 04%± 0, 00%
3 CT1 1, 52%± 0, 02% 1, 55%± 0, 02%CT3 0, 46%± 0, 01% 0, 46%± 0, 01%
4 CT1 6, 43%± 0, 04% 6, 50%± 0, 04%CT3 1, 73%± 0, 03% 1, 76%± 0, 02%
5 CT1 12, 75%± 0, 06% 12, 82%± 0, 05%CT3 3, 68%± 0, 03% 3, 71%± 0, 02%
6 CT1 18, 66%± 0, 07% 18, 74%± 0, 06%CT3 6, 16%± 0, 05% 6, 20%± 0, 04%
Tabela 6.7: Bloqueio no estabelecimento para CT1 e CT3, rede KL-15 e factores de carga entre 2 e
6 - Tabelas “mono-esquema” - Reencaminhamento.
entre 1 e 4 na Tabela 6.6 e entre 2 e 6 na Tabela 6.7. Apenas foram apresentados
resultados quando CT0 utiliza o esquema RL4 uma vez que constatou-se que os
resultados apenas sofrem alterações insignificantes se em vez de RL4 for utilizado
por CT0 o esquema RG1, o mesmo acontecerá nas restantes tabelas desta secção.
As Tabelas D.10 e D.11 no Apêndice D, ilustram exemplos dessas situações, apre-
sentam resultados para os tipos de tabela TT2 (RL4/PL2) e TT7 (RG1/PL2) que
apenas diferem no esquema utilizado por CT0. As Tabelas 6.6 e 6.7 encontram-se
ordenadas, por coluna, por ordem crescente de bloqueio (excepto num caso na
Tabela 6.7). Embora exista o pressuposto que o bloqueio de RL5 seja inferior ao
de RG2 deve ser notado que existem sobreposições dos intervalos de confiança
em quase todos os factores de carga. Não são apresentados valores para CT2
uma vez que, como era esperado, são praticamente iguais aos do CT1. Esta afir-
mação pode ser confirmada observando as Tabelas D.13 e D.14 no Apêndice D,




2 CT1 2, 64%± 0, 16% 3, 63%± 0, 19%CT3 1, 45%± 0, 15% 2, 28%± 0, 24%
3 CT1 14, 88%± 0, 35% 17, 75%± 0, 38%CT3 9, 26%± 0, 41% 12, 20%± 0, 47%
4 CT1 28, 11%± 0, 59% 30, 92%± 0, 79%CT3 17, 19%± 0, 51% 20, 75%± 0, 53%
5 CT1 36, 69%± 0, 62% 38, 87%± 0, 69%CT3 23, 26%± 0, 37% 26, 59%± 0, 71%
Tabela 6.8: Desconexão na falha para CT1 e CT3, rede KL-15 e factores de carga entre 2 e 5 - Tabelas
“mono-esquema”.
A Tabela 6.8 apresenta a probabilidade de desconexão na falha, conforme defi-
nido na expressão 5.3 (valor médio ±metade do intervalo de confiança) quando é
utilizado o esquema de reencaminhamento RG2 e RL5 (é apenas nos esquemas de
reencaminhamento que pode ocorrer desconexão na falha), tanto por CT1 como
CT3 (CT2 aproximadamente igual a CT1, como pode ser observado no exemplo
apresentado na Tabela D.15 do Apêndice D), apenas quando CT0 utiliza o es-
quema RL4, pelas razões já apresentadas anteriormente (exemplo na Tabela D.12
do Apêndice D). São apresentados resultados para os valores de factor de carga
entre 2 e 5, verificando-se consistentemente um melhor desempenho de RG2 face
a RL5.
PG3 PL1 PL3 PL2 PG1
1 CT1 2, 143± 0, 001 2, 150± 0, 001 2, 152± 0, 001 2, 467± 0, 001 2, 774± 0, 001CT3 2, 138± 0, 001 2, 142± 0, 001 2, 142± 0, 001 2, 436± 0, 001 2, 653± 0, 001
2 CT1 2, 177± 0, 001 2, 172± 0, 001 2, 183± 0, 001 2, 522± 0, 001 2, 925± 0, 002CT3 2, 163± 0, 001 2, 169± 0, 001 2, 176± 0, 000 2, 495± 0, 000 2, 791± 0, 002
3 CT1 2, 170± 0, 001 2, 149± 0, 001 2, 162± 0, 001 2, 576± 0, 001 2, 968± 0, 001CT3 2, 175± 0, 001 2, 168± 0, 001 2, 178± 0, 001 2, 543± 0, 001 2, 875± 0, 002
4 CT1 2, 154± 0, 001 2, 128± 0, 001 2, 140± 0, 001 2, 581± 0, 002 2, 967± 0, 003CT3 2, 174± 0, 001 2, 159± 0, 001 2, 170± 0, 001 2, 570± 0, 001 2, 921± 0, 002
Tabela 6.9: Número de ramos dos CA para CT1 e CT3, rede KL-15 e factores de carga entre 1 e 4 -
Tabelas “mono-esquema” - Protecção.
A Tabela 6.9 apresenta-se ordenada por colunas tendo em consideração apenas
a carga nominal porque os esquemas PG3, PL3 e PL1, embora apresentem com-
primentos de CA muito próximos, não mantêm a ordenação relativa entre eles
com o aumento dos factores de carga. O esquema PL1 é aquele que apresenta
comprimentos de CA menores para mais factores de carga. Os esquemas PL2
e PG1 apresentam comprimentos de CA significativamente superiores. Entre os
esquemas RL5 e RG2 não há praticamente distinção em termos de comprimento
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do CA, como se pode verificar na Tabela 6.10.
RL5 RG2
1 CT1 2, 142± 0, 001 2, 142± 0, 001CT3 2, 141± 0, 000 2, 141± 0, 000
2 CT1 2, 173± 0, 001 2, 173± 0, 001CT3 2, 155± 0, 001 2, 156± 0, 001
3 CT1 2, 282± 0, 001 2, 283± 0, 001CT3 2, 213± 0, 001 2, 214± 0, 001
4 CT1 2, 410± 0, 001 2, 411± 0, 001CT3 2, 295± 0, 001 2, 297± 0, 001
5 CT1 2, 480± 0, 001 2, 481± 0, 001CT3 2, 362± 0, 001 2, 363± 0, 002
Tabela 6.10: Número de ramos dos CA para CT1 e CT3, rede KL-15 e factores de carga entre 1 e 5
- Tabelas “mono-esquema” - Reencaminhamento.
A observação dos resultados das Tabelas 6.6, 6.7, 6.8 e 6.9 permite concluir que
não existe um esquema que seja superior em todas as medidas analisadas. No
entanto observa-se que PL2 é superior a PG1, para todos os factores de carga, e
que PG3 é superior a PL3 e PL1. Note-se que, como foi referido, a superioridade
de PG3 em termos de comprimento do CA só se verifica para a carga nominal.
Verifica-se que nos esquemas de protecção, a partir do factor de carga 2, em
geral a LB usada por CA decresce (Tabela 6.11), o que aponta para uma situação
de congestão da rede. Já nos esquemas de reencaminhamento (Tabela 6.12) tal
não acontece. É significativo o aumento de LB por CA dos esquemas que fazem
partilha (PL2 e PG1) relativamente aos que não fazem partilha (PG3, PL1 e PL3).
Entre os esquemas com partilha, também a LB por CA para PG1 é significativa-
mente superior a PL2.
PG3 PL3 PL1 PL2 PG1
1 CT1 5, 494± 0, 003 5, 504± 0, 003 5, 509± 0, 003 6, 335± 0, 004 7, 115± 0, 005CT3 5, 495± 0, 005 5, 497± 0, 005 5, 498± 0, 004 6, 420± 0, 007 6, 932± 0, 005
2 CT1 5, 781± 0, 003 5, 639± 0, 003 5, 589± 0, 004 6, 376± 0, 004 7, 684± 0, 006CT3 5, 622± 0, 005 5, 693± 0, 004 5, 682± 0, 005 6, 352± 0, 004 7, 137± 0, 007
3 CT1 5, 413± 0, 003 5, 016± 0, 003 4, 979± 0, 004 6, 875± 0, 004 7, 521± 0, 006CT3 5, 818± 0, 006 5, 724± 0, 005 5, 681± 0, 005 6, 550± 0, 008 7, 592± 0, 006
4 CT1 4, 932± 0, 005 4, 527± 0, 005 4, 499± 0, 005 6, 573± 0, 005 7, 085± 0, 009CT3 5, 751± 0, 005 5, 471± 0, 005 5, 423± 0, 004 6, 753± 0, 007 7, 741± 0, 007
Tabela 6.11: LB média dos CA para CT1 e CT3, rede COST 239 e factores de carga entre 1 e 4 -
Tabelas “mono-esquema” - Protecção.
Da Tabela 6.11, relativa à LB dos CA, verifica-se que PL3 e PL2 apresentam
sobreposição dos intervalos de confiança na carga nominal. Para os restantes
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factores de carga o consumo de LB pelos CA é superior em PL3.
RL5 RG2
1 CT1 5, 490± 0, 003 5, 490± 0, 003CT3 5, 494± 0, 005 5, 494± 0, 005
2 CT1 5, 514± 0, 003 5, 514± 0, 003CT3 5, 502± 0, 004 5, 502± 0, 004
3 CT1 5, 713± 0, 004 5, 714± 0, 004CT3 5, 578± 0, 005 5, 577± 0, 005
4 CT1 6, 343± 0, 008 6, 354± 0, 006CT3 5, 789± 0, 005 5, 790± 0, 006
Tabela 6.12: LB média dos CA para CT1 e CT3, rede COST 239 e factores de carga entre 1 e 4 -
Tabelas “mono-esquema” - Reencaminhamento.
Observa-se, na Tabela 6.13 que existe uma grande diferença entre a LB média
para os CR de um pedido nos esquemas que fazem partilha (PG1 e PL2) relati-
vamente à dos que não fazem partilha (PG3, PL3 e PL1). É também visível que
nos esquemas com partilha, a LB média para os CR para PG1 é inferior a PL2.
PG1 PL2 PG3 PL3 PL1
1 CT1 1, 744± 0, 003 2, 131± 0, 003 7, 734± 0, 005 10, 969± 0, 006 11, 024± 0, 006CT3 2, 116± 0, 007 2, 280± 0, 007 7, 735± 0, 005 10, 932± 0, 009 10, 965± 0, 008
2 CT1 1, 702± 0, 005 1, 978± 0, 003 8, 436± 0, 007 12, 213± 0, 007 12, 113± 0, 008CT3 1, 748± 0, 004 2, 137± 0, 004 7, 964± 0, 004 11, 702± 0, 010 11, 708± 0, 011
3 CT1 1, 518± 0, 003 1, 888± 0, 004 8, 523± 0, 009 11, 311± 0, 008 11, 238± 0, 010CT3 1, 650± 0, 004 2, 032± 0, 004 8, 495± 0, 009 12, 293± 0, 009 12, 215± 0, 013
4 CT1 1, 306± 0, 008 1, 695± 0, 004 8, 007± 0, 005 10, 345± 0, 012 10, 300± 0, 013CT3 1, 565± 0, 006 2, 003± 0, 004 8, 716± 0, 007 12, 064± 0, 012 11, 975± 0, 010
Tabela 6.13: LB média para os CR de um CA para CT1 e CT3, rede COST 239 e factores de carga
entre 1 e 4 - Tabelas “mono-esquema” - Protecção.
Nos esquemas de reencaminhamento verifica-se (Tabela 6.14) um maior con-
sumo de LB para os CR de um pedido em RG2 que em RL5 (excepto para o factor
de carga 4, onde existe sobreposição dos intervalos de confiança).
Quando se utiliza a rede COST 239 o comprimento do CA (Tabela D.4, no
Anexo D) apresenta valores inferiores aos apresentados com a rede KL-15, mas
em geral as relações entre os diversos esquemas mantém-se (ou seja quando exis-
tem esquemas com medidas significativamente maiores que outros essas relações
mantêm-se; quando os esquemas apresentam medidas próximas entre si numa
rede essas medidas na outra rede também estarão próximas entre si). O mesmo
se verifica, na maior parte dos casos, para as outras medidas. Estas observações
podem ser confirmadas através das comparações das tabelas nesta secção com as
tabelas respectivas da Secção D.1 do Apêndice D.
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RL5 RG2
1 CT1 7, 320± 0, 035 7, 920± 0, 037CT3 7, 385± 0, 054 7, 988± 0, 050
2 CT1 7, 510± 0, 037 7, 981± 0, 031CT3 7, 476± 0, 070 7, 986± 0, 073
3 CT1 8, 380± 0, 047 8, 498± 0, 049CT3 8, 211± 0, 054 8, 375± 0, 033
4 CT1 9, 031± 0, 074 9, 014± 0, 052CT3 8, 957± 0, 080 8, 936± 0, 064
Tabela 6.14: LB média para os CR de um CA para CT1 e CT3, rede COST 239 e factores de carga
entre 1 e 4 - Tabelas “mono-esquema” - Reencaminhamento.
Da Tabela 6.6, relativa à probabilidade de rejeição de pedidos no estabeleci-
mento de acordo com o esquema de recuperação utilizado, podemos observar
que se confirma que os esquemas com partilha de LB reservada para protec-
ção têm probabilidades de rejeição menores que os que não fazem partilha. Da
mesma tabela podemos também confirmar que os esquemas de recuperação de
âmbito local apresentam bloqueios superiores aos esquemas de âmbito global
(comparar PG3 com PL1 e PL3). No entanto esta afirmação só é válida quando
não há partilha inter pedido. Nos esquemas em que há partilha inter pedido
a eficiência na partilha existente pode fazer com que o local tenha melhor de-
sempenho que o global em termos de bloqueio, é o que acontece com PL2 e
PG1. Como foi referido no Capítulo 3, PL2 foi sujeito a vários melhoramentos,
e pode ser essa a razão para os resultados obtidos, mas não o podemos afirmar
uma vez que não obtivemos resultados com a implementação inicial de PL2 nas
mesmas condições em que obtivemos os resultados para PG1, nomeadamente no
respeitante à existência de falhas. Outro factor que contribui para a maior proba-
bilidade de bloqueio no estabelecimento de PG1 é este usar CA com número de
ramos significativamente superior ao usado pelo PL2 (ver Tabela 6.9).
A análise dos resultados na Tabela 6.6 mostra que PL2 é melhor que PG1 em
termos de bloqueio no estabelecimento, o que pode justificar-se devido a PL2
usar CA significativamente mais curtos que PG1, e tal não ser compensado por
PG1 usar CR que consomem menos LB (dos resultados nas Tabelas 6.9 e 6.13).
Isto parece mostrar que PG1 tenta optimizar demasiado a partilha à custa de
criar CA mais longos, o que é pior do que partilhar ligeiramente menos mas usar
menos recursos nos CA. Isto faz com que PL2 seja, geralmente, preferido a PG1.
O bloqueio no estabelecimento é menor nos esquemas com partilha de reserva,
PL2 e PG1, do que nos que não fazem partilha (PG3, PL3 e PL1). No entanto para
o comprimento dos CA verifica-se o inverso ou seja os esquemas com partilha são
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os que obtêm comprimentos maiores (e por conseguinte maiores LB para os CA).
Por outro lado relativamente ao consumo de LB para os CR os esquemas PL2 e
PG1 são os que gastam menos, como era de esperar.
Ainda relativamente à probabilidade de rejeição de pedidos no estabeleci-
mento, mas agora para os esquemas de reencaminhamento, observa-se que é
pouco sensível à utilização de recuperação de âmbito local ou global (ver Ta-
bela 6.7), o mesmo não acontece relativamente à desconexão na falha (ver Ta-
bela 6.8).
6.5.2 Construção de uma tabela de esquema por CT
Construção de uma tabela de esquema por CT que apresente para cada CT um
esquema próprio.
Hipótese H2 – A escolha de esquemas diferentes por CT permite seleccionar para
cada CT o esquema que deverá garantir desempenho adequado da rede
para tráfego desse CT.
Para testar esta hipótese construiremos tabelas que utilizem esquemas de recu-
peração diferentes por CT. Pretende-se com isto verificar as consequências que
traz utilizar esquemas diferentes por CT.
Uma vez que não é aceitável construir tabelas para todas as combinações de
esquema/CT, que forneçam tabelas de esquema por CT, optou-se por limitar a aná-
lise a CT com requisitos pré-definidos que nos apontam para alguns esquemas
com características apropriadas a estes CT (a cada um dos CT associou-se ape-
nas uma Classe de Serviço). A Tabela 6.15 apresenta os requisitos que foram
considerados na determinação do(s) esquema(s) mais apropriados a cada um do
CT. Foram utilizados como requisitos o atraso no estabelecimento de pedidos
e as receitas geradas pelos pedidos. Relativamente à sensibilidade ao atraso no
estabelecimento considerou-se CT3 e CT2 muito sensíveis, CT1 pouco sensível
e CT0 insensível. Relativamente à receita gerada considerou-se que CT3 e CT1
produzem muita, CT2 alguma e CT0 muito pouca. Como medidas indicadoras
dos requisitos utilizou-se o número médio de ramos do CA e o bloqueio médio
dos pedidos (considerando o bloqueio nos estabelecimentos e desconexão nas
falhas), respectivamente para o atraso no estabelecimento dos pedidos e para as
receitas geradas (assumindo que comprimentos de CA maiores correspondem a
tempos de cálculo maiores e conduzem a tempos de estabelecimento maiores, e
que maiores bloqueios fornecem menos receitas). Repare-se que o objectivo de
construir a Tabela 6.15 foi obter, de uma forma grosseira, um conjunto de tabelas
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para usar nesta experiência, utilizando simplesmente o conhecimento, acerca dos
esquemas de recuperação, obtido pela experiência da Secção 6.5.1.
Requisito CT0 CT1 CT2 CT3
(BE) (Vídeo a pedido) (VoIP) (Vídeo em tempo real)
Atraso - - - ++ ++
Receita - ++ + ++
Tabela 6.15: Classificação dos CT.
CT Esquema
CT3 PL2 e PL3
CT2 PL3 e PG3
CT1 RG2, PL2 e PG1
CT0 RL4
Tabela 6.16: Esquemas a usar por cada CT.
Como resultado do estudo anterior foram seleccionados para cada CT os es-
quema mais adequados, a Tabela 6.16 apresenta esse esquemas. As tabelas a usar
nesta secção correspondem a todas as combinações possíveis desses esquemas.
Para o CT3, poderia ter sido mais apropriado, segundo os requisitos da Tabela
6.15, indicar o esquema PG3 em vez de PL3. Relativamente a CT1 foi também
incluído PG1, apesar das observações feitas na secção anterior, uma vez que, dos
esquemas de protecção, é o segundo a apresentar melhores resultados em termos
de bloqueio no estabelecimento. Foi também incluído o esquema RG2 para esse
CT, pois foi considerado que poderia ser aceitável alguma desconexão na falha
para este tráfego. A Tabela 6.17 é uma das tabelas obtidas por combinação das
opções da Tabela 6.16.
Condição CT0 CT1 CT2 CT3
Sempre RL4 PG1 PL3 PL2
Tabela 6.17: Tabela “multi-esquema”.
No Apêndice C é apresentada a totalidade das tabelas analisadas nas experi-
ências desta secção, sendo 12 no total (C.15, C.16, C.17, C.18, C.19, C.20, C.21,
C.22, C.23, C.24, C.25 e C.26, as quais correspondem respectivamente aos tipos
de tabela TT61 a TT72). A Tabela 6.18 apresenta um resumo dessas tabelas.
Ir-se-á tentar mostrar com a análise dos resultados obtidos com estas tabelas
que a utilização de esquemas adequados a cada CT permitem mais facilmente
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Tipo de tabela CT0 CT1 CT2 CT3
TT61 RL4 RG2 PL3 PL2
TT62 RL4 RG2 PL3 PL3
TT63 RL4 RG2 PG3 PL2
TT64 RL4 RG2 PG3 PL3
TT65 RL4 PL2 PL3 PL2
TT66 RL4 PL2 PL3 PL3
TT67 RL4 PL2 PG3 PL2
TT68 RL4 PL2 PG3 PL3
TT69 RL4 PG1 PL3 PL2
TT70 RL4 PG1 PL3 PL3
TT71 RL4 PG1 PG3 PL2
TT72 RL4 PG1 PG3 PL3
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Figura 6.3: Bloqueio no estabelecimento para CT1, em função do factor de carga (rede KL-15) -
“mono-esquema” versus “multi-esquema”.
(sem actuar sobre o BCM) obter as características desejadas para esse CT do que
usando simples tabelas “mono-esquema”. Note-se que os resultados obtidos com
TT69 a TT72 não são apresentados uma vez que pela sua análise se verificou um
comportamento semelhante mas com valores menos desejáveis que os obtidos
com TT65 a TT68.
Na Figura 6.3 mostra-se o bloqueio no estabelecimento para CT1, para as ta-
belas TT1 (PL1), TT2 (PL2), TT3 (PG1), TT4 (RG2), TT5 (RL5), TT11 (PL3), TT13
(PG3), TT63 e TT67, para o factor de carga 1, 2, 3 e 4, para a rede KL-15. Nesta
figura as chaves das séries são o tipo de tabela. O mesmo acontece em geral nas
restantes figuras desta e das próximas secções. Na Figura 6.3 apresenta-se apenas
o resultado da tabela TT63, uma vez que este é representativo do comportamento
das tabelas TT61 a TT64. Os resultados de TT67 são igualmente representativos
de TT65 a TT68.
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Tipo de tabela Carga 1 Carga 2 Carga 3 Carga 4
TT5 0, 00%± 0, 00% 0, 11%± 0, 00% 1, 52%± 0, 02% 6, 43%± 0, 04%
TT4 0, 00%± 0, 00% 0, 11%± 0, 00% 1, 55%± 0, 02% 6, 50%± 0, 04%
TT63 0, 00%± 0, 00% 0, 26%± 0, 01% 2, 68%± 0, 02% 7, 92%± 0, 03%
TT67 0, 64%± 0, 01% 6, 79%± 0, 03% 18, 44%± 0, 05% 27, 36%± 0, 05%
TT2 0, 63%± 0, 02% 6, 68%± 0, 04% 18, 59%± 0, 05% 27, 51%± 0, 07%
TT13 0, 85%± 0, 02% 12, 33%± 0, 02% 27, 24%± 0, 05% 36, 67%± 0, 06%
TT3 0, 68%± 0, 01% 9, 69%± 0, 04% 26, 35%± 0, 07% 37, 48%± 0, 08%
TT11 1, 25%± 0, 03% 19, 00%± 0, 03% 33, 38%± 0, 07% 41, 91%± 0, 07%
TT1 1, 50%± 0, 03% 19, 16%± 0, 04% 33, 44%± 0, 05% 41, 93%± 0, 06%
Tabela 6.19: Bloqueio no estabelecimento para CT1, rede KL-15 e factores de carga entre 1 e 4 -
“mono-esquema” versus “multi-esquema”.
Os esquemas que apresentaram melhor desempenho no “mono-esquema” para
o CT1, menor bloqueio no estabelecimento, foram RL5 e RG2 (de notar que a es-
colha de um destes esquemas para CT1 faz com que fique sujeito a desconexão
na falha, ver Figura D.1 no Apêndice D). No entanto, estes esquemas não pode-
riam ser usados em CT2 e CT3 uma vez que se assume que estes CT requerem
protecção. Da Figura 6.3 (intervalos de confiança na Tabela 6.19) verifica-se que
as tabelas TT61 a TT64 (representadas por TT63) apresentam bloqueios ligeira-
mente superiores aos dos esquemas RL5 e RG2 mas melhores que quaisquer ou-
tros esquemas usados em tabelas “mono-esquema”. As tabelas TT65 a TT68 (re-
presentadas na Figura 6.3 pelo resultado da tabela TT67) apresentam resultados
semelhantes aos do esquema PL2 (“mono-esquema”) para o CT1 (PL2 apresenta
o melhor bloqueio no estabelecimento para os esquemas de protecção). Do ante-
rior retira-se que as Tabelas TT61 a TT68 são inferiores aos “mono-esquema” RL5
e RG2 e semelhantes ao PL2, mas melhores que os restantes “mono-esquema”.
Deve ser notado que os “mono-esquema” RL5 e RG2 não são realistas, pela au-
sência de protecção na falha, para CT2 e CT3. Por esta razão basta demonstrar
que essas tabelas (TT61–TT68) são melhores que o “mono-esquema” PL2 em al-
gum dos restantes CT, para validar a aproximação “multi-esquema”.
A Figura 6.4 mostra o comprimento do CA para CT2, para as tabelas TT2 (PL2),
TT4 (RG2), TT5 (RL5) e TT63, para o factor de carga 1, 2, 3 e 4, para a rede KL-15.
No respeitante ao CT2 o requisito mais importante é o atraso que vamos esti-
mar a partir do comprimento do CA. Para esta medida é fácil verificar, da obser-
vação da Figura 6.4 (intervalos de confiança na Tabela 6.20), que as tabelas TT61 a
TT68 apresentam melhores valores para CT2 do que o “mono-esquema” PL2 (na
Figura 6.4 apresenta-se apenas o resultado da tabela TT63 uma vez que este é re-
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Figura 6.4: Número de ramos do CA para CT2, em função do factor de carga (rede KL-15) - “mono-
esquema” versus “multi-esquema”.
Tipo de tabela Carga 1 Carga 2 Carga 3 Carga 4
TT63 2, 139± 0, 001 2, 174± 0, 001 2, 171± 0, 001 2, 152± 0, 001
TT5 2, 142± 0, 001 2, 172± 0, 001 2, 281± 0, 002 2, 410± 0, 002
TT4 2, 142± 0, 001 2, 172± 0, 001 2, 282± 0, 002 2, 411± 0, 001
TT2 2, 467± 0, 002 2, 521± 0, 002 2, 575± 0, 001 2, 580± 0, 002
Tabela 6.20: Número de ramos do CA para CT2, rede KL-15 e factores de carga entre 1 e 4 -
“mono-esquema” versus “multi-esquema”.
a comparação para as tabelas (TT61–TT64) por ausência de protecção, é possível
verificar que as tabelas TT61 e TT68 também apresentam comprimentos de CA
menores que os “mono-esquema” usando RL5 e RG2, visível particularmente em
cargas mais elevadas.
As Figuras 6.5 e 6.6 mostram, respectivamente, o bloqueio no estabelecimento
e o comprimento do CA, para CT3, para as tabelas TT1 (PL1), TT2 (PL2), TT3
(PG1), TT11 (PL3), TT13 (PG3), TT61, TT62, TT63 e TT64, para o factor de carga
1, 2, 3 e 4, para a rede KL-15. Na Figura 6.5 (Tabela 6.21) são apresentados as
tabelas TT61 a TT64 pois são as que apresentam melhor desempenho para CT3.
Finalmente, no respeitante ao CT3, de novo verifica-se que algumas tabelas de
TT61 a TT68, particularmente TT61 e TT63, apresentam melhores desempenhos
que todas as tabelas “mono-esquema” de protecção no respeitante ao bloqueio
no estabelecimento (ver Tabela 6.21) e apresentam valores competitivos no res-
peitante ao comprimento do CA (ver Figura 6.5). Outras tabelas na mesma gama
(como 62 e 64) apresentam ainda melhores valores para o comprimento do CA,
mas pior desempenho no respeitante ao bloqueio (ver Figuras 6.5 e 6.6, e inter-
valos de confiança respectivos nas Tabelas 6.21 e 6.22). Isto que demonstra que
existe um compromisso entre estes dois valores, devendo o operador da rede
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Figura 6.5: Bloqueio no estabelecimento para CT3, em função do factor de carga (rede KL-15) -
“mono-esquema” versus “multi-esquema”.
Tipo de tabela Carga 1 Carga 2 Carga 3 Carga 4
TT63 0, 51%± 0, 01% 2, 24%± 0, 02% 7, 57%± 0, 07% 13, 52%± 0, 08%
TT61 0, 52%± 0, 01% 2, 42%± 0, 03% 7, 72%± 0, 06% 13, 63%± 0, 05%
TT2 0, 53%± 0, 01% 2, 92%± 0, 02% 8, 24%± 0, 05% 13, 71%± 0, 08%
TT3 0, 55%± 0, 01% 3, 58%± 0, 03% 11, 20%± 0, 07% 19, 11%± 0, 09%
TT13 0, 61%± 0, 01% 5, 38%± 0, 04% 14, 24%± 0, 06% 21, 86%± 0, 08%
TT64 0, 56%± 0, 01% 5, 35%± 0, 05% 16, 99%± 0, 11% 26, 07%± 0, 08%
TT62 0, 57%± 0, 01% 6, 05%± 0, 04% 17, 46%± 0, 09% 26, 29%± 0, 08%
TT11 0, 73%± 0, 01% 8, 57%± 0, 05% 18, 88%± 0, 09% 26, 79%± 0, 10%
TT1 0, 83%± 0, 02% 8, 84%± 0, 05% 19, 08%± 0, 09% 26, 97%± 0, 11%
Tabela 6.21: Bloqueio no estabelecimento para CT3, rede KL-15 e factores de carga entre 1 e 4 -
“mono-esquema” versus “multi-esquema”.
escolher qual pretende beneficiar. No Apêndice D, as Figuras D.2, D.3, D.4 e
D.5 (com intervalos de confiança respectivamente nas Tabelas D.16, D.17, D.18 e
D.19) apresentam resultados para as mesma medidas que as Figuras 6.19, 6.20,
6.21 e 6.22, mas para a rede COST 239.
Se no CT3 o objectivo for a minimização do bloqueio, pode-se afirmar que a
tabela TT63 apresenta em geral melhores resultados que todas as tabelas “mono-
esquema” de protecção para todos os CT (nos critérios mais relevantes para cada
CT) sendo assim a melhor opção. De notar que a tabela TT63 corresponde à
tabela construída usando o esquema que apresenta melhor bloqueio no estabele-
cimento para CT1 (RG2), menor comprimento de CA para CT2 (PG3) e o menor
bloqueio no estabelecimento usando um esquema de protecção para CT3 (PL2).
Isto parece confirmar que escolher os “melhores” esquemas de acordo com os
requisitos do CT melhora o desempenho do CT nesses requisitos (o que pode
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Figura 6.6: Número de ramos do CA para CT3, em função do factor de carga (rede KL-15) - “mono-
esquema” versus “multi-esquema”.
Tipo de tabela Carga 1 Carga 2 Carga 3 Carga 4
TT1 2, 142± 0, 001 2, 169± 0, 001 2, 168± 0, 001 2, 159± 0, 001
TT64 2, 138± 0, 001 2, 167± 0, 001 2, 176± 0, 001 2, 169± 0, 001
TT62 2, 139± 0, 001 2, 170± 0, 001 2, 177± 0, 001 2, 169± 0, 001
TT11 2, 142± 0, 001 2, 176± 0, 000 2, 178± 0, 001 2, 170± 0, 001
TT13 2, 138± 0, 001 2, 163± 0, 001 2, 175± 0, 001 2, 174± 0, 001
TT63 2, 436± 0, 001 2, 488± 0, 001 2, 538± 0, 001 2, 568± 0, 001
TT2 2, 436± 0, 001 2, 495± 0, 000 2, 543± 0, 001 2, 570± 0, 001
TT61 2, 436± 0, 001 2, 492± 0, 001 2, 540± 0, 002 2, 571± 0, 001
TT3 2, 653± 0, 001 2, 791± 0, 002 2, 875± 0, 002 2, 921± 0, 002
Tabela 6.22: Número de ramos do CA para CT3, rede KL-15 e factores de carga entre 1 e 4 -
“mono-esquema” versus “multi-esquema”.
entre CT).
6.5.3 Construção de uma tabela por comprimento esperado de CA
Cada tabela irá apresentar, para cada CT dois esquemas, um a ser usado quando
o caminho esperado for curto e outro quando essa condição não se verificar.
Para determinar o comprimento esperado de CA uma possibilidade seria ter um
histórico de comprimentos por par origem-destino e tomar a decisão com base
nesse histórico. Uma questão que aqui se colocaria seria qual a dimensão deste
histórico, desde o início da simulação ou com a dimensão de uma janela pré-
definida. Outra possibilidade seria estimá-lo pelo comprimento do CA mínimo
possível entre a origem e o destino do pedido, em função do estado de ocupação
da rede, no momento da chegada do pedido. Optou-se por esta última.
Hipótese H3 – Caminhos activos de comprimento diferente devem ser protegidos
de forma diferente:
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• Caminhos mais curtos devem ser protegidos por mecanismos globais.
• Em caminhos mais longos devem ser favorecidos mecanismos locais.
A Tabela 6.23 corresponde a uma das tabelas usadas nesta experiência. Cada
CT utiliza um esquema de âmbito global a menos que o comprimento esperado
do CA seja superior a dois, e neste caso utilizará um esquema de âmbito local.
Condição CT0 CT1 CT2 CT3
Comp. do CA
≤ 2 RG1 PG1 PG1 PG1
> 2 RL4 PL1 PL1 PL1
Tabela 6.23: Tabela por comprimento esperado de CA.
No Apêndice C encontram-se as quatro tabelas usadas na experiência desta
secção, Tabela C.27, C.28, C.29 e C.30 (a Tabela 6.24 mostra um resumo delas).
CT0 CT1 - CT3
Tipo de tabela CAP ≤ 2 CAP > 2 CAP ≤ 2 CAP > 2
TT81 RG1 RL4 PG1 PL1
TT82 RG1 RL4 PG1 PL3
TT83 RG1 RL4 PG3 PL1
TT84 RG1 RL4 PG3 PL3
Tabela 6.24: Resumo das características das tabelas por comprimento esperado de CA.
Ir-se-á verificar se se consegue oferecer melhores tempos de recuperação a pe-
didos para os quais foram estimados CA longos, sem contudo aumentar significa-
tivamente o bloqueio. Para isto irão ser comparados os resultados da experiência
mono-esquema em termos de bloqueios com os valores nesta experiência. Mais
especificamente ir-se-á comparar os resultados obtidos para cada tabela nesta ex-
periência com os resultados das duas tabelas “mono-esquema”, obtidos na Sec-
ção 6.5.1 (correspondentes aos dois esquemas usados em cada uma das tabelas
desta secção). De notar que os resultados de TT81 e TT82 são semelhantes, assim
como os de TT83 e TT84. Por esta razão, nas figuras e tabelas que se seguem será
sempre usado apenas um de cada par (encontrando-se os resultados obtidos com
o outro no Anexo D).
Os gráficos na Figura 6.7 ilustram o bloqueio no estabelecimento para CT1 e
CT3, para as tabelas TT11 (PL3), TT14 (PG3) e TT84, para o factor de carga 1, 2,
3 e 4, para a rede COST 239 e KL-15 respectivamente. Nesta figura as chaves das
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séries são dadas por um par (CT-Tipo de tabela). O mesmo acontece em todas as
figuras em que cada chave está associada a um par de números.
Na Figura 6.7 (intervalos de confiança nas Tabelas 6.25 e 6.26) verifica-se que
existe um aumento do bloqueio causado pela utilização de protecção local (o
mesmo verifica-se na Figura D.7, no Apêndice D, correspondente à utilização do
tipo de tabela TT81). Este aumento é tanto maior quanto mais frequente for a
necessidade de utilizar protecção local, que é o caso da rede KL-15.
TT11 TT14 TT84
1 CT1 0, 02%± 0, 00% 0, 00%± 0, 00% 0, 00%± 0, 00%CT3 0, 00%± 0, 00% 0, 00%± 0, 00% 0, 00%± 0, 00%
2 CT1 13, 86%± 0, 08% 5, 06%± 0, 06% 7, 54%± 0, 07%CT3 1, 39%± 0, 02% 0, 33%± 0, 01% 0, 51%± 0, 01%
3 CT1 32, 85%± 0, 05% 24, 23%± 0, 07% 27, 63%± 0, 05%CT3 9, 40%± 0, 05% 3, 96%± 0, 04% 5, 51%± 0, 04%
4 CT1 43, 40%± 0, 06% 36, 39%± 0, 09% 39, 20%± 0, 09%CT3 19, 71%± 0, 10% 11, 79%± 0, 07% 14, 71%± 0, 07%
Tabela 6.25: Bloqueio no estabelecimento para CT1 e CT3, rede COST 239, factores de carga entre
1 e 4 e tipos de tabela TT11, TT14 e TT84 (PG3-PL3).
Os gráficos na Figura 6.8 mostram a LB média gasta por CT considerando
todos os ramos da rede (obtida através da média aritmética dos resultados da
expressão 5.16 para todos os ramos), para CT1 e CT3, para as tabelas TT8 (PG1),
TT11 (PL3) e TT82, para o factor de carga 1, 2, 3 e 4, para a rede COST 239 e KL-15
respectivamente (o mesmo ilustra a Figura D.8, no Apêndice D, correspondente
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Figura 6.7: Bloqueio no estabelecimento para CT1 e CT3, em função do factor de carga - “mono-
esquema” versus misto por comprimento de CA (PG3-PL3): (a) Rede COST 239. (b)
Rede KL-15.
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TT11 TT14 TT84
1 CT1 1, 25%± 0, 03% 0, 84%± 0, 02% 1, 07%± 0, 02%CT3 0, 73%± 0, 01% 0, 61%± 0, 01% 0, 68%± 0, 01%
2 CT1 19, 00%± 0, 03% 12, 33%± 0, 04% 17, 04%± 0, 04%CT3 8, 57%± 0, 05% 5, 39%± 0, 04% 7, 57%± 0, 05%
3 CT1 33, 38%± 0, 07% 27, 25%± 0, 06% 31, 64%± 0, 06%CT3 18, 88%± 0, 09% 14, 27%± 0, 08% 17, 53%± 0, 09%
4 CT1 41, 91%± 0, 07% 36, 68%± 0, 06% 40, 38%± 0, 07%CT3 26, 79%± 0, 10% 21, 87%± 0, 07% 25, 35%± 0, 08%
Tabela 6.26: Bloqueio no estabelecimento para CT1 e CT3, rede KL-15, factores de carga entre 1 e
4 e tipos de tabela TT11, TT14 e TT84 (PG3-PL3).
Na Figura 6.9 (intervalos de confiança na Tabela 6.27) mostra-se a média da
LB gasta por todos os CT considerando todos os ramos da rede (obtida através
da média aritmética dos resultados da expressão 5.15 para todos os ramos), para
as tabelas TT8 (PG1), TT11 (PL3) e TT82, para o factor de carga 1, 2, 3 e 4, para
a rede COST 239 e KL-15 respectivamente (o mesmo ilustra a Figura D.9, no
Apêndice D, correspondente à utilização do tipo de tabela TT83).
Os gráficos na Figura 6.10 (intervalos de confiança nas Tabelas 6.28 e 6.29) mos-
tram a média do número de ramos do CA, para CT1 e CT3, para as tabelas TT1
(PL1), TT8 (PG1) e TT81, para o factor de carga 1, 2, 3 e 4, para a rede COST 239
e KL-15 respectivamente. Da Figura 6.10 vemos que a rede utilizada tem grande
influência no número de ramos do CA. Deve ser notado que na rede COST 239
existem valores para esta medida que são, para a tabela TT81, muito próximos
dos do comprimentos obtidos com a tabela TT8, chegando mesmo a ser ligeira-
mente maiores que estes em alguns factores de carga. Embora a aproximação aos
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Figura 6.8: Média para todos os ramos da LB gasta, para CT1 e CT3, em função do factor de carga
- “mono-esquema” versus misto por comprimento de CA (PG1-PL3): (a) Rede COST
239. (b) Rede KL-15.
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Tipo tabela Carga 1 Carga 2 Carga 3 Carga 4
COST 239
TT8 31, 49± 0, 02 63, 14± 0, 06 83, 02± 0, 02 86, 10± 0, 02
TT11 42, 30± 0, 03 81, 32± 0, 03 87, 13± 0, 01 88, 77± 0, 01
TT82 32, 86± 0, 03 67, 48± 0, 06 85, 07± 0, 02 87, 62± 0, 01
KL-15
TT8 21, 40± 0, 01 39, 67± 0, 02 48, 48± 0, 01 52, 40± 0, 01
TT11 27, 47± 0, 02 47, 72± 0, 02 55, 17± 0, 02 59, 50± 0, 03
TT82 25, 55± 0, 02 45, 37± 0, 03 52, 78± 0, 02 56, 65± 0, 03
Tabela 6.27: Média para todos os ramos da LB gasta, por todos os CT, para as redes COST 239 e
KL-15, factores de carga entre 1 e 4 e tipos de tabela TT8, TT11 e TT82 (PG1-PL3).
das, não foi possível obter uma justificação inequívoca para o motivo de valores
maiores (uma possibilidade poderá ser a interacção com o outro esquema).
Na Figura 6.11 apresenta-se a média do número de CR por pedido, para CT3,
para as tabelas TT8 (PG1), TT11 (PL3) e TT82, para o factor de carga 1, 2, 3 e 4,
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Figura 6.9: Média para todos os ramos da LB gasta, por todos os CT, em função do factor de carga
- “mono-esquema” versus misto por comprimento de CA (PG1-PL3): (a) Rede COST
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Figura 6.10: Número de ramos do CA, para CT1 e CT3, em função do factor de carga - “mono-
esquema” versus misto por comprimento de CA (PG1-PL1): (a) Rede COST 239. (b)
Rede KL-15.
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TT1 TT8 TT81
1 CT1 1, 573± 0, 001 2, 072± 0, 001 2, 055± 0, 001CT3 1, 569± 0, 001 1, 992± 0, 001 1, 977± 0, 001
2 CT1 1, 692± 0, 001 2, 265± 0, 002 2, 268± 0, 002CT3 1, 621± 0, 001 2, 077± 0, 002 2, 064± 0, 002
3 CT1 1, 719± 0, 001 2, 416± 0, 003 2, 441± 0, 001CT3 1, 681± 0, 001 2, 218± 0, 002 2, 232± 0, 003
4 CT1 1, 719± 0, 001 2, 433± 0, 002 2, 475± 0, 003CT3 1, 707± 0, 001 2, 340± 0, 003 2, 347± 0, 004
Tabela 6.28: Número de ramos do CA, para CT1 e CT3, rede COST 239, factores de carga entre 1 e
4 e tipos de tabela TT1, TT8 e TT81 (PG1-PL1).
TT1 TT8 TT81
1 CT1 2, 150± 0, 001 2, 774± 0, 001 2, 478± 0, 001CT3 2, 142± 0, 001 2, 653± 0, 001 2, 366± 0, 001
2 CT1 2, 172± 0, 001 2, 924± 0, 002 2, 592± 0, 001CT3 2, 169± 0, 001 2, 792± 0, 001 2, 503± 0, 001
3 CT1 2, 149± 0, 001 2, 969± 0, 001 2, 619± 0, 002CT3 2, 168± 0, 001 2, 875± 0, 002 2, 560± 0, 001
4 CT1 2, 128± 0, 001 2, 964± 0, 002 2, 629± 0, 002CT3 2, 159± 0, 001 2, 921± 0, 002 2, 584± 0, 002
Tabela 6.29: Número de ramos do CA, para CT1 e CT3, rede KL-15, factores de carga entre 1 e 4 e
tipos de tabela TT1, TT8 e TT81 (PG1-PL1).
Os resultados da combinação dos dois esquemas aproximam-se mais dos do
esquema de âmbito global na rede COST 239 e dos do local na KL-15. Tal pode
ocorrer porque a primeira é mais emalhada que a segunda, e por conseguinte os
caminhos serão em geral mais curtos.
Observou-se que a utilização de esquemas mistos cria resultados consistentes
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Figura 6.11: Número de CR por pedido, para CT3, em função do factor de carga - “mono-esquema”
versus misto por comprimento de CA (PG1-PL3): (a) Rede COST 239. (b) Rede KL-15.
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tanto quanto foi possível verificar, para as medidas apresentadas (bloqueio no
estabelecimento, média para todos os ramos da LB gasta - por todos os CT ou
por CT, e número de CR por pedido) qualquer dos tipos de tabelas TT81 a TT84
apresenta resultados que se localizam entre os resultados do dois esquemas que o
originou. No respeitante ao comprimento dos CA embora essa situação também
ocorra frequentemente existe um número relevante de excepções.
.
6.5.4 Construção de uma tabela por carga da rede
Construção de uma tabela que indique, para cada CT dois esquemas, um a ser
usado quando a carga da rede for leve e outro quando essa condição não se
verificar (excepto para o CT0, que manterá sempre o mesmo esquema).
Hipótese H4 – A carga da rede deve influenciar o esquema de recuperação a usar:
i Perante cargas mais leves faz sentido usar esquemas de recuperação
mais consumidores de LB mas menos sujeitos a desconexão na falha?
ii Perante cargas mais elevadas faz sentido apostar em mecanismos de
partilha da largura de banda?
iii Perante cargas mais elevadas faz sentido não utilizar esquemas de re-
cuperação de âmbito local, ou seja deve nessa condição usar-se apenas
esquemas de recuperação de âmbito global?
Ao contrário do que acontece nas experiências anteriores, para tornar esta ex-
periência mais realista ire-se-á variar periodicamente a carga oferecida à rede.
Nas experiências anteriores foi usado um factor de carga, a que correspondia
um sistema de geração de pedidos de Poisson com uma determinada intensi-
dade, ou frequência, (λ), calculada como o produto do valor do factor de carga
pela frequência correspondente à carga nominal (λbase). Para simular períodos
de carga mais leve e de carga mais pesada foi decidido criar um gerador que
alterna entre duas intensidades, ou frequências, de geração: λhigh e λlow, o que
será designado por carga flutuante. Na experiência desta secção, em cada corrida
metade dos pedidos são gerados com frequência de λhigh e a outra metade com
a frequência de λlow. λhigh e λlow são calculadas de forma a que a sua média har-
mónica (a frequência equivalente à intensidade média de ocorrência dos pedidos)
seja igual a λ. Note-se que isto implica que o sistema estará durações diferentes
em “carga leve” e “carga pesada” . Desta forma, para calcular a intensidade de
pedidos equivalente à intensidade efectiva de pedidos durante toda a simulação,
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Descrição Valor
Factor da amplitude 1.5
Número de pedidos entre leituras da carga na rede 100
Número de pedidos gerados em cada período 10000
Factor de carga 1, 2 e 3
Tabela 6.30: Parâmetros de entrada adicionais (ou com valores diferentes) para a experiência desta
secção.
Factor de carga 1 2 3
λhigh 0.215 0.43 0.645
λlow 0.065 0.13 0.195
Média harmónica 0.1 0.2 0.3
Tabela 6.31: Valores para λhigh e λlow.
deve ser usada a fórmula da média harmónica (para detalhes sobre o cálculo de
λhigh e λlow ver Apêndice E).
O simulador recebe um parâmetro para definir a amplitude entre λhigh e λlow,
em função do factor de carga e de λbase. Essa amplitude é função do factor de
carga para poder simular variações efectivas de carga mesmo quando o factor de
carga é elevado.
A intensidade da carga oferecida à rede varia de 10000 em 10000 pedidos.
A carga da rede será medida, periodicamente de 100 em 100 pedidos (o que
corresponde a 100 leituras por período de carga), sendo a percentagem de LB
média ocupada calculada considerando todos os ramos da rede (como a média
aritmética das percentagens de LB ocupada em cada ramo). Foram criadas três
situações de carga flutuante, correspondentes respectivamente aos factores de
carga 1, 2 e 3. A Tabela 6.30 apresenta um resumo destes valores.
Para cada um dos três factores de carga os valores para λhigh e λlow (e média
harmónica respectiva) são apresentados na Tabela 6.31 (o valor da carga nominal
(λbase) foi mantido o das experiências anteriores).
Para averiguar a hipótese iremos construir tabelas que definem um esquema
para usar se a carga for leve e outro para usar no caso contrário. Designamos
por limiar de carga o valor da carga considerado a fronteira entre carga leve
e não leve. São realizados testes para quatro limiares de carga distintos: 40%,
50%, 60% e 70%. Quando surge um pedido, o valor da carga que se irá usar na
decisão do esquema a usar, ou seja o valor que será comparado com o limiar de
carga, é o valor da carga que foi obtido para o período corrente (valor obtido
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periodicamente como referido anteriormente).
Após seleccionar os esquemas que se considera que irão permitir validar o
grupo de hipóteses H4 construíram-se as tabelas a usar nesta experiência. A
Tabela C.31, C.32, C.33, C.34 e C.35 do Apêndice C, correspondem a essas tabelas.
A cada uma destas tabelas correspondem quatro tipos de tabelas, que diferem
apenas no valor do limiar de carga.
CT0 CT1 – CT3
Tipo de tabela ≤ limiar > limiar
TT121, TT141, TT151, TT161 RL4 PL3 RL5
TT122, TT142, TT152, TT162 RL4 PG3 RL5
TT123, TT143, TT153, TT163 RL4 PL3 PL2
TT124, TT144, TT154, TT164 RL4 PG3 PL2
TT125, TT145, TT155, TT165 RL4 PL3 PG3
Tabela 6.32: Resumo das características das tabelas por carga da rede.
A Tabela 6.32 apresenta um resumo das tabelas usadas nesta experiência. Os
tipos de tabela 12X, 15X, 16X e 14X correspondem respectivamente a tabelas com
limiares de carga 40%, 50%, 60% e 70%. De notar que os resultados de TT122,
TT142, TT152 e TT162 apresentam comportamentos semelhantes aos de TT121,
TT141, TT151, TT161, assim como os resultados de TT124, TT144, TT154 e TT164
apresentam comportamentos semelhantes aos de TT123, TT143, TT153 e TT163.
Por esta razão apenas são apresentados os resultados dos TT ímpares neste tra-
balho.
As Tabelas C.31 e C.32 irão ser usadas para o teste da hipótese H4i, correspon-
dem a utilizar PL3 ou PG3 em cargas leves e RL5 em carga não leves. As Tabelas
C.33 e C.34 irão ser usadas para a verificação da hipótese H4ii, correspondem
a utilizar PL3 ou PG3 em cargas leves e PL2 em carga não leves. Para o teste
da hipótese H4iii irá usar-se a Tabela C.35 que correspondem a utilizar PL3 em
cargas leves e PG3 em carga não leves.
Os resultados obtidos com cada um dos tipos de tabela resumidos na Ta-
bela 6.32 serão comparados com os resultados obtidos com as duas tabelas “mono-
esquema” correspondentes, sujeitas às mesmas condições de carga. Por esta ra-
zão, nesta experiência recorreremos novamente às tabelas “mono-esquema” cor-
respondentes a PL3 (tipo de tabela TT11), PG3 (tipo de tabela TT13), RL5 (tipo
de tabela TT5) e PL2 (tipo de tabela TT2). São novamente obtidos resultados com
elas mas aqui sujeitas a carga flutuante. Embora as tabelas “mono-esquema”
correspondentes a PL3, PG3, RL5 e PL2 sejam efectivamente as mesmas usadas
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na experiência da Secção 6.5.1 decidiu-se identificá-las, respectivamente, com os
tipos de tabela TT131 (PL3), TT132 (PG3), TT133 (RL5) e TT134 (PL2), para dis-
tinguir a sua utilização da situação em que não foi utilizada carga flutuante.
Os gráficos na Figura 6.12 ilustram o bloqueio no estabelecimento para CT3,
para as tabelas TT121, TT131 (PL3), TT133 (RL5), TT141, TT151 e TT161, para o
factor de carga 1, 2 e 3, para a rede COST 239 e KL-15 respectivamente (intervalos
de confiança nas Tabelas 6.33 e 6.34).
Tipo de tabela Carga 1 Carga 2 Carga 3
TT121 0, 00%± 0, 00% 0, 05%± 0, 00% 0, 49%± 0, 02%
TT131 1, 00%± 0, 02% 10, 66%± 0, 09% 18, 74%± 0, 06%
TT133 0, 00%± 0, 00% 0, 06%± 0, 01% 0, 49%± 0, 02%
TT141 0, 06%± 0, 00% 0, 08%± 0, 00% 0, 54%± 0, 02%
TT151 0, 00%± 0, 00% 0, 06%± 0, 00% 0, 48%± 0, 01%
TT161 0, 01%± 0, 00% 0, 06%± 0, 00% 0, 50%± 0, 01%
Tabela 6.33: Bloqueio no estabelecimento para CT3, rede COST 239, factores de carga entre 1 e 3 e
tipos de tabela TT121, TT131, TT133, TT141, TT151 e TT161 (PL3-RL5).
Os gráficos na Figura 6.13 mostram o número de pedidos tentados e o número
de pedidos estabelecidos, por PL3 e por RL5, para CT3, para as tabelas TT121 e
TT141, para a rede KL-15 (intervalos de confiança nas Tabelas 6.35 e 6.36). Note-
se que TT121 (correspondente a limiar de carga de 40%) e TT141 (correspondente
a limiar de carga de 70%) são os comportamentos extremos, apresentando TT151
e TT161 (não representados nesta figura) comportamentos intermédios.
Da Figura 6.12 e 6.13 conclui-se que, em princípio, mais pedidos serão prote-
gidos com o aumento do limiar de decisão de carga leve (ou não leve), à custa
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Figura 6.12: Bloqueio no estabelecimento para CT3, em função do factor de carga - “mono-
esquema” versus misto por carga da rede (PL3-RL5): (a) Rede COST 239. (b) Rede
KL-15.
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Tipo de tabela Carga 1 Carga 2 Carga 3
TT121 0, 39%± 0, 01% 1, 38%± 0, 02% 3, 85%± 0, 03%
TT131 5, 30%± 0, 05% 15, 19%± 0, 08% 23, 61%± 0, 09%
TT133 0, 04%± 0, 00% 1, 10%± 0, 02% 3, 63%± 0, 04%
TT141 4, 83%± 0, 04% 5, 70%± 0, 04% 7, 98%± 0, 05%
TT151 0, 90%± 0, 01% 1, 65%± 0, 03% 4, 32%± 0, 04%
TT161 2, 03%± 0, 02% 2, 07%± 0, 03% 5, 40%± 0, 03%
Tabela 6.34: Bloqueio no estabelecimento para CT3, rede KL-15, factores de carga entre 1 e 3 e
tipos de tabela TT121, TT131, TT133, TT141, TT151 e TT161 (PL3-RL5).
Tentado Estabelecido
PL3 RL5 PL3 RL5
1 142334± 239 117865± 285 141424± 239 117748± 285
2 72641± 142 187454± 387 71970± 135 184545± 383
3 23413± 241 236716± 415 22941± 236 227167± 373
Tabela 6.35: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, rede KL-
15, factores de carga entre 1 e 3 e tabela TT121.
de 40% o bloqueio adicional é pequeno, mas à medida que o factor de carga au-
menta o número de pedidos protegidos torna-se muito reduzido, como se pode
verificar na Figura 6.12 (b). Em compensação com limiar de carga de 70% a per-
centagem de pedidos protegidos é sempre significativa mas o bloqueio adicional
sofrido é também significativo.
Os gráficos na Figura 6.14 ilustram o bloqueio no estabelecimento para CT3,
para as tabelas TT123, TT131 (PL3), TT134 (PL2), TT143, TT153 e TT163, para o
factor de carga 1, 2 e 3, para a rede COST 239 e KL-15 respectivamente (intervalos



















PL3 - esq_tent. PL3 - esq_estab. RL5 - esq_tent. RL5 - esq_estab.
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Figura 6.13: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, em
função do factor de carga (rede KL-15) - misto por carga da rede (PL3-RL5):
(a) Limiar de carga = 40%. (b) Limiar de carga = 70%.
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Tentado Estabelecido
PL3 RL5 PL3 RL5
1 253309± 324 6890± 200 240852± 249 6789± 198
2 171509± 396 88585± 315 160156± 336 85105± 307
3 130466± 284 129663± 365 119464± 251 119914± 319
Tabela 6.36: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, rede KL-
15, factores de carga entre 1 e 3 e tabela TT141.
Tipo de tabela Carga 1 Carga 2 Carga 3
TT123 0, 00%± 0, 00% 0, 91%± 0, 03% 5, 89%± 0, 05%
TT131 1, 00%± 0, 02% 10, 66%± 0, 09% 18, 74%± 0, 06%
TT134 0, 00%± 0, 00% 0, 92%± 0, 03% 5, 91%± 0, 06%
TT143 0, 03%± 0, 00% 1, 01%± 0, 03% 6, 01%± 0, 06%
TT153 0, 00%± 0, 00% 0, 93%± 0, 02% 5, 89%± 0, 06%
TT163 0, 01%± 0, 00% 0, 97%± 0, 03% 5, 93%± 0, 08%
Tabela 6.37: Bloqueio no estabelecimento para CT3, rede COST 239, factores de carga entre 1 e 3 e
tipos de tabela TT123, TT131, TT134, TT143, TT153 e TT163 (PL3-PL2).
A Figura 6.15 mostra o comprimento do CA para CT3, para as tabelas TT123,
TT131 (PL3), TT134 (PL2) e TT143, para a rede KL-15 (intervalos de confiança na
Tabela 6.39).
Os gráficos na Figura 6.16 mostram o número de pedidos tentados e o número
de pedidos estabelecidos, por PL3 e por PL2, para CT3, para a rede KL-15, res-
pectivamente para as tabelas TT123 e TT143 (intervalos de confiança nas Tabelas
6.40 e 6.41). De novo as TT123 (correspondente a limiar de carga de 40%) e TT143
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Figura 6.14: Bloqueio no estabelecimento para CT3, em função do factor de carga - “mono-
esquema” versus misto por carga da rede (PL3-PL2): (a) Rede COST 239. (b) Rede
KL-15.
Análise Experimental 207
Tipo de tabela Carga 1 Carga 2 Carga 3
TT123 2, 06%± 0, 03% 7, 98%± 0, 06% 13, 72%± 0, 08%
TT131 5, 30%± 0, 05% 15, 19%± 0, 08% 23, 61%± 0, 09%
TT134 2, 04%± 0, 03% 7, 90%± 0, 07% 13, 73%± 0, 07%
TT143 5, 17%± 0, 04% 9, 21%± 0, 06% 16, 57%± 0, 08%
TT153 2, 09%± 0, 03% 8, 29%± 0, 05% 13, 81%± 0, 07%
TT163 2, 88%± 0, 03% 8, 56%± 0, 07% 14, 89%± 0, 07%
Tabela 6.38: Bloqueio no estabelecimento para CT3, rede KL-15, factores de carga entre 1 e 3 e
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Figura 6.15: Número de ramos do CA, para CT3, em função do factor de carga (rede KL-15) -
“mono-esquema” versus misto por carga da rede (PL3-PL2).
Tipo de tabela Carga 1 Carga 2 Carga 3
TT123 2, 315± 0, 001 2, 467± 0, 001 2, 534± 0, 001
TT131 2, 155± 0, 001 2, 159± 0, 001 2, 163± 0, 000
TT134 2, 445± 0, 001 2, 511± 0, 001 2, 534± 0, 001
TT143 2, 162± 0, 001 2, 333± 0, 001 2, 361± 0, 001
Tabela 6.39: Número de ramos do CA, para CT3, rede KL-15, factores de carga entre 1 e 3 e tipos
de tabela TT123, TT131, TT134 e TT143 (PL3-PL2).
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apresentando TT153 e TT163 (não representados nesta figura) comportamentos
intermédios.
Tentado Estabelecido
PL2 PL3 PL2 PL3
1 130136± 214 130063± 131 125405± 174 129425± 141
2 231019± 461 29076± 169 210588± 385 28761± 160
3 260125± 318 11± 9 224422± 282 11± 8
Tabela 6.40: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, rede KL-
15, factores de carga entre 1 e 3 e tabela TT123.
Tentado Estabelecido
PL2 PL3 PL2 PL3
1 8069± 139 252130± 305 7271± 120 239478± 226
2 119564± 421 140531± 345 100628± 287 135504± 306
3 133070± 303 127060± 230 100391± 138 116622± 256
Tabela 6.41: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, rede KL-
15, factores de carga entre 1 e 3 e tabela TT143.
Da análise das Figuras 6.14, 6.15 e 6.16 é possível ver que a utilização de um
esquema com partilha, de acordo com a carga, permitiu diminuir o bloqueio mas
à custa do aumento do comprimento do CA. Os valores relativos de diminuição
do bloqueio/aumento do comprimento do CA dependem do valor do limiar de
carga escolhido, quanto maior for este último menor será o comprimento do
CA mas também menor será a diminuição do bloqueio. Os resultados mostram
portanto que a utilização de mecanismos de partilha para carga mais elevadas
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Figura 6.16: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, em
função do factor de carga (rede KL-15) - misto por carga da rede (PL3-PL2):
(a) Limiar de carga = 40%. (b) Limiar de carga = 70%.
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apenas à custa das respectivas desvantagens. Como se pode ver dos gráficos
na Figura 6.16, as variações descritas anteriormente nos efeitos da utilização do
esquema com partilha (em função dos limiares de carga usados), reflectem o
número de pedidos que efectivamente usam esse esquema. Assim, com limiar
de carga de 40% tentam estabelecer-se mais pedidos com partilha portanto os
resultados em termos de bloqueio e de comprimento de CA estão mais próximos
dos de PL2 “mono-esquema”. Com limiar de carga de 70% tentam-se menos
pedidos com partilha e portanto os resultados estão mais próximos dos de PL3
“mono-esquema”.
Os gráficos na Figura 6.17 ilustram o bloqueio no estabelecimento para CT3,
para as tabelas TT125, TT131 (PL3), TT132 (PG3), TT145, TT155 e TT165, para o
factor de carga 1, 2 e 3, para a rede COST 239 e KL-15 respectivamente (intervalos
de confiança nas Tabelas 6.42 e 6.43).
Tipo de tabela Carga 1 Carga 2 Carga 3
TT125 0, 27%± 0, 01% 6, 66%± 0, 07% 14, 45%± 0, 08%
TT131 1, 00%± 0, 02% 10, 66%± 0, 09% 18, 74%± 0, 06%
TT132 0, 27%± 0, 01% 6, 66%± 0, 07% 14, 44%± 0, 06%
TT145 0, 29%± 0, 01% 6, 74%± 0, 08% 14, 45%± 0, 07%
TT155 0, 28%± 0, 01% 6, 68%± 0, 07% 14, 44%± 0, 07%
TT165 0, 28%± 0, 01% 6, 72%± 0, 06% 14, 45%± 0, 04%
Tabela 6.42: Bloqueio no estabelecimento para CT3, rede COST 239, factores de carga entre 1 e 3 e
tipos de tabela TT125, TT131, TT132, TT145, TT155 e TT165 (PL3-PG3).
Todos os gráficos apresentados nesta secção apresentam resultados apenas
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Figura 6.17: Bloqueio no estabelecimento para CT3, em função do factor de carga - “mono-
esquema” versus misto por carga da rede (PL3-PG3): (a) Rede COST 239. (b) Rede
KL-15.
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Tipo de tabela Carga 1 Carga 2 Carga 3
TT125 3, 54%± 0, 04% 12, 39%± 0, 09% 19, 71%± 0, 07%
TT131 5, 30%± 0, 05% 15, 19%± 0, 08% 23, 61%± 0, 09%
TT132 3, 52%± 0, 04% 12, 35%± 0, 07% 19, 72%± 0, 09%
TT145 5, 19%± 0, 04% 13, 00%± 0, 08% 21, 27%± 0, 07%
TT155 3, 55%± 0, 03% 12, 58%± 0, 07% 19, 76%± 0, 08%
TT165 3, 98%± 0, 03% 12, 75%± 0, 09% 20, 35%± 0, 09%
Tabela 6.43: Bloqueio no estabelecimento para CT3, rede KL-15, factores de carga entre 1 e 3 e
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Figura 6.18: Número de ramos do CA, para CT3, em função do factor de carga (rede KL-15) -
“mono-esquema” versus misto por carga da rede (PL3-PG3).
A Figura 6.18 mostra o comprimento do CA para CT3, para as tabelas TT125,
TT131 (PL3), TT132 (PG3) e TT145, para a rede KL-15 (intervalos de confiança na
Tabela 6.44).
Tipo de tabela Carga 1 Carga 2 Carga 3
TT125 2, 151± 0, 001 2, 157± 0, 001 2, 160± 0, 001
TT131 2, 155± 0, 001 2, 159± 0, 001 2, 163± 0, 000
TT132 2, 150± 0, 001 2, 156± 0, 001 2, 160± 0, 001
TT145 2, 155± 0, 001 2, 162± 0, 001 2, 167± 0, 001
Tabela 6.44: Número de ramos do CA, para CT3, rede KL-15, factores de carga entre 1 e 3 e tipos
de tabela TT125, TT131, TT132 e TT145 (PL3-PG3).
Os gráficos na Figura 6.19 mostram o número de pedidos tentados e o nú-
mero de pedidos estabelecidos, por PL3 e por PG3, para CT3, para a rede KL-15,
respectivamente para as tabelas TT125 e TT145 (intervalos de confiança nas Ta-
belas 6.45 e 6.46). Mais uma vez as TT125 (correspondente a limiar de carga de
40%) e TT145 (correspondente a limiar de carga de 70%) são os comportamentos
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extremos, apresentando TT155 e TT165 (não representados nesta figura) compor-
tamentos intermédios.
Tentado Estabelecido
PG3 PL3 PG3 PL3
1 130029± 225 130171± 114 121449± 133 129532± 126
2 230531± 510 29564± 216 198615± 431 29260± 214
3 260122± 320 14± 9 208847± 246 14± 8
Tabela 6.45: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, rede KL-
15, factores de carga entre 1 e 3 e tabela TT125.
Tentado Estabelecido
PG3 PL3 PG3 PL3
1 7648± 134 252551± 345 6737± 133 239968± 276
2 116703± 338 143392± 402 88398± 236 137883± 364
3 132721± 347 127409± 247 87732± 201 117059± 248
Tabela 6.46: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, rede KL-
15, factores de carga entre 1 e 3 e tabela TT145.
Na Figura 6.18 é visível que na tabela TT125 a variação do comprimento do
CA, relativamente à variação na tabela TT131 (PL3), não é significativa e é até
benéfica para cargas baixas. No que concerne ao bloqueio (ver Figura 6.17) este
é significativamente inferior a 131 (PL3) à custa do aumento da utilização de
protecção global (mais marcante quando o limiar é 40%), como se pode ver nos
gráficos da Figura 6.19. Em conclusão, nos testes efectuados, verificou-se que
os esquemas mistos obtidos têm desempenhos, nas medidas estudadas, que se
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Figura 6.19: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, em
função do factor de carga (rede KL-15) - misto por carga da rede (PL3-PG3):
(a) Limiar de carga = 40%. (b) Limiar de carga = 70%.
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Condição CT0 CT1 CT2 CT3
Sempre RL4[F] R[ ] P[ ] P[ ]
Tabela 6.47: #A.99 - Regras aplicadas para a etapa A.
serem aproximados a cada um dos esquemas base em função da parametrização
através do limiar de carga. De notar que as diferenças observadas podem ter
sido mais visíveis porque os esquemas base escolhidos apresentam diferenças
significativas entre si na LB utilizada.
Notou-se que a amplitude de variação dos desempenhos em função dos limi-
ares de carga é dependente da rede usada, tendo sido mais expressiva na rede
KL-15 do que na rede COST 239. Notou-se ainda que o desempenho do esquema
misto parece particularmente influenciado pelo esquema usado em situações de
carga mais elevada. Esta situação, visível particularmente na rede COST 239,
pode ocorrer devido ao número total de pedidos bloqueados ser muito mais re-
duzido em situações de carga leve, o que pode contribuir também para explicar
a diferença entre redes indicada anteriormente.
A ideia desta experiência foi criar diferentes situações de sazonalidade e ob-
servar se adaptar o esquema de recuperação à situação de sazonalidade trazia
melhorias, o que parece verificar-se, embora por vezes de forma não muito ex-
pressiva. Os valores escolhidos para o factor de carga conduzem a situações de
grande sobrecarga. Será importante repetir o estudo para outros valores do factor
de carga.
6.5.5 Várias tabelas e combinação de condições
Nesta secção vai criar-se um exemplo das capacidades do sistema proposto, que
ilustra algumas das suas funcionalidades.
As tabelas que constituem o sistema são as Tabela 6.47 para a etapa A e as
Tabelas 6.48, 6.49 e 6.50 para a etapa B.
Em #A.99 (Tabela 6.47) indicou-se que CT2 e CT3 precisam de protecção e CT1
e CT0 não precisam. Foi escolhido RL4 para CT0, como exemplo de uma opção
final, tomada na etapa A. Para tal, é indicado que uma escolha posterior para
este CT apenas poderá ser efectuada na Etapa F (correspondente a uma situação
de falha que afecte este pedido).
A Tabela 6.48 (#B.10) só define esquemas para CT0 e CT3. As opções para
CT0 serão ignoradas porque uma opção final foi já tomada anteriormente. No
respeitante ao CT3 a combinação de dois esquemas (um com pequeno bloqueio
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Condição CT0 CT1 CT2 CT3
Comp. do CA
≤ 2 RG1[F] PG3[ ]
> 2 RL4[F] PL2[F]
Tabela 6.48: #B.10 – De acordo com o comprimento do CA.
Condição CT0 CT1 CT2 CT3
R/P Carga
P Leve PL2[F] PL3[F] PL3[F]Não leve PG3[F] PG3[F]
R Leve RL5[F]Não leve
Tabela 6.49: #B.20 - De acordo com o modelo de recuperação e carga na rede.
Condição CT0 CT1 CT2 CT3
Sempre RL4[F] RG2[F] PG3[F] PG1[F]
Tabela 6.50: #B.99 - Regras aplicadas por omissão para a etapa B.
no estabelecimento e outro com número de ramos do CA pequeno) é conseguida
através da escolha de um ou outro em função do valor estimado para o com-
primento do CA. A escolha do esquema PG3 para comprimentos estimados de
CA curtos foi propositadamente deixada como não final para permitir mostrar a
possibilidade de redefinir um esquema numa tabela posterior da mesma etapa.
A Tabela 6.49 (#B.20) mostra a conjugação de dois tipos de restrições (em re-
lação à carga da rede e escolha de eventuais características do esquema) para
determinar esquemas para CT1, CT2 e CT3. A escolha dos esquemas para CT2
foi efectuada com base na observação que a escolha de protecção global para
cargas mais elevadas consegue caminhos CA mais curtos com um custo redu-
zido em termos de bloqueio. O mesmo foi seguido para CT3, embora neste caso
se tenha usado PL3 para cargas baixas simplesmente para demonstrar que mais
que dois esquemas podem ser usados na mesma classe. De notar que os dois es-
quemas propostos se vão sobrepor à escolha não final de PG3 na tabela anterior.
Finalmente para CT1 é apresentado a escolha do esquema PL2 para cargas leves
assumindo que anteriormente tivesse sido escolhido protecção para este CT (no
exemplo proposto este teste será sempre falso pelo que este esquema nunca será
usado).
A Tabela 6.50 (#B.99 - tabela por omissão para a etapa B) será apenas usada na
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Factor de carga 1 1.1 1.2 1.3 1.4 1.5 1.7 2
λhigh 0.215 0.237 0.258 0.280 0.301 0.323 0.366 0.430
λlow 0.065 0.072 0.078 0.085 0.091 0.098 0.111 0.130
Média harmónica 0.1 0.11 0.12 0.13 0.14 0.15 0.17 0.2
Tabela 6.51: Valores para λhigh e λlow (exemplo do sistema).
prática para CT1 quando a carga é elevada. Isto ocorre porque foram efectuadas
escolhas finais anteriormente para todas as condições possíveis de CT0, CT2 e
CT3. No entanto esta tabela permitiria garantir valores por omissão aceitáveis
para todos os CT mesmo que tenham existido alguns erros ou incoerências na
definição das tabelas anteriores (situação que se torna mais provável se o número
total de tabelas for elevado).
Um pedido de CT3, com este conjunto de tabelas, pode usar um de três esque-
mas de recuperação PL2, PL3 ou PG3. As tabelas definidas e o seu encadeamento
pode ser tal que os pedidos de um determinado CT possam usar um esquema de
entre qualquer um dos vários definidos, dependendo das condições verificadas.
Nas experiências anteriores, como foram utilizados os mesmos factores de
carga para todos os esquemas de recuperação, em determinados esquemas foram
obtidos bloqueios elevados. Vamos nesta última experiência considerar, além da
carga nominal aumentos de carga apenas de 10%, 20%, 30%, 40%, 50%, 70% e
100%. A rede será sujeita a carga flutuante à semelhança do que foi feito na
experiência da secção anterior. Para cada um vários factores de carga os valores
para λhigh e λlow (e média harmónica respectiva) são apresentados na Tabela 6.51
(o valor da carga nominal (λbase) foi mantido o das experiências anteriores). Os
valores dos parâmetros indicados na Tabela 6.30 foram também usados nesta
experiência (excepto o factor de carga, como referido anteriormente).
As tabelas deste exemplo foram construídas tendo em consideração as neces-
sidades das classes tal como apresentadas na Tabela 6.15 da Secção 6.5.2. No
entanto mais do que tentar criar as escolhas que se supõe mais adequadas para
cada CT a preocupação primordial foi criar um exemplo que mostrasse algumas
das capacidades da metodologia apresentada. Isto levou por exemplo à escolha
de esquemas mistos para CT1 e CT2 cujos objectivos possivelmente poderiam ser
atingidos tão bem ou melhor pela utilização de esquemas base. Já para o CT3
a escolha de um esquema misto pode ser mais facilmente justificada pela inten-
ção de considerar diferentes objectivos simultaneamente (mesmo assim pode ser
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Figura 6.20: Bloqueio no estabelecimento para CT1, em função do factor de carga (rede KL-15) -
“mono-esquema” versus exemplo.
Os resultados obtidos com este exemplo, por cada um dos CT, serão compara-
dos com os resultados obtidos com as várias tabelas “mono-esquema” (sujeitas às
mesmas condições de carga) correspondentes aos esquemas utilizados por esse
CT. Assim, nesta experiência, assim como aconteceu na secção anterior, recorre-
remos novamente às tabelas “mono-esquema” correspondentes a PL3, PG3, RL5
e PL2 identificadas, respectivamente, com os tipos de tabela TT131, TT132, TT133
e TT134. Necessitamos também da tabela “mono-esquema” correspondentes a
RG2 que identificamos com o tipo de tabela TT135. Obtiveram-se resultados com
todas estas tabelas “mono-esquema”, sujeitas a carga flutuante, para os novos fac-
tores de carga. O exemplo em estudo é identificado com o tipo de tabela TT201.
O número total de corridas distintas (adicionais) resultante para esta experiên-
cia foi 800 = ([1(tabelas)× 8(factores de carga) + 4(tabelas “mono-esquema”)×
6(factores de carga) + 1(tabela ‘mono-esquema”)× 8(factores de carga)]× 10
(réplicas)× 2(redes)).
Todos os resultados apresentados nesta secção correspondem à utilização da
rede KL-15 (no Apêndice D mostram-se os mesmos gráficos apresentados nesta
secção mas relativos à rede COST 239) e foram obtidos quando, na Tabela 6.49
(#B.20), se usou o valor 40% para limiar de carga. O gráfico na Figura 6.20 mostra
a percentagem de pedidos rejeitados no estabelecimento para CT1, para vários
factores de carga, para os tipos de tabela TT131 (PL3), TT132 (PG3), TT133 (RL5),
TT134 (PL2), TT135 (RG2) e TT201 (intervalos de confiança nas Tabelas 6.52 e
6.53).
O acréscimo do bloqueio do exemplo (tipo de tabela TT201) em relação à tabela
TT133 (RL5) e TT135 (RG2) poderá provavelmente explicar-se porque os recur-
sos requeridos por CT2 e CT3, nas tabelas TT133 e TT135 serem inferiores aos
requeridos em TT201 (apesar deste efeito ser minorado pelo BCM usado).
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Tipo de tabela Carga 1 Carga 1,1 Carga 1,2 Carga 1,3
TT131 10, 96%± 0, 06% 12, 76%± 0, 06% 14, 32%± 0, 04% 15, 73%± 0, 05%
TT132 7, 58%± 0, 05% 9, 36%± 0, 04% 10, 98%± 0, 06% 12, 49%± 0, 04%
TT133 0, 08%± 0, 00% 0, 16%± 0, 00% 0, 26%± 0, 00% 0, 46%± 0, 01%
TT134 4, 39%± 0, 04% 5, 73%± 0, 05% 7, 00%± 0, 05% 8, 28%± 0, 04%
TT135 0, 08%± 0, 00% 0, 16%± 0, 00% 0, 27%± 0, 01% 0, 46%± 0, 01%
TT201 0, 21%± 0, 00% 0, 39%± 0, 01% 0, 64%± 0, 01% 0, 96%± 0, 01%
Tabela 6.52: Bloqueio no estabelecimento para CT1, rede KL-15, factores de carga entre 1 e 1,3 e
tipos de tabela TT131, TT132, TT133, TT134, TT135 e TT201.
Tipo de tabela Carga 1,4 Carga 1,5 Carga 1,7 Carga 2
TT131 17, 06%± 0, 06% 18, 26%± 0, 05% 20, 62%± 0, 08% 24, 18%± 0, 06%
TT132 13, 86%± 0, 06% 15, 10%± 0, 06% 17, 38%± 0, 06% 20, 46%± 0, 07%
TT133 0, 74%± 0, 02% 1, 11%± 0, 01% 2, 10%± 0, 03% 3, 97%± 0, 04%
TT134 9, 46%± 0, 04% 10, 56%± 0, 05% 12, 57%± 0, 05% 15, 29%± 0, 06%
TT135 0, 76%± 0, 01% 1, 13%± 0, 01% 2, 13%± 0, 03% 4, 00%± 0, 05%
TT201 1, 36%± 0, 02% 1, 83%± 0, 02% 2, 91%± 0, 03% 4, 76%± 0, 05%
Tabela 6.53: Bloqueio no estabelecimento para CT1, rede KL-15, factores de carga entre 1,4 e 2 e
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Figura 6.21: Desconexão na falha para CT1, em função do factor de carga (rede KL-15) - “mono-
esquema” versus exemplo.
O gráfico na Figura 6.21 mostra a percentagem de desconexão na falha para
CT1, para vários factores de carga, para os tipos de tabela TT133 (RL5), TT135
(RG2) e TT201 (intervalos de confiança na Tabela 6.54). Perante falhas o exemplo
(tipo de tabela TT201) tem um comportamento melhor do que as tabelas TT133
e TT135, o que se pode justificar pelo facto de ser apenas CT1 a precisar de




1 2, 37%± 0, 14% 1, 83%± 0, 15% 2, 31%± 0, 18%
1,1 3, 66%± 0, 16% 2, 79%± 0, 12% 3, 17%± 0, 19%
1,2 5, 22%± 0, 26% 4, 05%± 0, 20% 4, 36%± 0, 13%
1,3 6, 79%± 0, 28% 5, 67%± 0, 30% 5, 57%± 0, 26%
1,4 8, 72%± 0, 30% 7, 40%± 0, 32% 6, 56%± 0, 26%
1,5 10, 68%± 0, 28% 9, 19%± 0, 23% 7, 88%± 0, 21%
1,7 13, 50%± 0, 57% 11, 98%± 0, 27% 10, 04%± 0, 33%
2 16, 86%± 0, 43% 15, 42%± 0, 39% 12, 69%± 0, 17%
Tabela 6.54: Desconexão na falha para CT1, rede KL-15, factores de carga entre 1 e 2 e tipos de
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Figura 6.22: Número de ramos do CA para CT2, em função do factor de carga (rede KL-15) -
“mono-esquema” versus exemplo.
TT131 TT132 TT201
1 2, 157± 0, 001 2, 155± 0, 001 2, 156± 0, 001
1,1 2, 155± 0, 001 2, 155± 0, 001 2, 156± 0, 001
1,2 2, 154± 0, 001 2, 154± 0, 001 2, 156± 0, 001
1,3 2, 152± 0, 001 2, 153± 0, 001 2, 155± 0, 001
1,4 2, 152± 0, 001 2, 152± 0, 001 2, 154± 0, 001
1,5 2, 152± 0, 001 2, 151± 0, 001 2, 153± 0, 001
1,7 2, 154± 0, 001 2, 151± 0, 001 2, 152± 0, 001
2 2, 157± 0, 002 2, 152± 0, 001 2, 152± 0, 001
Tabela 6.55: Número de ramos do CA, para CT2, rede KL-15, factores de carga entre 1 e 2 e tipos
de tabela TT131, TT132 e TT201.
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Figura 6.23: Bloqueio no estabelecimento para CT2, em função do factor de carga (rede KL-15) -
“mono-esquema” versus exemplo.
A Figura 6.22 mostra o comprimento médio dos CA para CT2, para as tabelas
TT131 (PL3), TT132 (PG3) e TT201 (intervalos de confiança na Tabela 6.55). A
Figura 6.23 mostra a percentagem de pedidos rejeitados no estabelecimento para
CT2, para vários factores de carga, para os tipos de tabela TT131, TT132, e TT201
(intervalos de confiança na Tabela 6.56). No exemplo (tipo de tabela TT201), em
termos de comprimento médio de CA observa-se (Figura 6.22) um desempenho
semelhante aos dos esquemas base. O bloqueio no estabelecimento é inferior
a qualquer dos esquemas base, possivelmente consequência de existir mais LB
disponível para CT2 no exemplo do que nas tabelas base.
TT131 TT132 TT201
1 10, 97%± 0, 05% 7, 59%± 0, 04% 6, 06%± 0, 03%
1,1 12, 75%± 0, 04% 9, 38%± 0, 05% 8, 06%± 0, 03%
1,2 14, 33%± 0, 05% 10, 98%± 0, 04% 9, 93%± 0, 04%
1,3 15, 75%± 0, 07% 12, 49%± 0, 05% 11, 67%± 0, 06%
1,4 17, 06%± 0, 05% 13, 85%± 0, 05% 13, 25%± 0, 05%
1,5 18, 29%± 0, 06% 15, 08%± 0, 05% 14, 63%± 0, 07%
1,7 20, 64%± 0, 05% 17, 35%± 0, 05% 17, 10%± 0, 04%
2 24, 19%± 0, 06% 20, 45%± 0, 05% 20, 15%± 0, 06%
Tabela 6.56: Bloqueio no estabelecimento para CT2, rede KL-15, factores de carga entre 1 e 2 e
tipos de tabela TT131, TT132 e TT201.
A Figura 6.24 mostra a percentagem de pedidos rejeitados no estabelecimento
para CT3, para vários factores de carga, para os tipos de tabela TT131 (PL3),
TT132 (PG3), TT134 (PL2) e TT201 (intervalos de confiança na Tabela 6.57). A Fi-
gura 6.25 mostra o comprimento médio dos CA para CT3, para as tabelas TT131,
TT132, TT134 e TT201 (intervalos de confiança na Tabela 6.58).
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Figura 6.24: Bloqueio no estabelecimento para CT3, em função do factor de carga (rede KL-15) -
“mono-esquema” versus exemplo.
TT131 TT132 TT134 TT201
1 5, 30%± 0, 05% 3, 52%± 0, 04% 2, 04%± 0, 03% 2, 20%± 0, 02%
1,1 6, 44%± 0, 04% 4, 48%± 0, 03% 2, 59%± 0, 02% 2, 96%± 0, 02%
1,2 7, 60%± 0, 05% 5, 43%± 0, 05% 3, 14%± 0, 02% 3, 80%± 0, 05%
1,3 8, 66%± 0, 07% 6, 39%± 0, 05% 3, 73%± 0, 03% 4, 67%± 0, 05%
1,4 9, 70%± 0, 07% 7, 32%± 0, 05% 4, 33%± 0, 02% 5, 58%± 0, 04%
1,5 10, 67%± 0, 08% 8, 23%± 0, 05% 4, 92%± 0, 04% 6, 45%± 0, 05%
1,7 12, 56%± 0, 06% 9, 94%± 0, 07% 6, 12%± 0, 06% 8, 17%± 0, 06%
2 15, 19%± 0, 08% 12, 35%± 0, 07% 7, 90%± 0, 07% 10, 51%± 0, 08%
Tabela 6.57: Bloqueio no estabelecimento para CT3, rede KL-15, factores de carga entre 1 e 2 e
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Figura 6.25: Número de ramos do CA para CT3, em função do factor de carga (rede KL-15) -
“mono-esquema” versus exemplo.
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TT131 TT132 TT134 TT201
1 2, 155± 0, 001 2, 150± 0, 001 2, 445± 0, 001 2, 262± 0, 001
1,1 2, 157± 0, 001 2, 152± 0, 001 2, 457± 0, 001 2, 274± 0, 001
1,2 2, 157± 0, 001 2, 153± 0, 001 2, 466± 0, 001 2, 285± 0, 001
1,3 2, 157± 0, 001 2, 154± 0, 001 2, 475± 0, 001 2, 295± 0, 001
1,4 2, 157± 0, 001 2, 155± 0, 001 2, 482± 0, 001 2, 304± 0, 001
1,5 2, 157± 0, 001 2, 155± 0, 001 2, 488± 0, 001 2, 311± 0, 001
1,7 2, 158± 0, 001 2, 155± 0, 001 2, 499± 0, 001 2, 324± 0, 001
2 2, 159± 0, 001 2, 156± 0, 001 2, 511± 0, 001 2, 339± 0, 001
Tabela 6.58: Número de ramos do CA, para CT3, rede KL-15, factores de carga entre 1 e 2 e tipos
de tabela TT131, TT132, TT134 e TT201.
senta bloqueios entre os bloqueios de PL2 e os de PG3 e nitidamente melhores do
que os de PL3. Também os comprimentos do CA do exemplo apresentam valores
intermédios, embora por ordem inversa ou seja, menores do que PL2 e maiores
do que PL3 e PG3.
A Figura 6.26 mostra o número de pedidos que tentam ser estabelecidos e os
efectivamente estabelecidos por PL2, PL3 e PG3, para CT3, no exemplo apresen-
tado (tipo de tabela TT201), e respectivos intervalos de confiança na Tabela 6.59.
Esta figura mostra que embora o número de pedidos tratados por cada esquema
não difira de forma muito significativa, excepto para as cargas mais elevadas,
existe uma diferença significativa no bloqueio no estabelecimento por classe. As-
sim embora o número de pedidos tentados estabelecer por PL2 (associado a CA
de comprimento longo) seja ligeiramente crescente com a carga o número de
pedidos efectivamente estabelecidos por esquema não é crescente, sendo visivel-
mente decrescente para carga mais elevadas. O comportamento em termos de
pedidos tentados de PL3 e PG3 são aproximadamente simétricos, o que é de es-
perar uma vez que a escolha de um ou outro se efectua com a carga da rede para
CA de comprimentos mais curtos. No entanto existe uma diferença significa-
tiva entre estes no caso de pedidos efectivamente estabelecidos, sendo o bloqueio
no estabelecimento de PL3 (usado quando a carga é leve) praticamente nulo, en-
quanto PG3 apresenta sempre bloqueio visível em todos os factores de carga (mas
que ao contrário do bloqueio de PL2 não cresce significativamente com a carga).
Como conclusões finais deste exemplo podemos referir que em geral os com-
portamentos dos esquemas mistos se encontram próximos dos esquemas base
que os constituem mas não são, excepto em poucos casos, melhores que estes em
todas as medidas simultaneamente. Como tal a sua utilização parece mais justi-
ficada quando se pretende atingir resultados correspondentes a uma combinação
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PG3 - esq_tent. PG3 - esq_estab. PL2 - esq_tent.
PL2 - esq_estab. PL3 - esq_tent. PL3 - esq_estab.
Figura 6.26: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, em função
do factor de carga no exemplo (rede KL-15).
Tent Est
PG3 PL2 PL3 PG3 PL2 PL3
1 81494± 152 91614± 205 87092± 141 80112± 137 87445± 163 86913± 145
1,1 80299± 177 93051± 158 86763± 191 78394± 177 87444± 113 86580± 191
1,2 79123± 166 94555± 211 86453± 162 76641± 154 87339± 126 86270± 163
1,3 77971± 151 96045± 235 86075± 126 74899± 146 87152± 172 85888± 124
1,4 76851± 138 97538± 222 85711± 218 73198± 139 86879± 169 85516± 215
1,5 76374± 150 98871± 250 84787± 169 72173± 152 86488± 188 84598± 168
1,7 79193± 225 101488± 257 79428± 232 73954± 230 85677± 167 79233± 233
2 98440± 243 104902± 241 56753± 237 91840± 265 84355± 134 56572± 237
Tabela 6.59: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, rede KL-
15, factores de carga entre 1 e 2 e tipo de tabela TT201.
de particular importância para um CT esse objectivo poderá provavelmente ser
atingido com mais facilidade usando um esquema base com melhor desempenho
nessa característica.
6.6 Análise final
Foi apresentada uma análise simulacional que pretende ser o ponto de partida
para o estudo da escolha dinâmica do esquema de recuperação em função dos
critérios de serviço desejados. Uma limitação óbvia da abordagem seguida (simu-
lação ao fluxo) é a impossibilidade de medir directamente algumas características
importantes como o jitter e o tempo de recuperação. Esta limitação poderá ser
levantada por posterior estudo através de simulação ao pacote.
Foi efectuada a análise em duas redes distintas, em geral foram obtidos resulta-
dos consistentes nas duas redes utilizadas. Foram apresentados resultados para
várias experiências que representaram no total 5840 corridas de simulação (1680
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para a experiência da Secção 6.5.1, 1440 para a experiência da Secção 6.5.2, 480
para a experiência da Secção 6.5.3, 1440 para a experiência da Secção 6.5.4 e 800
para a experiência da Secção 6.5.5). O tempo de cada corrida variou entre poucos
minutos e as dezenas de horas, tendo sido o tempo total de simulação cerca de
500 dias de CPU.
A metodologia desenvolvida permite-nos criar um esquema de recuperação
que mais se aproxime de um compromisso aceitável das características desejadas.
Constatou-se a grande importância da diferenciação da recuperação por CT e
observou-se o comportamento da selecção dinâmica de esquemas de recuperação
específicos para os vários CT.
É necessária também uma análise mais aprofundada ao compromisso implícito
entre os ganhos potenciais (consumo de recursos, tempo/atraso de recuperação,
tempos de estabelecimento dos caminhos, . . .) e a complexidade adicional envol-
vida (complexidade de sinalização no estabelecimento e da recuperação, comple-
xidade de notificação das falhas, complexidade na sinalização da partilha, peso
de computação usando o novo sistema de recuperação).
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7 Conclusões
Neste capítulo será apresentado um resumo do trabalho realizado, do que foi
conseguido e do que ficou ainda por fazer.
7.1 Síntese
O trabalho desenvolvido focou-se na recuperação de falhas em redes MPLS. Para
este fim, foram estudados os termos e conceitos de recuperação (em redes em ge-
ral e em redes MPLS), e diferentes esquemas que podem ser usados para atingir
este fim. A caracterização destes esquemas, particularmente na sua capacidade
de fornecer garantias de QoS e optimização na utilização de recursos, levou à
compreensão das diferenças entre estes e da dificuldade de um só esquema su-
portar de forma óptima todos os objectivos divergentes associados a diferentes
tipos de tráfego.
O estudo em particular de esquemas de recuperação que permitem partilhar
Largura de Banda de Protecção (LBP) levou ao desenvolvimento de potenciais
melhorias para alguns esquemas propostos na literatura. Assim, foi verificado
para um esquema de protecção local como optimizá-lo para aumentar a parti-
lha de LBP sem necessidade de utilizar mais informação. Foi verificado também
como tirar partido da informação presente localmente na reserva de LBP para
efectuá-la de forma exacta. Para os esquemas de protecção global, foram analisa-
das e validadas alternativas para uma componente importante destes esquemas
(a determinação de caminhos disjuntos de custo agregado mínimo com custos
duais nos arcos).
A verificação de que potencialmente nenhum esquema isoladamente pode por
si só garantir as características mais desejadas pelos gestores da rede para todo
o tipo de tráfego, levou ao desenvolvimento de um sistema de recuperação que
integre diversos esquemas de recuperação. O sistema proposto permite, para
escolher qual o esquema a aplicar em cada situação, utilizar o conhecimento
sobre o comportamento de cada esquema de recuperação, sobre as necessidades
associadas e objectivos desejados para o tráfego a tratar e sobre o estado actual
da rede.
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Foi desenvolvido um simulador que permitiu a validação experimental do de-
sempenho do sistema proposto e verificar até que ponto esse sistema forneceria
vantagens em relação à utilização de esquemas mais simples. A implementa-
ção do simulador foi um trabalho complexo, e implicou a tomada de algumas
decisões de projecto que podem eventualmente afectar a capacidade de genera-
lização dos resultados obtidos. Contudo considerou-se que as opções tomadas
não diminuíram significativamente a sua validade.
Foram enunciados e testados (recorrendo ao simulador desenvolvido) diversos
conjuntos de hipóteses, que permitiram verificar os pressupostos de aplicabili-
dade que estiveram na origem do sistema proposto. Foi apresentada também
uma experiência que apresenta a conjugação de utilização de diferentes capaci-
dades suportadas pelo sistema, como validação da utilização de configurações
complexas para gestão simultânea de vários tipos de tráfego.
7.2 Principais resultados do trabalho realizado
Da análise efectuada à recuperação em redes MPLS resultou uma resenha com
um estudo comparativo dos esquemas em função das suas características mais
relevantes. Este trabalho (cuja versão original aparece em Jorge e Gomes, 2005a)
deu origem às seguintes publicações Jorge e Gomes (2005b, 2006b). Deste traba-
lho foi visível a diferença entre os esquemas propostos, e sugerido que qualquer
esquema isolado dificilmente poderá ser adequado para todos os tipos de tráfego.
O estudo dos algoritmos de protecção com partilha de LBP para recuperação
local levaram ao desenvolvimento de diversos melhoramentos para o algoritmo
apresentado em Kodialam e Lakshman (2001). Os melhoramentos efectuados fo-
ram analisados por diversos testes, tendo a descrição destes testes e resultados
aparecido em Jorge e Gomes (2006c), e sido posteriormente publicada em Jorge
e Gomes (2007). Os resultados destes testes mostram uma melhoria de desempe-
nho significativa em relação ao original.
Os trabalhos respeitantes aos algoritmos para determinação de caminhos dis-
juntos de custo agregado mínimo com custos duais nos arcos foram validados
por experiências e testes, descritos em Gomes et al. (2006a) e submetido para
publicação em Gomes et al. (2006b). Os resultados dos testes mostram melho-
rias em termos de tempo (em relação a implementações usando Programação
Linear Inteira) com obtenção de soluções óptimas para quase todas as situações
(e mesmo nos casos em que não foi possível atingir ou demonstrar o óptimo, os
resultados encontram-se comprovadamente próximos deste). Trabalho associado,
respeitante à sinalização para LBP, apareceu em Gomes et al. (2005).
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O trabalho correspondente ao sistema de recuperação proposto foi apresen-
tado numa conferência internacional e publicado em Jorge e Gomes (2006a). O
desenvolvimento de um simulador para o mesmo encontra-se descrito no Capí-
tulo 5 e Apêndice A, indicando as opções de projecto e implementação tomadas.
Os resultados correspondentes à implementação prática do esquema são publi-
cados pela primeira vez neste trabalho (no Capítulo 6). Dos resultados obtidos,
foi possível constatar a diferença entre o comportamento dos diversos esquemas,
e que alguns fornecem resultados mais apropriados para determinados tipos de
tráfego. É também visível a capacidade de obter através do sistema proposto “es-
quemas mistos” que combinam as propriedades de esquemas individuais, através
da escolha do esquema adequado em situações distintas.
7.3 Perspectivas de trabalho futuro
Embora o trabalho apresentado nesta dissertação tenha sido longo, muitas áreas
de investigação abertas por ele ficaram por explorar, por manifesta falta de tempo
para o fazer. De entre estes, podem elencar-se:
• Relativamente ao trabalho de partilha de LBP, algumas questões relaciona-
das com os algoritmos usados ficaram por validar, como:
– No respeitante ao algoritmo apresentado em Kodialam e Lakshman
(2003), averiguar a possibilidade de aumentar o grau de partilha e
diminuir o seu peso computacional (ambos os problemas foram verifi-
cados pelo simulador construído). Tal pode ser tentado (por exemplo)
usando o algoritmo descrito na Secção 3.3.2.
– Verificar o funcionamento prático de partilha de informação de LBP
por algoritmos locais e globais. No simulador construído, é possível
utilizar esquemas diferentes dentro do mesmo CT, e nesta situação
poderá ser vantajoso usar uma estrutura comum para permitir maior
partilha.
• Relativamente ao simulador construído, algumas limitações foram identifi-
cadas (para além da opção básica de implementação ao pacote, cujo traba-
lho preliminar se encontra descrito no Apêndice B):
– Expandir o simulador para suportar tanto falhas de ramos como de
nós (o que implica implementar o mesmo suporte também nos esque-
mas de recuperação).
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– Considerar outros tipos de fluxos de tráfego (como os presentes na
Internet) e distribuições alternativas para a geração de falhas, para
avaliar se os resultados obtidos são similares.
– Ampliar o número de esquemas de recuperação base implementados,
e optimizar os actuais. Por exemplo, pode considerar-se usar um mé-
todo de encaminhamento com outros objectivos, em vez do algoritmo
Dijkstra, considerando a ocupação para distribuir a carga pela rede
(embora este tipo de optimização possa tornar mais difícil a análise de
resultados).
– Suporte para falhas múltiplas (necessários por exemplo para suportar
SRLG). Embora não tenham sido considerados neste trabalho para
poder usar algoritmos pré definidos de partilha de LBP, o simulador
deve permitir simular este tipo de situações.
– Como aplicação prática de algo já previsto no sistema proposto, per-
mitir a simulação usando conjuntos de tabelas para as situações de
Falha e Optimização.
• Finalmente, no respeitante ao próprio sistema de recuperação proposto,
algumas melhorias possíveis foram identificadas, incluindo:
– Optimizar o processo de construção das tabelas, por exemplo facili-
tando a construção de conjuntos coerentes de tabelas simples.
– Alternativamente, pode-se considerar a geração automatizada de tabe-
las para determinados tipos de tráfego, por exemplo através de avalia-
ção multicritério dos resultados da simulação para permitir escolher a
melhor combinação de esquemas para determinadas condições de trá-
fego e objectivos dos CT. Se for usado um número limitado de esque-
mas por CT pode mesmo considerar testar-se os resultados de todas
as combinações de alternativas criadas usando métodos geradores.
– Fazer uma análise mais aprofundada ao compromisso implícito entre
os ganhos potenciais e a complexidade adicional envolvida (comple-
xidade de sinalização no estabelecimento e da recuperação, complexi-
dade de notificação das falhas, complexidade na sinalização da parti-
lha, peso de computação usando o novo sistema de recuperação).
Mesmo na ausência destas melhorias, o sistema produzido ainda deverá ser
usado em testes adicionais para avaliar efectivamente com outras redes e situa-
ções de tráfego, os limites dos compromissos que é possível obter entre os dife-
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A Estrutura do programa de simulação
Neste apêndice são descritas algumas características do código que compõe o
simulador construído (complementando mas não substituindo a descrição pre-
sente Capítulo 5, nomeadamente incluindo pormenores julgados inadequados
para o corpo do trabalho). Para além das componentes nucleares, componentes
de suporte para esquemas, componentes de armazenamento e componentes de
recolha de estatísticas, já descritas na Secção 5.4 do Capítulo 5 acrescentam-se
aqui também algumas componentes auxiliares, que correspondem a classes que
servem de suporte em diversos pontos do programa de simulação.
Nas figuras apresentadas nas próximas secções foram incluídos alguns objec-
tos que não foram utilizados na simulação do novo sistema de recuperação mas
que fazem parte do código desenvolvido neste trabalho (por exemplo, uma outra
utilização do código foi feita quando se efectuou o estudo de um algoritmo de
encaminhamento para protecção local com reserva exacta apresentado no Capí-
tulo 3 nas Secções 3.1 e 3.2).
A.1 Estruturas para armazenamento de dados
Houve a necessidade de definir diversas classes, cuja função principal é guardar
informação, mas que possuem também funções de manipulação sobre essa infor-
mação. As classes VecNos e VecArcos foram definidas para guardar informação
sobre os nós e os arcos da rede, respectivamente. Para guardar informação de
um CA e do CR global ou local foram desenvolvidas as classes Caminho, Gru-
poCaminhos, CaminhoActivo, CaminhoRecuperacoaSingle e CaminhosRe-
cuperacao. Foram ainda necessárias as classes Pedido, GrupoPedidos e Clas-
seTrafego para guardar informação sobre um pedido, um grupo de pedidos e
sobre um CT, respectivamente.
A.1.1 Informação dos Nós da rede e dos Arcos da rede
Para cada um dos nós da rede guarda-se apenas o seu nome e uma forma de ace-
der ao módulo OMNeT++ que lhe está associado (ver classe No na Figura A.1).
230 Estruturas para armazenamento de dados
No
- nome- pNo
























Figura A.1: Diagrama de herança – No e VecNos.
Para guardar informação de todos os nós da rede recorreu-se, na implementa-
ção da classe VecNos (ver Figura A.1), ao container vector do Standard Template
Library.
Um arco é representado por dois índices que guardam respectivamente a po-
sição do nó origem e do nó destino no vector de nós em que os nós origem
e destino estão representados. Cada arco guarda também um apontador para
esse vector de nós, ou seja, cada arco necessita que o vector de nós usado lhe
fique associado. Para cada arco é guardada também a indicação do seu estado
de actividade. Para cada um dos arcos da rede guarda-se ainda uma forma de
aceder às gates, dos módulos OMNeT++ associados ao nó origem e ao nó destino
deste arco (ver classe Arco na Figura A.2). À semelhança do que foi feito para o
caso da informação de todos os nós da rede também aqui se recorreu, na classe
VecArcos (ver Figura A.2), ao container vector para guardar a informação dos
vários arcos da rede.
A.1.2 Informação sobre Caminhos
A classe base usada na definição dos vários tipos de caminhos foi a classe Ca-
minho, cujo diagrama de herança é ilustrado na Figura A.3. Para um objecto
do tipo Caminho é guardado o vector de nós que o constitui, uma indicação da
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Arco
- activo- pdes- pGateDest- pGateOrig- pori- vn























+ at()+ at()+ clear()+ findPos()+ findPos()+ getVecNos()+ operator[]()+ operator[]()+ push_back()+ size()+ VecArcos()+ ~VecArcos()
VecNos
- v
+ at()+ at()+ clear()+ empty()+ findPos()+ operator[]()+ operator[]()+ push_back()+ reverse()+ size()+ ~VecNos()
vn
Arco
- activo- pdes- pGateDest- pGateOrig- pori- vn
















Figura A.2: Diagrama de herança – Arco e VecArcos.
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Caminho
- id- inval- vc- contaIds
+ acrescentaNo()+ Caminho()+ Caminho()+ getArcos()+ getId()+ getIndices()+ getNos()+ inCaminho()+ inCaminho()+ invalido()+ inverteCaminho()+ joinCaminhos()+ nArcos()+ operator==()+ setInvalido()+ shuntCaminhos()+ vazio()+ ~Caminho()
CaminhoActivo
- foi_reservado- p- quer_reserva
+ CaminhoActivo()+ CaminhoActivo()+ CaminhoActivo()+ getLarguraBanda()+ getLarguraBandaTotal()+ getPedido()+ getQuerReserva()+ getReservado()+ setQuerReserva()+ setReservado()
CaminhoRecuperacaoSingle
- foi_reservado- lbv- p- quer_reserva
+ CaminhoRecuperacaoSingle()+ CaminhoRecuperacaoSingle()+ getLbv()+ getPedido()+ getQuerReserva()+ getReservado()+ setLbv()+ setQuerReserva()+ setReservado()
Figura A.3: Diagrama de herança – Caminho.
validade do caminho e a sua identificação. As funções desta classe permitem re-
alizar várias operações sob um caminho existente, tais como acrescentar-lhe um
nó, acrescentar-lhe um caminho, verificar se um ramo faz parte dele, inverter os
ramos que o constituem ou determinar o seu número de ramos. Foi definida
também a classe GrupoCaminhos que permite armazenar vários objectos Cami-
nho, destinada ao armazenamentos do ou dos CR. Inclui funções que permitem
operações de manipulação dos atributos tais como adicionar um Caminho a
GrupoCaminhos. Estes objectos são utilizados no armazenamento de caminhos
que não possuem um pedido associado.
Já para o armazenamento do CA e do CR com um pedido associado foram
definidas as classes CaminhoActivo e CaminhosRecuperacao. A Figura A.4
mostra a classe CaminhoActivo que foi desenvolvida para armazenar a infor-
mação relativa aos CA. Esta figura mostra também a relação de herança de
propriedades, já ilustrada na Figura A.3, e algumas dependências. Para um CA é
armazenada adicionalmente informação sobre o pedido (classe Pedido) que lhe
deu origem (que inclui informação sobre a LB do mesmo), indicação do desejo
de querer ser reservado e indicação da realização da reserva. Possui várias fun-
ções, algumas permitem obter informação dos seus atributos, outras permitem
a atribuição de valores a esses atributos. Já um objecto da classe CaminhosRe-
cuperacao (ilustrada na Figura A.5) permite armazenar informação sobre os CR
(um ou vários) com o pedido associado. Para tal essa classe foi implementada
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CaminhoActivo
- foi_reservado- p- quer_reserva
+ CaminhoActivo()+ CaminhoActivo()+ CaminhoActivo()+ getLarguraBanda()+ getLarguraBandaTotal()+ getPedido()+ getQuerReserva()+ getReservado()+ setQuerReserva()+ setReservado()
Caminho
- id- inval- vc- contaIds







- classe- destino- duracao- id- larguraBanda- origem- tEstablecimento- valido






















+ findPos()+ findPos()+ getNome()+ getPNo()+ No()+ No()+ No()+ operator==()+ setPNo()+ ~No()
origemdestino
Figura A.4: Diagrama de classes – CaminhoActivo.
como um vector de elementos da classe CaminhoRecuperacaoSingle. A classe
CaminhoRecuperacaoSingle é também uma especialização da classe Caminho
como é visível na Figura A.3.
É atribuída aos caminhos uma identificação única, de forma sequencial, que
permite comparar facilmente dois caminhos para ver se são iguais ou se são
distintos. Esta identificação permite acelerar a comparação. Em contrapartida,
podem existir caminhos que são formalmente iguais em termos de nós (os nós
são exactamente os mesmos com a mesma sequência) mas com identificações
diferentes que são considerados distintos. Quando um caminho é copiado de
instância para instância a identificação mantém-se, só quando o caminho é al-
terado é que a identificação se altera. O CA bem como cada um dos CR têm
a sua identificação própria. Cada um dos caminhos é passado sequencialmente
pelas diversas funções, ou de mensagem em mensagem sem que se perca a sua
identificação.
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CaminhosRecuperacao
# inval# reservas- p- v
+ addCaminho()+ at()+ at()+ CaminhosRecuperacao()+ CaminhosRecuperacao()+ getPedido()+ getReservas()+ invalido()+ operator[]()+ operator[]()+ setInvalido()+ setReservas()+ size()# clear()# push_back()
Pedido
- classe- destino- duracao- id- larguraBanda- origem- tEstablecimento- valido
+ getCT()+ getDestino()+ getDuracao()+ getIdPedido()+ getLarguraBanda()+ getLSPId()+ getOrigem()+ getTempoEstab()+ info()+ operator<()+ operator==()+ Pedido()+ Pedido()+ Pedido()+ setDuracao()+ setNewId()+ ~Pedido()
p
CaminhoRecuperacaoSingle
- foi_reservado- lbv- p- quer_reserva











































Figura A.5: Diagrama de classes – CaminhosRecuperacao.
Estrutura do programa de simulação 235
A.1.3 Informação dos pedidos
Para armazenar informação de um pedido foi definida a classe Pedido. Os con-
teúdos desta classe incluem os nós origem e destino do tráfego associado ao
pedido, a duração do pedido, uma identificação do pedido, a largura de banda
necessária para o pedido, o instante em que o pedido é estabelecido e o CT
do pedido. De entre as funções definidas para manipulação desses atributos,
destaca-se a função para fornecer uma identificação de um LSP correspondente
a esse pedido, cujo valor identifica o pedido. Uma classe auxiliar, designada de
ClasseTrafego foi usada para guardar o índice do CT usado.
Para permitir pesquisas eficientes foi usado o template hash com os objectos
Pedido, Arco, ClasseTrafego e IndGrupoPedidos, permitindo assim criar hash
tables (tabelas de hash) indexadas por cada um destes tipos.
A.1.4 Informação da rede e do seu estado
As estruturas InformacaoRede e RegistaReservas armazenam informação res-
pectivamente sobre a rede e sobre as reservas, dando conteúdo semântico às es-
truturas básicas apresentadas anteriormente. Assim, em InformacaoRede (ver
Figura A.6) é guardada alguma informação básica, como a definição dos arcos-
DaRede e nosDaRede, de forma a que os diferentes componentes do simulador
que necessitam de aceder a essa informação o possam fazer de uma forma uni-
forme. Informação global sobre as reservas na rede é gerida pela classe Regista-
Reservas, que pretende simular um comportamento semelhante ao de reservas
usando RSVP (a implementação actual não implementa, porém, todas as capaci-
dades do RSVP).
A.2 Componentes nucleares
O suporte para a definição do programa de simulação foi conseguido através do
conjunto de classes ilustrado na Figura A.7. O núcleo do programa de simulação
é definido no módulo simples com o nome ModuloBaseTabelas (criado na fase
de inicialização pelo OMNeT++). O módulo simples é implementado em C++
e recorre à biblioteca de classes do OMNeT++ (derivado da classe cSimpleMo-
dule). O comportamento do modelo é implementado na função handleMes-
sage, do módulo simples, que é invocada, pelo kernel da simulação, sempre que
surge um acontecimento. Além da função referida, foram também redefinidas








































































































Diagram: InformaçãoRede_full Page 1
Figura A.6: Diagrama de classes – InformacaoRede, RegistaReservas e ReservaRSVP.
são invocadas pelo kernel da simulação, a primeira na fase de inicialização e a
segunda quando a simulação termina com sucesso.
Foi efectuada a definição de cinco tipos de mensagens (instâncias da classe
cMessage), MsgBase, as suas especializações MsgPedido, MsgFalha e MsgGe-
rador e uma especialização desta última MsgGeradorHighLow.
As instâncias destas classes, visíveis mais pormenorizadamente na Figura A.8,
são geridas directamente pelo kernel do OMNeT++ (sendo usadas por este para
representar acontecimentos). Por necessitarem de seguir uma estrutura muito
rígida, estas classes não são codificadas directamente, mas sim descritas numa
linguagem própria no ficheiro modulobase.msg. Foi utilizado o script opp_msgc,
fornecido com o OMNeT++, para traduzir a definição das mensagens em C++
(resultando os ficheiros modulobase_m.h e modulobase_m.cc).
A.2.1 Implementação da máquina de estados
A estrutura da máquina de estados (utilizada para registar em que estado se en-
contra cada pedido) é definida no objecto RegistaEstadosTabelas. Este objecto
faz uso do objecto EscolheEsquemas que por sua vez vai buscar as tabelas para
determinar o novo estado da máquina de estados. RegistaEstadosTabelas faz
ainda uso do objecto RegIndiceCaminhos (usado para armazenamento de in-
formação) e do objecto ReservaRSVP (apresentado na Figura A.6). Sempre que













































































































































































































































































Diagram: mbasesimples Page 1
Figura A.7: Diagrama de classes – componentes nucleares.
um pedido é gerado é-lhe associado uma máquina de estados no ModuloBase-
Tabelas através do RegistaEstadosTabelas. O objecto RegistaEstadosTabelas
permite escolher entre os diferentes estados (seleccionando o código apropriado
de acordo com o estado em que o pedido se encontra). Um pedido passa para
o próximo estado (dentro da máquina de estados) quando é invocada a função
AcontecimentoPedido dessa classe.
RegistaEstadosTabelas gere a informação de todos os pedidos que estão na
rede. Após associar a cada pedido uma máquina de estados, coloca o pedido na
lista de pedidos que têm máquinas de estado associadas (pedidos em execução).
Perante um acontecimento, RegistaEstadosTabelas identifica qual o pedido
afectado e desencadeia o tratamento em RegistaEstadosTabelas::RegPedido.
Finalmente, o método RegPedido::AcontecimentoPedido trata de executar o
código correspondente ao pedido em particular (ou seja, efectivamente fazer as
transições de estado para esse pedido).
Perante uma falha é necessário saber quais os pedidos que estão a usar o arco
que falhou no caminho usado, porque estes são os pedidos que vão ser sujeitos
a tratamento (recuperação). Para esta função são utilizadas tabelas de hash em
RegistaEstadosTabelas para, por exemplo, a partir de um pedido obter todos




+ dup()+ getTipo()+ MsgBase()+ MsgBase()+ netPack()+ netUnpack()+ operator=()+ setTipo()+ ~MsgBase()# operator==()
MsgFalha
# indiceArco_var# tempoFim_var# tempoInicio_var
+ dup()+ getIndiceArco()+ getTempoFim()+ getTempoInicio()+ MsgFalha()+ MsgFalha()+ netPack()+ netUnpack()+ operator=()+ setIndiceArco()+ setTempoFim()+ setTempoInicio()+ ~MsgFalha()# operator==()
MsgGerador
# lambda_var# miu_var# tipoGer_var
+ dup()+ getLambda()+ getMiu()+ getTipoGer()+ MsgGerador()+ MsgGerador()+ netPack()+ netUnpack()+ operator=()+ setLambda()+ setMiu()+ setTipoGer()+ ~MsgGerador()# operator==()
MsgPedido
# p_var# tempoTeminacaoPrevista_var





# contActual_var# contMax_var# isLow_var# lambdaHigh_var# lambdaLow_var
+ dup()+ getContActual()+ getContMax()+ getIsLow()+ getLambdaHigh()+ getLambdaLow()+ MsgGeradorHighLow()+ MsgGeradorHighLow()+ netPack()+ netUnpack()+ operator=()+ setContActual()+ setContMax()+ setIsLow()+ setLambdaHigh()+ setLambdaLow()+ ~MsgGeradorHighLow()# operator==()
Figura A.8: Diagrama de herança – classe MsgBase.
que estão indexados nesse arco.
Para o registo de ocupações associadas aos caminhos, foi definida a classe
RegistaEstadosTabelas::RegIndiceCaminhos que regista os índices para os ca-
minhos. Esta classe indexa caminhos de forma a saber quais os arcos que está
a usar, e ao mesmo tempo indexar por arco, ou seja, perante uma arco saber
quais os caminhos e quais os pedidos que o estão a utilizar. Um caminho pode
representar um caminho usado, um CA ou um CR. O caminho usado corresponde
ao caminho onde o tráfego flui no momento (pode ser o CA, parte do CA e um
CR, ou apenas um CR).
A classe RegistaIndiceCaminhos serve para indexar caminhos associados a
pedidos, ou seja ligar a pedidos os caminhos e ligar de volta os arcos aos pedidos.
Regista os caminhos de determinado pedido (CA, CR e caminho usado) e por
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ModeloRestricaoLarguraBanda
# ir
+ cargaRamo()+ debugExternoRamo()+ defineParametroRamo()+ defineParametroRamoCT()+ disponivel()+ existeLBO()+ existeLBR()+ libertaLB()+ libertaReserva()+ ModeloRestricaoLarguraBanda()+ ocupaLB()+ registaCaminhoLibertado()+ registaCaminhoOcupado()+ reservaLB()+ ~ModeloRestricaoLarguraBanda()
MRLB_MAM
- livreClasse- ocupadaNResrvClasse- ocupadaReservClasse- reservadaClasse- vm
+ cargaRamo()+ debugExternoRamo()+ defineParametroRamo()+ defineParametroRamoCT()+ disponivel()+ existeLBO()+ existeLBR()+ libertaLB()+ libertaReserva()+ MRLB_MAM()+ ocupaLB()+ registaCaminhoLibertado()+ registaCaminhoOcupado()+ reservaLB()+ ~MRLB_MAM()- debugRamo()- validaClasse()
MRLB_MAR
- dispRamo- limiarRamo- livreClasse- ocupadaNResrvClasse- ocupadaReservClasse- reservadaClasse- vm
+ cargaRamo()+ debugExternoRamo()+ defineParametroRamo()+ defineParametroRamoCT()+ disponivel()+ existeLBO()+ existeLBR()+ libertaLB()+ libertaReserva()+ MRLB_MAR()+ ocupaLB()+ registaCaminhoLibertado()+ registaCaminhoOcupado()+ reservaLB()+ ~MRLB_MAR()- debugRamo()- dispClasse()- validaOcup()
Figura A.9: Diagrama de herança – ModeloRestricaoLarguraBanda.
outro lado quais os pedidos que usam determinado arco (e para que tipo de
caminho). Com este registo passa a ser possível a partir de um arco ou de um
caminho obter informação dos pedidos e dos tipos de caminhos. Isto é necessário
nomeadamente para tratamento das falhas, porque quando existe uma falha é
preciso tratar de um conjunto de pedidos que são afectados por ela. Este código
permite obter a partir de uma falha quais são os pedidos afectados (lista de
pedidos afectados). Esta lista vai ser utilizada para colocar os pedidos no estado
de falha que vai ser por sua vez utilizado para desencadear a chamada as tabelas
de escolha em termos de tratamento de falhas.
A.2.2 Componentes usados na implementação dos BCM
Nesta secção apresentam-se as classes que suportam os diferentes Bandwidth
Constraints Model (BCM) do simulador. Estes sistemas gerem as restrições de
LB – designadas por Bandwidth Constraint (BC) – entre diversos CT. Num sistema
com DS-TE é indispensável a utilização de pelo menos um BCM. Com DS-TE a
cada CT está associada uma ou mais BC. Um BCM define o número máximo de
BC e a que CT se aplica cada BC.
Foram implementados dois BCM, o Maximum Allocation Bandwidth Constraints
Model (MAM) e o Max Allocation with Reservation Bandwidth Constraints Model
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(MAR). O modelo Russian Dolls Bandwidth Constraints Model (RDM) não oferece
isolamento entre diferentes CT quando não for utilizada preempção, pelo que não
pode ser considerado para implementação, uma vez que no modelo usado não foi
implementada preempção. Estes modelos são utilizados tanto na determinação
dos caminhos como na reserva (apresentando funções específicas para reservar
ou para ocupar espaço sem reserva).
Nos testes apresentados, foi usado o modelo MAR em todos os ramos. Este
modelo foi escolhido devido à sua grande eficiência em termos de partilha de
LB pelas várias CT, porque fornece isolamento entre os vários CT em situações
de sobrecarga) e porque funciona razoavelmente bem sem preempção (ver Ash,
2005).
Os objectos associados aos BCM são os objectos MRLB_MAM e MRLB_MAR,
respectivamente para os modelos MAM e MAR (ver Figura A.9). Estes objectos
gerem um registo de BC e guardam informação sobre qual a ocupação ou reserva
efectuada nos ramos, de forma a poder verificar que estas são cumpridas e dar
informação acerca de disponibilidades.
A.2.3 Estatísticas
O objectivo principal do modelo de simulação implementado é a obtenção de
parâmetros estatísticos que exprimam os resultados do comportamento ao longo
de cada corrida. O componente estatísticas fornece as funções de recolha de
informação (chamadas sempre que adequado pelos componentes nucleares), e
algumas funções de consolidação da informação (chamadas no fim da simulação
para apresentar a informação consolidada).
Registar os resultados da simulação
O OMNeT++ permite registar os resultados da simulação de duas formas distin-
tas, através do que é designado saída de vectores (valores vectoriais) e saída de
escalares (valores escalares).
Quando os resultados são registados através da saída de vectores, os resultados
são registados como séries temporais num ficheiro, registando o comportamento
transitório de toda a corrida de simulação (desta forma uma grande quantidade
de dados será registada durante uma corrida). O registo desta informação é
conseguida através do uso de objectos do tipo cOutVector (no simulador este
objecto foi encapsulado dentro de uma estrutura OutVec). Todos os objectos
cOutVector (OutVec) registam a informação num ficheiro comum, a definir no
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ficheiro de configuração do run. A classe kodStats possui os vários atributos
OutVec usados pelo simulador.
Cada uma destas informações é armazenada no ficheiro imediatamente após
recolha, gerando ficheiros de grande dimensão. Para facilitar o seu tratamento,
estes ficheiros são manipulados e transformados (a partir de ficheiros com uma
estrutura simples) em tabelas de uma base de dados (em que cada pedido apenas
aparece uma vez) e armazenada de forma cumulativa (somando os valores para
cada medida). Estas informação consolidada é finalmente preparada para aná-
lise recolhendo das tabelas apenas uma fracção dos dados (nos testes efectuados
foram recolhidos resultados cumulativos com intervalo de 1000 pedidos entre si).
Assim, torna-se possível (se desejado) analisar a evolução dos valores sem ter
de lidar com todos os resultados (à custa de perder alguma resolução na análise
evolução dos resultados, mas sem perder precisão nos mesmos).
No entanto, se se pretender registar apenas um valor por corrida de simulação,
podemos recorrer a classes que armazenam (e agregam) a informação enquanto
a simulação decorre e registam o resultado apenas no final da simulação (de-
signados de resultados escalares). Para suportar esta recolha e agregação foram
desenvolvidos os objectos TimedValue, TimedValueCL e VecTimeValueCL des-
critos na Secção 5.4.5 do Capítulo 5. Estas estruturas permitem recolher valores
de uma série, com a característica adicional de armazenarem também a duração
durante a qual determinado valor se manteve (desta forma pode ser recolhido
automaticamente uma média da série ponderada por tempo). Tal como para
os resultados vectoriais, todos os resultados escalares partilham de um mesmo
ficheiro de resultados, cujo nome é definido no ficheiro de configuração ini.
Estas classes permitem suportar a recolha de informação variada, mas esta in-
formação deve ser recolhida em diversos pontos durante a execução do simula-
dor. Para definir a informação efectivamente a recolher foram definidas diversas
especializações de uma classe básica de recolha de informação, designada por
MBStatBase (ver Figura A.10). As diferentes especializações foram criadas para
permitir recolher informação de forma diferente sem alterar no restante o simu-
lador. Deve ser notado, porém, que nos exemplos apresentados neste trabalho foi
sempre usada a especialização KStatsGenerico. Para poder aceder à especiali-
zação activa da classe de estatísticas, foi definido um StatsSingleton, que pode




+ iniciaStats()+ regAltLBRamo()+ regCaminhoUsadoEmFalha()+ regFalhaAfectaRamo()+ regFalhaRamo()+ regFalhaTerminaRamo()+ registaStat()+ registaStat()+ regPedidoAcabouEmFalha()+ regPedidoComEsquema()+ regPedidoConseguido()+ regPedidoEmFalha()+ regPedidoIniciado()+ regPedidoRecuperouFalha()+ regPedidoRecusado()+ regPedidoTerminado()+ regPedidoTerminadoComSucesso()+ regValorLBRamo()+ terminaStats()+ ~MBStatBase()
KodStats
# cTrafego# custosUnitarios# dEfecPedido# dimCamAct# dimCamUsaFal# dPedido# duracaoFalhaAnterior# durFalhasRamo# durFalhasTotais# esqEstablecido# esqTentado# falhasRamo# falhasTotais# indRamoFalhaAnterior# ir# lbAPRamo# lbAPTotais# lbCamAct# lbCamActMinimo# lbCamBak# lbCamBak1# lbOcAPTotais# lbOcRPTotais# lbOcupadaRamo# lbPedido# lbPedidoEst# lbRPRamo# lbRPTotais# nCaminhosBackup# nFalha# nPedcRP# nPedEstabl# nPedRecusad# nPedTerm# nPedTermSuc# nRamosBackup# nRamosCamMaxBak# nRFalha# nTFalha# numPedidos# pedAfectFalhaRamo# pedAfectFalhaTotais# pedidoFalhaAnterior# pedTermFalhaRamo# pedTermFalhaTotais# rPedidoEstado# rPEStats# tempoFalhaAnterior# tempoIntraFalha
+ iniciaStats()+ KodStats()+ regAltLBRamo()+ regCaminhoUsadoEmFalha()+ regFalhaAfectaRamo()+ regFalhaRamo()+ regFalhaTerminaRamo()+ registaStat()+ registaStat()+ regPedidoAcabouEmFalha()+ regPedidoComEsquema()+ regPedidoConseguido()+ regPedidoEmFalha()+ regPedidoIniciado()+ regPedidoRecuperouFalha()+ regPedidoRecusado()+ regPedidoTerminado()+ regPedidoTerminadoComSucesso()+ regValorLBRamo()+ terminaStats()+ ~KodStats()# calcCamMinimo()
KodStatsExacto
 
+ KodStatsExacto()+ registaStat()+ registaStat()+ ~KodStatsExacto()
KodStatsNaoExacto
 
+ KodStatsNaoExacto()+ registaStat()+ registaStat()+ ~KodStatsNaoExacto()
KodStatsPoisson
 
+ KodStatsPoisson()+ registaStat()+ registaStat()+ ~KodStatsPoisson()
KStatsGenerico
 
+ KStatsGenerico()+ registaStat()+ registaStat()+ ~KStatsGenerico()
Figura A.10: Diagrama de herança – classe MBStatBase.
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A.3 Componentes específicos do novo sistema de recuperação
O novo sistema de recuperação proposto é baseado em Tabelas que incluem um
conjunto de condições e acções (escolha total ou parcial do esquema) a serem
tomadas se as condições se verificarem. As classes definidas para o suporte das
tabelas são TabelaMatching, que representa as tabelas efectivas, e IMBase (e
suas derivadas, visíveis na Figura A.11). As especializações de IMBase servem
para representar as condições das tabelas do novo sistema. A sua especialização
MatchObjectoFuncional e especializações desta representam todas as condi-
ções excepto as relativas ao teste do CT que são representadas pela classe In-
putMatch (uma outra especialização da classe IMBase). TabelaMatching é
um objecto que inclui a classe CelulaMatching, que guarda as condições para
essa célula (para um elemento da tabela) e as acções correspondentes ao verificar
(matching) dessas condições. As condições para essa célula são armazenada num
vector de elementos do tipo IMBase e as acções correspondentes são armazena-
das no atributo outRes do tipo InformacaoTabela.
A classe InformacaoTabela serve para representar os resultados esperados do
matching de uma célula. InformacaoTabela faz uso da estrutura Informaca-
oEsquemaRecuperacao que possui um conjunto de funções que lhe permitem
obter informação sobre as características do esquema de recuperação escolhido
(modelo, âmbito ou etiqueta do esquema de recuperação), armazenadas nos atri-
butos. As CelulaMatching são organizadas na TabelaMatching em linhas
através da classe LinhaMatching.
As classes cujos nomes se iniciam por MOF são especializações sucessivas de
MatchObjectoFuncional associadas a um teste específico (condição para acti-
vação da acção). Assim MOF_CargaRede, MOF_CargaRedeLeve, MOF_Car-
gaRedeLeveG e MOF_CargaRedePesada verificam o nível de carga na rede.
MOF_LocalFalha, MOF_LocalFalha_La1, MOF_LocalFalha_La2, MOF_Lo-
calFalha_La3 verificam onde ocorreu a falha. E MOF_TamanhoLSP, MOF-
_TamanhoLSPCurto e MOF_TamanhoLSPLongo verificam a dimensão do LSP
mínimo possível de estabelecer para esse pedido. A função match definida em
IMBase e redefinida em todas as suas especializações, devolve o valor verdadeiro
se a condição correspondente a esse objecto for verificada.
O funcionamento do esquema é gerido pela classe EscolheEsquema. Esta
classe possui um vector de vectores chamado tabelas que armazena objectos Ta-
belaMatching. Estes objectos são inicializados pela função inicializaTabelas
da classe InicInformacaoTabelas. Uma chamada à função inicializaTabelas
faz com que todas as tabelas do sistema, que necessitem ser usada nessa simula-





- usado- valAComparar- valorInterno





# carga_leve# carga_pesada- intervaloActualizacao
+ match()+ MOF_CargaRede()+ ~MOF_CargaRede()# carga_actual()
MOF_TamanhoLSP
+ tamanho_curto+ tamanho_longo
+ match()+ MOF_TamanhoLSP()+ ~MOF_TamanhoLSP()# tamanho_minimo()
MOF_CargaRedeLeve
 
+ match()+ MOF_CargaRedeLeve()+ ~MOF_CargaRedeLeve()
MOF_CargaRedePesada
 
+ match()+ MOF_CargaRedePesada()+ ~MOF_CargaRedePesada()
MOF_CargaRedeLeveG
# cargavar
+ match()+ MOF_CargaRedeLeveG()+ ~MOF_CargaRedeLeveG()
MOF_LocalFalha
 
+ match()+ MOF_LocalFalha()+ ~MOF_LocalFalha()# posFalha()
MOF_TamanhoLSPCurto
 
+ match()+ MOF_TamanhoLSPCurto()+ ~MOF_TamanhoLSPCurto()
MOF_TamanhoLSPLongo
 
+ match()+ MOF_TamanhoLSPLongo()+ ~MOF_TamanhoLSPLongo()
MOF_LocalFalha_La1
 
+ match()+ MOF_LocalFalha_La1()+ ~MOF_LocalFalha_La1()
MOF_LocalFalha_La2
 
+ match()+ MOF_LocalFalha_La2()+ ~MOF_LocalFalha_La2()
MOF_LocalFalha_La3
 
+ match()+ MOF_LocalFalha_La3()+ ~MOF_LocalFalha_La3()
Figura A.11: Diagrama de herança – classe IMBase e derivadas.
ção, sejam instanciadas, criando uma ou várias instâncias de TabelaMatching.
Para inicialização do simulador, a função inicializaInformacaoEtiquetas,
da classe InicInformacaoEtiquetas, define todas as etiquetas de todos os es-
quemas de recuperação e associa-lhes o seu âmbito e método de recuperação.
Esta informação é posteriormente usada pela classe TraduzEsqRecuperacao. O
objecto InicInformacaoEsquemas traduz as etiquetas dos esquemas, usadas nas
tabelas, nas classes que os suportam (especializações de EsquemaRecuperacao).
A.4 Componentes associados aos esquemas de recuperação
Para suportar os diversos esquemas de recuperação implementados foram defi-
nidas as classes da Figura A.12.
EsqReencGlobal foi a classe implementada para suportar o esquema de reen-
caminhamento global sem reserva. A implementação mais simples das funções
virtuais puras de EsquemaRecuperacao ocorre nesta classe. DeterminaCami-
nhos utiliza o algoritmo de Dijkstra para determinar o caminho mais curto entre
a origem e o destino que será usado como CA. O CR obtido por essa função
aparece como inválido (o que significa que não foi determinado). Determina-
CaminhoRecuperacaoNaFalha calcula o caminho mais curto entre a origem e












































































































































Diagram: EsquemasRecuperacao_full Page 1
Figura A.12: Diagrama de classes – classe EsquemaRecuperacao e associadas.
o destino tendo sido retirado da rede o ramo que falhou. EstabeleceCaminho-
Activo não faz nada uma vez que não há reservas a serem feitas. O mesmo se
passa no EstabeleceCaminhoRecuperacao. Os métodos RegistaCaminhoAc-
tivo, RegistaCaminhoRecuperacao, RegistaLibertaCaminhoActivo e Regis-
taLibertaCaminhoRecuperacao possuem todos implementação vazia, porque
este esquema calcula os novos caminhos em função do estado actual da rede sem
qualquer informação do histórico anterior.
O esquema de reencaminhamento global com reserva, classe EsqReencGlo-
balRSRV, é implementado como uma especialização da classe EsqReencGlo-
bal (reencaminhamento global sem reserva). As únicas funções redefinidas são
aquelas que tem a ver justamente com a reserva, EstabeleceCaminhoActivo
que trata de fazer a reserva do caminho activo uniforme e EstabeleceCaminho-
Recuperacao que reserva um caminho uniforme para o CR, utilizando respec-
tivamente as funções ReservaCaminhoActivoUniforme e ReservaCaminho-
RecuperacaoUniforme da estrutura ReservaRSVP mencionada anteriormente);
e RemoveCaminhoActivo e RemoveCaminhoRecuperacao que libertam as re-
servas feitas para o pedido, recorrendo respectivamente às funções libertaCami-
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nhoActivoUniforme e libertaCaminhoRecuperacaoUniforme, da estrutura
ReservaRSVP. Nos esquemas de reencaminhamento global, quando é determi-
nado o CR este só precisa de ser disjunto do CA no ramo que falhou.
Para suportar esquemas de reencaminhamento local sem reserva foi definida
a classe EsqReencLocal, muito semelhante ao reencaminhamento global. A de-
terminação do CA é feita exactamente da mesma forma. A determinação do CR
(na falha) é um pouco mais complexa, é necessário ver qual é o ramo que falhou
e determinar um caminho do nó imediatamente anterior ao ramo que falhou até
ao destino, sendo depois feito uma junção entre a parte inicial do CA (parte an-
tes da falha) e o caminho determinado, para obter o caminho de recuperação
a usar. Neste esquema, como no caso do reencaminhamento global, as funções
Estabelece. . . , Regista. . . , RegistaLiberta. . . e Remove. . . não desempenham
qualquer trabalho. Na determinação do CA é usado o algoritmo de Dijkstra, to-
mando em consideração a informação relativa às ocupações fornecida pelo BCM,
para a determinação do CR.
No reencaminhamento local com reserva, classe EsqReencLocalRSRV especi-
alização de EsqReencLocal, são definidas as funções EstabeleceCaminhos. . .
e RemoveCaminhos. . . para tratar das reservas de forma semelhante ao que se
faz no reencaminhamento global com reserva. As funções EstabeleceCaminho-
Recuperacao e RemoveCaminhoRecuperacao são definidas mas apenas são
invocadas perante uma falha que implique a determinação do CR. Outra seme-
lhança é a definição das funções Regista. . . e RegistaLiberta. . . ser vazia uma
vez que não é necessário guardar informação interna para estes esquemas.
Em todas as classes definidas para os restantes esquemas (de protecção) a fun-
ção DeterminaCaminhoRecuperacaoNaFalha é vazia porque nestes esque-
mas o CR não é determinado na falha. Nestes esquemas, o método Determina-
Caminhos obtém o CA e um ou vários CR dependendo da âmbito da recupera-
ção (global ou local).
Para suportar o Fast Reroute foi definida a classe EsqFastReRoute. As funções
de determinação dos caminhos usam o algoritmo Dijkstra como no caso dos es-
quemas de reencaminhamento (a diferença principal relativamente a estes está
na altura em que os CR são determinados). A forma de os obter é semelhante
ao referido na obtenção dos CR no reencaminhamento local. Aqui os vários CR
de um CA partilham recursos entre eles, ou seja se vários CR utilizam o mesmo
ramo esse ramo só será reservado uma vez. Mais uma vez as funções Regista. . .
e RegistaLiberta. . . são vazias, pelas mesmas razões atrás referidas. As fun-
ções Estabelece. . . tratam da reserva, utiliza para tal a classe ReservaRSVP (as
reservas são sempre geridas por esta classe).
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Para suportar outra versão do Fast Reroute foi desenvolvida a classeEsqFast-
ReRouteMultiCaminhos. Esta implementação é semelhante embora ligeira-
mente mais complexa que a do esquema anterior. Aqui a determinação do CA
não é feita utilizando directamente o Dijkstra mas sim utilizando uma implemen-
tação do algoritmo MPS, cedida pela Prof. Teresa Gomes. Essa implementação,
vai fornecendo os sucessivos caminhos mais curtos. Ir-se-ão permitir CA com
até mais dois ramos que o caminho mais curto mínimo. Desta forma tentar-se-
á obter-se um novo caminho mais curto, que poderá vir a ser usado como CA,
enquanto não tiver sido possível encontrar CR para todos os seus ramos e o nú-
mero de ramos do novo caminho mais curto não seja superior em dois ao número
de ramos do caminho mais curto mínimo. Sendo um esquema com reserva, as
funções EstabeleceCaminho. . . tratam dessa questão recorrendo a uma instân-
cia da classe ReservaRSVP. As funções Regista. . . e RegistaLiberta. . . não
têm nada a fazer. As funções RemoveCaminhoActivo e RemoveCaminhoRe-
cuperacao vão chamar respectivamente as funções LibertaCaminhoActivoU-
niforme e LibertaCaminhoRecuperacaoNaoUniforme, da estrutura Reser-
vaRSVP, para remover arcos que não formam um caminho (essa função suporta
também variação nas capacidades dos arcos, mas tal não ocorre neste esquema).
Finalmente para suportar os esquemas de protecção com partilha explícita1 de
LBP, usando os esquemas referidos no Capítulo 3, foram desenvolvidas as clas-
ses EsqKodialamGlobal (para recuperação global), EsqKodialamLocalBase
e EsqKodialamLocalAlt (para recuperação local). A criação de duas classes
para protecção local com partilha foi necessária para permitir o estudo do com-
portamento do esquema com as diferentes variações detalhadas na Secção 3.2.2.
Em todas estas classes, o método DeterminaCaminhos efectua os cálculos para
determinar o CA e CR (vários CR no caso local) de forma a fornecer protecção
com partilha. Os métodos RegistaCaminhoActivo e RegistaCaminhoRecupe-
racao tratam de actualizar a estrutura de informação (parcial) que representam o
estado de protecção do ramos dos CA pelos ramos de CR, sendo esta informação
armazenada de forma agregada (e portanto inexacta). Os métodos Estabelece-
CaminhoActivo e EstabeleceCaminhoRecuperacao tratam, respectivamente,
de efectuar a reserva (exacta) dos ramos do CA (reserva de um caminho uni-
forme) e dos ramos do(s) CR (reserva de um conjunto de ramos não uniforme,
com valores reservados por ramo potencialmente diferentes). De novo, estes mé-
1Nas duas versões do algoritmo Fast Reroute, o sistema suporta a partilha intra-pedido (ou seja,
não reserva duplamente a LBP usada por diferentes CR para o mesmo pedido), mas tal ocorre
apenas incidentalmente, uma vez que os algoritmos usados não funcionam com o objectivo de
aumentar a partilha.
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todos usam a classe ReservaRSVP para este fim. Os métodos RegistaLiberta-
CaminhoActivo e RegistaLibertaCaminhoRecuperacao tratam de actualizar
o registo de protecção de ramos aquando do termo de um pedido (esta tarefa é
mais complexa do que a tarefa inicial de actualização, implicando verificar caso
a caso a forma como a remoção de cada ramo do CA determina a possibilidade
de libertar alguma LB reservada para permitir CR). Finalmente, os métodos Re-
moveCaminhoActivo e RemoveCaminhoRecuperacao permitem remover (ou
actualizar) as reservas feitas anteriormente.
Para permitir ao simulador criar quando necessário (pelas tabelas) novas ins-
tâncias das classes anteriores, foi desenvolvida a classe FabricaEsquemas. Nas
tabelas, cada esquema de recuperação implementado é identificado por uma eti-
queta. Cada instância de um esquema de recuperação é gerada recorrendo à
classe FabricaEsquemas conhecendo-se essa etiqueta. Desta forma é possível
trabalhar com diversos esquemas numa mesma simulação e variar de corrida
para corrida esses esquemas sem necessidade de alterar a implementação.
A.5 Componentes auxiliares
Para além dos componentes genéricos descritos anteriormente, foi também ne-
cessário desenvolver um conjunto de classes de apoio a esses componentes.
A classe Dijkstra é uma classe principalmente funcional, a sua razão principal
é determinar a árvore de caminhos mais curtos usando o algoritmo de Dijkstra
(1959). O construtor recebe os nós da rede, os ramos da rede e um vector de
custos. No vector de custos dos ramos além dos custos de cada ramo é também
guardada a informação que indica se um ramo está ou não activo (com a im-
plementação de ramos activos ou inactivos podem evitar-se os erros numéricos
que poderiam surgir se se usassem custos infinitos). Na classe foi implementada
uma função que permite alterar os custos mantendo tudo o resto igual, dado que
ocorre frequentemente a necessidade de calcular vários problemas de caminhos
mais curtos em que a única coisa que vária são os custos dos ramos.
O objecto suporta várias opções para determinar as árvores de caminhos mais
curtos: de uma origem para todos os destinos, de uma origem para um só destino
(esta opção foi feita apenas por questões de optimização de tempo uma vez que
o código é o mesmo que o da função anterior, mas podendo terminar um pouco
mais cedo), reversa para um destino de todas as origens e reversa entre uma
origem e um destino. Estas funções levam a que seja armazenado internamente
informação das etiquetas calculadas associadas aos nós. Estas funções (cálculo
da árvore de caminhos mais curtos) apenas actualizam as etiquetas internas as-
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sociadas à rede. Depois de terem sido actualizadas as etiquetas, para obter os
caminhos são usadas funções como getCaminho e getCaminhoReverso para
obter os caminhos completos, ou eventualmente getEtiqueta e getAntecessor
se se pretender uma visão mais parcelar dos resultados (nó a nó da rede).
No desenvolvimento do código foram ocasionalmente usados Padrões (um pa-
drão pode ser definido como uma solução generalizável para a resolução de uma
classe de problemas, ver Gamma et al., 1994) para resolver problemas comuns.
Tal ocorre por exemplo na classe FabricaEsquemas descrita anteriormente, que
implementa os padrões Factory e Singleton. A implementação do padrão Sin-
gleton é usada para garantir que existe em cada momento apenas uma instância
da classe FabricaEsquemas. A implementação do padrão Factory é usada para
gerir a criação de instâncias dos esquemas de recuperação e tornar fácil a intro-
dução de novos esquemas de recuperação. O código Singleton é constituído
por classes e templates que implementam ou auxiliam a implementação do pa-
drão Singleton (algumas das quais são usadas no objecto FabricaEsquemas e
noutros componentes do código do simulador).
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B O simulador - Ao nível do pacote
O simulador ao nível do pacote não foi desenvolvido completamente. No en-
tanto grande parte da implementação realizada poderá vir a ser reutilizada na
implementação desse simulador, isto porque foi considerada essa preocupação
na implementação efectuada. Neste apêndice serão descritos alguns desenvolvi-
mentos, específicos da simulação ao pacote, que foram feitos tendo por objectivo
a sua implementação futura.
Este apêndice começa com uma ligeira descrição das características mais im-
portantes do enquadramento simulacional, INET, desenvolvido no OMNeT++.
Esta descrição é seguida de algumas alterações internas ou parcialmente internas
ao ambiente simulacional.
B.1 O INET
No OMNeT++ foi desenvolvido um enquadramento simulacional modular desig-
nado INET, que permite a simulação de redes de computadores, estando disponí-
veis vários protocolos (incluindo IPv4, IPv6 e MPLS) e modelos de equipamentos
(incluindo hosts e LSR). Este enquadramento bem como o próprio OMNeT++ são
fornecidos em código aberto.
No INET, devido à sua complexidade (número elevado de ficheiros NED e
“makefile”), os ficheiros NED são preload para memória (ou seja, compilados
todos para memória no arranque).
O INET é como que uma grande biblioteca de módulos simples (o código des-
tes encontra-se integrado na aplicação INET), estando a cada um destes associado
um ficheiro NED. Existe um conjunto de módulos compostos que agregam mó-
dulos simples em outros ficheiros NED. Por sua vez, existe outro conjunto de
módulos que agregam módulos compostos em outros ficheiros NED e/ou mó-
dulos simples e por aí diante até que finalmente se constroem os modelos/redes a
partir dos ficheiros NED dos módulos compostos (de mais alto nível e de outros).
O INET permite a construção de uma enorme quantidade de modelos distintos
simplesmente através da integração dos componentes existentes, no entanto, é
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possível desenvolver modelos com alterações simples ou mesmo profundas nos
módulos existentes.
B.2 Alterações/adições no INET
Podemos dividir as alterações/adições ao INET nos três grupos seguintes:
1. Substituir/escolher capacidades dos módulo, como possibilidade prevista
ao nível do INET;
2. Alterar internamente o código do INET;
3. Integrar novas funcionalidades com o código do INET:
a) Substituir um módulo simples (ou composto) existente por um novo
ao INET;
b) Acrescentar novos módulos (simples ou compostos) a módulos com-
postos.
A alteração em 1 é a mais simples de fazer e implica apenas alterações ao
nível do modelo/rede (módulo de nível mais alto) ou do ficheiro de configuração
“omnetpp.ini”.
A alteração 2 torna-se possível devido ao OMNeT++/INET ser uma aplicação
de código aberto. Alterações que possam ser consideradas relevantes (de âmbito
geral) podem ser submetidas ao responsável do projecto INET, para uma possível
inclusão na aplicação. Esta alteração pode ser uma alteração ao nível de módulos
existentes ou a criação de novos módulos (ou modelos).
Como já foi referido, o INET permite a construção de uma grande quantidade
de modelos sem ter que se desenvolverem novos módulos simples. No entanto,
devido à grande diversidade de características das redes de comunicação, geral-
mente será necessário, nas análises que se pretendem realizar em projectos de
investigação, acrescentar novas funcionalidades ao INET (alteração 3). Os módu-
los desenvolvidos para tal funcionarão de forma integrada com os já existentes.
Quando a alteração que se pretende corresponde ao tipo 3a, isto é, quando se
pretender substituir um módulo existente por um novo (ao INET) uma forma
de o conseguir é ver em que módulos é que ele era incorporado e alterar esses
módulos para passar a incorporar o novo módulo (estas alterações devem ser
feitas nas posições em que era utilizado o módulo antigo). Para acrescentar um
novo módulo (alteração 3b) é necessário alterar o ficheiro NED correspondente
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ao módulo composto que passa a incorporar o novo módulo. Para garantir in-
dependência relativa a variações no INET as alterações de tipo 3a e 3b podem
ser conseguidas através da criação adicional de novos módulos (baseados ou não
nos pré-definidos no INET) ao invés da alteração directa dos módulos do INET.
Foi esta a abordagem seguida prioritariamente na implementação realizada. De
notar então que, uma vez criado um módulo composto adicional, para garantir
independência relativa a variações no INET, todos os seus módulos de níveis hie-
rarquicamente superiores terão de ser módulos novos ao INET (baseados ou não
nos pré-definidos no INET).
Quando a alteração envolveu a substituição de um módulo simples existente
por um novo a abordagem seguida foi uma das duas seguintes:
• o módulo novo foi obtido por derivação da classe associada ao módulo que
se pretende alterar, ou
• o funcionamento do módulo original foi duplicado (por cópia) no novo, e
seguidamente foram acrescentadas neste as funcionalidades necessárias.
A abordagem preferível seria a primeira, pois dessa forma as futuras altera-
ções do módulo original, feitas internamente ao nível da aplicação INET, seriam
reflectidas automaticamente no módulo novo. No entanto, para situações que
envolvam a necessidade de manipulação de estruturas internas a derivação não
é adequada.
Um exemplo da alteração 1, envolvendo a substituição de um módulo sim-
ples, é: A substituição do gerador de tráfego na definição de um LSR (módulo
RSVP_LSR). O gerador usado pode ser um gerador de pacotes User Datagram
Protocol (UDP) ou Transmission Control Protocol (TCP).
No entanto, na maior parte dos casos as alterações que se pretendem são mais
profundas, pois dizem respeito à utilização de novos protocolos ou ao funciona-
mento mais alargado de determinados protocolos. Pode tomar-se como exemplos
da alteração 3 o caso seguinte:
• Pretendia-se que os LSR tratassem de forma distintas as várias classes de
serviço.
• E também tornar o funcionamento de vários dos seus protocolos (módulos
simples) mais abrangente.
Para tal criou-se um novo módulo adicional RSVP_LSR_QoS, baseado no que
já existe (RSVP_LSR), mas incorporando nele um novo módulo simples adicio-
nal, que trata de fazer a diferenciação do tráfego, este módulo foi colocado entre
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o módulo simples MPLS e o módulo simples PPPInterface. Foram também subs-
tituídos os módulos simples TED, RSVP e MPLS pelos novos módulos TED_QoS,
RSVP_QoS e MPLS_QoS, respectivamente. O procedimento utilizado na substi-
tuição destes módulos será referido nas subsecções seguintes.
Um exemplo da alteração 2 é a alteração do módulo RSVP_LSR para fazer o
tratamento de falhas (ver subsecção B.3.1).
Na subsecção seguinte descrevem-se as alterações principais que foram feitas
ao INET para obter as funcionalidade desejadas para o sistema.
B.3 Alterações/adições efectuadas no INET no
desenvolvimento do nosso modelo
B.3.1 Alteração interna para permitir a simulação de falhas de ramos
O INET possui um módulo simples, designado por FailureManager, para a gera-
ção de falhas de nós. A geração da falha é efectuada de uma forma um pouco
simplista pois consiste na substituição em run time do LSR (módulo composto
RSVP_LSR) por outro módulo, designado por RSVP_FAILED, cuja tarefa é sim-
plesmente deitar fora os pacotes que lá chegam.
Foi necessário alterar o módulo FailureManager para suportar também a gera-
ção de falhas de ramos1. Agora quando ocorre a falha de um ramo o FailureMa-
nager sinaliza uma flag no módulo PPPInterface. Foi necessário alterar o interface
com os ramos (módulo PPPInterface – implementação de ligações ponto a ponto
usada pelo MPLS) para passar a analisar o valor dessa flag e em função do seu
valor tomar a acção apropriada (enviar ou descartar os pacotes, respectivamente
quando o interface estiver a funcionar ou em baixo). No módulo simples RSVP
foi também necessário fazer alterações para possibilitar a ocorrência de falhas
bidireccionais dos ramos. A alteração necessária neste módulo teve a ver com
a necessidade do envio de hellos, mesmo quando o ramo falhou, caso contrário,
no caso de falhas bidireccionais de um ramo, quando o ramo fosse recuperado
o RSVP continuava a achar que estava em baixo. Isto acontecia porque um nó
esperava receber um hello antes de enviar um e o outro nó fazia a mesma coisa,
logo ambos ficavam à espera eternamente. O que se fez foi enviar sempre hellos,
mesmo quando existe falha no ramo (mas obviamente, neste caso, estes pacotes
irão ser perdido).
1Assume-se que quando um ramo falha a falha ocorre nos dois sentidos, esta restrição é imposta
pelo módulo simples RSVP.
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B.3.2 Alteração para permitir a criação de pedidos RSVP não scripted
O INET só permitia a geração de pedidos RSVP scripted, gerados todos no início
da simulação ou ao longo delas, no entanto tinham que ser pé-planeados em am-
bos os caso antes da simulação. A alteração efectuada passou a permitir a geração
de pedidos online. Foi criado para tal um novo ScenarioManager para substituir
o ScenarioManager existente ao nível do INET. O novo ScenarioManager foi obtido
por derivação da classe associada ao ScenarioManager existente no INET. Este mó-
dulo possui uma estrutura muito semelhante ao módulo FailureManager, ambos
permitem desencadear acções em módulos que esperam que essas acções sejam
desencadeadas para efectuarem determinada tarefa, e ao mesmo tempo alertar
outros módulos de que essas acções foram desencadeadas. O ScenarioManager do
INET lê as instruções da criação de acções para serem desempenhadas por diver-
sos componentes (módulos simples geralmente) aquando da sua inicialização. A
alteração efectuada passou a permitir ao ScenarioManager receber informação ao
longo da simulação. Isto foi o suficiente para permitir pedidos online uma vez
que os outros módulos já estavam preparados para receber ordens do Scenario-
Manager a qualquer altura.
Criação de uma estrutura XML Ainda para possibilitar a criação de pedidos não
scripted foi necessário traduzir esses pedidos numa estrutura eXtensible Markup
Language (XML). Pois o módulo simples ScenarioManager (do INET) obtém os
dados nesse formato.
B.3.3 Geração de pedidos
Existem no INET geradores de tráfego (pacotes). Foi no entanto necessário criar
um módulo de geração de pedidos para gerar pedidos com as características
específicas do tráfego que se pretende gerar (por exemplo: com determinada LB,
duração, classe de tráfego, com determinada origem/destino, etc).
B.3.4 LSR com tratamento diferenciado por classe
Os módulos simples MPLS, RSVP e TED foram substituídos pelos módulos TED_-
QoS, RSVP_QoS, MPLS_QoS, respectivamente. Estes módulos são um pouco
complexos e por isso não foram obtidos por derivação mas sim por duplica-
ção inicialmente e alterações posteriores. Seguiu-se esta abordagem pois existia
em geral a necessidade de manipulação de estruturas internas. Partiu-se do pres-
suposto que a estrutura do INET não será alterada. Se forem feitas alterações
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nestes módulos simples, no INET, e se pretendermos também ter essas alterações
no nosso código é necessário inclui-las nos módulos simples que redefinimos.
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C Tipos de tabelas usadas nas experiências
Neste apêndice são apresentadas as tabelas usadas nas experiências realizadas
no Capítulo 6.
As Tabelas C.1, C.2, C.3, C.4, C.5, C.6, C.7, C.8, C.9, C.10, C.11, C.12, C.13 e
C.14 correspondem respectivamente aos tipos de tabela 1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13 e 14 e são usadas na experiência da Secção 6.5.1 do Capítulo 6.
O número total de corridas distintas resultante para este conjunto de tabelas foi
1680 = 14(tabelas)× 10(réplicas)× 2(redes)× 6(factores de carga).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PL1 PL1 PL1
Tabela C.1: Tabela “mono-esquema” (RL4-PL1).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PL2 PL2 PL2
Tabela C.2: Tabela “mono-esquema” (RL4-PL2).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PG1 PG1 PG1
Tabela C.3: Tabela “mono-esquema” (RL4-PG1).
Condição CT0 CT1 CT2 CT3
Sempre RL4 RG2 RG2 RG2
Tabela C.4: Tabela “mono-esquema” (RL4-RG2).
Condição CT0 CT1 CT2 CT3
Sempre RL4 RL5 RL5 RL5
Tabela C.5: Tabela “mono-esquema” (RL4-RL5).
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Condição CT0 CT1 CT2 CT3
Sempre RG1 PL1 PL1 PL1
Tabela C.6: Tabela “mono-esquema” (RG1-PL1).
Condição CT0 CT1 CT2 CT3
Sempre RG1 PL2 PL2 PL2
Tabela C.7: Tabela “mono-esquema” (RG1-PL2).
Condição CT0 CT1 CT2 CT3
Sempre RG1 PG1 PG1 PG1
Tabela C.8: Tabela “mono-esquema” (RG1-PG1).
Condição CT0 CT1 CT2 CT3
Sempre RG1 RG2 RG2 RG2
Tabela C.9: Tabela “mono-esquema” (RG1-RG2).
Condição CT0 CT1 CT2 CT3
Sempre RG1 RL5 RL5 RL5
Tabela C.10: Tabela “mono-esquema” (RG1-RL5).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PL3 PL3 PL3
Tabela C.11: Tabela “mono-esquema” (RL4-PL3).
Condição CT0 CT1 CT2 CT3
Sempre RG1 PL3 PL3 PL3
Tabela C.12: Tabela “mono-esquema” (RG1-PL3).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PG3 PG3 PG3
Tabela C.13: Tabela “mono-esquema” (RL4-PG3).
Condição CT0 CT1 CT2 CT3
Sempre RG1 PG3 PG3 PG3
Tabela C.14: Tabela “mono-esquema” (RG1-PG3).
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As Tabelas C.15, C.16, C.17, C.18, C.19, C.20, C.21, C.22, C.23, C.24, C.25 e C.26,
correspondem respectivamente aos tipos de tabela 61, 62, 63, 64, 65, 66, 67, 68,
69, 70, 71 e 72, e são usadas na experiência da Secção 6.5.2 do Capítulo 6. O
número total de corridas distintas efectuadas com este conjunto de tabelas foi
1440 = 12(tabelas)× 10(réplicas)× 2(redes)× 6(factores de carga).
Condição CT0 CT1 CT2 CT3
Sempre RL4 RG2 PL3 PL2
Tabela C.15: Tabela “multi-esquema” (RL4-RG2-PL3-PL2).
Condição CT0 CT1 CT2 CT3
Sempre RL4 RG2 PL3 PL3
Tabela C.16: Tabela “multi-esquema” (RL4-RG2-PL3-PL3).
Condição CT0 CT1 CT2 CT3
Sempre RL4 RG2 PG3 PL2
Tabela C.17: Tabela “multi-esquema” (RL4-RG2-PG3-PL2).
Condição CT0 CT1 CT2 CT3
Sempre RL4 RG2 PG3 PL3
Tabela C.18: Tabela “multi-esquema” (RL4-RG2-PG3-PL3).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PL2 PL3 PL2
Tabela C.19: Tabela “multi-esquema” (RL4-PL2-PL3-PL2).
As Tabelas C.27, C.28, C.29 e C.30, correspondem respectivamente aos tipos de
tabela 81, 82, 83 e 84 e são usadas na experiência da Secção 6.5.3 do Capítulo 6.
O número total de corridas distintas efectuadas com este conjunto de tabelas foi
480 = 4(tabelas)× 10(réplicas)× 2(redes)× 6(factores de carga).
As Tabelas C.31, C.32, C.33, C.34 e C.35 são usadas na experiência da Secção
6.5.4 do Capítulo 6. A cada uma destas tabelas correspondem 4 tipos de tabela,
que diferem apenas no valor do limiar (limiar de carga) entre carga leve e não
leve. A Tabela C.31 corresponde aos tipos de tabela 121, 151, 161 e 141 respectiva-
mente para limiares de carga de 40%, 50%, 60% e 70%. Da mesma forma a Tabela
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Condição CT0 CT1 CT2 CT3
Sempre RL4 PL2 PL3 PL3
Tabela C.20: Tabela “multi-esquema” (RL4-PL2-PL3-PL3).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PL2 PG3 PL2
Tabela C.21: Tabela “multi-esquema” (RL4-PL2-PG3-PL2).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PL2 PG3 PL3
Tabela C.22: Tabela “multi-esquema” (RL4-PL2-PG3-PL3).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PG1 PL3 PL2
Tabela C.23: Tabela “multi-esquema” (RL4-PG1-PL3-PL2).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PG1 PL3 PL3
Tabela C.24: Tabela “multi-esquema” (RL4-PG1-PL3-PL3).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PG1 PG3 PL2
Tabela C.25: Tabela “multi-esquema” (RL4-PG1-PG3-PL2).
Condição CT0 CT1 CT2 CT3
Sempre RL4 PG1 PG3 PL3
Tabela C.26: Tabela “multi-esquema” (RL4-PG1-PG3-PL3).
Condição CT0 CT1 CT2 CT3
Comp. do CA
≤ 2 RG1 PG1 PG1 PG1
> 2 RL4 PL1 PL1 PL1
Tabela C.27: Tabela por comprimento esperado de CA (RG1/RL4-PG1/PL1).
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Condição CT0 CT1 CT2 CT3
Comp. do CA
≤ 2 RG1 PG1 PG1 PG1
> 2 RL4 PL3 PL3 PL3
Tabela C.28: Tabela por comprimento esperado de CA (RG1/RL4-PG1/PL3).
Condição CT0 CT1 CT2 CT3
Comp. do CA
≤ 2 RG1 PG3 PG3 PG3
> 2 RL4 PL1 PL1 PL1
Tabela C.29: Tabela por comprimento esperado de CA (RG1/RL4-PG3/PL1).
Condição CT0 CT1 CT2 CT3
Comp. do CA
≤ 2 RG1 PG3 PG3 PG3
> 2 RL4 PL3 PL3 PL3
Tabela C.30: Tabela por comprimento esperado de CA (RG1/RL4-PG3/PL3).
C.32 corresponde aos tipos de tabela 122, 152, 162 e 142 respectivamente para
limiares de carga de 40%, 50%, 60% e 70%. Analogamente a Tabela C.33 corres-
ponde aos tipos de tabela 123, 153, 163 e 143, a Tabela C.34 corresponde aos tipos
de tabela 124, 154, 164 e 144 e a Tabela C.35 corresponde aos tipos de tabela 125,
155, 165 e 145. Na experiência da Secção 6.5.4 do Capítulo 6 são também utiliza-
das as Tabelas “mono-esquema” C.11, C.13, C.5 e C.2 mas com carga flutuante, as
quais foram identificadas respectivamente com os tipos de tabela 131, 132, 133 e
134. O número total de corridas distintas efectuadas com este conjunto de tabelas
foi 1440 = 24(tabelas)× 10(réplicas)× 2(redes)× 3(factores de carga).
Condição CT0 CT1 CT2 CT3
Carga
Leve RL4 PL3 PL3 PL3
Não leve RL4 RL5 RL5 RL5
Tabela C.31: Tabela por carga da rede (RL4-PL3/RL5).
262
Condição CT0 CT1 CT2 CT3
Carga
Leve RL4 PG3 PG3 PG3
Não leve RL4 RL5 RL5 RL5
Tabela C.32: Tabela por carga da rede (RL4-PG3/RL5).
Condição CT0 CT1 CT2 CT3
Carga
Leve RL4 PL3 PL3 PL3
Não leve RL4 PL2 PL2 PL2
Tabela C.33: Tabela por carga da rede (RL4-PL3/PL2).
Condição CT0 CT1 CT2 CT3
Carga
Leve RL4 PG3 PG3 PG3
Não leve RL4 PL2 PL2 PL2
Tabela C.34: Tabela por carga da rede (RL4-PG3/PL2).
Condição CT0 CT1 CT2 CT3
Carga
Leve RL4 PL3 PL3 PL3
Não leve RL4 PG3 PG3 PG3
Tabela C.35: Tabela por carga da rede (RL4-PL3/PG3).
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D Resultados adicionais
Neste apêndice serão apresentados mais alguns dos resultados obtidos para as
experiências do Capítulo 6. Para os resultados apresentados em todas as tabelas
são indicados os valores médios ± metade do intervalo de confiança.
D.1 Construção de uma tabela “mono-esquema” - resultados
adicionais
Nesta secção são apresentados resultados adicionais para a experiência da Secção
6.5.1 do Capítulo 6.
As Tabelas D.1, D.2, D.3, D.4, D.5, D.6, D.7, D.8 e D.9 apresentam resultados
para as mesma medidas que as tabelas respectivas apresentadas na Secção 6.5.1
do Capítulo 6 (6.6, 6.7, 6.8, 6.9, 6.10, 6.11, 6.12, 6.13 e 6.14), sendo a única diferença
a rede utilizada.
PL2 PG1 PG3 PL3 PL1
1 CT1 0, 00%± 0, 00% 0, 02%± 0, 00% 0, 05%± 0, 00%CT3 0, 00%± 0, 00% 0, 00%± 0, 00% 0, 00%± 0, 00%
2 CT1 0, 04%± 0, 00% 0, 65%± 0, 03% 5, 08%± 0, 06% 13, 86%± 0, 08% 14, 32%± 0, 09%CT3 0, 00%± 0, 00% 0, 01%± 0, 00% 0, 34%± 0, 01% 1, 39%± 0, 02% 1, 74%± 0, 03%
3 CT1 7, 27%± 0, 05% 22, 55%± 0, 07% 24, 25%± 0, 08% 32, 85%± 0, 05% 32, 88%± 0, 03%CT3 0, 21%± 0, 01% 1, 58%± 0, 02% 3, 95%± 0, 03% 9, 40%± 0, 05% 9, 88%± 0, 04%
4 CT1 19, 42%± 0, 07% 36, 39%± 0, 08% 36, 37%± 0, 08% 43, 40%± 0, 06% 43, 36%± 0, 05%CT3 1, 26%± 0, 03% 9, 22%± 0, 09% 11, 77%± 0, 08% 19, 71%± 0, 10% 19, 97%± 0, 07%
Tabela D.1: Bloqueio no estabelecimento para CT1 e CT3, rede COST 239 e factores de carga entre
1 e 4 - Tabelas “mono-esquema” - Protecção.
A Tabela D.10 apresenta a probabilidade de rejeição de pedidos no estabeleci-
mento para os tipos de tabela TT2 (RL4/PL2) e TT7 (RG1/PL2), para CT1 e CT3
e para os factores de carga entre 1 e 4. Resultados para a mesma medida também
são apresentados na Tabela D.11, mas para os tipos de tabela TT4 (RL4/RG2) e
TT9 (RG1/RG2), para CT1 e CT3 e para os factores de carga entre 2 e 5. A Tabela
D.12 apresenta a probabilidade de desconexão na falha para os tipos de tabela
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RL5 RG2
2 CT1 0, 00%± 0, 00% 0, 00%± 0, 00%CT3 0, 00%± 0, 00% 0, 00%± 0, 00%
3 CT1 0, 07%± 0, 00% 0, 06%± 0, 00%CT3 0, 01%± 0, 00% 0, 01%± 0, 00%
4 CT1 1, 79%± 0, 03% 1, 84%± 0, 04%CT3 0, 09%± 0, 01% 0, 08%± 0, 00%
5 CT1 9, 09%± 0, 07% 9, 21%± 0, 08%CT3 0, 23%± 0, 01% 0, 22%± 0, 01%
6 CT1 17, 44%± 0, 07% 17, 59%± 0, 07%CT3 0, 59%± 0, 01% 0, 59%± 0, 02%
Tabela D.2: Bloqueio no estabelecimento para CT1 e CT3, rede COST 239 e factores de carga entre
2 e 6 - Tabelas “mono-esquema” – Reencaminhamento.
RG2 RL5
2 CT1 0, 00%± 0, 00% 0, 02%± 0, 01%CT3 0, 00%± 0, 00% 0, 00%± 0, 00%
3 CT1 1, 89%± 0, 17% 4, 69%± 0, 29%CT3 0, 88%± 0, 13% 3, 04%± 0, 26%
4 CT1 15, 58%± 0, 54% 24, 85%± 0, 45%CT3 5, 43%± 0, 32% 11, 82%± 0, 50%
5 CT1 33, 44%± 0, 44% 45, 03%± 0, 97%CT3 6, 99%± 0, 44% 15, 06%± 0, 73%
Tabela D.3: Desconexão na falha para CT1 e CT3, rede COST 239 e factores de carga entre 2 e 5 -
Tabelas “mono-esquema” – Reencaminhamento.
PG3 PL3 PL1 PL2 PG1
1 CT1 1, 569± 0, 001 1, 572± 0, 001 1, 573± 0, 001 1, 834± 0, 001 2, 073± 0, 001CT3 1, 569± 0, 001 1, 569± 0, 001 1, 569± 0, 001 1, 851± 0, 001 1, 992± 0, 001
2 CT1 1, 670± 0, 001 1, 702± 0, 001 1, 692± 0, 001 1, 844± 0, 001 2, 266± 0, 002CT3 1, 599± 0, 001 1, 621± 0, 001 1, 621± 0, 001 1, 837± 0, 001 2, 076± 0, 001
3 CT1 1, 744± 0, 001 1, 732± 0, 001 1, 719± 0, 001 2, 020± 0, 001 2, 417± 0, 003CT3 1, 668± 0, 001 1, 688± 0, 001 1, 681± 0, 001 1, 880± 0, 001 2, 218± 0, 002
4 CT1 1, 755± 0, 001 1, 733± 0, 001 1, 719± 0, 001 2, 088± 0, 001 2, 436± 0, 005CT3 1, 715± 0, 001 1, 717± 0, 001 1, 707± 0, 001 1, 933± 0, 001 2, 339± 0, 002
Tabela D.4: Número de ramos dos CA para CT1 e CT3, rede COST 239 e factores de carga entre 1
e 4 – Tabelas “mono-esquema” – Protecção.
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RL5 RG2
1 CT1 1, 569± 0, 001 1, 569± 0, 001CT3 1, 568± 0, 001 1, 568± 0, 001
2 CT1 1, 574± 0, 001 1, 574± 0, 001CT3 1, 570± 0, 001 1, 570± 0, 001
3 CT1 1, 618± 0, 001 1, 619± 0, 001CT3 1, 587± 0, 001 1, 587± 0, 001
4 CT1 1, 773± 0, 002 1, 775± 0, 001CT3 1, 633± 0, 001 1, 633± 0, 001
5 CT1 1, 950± 0, 001 1, 951± 0, 001CT3 1, 674± 0, 001 1, 674± 0, 001
Tabela D.5: Número de ramos dos CA para CT1 e CT3, rede COST 239 e factores de carga entre 1
e 5 – Tabelas “mono-esquema” – Reencaminhamento.
PG3 PL1 PL3 PL2 PG1
1 CT1 7, 492± 0, 006 7, 508± 0, 006 7, 520± 0, 006 8, 524± 0, 007 9, 563± 0, 007CT3 7, 479± 0, 007 7, 488± 0, 007 7, 493± 0, 007 8, 406± 0, 009 9, 212± 0, 008
2 CT1 7, 312± 0, 006 7, 041± 0, 004 7, 085± 0, 006 8, 582± 0, 006 9, 742± 0, 009CT3 7, 450± 0, 008 7, 352± 0, 007 7, 391± 0, 006 8, 584± 0, 008 9, 542± 0, 012
3 CT1 6, 728± 0, 006 6, 367± 0, 006 6, 400± 0, 004 8, 278± 0, 006 9, 119± 0, 005CT3 7, 200± 0, 007 6, 971± 0, 007 7, 010± 0, 007 8, 597± 0, 008 9, 496± 0, 012
4 CT1 6, 249± 0, 006 5, 888± 0, 003 5, 908± 0, 003 7, 802± 0, 006 8, 510± 0, 009CT3 6, 897± 0, 008 6, 607± 0, 006 6, 646± 0, 007 8, 469± 0, 009 9, 232± 0, 009
Tabela D.6: LB média dos CA para CT1 e CT3, rede KL-15 e factores de carga entre 1 e 4 – Tabelas
“mono-esquema” – Protecção.
RL5 RG2
1 CT1 7, 496± 0, 006 7, 496± 0, 006CT3 7, 490± 0, 007 7, 490± 0, 007
2 CT1 7, 632± 0, 006 7, 633± 0, 006CT3 7, 556± 0, 007 7, 557± 0, 007
3 CT1 8, 067± 0, 008 8, 069± 0, 008CT3 7, 808± 0, 009 7, 812± 0, 008
4 CT1 8, 404± 0, 008 8, 407± 0, 007CT3 8, 127± 0, 008 8, 132± 0, 009
Tabela D.7: LB média dos CA para CT1 e CT3, rede KL-15 e factores de carga entre 1 e 4 – Tabelas
“mono-esquema” – Reencaminhamento.
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PG1 PL2 PG3 PL1 PL3
1 CT1 4, 217± 0, 005 4, 783± 0, 005 10, 643± 0, 005 15, 799± 0, 011 15, 882± 0, 013CT3 5, 242± 0, 008 5, 995± 0, 012 10, 599± 0, 009 15, 612± 0, 013 15, 701± 0, 014
2 CT1 3, 461± 0, 003 4, 060± 0, 006 10, 990± 0, 008 15, 950± 0, 009 16, 030± 0, 014CT3 4, 149± 0, 008 4, 687± 0, 007 10, 889± 0, 011 16, 145± 0, 015 16, 243± 0, 015
3 CT1 2, 958± 0, 004 3, 595± 0, 003 10, 572± 0, 009 14, 770± 0, 013 14, 796± 0, 012CT3 3, 590± 0, 007 4, 247± 0, 007 10, 929± 0, 012 15, 785± 0, 017 15, 850± 0, 022
4 CT1 2, 627± 0, 004 3, 363± 0, 007 10, 035± 0, 008 13, 788± 0, 011 13, 773± 0, 011CT3 3, 207± 0, 009 3, 920± 0, 007 10, 722± 0, 012 15, 192± 0, 015 15, 238± 0, 019
Tabela D.8: LB média para o/s CR de um CA para CT1 e CT3, rede KL-15 e factores de carga entre
1 e 4 – Tabelas “mono-esquema” – Protecção.
RL5 RG2
1 CT1 8, 297± 0, 048 10, 812± 0, 057CT3 8, 325± 0, 057 10, 817± 0, 083
2 CT1 9, 000± 0, 049 11, 131± 0, 047CT3 8, 846± 0, 062 11, 033± 0, 066
3 CT1 9, 619± 0, 067 11, 380± 0, 059CT3 9, 493± 0, 118 11, 259± 0, 114
4 CT1 9, 268± 0, 082 10, 679± 0, 060CT3 9, 637± 0, 133 11, 287± 0, 151
Tabela D.9: LB média para o/s CR de um CA para CT1 e CT3, rede KL-15 e factores de carga entre
1 e 4 – Tabelas “mono-esquema” – Reencaminhamento.
RL4/PL2 RG1/PL2
1 CT1 0, 63%± 0, 02% 0, 63%± 0, 01%CT3 0, 53%± 0, 01% 0, 53%± 0, 01%
2 CT1 6, 68%± 0, 04% 6, 67%± 0, 03%CT3 2, 92%± 0, 02% 2, 91%± 0, 02%
3 CT1 18, 59%± 0, 05% 18, 60%± 0, 05%CT3 8, 24%± 0, 05% 8, 24%± 0, 05%
4 CT1 27, 51%± 0, 07% 27, 52%± 0, 06%CT3 13, 71%± 0, 08% 13, 68%± 0, 07%
Tabela D.10: Bloqueio no estabelecimento para CT1 e CT3, rede KL-15 e factores de carga entre 1
e 4 – Tipos de tabela TT2 (RL4/PL2) e TT7 (RG1/PL2).
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RL4/RG2 RG1/RG2
2 CT1 0, 11%± 0, 00% 0, 11%± 0, 00%CT3 0, 04%± 0, 00% 0, 04%± 0, 00%
3 CT1 1, 55%± 0, 02% 1, 55%± 0, 02%CT3 0, 46%± 0, 01% 0, 46%± 0, 01%
4 CT1 6, 50%± 0, 04% 6, 51%± 0, 05%CT3 1, 76%± 0, 02% 1, 76%± 0, 03%
5 CT1 12, 82%± 0, 05% 12, 84%± 0, 06%CT3 3, 71%± 0, 02% 3, 72%± 0, 03%
Tabela D.11: Bloqueio no estabelecimento para CT1 e CT3, rede KL-15 e factores de carga entre 2
e 5 – Tipos de tabela TT4 (RL4/RG2) e TT9 (RG1/RG2).
RG1/RG2 RL4/RG2
2 CT1 2, 52%± 0, 15% 2, 64%± 0, 16%CT3 1, 43%± 0, 13% 1, 45%± 0, 15%
3 CT1 14, 73%± 0, 31% 14, 88%± 0, 35%CT3 9, 47%± 0, 39% 9, 26%± 0, 41%
4 CT1 27, 79%± 0, 45% 28, 11%± 0, 59%CT3 17, 28%± 0, 52% 17, 19%± 0, 51%
5 CT1 36, 63%± 0, 59% 36, 69%± 0, 62%CT3 23, 06%± 0, 51% 23, 26%± 0, 37%
Tabela D.12: Desconexão na falha para CT1 e CT3, rede KL-15 e factores de carga entre 2 e 5 –
Tipos de tabela TT4 (RL4/RG2) e TT9 (RG1/RG2).
TT4 (RL4/RG2) e TT9 (RG1/RG2), para CT1 e CT3 e para os factores de carga
entre 2 e 5.
Nas Tabelas D.10, D.11 e D.12 apresentam-se exemplos que mostram que não
se pode afirmar que existem diferenças entre os resultados quando se utiliza em
CT0 o esquema RL4 ou RG1, uma vez que existem sobreposições em todos os
intervalos de confiança.
A Tabela D.13 apresenta a probabilidade de rejeição de pedidos no estabeleci-
mento para o tipo de tabela TT2 (RL4/PL2), para CT1 e CT2 e para os factores
de carga entre 1 e 4. Resultados para a mesma medida também são apresentados
na Tabela D.14, mas para o tipo de tabela TT4 (RL4/RG2), para CT1 e CT2 e
para os factores de carga entre 2 e 5. A Tabela D.15 apresenta a probabilidade de
desconexão na falha para o tipo de tabela TT4 (RL4/RG2), para CT1 e CT2 e para
os factores de carga entre 2 e 5.
As Tabelas D.13, D.14 e D.15 mostram exemplos em que em que se verifica
que os resultados para CT1 e CT2 são semelhantes (sobreposições de todos os
intervalos de confiança).
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CT1 CT2
1 0, 63%± 0, 02% 0, 63%± 0, 01%
2 6, 68%± 0, 04% 6, 68%± 0, 03%
3 18, 59%± 0, 05% 18, 59%± 0, 05%
4 27, 51%± 0, 07% 27, 53%± 0, 07%
Tabela D.13: Bloqueio no estabelecimento para CT1 e CT2, rede KL-15 e factores de carga entre 1
e 4 – Tipo de tabela TT2 (RL4/PL2).
CT1 CT2
2 0, 11%± 0, 00% 0, 11%± 0, 00%
3 1, 55%± 0, 02% 1, 55%± 0, 02%
4 6, 50%± 0, 04% 6, 51%± 0, 03%
5 12, 82%± 0, 05% 12, 85%± 0, 05%
Tabela D.14: Bloqueio no estabelecimento para CT1 e CT2, rede KL-15 e factores de carga entre 2
e 5 – Tipo de tabela TT4 (RL4/RG2).
CT1 CT2
2 2, 64%± 0, 16% 2, 66%± 0, 16%
3 14, 88%± 0, 35% 14, 43%± 0, 29%
4 28, 11%± 0, 59% 28, 32%± 0, 59%
5 36, 69%± 0, 62% 36, 56%± 0, 55%
Tabela D.15: Desconexão na falha para CT1 e CT2, rede KL-15 e factores de carga entre 2 e 5 –
Tipo de tabela TT4 (RL4/RG2).
D.2 Construção de uma tabela de esquema por CT – resultados
adicionais
Nesta secção são apresentados resultados adicionais para a experiência da Secção
6.5.2 do Capítulo 6.
A Figura D.1 mostra a percentagem de pedidos desconectados na falha para
CT1, para vários factores de carga, para a rede KL-15.
Na Figura D.2 mostra-se o bloqueio no estabelecimento para CT1 (intervalos
de confiança na Tabela D.16), para as tabelas TT1 (PL1), TT2 (PL2), TT3 (PG1),
TT4 (RG2), TT5 (RL5), TT11 (PL3), TT13 (PG3), TT63 e TT67, para o factor de
carga 1, 2, 3 e 4, para a rede COST 239.
A Figura D.3 mostra o comprimento do CA para CT2 (intervalos de confiança
na Tabela D.17), para as tabelas TT2 (PL2), TT4 (RG2), TT5 (RL5) e TT63, para o
factor de carga 1, 2, 3 e 4, para a rede COST 239.
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Figura D.2: Bloqueio no estabelecimento para CT1, em função do factor de carga (rede COST 239)
– “mono-esquema” versus “multi-esquema”.
Tipo de tabela Carga 1 Carga 2 Carga 3 Carga 4
5 0, 00%± 0, 00% 0, 07%± 0, 00% 1, 79%± 0, 03%
4 0, 00%± 0, 00% 0, 06%± 0, 00% 1, 84%± 0, 04%
63 0, 00%± 0, 00% 0, 00%± 0, 00% 0, 14%± 0, 00% 2, 53%± 0, 05%
67 0, 00%± 0, 00% 0, 09%± 0, 01% 7, 43%± 0, 05% 19, 37%± 0, 07%
2 0, 04%± 0, 00% 7, 27%± 0, 05% 19, 42%± 0, 07%
13 0, 00%± 0, 00% 5, 08%± 0, 06% 24, 25%± 0, 08% 36, 37%± 0, 08%
3 0, 65%± 0, 03% 22, 55%± 0, 07% 36, 39%± 0, 08%
1 0, 05%± 0, 00% 14, 32%± 0, 09% 32, 88%± 0, 03% 43, 36%± 0, 05%
11 0, 02%± 0, 00% 13, 86%± 0, 08% 32, 85%± 0, 05% 43, 40%± 0, 06%
Tabela D.16: Bloqueio no estabelecimento para CT1, rede COST 239 e factores de carga entre 1 e 4
– “mono-esquema” versus “multi-esquema”.
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Figura D.3: Número de ramos do CA para CT2, em função do factor de carga (rede COST 239) –
“mono-esquema” versus “multi-esquema”.
Tipo de tabela Carga 1 Carga 2 Carga 3 Carga 4
63 1, 569± 0, 001 1, 614± 0, 001 1, 741± 0, 001 1, 757± 0, 001
5 1, 568± 0, 001 1, 574± 0, 001 1, 618± 0, 001 1, 772± 0, 002
4 1, 568± 0, 001 1, 574± 0, 001 1, 618± 0, 001 1, 775± 0, 002
2 1, 834± 0, 001 1, 843± 0, 001 2, 020± 0, 002 2, 088± 0, 001
Tabela D.17: Número de ramos do CA para CT2, rede COST 239 e factores de carga entre 1 e 4 –
“mono-esquema” versus “multi-esquema”.
e o comprimento do CA, para CT3, para as tabelas TT1 (PL1), TT2 (PL2), TT3
(PG1), TT11 (PL3), TT13 (PG3), TT61, TT62, TT63 e TT64, para o factor de carga
1, 2, 3 e 4, para a rede COST 239. As Tabelas D.18 e D.19 apresentam os intervalos
de confiança respectivos.
A Figura D.1 mostra a percentagem de pedidos desconectados na falha para
CT1, para vários factores de carga, para a rede COST 239.
D.3 Construção de uma tabela por comprimento esperado de
CA – resultados adicionais
Nesta secção são apresentados resultados adicionais para a experiência da Secção
6.5.3 do Capítulo 6.
As Figuras D.7, D.8 e D.9 apresentam resultados para as mesmas medidas
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Figura D.4: Bloqueio no estabelecimento para CT3, em função do factor de carga (rede COST 239)
– “mono-esquema” versus “multi-esquema”.
Tipo de tabela Carga 1 Carga 2 Carga 3 Carga 4
2 0, 00%± 0, 00% 0, 21%± 0, 01% 1, 26%± 0, 03%
61 0, 00%± 0, 00% 0, 00%± 0, 00% 0, 13%± 0, 01% 1, 29%± 0, 02%
63 0, 00%± 0, 00% 0, 00%± 0, 00% 0, 14%± 0, 00% 1, 32%± 0, 02%
3 0, 01%± 0, 00% 1, 58%± 0, 02% 9, 22%± 0, 09%
13 0, 00%± 0, 00% 0, 34%± 0, 01% 3, 95%± 0, 03% 11, 77%± 0, 08%
64 0, 00%± 0, 00% 0, 41%± 0, 01% 7, 86%± 0, 04% 19, 31%± 0, 09%
62 0, 00%± 0, 00% 0, 55%± 0, 02% 7, 97%± 0, 05% 19, 31%± 0, 08%
11 0, 00%± 0, 00% 1, 39%± 0, 02% 9, 40%± 0, 05% 19, 71%± 0, 10%
1 0, 00%± 0, 00% 1, 74%± 0, 03% 9, 88%± 0, 04% 19, 97%± 0, 07%
Tabela D.18: Bloqueio no estabelecimento para CT3, rede COST 239 e factores de carga entre 1 e 4
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Figura D.5: Número de ramos do CA para CT3, em função do factor de carga (rede COST 239) –
“mono-esquema” versus “multi-esquema”.
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Tipo de tabela Carga 1 Carga 2 Carga 3 Carga 4
1 1, 569± 0, 001 1, 621± 0, 001 1, 681± 0, 001 1, 707± 0, 001
64 1, 569± 0, 001 1, 592± 0, 001 1, 681± 0, 001 1, 719± 0, 001
62 1, 569± 0, 001 1, 597± 0, 001 1, 681± 0, 001 1, 718± 0, 001
11 1, 569± 0, 001 1, 621± 0, 001 1, 688± 0, 001 1, 717± 0, 001
13 1, 569± 0, 001 1, 599± 0, 001 1, 668± 0, 001 1, 715± 0, 001
63 1, 851± 0, 002 1, 838± 0, 001 1, 871± 0, 001 1, 936± 0, 001
2 1, 851± 0, 001 1, 837± 0, 001 1, 880± 0, 001 1, 933± 0, 001
61 1, 851± 0, 001 1, 838± 0, 001 1, 870± 0, 001 1, 935± 0, 001
3 1, 992± 0, 001 2, 076± 0, 001 2, 218± 0, 002 2, 339± 0, 002
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(a) (b)
Figura D.7: Bloqueio no estabelecimento para CT1 e CT3 – “mono-esquema” versus misto por
comprimento de CA (PG1-PL1): (a) Rede COST 239. (b) Rede KL-15.
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D.4 Construção de uma tabela por carga da rede – resultados
adicionais
Nesta secção são apresentados resultados adicionais para a experiência da Secção
6.5.4 do Capítulo 6.
As Figuras D.10, D.11, D.12, D.13, D.14, D.15, D.16 e D.17 apresentam resulta-
dos para as mesmas medidas que as Figuras 6.12, 6.13, 6.14, 6.15, 6.16, 6.17, 6.18
e 6.19 do Capítulo 6, a única diferença é o CT a que se referem, no Capítulo 6
foram apresentados resultados para CT3 e aqui são apresentados resultados para
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Figura D.8: Média para todos os ramos da LB gasta, para CT1 e CT3 – “mono-esquema” versus
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Figura D.9: Média para todos os ramos da LB gasta, por todos os CT – “mono-esquema” versus
misto por comprimento de CA (PG3-PL1): (a) Rede COST 239. (b) Rede KL-15.
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(a) (b)
Figura D.10: Bloqueio no estabelecimento para CT1, em função do factor de carga – “mono-

























PL3 - esq_tent. PL3 - esq_estab. RL5 - esq_tent. RL5 - esq_estab.
(a) (b)
Figura D.11: Número de pedidos tentados versus estabelecidos, por esquema, para CT1, em função
do factor de carga (rede KL-15) – misto por carga da rede (PL3-RL5): (a) Limiar de
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Figura D.12: Bloqueio no estabelecimento para CT1, em função do factor de carga – “mono-
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Figura D.13: Número de ramos do CA, para CT1, em função do factor de carga (rede KL-15) –
“mono-esquema” versus misto por carga da rede (PL3-PL2)
D.5 Várias tabelas e combinação de condições – resultados
adicionais
Nesta secção são apresentados resultados adicionais para a experiência da Secção
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(a) (b)
Figura D.14: Número de pedidos tentados versus estabelecidos, por esquema, para CT1, em função
do factor de carga (rede KL-15) – misto por carga da rede (PL3-PL2): (a) Limiar de
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Figura D.15: Bloqueio no estabelecimento para CT1, em função do factor de carga – “mono-
esquema” versus misto por carga da rede (PL3-PG3): (a) Rede COST 239. (b) Rede
KL-15.
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Figura D.16: Número de ramos do CA, para CT1, em função do factor de carga (rede KL-15) –
“mono-esquema” versus misto por carga da rede (PL3-PG3)
As Figuras D.18, D.19, D.20, D.21, D.22, D.23 e D.24, apresentam os resultados
para as mesmas medidas que as Figuras 6.20, 6.21, 6.22, 6.23, 6.24, 6.25 e 6.26
do Capítulo 6 a única diferença é a rede a que se referem, no Capítulo 6 foram
apresentados resultados para a rede KL-15 e aqui são apresentados os resultados




















PG3 - esq_tent. PG3 - esq_estab. PL3 - esq_tent. PL3 - esq_estab.
(a) (b)
Figura D.17: Número de pedidos tentados versus estabelecidos, por esquema, para CT1, em função
do factor de carga (rede KL-15) – misto por carga da rede (PL3-PG3): (a) Limiar de
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Figura D.18: Bloqueio no estabelecimento para CT1, em função do factor de carga (rede COST 239)
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Figura D.20: Número de ramos do CA para CT2, em função do factor de carga (rede COST 239) –
“mono-esquema” versus exemplo.
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Figura D.21: Bloqueio no estabelecimento para CT2, em função do factor de carga (rede COST 239)
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Figura D.22: Bloqueio no estabelecimento para CT3, em função do factor de carga (rede COST 239)
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PG3 - esq_tent. PG3 - esq_estab. PL2 - esq_tent.
PL2 - esq_estab. PL3 - esq_tent. PL3 - esq_estab.
Figura D.24: Número de pedidos tentados versus estabelecidos, por esquema, para CT3, em função
do factor de carga no exemplo (rede COST 239).
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E Cálculo de Frequências Variáveis
A fórmula da média harmónica permite calcular a frequência H equivalente à
media de um conjunto de frequências xi, ou seja a frequência que corresponde
















onde xi > 0 (E.1)










de notar que podemos exprimir também a intensidade como o produto de um
factor de carga por λbase:
λ = factor_carga ∗ λbase (E.4)
É fácil mostrar que existe um grande número de pares (λhigh,λlow) a que cor-
responde uma mesma intensidade λ. Na prática, pretende-se fazer a simulação
de forma a que a intensidade de pedidos em situações de carga leve (λlow) não
seja muito reduzida e que a intensidade de pedidos em situações de carga pesada
(λhigh) não apresente uma sobrecarga exagerada para a rede. Para parametrizar
estes valores pode-se escolher qual a distância pretendida entre λhigh e λlow, que
será designada de amplitude de frequências. Para permitir diferenças significati-
vas mesmo quando a intensidade de carga for elevada (factor de carga elevado),
vamos exprimir a amplitude de frequências como o produto de um factor de
amplitude ( f _a) pela intensidade escolhida (λ ou seja λbase ∗ f actor_carga):
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amplitude = f _a ∗ λ = f _a ∗ factor_carga ∗ λbase (E.5)
É possível verificar que a um determinado par (λ, f _a) corresponde apenas um
par (λhigh,λlow) de valores positivos, tal que:





Se definirmos duas variáveis positivas, a e b tais que λhigh = λ + a e λlow =
λ− b, podemos reescrever o sistema de equações anterior usando a e b como: f _a ∗ λ = a + bλ = 2(λ+ a)(λ− b)
2λ+ a− b
(E.7)














Considerando uma variável auxiliar y = a/λ na equação anterior, obtém-se:
2y2 + (2− 2 f _a)y− f _a = 0 (E.10)
Resolvendo a equação quadrática (E.10) em ordem a y, vem:
y =
−(2− 2 f _a) +√(2− 2 f _a)2 + 8 f _a
4
(E.11)
A partir do anterior podemos obter a e b, e a partir destes λhigh e λlow.
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F Intervalos de confiança
Uma questão importante na análise de resultados de simulação é a determinação
dos intervalos de confiança dos valores estimados, o que se torna particularmente
ainda mais relevante quando se pretendem comparar valores de desempenho
próximos entre si.
Neste apêndice é descrita a forma utilizada na determinação dos intervalos de
confiança das estimativas obtidas, para as diversas medidas do modelo.
Se usarmos o parâmetro θ para designar uma das medidas do sistema, o re-
sultado de um conjunto de simulações será uma estimativa θˆ de θ. O grau de
incerteza acerca dos parâmetros que se pretende estimar pode ser descrito quan-
titativamente através de técnicas estatísticas. A determinação de intervalos de
confiança é uma delas.
O método usado para estimar as diversas medidas pelo programa de simula-
ção foi o método das replicações independentes. Este método consiste em repetir
a simulação n vezes (n replicações) cada uma das quais usando sequências de nú-
meros aleatórios diferente e considerando apenas as observações após o período
de estabilização.
Obtém-se uma amostra de dimensão n de uma população com distribuição
normal de variância (σ2) e média (µ) desconhecidas. A partir desta amostra va-
mos estimar o parâmetro θ e obter o intervalo de confiança para essa estimativa.
A amplitude do intervalo estimado é uma medida da precisão ou exactidão da
estimativa pontual.
Seja Yj uma medida tomada na j-ésima replicação. Considerando que Y1, Y2, · · · ,
Yn são variáveis aleatórias independentes e identicamente distribuídas (Law e
Kelton, 1991), podem-se aplicar os métodos clássicos para estimação pontual e
intervalar do parâmetro θ. A estimativa pontual de θ, θˆ, é igual à média aritmé-
tica da amostra, Y, isto é:




A exactidão do estimador, θˆ, pode ser medida através da variância de θˆ. A
variação das realizações, Yj, em relação à média da amostra dá informação acerca
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da dispersão dessas realizações em relação à média da amostra, Y. A variância
da amostra, s2 (que é um estimador não enviesado da variância σ2), define-se por








O cálculo de intervalos de confiança baseados na distribuição t de Student pode
ser efectuado uma vez que se consideram os Y1, Y2, · · · , Yn aproximadamente
independentes e aproximadamente normais. Deseja determinar-se e tal que:
Prob
[∣∣Y− µ∣∣ ≤ e] = 1− α (F.3)
em que 1− α é o grau de confiança.
















[|Z| ≤ e′] = 1− α (F.6)
Como a variância é desconhecida vamos ter que a substituir pela sua estimativa







em vez da variável Z.
A variável aleatória T segue a distribuição t de Student com n − 1 graus de






= 1− α (F.8)
Considerando que t f ,α é o ponto de percentagem 100(1− α)% de uma distri-
buição de t de Student com f graus de liberdade. Resolvendo a desigualdade F.8
em ordem a µ obtém-se:
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Prob
[




= 1− α (F.9)
O intervalo de confiança com grau de confiança 1− α é[







G Lista de Acrónimos e Siglas
AF Assured Forwarding
BC Bandwidth Constraint
BCM Bandwidth Constraints Model
BE Best Effort
CA Caminho Activo (Active Path)
CBR Constraint-based routing
CR Caminho de Recuperação (Recovery Path)
CR-LDP Constraint-based Routing – Label Distribution Protocol
CT Class Type
DiffServ Differentiated Services
DSCP DiffServ Code Point
DS-TE Diff-Serv-aware Traffic Engineering
k DSP k-Disjoint Shortest Paths
EF Expedited Forwarding
E-LSP EXP-Inferred-PHB Scheduling Class LSP
EXP Exprimental
FRR Fast Reroute
FEC Forwarding Equivalence Class
FI Full Information
FIS Fault Indication Signal
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FRS Fault Recovery Signal
FSM Fully Shared Mechanism
GNED Graphical Network EDitor
GMPLS Generalized Multiprotocol Label Switching
IETF Internet Engineering Task Force
IGP Interior Gateway Protocol
IP Internet Protocol
IS-IS Itermediate System – to – Itermediate System
ISP Internet Service Provider
LB Largura de Banda
LBP Largura de Banda de Protecção
LDP Label Distribution Protocol
L-LSP Label-inferred-PHB Scheduling Class LSP
LSA Link-State Advertisement
LSP Label Switched Path
LSR Label Switching Router
MAM Maximum Allocation Bandwidth Constraints Model
MAR Max Allocation with Reservation Bandwidth Constraints Model
MPLS MultiProtocol Label Switching
MTBF Mean Time Between Failures
MTTR Mean Time to Repair
NED NEtwork Description
NI No Information
oAIS optimized Aggregate Information Scenario
O-D Origem-Destino
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OMNeT++ Object-oriented Modular discrete event NeTwork simulator
OSPF Open Shortest Path First
PHB Per-Hop-Behavior
PI Partial Information
PLR Point of Local Repair
PML Path Merge LSR
POR Point of Repair
PPG Protected Path Group
PSC PHB Scheduling Class
PSL Path Switch LSR
PSM Partially Shared Mechanism
QoS Quality of Service
RDM Russian Dolls Bandwidth Constraints Model
RFC Request For Comments
RIP Routing Information Protocol
RNT Reverse Notification Tree
RSVP Resource Reservation Protocol
RSVP-TE Resource Reservation Protocol with Traffic Engineering–Neste trabalho cha-
mamos protocolo RSVP-TE à conjugação do protocolo RSVP (Braden et al.,
1997) com as extensões RSVP-TE (Awduche et al., 2001)
SDH Synchronous Digital Hierarchy
SLA Service Level Agreement
SONET Synchronous Optical Network
SPM Self-Protecting Multi-Paths





TCP Transmission Control Protocol
UDP User Datagram Protocol
WDM Wavelength Division Multiplexing
XML eXtensible Markup Language
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