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Abstract
We study the family of vertex algebras associated with vertex algebroids,
constructed by Gorbounov, Malikov, and Schechtman. As the main result, we
classify all the (graded) simple modules for such vertex algebras and we show
that the equivalence classes of graded simple modules one-to-one correspond
to the equivalence classes of simple modules for the Lie algebroids associated
with the vertex algebroids. To achieve our goal, we construct and exploit a Lie
algebra from a given vertex algebroid.
1 Introduction
For most of the important examples of vertex operator algebras V =
∐
n∈Z V(n)
graded by the L(0)-weight (see [FLM, FHL]), the Z-grading satisfies the condition
that V(n) = 0 for n < 0 and V(0) = C1 where 1 is the vacuum vector. For a vertex
operator algebra V with this special property, the homogeneous subspace V(1) has a
natural Lie algebra structure with [u, v] = u0v for u, v ∈ V(1) and the product u1v
(∈ V(0)) defines a symmetric invariant bilinear form on V(1).
In a series of study on Gerbs of chiral differential operators in [GMS] and on
chiral de Rham complex in [MSV, MS1,2], Malikov and his coauthors investigated
N-graded vertex algebras V =
∐
n∈N V(n) with V(0) not necessarily 1-dimensional. In
this case, the bilinear operations (u, v) 7→ uiv for i ≥ 0 are closed on V(0) ⊕ V(1):
uiv ∈ V(0) ⊕ V(1) for u, v ∈ V(0) ⊕ V(1), i ≥ 0.
The skew symmetry and the Jacobi identity for the vertex algebra V give rise to sev-
eral compatibility relations. Such algebraic structures on V(0)⊕V(1) are summarized
in the notion of what was called a 1-truncated conformal algebra. Furthermore,
the subspace V(0) equipped with the product (a, b) 7→ a−1b is a commutative asso-
ciative algebra with the vacuum vector 1 as the identity (cf. [Lia]) and V(0) as a
nonassociative algebra acts on V(1) by a · u = a−1u for a ∈ V(0), u ∈ V(1). All these
structures on V(0) ⊕ V(1) are further summarized in the notion of what was called
a vertex A-algebroid, where A is a (unital) commutative associative algebra. On
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the other hand, in [GMS], among other important results, Gorbounov, Malikov and
Schechtman constructed an N-graded vertex algebra V =
∐
n∈N V(n) from any vertex
A-algebroid, such that V(0) = A and the vertex A-algebroid V(1) is isomorphic to the
given one. All the constructed N-graded vertex algebras are generated by V(0)⊕V(1)
with a spanning property of PBW type. As it was demonstrated in [GMS], such N-
graded vertex algebras are natural and important to study. For example, the vertex
(operator) algebra associated with a βγ system, which plays a central role in free
field realization of affine Lie algebras (see [W, FF1-3, FB]) is such an N-graded ver-
tex algebra. The vertex (operator) algebras constructed from toroidal Lie algebras
are also of this type (see [BBS, BDT]).
The main purpose of this paper is to classify all the graded simple modules
for the vertex algebras associated with vertex algebroids. Note that a 1-truncated
conformal algebra is a generalization of a Lie algebra equipped with a symmetric
invariant bilinear form. For any Lie algebra g equipped with a symmetric invariant
bilinear form 〈·, ·〉, one has the affine Lie algebra gˆ (see [K1]), which is the one-
dimensional (universal) central extension of the loop algebra g ⊗ C[t, t−1]. It has
been well known ([FZ, Lia], cf. [Li3, LL]) that for any such given affine Lie alge-
bra gˆ and for any complex number ℓ, one has a canonical N-graded vertex algebra
Vgˆ(ℓ, 0), where the degree zero subspace is C1 (one-dimensional) and the degree-one
subspace is naturally identified with g which generates the whole vertex algebra
Vgˆ(ℓ, 0). (Here, Vgˆ(ℓ, 0) is a generalized Verma gˆ-module or Weyl module of level
ℓ.) Furthermore, it was proved (see [Li3, LL]) that the category of Vgˆ(ℓ, 0)-modules
is canonically isomorphic to the category of “restricted” gˆ-modules of level ℓ. Here,
from any 1-truncated conformal algebra we construct a Lie algebra, generalizing
the construction of affine Lie algebras. This Lie algebra is precisely a vertex Lie
algebra in the sense of [DLM]. By using this Lie algebra and a result of [DLM], we
construct an N-graded vertex algebra and its modules. Then following [GMS], we
define the desired vertex algebra VB associated with a vertex A-algebroid B as a
quotient vertex algebra. Associated to each vertex A-algebroid B there is a natu-
ral Lie A-algebroid (see Section 2 for details). As our main result, we prove that
the equivalence classes of N-graded simple VB-modules one-to-one correspond to the
equivalence classes of simple modules for the associated Lie A-algebroid. In [MS2],
an analogous result in a lightly different and more concrete situation of the chiral
de Rham complex had been obtained. (We are grateful to the referee for pointing
out this to us.)
We mention that our construction of the vertex algebra associated with a 1-
truncated conformal (Lie) algebra is (slightly) different from the one given in [GMS].
In [GMS], Gorbounov, Malikov and Schechtman first constructed a conformal alge-
bra in the sense of [K2] (where the details of the proof were left as an exercise) and
then they gave a new construction of vertex algebras from conformal algebras (cf.
[K2, P]). On the other hand, in our construction, the main work is to construct the
Lie algebra, which is a vertex Lie algebra in the sense of [DLM], from a 1-truncated
conformal algebra. It is well known that the affinization of a conformal (Lie) al-
gebra gives rise to a Lie algebra (see [K2, P]), just as the affinization of a vertex
algebra gives rise to a Lie algebra (see [B, FFR, Li1,2, MP]). The Lie algebra we
constructed is precisely the Lie algebra of the conformal (Lie) algebra associated to
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the 1-truncated conformal algebra by [GMS]. However, it seems that completing the
exercise posted in [GMS] to fulfill the details in the construction of the conformal
algebra from a 1-truncated conformal algebra is not easier than constructing the Lie
algebra. In fact, we only foresee a complete solution to the exercise by using our
Lie algebra result together with a result of Primc [P]. Notice that in constructing
a vertex algebra from a conformal algebra C, Gorbounov, Malikov and Schechtman
also exploited a Lie algebra structure on C, which is a proper Lie subalgebra of what
we exploited.
This paper is organized as follows: In Section 2 we recall the notions of vertex
A-algebroid and 1-truncated conformal algebra. In Section 3, we construct a Lie
algebra from any 1-truncated conformal algebra and then we construct a vertex
algebra. In Section 4, for a given vertex A-algebroid we construct an N-graded
vertex algebra and we classify all the graded simple modules.
2 1-truncated conformal algebras, vertex algebroids and
Lie algebroids
In this section, we begin with reviewing some basic notations, formulas and prop-
erties for vertex algebras, which will be used in later sections. We then recall the
definitions of the notions of 1-truncated conformal algebra, vertex algebroid and
Lie algebroid. We also present certain basic properties and relations among these
algebraic objects.
First, we recall the definition of a vertex algebra (cf. [LL]). A vertex algebra is a
vector space V equipped with a linear map
Y : V → (EndV )[[x, x−1]],
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (where vn ∈ EndV ) (2.1)
and equipped with a distinguished vector 1, called the vacuum (vector), such that
for u, v ∈ V ,
unv = 0 for n sufficiently large, (2.2)
Y (1, x) = 1, (2.3)
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1 = v (2.4)
and such that
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2) (2.5)
the Jacobi identity.
A V -module is a vector space W equipped with a linear map YW from V to
(EndW )[[x, x−1]], where YW (v, x) =
∑
n∈Z vnx
−n−1 for v ∈ V , such that for v ∈
3
V, w ∈W ,
vnw = 0 for n sufficiently large, (2.6)
YW (1, x) = 1, (2.7)
x−10 δ
(
x1 − x2
x0
)
YW (u, x1)YW (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
YW (v, x2)YW (u, x1)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2) (2.8)
for u, v ∈ V .
From the Jacobi identity we have Borcherds’ commutator formula and iterate
formula:
[um, vn] =
∑
i≥0
(
m
i
)
(uiv)m+n−i, (2.9)
(umv)nw =
∑
i≥0
(−1)i
(
m
i
)
(um−ivn+iw − (−1)
mvm+n−iuiw) (2.10)
for u, v, w ∈ V, m, n ∈ Z. Define a linear operator D on V by
D(v) = v−21 for v ∈ V.
Then
Y (v, x)1 = exDv for v ∈ V. (2.11)
Furthermore,
[D, vn] = (Dv)n = −nvn−1 (2.12)
for v ∈ V, n ∈ Z.
A vertex algebra V equipped with a Z-grading V =
∐
n∈Z V(n) is called a Z-graded
vertex algebra if 1 ∈ V(0) and if for u ∈ V(k) with k ∈ Z and for m,n ∈ Z,
umV(n) ⊂ V(k+n−m−1). (2.13)
An N-graded vertex algebra is defined in the obvious way.
The following notion of 1-truncated conformal algebra is due to [GMS]:
Definition 2.1. A 1-truncated conformal algebra is a graded vector space C =
C0⊕C1, equipped with a linear map ∂ : C0 → C1 and bilinear operations (u, v) 7→ uiv
for i = 0, 1 of degree −i− 1 on C = C0 ⊕C1 such that the following axioms hold:
(Derivation) for a ∈ C0, u ∈ C1,
(∂a)0 = 0; (∂a)1 = −a0; ∂(u0a) = u0∂a (2.14)
(Commutativity) for a ∈ C0, u, v ∈ C1,
u0a = −a0u; u0v = −v0u+ ∂(v1u); u1v = v1u (2.15)
(Associativity) for α, β, γ ∈ C0 ⊕C1,
α0βiγ = βiα0γ + (α0β)iγ. (2.16)
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Example 2.2. Let V =
∐
n∈N V(n) be an N-graded vertex algebra. One can easily
show that V(0)⊕V(1) is naturally a 1-truncated conformal algebra. If C =
∐
n∈NC(n)
is an N-graded conformal algebra in the sense of [K2], then it is straightforward to
see that C(0) ⊕ C(1) is a 1-truncated conformal algebra.
Example 2.3. Let g be a Lie algebra over C equipped with a symmetric invariant
bilinear form 〈·, ·〉. Let ∂ be the zero map from C to g. Then C = C ⊕ g is a
1-truncated conformal algebra.
Remark 2.4. Just as with Lie algebras, direct sums of 1-truncated conformal alge-
bras are 1-truncated conformal algebras.
Lemma 2.5. In the definition of the notion of 1-truncated conformal algebra, the
third relation in the derivation axiom follows from the other derivation relations and
commutativity relations. In the associativity axiom, it is sufficient just to assume
those for α, β, γ ∈ C1 with i = 0, 1 and those for α ∈ C0, β, γ ∈ C1 with i = 0.
Proof. For a ∈ C0, u ∈ C1, we have
u0∂a = −(∂a)0u+ ∂((∂a)1u) = ∂((∂a)1u) = −∂(a0u) = ∂(u0a),
proving the first assertion. By linearity, we may assume α, β, γ ∈ C0 ∪ C1 in the
associativity axiom. If more than one of α, β, γ are elements of C0, or if one of α, β, γ
are elements of C0 with i = 1, due to the degree assumption we have
α0βiγ = βiα0γ = (α0β)iγ = 0.
Then the nontrivial associativity relations are those for α, β, γ ∈ C1 and those
for α, β, γ ∈ C0 ∪ C1 with one of them from C0 and with i = 0. Assume that
the associativity relation with α ∈ C0, β, γ ∈ C1 with i = 0 holds. Using the
commutativity relation a0u = −u0a for a ∈ C0, u ∈ C1, we get
β0α0γ = α0β0γ − (α0β)0γ = α0β0 + (β0α)0γ,
β0γ0α = −β0α0γ = −α0β0γ − (β0α0)0γ = (β0γ)0α+ γ0β0α.
This proves the second assertion.
A Leibniz algebra is a nonassociative algebra Γ satisfying the following condition:
u · (v · w) = (u · v) · w + v · (u · w) for u, v, w ∈ Γ. (2.17)
Note that any Lie algebra is a Leibniz algebra. In particular, for any vector space
W the general linear Lie algebra gl(W ) is a Leibniz algebra. A representation of
Leibniz algebra Γ on a vector space W is a Leibniz algebra homomorphism ρ from
Γ to gl(W ), i.e., a linear map from Γ to EndW such that
ρ(u · v) = [ρ(u), ρ(v)] for u, v ∈ Γ. (2.18)
Just as with a Lie algebra, for any two Γ-modules U and V , we have a Γ-module
U ⊕ V .
In terms of these notions we have (cf. [GMS]):
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Proposition 2.6. Let C = C0 ⊕C1 be a graded vector space equipped with a linear
map ∂ from C0 to C1 and equipped with bilinear maps (u, v) 7→ uiv of degree −i− 1
on C = C0⊕C1 for i = 0, 1. Then C is a 1-truncated conformal algebra if and only
if
1. The pair (C1, [·, ·]) carries the structure of a Leibniz algebra where [u, v] = u0v
for u, v ∈ C1.
2. The space C0 is a C1-module with u · a = u0a for u ∈ C1, a ∈ C0.
3. The map ∂ is a C1-module homomorphism.
4. The subspace ∂C0 of C1 annihilates the C1-module C0 ⊕ C1.
5. The bilinear linear map 〈·, ·〉 from C1 ⊗ C1 to C0 defined by 〈u, v〉 = u1v for
u, v ∈ C1 is a C1-module homomorphism and furthermore
u0a = −a0u, (2.19)
〈∂a, u〉 = −a0u, (2.20)
[u, v] + [v, u] = ∂〈u, v〉 (2.21)
〈u, v〉 = 〈v, u〉 (2.22)
for a ∈ C0, u, v ∈ C0.
Proof. Notice that the derivation axiom (2.14) amounts to Property 4, (2.20) and
Property 3, and that the commutativity axiom (2.15) amounts to (2.19), (2.21) and
(2.22).
The associativity axiom (2.16) with α, β, γ ∈ C1, i = 0 amounts to Property 1
stating that C1 is a Leibniz algebra and the associativity axiom (2.16) with α, β ∈
C1, γ ∈ C0, i = 0 amounts to Property 2 stating that C0 is a C1-module. From the
proof of Lemma 2.5, we see that the associativity relation (2.16) with α, β ∈ C1, γ ∈
C0, i = 0 implies the associativity relation (2.16) with α ∈ C0, β, γ ∈ C1, i = 0.
Furthermore, the associativity axiom (2.16) with α, β, γ ∈ C1, i = 1 amounts to
Property 5. Now our assertion follows from Lemma 2.5.
As an immediate consequence we have:
Corollary 2.7. Let C = C0 ⊕ C1 be a 1-truncated conformal algebra. Then the
quotient algebra C1/∂C0 of the Leibniz algebra C1 is a Lie algebra. Moreover, C0 is
a C1/C0-module with (u+ ∂a) · b = u0b for u ∈ C1, a, b ∈ C0.
Next, we recall the following definition of a vertex algebroid from [GMS, Br1-2]:
Definition 2.8. Let A be a (unital) commutative associative algebra (over C). A
vertex A-algebroid is a C-vector space Γ equipped with
(0) a C-bilinear map
A× Γ→ Γ; (a, v) 7→ a ∗ v (2.23)
such that 1 ∗ v = v (i.e., a “non-associative unital A-module”)
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(1) a structure of a Leibniz C-algebra [·, ·] : Γ⊗C Γ→ Γ
(2) a homomorphism of Leibniz C-algebras π : Γ→ Der(A)
(3) a symmetric C-bilinear pairing 〈·, ·〉 : Γ⊗C Γ→ A
(4) a C-linear map ∂ : A→ Γ such that π ◦ ∂ = 0,
which satisfy the following conditions:
a ∗ (a′ ∗ v)− (aa′) ∗ v = π(v)(a) ∗ ∂(a′) + π(v)(a′) ∗ ∂(a) (2.24)
[u, a ∗ v] = π(u)(a) ∗ v + a ∗ [u, v] (2.25)
[u, v] + [v, u] = ∂(〈u, v〉) (2.26)
π(a ∗ v) = aπ(v) (2.27)
〈a ∗ u, v〉 = a〈u, v〉 − π(u)(π(v)(a)) (2.28)
π(v)(〈v1, v2〉) = 〈[v, v1], v2〉+ 〈v1, [v, v2]〉 (2.29)
∂(aa′) = a ∗ ∂(a′) + a′ ∗ ∂(a) (2.30)
[v, ∂(a)] = ∂(π(v)(a)) (2.31)
〈v, ∂(a)〉 = π(v)(a) (2.32)
for a, a′ ∈ A, u, v, v1, v2 ∈ Γ.
Remark 2.9. Let V =
∐
n∈N V(n) be an N-graded vertex algebra. Then A = V(0)
is the commutative associative algebra with 1 as identity where aa′ = a−1a
′ for
a, a′ ∈ A and V(1) is a vertex A-algebroid (see [MS1]).
Remark 2.10. In the original definition given in [Br1-2] the two terms on the left
hand side of (2.24) have a negative sign. According to the calculation for Remark
2.9 from an N-graded vertex algebra, the current (2.24) is the correct one.
Proposition 2.11. Let A be a unital commutative associative algebra and B a
module for A as a nonassociative algebra. Then a vertex A-algebroid structure on
B exactly amounts to a 1-truncated conformal algebra structure on C = A⊕B with
aia
′ = 0, (2.33)
u0v = [u, v], u1v = 〈u, v〉, (2.34)
u0a = π(u)(a), a0u = −u0a = −π(u)(a) (2.35)
for a, a′ ∈ A, u, v ∈ B, i = 0, 1, such that
a(a′u)− (aa′)u = (u0a)∂a
′ + (u0a
′)∂a, (2.36)
u0(av) − a(u0v) = (u0a)v, (2.37)
u0(aa
′) = a(u0a
′) + (u0a)a
′, (2.38)
a0(a
′v) = a′(a0v), (2.39)
(au)1v = a(u1v)− u0v0a, (2.40)
∂(aa′) = a∂a′ + a′∂a. (2.41)
Proof. We shall just compare the properties (2.41)–(2.36) and those for 1-truncated
conformal algebras in Proposition 2.6 with the axioms in Definition 2.8.
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First, Property 1 in Proposition 2.6 corresponds to Axiom (1) in Definition 2.8,
and the relation (2.22) corresponds to Axiom (3) in Definition 2.8. Second, the rela-
tion (2.38) and Property 2 in Proposition 2.6 correspond to Axiom (2) in Definition
2.8 stating that π : Γ → Der (A) is a homomorphism of Leibniz algebras. Third,
Property 3, the first part of Property 5 and (2.21) in Proposition 2.6 correspond to
(2.31), (2.29) and (2.26), respectively.
Note that the relation (2.19) is used in defining a0u. In the presence of this
relation and (2.22) (namely, Axiom (3)), (2.32) amounts to (2.20). Due to the
commutativity relation a0v = −v0a for a ∈ A, v ∈ B, we see that (2.39) is equivalent
to that (av)0a
′ = a(v0a
′) for a, a′ ∈ A, v ∈ B, which corresponds to (2.27).
Finally, Property 4 in Proposition 2.6 implies Axiom (4) in Definition 2.8. On
the other hand, Axioms (3), (4), conditions (2.26), (2.31), and (2.32) in Definition
2.8 imply Property 4 in Proposition 2.6. Clearly, (2.36), (2.41), (2.28) and (2.37)
correspond to (2.24), (2.30), (2.40) and (2.25), respectively.
Definition 2.12. Let A be a commutative associative algebra. A Lie A-algebroid
is a Lie algebra g equipped with an A-module structure and a module action on A
by derivation such that
[u, av] = a[u, v] + (ua)v, (2.42)
a(ub) = (au)b for u, v ∈ g, a, b ∈ A. (2.43)
A module for a Lie A-algebroid g is a vector space W equipped with a g-module
structure and an A-module structure such that
u(aw)− a(uw) = (ua)w, (2.44)
a(uw) = (au)w for a ∈ A, u ∈ g, w ∈W. (2.45)
The following is an immediate consequence (see [Br2]):
Lemma 2.13. Let A be a commutative associative algebra (over C) and let B be a
vertex A-algebroid. Then B/A∂A is a Lie A-algebroid.
Remark 2.14. Let A be a unital commutative associative algebra and let B be
a Lie A-algebroid such that B acts as zero on A. Let 〈·, ·〉 be the zero map from
B⊗CB to A and let ∂ be the zero map from A to B. Then B is a vertex A-algebroid.
Let g be a Lie A-algebroid. Then g is a Lie algebra with A a g-module. By
adjoining the g-module A to g we have a Lie algebra A ⊕ g with A as an abelian
ideal. Denote by J the 2-sided ideal of the universal enveloping algebra U(A ⊕ g)
generated by the vectors
e− 1, a · a′ − aa′, a · u− au (2.46)
for a, a′ ∈ A, u ∈ g, where · denotes the product in the universal enveloping algebra.
Set
U¯(A⊕ g) = U(A⊕ g)/J. (2.47)
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Proposition 2.15. Let g be a Lie A-algebroid. Then a (simple) module structure for
the Lie A-algebroid g on a vector space W exactly amounts to a (simple) U¯(A⊕ g)-
module structure.
Proof. From definition, a module structure for the Lie A-algebroid g on W amounts
to a linear map ψ from A⊕ g to EndW such that
ψ(e) = 1, ψ(aa′) = ψ(a)ψ(a′),
ψ([u, v]) = ψ(u)ψ(v) − ψ(v)ψ(u),
ψ(au) = ψ(a)ψ(u),
ψ(u)ψ(a) − ψ(a)ψ(u) = ψ(u(a))
for a, a′ ∈ A, u, v ∈ g. On the other hand, such a linear map ψ exactly amounts to
a U¯(A⊕ g)-module structure on W . Then it is clear.
3 Lie algebras and vertex algebras associated with 1-
truncated conformal algebras
In this section we construct an honest Lie algebra from any 1-truncated conformal
algebra. Then using this Lie algebra and a result of [DLM] we construct a ver-
tex algebra for any 1-truncated conformal algebra. The constructed Lie algebra is
precisely a vertex Lie algebra in the sense of [DLM] and the construction general-
izes the loop construction of affine Lie algebras from a Lie algebra equipped with a
symmetric invariant bilinear form.
We start with a graded vector space C = A ⊕ B equipped with the following
linear maps:
∂ : A → B; a 7→ ∂a, (3.1)
A×B → A; (a, b) 7→ a0b, (3.2)
B ×A → A; (b, a) 7→ b0a, (3.3)
B ×B → B; (b, b′) 7→ b0b
′, (3.4)
B ×B → A; (b, b′) 7→ b1b
′. (3.5)
Set
L(A⊕B) = (A⊕B)⊗C[t, t−1], (3.6)
a vector space with subspaces L(A) and L(B), which are defined in the obvious way.
Furthermore, set
∂ˆ = ∂ ⊗ 1 + 1⊗ d/dt : L(A)→ L(A⊕B). (3.7)
Define
deg(a⊗ tn) = −n− 1 for a ∈ A, n ∈ Z, (3.8)
deg(b⊗ tn) = −n for b ∈ B, n ∈ Z. (3.9)
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Then L(A⊕B) becomes a Z-graded vector space:
L(A⊕B) =
∐
n∈Z
L(A⊕B)(n), (3.10)
where
L(A⊕B)(n) = A⊗ Ct
−n−1 +B ⊗ Ct−n.
The subspaces L(A) and L(B) are graded subspaces and for n ∈ Z we have
L(A)(n) = A⊗ Ct
−n−1 = {a⊗ t−n−1 | a ∈ A}.
The linear map ∂ˆ (from L(A) to L(A⊕B)) is homogeneous of degree 1 and we have
(∂ˆL(A))(m) = ∂ˆL(A)(m−1) = {∂ˆ(a⊗ t
−m) | a ∈ A} (3.11)
for m ∈ Z.
Define a bilinear product “[·, ·]” on L(A⊕B) by
[a⊗ tm, a′ ⊗ tn] = 0, (3.12)
[a⊗ tm, b⊗ tn] = a0b⊗ t
m+n, (3.13)
[b⊗ tn, a⊗ tm] = b0a⊗ t
m+n, (3.14)
[b⊗ tm, b′ ⊗ tn] = b0b
′ ⊗ tm+n +m(b1b
′)⊗ tm+n−1 (3.15)
for a, a′ ∈ A, b, b′ ∈ B, m,n ∈ Z. Clearly, the product [·, ·] is homogeneous of degree
zero. Now, we have a Z-graded nonassociative algebra L(A⊕B), equipped with the
product [·, ·].
Next, we determine the conditions under which the product [·, ·] reduces to a Lie
algebra structure on the quotient space L(A⊕B)/∂ˆL(A).
First we have:
Proposition 3.1. The subspace ∂ˆL(A) of the nonassociative algebra (L(A⊕B), [·, ·])
is a two-sided ideal if and only if
a0∂a
′ = 0 for a, a′ ∈ A, (3.16)
b0∂a
′ = ∂b0a
′ for b ∈ B, a′ ∈ A, (3.17)
b1∂a
′ = b0a
′ for b ∈ B, a′ ∈ A, (3.18)
(∂a)0a
′ = 0 for a, a′ ∈ A, (3.19)
(∂a)0b = 0 for a ∈ A, b ∈ B, (3.20)
(∂a)1b = −a0b for a ∈ A, b ∈ B. (3.21)
Proof. For a, a′ ∈ A, m, n ∈ Z, by (3.12)–(3.14) we have
[a⊗ tm, ∂ˆ(a′ ⊗ tn)] = [a⊗ tm, ∂a′ ⊗ tn + na′ ⊗ tn−1]
= a0∂a
′ ⊗ tm+n, (3.22)
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[∂ˆ(a′ ⊗ tn), a⊗ tm] = [∂a′ ⊗ tn + na′ ⊗ tn−1, a⊗ tm]
= (∂a′)0a⊗ t
m+n. (3.23)
For b ∈ B, a′ ∈ A, m, n ∈ Z, by (3.13)–(3.15) we have
[b⊗ tm, ∂ˆ(a′ ⊗ tn)] = [b⊗ tm, ∂a′ ⊗ tn + na′ ⊗ tn−1]
= b0∂a
′ ⊗ tm+n +mb1∂a
′ ⊗ tm+n−1
+nb0a
′ ⊗ tm+n−1 (3.24)
and
[∂ˆ(a′ ⊗ tn), b⊗ tm] = [∂a′ ⊗ tn + na′ ⊗ tn−1, b⊗ tm]
= (∂a′)0b⊗ t
m+n + n(∂a′)1b⊗ t
m+n−1
+na′0b⊗ t
m+n−1. (3.25)
If (3.16)–(3.21) hold, then the right-hands of (3.22), (3.23) and (3.25) are straightly
zero and the right hand side of (3.24) is contained in ∂ˆL(A) as
b0∂a
′ ⊗ tm+n +mb1∂a
′ ⊗ tm+n−1 + nb0a
′ ⊗ tm+n−1
= ∂b0a
′ ⊗ tm+n + (m+ n)b0a
′ ⊗ tm+n−1
= ∂ˆ(b0a
′ ⊗ tm+n).
This proves that the conditions (3.16)–(3.21) are sufficient for ∂ˆL(A) to be a two
sided ideal.
Conversely, assume that ∂ˆL(A) is a two-sided ideal. Let a, a′ ∈ A. Since
[a⊗ tm, ∂ˆ(a′ ⊗ tn)] ∈ (∂ˆL(A))(−m−n−1)
for m,n ∈ Z, from (3.22) we have
a0∂a
′ ⊗ tm+n = ∂a′′ ⊗ tm+n+1 + (m+ n+ 1)a′′ ⊗ tm+n
for some a′′ ∈ A. Because a0∂a
′ ∈ A and ∂a′′ ∈ B, we must have
∂a′′ = 0,
a0∂a
′ = (m+ n+ 1)a′′.
By taking m = −n− 1 we get a0∂a
′ = 0, proving (3.16).
By using (3.23), we have
(∂a′)0a⊗ t
m+n = ∂a′′ ⊗ tm+n+1 + (m+ n+ 1)a′′ ⊗ tm+n
for some a′′ ∈ A. This implies that
∂a′′ = 0,
(∂a′)0a = (m+ n+ 1)a
′′.
Since m,n are arbitrary, we have (∂a′)0a = 0. This proves (3.19).
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Similarly, for a ∈ A, b ∈ B, using (3.24) we have
b0∂a
′ ⊗ tm+n + (mb1∂a
′ + nb0a
′)⊗ tm+n−1
= ∂a′′ ⊗ tm+n + (m+ n)a′′ ⊗ tm+n−1
for some a′′ ∈ A. This implies that
b0∂a
′ = ∂a′′,
mb1∂a
′ + nb0a
′ = (m+ n)a′′.
We immediately have
b1∂a
′ = b0a
′ = a′′.
Thus b0∂a
′ = ∂a′′ = ∂b0a
′. These prove (3.17)–(3.18).
Using (3.25) we have
(∂a′)0b⊗ t
m+n + n(∂a′)1b⊗ t
m+n−1 + na′0b⊗ t
m+n−1
= ∂a′′ ⊗ tm+n + (m+ n)a′′ ⊗ tm+n−1
for some a′′ ∈ A. This implies that
(∂a′)0b = ∂a
′′ and n(∂a′)1b+ na
′
0b = (m+ n)a
′′.
Since m,n are arbitrary, we must have that
(∂a′)1b = −a
′
0b, and a
′′ = 0.
Thus (∂a′)0b = 0. This completes the proof.
Set
L(A⊕B) = L(A⊕B)/∂ˆL(A). (3.26)
If the conditions (3.16)–(3.21) hold, in view of Proposition 3.1, we have a Z-graded
(quotient) nonassociative algebra L(A⊕B).
Next, we have:
Proposition 3.2. In the setting we assume that (3.16)–(3.21) hold. The multipli-
cation for the nonassociative algebra L(A⊕B) is skew-symmetric if and only if
a0b = −b0a, (3.27)
b1b
′ = b′1b, (3.28)
b0b
′ = −b′0b+ ∂b
′
1b for a ∈ A, b, b
′ ∈ B. (3.29)
Proof. For a ∈ A, b ∈ B, in view of (3.13), (3.14) and (3.11), the skew-symmetry
relation
[a⊗ tm, b⊗ tn] ≡ −[b⊗ tn, a⊗ tm] mod ∂ˆL(A)
for m,n ∈ Z is equivalent to
(a0b+ b0a)⊗ t
m+n = ∂a′ ⊗ tm+n+1 + (m+ n+ 1)a′ ⊗ tm+n (3.30)
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for some a′ ∈ A, and hence it amounts to that
∂a′ = 0 and a0b+ b0a = (m+ n+ 1)a
′.
By taking m = −n− 1, we have a0b+ b0a = 0. This proves that (3.30) is equivalent
to (3.27).
Now consider the skew symmetry relation
[b⊗ tm, b′ ⊗ tn] + [b′ ⊗ tn, b⊗ tm] ≡ 0 mod ∂ˆL(A) (3.31)
for b, b′ ∈ B, m,n ∈ Z. By (3.15), this is equivalent to
b0b
′ ⊗ tm+n +mb1b
′ ⊗ tm+n−1 + b′0b⊗ t
m+n + nb′1b⊗ t
m+n−1 ∈ ∂ˆL(A). (3.32)
Since
(b0b
′ + b′0b)⊗ t
m+n + (mb1b
′ + nb′1b)⊗ t
m+n−1 ∈ L(A⊕B)(−m−n),
(3.32) amounts to that
(b0b
′ + b′0b)⊗ t
m+n + (mb1b
′ + nb′1b)⊗ t
m+n−1
= ∂a⊗ tm+n + (m+ n)a⊗ tm+n−1 (3.33)
for some a ∈ A. The relation (3.33) is equivalent to that
b0b
′ + b′0b = ∂a, mb1b
′ + nb′1b = (m+ n)a (3.34)
for all m,n ∈ Z. Clearly, (3.34) amounts to that a = b1b
′ = b′1b, hence
b0b
′ + b′0b = ∂b
′
1b.
This proves that (3.31) is equivalent to (3.28) and (3.29).
Furthermore, we have:
Proposition 3.3. Under the setting, assume that all the conditions in Propositions
3.1 and 3.2 hold. Then the quotient nonassociative algebra L(A⊕B) is a Lie algebra
if and only if
a0u0v − u0a0v = (a0u)0v, (3.35)
u0v0w − v0u0w = (u0v)0w, (3.36)
u0v1w − v1u0w = (u0v)1w, (3.37)
u1v0w − v0u1w − (u0v)1w − (u1v)0w = 0, (3.38)
for a ∈ A, u, v, w ∈ B.
Proof. With Propositions 3.1 and 3.2 we only need to show that the Jacobi identity
relations
[u⊗ tm, [v ⊗ tn, w ⊗ tk]]− [v ⊗ tn, [u⊗ tm, w ⊗ tk]]
≡ [[u⊗ tm, v ⊗ tn], w ⊗ tk] mod ∂ˆL(A)
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for u, v, w ∈ A ∪B and m,n, k ∈ Z are equivalent to the relations (3.35)–(3.38).
Case I: If u, v, w ∈ A, by (3.12) all the three terms are straightly zero in L(A⊕B).
Case II: If u, v ∈ A, w ∈ B, by (3.12)–(3.14) all the three terms are also straightly
zero in L(A⊕B). For example, since v0w ∈ A, by definition we have
[u⊗ tm, [v ⊗ tn, w ⊗ tk]] = [u⊗ tm, v0w ⊗ t
n+k] = 0.
Case III: Assume that u ∈ A, v,w ∈ B. We have
[u⊗ tm, [v ⊗ tn, w ⊗ tk]] = [u⊗ tm, v0w ⊗ t
n+k + nv1w ⊗ t
m+k−1]
= u0v0w ⊗ t
m+n+k,
[v ⊗ tn, [u⊗ tm, w ⊗ tk]] = [v ⊗ tn, u0w ⊗ t
m+k]
= v0u0w ⊗ t
m+n+k,
[[u⊗ tm, v ⊗ tn], w ⊗ tk] = [u0v ⊗ t
m+n, w ⊗ tk]
= (u0v)0w ⊗ t
m+n+k.
In this case the Jacobi identity is equivalent to
(u0v0w − v0u0w − (u0v)0w)⊗ t
m+n+k
= ∂a⊗ tm+n+k+1 + (m+ n+ k + 1)a⊗ tm+n+k
for some a ∈ A. This amounts to that
u0v0w − v0u0w − (u0v)0w = (m+ n+ k + 1)a
for m,n, k ∈ Z and that ∂a = 0. Since m,n, k are arbitrary, we have
u0v0w − v0u0w − (u0v)0w = 0 = a.
Hence, the Jacobi identity for this case is equivalent to (3.35).
Case IV: Assume that u, v, w ∈ B. We have
[u⊗ tm, [v ⊗ tn, w ⊗ tk]] = [u⊗ tm, v0w ⊗ t
n+k + nv1w ⊗ t
n+k−1]
= u0v0w ⊗ t
m+n+k +mu1v0w ⊗ t
m+n+k−1
+nu0v1w ⊗ t
m+n+k−1,
[v ⊗ tn, [u⊗ tm, w ⊗ tk]] = v0u0w ⊗ t
m+n+k + nv1u0w ⊗ t
m+n+k−1
+mv0u1w ⊗ t
m+n+k−1,
[[u⊗ tm, v ⊗ tn], w ⊗ tk] = (u0v)0w ⊗ t
m+n+k + (m+ n)(u0v)1w ⊗ t
m+n+k−1
+m(u1v)0w ⊗ t
m+n+k−1.
In this case the Jacobi identity amounts to that
u0v0w − v0u0w − (u0v)0w = ∂a
′,
and
m(u1v0w − v0u1w − (u0v)1w − (u1v)0w) + n(u0v1w − v1u0w − (u0v)1w)
= (m+ n+ k)a′
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for some a′ ∈ A. The later relations for all m,n, k amount to that a′ = 0 and
u1v0w − v0u1w − (u0v)1w − (u1v)0w = u0v1w − v1u0w − (u0v)1w = a
′ = 0,
so that the Jacobi identity amounts to the relations (3.36)–(3.38).
The following is our main result in this section:
Theorem 3.4. Let A ⊕ B be a graded vector space equipped with bilinear maps
(3.1)–(3.5). All the relations (3.27)–(3.21) (in Proposition 3.1), (3.27)–(3.29) (in
Proposition 3.2) and (3.35)–(3.37) (in Proposition 3.3) exactly amount to that A⊕B
is a 1-truncated conformal algebra. Furthermore, if C = A ⊕ B is a 1-truncated
conformal algebra, then the (quotient) nonassociative algebra L(A ⊕ B) = L(A ⊕
B)/∂ˆL(A) equipped with the grading defined in (3.10) is a Z-graded Lie algebra.
Proof. Note that the relations (3.27)–(3.29) (in Proposition 3.2) are exactly the com-
mutativity relations in the definition of a 1-truncated conformal algebra. Noticing
(∂a)1A = 0 because (∂a)1 is of degree −1, we see that the relations (3.19)-(3.21)
and (3.17) (in Proposition 3.1) are exactly the derivation relations in the definition
of a 1-truncated conformal algebra. The other relations (3.16)-(3.18) in Proposition
3.1 follow from the relations (3.19)-(3.21) (in Proposition 3.1) and (3.27)-(3.29) (in
Proposition 3.2), as for a, a′ ∈ A, u ∈ B, using the relations (3.19)-(3.21) and the
relations (3.27)-(3.29), we have
a0∂a
′ = −(∂a′)0a = 0,
u0∂a = −(∂a)0u+ ∂((∂a)1u) = ∂((∂a)1u) = −∂(a0u) = ∂(u0a),
u1∂a = (∂a)1u = −a0u = u0a.
Now we prove that in the presence of the derivation relations and commutativity
relations, the associativity relations are equivalent to the relations (3.35)–(3.37) in
Proposition 3.3. First, note that (3.38) follows from others, as using (3.37), (3.29)
and (3.21) in order, we have
u1v0w − v0u1w = −(v0u)1w
= (u0v)1w − (∂(u1v))1w
= (u0v)1w + (u1v)0w.
By Lemma 2.5, the associativity relations are equivalent to the relations (3.35)–
(3.37) in Proposition 3.3. This proves the first assertion and the rest follows from
Proposition 3.3.
For the rest of this section we assume that A ⊕ B is a 1-truncated conformal
algebra. We denote the Lie algebra by L. Let ρ be the natural linear map:
ρ : L(A⊕B)→ L; u⊗ tn 7→ u⊗ tn + ∂ˆL(A). (3.39)
For u ∈ A⊕B, n ∈ Z, set
u(n) = ρ(u⊗ tn) = u⊗ tn + ∂ˆL(A) ∈ L
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and then form the generating function
u(x) =
∑
n∈Z
u(n)x−n−1 ∈ L[[x, x−1]].
For an L-moduleW , we also use uW (n) or sometimes just u(n) for the corresponding
operator on W and we write uW (x) =
∑
n u(n)x
−n−1 ∈ (EndW )[[x, x−1]]. Writing
the defining commutator relations (3.12)–(3.15) in terms of generating functions we
have
[a(x1), α(x2)] = 0,
[a(x1), b(x2)] = x
−1
2 δ
(
x1
x2
)
(a0b)(x2),
[b(x1), β(x2)] = x
−1
2 δ
(
x1
x2
)
(b0β)(x2) + (b1β)(x2)
∂
∂x2
x−12 δ
(
x1
x2
)
for a, α ∈ A, b, β ∈ B.
Remark 3.5. The Lie algebra L, which was constructed in Theorem 3.4, equipped
with the linear map ρ and the linear map ∂ from A to B, which is considered as a
partial linear map on A⊕B, is precisely a vertex Lie algebra with base space A⊕B
in the sense of [DLM].
We have (cf. [DLM]):
Lemma 3.6. Let L be the Lie algebra constructed in Theorem 3.4. Then we have
(∂a)(n) = −na(n− 1) for a ∈ A, n ∈ Z. (3.40)
If a ∈ ker ∂ ⊂ A, then a(n) = 0 for n 6= −1 and a(−1) lies in the center of the Lie
algebra L.
Proof. For a ∈ A, n ∈ Z, since
∂ˆ(a⊗ tn) = ∂a⊗ tn + na⊗ tn−1,
we have (∂a)(n) + na(n− 1) = 0, proving (3.40). If a ∈ ker ∂ ⊂ A, we have
na(n− 1) = −(∂a)(n) = 0.
Thus a(m) = 0 for m 6= −1. Furthermore, by (3.21) we have
a0b = −(∂a)1b = 0
for b ∈ B. Thus
[a⊗ tm, b⊗ tn] = a0b⊗ t
m+n = 0 for b ∈ B, m,n ∈ Z.
By the definition (3.12) we also have that
[a⊗ tm, a′ ⊗ tn] = 0 for a′ ∈ A, m, n ∈ Z.
These prove that a(−1) lies in the center.
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For the Z-graded Lie algebra L we have
L =
∐
n∈Z
L(n),
where for n ∈ Z,
L(n) = L(A⊕B)(n)/∂ˆL(A)(n−1) = (A⊗ Ct
−n−1 +B ⊗ Ct−n)/∂ˆ(A⊗ Ct−n).(3.41)
In particular,
L(0) = (A⊗ Ct
−1 +B ⊗C)/∂ˆ(A⊗ C) = A⊗ Ct−1 +B/∂A. (3.42)
Recall from Corollary 2.7 that B/∂A is a Lie algebra with A as a module. Denote
the Lie algebra B/∂A by g:
g = B/∂A.
Then we have the semidirect product Lie algebra A⊕g. Note that L(0) is a subalgebra
of L. From the commutator relations (3.12)–(3.15) we have
L(0) ∼= A⊕ g (3.43)
(the semidirect product Lie algebra).
Set
L(±) =
∐
n≥1
L(±n), (3.44)
L(≤0) = L− ⊕ L(0) =
∐
n≥0
L(−n). (3.45)
An L-module W is said to be restricted if for any w ∈ W and any u ∈ A ⊕ B,
u(n)w = 0 for n sufficiently large. If W is an L-module on which there is an N-
grading W =
∐
n∈NW (n) such that L(m)W (n) ⊂W (m+n) for m ∈ Z, n ∈ N, then
W must be a restricted L-module.
We also set
L≥0 = ρ((A⊕B)⊗ C[t]) ⊂ L, (3.46)
L<0 = ρ((A⊕B)⊗ t−1C[t−1]) ⊂ L. (3.47)
From the defining commutator relations (3.12)–(3.15), L≥0 and L<0 are graded
subalgebras and we have that L = L≥0 ⊕ L<0 as a vector space. Furthermore we
have
L<0 = A(−1) ⊕B(−1)⊕B(−2)⊕ · · · , (3.48)
where for n ∈ Z,
A(n) = {a(n) | a ∈ A}, B(n) = {b(n) | b ∈ B} ⊂ L. (3.49)
Consider C as the trivial L≥0-module and then form the following induced mod-
ule
VL = U(L)⊗U(L≥0) C. (3.50)
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In view of the Poincare´-Birkhoff-Witt theorem, we have
VL = U(L
<0), (3.51)
as a vector space, so that we may consider A⊕B as a subspace:
A⊕B → VL; a+ b 7→ a(−1)1+ b(−1)1. (3.52)
We assign degC = 0, making VL an N-graded L-module:
VL =
∐
n∈N
(VL)(n). (3.53)
It follows that VL is a restricted L-module. Set
1 = 1 ∈ VL.
The following theorem was proved in [DLM]; the first assertion also follows from a
theorem of [FKRW, MP] (cf. [LL]):
Theorem 3.7. There exists a unique vertex algebra structure on VL with 1 as the
vacuum vector and with Y (u, x) = uV (x) for u ∈ A ⊕ B. The vertex algebra VL
equipped with the grading (3.53) is an N-graded vertex algebra and it is generated
by A ⊕ B. Furthermore, any restricted L-module W is naturally a VL-module with
YW (u, x) = uW (x) for u ∈ A ⊕ B. Conversely, any VL-module W is naturally a
restricted L-module with uW (x) = YW (u, x) for u ∈ A⊕B.
Remark 3.8. Note that for v ∈ A⊕B ⊂ VL, we have
vm = v(m) on VL. (3.54)
For a ∈ A, we have
Da = a−21 = a(−2)1 = (∂a)−11 = ∂a. (3.55)
For any A⊕ g-module U , we have an induced L-module
IndLL(0)(U) = U(L)⊗U(L≤0) U,
naturally an N-graded L-module generated by U . It is well known fact that the equiv-
alence classes of N-graded simple L-modules one-to-one correspond to the equiva-
lence classes of simple L(0)-modules.
4 Vertex algebras associated with vertex algebroids
In this section, first we follow [GMS] to associate an N-graded vertex algebra VB to
any vertex A-algebroid B and we show that (VB)(0) can be naturally identified with
A as a commutative associative algebra and that (VB)(1) can be naturally identified
with B as a vertex A-algebroid. Then we construct and classify graded simple
modules for the vertex algebra VB associated with a vertex A-algebroid B.
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Let A be a commutative associative algebra with identity e and let B be a
vertex A-algebroid, fixed throughout this section. By Proposition 2.11, C = A⊕B
is naturally a 1-truncated conformal algebra equipped with a bilinear map
A×B → B; (a, b) 7→ ab, (4.1)
such that
eb = b for b ∈ B, (4.2)
and such that for a, a′ ∈ A, b, b′ ∈ B,
a′(ab)− (a′a)b = −(a0b)∂a
′ − (a′0b)∂a, (4.3)
b0(ab
′) = a(b0b
′)− (a0b)b
′, (4.4)
b0(aa
′) = a(b0a
′) + (b0a)a
′, (4.5)
a0(a
′b) = a′(a0b), (4.6)
a(b1b
′)− b1(ab
′) = (a0b)0b
′, (4.7)
∂(aa′) = a∂(a′) + a′∂(a), . (4.8)
Notice that from (4.3) we immediately have
a(a′b) = a′(ab). (4.9)
Remark 4.1. With e being the identity element of A, from (4.8), we have ∂e = 0,
hence by Lemma 3.6 e(n) = 0 for n 6= −1 and e(−1) is a central element of L, of
degree zero.
Associated to the 1-truncated conformal algebra C = A⊕B we have the N-graded
vertex algebra VL =
∐
n∈N(VL)(n). Recall that A ⊕ B is a generating subspace of
VL, where
A = {a(−1)1 | a ∈ A} ⊂ (VL)(0), (4.10)
B = {b(−1)1 | b ∈ B} ⊂ (VL)(1). (4.11)
Lemma 4.2. Set
E0 = span{e− 1, a(−1)a
′ − aa′ | a, a′ ∈ A} ⊂ (VL)(0), (4.12)
E1 = span{a(−1)b − ab | a ∈ A, b ∈ B} ⊂ (VL)(1), (4.13)
E = E0 ⊕ E1 (4.14)
= span{e− 1, a(−1)a′ − aa′, a(−1)b− ab | a, a′ ∈ A, b ∈ B} ⊂ VL.
Then
v(n)E ⊂ E for v ∈ C = A⊕B, n ≥ 0. (4.15)
Furthermore, we have
DE0 ⊂ E1, (4.16)
B(−1)E0 ⊂ A(−1)E1 + E1. (4.17)
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Proof. For a ∈ A, n ≥ 0, since wt a(n) = −n− 1 < 0, we have
a(n)E0 = 0.
Similarly, for b ∈ B, n ≥ 1, we have
b(n)E0 = 0.
For b ∈ B, due to the derivation property (4.5) we have b(0)e = 0. Then
b(0)(e − 1) = b0e = 0.
For a, a′ ∈ A, b ∈ B, using (4.5) and the commutator formula we have
b(0)(a(−1)a′ − aa′)
= b(0)a(−1)a′ − b(0)(aa′)
= a(−1)b(0)a′ + (b(0)a)(−1)a′ − (b(0)a)a′ − a(b(0)a′)
=
(
(b(0)a)(−1)a′ − (b(0)a)a′
)
+
(
a(−1)b(0)a′ − a(b(0)a′)
)
∈ E0.
Thus
v(n)E0 ⊂ E0 for v ∈ A⊕B, n ≥ 0.
For a ∈ A, b ∈ B, since wt a(m) = −m− 1 and wt b(m) = −m for m ∈ Z, we
have a(n)E1 = 0 for n ≥ 1 and b(n)E1 = 0 for n ≥ 2. For a, a
′ ∈ A, b ∈ B, using
(4.6) we have
a′0(a−1b− ab) = a−1a
′
0b− a
′
0(ab) = a−1(a
′
0b)− a(a
′
0b) ∈ E0.
For a ∈ A, b, b′ ∈ B, using the commutator formula and (4.4) we have
b′0(a−1b− ab) = a−1b
′
0b+ (b
′
0a)−1b− b
′
0(ab)
= a−1b
′
0b− (a0b
′)−1b− b
′
0(ab)
= a−1b
′
0b− (a0b
′)−1b− a(b
′
0b) + (a0b
′)b
=
(
a−1b
′
0b− a(b
′
0b)
)
+
(
(a0b
′)b− (a0b
′)−1b
)
∈ E1
and using the commutator formula and (4.7) we have
b′1(a−1b− ab) = a−1(b
′
1b) + (b
′
0a)0b− b
′
1(ab) = a−1(b
′
1b)− a(b
′
1b) ∈ E0.
This proves (4.15).
Next, we show DE0 ⊂ E1. We have
D(e− 1) = De(−1)1 = e(−2)1 = (∂e)(−1)1 = 0.
Using the D-bracket formula (2.12) and (4.8) we also have
D(a(−1)a′ − aa′) = D(a(−1)a′)−D(aa′)
= a(−1)Da′ + (Da)(−1)a′ − ∂(aa′)
= a(−1)Da′ − aDa′ + a′(−1)(Da)− a′Da
∈ E1
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for a, a′ ∈ A. Therefore DE0 ⊂ E1.
Finally, we prove (4.17). For b ∈ B, we have
b(−1)(e − 1) = b(−1)e − b = e(−1)b−De(0)b − eb = e(−1)b− eb ∈ E1,
using the fact that e(n) = 0 for n 6= −1. Let b ∈ B, a, a′ ∈ A. Using commutator
formula, the D-bracket formula (2.12), (4.5), (4.8), the fact that DE0 ⊂ E1, and
(4.3) we have
b(−1)(a(−1)a′ − aa′)
= a(−1)b(−1)a′ + (b0a)(−2)a
′ − b(−1)(aa′)
= a(−1)a′(−1)b− a(−1)Da′(0)b+D(b0a)(−1)a
′ − (b0a)(−1)Da
′ − b(−1)(aa′)
= a(−1)a′(−1)b− a(−1)Da′(0)b+D(b0a)(−1)a
′ − (b0a)(−1)Da
′
−(aa′)(−1)b +D(aa′)(0)b
= a(−1)a′(−1)b− a(−1)Da′(0)b+D(b0a)(−1)a
′ − (b0a)(−1)Da
′
−(aa′)(−1)b −Db0(aa
′)
= a(−1)a′(−1)b− a(−1)Da′(0)b+D(b0a)(−1)a
′ − (b0a)(−1)Da
′
−(aa′)(−1)b −D(a(b0a
′) + (b0a)a
′)
= a(−1)a′(−1)b− a(−1)Da′(0)b+D(b0a)(−1)a
′ − (b0a)(−1)Da
′
−(aa′)(−1)b − aD(b0a
′)− (b0a
′)Da−D((b0a)a
′)
= a(−1)a′(−1)b− (b0a)(−1)Da
′ − (aa′)(−1)b− (b0a
′)Da
+
(
a(−1)Db0a
′ − aD(b0a
′)
)
+D
(
(b0a)(−1)a
′ − (b0a)a
′
)
≡ a(−1)a′(−1)b− (b0a)Da
′ − (aa′)b− (b0a
′)Da mod E1
= a(−1)a′(−1)b− a′(ab)
= a(−1)(a′(−1)b− a′b) + a(−1)(a′b)− a(a′b)
∈ A(−1)E1 +E1.
This proves that B(−1)E0 ⊂ A(−1)E1 + E1.
Define
IB = U(L)C[D]E, (4.18)
an L-submodule of VL.
For convenience, we formulate the following simple and straightforward fact in
linear algebra:
Lemma 4.3. Let g be any Lie algebra. Let {uα} be any standard PBW basis of
U(g) associated with a basis of g and let f be any map from {uα} to U(g) such that
the filtration number of f(uα) is less than that of uα. Then {uα − f(uα)} is also a
basis of U(g).
Proposition 4.4. The L-submodule IB of VL is a graded ideal of VL. Furthermore,
we have
(VL)(0) = (IB)(0) ⊕A, (4.19)
(VL)(1) = (IB)(1) ⊕B. (4.20)
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Proof. Clearly, IB is a graded subspace of VL. Since A⊕B generates VL as a vertex
algebra, IB is a left ideal. Since for v ∈ A ⊕ B, n ∈ Z, [D, vn] = −nvn−1 on VL, it
follows that DIB ⊂ IB . From [LL], IB is a (two-sided) ideal of VL.
Recall from (3.51) and (3.48) that
VL = U(L
<0),
L<0 = A(−1) ⊕B(−1)⊕B(−2)⊕ · · ·
as graded vector spaces. We then have
(VL)(0) = U(A(−1))1 = S(A(−1))1, (4.21)
(VL)(1) = U(A(−1))B(−1)1 = S(A(−1)) ⊗B. (4.22)
Noticing that [D,L≥0] ⊂ L≥0, using Lemma 4.2 we have L≥0C[D]E ⊂ C[D]E,
so that
IB = U(L
<0)C[D]E. (4.23)
From this we have
(IB)(0) = U(A(−1))E0, (4.24)
(IB)(1) = U(A(−1))DE0 + U(A(−1))B(−1)E0 + U(A(−1))E1. (4.25)
Using Lemma 4.3 we have (VL)(0) = A ⊕ U(A(−1))E0. Since DE0 ⊂ E1 and
B(−1)E0 ⊂ A(−1)E1 + E1 (by Lemma 4.2), we have (IB)(1) = U(A(−1))E1. It
follows from Lemma 4.3 that (VL)(1) = (IB)(1) ⊕B.
Set
VB = VL/IB ,
an N-graded vertex algebra. We have (cf. [GMS]):
Theorem 4.5. Let B be a vertex A-algebroid and let VB be the associated N-graded
vertex algebra. We have (VB)(0) = A and (VB)(1) = B (under the linear map
v 7→ v(−1)1) and VB as a vertex algebra is generated by A ⊕ B. Furthermore, for
any n ≥ 1,
(VB)(n)
= span{b1(−n1)...bk(−nk)1 | bi ∈ B, n1 ≥ n2 ≥ ... ≥ nk ≥ 1, n1 + ...+ nk = n}.
Proof. It follows from Proposition 4.4 that (VB)(0) = A and (VB)(1) = B. Since
A ⊕ B generates VL as a vertex algebra, A ⊕ B generates VB as a vertex algebra.
Furthermore we have
e = 1, a(−1)a′ = aa′, a(−1)b = ab
for a, a′ ∈ A, b ∈ B.
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Since VL = U(L
<0)1, with VB as a quotient L-module of VL we have
VB = U(L
<0)1. (4.26)
Set
B(−) = B(−1)⊕B(−2)⊕ · · · ⊂ L<0. (4.27)
This subspace B(−) is a Lie subalgebra, as for b, b′ ∈ B, m,n ≥ 1,
[b(−m), b′(−n)] = (b0b
′)(−m− n)−m(b1b
′)(−m− n− 1)
= (b0b
′)(−m− n) +
m
m+ n
(∂b1b
′)(−m− n)
∈ B(−m− n).
Set
K = U(B(−))B(−)1 ⊂ VB.
If we prove that K =
∐
n≥1(VB)(n), the last assertion will follow immediately,
Since L<0 = A(−1)⊕B(−), we have
VB = U(B(−))U(A(−1))1 = U(B(−))A = A⊕ U(B(−))B(−)A. (4.28)
Now it suffices to prove B(−)A ⊂ K.
For b ∈ B, a ∈ A, we have
b(−1)a = a(−1)b−Da0b = ab−D(a0b) ∈ B.
For n ≥ 1, we have
nb(−n− 1)a = [D, b(−n)]a = Db(−n)a+ b(−n)Da = Db(−n)a+ b(−n)∂a.
Since [D, B(−)] ⊂ B(−) and D1 = 0, we have DK ⊂ K. It then follows from
induction that b(−n)A ⊂ K for b ∈ B, n ≥ 1. This proves B(−)A ⊂ K, completing
the proof.
Remark 4.6. A basis for the whole space VB was given in [GMS] by using a different
method.
Next, we shall construct and classify N-graded simple VB-modules. Since VB is
a quotient vertex algebra of VL and since A ⊕ B generates VB as a vertex algebra,
in view of Theorem 3.7 we immediately have:
Proposition 4.7. Let W be a VB-module. Then W is naturally a restricted module
for the Lie algebra L with v(n) acting as vn for v ∈ A ⊕ B, n ∈ Z. Furthermore,
the set of VB-submodules is precisely the set of L-submodules.
Recall that for a vertex A-algebroid B, we have a Lie A-algebroid B/A∂A. We
have:
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Proposition 4.8. Let W =
∐
n∈NW (n) be an N-graded VB-module with W (0) 6= 0.
Then W (0) is an A-module with aw = a−1w for a ∈ A, w ∈ W (0) and W (0)
is a module for the Lie algebra B/A(∂A) with bw = b0w for b ∈ B, w ∈ W (0).
Furthermore, W (0) equipped with these module structures is a module for Lie A-
algebroid B/A∂A. If W is graded simple, then W (0) is a simple module for Lie
A-algebroid B/A∂A.
Proof. First, under the defined action, W (0) is an A-module because
ew = e−1w = 1−1w = w for w ∈W (0)
and
(aa′)w = (a−1a
′)−1w =
∑
i≥0
(a−1−ia
′
−1+iw + a
′
−2−iaiw) = a−1a
′
−1w = a(a
′w)
for a, a′ ∈ A, w ∈ W (0). Second, W (0) (under the defined action) is a module for
the Lie algebra B/A(∂A), because for a, a′ ∈ A, b, b′ ∈ B and w ∈W (0), we have
(a∂a′)w = (a∂a′)0w = (a−1∂a
′)0w =
∑
i≥0
(a−1−i(∂a
′)iw + (∂a
′)−1−iaiw) = 0,
b0b
′
0w − b
′
0b0w = (b0b
′)0w = [b, b
′]w.
Third, W (0) is a module for the Lie A-algebroid B/A∂A, because
(ab)w = (a−1b)0w =
∑
i≥0
(a−1−ibiw + b−1−iaiw) = a−1b0w = a(bw),
b(aw) = b0a−1w = a−1b0w + (b0a)−1w = a(bw) + (b0a)w
for a ∈ A, b ∈ B and w ∈W (0).
At last, assume thatW is graded simple. By Proposition 4.7, W is a graded sim-
ple L-module. Let N be any nonzero B/A∂A-submodule of W (0). Then L(≤0)N ⊂
N . Since A⊕B generates VB as a vertex algebra, U(L)N , an L-submodule of W , is
a nonzero VB-submodule. Then W = U(L)N as W is a graded simple VB-module.
Using Poincare´-Birkhoff-Witt theorem, we have
W = U(L)N = U(L(+))N = N ⊕ U(L(+))L(+)N,
which implies that W (0) = N . This proves that W (0) is a simple B/A∂A-module.
On the other hand, for any Lie A-algebroid B/A(∂A)-module U , we are going
to construct an N-graded VB-module W =
∐
n∈NW (n) such that W (0) = U as a
module for the Lie A-algebroid B/A(∂A).
The following simple general result will be useful in our study:
Lemma 4.9. Let V be a vertex algebra and let I be a (two-sided) ideal generated by
a subset S. Let (W,YW ) be a V -module and let U be a generating subspace of W as
a V -module such that
YW (v, x)u = 0 for v ∈ S, u ∈ U. (4.29)
Then YW (v, x) = 0 for v ∈ I.
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Proof. For any subset T of V , set
AnnW (T ) = {w ∈W | YW (a, x)w = 0 for all a ∈ T}.
From [LL], we have that AnnW (T ) is a V -submodule of W and that AnnW (T ) =
AnnW (〈T 〉), where 〈T 〉 denotes the (two-sided) ideal of V generated by T . Applying
this to our present situation we have
U ⊂ AnnW (S) = AnnW (I),
where AnnW (I) is a V -submodule of W . Since U generates W as a V -module, we
must have AnnW (I) =W . That is, YW (v, x) = 0 for all v ∈ I.
Applying Lemma 4.9 to our situation we have:
Proposition 4.10. Let (W,YW ) be a VL-module. Assume that for any a, a
′ ∈ A, b ∈
B,
YW (e, x)u = u, (4.30)
YW (a(−1)a
′, x)u = YW (aa
′, x)u, (4.31)
YW (a(−1)b, x)u = YW (ab, x)u, (4.32)
for all u ∈ U , where U is a generating subspace of W as a V -module. Then W is
naturally a VB-module.
Proof. Recall that VB = VL/IB , where IB is the (two-sided) ideal of VL generated
by the subset
S = {e− 1, a(−1)a− aa′, a(−1)b− ab | a, a′ ∈ A, b ∈ B}.
The VL-module W is naturally a VB-module if and only if AnnW (IB) = W . Now,
it follows immediately from Lemma 4.9 by taking V = VL.
Let U be a module for the Lie algebra L(0). Recall that L(0) = A ⊕ (B/∂A).
Then U is an L(≤0)-module by letting L(<0) acts trivially on U . More precisely, U
is an L(≤0)-module under the following actions
a(n− 1) · u = δn,0au,
b(n) · u = δn,0bu
for a ∈ A, b ∈ B, n ≥ 0. Form the induced L-module
M(U) = IndLL(≤0)U = U(L)⊗U(L(≤0)) U. (4.33)
Endow U with degree 0, making M(U) an N-graded L-module. It follows that
M(U) is a restricted L-module. By Theorem 3.7, M(U) is naturally a VL-module.
Furthermore, by Poincare´-Birkhoff-Witt theorem, we have
M(U) = S(B ⊗ t−1C[t−1])⊗ U (as a vector space).
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We set
W (U) = span{vnu | v ∈ E, n ∈ Z, u ∈ U} ⊂M(U), (4.34)
recalling that
E = span{e− 1, a(−1)a′ − aa′, a(−1)b − ab | a, a′ ∈ A, b ∈ B} ⊂ VL.
We then set
MB(U) =M(U)/U(L)W (U). (4.35)
Clearly, W (U) is a graded subspace ofM(U), so thatMB(U) is an N-graded module.
Proposition 4.11. Let U be a module for the Lie algebra L(0) (= A ⊕ B/∂A).
Then MB(U) is a VB-module. Furthermore, if U is a module for the Lie A-algebroid
B/A∂A, then (MB(U))(0) = U .
Proof. Since U(L)W (U) is an L-submodule ofM(U), U(L)W (U) is a VL-submodule
of M(U). Then the quotient moduleMB(U) is naturally a VL-module. Denote by U¯
the image of U in the quotient module MB(U). Then U¯ generates MB(U) as a VL-
module. From definition we have U¯ ⊂ AnnMB(U)(S). Since the ideal IB is generated
by S, it follows from Proposition 4.10 that MB(U) is naturally a VB-module.
For the second assertion we must prove that (U(L)W (U))(0) = 0.
First, we show W (U)(0) = 0. From definition, W (U)(0) is spanned by the
vectors
(e− 1)−1u, (a(−1)a
′)−1u− (aa
′)−1u, (a(−1)b)0u− (ab)0u
for a, a′ ∈ A, b ∈ B, u ∈ U . Since
(a(−1)a′)−1u = a(−1)a
′(−1)u = a(a′u) = (aa′)u = (aa′)−1u,
and
(a(−1)b)0u = a(−1)b(0)u = a(bu) = (ab)u = (ab)0u.
we have (U(L)W (U))(0) = 0.
Second, we prove L(≤0)W (U) ⊂ W (U). Recall from Lemma 4.2 that vnE ⊂ E
for v ∈ A⊕B, n ≥ 0. For v ∈ C = A⊕B, n ≥ 0 and for c ∈ E, u ∈ U , since
v(n)u ∈ U, vic ∈ E for i ≥ 0,
using the commutator formula we have
v(n)Y (c, x)u = Y (c, x)v(n)u +
∑
i≥0
(
n
i
)
xn−iY (vic, x)u ∈W (U)((x)).
If v ∈ A, we also have
v(−1)Y (c, x)u = Y (c, x)v(−1)u +
∑
i≥0
(
−1
i
)
x−1−iY (vic, x)u ∈W (U)((x)),
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as v(−1)u ∈ U . This proves L(≤0)W (U) ⊂W (U). Then
U(L)W (U) = U(L(+))U(L(≤0))W (U) = U(L(+))W (U) =W (U)+L(+)U(L(+))W (U).
Since the degree zero subspaces ofW (U) and L(+)U(L(+))W (U) are trivial, we have
(U(L)W (U))(0) = 0.
Next, we continue to construct graded simple VB-modules. Let U be a module for
the Lie A-algebroid B/A∂A. There exists a unique maximal graded U(L)-submodule
J(U) of M(U) with the property that J(U) ∩ U = 0.
Theorem 4.12. Let U be a module for the Lie A-algebroid B/A∂A. Then L(U) =
M(U)/J(U) is an N-graded VB-module such that L(U)(0) = U as a module for the
Lie A-algebroid B/A∂A. Furthermore, if U is a simple B/A∂A-module, L(U) is a
graded simple VB-module.
Proof. From construction, L(U) is a graded simple module for Lie algebra L. By
Proposition 4.11, MB(U) is an N-graded VB-module with (MB(U))(0) = U . It
follows that U(L)W (U) ∩ U = 0. Thus U(L)W (U) ⊂ J(U). This proves that L(U)
is a quotient module of MB(U), hence a VB-module.
From the definition of J(U), for any nonzero graded VB-submodule N of L(U)
we have 0 6= N(0) ⊂ L(U)(0) = U . If U is a simple B/A∂A-module, then for
any nonzero graded VB-submodule N of L(U) we have N(0) = U , which implies
N = L(U) as U generates L(U). Thus L(U) is graded simple.
Furthermore we have:
Lemma 4.13. Let W =
∐
n∈NW (n) be an N-graded simple VB-module with W (0) 6=
0. Then W ≃ L(W (0)).
Proof. By Proposition 4.7, W is an L-module, hence an N-graded module. It follows
that W (0) is an L(0)-module. As W is N-graded simple, we have U(L)W (0) = W .
Using the universal property of M(W (0)), we have an L-homomorphism ψ from
M(W (0)) onto W , extending the identity map on W (0). Since kerψ∩W (0) = 0, we
have Kerψ ⊂ J(W (0)). Then ψ reduces to an L-homomorphism ψ¯ from L(W (0))
onto W . It follows from the simplicity of L(W (0)) (by Theorem 4.12) that ψ¯ is
actually an isomorphism.
To summarize we have:
Theorem 4.14. For any complete set H of representatives of equivalence classes of
simple modules for the Lie A-algebroid B/A∂A, {L(U) | U ∈ H} is a complete set
H of representatives of equivalence classes of simple N-graded simple VB-modules.
Proof. By Lemma 4.13, every N-graded simple VB-module is isomorphic to L(U)
for some simple module U for the Lie A-algebroid B/A∂A. Furthermore, it is clear
that for simple modules U and U ′ for the Lie A-algebroid B/A∂A, L(U) ≃ L(U ′)
as N-graded VB-modules if and only if U ≃ U
′ as modules for the Lie A-algebroid
B/A∂A.
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