Abstract-This paper presents an approach of using Differential Evolution (DE) to solve dynamic optimization problems. Careful setting of parameters is necessary for DE algorithms to successfully solve optimization problems. This paper describes DynDE, a multi-population DE algorithm developed specifically to solve dynamic optimization problems that doesn't need any parameter control strategy for the F or CR parameters. Experimental evidence has been gathered to show that this new algorithm is capable of efficiently solving the moving peaks benchmark.
Introduction
We are often confronted with dynamic optimization problems in real life. Price fluctuations are one of the best known causes of changes in optimization problems. The good news is that, even though the situation doesn't remain static for a long time, the changes are slight. A very good solution continues to be a high quality one, even if it is no longer the best one. And if the best solution is superseded, it was by another good solution.
This paper is concerned with this class of problems: where the function landscape suffers slight changes as time progresses. The moving peaks benchmark (MPB) [3] was developed to simulate these problems. The landscape changes every fixed number of function evaluations by slightly moving the peaks and changing their height and width.
This problem was approached by developing a variant of Differential Evolution (DE) [7, 6, 4, 5] . To solve this specific problem, a multi-population version of the DE algorithm was developed, with the goal of maintaining each of the populations in one of the peaks. Thus, when the summit of the peak moves, the population moves with it.
To be able to detect changes in the fitness landscape, the best solution in each population is re-evaluated each iteration and, if its fitness changed, the entire population is reevaluated.
Previous research indicated that, instead of reinitializing part of the population when the problem changes, it is preferable to have some individuals in each population following a diversity increasing scheme [1] . Thus, as a diversity preserving measure, instead of the normal DE rules some of the individuals in the population either update their positions stochastically around the best position of the population or introduce some form of entropy into the functioning of the schemes.
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It is important to keep each of the populations on a different peak. For that, it is necessary to have a mechanism that will detect when two populations are on the same peak and that expels the less performing one [2, 1] .
The DE algorithm makes use of three important parameters: F, the weighting coefficient that is used to generate new trial solutions; CR, the crossover probability that is used to determine how much of a trial solution should be adopted into a currently existing one; as well as the DE scheme that defines how a given individual will interact with others. It has been found [9] that the performance of the DE algorithm on a given function is sensitive to the values of F and CR, and furthermore that varying the values of F and CR during the course of a run can improve performance [8] .
To begin the study, comprehensive experiments were performed to compare the behavior of the DE algorithm using fixed values for the F, CR and the scheme parameters. It was recognized that these three parameters could be tuned for the MPB to obtain highly efficient optimization performance. However, this task is time consuming. It was realized that using uniform random values from F and CR on a per-individual and per-dimension basis respectively produced equally good results.
The results obtained show that DynDE is competitive with some of the other approaches presented by other researchers in the area [2, 1] .
In an attempt to design an algorithm that would adapt to the function being optimized, each individual was also assigned it's own DE scheme, chosen randomly at the beginning of the run. This approach did not produce results as good as using a specific scheme. However, there is no need to fine-tune any parameter whatsoever and the results are still of acceptable quality.
The organization of this paper is as follows. In section 2, an overview of the basic DE algorithm is given and various DE schemes are also described. Section 3 describes the MPB and presents some of the approaches for dynamic problems that were taken into consideration when creating the DynDE algorithm. Section 4 describes the details of DynDE. Section 5 presents the experimental results and analyzes the results and conclusions follow in section 6.
The Differential Evolution Algorithm
In this section we present the DE algorithm and the different schemes that are used.
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Differential Evolution current individual xi and Xb is the best individual.
Differential Evolution is a population-based approach to function optimization, whose main strategy is to generate a new position for an individual by calculating vector differences between other randomly selected members of the population.
Given a function f: iR -* R to be minimized, a DE begins by randomly generating p n-dimensional vectors. These vectors (called individuals) form a population that will evolve over the course of the algorithm's run.
The algorithm then proceeds to manipulate the population until a termination criterion is met. In situations where the minimum value of the function being optimized is known, the termination criterion can be that a vector is generated whose evaluation under the objective function is sufficiently close to the known minimum. In other situations, the termination condition can be that a fixed number of function evaluations have elapsed or no sufficient improvement is achieved.
The following is an outline of a variant of the DE algorithm called DE/rand/l (see subsection below) that uses a binomial crossover [5] . For clarity, the computation of the new trial vector has been shown separately from the crossover operation that selects only some of the dimensions of the trial vector. population that resides on that peak will quickly find the best position and the online performance will not suffer greatly because of this change.
Exclusion
The philosophy of the approach of using multiple populations to solve dynamic optimization problems is to have each population on a different peak. There is the necessity of ensuring that no two sub-populations share the same peak.
A strategy called exclusion [2, 1] was developed to enforce this. At each iteration, the best individuals of each population are compared spatially. If any of them are too close to each other, i.e. if they have a separating distance less than some predefined amount re,,l then only the population with the highest performance is kept, and the other is marked for re-initialization.
The setting of the exclusion radius r,,,, is performed according to a rule of thumb: assuming that all peaks are evenly distributed in the search space, the linear diameter of the basin of attraction will be used as an indicator. Assuming that we have d dimensions with ranges X and p peaks, r,.,, is given by half of the diameter:
2pd (1) 3.2 Increasing the Diversity Maintaining diversity is especially important for dynamic optimization problems since the optimum of such a function changes over time and if the population is clustered in a tight region, the individuals may not be able to detect a change in the function landscape.
One of the commonly used procedures for maintaining diversity is to re-initialize the population once a change is detected. However, this procedure introduces a severe loss of information. A more sensible approach would be to reevaluate the individuals and to introduce more diversity so that each sub-population can be spread around the area that encompasses the possible change.
Quantum Individuals
Blackwell and Branke [1] suggest having individuals that do not follow the same rules as the others and that are simply generated in the general area of the best individual. They developed the idea of quantum particles, analogous to particles in quantum mechanics, whose positions are probabilistically defined. The individual is generated inside a ball centered on the global best position.
The stochastic generation of a point inside a ball centered at the global best position pg of radius r,l0ud is computed as follows:
(ii) Compute the distance of the point to the origin dist = z. x'
(iii) Determine the actual radius that is going to be used
(iv) The new point will be fg + dtX
It should be noted that this method has a higher probability of generating points near the best than at the limit of r,l0ud.
Besides, this probability increases with dimensionality d.
Brownian Individuals
This idea is quite similar to the one of Quantum individuals. In order to measure performance of an algorithm on these problems, 'offline error' is used. Offline error is defined as the average of the errors of the best points evaluated during each time span. Offline error is the measure that will be used to evaluate performance in this paper.
The suite consists of 3 functions, known as scenarios 1, 2 and 3. This paper uses scenario 2 exclusively for experimentation; the detailed parameter settings for this scenario are shown in Table 1 
Experiments and Results
As the scenario used has 10 peaks, a dimensionality of 5 and the dynamic range of 100, the exclusion radius was set to rexci = 31.5 according to equation 1. The radius used for the Quantum individuals was set to rdoud = 1. This setting used information about the change severity s of the scenario. All experiments used exclusion. The experiments were conducted by allowing the algorithm to run for 500,000 function evaluations. Each DynDE run was performed using 10 populations of 5 DE individuals and 5 quantum individuals (we will use the notation 5+5 from now on). Due to the large amount of time and computational power required to perform the experiments, each experimental condition was repeated only 50 times. The results of the 10 best parameter configurations are presented in table 2. (DE/best/2 scheme, 5+5 configuration).
The Effect of Population Make-up
In order to understand the implication of population sizes and the ratio of the DE and quantum individuals, a second experiment, under the same conditions but with 10 populations of 4 45) helps the populations improve the quality of their positions. Another possible explanation could be that a larger number of quantum individuals introduces needless entropy into the system. We will return to this point on section 5.4. Figure 2 helps with visualizing the effect of varying F and CR on offline performance when using the DE/bestI2 scheme and a 4+2 configuration. As can be seen, the estimation of the average we obtained with 50 trials was always lower than the one with 1,000. Another obvious conclusion is that the ordering of the results is not the same. Once more, this indicates the fragility of the conclusions drawn from experimental data. This is due to the fact all the confidence intervals shown in tables 2 and 3 overlap to some extent. Thus, it is not surprising to see that the ordering changed.
There is a simple rule to see if the difference of two configurations is statistically significant: if the confidence intervals don't overlap.
We can only conclude that the results presented in these tables are among the best ones that may be obtained with a fixed F, CR and scheme are used. We have made no further attempts to achieve a more accurate ordering of the results. In light of the results gathered in this section, all subsequent results presented were based on 1,000 trials.
Using Random F, CR and Scheme
The experiments shown in the previous section were cumbersome: they needed a large amount of CPU time to arrive at good results. Fortunately, we were able to identify a region of the parameter space with good results. Even after presenting these results, we are not sure this setting will achieve a similar performance on other problems. Thus, it seems that it would be necessary to repeat this cumbersome task again.
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In an attempt to suppress the need of parameter fine tuning, and inspired by the fact we are trying to solve dynamic optimization problems, we decided to experiment with setting F and CR to random values taken from the uniform distribution. Instead of using a fixed value, each time a value of either F or CR is needed a value is sampled from U[0, 1].
We also decided to experiment with allowing each individual to choose its scheme. Two variations of this idea were considered. The first, called RandomInit assigns a random scheme to each individual at initialization time; the individual henceforth keeps that random scheme and uses it whenever it is being updated. In the second variation, called RandomScheme, each time an individual is being updated, a random scheme is selected. In both instances, the random schemes are selected from the set {rand/I, rand/2, best/I, best/2, rand-to-best/i }.
These results are presented in 2.27 ± 0.0358 CurrentToRand/I 2.51 ± 0.0396 Table 6 : Results of the experiments with random F and CR for configuration 5+5 with 1000 trials In the 5+5 configuration, the best results are from DE/best/2 and DE/best/l. None of the random selection of schemes works as well as these results. This was corroborated by a Wilcoxon test with a p-value p < 2.2 10-16 < 0.051. However, it should be kept in mind that the advantage of the RandomInit and RandomScheme variations is that they eliminate the need for fine-tuning the parameters of the algorithm.
In the 4+2 configuration, we arrived at the same conclusions. Once again, a Wilcoxon test yielded a p-value p < 0.05. In this case, best/2 is clearly superior to the following two configurations. This was confirmed by a Wilcoxon test between best/2 and the set {best/l, rand-tobest/I} with a p-value p = 3.646-10-10.
One last question remains: did the quality of the solutions decrease with the use of random F and CR? We compared the first line of tables 2 and 6 using a Wilcoxon test and found them to be statistically different p = 0.01087. Table 7 : Results of the experiments with random F and CR for configuration 4+2 with 1000 trials. configuration, the slight decrease of quality of the solution is a good compromise when compared to the titanic task of fine-tuning the parameters.
Different Methods of Increasing Diversity
In this section we decided to compare the different ways of increasing diversity in the population. In the previous sections, the method used to introduce diversity was the Quantum individuals. This section explores the use of the other two methods presented in section 3.2.
Both of these methods have one parameter: the standard deviation o-. As the change severity s = 1, it makes sense to use values so that roughly 90% of the values are generated in the interval with a range of 1. We decided to test this theory. Based on our previous experiments, we selected the following parameters:
Scheme In this case, we chose three setups: sl best/2; s2 Random scheme from rand/I, rand/2, best/I, best/2, rand-to-best/l, current-to-rand/i or current-to-best/l; s3 Random scheme from best/l or best/2. It seems to make sense that using only a fraction of the population with this scheme would work well. However, given the fact that Brownian individuals work so well, it doesn't make sense to try a more complicated procedure to achieve the same result.
The results also indicate there is no significant difference between the Brownian individuals and the Quantum ones. To Again, we find no statistically significant difference between schemes sl and s3 (p -0.07823). We hypothesize that roughly 40% of the individuals in the population should be Brownian but that using more is detrimental.
Comparison with Other Approaches
To validate our work, we compared it to the approach of [1] and [2] . The results presented in [2] report an offline error of 4.01. Our results are clearly superior to those. As our approach is similar to the one in [1] , we implemented it and were able to perform tests in the same conditions. We conducted a Wilcoxon test to try to establish if there was a statistically significant difference between MultiSwarm and DynDE. The test yielded p = 0.1198 for the 5+5 configuration and p = 0.4531 for the 4+2 configuration. In both cases, we were unable to establish any statistically significant difference between both approaches. The approach we are using has the advantage of using Brownian Individuals, that are simpler than the Quantum ones. 6 
Conclusions
This paper presented DynDE: a differential evolution algorithm for solving dynamic optimization problems. It started by showing the cumbersome task of fine-tuning the parameters and then introduced random F and CR. The use of random values for these parameters produced equal quality solutions and was thus deemed far superior to the use of fixed values as it does not need any fine-tuning.
The use of random schemes did not improve the results. In fact, unless the schemes used were selected from the greedier ones, the results seemed somewhat inferior. However, in this case, the results seemed a bit more robust. More research is needed in this area.
Several ways of increasing the diversity during the run were compared: Quantum individuals, Brownian individuals and entropic differential evolution. From these, entropic differential evolution was considered inferior. As the guess of the a-parameter was proved correct, the Brownian method seems to be easily configurable to other problems. We recommend it because it is less computationally demanding than Quantum individuals.
Our experiments with the ratio of normal and Brownian individuals seem to indicate a ratio of 60% normal individuals to 40% Brownian. The comparison to the approaches of other researchers allows us to conclude that this method presents good results and that more research is needed in this area to further improve it.
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