Abstract-In this paper we assess and evaluate the quality of t-way combinatorial test-suites using three different test-suite quality assessment methods. As t-way combinatorial test-suites reduce the input space of a program under test, we investigate how an increasing t affects the quality of the test-suite. There are some limitations of existing test-suite quality assessment methods e.g. the number of mutants is limited by execution time and code coverage measurement might be intrusive due to changes of the behavior of the program under test when instrumenting the code. Here we generate t-way combinatorial test-suites for Java programs of different size. We compute mutation score and code coverage for the generated test-suites, and apply additionally a new model inference based approach, that does not require to execute the program under test, to compare the generated test-suites with each other and assign a quality valuation to the test-suites. Our results show that an increasing t generally raises test-suite quality in terms of mutation score, coverage, and model inference. However, the model inference approach is only applicable, if the outcomes of the programs under test are discrete values, and if the number of discrete values is less than the test-suite size.
I. INTRODUCTION
In the last years automatic test case generation has become a major focus on software quality assurance research. Software testing is used for quality assurance of a program under test. When choosing an automatic test generation approach, the quality of the generated test-suites has to be ensured. Different test generation approaches target different types of fault [1] , [2] . One approach to generate test cases is t-way combinatorial testing. This approach has been well studied in the last 20 years [2] . Combinatorial testing is supposed to detect interaction triggered faults. Combinatorial testing includes modeling of the inputs, constraints [3] , failure diagnosis, prioritization, and test generation, and serves to reduce the full Cartesian product space of a set of values from the input parameters, which may be extremely large in real-world applications. In this work we investigate the test-suite quality, measured by mutation score [4] , code coverage [5] and model inference for test-suites created from t-way combinatorial interaction test case generation. Therefore the most important question of course is: (RQ1) How does incrementing t affect the testsuite quality?
Processing a mutation score, where mutants are changes in the source code, is usually not applicable due to infinite time consumption. The time to kill a mutant depends on the execution time of the program under test and the testsuite size. Therefore the execution time to process a mutation score depends on the time to kill a single mutant and the number of mutants. The computation of code coverage requires instrumentation of the source code or binary code. Instrumentation can be intrusive and therefore might change the behavior of the program under test. Here we use only source code instrumentation. As a consequence from the limitations of assessing a test-suite's quality by mutation score or coverage, we introduce a new quality assessment approach in this work. This new quality assessment approach is based on model inference. We infer a model from a test-suite and assess the test-suite's quality by evaluating the inferred model. The underlying idea is to use a test-suite which is known to be of high quality and compare it to another test-suite of unknown quality, to obtain a quality valuation for the testsuite of unknown quality. As a comparison method we infer a model from the test-suite and evaluate the inferred model by using a set of test data, which contains only the test cases from the high quality test-suite that are not in the test-suite of unknown quality. As an instantiation of model inference we use decision tree learning [6] . Therefore, for evaluation we classify the test data according their input values down the tree to the leaf nodes and check whether the label of the leaf node corresponds to the expected outcome of the test case. Since this new approach does not require the execution of the program under test, it could drop the limitations of mutation score and coverage computation. Consequently, for this new approach, we ask the following question: (RQ2) Does a model inference based test-suite quality assessment approach show similar differences for test-suite quality of test-suites generated with different t as mutation score or code coverage?
In our experimental evaluation we used 6 examples to answer both research questions. First we created the input models for the respective parameters of the examples. Then, from these input models, we generated the t-way combinatorial testsuites (we used the original unmodified examples as oracle to obtain the expected outcome for each test case). The experimental results show that increasing t leads to an enhancement of the quality of a test-suite. Furthermore the results show, that under restrictive conditions the introduced model inference based quality assessment approach is applicable and provides results similar to mutation score and code coverage.
The paper is organized as follows: We first discuss some related research. Then we provide some preliminaries. Afterwards, we introduce the model inference based test-suite quality assessment approach. In the experimental results section we report the underlying setting of the empirical study and the obtained results. Thereafter we discuss the obtained results. Finally, we discuss threads to validity and conclude the paper.
II. RELATED WORK
Ghandehari et al. in [7] used 7 C-programs from the Siemens suite 1 and measured effectiveness of a test-suite in two dimensions, i.e., code coverage and fault detection. They compared effectiveness of t-way combinatorial test-suites and random test-suites. To generate t-way combinatorial test-suites they used the test case generation tool PICT [8] . PICT uses a greedy, random algorithm for t-way test generation which allows the user to specify a seed manually. In addition the authors generated for each t-way test-suite a random test-suite of the same size, where they used the same input model for random test generation as for combinatorial test generation. In most cases t-way testing was as effective as, or more effective than random testing. Overall the differences between the two test generation methods are not as significant for these small examples as one would probably have expected. The 7 C-programs vary only between 141 and 512 lines of code, whereas we use example programs of up to 3406 lines of code. In [9] the authors described the seeded faults in the 7 C-programs as follows:"The faults are mostly changes in single lines of code, but a few involve multiple changes. Many of the faults take the form of simple mutations or missing code". Therefore these faults are essentially mutants. In [10] the authors report the details of modeling the input parameters for combinatorial testing of examples from the Siemens suite and show the effectiveness of test-suites generated by combinatorial testing. The effectiveness is measured in terms of the number of detected faulty versions. Their results show that combinatorial testing is more effective than random testing, but for 5 out of the 7 examples only 2-way combinations were possible, one 3-way, and one 6-way. In this work we used examples with up to 13 parameters and provide different results for some 6-way combinatorial test-suites. Another study comparing the effectiveness in terms of mutation score of automatically generated tests, constructed using random and t-way combinatorial techniques is provided in [11] . The empirical evaluation contains 10 functions with 12 to 62 lines of code for which combinatorial t-way test-suites for t ∈ {2,..,5} were generated. Their results show that 2-way combinatorial test-suites are not as effective as random testsuites of the same size, and that random test-suites can be effective but are not reliable. The authors of [12] conducted four relatively large projects, in which they applied model based testing and pairwise combinatorial test generation to systems with millions of lines of code. In their work they chose sequences of steps based on operational profiles and used 2-way combinatorial test generation to choose the values tested in each step. From the generated test-suites 2% to 23% of the test-cases failed. These test-cases revealed so far undetected faults. Schroeder et al. compared in [13] fault detection effectiveness of t-way combinatorial test-suites and random test-suites in terms of code coverage. They concluded that t-way combinatorial test-suites were no more effective than random test-suites of the same size. The authors of [14] analyzed code coverage achieved by t-way combinatorial testing. They conclude that for 2-way combinations block coverage was comparable with exhaustive testing, but for an acceptable path coverage higher values for t are required. In [15] the authors show that software failures in a variety of domains were caused by combinations of relatively few conditions. From an analysis of 15 years of recall data [16] they conclude that t-way combinatiorial test generation for a max. of t = 6 is enough to detect all faults. The authors of [17] provide an empirical study on the correlation of test-suite effectiveness between mutation score and model inference based test-suite quality assessment. Their results show that test-suite quality assessment without executing the program is possible, where the results correlate with a mutation score of the test-suite, but the applicability depends on the inputs and structural properties of the program under test. In [2] Nie and Leung provide a survey of combinatorial testing. They investigated the history of combinatorial testing where they analyzed 93 papers and assigned them to certain combinatorial testing research categories, which are: modeling for combinatorial testing, test-suite generation, constraints, failure diagnosis, prioritization, metric, evaluation, testing procedure, and the state of research.
III. BACKGROUND

A. t-way Combinatorial Testing
Combinatorial testing was introduced to detect faults triggered by interactions of parameters in the program under test, and is therefore also called Combinatorial Interaction Testing. Combinatorial testing tests a program with covering arrays as test-suite. The covering arrays test a subset of the exhaustive set of parameter value combinations. Parameters can be configuration parameters, internal or external events. We assume the program under test has a set of n parameters P ={p 1 , ..., p n } and each parameter p i ∈ P has a set of discrete values V i . An exhaustive test-suite is the product of V 1 × ... × V n . In t-way combinatorial testing we use the binomial coefficient n t , which result is the number of ways to choose t parameters from n parameters, to calculate the number of possible combinations within P . A combination is defined as:
Definition 1 (Combination): A combination c ∈ C is a set of parameters, where C contains all possible distinct subsets of P with size t.
In t-way combinatorial testing the value of t is named strength. E.g. 2-way combinatorial testing has strength 2 and for each of the n 2 pairs (p i , p j ) ∈ P all cartesian products of V i × V j exist in the generated test suite. Several algorithms exist which use different heuristics to reduce the number of tests in a test-suite. The tool which we used in this work to generate t-way combinatorial tests uses the IPOG algorithm. The IPOG algorithm is an extension of the IPO-algorithm (In Parameter Order) [18] . IPO covers "one-parameter-at-a-time" through horizontal and vertical extension mechanisms. As a t-way strategy IPO has been extended into IPOG [19] , because IPO only supports pairwise or 2-way combinatorial test generation. The combinations of the first t parameters are initially generated as a partial test-suite, that is based on the values of the parameters in these combinations. The test-suite is then extended with the values of the next parameters using horizontal and vertical extension mechanisms. Horizontal extension extends the partial test-suite with values of the next parameter to cover the maximum number of interactions. Upon completion of horizontal extension, vertical extension may be summoned to generate additional test cases that cover all of the uncovered interactions. More recently, a number of variants have been developed to improve IPOG performance (IPOG-D [20] , IPOF and IPOF2 [21] ).
A test case and a test-suite TS t in combinatorial testing are defined as: 
Definition 3 (Test-Suite):
A test-suite TS t is a set of test cases that cover all interactions of strength t.
In combinatorial testing also constraints over parameters can be used [3] , which prevent the generation of certain valuations of combinations. In addition to the resulting combinations, additional interaction relations can be specified. An interaction relation is a set of parameters which requires that all value combinations of these parameters have to be in the test-suite, because they can affect the program under test and therefore may trigger a failure. The interaction relations can be viewed as covering requirements, specifying which combinations should be covered while testing.
B. Modeling Of Inputs
In combinatorial testing an input model consists of parameters, values, interaction relations and constraints. More precisely: parameters that may affect the program under test and values that should be selected for each parameter, interaction relations that exist between parameters, and constraints that exist between values of the different parameters, which are used to exclude combinations that are not meaningful from the domain semantics. Here we created the input models manually by investigating the source code.
C. Oracle for test case generation
Because there exists no oracle in combinatorial testing by default, if we do not have a formal model of the program under test, we had to choose a different strategy to obtain the expected outcomes for the generated test cases in this work. Here we executed the original program with the parameter values of a covering array from V 1 × ... × V n as generated, and added the outcome of the original program as expected outcome to the test case.
D. Mutation Score
The mutation score is the result of mutation testing. Mutation testing [4] In this work we used mutants for Java source code from the following categories, which are described in detail in [22] : 
E. Code Coverage
Code coverage is a structural criterion to assess the quality of a test-suite. To measure code coverage different criteria e.g. statement, branch, MC/DC (modified condition/decision coverage) coverage exist. These criteria analyze the structural artifacts of the program under test which were executed by a test-suite. E.g. statement coverage represents the proportion of the number of statements executed by the test-suite to the number of statements existing in the program under test. The tool we used in this work to measure code coverage of Java source code supports statement, branch, and MC/DC coverage which we applied in our empirical evaluation.
IV. MODEL INFERENCE
In this work we infer a model from a test-suite TS t by learning a decision tree. The decision tree learning method we used in this work is the C4.5 algorithm as introduced in [6] . Other than [23] and [17] where model inference is used to evaluate the effectiveness or quality of a test-suite by comparing the test-suite to the program under test, we compute the quality valuation by comparing test-suites by each other. The test-suite for which we assess its quality is compared to the test-suite TS tmax . We assume TS tmax to be a test-suite of highest quality. We assess a test-suite to be of highest quality if the following two conditions hold:
1) The inferred model contains all possible outcomes of the set of outcomes O as leaf nodes.
2) The inferred model classifies a set of test data TD correctly to these leaf nodes. The set of test data TD is the test-suite TS tmax excluding test cases which exist in other test-suites with lower strength for the same program under test. The test-suite TS tmax is a testsuite generated with highest strength t max . t max is either n if the number of parameters n is less than 6, or 6 otherwise, because 6 is the highest strength supported by the test case generator we used in this work. Therefore TD is defined as:
The test data are a subset of TS tmax and are calculated as:
For a test-suite TS t that is not of highest quality its quality is approximated by using the three values from: 1. the root mean squared error while inferring the model, 2. the model's root mean squared error after classifying TD, and 3. the number of outcomes from O which do not appear as leaf nodes in the inferred model.
A. Root Mean Squared Error
If the outcomes from TD and the inferred model do not coincide when classifying a test case from TD down the learned decision tree, we calculate the root mean squared error as follows:
Definition 6 (Root Mean Squared Error): The root mean squared error RMSE measures the differences from the outcomes of TD and an inferred model, where p 1 , p 2 , ..., p n are the outcomes from the inferred model a 1 , a 2 , ..., a n are the outcomes from TD and
The root mean squared error is in [0,1] where 0 indicates no differences. If the outcomes of the inferred model and the ith test case in TD are different, the difference of (p i −a i ) depends on the number of different categories the inferred model and TD categorize and on possible misclassifications (misclassified tests) of test cases from TS t while inferring the model. The difference of (p i − a i ) is
if no misclassifications exist,
Wrongly classified, or misclassified test cases while inferring the model cause probability distributions P (p i |leaf ) for the classified test cases at the leaf nodes. This probability distribution affects the root mean squared error, but depends on the number of misclassifications and is calculated for each learned decision tree individually. A consequence of misclassified test cases from TS while inferring the model is a root mean squared error RMSE TS > 0.
B. Model contains all o ∈ O criterion
Checking whether an inferred model contains all o ∈ O requires to collect all distinct leaf node labels of the inferred model into a set L. 
V. EXPERIMENTAL EVALUATION A. Tools
We used different tools to generate the t-way combinatorial test-suites, generate mutants, instrument source code and analyze code coverage, and to infer models from a test-suite for model inference based quality valuation.
• test cases up to 6-way interactions. Currently, three input types are supported: enum, boolean, and integer.
• Mutants generator: The Major 3 mutation framework is divided into two parts. First, a mutation generator for Java programs, and second, an analysis back-end to execute JUnit test cases and assess the test-suite quality. In this work we use the first part to generate mutants for our sample programs with the exception of TCAS where we used the existing mutants. Major is integrated into OpenJDK 4 and generates mutants during compilation. A detailed description can be found in [22] .
• Coverage analyzer: CodeCover 5 is a freely available so called glass box testing Java tool which we can use as a library in our tool chain. Glass box testing meaning the execution and recording of source code artifacts which are statements, branches, loops, etc.. Here we use CodeCover to instrument and analyze the code coverage of the example test-suites we generated.
• Model inference: Weka 6 [25] is a collection of machine learning algorithm implementations for data mining tasks. It can be used as a standalone application or as a library in projects running within the Java Virtual Machine. Here we used Weka as a library to infer a decision tree from a test suite within a Java program. The Java program which includes the C4.5 algorithm is called J48 in Weka. For the J48 algorithm we changed from the standard settings the pruning settings of the inferred tree such that pruning is not performed. Furthermore we set the minimum number of instances (here test cases) per leaf to one (1).
B. Example Programs and Input Models
To evaluate empirically the quality of t-way combinatorial test-suites we use 6 Java programs for which the number of source lines of code (SLOC) and the number of mutants (#mutants) are given in Table I .
1) BMI:
The BMI example [26] accepts 2 numeric floating point input parameters which represent weight and height values for which a body mass index is calculated. The returned body mass index is one of 5 possible outcomes. 3) UTF8: Guava UTF8 7 (UTF8) is a function in Google's Guava library which checks if an input sequence of up to 4 bytes is a well formed UTF8 encoded input. The input model for the 4 input parameters, which represent the input sequence, is given in Table IV . The values in the table are 8-bit signed Integer values.
In this example we also use some constraints which are shown in Table V . These constraints ensure that, if an input parameter in the byte sequence is empty then also the following bytes are empty. Empty values are represented by ? .
4) TCAS:
The TCAS 8 example implements an aircraft collision avoidance system for which mutants exist. The input model is shown in Table VI .
5) J48:
We introduced Weka in Section V-A as tool, but we also used the J48 classifier package from Weka as an example for our empirical evaluation. The input for the J48 classifier is a set of data to build a classifier from. In this example we used the configuration parameters of the classifier to build t-way combinatorial test-suites from. 
Parameter Values
Parameter Values
The input model for this example is given in Table VII and the constraints which prevent invalid configurations are listed in Table VIII. 6) Soot-PDG: Soot 9 is a framework for analyzing and transforming Java and Android applications. Here we use only the part of Soot which constructs an intraprocedural program dependency graph (PDG) [28] . The input is a Java source file containing a single method with nested control statements up to a nesting depth of 6 levels. For each level one of the control statements from table IX is selected. We grouped the control statements into 3 groups. The artifacts labeled with a * are only used in the innermost nesting, which is level 6, because they do not represent branching statements which allow further nesting. The selection is conducted by combining t-way combinatorial test case generation and random input selection. 
constraints
¬(U ∧ S) ¬(U ∧ R) ¬R ∨ ¬C ¬U ∨ ¬C R ∨ ¬N
Parameter Values
which a control statement is randomly selected while building a test case.
C. Mutation score results
Here we show the mutation scores of the t-way combinatorial test-suites for each example.
The BMI example has only two parameters, therefore we generated only two test-suites. The results in Figure 1 show that an increasing mutation score correlates with an increasing test-suite size. The t-way combinatorial test-suite with t max achieves a maximum mutation score of μ = 1.
Because the Triangle example has only 3 parameters we generated only 3 test-suites with t max = 3. The results for the Triangle example are shown in Figure 2 . These results also, as in the BMI example, show a correlation of mutation score and test-suite size. Again the t-way combinatorial test-suite with t max achieves a maximum mutation score of μ = 1. The UTF8 example has only 4 parameters. The results for the 4 t-way combinatorial test-suites are shown in Figure 3 . The mutation scores show a degressive curve for increasing t, but test-suite size shows a progressive curve. Also here a mutation score of μ = 1 was achieved.
The TCAS example has 12 parameters and we generated a test-suite for each t ∈ {1, ..., 6}. Here we used given mutants for which the mutation score results are shown in Figure 4 . Again the mutation scores show a nearly degressive curve for increasing t, but test-suite size shows a progressive curve. Also here a mutation score of μ = 1 was achieved. We generated a test-suite for each t ∈ {1, ..., 6} for the J48 example which has 13 different configuration parameters. Figure 5 shows the mutation score and the test-suite size for the generated test-suites. We executed the test-suite with 3 different datasets (*.arff files) from which we learned the decision trees. These datasets contained different attribute types, which are numeric, nominal, or date (for decision tree learning, attributes of type String are not supported by Weka). For each dataset we obtained a set of killed mutants, therefore we calculated the mutation score from the union of these sets of killed mutants. The test-suite size shows a progressive curve, but the mutation score almost does not change for t-way combinatorial test-suites with t ≥ 2.
In the input model for the Soot-PDG example we defined 6 parameters. Because we combined random input selection and t-way combinatorial test-suite generation in this example we generated 10 test-suites for each t ∈ {1, ..., 6}. Table XI shows the min., max., and average mutation score results of the 10 test-suites for each t. The mutation score shown in Figure 6 is the average mutation score from Table XI. Again the test-suite size shows a progressive curve and the mutation score for t ≥ 2 increases almost linearly.
D. Code Coverage Results
We divided the coverage results into two Tables XII and XIII, because we generated and analyzed for the Soot-PDG example multiple test-suites for each strength and for the remaining examples we generated only a single test-suite per strength. The code coverage results for the Soot-PDG example are shown in Table XII . We used the same 10 testsuites for each t as used for computing the mutation score and calculated the min., max., and average values for statement, branch, and MC/DC coverage. The differences of coverage for the Soot-PDG example from TS 1 to TS 6 are only in the range of 15% to 23%. The higher the strength, the closer are the values for min., max., and avg. coverage. The coverage results for the other examples are shown in Table XIII . For the three examples BMI, Triangle, and UTF8 we achieved 100% statement, branch, and MC/DC coverage for TS tmax . Achieving 100% coverage for the TCAS example is impossible due to unreachable code. The coverage results for the J48 example are almost equivalent for all test-suites from TS 1 to TS 6 . 
E. Model Inference Results
Here we show the results of MI for the t-way combinatorial test-suites, which are calculated as introduced in Section IV.
Since we generated 10 test-suites for each t of the Soot-PDG example, we also had to create 10 test data sets TD. We used these test data sets TD to assess the test-suites and obtained the intermediate results as shown in Table XIV . These results show the min., max., and average values of the size |L|, the number of incorrectly classified test cases from TD, and the RMSE. The results show that the number of distinct leaves increases with higher strength, but the number of incorrectly classified test cases from TD only slightly decreases. 
VI. DISCUSSION
Because for the UTF8 example there exist several invalid input byte sequences, creating the input model for the UTF8 example required more effort than for the BMI and Triangle examples. In all three examples BMI, Triangle, and UTF8 the number of input parameters n is smaller than 6. If the number of input parameters is less or equal to 6, the generated test-suite TS tmax is the exhaustive test-suite of the provided input model, if no constraints exist (there exist constraints for the UTF8 example). We conclude that for the 3 smaller examples the created input models are well chosen and the test-suites TS tmax are of highest quality, because mutation score and coverage of TS tmax are the maximum values. Considering the MI results, we see that mutation score, coverage, and MI show similar characteristics with increasing t.
For the TCAS example we took the same input model as provided in [10] . Also for the TCAS example the results of mutation score, coverage, and MI show similar characteristics. Achieving a coverage of 100% is not possible for the TCAS example, because it contains unreachable code. As discussed in [10] the strength of the mutants (or faults) to evaluate the TCAS example is higher than 6, which means that the minimum number of parameters that must be involved to trigger the fault is higher than 6. Thanks to the test generation algorithm which adds those values for the parameters in a test case randomly, which are not relevant in the current combination, the test-suites can achieve highest quality coincidentally.
For the J48 example we obtained coverage results of around 50% for statement, branch, and MC/DC coverage and a max. mutation score of 0.44 from all generated t-way combinatorial test-suites. These results encouraged us to run 2 different analyses to figure out the reasons for these weak results. First we analyzed whether there are certain types of mutants which could not be killed, because we only used a small set of inputs and used for generating the test-suites the configuration parameters. But as shown in Table XVI there is no type of mutants which shows significant differences of mutation score to the overall mutation score. Second we investigated the mutants in detail where we figured out that there were: 1) 8 mutants in an abstract class which methods were never executed. 2) 437 mutants in 4 classes implementing a Naive Bayes classifier [29] which is never executed. 3) 52 mutants in a class that was only used from a different package implementing a rule-based classifier [29] . 4) 2 mutants that could not be killed because their execution was prevented by our constraints. 5) 208 mutants that occur in methods which are provided as an API, but do not contribute to learn a decision tree. 6) ∼400 mutants that can only be killed with different input files. Since we only used 3 different input files to learn a decision tree there were about 400 mutants which definitely could have been killed with different input files. In this work we investigated the effect of increasing t when generating combinatorial test-suites over configuration parameters. Therefore, after investigating the unkilled mutants, we can raise the mutation score results, due to unreachable code thanks to a small set of inputs, to: μ t=1 =0.6003, μ t=2 =0.6798, μ t=3 =0.6843, μ t=4 =0.6848, μ t=5 =0.6848, μ t=6 =0.6848. The investigation of the unkilled mutants also explains the low coverage results. Analyzing the MI results shows that the testsuites TS 1 , TS 2 , and TS 3 have a very high MC which means that most of the decision trees learned with the configuration parameters in TS 6 could not be created with these smaller test-suites. To compare the decision trees we used the textual output of Weka and checked for textual equivalence.
To generate the Soot-PDG test-suites we combined t-way combinatorial test generation and random input selection. Since we only obtained an average statement coverage of 73.11% we conclude that there were again unkilled mutants in unreachable code, as explained for the J48 example. The average mutation score from TS 2 is 0.40 and only slightly raises to 0.45 for TS 6 . For the Soot-PDG example mutation score and coverage correlate linearly, but MI is not applicable for this example, because every input leads to a different program dependency graph. Here we also used the textual outputs of the program dependency graphs from Soot and compared them by checking for textual equivalence.
For the examples with |O| smaller than the test-suite sizes, the results of mutation score, coverage, and MI are similar. When |O| is bigger than the test-suites the quality assessment using MI does not provide any meaningful results as shown in the J48 and the Soot-PDG examples. This origins in the fact that the inferred models do not contain leaf nodes to which certain test cases in TD could be classified.
VII. THREATS TO VALIDITY
The mutation score results might differ slightly, because we did not investigate the behavior of the mutants and therefore can not exclude the occurrence of equivalent mutants. Considering the selection of the examples for the experimental analysis, the examples are either very small, measured in lines of code, or represent only parts of a bigger program, because examples with more lines of code and more mutants are not executable in feasible time. Furthermore we did not investigate test-suites with strength t > 6.
VIII. CONCLUSION
We conclude that the quality of t-way combinatorial testsuites increases with higher strength. The quality of a test-suite heavily depends on the input model. Therefore the answer for RQ1 is that in this work for the used Java examples incrementing t affects the test-suite quality such that the quality raises. The three applied quality assessment criteria, which are mutation score, coverage, and model inference based assessment, show similar quality differences from test-suite to test-suite for different strength t. We intend to use our newly introduced model inference based quality assessment criterion as a supplementary criterion for mutation score and coverage that delivers results in a short time and does not affect the behavior of the program under test, due to intrusive instrumentations. The answer for RQ2 is, that our newly introduced quality assessment criterion is applicable to compute quality differences of different test-suites under restricted conditions. If the number of possible outcomes of a program under test is higher than the number of test cases in a test-suite which quality should be assessed the criterion does not provide meaningful results. In future work we extend our empirical evaluation considering more examples from an application domain, i.e., automotive control software. Here the open research question is, whether generating a test-suite with higher strength and reducing it e.g. by testsuite reduction as introduced in [30] provides higher quality test-suites, than t-way combinatorial test-suites generated with lower strength. Also we will investigate the applicability of our model inference approach for test-suite prioritization, where an overview of current approaches is given in [31] .
