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Using a recently developed approach to represent ab initio based force fields by a neural network
potential, we perform molecular dynamics simulations of lead telluride (PbTe) and cadmium tel-
luride (CdTe) crystals. In particular, we study the diffusion of a single cation interstitial in these
two systems. Our simulations indicate that the interstitials migrate via two distinct mechanisms:
through hops between interstitial sites and through exchanges with lattice atoms. We extract ac-
tivation energies for both of these mechanisms and show how the temperature dependence of the
total diffusion coefficient deviates from Arrhenius behaviour. The accuracy of the neural network
approach is estimated by comparing the results for three different independently trained potentials.
PACS numbers:
I. INTRODUCTION
Lead telluride (PbTe) and cadmium telluride (CdTe)
are semiconductors that combined constitute an im-
miscible system, which is often employed in the man-
ufacturing of various nanostructures such as two-
dimensional nanolayers, one-dimensional nanowires and
zero-dimensional quantum dots [1, 2]. Experiments show
that even at very high temperatures, but below the melt-
ing point, these two compounds remain separated and
morphological transformations of the shape of the partic-
ular phases occur, both, during annealing of an as-grown
sample [3] and multilayer crystal growth [4].
By the appropriate choice of the experimental con-
ditions, such as the thickness of the deposited layers,
growth rate and temperature, one can design nanoob-
jects of desired shape and size [4–6]. From the application
point of view, the most interesting structures are PbTe
quantum dots and quantum wells embedded in CdTe,
which can emit and detect light in the mid-infrared range
[1, 2, 7].
Despite many experimental studies concerning
PbTe/CdTe growth, the theoretical understanding of
the dynamics of the underlying processes occurring
during the morphological transformations is scarce. The
multistage disintegration of a single PbTe layer inserted
between two bulk CdTe materials into separate quantum
dots during anneling at high temperatures was repro-
duced by the Cahn-Hilliard model [3]. Furthermore, the
growth of PbTe/CdTe multilayers was studied by means
of kinetic Monte Carlo [5, 6]. However, the models
used in these studies have coarse-grained character
without explicitly taking into account the underlying
processes on the microscopic level. Hence, the atomistic
mechanism of the morphological transformations across
the PbTe/CdTe interface is still unknown.
On the atomic scale one can expect that the morpho-
logical transformations described above are the result of
diffusion of atoms across the PbTe/CdTe interface [8].
Point defects such as interstitials or vacancies could play
a crucial role. For instance, interstitials from one com-
pound could diffuse across the interface to the other one
and participate there in the transformation of the crystal
structure. Therefore, the first step in studying the mech-
anism of the morphological transformations is to focus
on diffusion of native defects in PbTe and CdTe, without
considering the interface.
Molecular dynamics (MD) simulations are a common
method for studying the time evolution of condensed
matter systems. In order to perform such simulations one
needs to determine the forces acting on the atoms, which
are often described by empirical potentials. There exist
empirical potentials for PbTe [9, 10], and CdTe [11, 12]
crystals. However, the accuracy of empirical potentials
is in general not adequate due to their limited flexibil-
ity. Alternatively, ab initio MD simulations can be per-
formed, which are, however, computationally expensive
and therefore not practical for the analysis of the dif-
fusion of defects, where large systems and long simula-
tion times are required. In order to overcome the diffi-
culties related to both these approaches, we employ the
neural network method of Behler and Parrinello [13–15],
in which a high-dimensional artificial neural network is
trained with energies and forces determined by means of
ab initio calculations. It has been shown that such neural
networks are capable of accurately reproducing the ref-
erences data and deliver the accuracy of ab initio meth-
ods at a fraction of their cost. To date, this approach
has been applied to study properties of various systems
[16, 19–21].
In this work, neural networks for bulk PbTe and CdTe
are trained and used to carry out extensive molecular
simulations for the diffusion of single cationic interstitials
in these materials over a range of temperatures. From the
obtained MD trajectories we calculate the diffusion coef-
ficients for the interstitials as a function of temperature
and analyse the different diffusion mechanisms occurring
in the two systems. For both materials, the same cal-
culations are performed for three independently trained
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2neural network potentials in order to estimate the overall
accuracy of the method.
The remainder of the article is organized as follows. In
Sec. II we review the main physical properties of PbTe
and CdTe crystals. Then, in Sec. III, we introduce the
computational techniques that we employed in our study
and in Sec. IV we present the results of our simulation.
Finally, in Sec. V we conclude by discussing our findings.
II. SYSTEMS
PbTe and CdTe are semiconductors belonging to the
groups IV-VI and II-VI, respectively. They possess very
similar lattice constants, however, their lattice structures
are distinct. According to diffraction experiments the lat-
tice constant a of PbTe at room temperature is 6.46 A˚
[22] and that of CdTe is 6.48 A˚ [23]. The lattice constant
mismatch is therefore very small. However, there exists a
lattice-type mismatch. PbTe crystallizes in the rocksalt
structure and CdTe in the zinc-blende structure. Their
lattices can be in fact represented as two interpenetrat-
ing face-centered cubic (fcc) cation and anion sublattices
shifted with respect to each other by a/2 for rocksalt
and a/4 for zinc-blende. Because of the different crystal-
lographic structures the coordination number for PbTe
and CdTe is also different. In PbTe each atom has 6
nearest neighbours, while in CdTe each atom has 4 of
them.
From annealing and growth experiments it is known
that systems containing both PbTe and CdTe are im-
miscible, i.e. instead of mixing they remain separated in
thermal equilibrium [3, 4]. Consequently, an interface is
created, with which some surface free energy is associ-
ated [8]. The ratios of the energies for different interface
orientations controls the shape of the nanoobjects that
emerge in the experiments. Among these nanoobjects
there are nanolayers, nanowires and quantum dots. The
equilibrium shape of the PbTe quantum dots embedded
in CdTe was predicted using ab initio methods [8] and
their electronic properties were also studied [24].
Since PbTe and CdTe share the common anion (Te),
the morphological transformations at the atomic scale
must occur through the diffusion of cations (Pb and Cd)
across the interface and the subsequent reorganization of
the local lattice structure. It has been suggested that
point defects play an important role in this process of
cation exchange [25].
There are several possible types of point defects in the
crystal structure: vacancies, interstitials, Schottky and
Frenkel defects. Vacancies and interstitials are the sim-
plest defects, however, the barrier for the diffusion of va-
cancies in PbTe and CdTe is very high [26]. Therefore, in
this work we focus only on interstitials. We consider na-
tive interstitials diffusing in the bulk of PbTe and CdTe.
Since we study PdTe and CdTe separately, our simulated
systems do not contain interfaces between the two mate-
rials.
In PbTe crystals all energetic minima for Pb inter-
stitials are equivalent. Each Pb interstitial atom is
surrounded by 4 nearest-neighbour Pb and 4 nearest-
neighbour Te lattice atoms [25]. In CdTe, on the other
hand, there are two non-equivalent energetic minima for
Cd interstitials. One of them is a tetrahedrally coordi-
nated site with Te atoms and octahedrally coordinated
with Cd atoms, the other one has the reversed configu-
ration of the first one [26]. They are labelled Ta and Tc,
respectively.
III. METHODS
In order to study the diffusion of cation interstitials in
PbTe and CdTe, the following computational strategy is
employed. First, the Vienna Ab initio Simulation Pack-
age (VASP) [17] is used to calculate the reference data,
i.e. electronic ground state energies and forces for a given
set of configurations of PbTe and CdTe with density-
functional theory (DFT). These energies and forces are
then used to train neural networks by means of the Neu-
ral Network Potential Package (n2p2) [27]. Finally, the
trained neural networks are used for performing MD sim-
ulations with LAMMPS [28]. In the post-processing of
the trajectories obtained at different temperatures the
position of the interstitial is identified at each time step
and from the interstitial’s trajectory its diffusion coeffi-
cient is extracted.
This approach is used iteratively, that is the training
set is repeatedly expanded with new configurations, for
which new energies and forces are calculated, and the
neural network is retrained at each iteration with the
expanded set. These retrained neural networks are sub-
sequently used to perform new MD simulations.
Below we describe the methods used in this work in
more detail.
A. Density-functional theory
All our DFT calculations are carried out with the
exchange-correlation functional PBEsol [18]. The spin-
orbit coupling is not considered. As the starting point
for generating the set of reference configurations, 4×4×4
PbTe and CdTe supercells with the experimental lattice
constants were used. Subsequent structures were created
by increasing and decreasing the lattice constant, and
randomly displacing the atoms from their positions in
the perfect lattices. As the neural network was trained,
configurations obtained from the MD trajectories were
also subsequently added. Supercells containing one in-
terstitial atom were also included in the training set such
that the total number of atoms in a structure was either
512 or 513.
The Brillouin zone integrations for all structures were
performed using the Γ-point only. A convergence test
for the k-point mesh revealed that the forces obtained
3with a denser 3×3×3 k-mesh did not significantly differ
from the Γ-point calculations but lasted roughly 10 times
longer.
B. Neural network potential
The data obtained from VASP then can be used to
train a neural network potential, which represents the
force field used in the MD simulations. The input of the
neural network is an atomic configuration and the output
is its electronic ground state energy. Since the neural
network is an analytic function of the atomic coordinates,
the forces acting on each of the atoms can be determined
by simple differentiation.
For training the neural network potential and employ-
ing it in MD simulations we use the approach introduced
by Behler and Parrinello [13]. In this approach, the in-
formation about the atomic configurations is encoded in
so called symmetry functions [29]. They transform the
Cartesian coordinates into values that are invariant with
respect to the translation and rotation of the whole sys-
tem, and to the exchange of two arbitrary atoms of the
same type. The values of these symmetry functions serve
as input for the neural network.
The first thing to consider in constructing suitable
symmetry functions is the cutoff radius Rc, which de-
fines the size of the local environment around a given
atom. Its value should be selected in such a way that
all the relevant interactions are taken into account. Here
Rc = 6 A˚ is chosen, which guarantees that in addition
to all the nearest neighbours other atoms within a single
fcc elementary cell are included in the cutoff sphere. The
cutoff is implemented by cutoff functions f(R), whose
values go to zero beyond Rc. Several forms of the cut-
off function have been proposed [27]. In this work, we
choose the polynomial
fpoly2(x) =
{
x3[x(15− 6x)− 10] + 1 for x ≤ 1
0 for x > 1
(1)
where x = Rij/Rc and Rij is the distance between the
pair of atoms i and j. The derivatives of this particular
function are continuous at the cutoff radius up to sec-
ond order, such that forces change continuously as atoms
move in and out of the cutoff sphere.
Since the purpose of the symmetry functions is to pro-
vide a structural fingerprint of the environment of every
atom in the system within a certain cutoff radius, they
depend on the relative position of the given atom (called
the central atom) and each of its neighbours. Symmetry
functions are classified either as radial or angular [29].
Radial symmetry functions depend only on the distances
between the central atom and its neighbours and are ex-
pressed as a sum of two-body functions. On the other
hand, angular symmetry functions depend additionally
on the angle spanned by the central atom with each pair
of its neighbouring atoms. Therefore, they are expressed
as a sum of three-body functions.
It is important to note that since both our systems con-
tain two different elements, separate symmetry functions
must be provided to describe the distribution of atoms
of each element and with each of them as the central
atom. For radial functions there are four possibilities,
whereas for angular functions there are six possibilities,
i.e. two types of central atoms times two types of neigh-
bour atoms, and two types of central atoms times three
possible types of neighbour pairs, respectively.
We choose the following radial symmetry function
G2i =
∑
j
e−ηR
2
ijfc(Rij), (2)
which is a sum of Gaussian functions multiplied by the
cutoff function. The parameter η determines the width
of the Gaussian. Depending on the value of η, the
function has a specific range of arguments in which it
changes most steeply and is therefore most sensitive
to changes of the interatomic distances. We choose
the values of η in such a way that the radial sym-
metry functions are equally spaced and the whole rel-
evant range of interatomic distances is covered, η =
0.0001; 0.016; 0.4; 0.07; 0.12; 0.2; 0.3; 0.5; 0.9A˚−2.
In addition to the radial functions we also choose the
following angular symmetry functions
G3i =2
1−ζ ∑
j,k 6=i
(1 + λ cos θijk)
ζe−η(R
2
ij+R
2
ik+R
2
jk)
× fc(Rij)fc(Rik)fc(Rjk), (3)
G9i =2
1−ζ ∑
j,k 6=i
(1 + λ cos θijk)
ζe−η(R
2
ij+R
2
ik)
× fc(Rij)fc(Rik). (4)
Here, θijk is the angle spanned by the atoms i, j and k
with the atom i at the center. The functions G3i and G
9
i
are called narrow and wide symmetry functions, respec-
tively [27, 30]. In contrast to G3i , in the case of G
9
i no
cutoff function acts on the distance between the atoms
j and k, such that the contributions of wider angles are
not suppressed. The radial parts of the angular symme-
try functions are identical with those of the radial sym-
metry functions. Their angular parts, on the other hand,
depend on the angular distribution of the neighbouring
atoms. Therefore, they are in fact sums of three-body
functions. The parameter λ is either 1 or -1, which sets
the maximum of the angular part at 0◦ and 180◦, re-
spectively. The value of ζ, on the other hand, controls
the width of the function. We choose angular symmetry
functions with λ = ±1 and with ζ = 1, therefore with
only two different angular parts. The values of η in the
radial part are chosen the same as for the radial functions
(2).
The values of the symmetry functions for a given con-
figuration are passed as the input to the neural network,
which gives the total energy of that configuration as the
4output. Between the input and the output layer are hid-
den layers, which consist of nodes. The value at each
node depends on the values in the nodes in the preceding
layer. The particular way in which the values from one
layer are transformed into the values in the nodes in the
next layer is determined by the parameters of the neural
network, called weights and biases and by the choice of
the activation functions.
A neural network architecture with two hidden layers,
each of which has 25 nodes is chosen. The contribution
of the atom i to the total energy of the system is given
by
Ei =f
3
1
{
b31 +
N∑
l=1
a23l1 · f2l
[
b2l +
N∑
k=1
a12kl
·f1k
b1k + jmax∑
j=1
a01jk ·Gij
 . (5)
Here Gij is the jth symmetry function centered at the
atom i, jmax is the total number of symmetry functions
for each atom, akk+1ij is the weight of the contribution of
node i in layer k to node j in layer k + 1, bji is the bias
for node i in layer j and f ji is the activation function for
node i in layer j. For the first and the second layer we
choose the hyperbolic tangent as activation function and
for the output layer the linear function is used.
The sum of energy contributions from each atom in
the system E =
∑
iEi is the total potential energy of
the given configuration. The force Fi acting on atom i is
obtained by calculating the gradient of the total potential
energy with respect to the coordinates of atom i, Fi =
−∇E. For a three-dimensional system with N atoms,
there are in total 3N force components (3 for each atom).
During the training of the neural network, the weights
and biases are adjusted to minimize the difference be-
tween the energies and forces predicted by the neural
network and the reference data. This difference is quan-
tified by the cost function
Γ =
n∑
i=1
(Erefi − ENNi )2 + β2
n∑
i=1
Nn∑
j=1
(Frefij − FNNij )2, (6)
where indices i and j enumerate configurations and
atoms, respectively. The total number of configurations
is n, each of which contains Nn atoms. The parameter β
tunes the importance of the forces with respect to the en-
ergies. For the purpose of training the reference data are
divided into a training set and a test set. This is done to
ensure that no overfitting occurs, that is the error of the
test set should be comparable with that of the training
set. The neural network training proceeds in 50 epochs,
during each of which all the parameters of the neural net-
work are updated. Since the number of forces exceeds by
far the number of energies, we use only a 0.0008 fraction
of all the forces for the training so the number of energy
and force updates is similar. That fraction is randomly
selected at the beginning of each epoch.
For optimization of the cost function (6) we use the
extended Kalman filter [31–33], which has been imple-
mented in n2p2 [30]. The Kalman filter is an algorithm
originally used for estimating a dynamical system’s un-
known state based on a series of noisy measurements.
Later it was shown that it can be also used for training
neural networks [34].
C. Molecular dynamics
Once the neural network for a given system is trained,
it can be used for performing MD simulations. The pro-
gram n2p2 provides an interface to LAMMPS [27], which
is used for all MD simulations in the present work.
Since our aim is to determine the diffusion coefficient
of a cation interstitial, we carry out MD simulations for
4×4×4 PbTe and CdTe supercells with an additional
atom inserted in the middle of a unit cell. In total, the
systems consisted of 513 atoms. The simulations are per-
formed with a timestep of 2 fs with a Nose-Hoover ther-
mostat and barostat for temperatures ranging from 700
to 1200 K in intervals of 50 K. At each run the system
is first equilibrated for100 ps. Then the simulation is
continued for several nanoseconds and configurations are
stored every 200 fs. Both for PbTe and CdTe, the MD
runs lasted 8 ns for temperatures up to 800 K, 6 ns for
850 K and 4 ns for all the higher temperatures.
Due to an indirect mechanism of diffusion, in which the
interstitial kicks out a lattice atom that subsequently be-
comes the new interstitial, it is important to identify the
interstitial atom at each step. This is done by defining
the interstitial as the atom with the largest number of
neighbours. At high temperatures, this method may be
not very reliable due to large fluctuations. Therefore,
the event of the exchange of the interstitial atom in only
considered in case it remains for ten consecutive steps.
Otherwise the exchange is considered as transient fluctu-
ation and ignored.
Using this criterion to identify the interstitial, the tra-
jectory of the interstitial is determined and the the peri-
odic boundary conditions are unwrapped. After n steps,
the mean square displacement (MSD) [35, 36] is esti-
mated using
〈r2(n)〉 =
∑N−n
i=1 (ri+n − ri)2
N − n . (7)
Here, ri is the position of the interstitial after i steps
with respect to its starting position and N is the total
number of collected configurations. Expression (7) takes
into account that for a time lag of n steps, there are N−n
positions that can be used to determine the MDS. The
estimated MSD is more accurate for shorter times, since
there are more short time lags than long ones.
In order to extract the diffusion coefficient from the
MSD, expression (7) is plotted as a function of time t.
5By fitting a linear function to these data, the diffusion
coefficient D is obtained from the slope according to
D =
MSD slope
2d
, (8)
where d is the number of dimensions. In our case d = 3.
With this procedure the diffusion coefficient can be
studied in the whole range of temperatures. This fur-
ther allows to calculate the activation energy by fitting
the data to the Arrhenius law. Moreover, the number of
jumps in the trajectory is counted by analysing the dis-
placements of the interstitial. In doing so, two different
types of diffusion jumps are distinguished, i.e., exchange
and direct jump.
IV. RESULTS
A. Neural network training
For for each of the two investigated materials, PbTe
and CdTe, three independent neural networks with dif-
ferent random seeds chosen for the initialization of the
values of the networks parameters were trained. Conse-
quently, the final values of these parameters were differ-
ent for each network also at the end of the training, even
though all three networks represented the same system.
The configurations used for the training were created
iteratively. The initial set consisted of one perfect and
a few hundreds of distorted 4x4x4 supercells with the
experimental lattice structures and the lattice constants
optimized using VASP. Then configurations with slightly
modified lattice constants were added to account for the
thermal expansion of crystals at finite temperatures. Af-
terwards new configurations were taken from MD tra-
jectories. During the MD simulations, an extrapolation
warning was produced each time the value of some sym-
metry function was out of range for which the neural net-
work was initially trained. The number of such warnings
was monitored during the simulations and the configu-
rations with the largest number of extrapolation warn-
ings were added to the set. Additionally, predictions
for the same trajectory by two independently trained
neural networks were compared and those configurations
for which the predictions differed considerably were also
added. This procedure was repeated until there were no
extrapolations warnings and no significant differences be-
tween different neural networks in the relevant range of
temperatures.
After training the neural networks for defect-free crys-
tals, a single cation interstitial was introduced to the sys-
tems, that is Pb in PbTe and Cd in CdTe. This required
further ab initio calculations and further retraining of
the neural network. For creating configurations with an
interstitial the same procedure was used as for the defect-
free crystal. Special attention was paid to configurations
with the interstitial around the transition states. They
were identified visually and added to the training set.
During the MD simulations there are fewer such configu-
rations than those with the interstitial around one of the
energetic minima but the former are very important for
reproducing the correct energy barrier for the diffusion.
In total 4898 configurations of PbTe and 2866 of CdTe
were generated, of which 90% were used as training set
and 10% as test set. For the training all the energies from
the test set were used and 0.08 % of the forces, which gave
a comparable number of energy and force updates in each
epoch. The relative importance of the forces was set to
β = 5. The training proceeded for 50 epochs and the
weights and biases from the last epoch were used for the
MD simulations.
NNP energy RMSE force RMSE
[meV/atom] [meV/A˚]
PbTe nnp-1 0.493/0.569 72.7/68.9
PbTe nnp-2 0.475/0.568 72.9/71.3
PbTe nnp-3 0.498/0.569 70.5/70.3
CdTe nnp-1 0.255/0.381 54.8/63.3
CdTe nnp-2 0.254/0.365 59.7/61.6
CdTe nnp-3 0.250/0.544 56.9/72.3
TABLE I: Root mean square errors for energies and forces of
the neural networks trained in this work. The first value in
each of the pairs is the error of the training set and the second
one is that of the test set.
In Table I the root mean square errors (RMSE) for
all the neural networks trained and used subsequently
in this work are listed. They are comparable to RMSE
obtained previously with neural network potentials for
other materials [20, 30]. In all cases the RMSE is sim-
ilar and the error for the training and the test set is of
the same order. We notice that for CdTe the errors are
always smaller than for PbTe.
B. Diffusion of cation interstitials
Examples of trajectories of the defect obtained from
the MD simulations are shown in Fig. 1. Along these
trajectories, two distinct mechanisms of diffusion were
observed. One of them involved simple hops of the dif-
fusing interstitial atom between neighbouring interstitial
sites, while the other mechanism was an exchange of the
interstitial atom with one of the lattice atoms. During
the latter process the interstitial took over the position
of the lattice atom, which subsequently became a new in-
terstitial. In PbTe and CdTe, both, hops and exchanges
were observed. However, in PbTe exchanges represent
the dominant mechanism, whereas in CdTe hops are the
preferred one. Both mechanisms will be discussed in
more detail in the next subsection.
In Fig. 2 the mean square displacement for a single
cation interstitial in PbTe and CdTe is shown as the func-
tion of the time lag. The plots correspond to the trajec-
tories generated at various temperatures for the potential
6nnp-1. As expected, for short time lags the dependence
of MSD on time is linear. For longer times the averag-
ing is done over fewer time lags with more correlations
leading to larger statistical errors. Therefore, in order to
obtain the diffusion coefficient we fitted a linear function
to the linear part of the MSD curve, that is for short times
between 2 and 14 ps. The same procedure was applied
to extract the diffusion coefficient in all the trajectories
studied.
Moreover, the convergence of the method applied is
tested by means of block averaging [37, 38]. For this
purpose, the series of instantaneous square displacements
at 10 ps, for which the MSD is still linear, is obtained
for the whole trajectory. This series corresponds to the
FIG. 1: Trajectory of a Pb interstitial in PbTe (top) and
a Cd interstitial in CdTe (bottom) at T = 700K for nnp-1
projected on the xy-plane. The green and red circles denote
the beginning and the end of the trajectory, respectively.
FIG. 2: Mean squared displacement measured for a single Pb
interstitial in PbTe (top) and a single Cd interstitial in CdTe
(bottom) at temperatures in the range from 700 K to 1200 K
for nnp-1. The dashed lines represent a linear fit to the MSD
curve in the range 2-14ps, from which the diffusion coefficient
has been extracted.
.
subsequent terms in the sum in Eq. (7) and contains
M = N −n data points, which is equal to the number of
the time lags. Then the series is divided into nB equal
blocks, each of which has MB = M/nB data points. For
each of the blocks the MSD is extracted by taking the
average over MB data points, yielding MSD
(i)
B . Then
the average over all block averages is calculated as
〈MSD〉B = 1
nB
nB∑
i=1
MSD
(i)
B . (9)
The variance of the block average is estimated by
σ2B(MSD) =
1
nB
nB∑
i=1
(MSD
(i)
B − 〈MSD〉B)2. (10)
7FIG. 3: Block averaging for the MSD at 10 ps of a single
interstitial at 700 K in PbTe (red) and CdTe (green) for nnp-
1. The product of the block size and the variance of the
average MSD reaches a plateau when plotted as a function of
the block size.
If the simulation is properly converged, the product
MBσ
2
B(MSD) should reach a plateau s in the limit
MB → ∞. The variance of the average MSD can be
then estimated as
σ2(〈MSD〉) = s
M
(11)
and the error of the diffusion coefficient is equal to
∆D = σ(〈MSD〉)/6t, (12)
where t = 10 ps.
In Fig. 3 the method is illustrated for nnp-1 for the
instersitial trajectories in PbTe and CdTe at the temper-
ature of 700 K. The product of the block size and the
variance of the average MSD is plotted as the function
of the block size. For both systems it reaches a plateau
around MB = 3500. It corresponds to the values of s
around 8.0 ·104 A˚4 in PbTe and 1.2 ·104 A˚4 in CdTe, and
the errors of the diffusion coefficient 7.458 · 10−7 cm2/s
and 9.134 ·10−7 cm2/s, respectively. The same procedure
is performed in the whole range of the temperatures stud-
ied and for all three neural network potentials.
The temperature dependence of the diffusion coeffi-
cients is shown for all neural network potentials in the
Arrhenius plots in Fig. 4. The values of the diffusion
coefficient at particular temperatures are represented by
the dots with the corresponding error bars. Additionally,
the data points are fitted with the Arrhenius equation
D(T ) = D0 exp(−βEa), (13)
where β = 1/(kBT ). Here, Ea is the activation energy
for the diffusion and D0 is the diffusion prefactor. Both
parameters can be extracted from the fit.
NNP Ea [meV] D0 [cm
2/s]
PbTe nnp-1 322 2.475·10−3
PbTe nnp-2 250 1.208·10−3
PbTe nnp-3 338 2.862·10−3
CdTe nnp-1 368 4.413·10−3
CdTe nnp-2 391 5.604·10−3
CdTe nnp-3 389 5.032·10−3
TABLE II: Activation energies Ea and diffusion prefactors D0
for Pb and Cd interstitials in PbTe and CdTe, respectively,
extracted from the Arrhenius plot for each of the neural net-
work potentials.
In Table II the activation energies and the diffusion
prefactors for all the Arrhenius plots in Fig. 4 are col-
lected. For PbTe the activation energies tend to be lower
than for CdTe, which suggests that diffusion of intersti-
FIG. 4: Diffusion coefficient for a Pb interstitial in PbTe (top)
and a Cd interstitial in CdTe (bottom) for three different
neural network potentials fitted to the Arrhenius law.
8FIG. 5: Scheme of the hop and the exchange mechanism of diffusion of an interstitial Pb atom in PbTe. The arrows represent
the jumps of the atoms involved in the respective mechanism. The final position of the interstitial atom is shown with the
transparent colour. During a hop the interstitial Pb atom jumps along one of the [100] directions between energetically
equivalent minima. On the other hand, during an exchange the interstitial Pb atom replaces one of the nearest lattice Pb
atoms, which subsequently becomes the new interstitial. As seen in the scheme, one exchange can be equivalent to two or three
hops.
FIG. 6: Scheme of the hop and the exchange mechanism of diffusion of an interstitial Cd atom in CdTe. The arrows represent
the jumps of the atoms involved in the respective mechanism. The final position of the interstitial atom is shown with the
transparent colour. During a hop the interstitial Cd atom jumps between Tc and Ta positions. On the other hand, during an
exchange the interstitial replaces one of the nearest lattice Cd atoms, which subsequently becomes the new interstitial. As seen
in the scheme, one exchange can be equivalent to two hops.
9tials in PbTe occurs more easily than in CdTe. On the
other hand, the diffusion prefactors in CdTe are higher
than in PbTe. Due to competition between these two
effects, the diffusion coefficient is larger in PbTe at low
temperatures, but at high temperatures it is higher in
CdTe. For PbTe nnp-2 the diffusion prefactor is twice as
low as for the other two PbTe neural network potentials.
However, it is compensated by the lower activation en-
ergy for nnp-2. As can be seen in Fig. 4, the diffusion
coefficient for PbTe nnp-2 at low temperature is slightly
higher than for nnp-1 and nnp-3.
C. Diffusion mechanisms
As already mentioned, two different mechanisms of in-
terstitial diffusion were observed in the MD simulations
of PbTe and CdTe. In one of them the interstitial atom
simply jumps between two different energetic minima, in
the other one it exchanges its position with one of the
lattice atoms. We refer to these mechanisms as hops and
exchanges, respectively.
The mechanisms of diffusion in PbTe are illustrated
in Fig. 5. Since there is only one equilibrium position
for the interstitial atom in PbTe and two in CdTe, the
diffusion in the former is simpler. During a hop, the inter-
stitial Pb atom jumps between the nearest-neighbouring
minima along the [100] direction. The length of the jump
is equal to a/2. On the other hand, during the exchange
process the interstitial Pb atom kicks out one of its four
neighbouring Pb lattice atoms, which in turn assumes the
position in one of the neighbouring minima, either in the
[110] or [111] direction relative to the original position of
the first interstitial. The effective jump of the interstitial
Pb atom is therefore (a/2, a/2, 0) or (a/2, a/2, a/2) and
analogously in all the equivalent crystallographic direc-
tions. Hence, during an exchange the interstitial moves
by a distance of a
√
2/2 or a
√
3/2, respectively.
Analogously, in Fig. 6 the diffusion mechanisms in
CdTe are shown. The diffusion of interstitial Cd atoms
is more complex. As mentioned in Sec. II, for the intersti-
tial Cd atom there are two different equilibrium positions
labelled Ta (tetrahedral anion site) and Tc (tetrahedral
cation site). Moreover, the Cd interstitial can exist in
three charge states [39, 40]: one neutral and two charged
ones, Cd+ and Cd2+. The height of the energy barrier
between the interstitial sites depends on the particular
charge state. In the present case the interstitial atom
occupies most of the time the Ta site and only for a very
short time it is found in Tc position, which corresponds
to the state Cd2+ discussed in Refs. 39 and 40. The
diffusion through hops proceeds between Ta and Tc sites
along the [110] direction, as described in Ref. 39. It con-
sists of jumps of the interstitial Cd atom between these
sites in the directions [111] and [11
−
1]. The length of a
single jump is
√
3
2 a. Exchanges, on the other hand, occur
mostly between two Tc sites, also in the [110] direction.
One exchange is therefore effectively equivalent to two
successive hops.
As can been seen from the above analysis of the diffu-
sion mechanisms, in both materials, PbTe and CdTe, the
interstitial jump is longer for an exchange than for a hop.
As a consequence, even though there are fewer exchanges
than hops in CdTe, the contribution of both mechanisms
to the total diffusion coefficient is comparable. From the
MD trajectories the number of jump events for both hops
and exchanges was extracted. The corresponding jump
rates k are shown as an Arrhenius plot for all considered
neural network potentials and compared for PbTe and
CdTe in Fig. 7. This quantitative analysis confirms the
observation that exchanges dominate in PbTe and hops
in CdTe. However, for both materials their ratio becomes
closer to 1 as the temperature increases. At 700 K one of
the jump rates is always around one order of magnitude
higher than the other one, while at 1200 K they are of
the same order.
NNP Ehops [meV] Eex [meV]
PbTe nnp-1 515 298
PbTe nnp-2 461 224
PbTe nnp-3 564 309
CdTe nnp-1 218 402
CdTe nnp-2 256 399
CdTe nnp-3 254 447
TABLE III: Activation energies for the two different diffusion
mechanisms in PbTe and CdTe, hops (Ehops) and exchanges
(Eex), extracted from the Arrhenius plots for the correspond-
ing jump rates.
As can be inferred from Fig. 7, for both mechanisms
the jump rates follow the Arrhenius law. Therefore, in
analogy to the total diffusion activation energy, the par-
ticular activation energies for hops and exchanges can be
determined by fitting a line to the Arrhenius plots in Fig.
7. In Table III, these activation energies, Ehops for hops
and Eex for exchanges, are summarized for PbTe and
CdTe. As expected, for PbTe the activation energy is
higher for hops than for exchanges and for CdTe it is the
opposite. For each neural network potential the effective
activation energy given in Table II is located between the
corresponding energies listed in Table III. These separate
activation energies can be further used to fit a more com-
plex function to the data than the Arrhenius law. The
diffusion coefficient for a particle which jumps by means
of two independent energetically activated mechanisms
can be written as the sum
D = Dhops0 exp(−βEhops) +Dex0 exp(−βEex), (14)
where Dhops0 and D
ex
0 are the diffusion prefactors for hops
and exchanges, respectively. The results of this fitting are
summarized in Table IV and the corresponding curves
are shown in Fig. 8. By comparing the curves with those
in Fig. 4, it can been seen that considering separate
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FIG. 7: Arrhenius plots of hop and exchange rates in PbTe (left) and CdTe (right). The dots represent the values of these
rates extracted from the MD trajectories at given temperatures. The lines are the corresponding Arrhenius fits.
mechanisms of diffusion allows for a more accurate fitting
of the temperature dependence of the diffusion coefficient
to the simulation data.
NNP Dhops0 [cm
2/s] Dex0 [cm
2/s]
PbTe nnp-1 3.106·10−3 1.614·10−3
PbTe nnp-2 2.074·10−3 7.502·10−4
PbTe nnp-3 4.731·10−3 1.775·10−3
CdTe nnp-1 1.146·10−4 5.539·10−3
CdTe nnp-2 6.373·10−5 5.779·10−3
CdTe nnp-3 2.542·10−4 7.331·10−3
TABLE IV: Diffusion prefactors for hops (Dhops0 ) and ex-
changes (Dex0 ) of interstitials in PbTe and CdTe for the dif-
ferent neural network potentials.
Diffusion of Pb in PbTe was studied experimentally in
Ref. 41. The activation energy was measured to be 249
meV, which is close to the values reported in this work
(322, 250, 338 meV). In contrast, the diffusion prefactor
was found to be 3.1×10−6 cm2/s, which is three orders of
magnitude smaller than our result. However, the method
used in Ref. 41 is based on radioactive isotopes, which
does not take into account the exchange mechanism.
The diffusion coefficient for a Cd interstitial in CdTe
was measured in Ref. 42. The value obtained there for
the temperature 800 K was 1.75·10−6 cm2/s, which is one
order of magnitude smaller than the value calculated in
this work (1.95·10−5; 1.80·10−5; 1.61·10−5 cm2/s).
V. CONCLUSIONS
In this work, the diffusion processes of interstitial Pb
and Cd atoms have been studied in a supercell of PbTe
and CdTe, respectively. Futhermore, a procedure of ex-
tracting the value of the diffusion coefficient from the
trajectories generated by neural network based MD sim-
ulations has been demonstrated. For the training of the
neural network potentials ab initio data calculated with
the PBEsol functional were used. For both systems the
results for the diffusion coefficients for three different in-
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FIG. 8: Diffusion coefficient for a Pb interstitial in PbTe (top)
and a Cd interstitial in CdTe (bottom) for three different
neural network potentials fitted to the relation (14).
dependently trained neural network potentials were com-
pared. The corresponding activation energies were ex-
tracted and it was found that they differ from each other
by no more than 100meV, which can be viewed as the ac-
curacy of the neural network approach used in this work
for the calculation of activation energies.
Both in PbTe and CdTe two different mechanisms of
interstitial diffusion have been observed, namely hops
and exchanges, for which separate activation energies
have been extracted. Hops were more frequent in CdTe
and exchanges in PbTe. However, in both materials ex-
changes had longer effective jump lengths. Therefore, in-
terstitial diffusion is dominantly controlled by exchanges
in both materials. Taking into account two diffusion
mechanisms with different activation energies explains
the deviations of the temperature dependence of the dif-
fusion coefficient from the Arrhenius law.
The mechanism of atom exchange is particularly in-
teresting in the context of the morphological transforma-
tions observed experimentally in PbTe/CdTe systems. In
this work, only self-diffusion of cations within either PbTe
or CdTe has been considered. However, the framework
presented here can be also used to study the diffusion of
foreign atoms in the crystal. One can expect that Pb
cations introduced in CdTe exchange with the host Cd
cations and Cd cations in PbTe exchange with the host
Pb cations. This could lead to a subsequent rebuild of the
local crystal structure, which in turn could be an under-
lying mechanism for the morphological transformations
observed in the PbTe/CdTe growth and annealing exper-
iments. Further studies in this direction will be necessary
to clarify this question.
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