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Abstract
Present knowledge of quantum Yang–Mills theory in the continuum is mainly limited to
the perturbative weak-coupling regime. In order to study strong-coupling phenomena
such as colour confinement and chiral symmetry breaking a nonperturbative formulation
of the theory is required at the quantum level. The Hamiltonian formalism seems to be
more appropriate for determining the physical states of the theory than the path-integral
approach, but it cannot be derived from the classical Lagrangian as easily. Giving up
Gauss’s law, it is possible to construct an extended Hamiltonian system where certain
degrees of freedom are nonphysical. Gauss’s law must then be implemented later, either
at the classical or at the quantum level.
This thesis investigates the Gauss law from several viewpoints. Two of the research
papers concentrate on solving the law at the Lagrangian level. One of them presents
an algebraic solution method where a non-Abelian Hodge decomposition is derived for
the colour-electric field. The second paper examines the solutions of Gauss’s law in the
Lagrangian formalism by functional analytic methods. Theorems regarding the existence
and smoothness of solutions are stated and proved. The third paper presents a novel
method for implementing Gauss’s law in a classical Hamiltonian formulation of Yang–
Mills theory. This approach is based on a careful analysis of the Poisson bracket algebra
of the Gauss law generators. The review part of the thesis gives an overview of classical
and quantum Yang–Mills theory in general, and it discusses some of the most important
methods by which a Hamiltonian formalism can be derived.
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Chapter 1
Introduction
Yang–Mills theory has celebrated its 50th anniversary, but it has not ceased to offer chal-
lenges to physicists. Maybe surprisingly, a number of basic questions are still without
answers. For instance, despite the simple-looking form of the classical Yang–Mills La-
grangian no-one has managed to solve the equations of motion in the general case. At
the quantum level it has proved difficult even to give a universal and mathematically
solid definition of quantum Yang–Mills theory [1]. The perturbative sector of the theory
has been quantised successfully, but the strong-coupling regime is well beyond the reach
of ordinary perturbation theory. In asymptotically free theories such as QCD the cou-
pling grows strong at large spatial distances, where phenomena like colour confinement
and spontaneous chiral symmetry breaking are expected to occur. These phenomena are
properties of hadronic states, which are well-known experimentally but so far poorly ex-
plained by QCD. Despite this state of affairs it is widely believed that QCD is the correct
theory of strong interactions, mainly because lattice calculations in the strong-coupling
regime yield encouraging results. From a theoretical point of view, however, a lattice
with a finite number of points is not a good substitute for the continuum, particularly
when the power of contemporary computers is limited to relatively small lattices. There-
fore one should keep trying to develop calculation methods for the quantum Yang–Mills
theory of the continuum, in particular in the non-perturbative sector of the theory.
Traditionally the quantisation of classical systems has relied on the path-integral for-
malism and the canonical approach. In Yang–Mills theory the path-integral formalism
is at present more firmly established than the canonical alternative, probably because
perturbative quantum field theory is involved with transition amplitudes more than with
state functionals. In the strong-coupling regime of QCD, on the other hand, knowledge
of the states would be more important so that comparisons to experimentally observed
hadronic states could be made. Canonical quantisation is in principle better suited for
this purpose, because the Schro¨dinger picture is able to give both the physical states and
their energies. Unfortunately the field-theoretical Schro¨dinger formalism is much more
ambiguous than its quantum-mechanical counterpart, mainly because regularisation and
renormalisation of ill-defined expressions is required. Due to the non-Lorentz-covariant
appearance of the canonical formalism the traditional renormalisation methods also be-
come more difficult to apply than in the path-integral formalism. As a matter of fact,
the canonical approach faces problems before quantisation is even considered. This is
because the standard procedure for transforming Lagrangian systems into a Hamiltonian
form fails for gauge theories. Neglecting the problem at first, one can construct a Hamil-
tonian which reproduces the dynamical Yang–Mills equations, but Gauss’s law is then
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absent in such a system. No physical applications are possible before the Gauss law is
properly incorporated into the Hamiltonian formalism, be it classical or quantal.
This thesis introduces some new methods for implementing the Gauss law either
within the Lagrangian formalism or in the Hamiltonian picture. Paper I presents an
algebraic method for SU(3) Yang–Mills theory in the first-order Lagrangian formalism,
and it produces a non-Abelian extension of the ordinary Hodge decomposition. Paper
II provides a mathematical point of view on the covariant Poisson equation, which is a
Lagrangian form of Gauss’s law. Using methods of functional analysis, sufficient condi-
tions are derived for the existence and smoothness of solutions to this equation. In Paper
III the starting point is Hamiltonian, and a novel approach to the Gauss law problem is
presented. The construction of physical variables is performed explicitly for pure SU(2)
Yang–Mills theory, and an extension to more general theories is outlined. The review part
of this thesis then offers a wider perspective on Yang–Mills theory and its Hamiltonian
formulation in general. The foundations of the Lagrangian formulation of Yang–Mills
theory are presented in Chapter 2. The emphasis is on QCD-type theories, which contain
gauge bosons and Dirac fermions, but not scalars. The continuous symmetries of such
theories are given together with the corresponding conserved charges, and attention is
paid to classical symmetries which do not survive quantisation. Although these symme-
tries are not directly related to the Gauss law problem, they become important when
attempting to quantise Yang–Mills theory. At the end of Chapter 2 the path-integral
formalism is presented and critically compared to the canonical approach. The Hamilto-
nian formalism is the subject of Chapter 3. The Gauss law problem is formulated and
the most important solution methods, both classical and quantal, are presented. Conclu-
sions are drawn in the final chapter. There are also two appendices in which the most
important mathematical concepts of the research papers are explained. Appendix A is a
brief summary of Lie groups and algebras, and Appendix B presents all the mathematics
that is required for understanding Paper II.
2
Chapter 2
Yang–Mills theory
2.1 Some history
The prototype of all Yang–Mills theories is electrodynamics. The breakthrough of its
quantised form took place in the late 40’s with the discovery of renormalisation procedures
that made it possible to remove the infinities encountered in the perturbation expansion
(Ref. [2] contains a collection of articles). In 1954 Yang and Mills introduced their
model as an SU(2) generalisation of electrodynamics [3]. Their original motivation was to
construct a theory of nuclear forces that would be invariant under SU(2) isospin rotations
of the nucleons. The model was rather soon extended to more general Lie groups [4], but
its physical significance was not recognised at once, mainly because of the problem with
particle masses. The short range of weak and strong interactions required massive gauge
bosons to mediate them, while the gauge invariance of Yang–Mills theory precluded the
insertion of explicit mass terms. This contradiction was settled in favour of Yang–Mills
theory by the idea of spontaneous symmetry breaking through the Higgs mechanism
[5,6]. Later on, the success of the electroweak theory [7–9] and the proof that non-
Abelian theories are renormalisable [10,11] finally confirmed the physical applicability of
Yang–Mills theory.
The idea of describing strong interactions with a Yang–Mills theory was put forward
in the early 70’s [12]. The discovery of asymptotic freedom [13] then led to the break-
through of this model, nowadays known as quantum chromodynamics (QCD). Unlike the
electroweak theory, gluons cannot be made massive by the Higgs mechanism, because the
insertion of scalars would result in too large violations of charge conjugation and flavour
symmetries [14]. In addition to that, they might render the β-function positive, thus
destroying asymptotic freedom. Gluons are thus massless, but the spectrum of QCD is
still expected to consist of massive particles only. This is due to the confinement phe-
nomenon, which prevents coloured objects such as quarks and gluons from appearing as
free particles. It has been conjectured that the mechanism of confinement is analogous
to the Meissner effect in superconductivity with the exception that the roles of electricity
and magnetism are reversed [15,16]. Quarks are thus supposed to be bound together
by colour-electric strings. Although no actual proof exists, this idea has been widely
accepted since it is strongly supported by lattice calculations [17–19]. Confinement and
chiral symmetry breaking as a result of magnetic monopole condensation have also been
found to be properties of certain supersymmetric gauge models [20].
At present the applications of Yang–Mills theory extend far beyond the Standard
Model. Among them there are grand unified theories [21,22], supersymmetric gauge
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theories [23–25] and theories with curved or non-commutative space-time [26–28]. The
modern view on Yang–Mills theory is that it most likely is not a fundamental theory
of elementary particles but rather an effective low-energy limit of some so far unknown
unified theory.
2.2 Yang–Mills Lagrangian
There is a large variety of Yang–Mills theories depending on the interactions under con-
sideration and the particle species involved. The Lagrangian densities of these theories
can be written as sums of separately gauge-invariant terms in the form
L = LYM + Lθ +
Nf∑
f=1
Lf +
Ns∑
s=1
Ls + LYuk,
where the pure Yang–Mills Lagrangian LYM and the topological term Lθ describe gauge
bosons. The densities Lf and Ls refer to fermions and scalars respectively. The inter-
actions mediated by the gauge bosons are included in the matter Lagrangians, and the
term LYuk then contains Yukawa-type couplings between matter fields.
Let us denote the gauge group by G. Pure Yang–Mills theory could be defined with
rather mild assumptions on G, but the existence of matter fields requires the representa-
tions of G to consist of unitary or orthogonal matrices or possibly their direct products.
Gauge bosons are described by Lie algebra -valued fields, also known as gauge potentials
Aµ(x) = A
a
µ(x)Ta,
where the Ta’s are generators in the fundamental representation of the gauge group. (See
Appendix A for detailed definitions). The components Aaµ are assumed to be real and
the generators Ta to be Hermitean. The gauge field tensor is defined by
Fµν = ∂νAµ − ∂µAν − ig [Aµ, Aν], (2.1)
which in component form reads
F aµν = ∂νA
a
µ − ∂µAaν + g fbcaAbµAcν.
Under local gauge transformations Aµ transforms as a connection in the adjoint repre-
sentation:
Aµ(x)→ ω(x)Aµ(x)ω−1(x) + i
g
(
∂µ ω(x)
)
ω−1(x), ω(x) ∈ G. (2.2)
As a result, Fµν transforms homogeneously according to the rule
Fµν(x)→ ω(x)Fµν(x)ω−1(x). (2.3)
The Lagrangian density is
LYM = −1
4
F aµν F
µν
a ,
where both repeated Lie algebra and space-time indices are summed over. The Minkowski
metric gµν is taken to have the signature (−,+,+,+), and the Lie algebra metric hab is
used to define an inner product
(X, Y ) = Xa Ya = habX
a Y b.
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This inner product is assumed to be positive-definite and invariant under the adjoint
action of the gauge group, i.e.,
(ωXω−1, ω Y ω−1) = (X, Y ) for all ω ∈ G. (2.4)
If the gauge group is semisimple, the Killing form can be used to define the metric as
hab = −cfaedfbde, where c is some positive constant. With unitary groups hab can be
normalised to δab. Using equations (2.3) and (2.4) it is now easy to see that LYM is
gauge-invariant.
The action can be complemented with a topological term known as the second Chern
class
Lθ = g
2
32pi2
θF aµν ∗F µνa , (2.5)
where θ is a constant angle and ∗Fµν denotes the Hodge dual of the gauge field tensor,
∗F µν = 1
2
εµνρσFρσ. (2.6)
Being a total divergence,
Lθ = ∂µKµ,
Kµ = − g
2
16pi2
θεµνρσAaν
(
∂σAρa +
1
3
g fbcaA
b
ρA
c
σ
)
,
the θ-term does not affect the equations of motion, but it is related to the topological
properties of the theory. This term also introduces violations of P and CP symmetries in
QCD, because it changes sign under the transformations
APµ (x
0,−x) =   µνAν(x0,x),
ACPµ (x
0,−x) = −   µνA∗ν(x0,x),
 
= diag(1,−1,−1,−1).
Experimental results on P and CP violations imply that the magnitude of θ must be
small. Yet it is not possible to neglect the θ-term altogether — even if one decided to
do so at the classical level, the term would reappear at the quantum level as a phase
characterising topologically nontrivial gauge transformations [29]. Terms of this form
also appear in connection with the chiral anomaly [30,31].
Matter fields live in various representation spaces of the gauge group. Dirac fermions
ψf consist of components of the form
ψf(x) =

ψ1f(x)
ψ2f(x)
ψ3f(x)
ψ4f(x)
 , ψαf (x) =
 ψ
α1
f (x)
...
ψ
αdf
f (x)
 ,
where α is a spinor index and df denotes the dimension of the group representation space.
The generators Tf,a of the representation are df×df -matrices satisfying the commutation
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relations of the gauge algebra. If group elements of the fundamental representation are
written in the form
ω = exp (−ig εa Ta) , (2.7)
then the corresponding fermionic representation is given by
ωf = exp (−ig εa Tf,a) .
Several coordinate patches {εa} may be required if the exponential mapping (2.7) is
not one-to-one in the entire group space. Under local gauge transformations ψf then
transforms as
ψαf (x)→ ωf (x)ψαf (x). (2.8)
A Lagrangian for Dirac spinors is given by
Lf = −ψ¯fγµDf,µ(A)ψf −mf ψ¯fψf ,
where ψ¯f = i ψ
†
fγ
0 and
Df,µ(A) = ∂µ + ig A
a
µ Tf,a.
The γ-matrices satisfy the Clifford algebra
{γµ, γν} = 2 gµν   ,
and one possible choice is
γ0 = −i
(
0  
  0
)
, γk = −i
(
0 σk
−σk 0
)
, (2.9)
where the σk’s stand for the Pauli matrices. This Lagrangian is invariant under gauge
transformations specified by equations (2.2) and (2.8). In the Standard Model and in
neutrino physics fermions are Dirac or Majorana spinors, which in the electroweak the-
ory appear either in the fundamental or in the singlet representation, depending on their
chirality. In QCD both chiralities transform in the fundamental representation. Super-
symmetric theories also contain Weyl spinors in the adjoint representation.
Scalars, when present, are regarded in the group representation space as ds-dimensio-
nal vectors
φ(x) =
 φ
1(x)
...
φds(x)
 .
The group action is given by
ωs = exp (−ig εa Ts,a) ,
where the Ts,a’s are the generators of this representation. Scalars transform under local
gauge transformations as
φ(x)→ ωs(x)φ(x),
and hence a gauge-invariant Lagrangian can be defined by
Ls = −
(
Dµs (A)φ
)†(
Ds,µ(A)φ
)− V (φ†φ) ,
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where
Ds,µ(A) = ∂µ + ig A
a
µ Ts,a.
The potential V is usually assumed to have a double-well shape in order to generate
spontaneous symmetry breaking. In most cases scalars are taken to transform either in
the fundamental or in the adjoint representation. Scalars also appear in the Yukawa in-
teractions LYuk, which in general can consist of all possible gauge-invariant combinations
of matter fields, taking into account the restrictions originating from other symmetries of
the theory and usually also from the requirement of renormalisability. However, fermion
masses have been included in the Lagrangian Lf , although they are supposed to be gen-
erated through spontaneous symmetry breaking in the electroweak sector of the Standard
Model.
2.3 Equations of motion
From now on we shall confine ourselves to Lagrangians describing gauge bosons and Dirac
fermions only, i.e.,
L = −1
4
F aµν F
µν
a −
Nf∑
f=1
(
ψ¯fγ
µDµ(A)ψf +mf ψ¯fψf
)
, (2.10)
where
Dµ(A) = ∂µ + ig A
a
µ Ta
and the fermions transform in the fundamental representation. At the classical level
fermions are regarded as complex-valued spinors which become Grassmann fields only
after quantisation. Of course, it would be possible to take Grassmann-valued fermions
in the very beginning, but this convention would only change some signs in the classical
formulas. The Lagrangian (2.10) is a generalised version of the QCD Lagrangian, which
has the same form with G = SU(3) and Nf = 6. Scalars and supersymmetric particles
have been discarded, because the ultimate goal of the research in this thesis is to apply
the results to non-supersymmetric QCD at low energies.
The classical equations of motion of every Lagrangian system follow from the require-
ment that the action functional
S =
∫
Ldt =
∫
L d4x
be stationary against arbitrary variations of the fields. In our case these requirements
read
δS
δAaµ(x)
= 0,
δS
δψ¯αCf (x)
= 0,
δS
δψαCf (x)
= 0,
and when applied to the Lagrangian (2.10), they give rise to the equations
∇ν(A)F µν = jµ (2.11)(
γµDµ(A) +mf
)
ψf = 0, (2.12)
where ∇ν(A) stands for the covariant derivative in the adjoint representation
∇ν(A) = ∂ν + ig [Aν, · ]
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and jµ denotes the fermionic matter current
jµ =
∑
f
ig
(
ψ¯fγ
µ Ta ψf
)
T a. (2.13)
In addition to these equations the mere definitions of the gauge field tensor (2.1) and its
dual (2.6) result in the Bianchi identity
∇ν(A) ∗F µν = 0. (2.14)
Through the identification of colour electric and magnetic fields as
Ek = F 0k, Bk = ∗F 0k,
the equations (2.11) and (2.14) can be cast in the form of generalised Maxwell equations
∂k E
k = J0 (2.15a)
∂k B
k = J˜0 (2.15b)
ε klm ∂ lE
m = −J˜k − ∂0Bk (2.15c)
ε klm ∂ lB
m = Jk + ∂0E
k, (2.15d)
where the colour electric and magnetic currents read
Jµ = −ig [Aν, F µν] + jµ (2.16)
J˜µ = −ig [Aν, ∗F µν ]. (2.17)
Equation (2.15a) is the non-Abelian Gauss law and equation (2.15b) its magnetic ana-
logue. Equations (2.15c) and (2.15d) correspond to Faraday’s and Ampe`re’s laws respec-
tively. Compared to an Abelian theory, the biggest difference is the property that the
self-interactions of the gauge bosons now yield contributions to the colour electric and
magnetic currents.
The Yang–Mills equations (2.11) look more innocent than they are — in reality they
are extremely difficult to solve. Mathematical studies on the existence, uniqueness and
smoothness of solutions to these equations have been carried out (Refs. [32–35] and Paper
II of this thesis), but the results give no clue for constructing explicit solutions. However,
there is a no-go theorem by Coleman [36] stating that the only possible nonsingular
solution to the Yang–Mills equations in the sourcefree case (jµ = 0) is the vacuum
solution, provided that the asymptotic conditions
lim
|x|→∞
|x|3/2+F aµν(x0,x) = 0, 0 <  <
1
2
, x0 > 0
hold uniformly in direction and time. Special solutions are known, and usually they
describe topologically nontrivial field configurations such as monopoles [37–39], vortices
[40], dyons [41] or instantons [42]. In particular, instantons are known to play a role in
resolving the so-called U(1) problem of chiral symmetries [43], because they yield nonzero
contributions to the second Chern class in Euclidean space. In Minkowski space such
Euclidean configurations can be regarded as representing tunnelling processes between
states with different topological quantum numbers. In a quantised theory the role of
classical solutions is obscured by quantum fluctuations.
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2.4 Symmetries and conservation laws
2.4.1 Noether’s theorem
The Lagrangian (2.10) respects various physically important symmetries. These sym-
metries are related to conserved quantities through the celebrated theorem by Noether
[44,45]. The theorem applies to continuous infinitesimal transformations of coordinates
and fields 
x′µ = xµ + δxµ
A
′a
µ (x
′) = Aaµ(x) + δA
a
µ(x)
ψ
′αC
f (x
′) = ψ αCf (x) + δψ
αC
f (x)
(2.18)
such that the equations of motion remain invariant. This turns out to be the case if the
Lagrangian (2.10) satisfies the condition
L [{A′µ} ,{ψ′f} ,{ψ¯′f} ; x′] d4x′ = (L [{Aµ} , {ψf} ,{ψ¯f} ; x]+ ∂ν δΩν(x))d4x,
where δΩ is some infinitesimal four-vector. Then a current defined by
Jµcons = L δxµ +
∂L
∂(∂µAaν)
(
δAaν − (∂ρAaν) δxρ
)
+
Nf∑
f=1
[
∂L
∂(∂µψ
αC
f )
(
δψ αCf − (∂ρ ψ αCf ) δxρ
)
(2.19)
+
∂L
∂(∂µψ¯
αC
f )
(
δψ¯ αCf − (∂ρ ψ¯ αCf ) δxρ
)]
− δΩµ
is conserved, i.e.,
∂µJ
µ
cons = 0 (2.20)
under the assumption that the equations of motion hold. Note that it is always possible
to modify the current by four-vectors of the form
Jµ(0) = ∂νΓ
µν , Γµν = −Γνµ (2.21)
or by vectors that vanish when the equations of motion are in force. Defining now a
charge by
Q =
∫
J0cons d
3x
and assuming that the spatial components Jkcons vanish sufficiently rapidly at infinity, it
follows from equation (2.20) and the divergence theorem that Q is a constant of motion.
In a quantised theory it is required that Green’s functions involving the current Jµcons
are divergence-free, and the quantum analogues of equation (2.20) are known as Ward
identities. However, it is impossible to find a regularisation procedure that would preserve
all the symmetries of the classical theory. As a result, some classical symmetries are
broken by quantum anomalies.
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2.4.2 Gauge invariance
As stated previously, the Lagrangian (2.10) is invariant under local gauge transformations
defined by equations (2.2) and (2.8). Taking the exponential parameters εa in (2.7) to be
infinitesimal constants, we get a global transformation of the form (2.18) with
δxµ = 0
δAaµ(x) = ig [Aµ(x), ε]
a
δψ αCf (x) = −ig εa (Ta)CD ψ αDf (x).
Applying formula (2.19) we then see that the corresponding conserved current is the
colour-electric current Jµ defined in (2.16). The colour-magnetic current J˜µ of equation
(2.17) is equally conserved, but there is no symmetry of the action corresponding to it.
The conservation of J˜µ follows trivially from the fact that the current is of the form (2.21)
with Γµν = ∗F µν. The colour electric and magnetic charges are given by
Qa =
∫
J0a d3x, Q˜a =
∫
J˜ 0a d3x.
In Yang–Mills theories gauge invariance is both a blessing and a curse. On one hand,
it is vital for the renormalisability of quantised theories, and therefore one would like to
retain it manifestly at the quantum level as long as possible. On the other hand, gauge
angles are nonphysical variables and they must be eliminated at some stage. In fact, it
is not the fields (Aµ, ψf) themselves that are physical objects but their gauge orbits
O(Aµ, ψf ) =
{(
A(ω)µ (x), ψ
(ω)
f (x)
) ∣∣∣A(ω)µ (x) = ω(x)Aµ(x)ω−1(x) + ig(∂µ ω(x))ω−1(x),
ψ
(ω)
f (x) = ωf(x)ψf (x), ω(x) ∈ G
}
.
The space of orbits is usually parametrised by fixing the gauge, that is, by selecting
a unique representative from each orbit. This can be done with the help of a gauge
condition, which is a non-gauge-invariant equation of the form
Fa
[{Aµ}, {ψf}; x] = 0, a = 1, . . . , dimG. (2.22)
The gauge must be attainable, i.e., for every field configuration (Aµ, ψf ) there must
exist a gauge-transformed configuration (A
(ω)
µ , ψ
(ω)
f ) that satisfies the gauge condition
Fa
[{A(ω)µ }, {ψ(ω)f }; x] = 0. Uniqueness means that only one field configuration in each
orbit is allowed to satisfy the condition (2.22).
Surprisingly enough, attainability and uniqueness are so restrictive requirements that
it is almost impossible to find a gauge fulfilling them both. Usually it is uniqueness that
fails and the gauge condition is satisfied by two or more gauge-equivalent configurations
[46]. There is a theorem by Singer [47] which states that no continuous gauge fixing is
possible in the set of gauge potentials defined over S4. The sphere S4 is a compactified
version of Euclidean   4 where the infinity limit is regarded as a point on the sphere.   4
then becomes a chart for one hemisphere of S4. The coordinates of the other hemisphere
are given by the inversion{
x′µ = x
µ
r2
, r2 = δρσ x
ρxσ
A′µ(x
′) = χ(x) (r2 δµ
ν − 2 δµρ xρxν)Aν(x)χ−1(x) + ig
(
∂µ χ(x)
)
χ−1(x),
(2.23)
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where the G-valued mapping χ is called a transition function. Compactification of   4
now amounts to requiring that A′µ be smooth enough at the point x
′ = 0. Similarly,
if a local gauge transformation matrix ω(x) has been defined on   4, the corresponding
matrix on the hemisphere containing infinity reads
ω′(x′) = χ(x)ω(x)χ−1(x).
The transition function χ is characterised by the homotopy group pi3(G). If the group
is trivial, the transition function can be deformed to unity. Otherwise there will be a
twist labelled by some nontrivial element of pi3(G). (See Refs. [48] and [49] for further
details.) Singer’s theorem does not forbid the existence of ambiguity-free gauges on   4
or in Minkowski space. For example, the orthogonal gauge
xµAµ(x) = 0
is unique up to global gauge transformations [50]. An apparent alternative to gauge-fixing
would be the formulation of Yang–Mills theory in terms of gauge-invariant variables.
However, the construction of such variables requires specifying the gauge angles that are
going to be removed (see Ref. [51] and Paper III of this thesis). In other words, one must
still choose a gauge.
2.4.3 Poincare´ invariance
Poincare´ transformations encompass Lorentz boosts, rotations and translations. When
operating on space-time coordinates, they take the form
x′µ = Λµν xν + bµ, (2.24)
where the Lorentz transformations Λ are defined by the property that they preserve the
Minkowski metric, i.e.,
gµν Λ
µ
ρΛ
ν
σ = gρσ.
It is customary to say that the gauge potential Aµ now transforms as a one-form, but
this does not have to be the case [29,52]. Namely, local gauge invariance implies that
we are free to attach a gauge transformation to any other symmetry. The Poincare´
transformation of Aµ can thus be defined as
A′µ(x
′) = ωΛ,b(x) ΛµνAν(x)ω−1Λ,b(x) +
i
g
(
∂µ ωΛ,b(x)
)
ω−1Λ,b(x), (2.25)
where the matrix ωΛ,b is now a function of the Poincare´ transformation parameters. This
formula is particularly useful in proving the Lorentz covariance of gauge-fixed fields. For
example, the temporal gauge A0 = 0 seemingly violates Lorentz covariance, but if one
applies formula (2.25) to the gauge-fixed potential with
ωΛ(t,x) = ωΛ(0,x)
−→
T exp
(
igΛ0
k
∫ t
0
Ak(s,x) ds
)
,
the result is a Lorentz transformation that preserves the gauge A′0 = 0. (Time ordering−→
T means that the components of the gauge potential must be in ascending order with
respect to their time arguments.)
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In order to define Lorentz transformations for spinors we must confine ourselves to one
connected component of the Lorentz group, which is normally taken to be the subgroup
of proper ortochronous transformations (det Λ = 1, Λ00 ≥ 1). Such transformations can
be written as exponentials
Λµν =
[
exp
(
− i
2
ρσMρσ
)]µ
ν
, (2.26)
where the parameters ρσ are antisymmetric and the generators Mρσ are matrices defined
by
(Mρσ)
µ
ν = i (gρ
µ gσν − gσµ gρν) .
The spinor representation corresponding to (2.26) is then
Sαβ(Λ) =
[
exp
(
− i
2
ρσ Σρσ
)]α
β
,
where
(Σρσ)
α
β =
i
4
[γρ, γσ]
α
β.
The Poincare´ transformation formula for spinors is now written as
ψ′f (x
′) = ωΛ,b(x)S(Λ)ψf(x). (2.27)
Representations for space and time reversals depend on the particular form of the γ-
matrices. Adopting the choice (2.9), space reversal can be defined by
S(
 
) = ηPγ
0, |ηP | = 1,   = diag(1,−1,−1,−1).
Time reversal is a more peculiar transformation in which
S(   ) = ηTγ5γ2γ0, |ηT | = 1,   = diag(−1, 1, 1, 1)
with
γ5 =
(
  0
0 −  
)
,
and formula (2.25) is replaced by
A′µ(x
′) = −ωT (x)   µνAν(x)ω−1T (x) +
i
g
(
∂µ ωT (x)
)
ω−1T (x).
(See Refs. [53,54] for further details.) It is straightforward to verify that the action is
invariant under the combined transformations (2.24), (2.25) and (2.27). Poincare´ invari-
ance must also survive quantisation as it is one of the most important symmetries in
physics.
Let us now find the Noether current corresponding to translations. If bµ is taken to
be infinitesimal, equations (2.24), (2.25) and (2.27) reduce to the form (2.18) with
δxµ = bµ
δAaµ(x) =
(∇µ(A) bνwν(x))a
δψ αCf (x) = −ig bνwaν(x) (Ta)CD ψ αDf (x),
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where waν specifies the associated gauge transformation by
ωb(x) =
  − ig bνwaν(x)Ta +O(b2).
Formula (2.19) gives the conserved current
T µν(w) = F µρa
(∇ρ(A)wν − ∂νAρ)a − 1
4
gµνF aρσ F
ρσ
a +
∑
f
ψ¯fγ
µDν(w)ψf
− gµν
∑
f
ψ¯f
(
γρDρ(A) +mf
)
ψf , (2.28)
which is recognised as the energy-momentum tensor. Its components T 0µ can be regarded
as densities of the total four-momentum, i.e.,
H =
∫
T 00 d3x, P k =
∫
T 0k d3x.
Note that it is still possible to alter the definition of T µν by adding a term of the form
(2.21). This option will be exploited later.
Infinitesimal Lorentz transformations take the form (2.18) with
δxµ = µνx
ν
δAaµ(x) = µ
νAaν(x) +
1
2
ρσ
(∇µ(A)Lρσ(x))a
δψ αCf (x) = − i2 ρσ(Σρσ)αβ ψ βCf (x)− i2 g ρσLaρσ(x) (Ta)CD ψ αDf (x),
where the associated gauge transformation reads
ω(x) =
  − i
2
g ρσLaρσ(x)Ta +O(2).
Using the energy-momentum tensor (2.28), the conserved current can be written as fol-
lows:
Mµρσ(L) = xρ T µσ(0)− xσ T µρ(0) + AρaF µσa − AσaF µρa − F µνa
(∇ν(A)Lρσ)a
−
∑
f
ψ¯fγ
µ (iΣρσ + ig Lρσ)ψf . (2.29)
The components M0kl are related to the total angular momentum Jk through
Jk =
∫
1
2
εklmM0lm d3x,
and the components M0k0 are densities of the so-called boost vector
Kk =
∫
M0k0 d3x.
The currents (2.28) and (2.29) can now be combined to form a symmetric energy-
momentum tensor [55]. In fact, symmetry is required of a tensor that is going to be
coupled to general relativity. The trick is to notice that the currentMµρσ splits into two
parts,
Mµρσ(L) = xρ T µσ(w)− xσ T µρ(w) + Γµρσ,
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Γµρσ = AρaF µσa − AσaF µρa −
∑
f
ψ¯fγ
µ iΣρσψf
−F µνa
(∇ν(A)Lρσ)a − xρF µνa (∇ν(A)wσ)a + xσF µνa (∇ν(A)wρ)a
−
∑
f
ψ¯fγ
µ ig (Lρσ + xρwσ − xσwρ)ψf ,
where the first two terms refer to orbital angular momentum and the first line of Γµρσ to
spin. The energy-momentum tensor is now symmetrised by forming the combination
T µν(w) +
1
2
∂ρ (Γ
ρµν + Γµνρ + Γνµρ) ,
where the second term is seen to be of the form (2.21). Removing terms that vanish when
the equations of motion are in force, we arrive at the expression
θµν = θµν0 +
1
2
∂ρ ∂σ
(
F µσa (x
ρwν − xνwρ − Lνρ)a
)
+
1
2
∂ρ ∂σ
(
F νσa (x
ρwµ − xµwρ − Lµρ)a
)
,
θµν0 = −F µρa (Fρν)a −
1
4
gµνF aρσ F
ρσ
a
+
1
4
∑
f
ψ¯f
(
γµ
−→
D ν(A)−←−D †ν(A)γµ + γν−→Dµ(A)−←−D †µ(A)γν
)
ψf
−gµν
∑
f
ψ¯f
(
1
2
γρ
−→
Dρ(A)− 1
2
←−
D †ρ(A)γ
ρ +mf
)
ψf ,
known as the Belinfante tensor. The surface terms could also be transformed away by
adding counterterms of the form (2.21). This tensor is now both conserved and symmetric,
i.e.,
∂µθ
µν = 0, θµν = θνµ,
but its trace θµµ does not necessarily vanish. With the help of θ
µν it is also possible to
alter the definition (2.29) by introducing
MµρσB = xρθµσ − xσθµρ.
It turns out that Mµρσ and MµρσB differ only by terms of the form (2.21) and by terms
which vanish when the equations of motion hold.
2.4.4 Conformal symmetries
If the fermions in the Lagrangian (2.10) are massless, the classical theory is invariant
under scalings and special conformal transformations. Scalings are defined by
x′µ = e−sxµ
A′µ(x
′) = ωs(x) esAµ(x)ω−1s (x) +
i
g
(
∂µωs(x)
)
ω−1s (x)
ψ
′αC
f (x
′) = ωs(x)CD e
(3/2)s ψ αDf (x)
with
ωs(x) = exp
(−igs va(x)Ta),
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and the corresponding Noether current reads
Jµs = −xν T µν(0) + F µνa
(
Aν +∇ν(A)v
)a −∑
f
ψ¯fγ
µ
(
3
2
− ig va Ta
)
ψf .
As before, it is possible to give a modified but essentially equivalent definition
Jµs,B = −xν θµν0 + ∂ν (F µνa va) .
The divergence of this current is proportional to the fermion masses,
∂µJ
µ
s =
∑
f
mf ψ¯fψf ,
showing that scale symmetry is explicitly broken by massive fermions. In addition to this,
scale symmetry is also broken anomalously at the quantum level due to the emergence
of a fundamental mass scale. In fact, this symmetry must be broken — if unbroken,
it would render the mass spectrum of the theory either continuous or zero, contrary to
observations [56].
Special conformal transformations are parametrised by a four-vector c. The transfor-
mation equations are
x′µ = x
µ−x2cµ
1−2 c·x+c2x2
A′µ(x
′) = ωc(x)
[
(1− 2 c · x + c2x2) gµν + 2 (xµ − x2cµ) cν
−2 (cµ − 2 c · x cµ + c2xµ) xν
]
Aν(x)ω
−1
c (x) +
i
g
(
∂µωc(x)
)
ω−1c (x)
ψ
′αC
f (x
′) = ωc(x)CD (1− 2 c · x+ c2x2) [(1− c · x)   − 2i xρcσ Σρσ]αβ ψ βDf (x),
where
ωc(x) = exp
(−ig cµkaµ(x)Ta) .
The current given by (2.19) can again be modified so that it takes a simplified form
KµνB = −(2 xνxρ − x2gνρ) θµρ0 − ∂ρ (F µρa kνa) .
At the classical level this symmetry is broken explicitly by fermion masses,
∂µK
µν
B = 2 x
ν
∑
f
mf ψ¯fψf ,
but in a quantised theory it is additionally broken by the same anomaly that leads to the
violation of scale invariance. It should also be noted that the Minkowskian counterpart
of the inversion (2.23)
x′µ = x
µ
x2
A′µ(x
′) = χ(x) (x2 gµν − 2 xµxν)Aν(x)χ−1(x) + ig
(
∂µ χ(x)
)
χ−1(x)
ψ
′αC
f (x
′) = χ(x)CD x
2xµ(γ
µ)αβ ψ
βD
f (x)
defines a symmetry transformation of the Lagrangian (2.10) with massless fermions. As
this transformation is discrete, there is no conserved quantity attached to it.
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2.4.5 Fermionic symmetries
The presence of fermions increases the number of classical symmetries obeyed by the
action (2.10). Some of these symmetries are exact, while some are only good approxima-
tions which would become exact if the fermion masses or their differences tended to zero.
The exact symmetries consist of global U(1) phase transformations
ψ′f (x) = e
−i φfψf (x)
which are responsible for the conservation of the flavour current
jµf = i ψ¯fγ
µψf .
The corresponding charge is the flavour number
nf =
∫
ψ†fψf d
3x.
Experiments indicate that flavour numbers must also be conserved at the quantum level.
Since the Lagrangian (2.10) treats both fermion chiralities equally, it possesses an
additional U(1) symmetry of the form
ψ′f (x) = e
−i φ˜fγ5 ψf (x) (2.30)
provided that the corresponding flavours are light. The resulting axial current
jµf,A = i ψ¯fγ
µγ5ψf
is broken by explicit mass terms,
∂µj
µ
f,A = 2imf ψ¯fγ5ψf ,
but also by a quantum anomaly [30,31]. The anomalous divergence of jµf,A takes the form
of a second Chern class, indicating that the nonconservation of axial flavour numbers
is related to the topology of the gauge potential. Indeed, this connection has made
it possible to explain by instantons the breaking of the classical U(1) symmetry where
all the light quarks are multiplied by a flavour-independent phase of the form (2.30).
As instantons give nonzero contributions to the second Chern class, they break this
undesired symmetry through the anomaly of the current [43]. An anomaly also appears
in the covariant divergence of the Lie algebra -valued current
Jµf,A = ig
(
ψ¯fγ
µγ5 Ta ψf
)
T a.
Classically it holds that
∇µ(A)Jµf,A = 2ig mf
(
ψ¯fγ5 Ta ψf
)
T a,
but an anomalous term will alter this relation at the quantum level [56–58].
If the masses of some fermion flavours are equal, the action remains invariant under
rotations of these flavours. If there are N ′ such flavours, the corresponding symmetry
consists of global SU(N ′) rotations of the form
ψ′f(x) =
N ′∑
f ′=1
(
e−i β
aTa)
f
f ′
ψf ′(x), f = 1, . . . N
′, (2.31)
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where the Ta’s are the generators of SU(N ′). In QCD a symmetry of this kind is approx-
imately present, since the lightest quarks u and d have masses with the same order of
magnitude. Sometimes even the third lightest quark s is added into the picture, and the
approximate symmetry then becomes that of SU(3) rotations. The current associated
with the transformation (2.31) is
Vµa =
N ′∑
f=1
N ′∑
f ′=1
i ψ¯fγ
µ (Ta)f f
′
ψf ′ ,
and its divergence reads
∂µVµa =
N ′∑
f=1
N ′∑
f ′=1
i (mf −mf ′) ψ¯f (Ta)f f
′
ψf ′ .
The corresponding charge forms a generalised flavour isospin vector
IVa =
∫ N ′∑
f=1
N ′∑
f ′=1
ψ†f (Ta)f f
′
ψf ′ d
3x,
and it is approximately a constant of motion. This symmetry must remain anomaly-free
after quantisation.
Axial flavour rotations
ψ′f (x) =
N ′∑
f ′=1
(
e−iγ5 β˜
aTa
)
f
f ′
ψf ′(x), f = 1, . . .N
′ (2.32)
also define an approximate symmetry transformation of light fermions. The Noether
current is
Aµa =
N ′∑
f=1
N ′∑
f ′=1
i ψ¯fγ
µγ5 (Ta)f f
′
ψf ′ ,
giving rise to a generalised axial isospin vector
IAa =
∫ N ′∑
f=1
N ′∑
f ′=1
ψ†f γ5 (Ta)f f
′
ψf ′ d
3x.
The divergence of this current is proportional to the fermion masses,
∂µAµa =
N ′∑
f=1
N ′∑
f ′=1
i (mf +mf ′) ψ¯fγ5 (Ta)f f
′
ψf ′ ,
and no anomalous terms are expected to appear at the quantum level. However, in QCD
this symmetry is broken spontaneously, since the observed particle spectrum does not
obey the symmetry derived from (2.32).
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2.5 Path-integral quantisation
Quantisation of Lagrangian systems is done using the path-integral method. Given a
gauge condition of the form (2.22), the generating functional of Green’s functions is
given by the formula [59,60]
Z[J, ξf , ξ¯f ] = N
∫ (∏
x,µ,a
dAaµ(x)
)( ∏
x,α,C,f
dψαCf (x) dψ¯
αC
f (x)
)∏
x,a
δ
(
Fa[{Aµ}, {ψf}; x]
)
×
(
DetF
)
exp
(
i
∫ [
L+ JµaAaµ +
∑
f
(
ξ¯f,αC ψ
αC
f + ψ¯
αC
f ξf,αC
)]
d4x
)
,
(2.33)
where F is the Faddeev–Popov matrix
Fab(x, y) =
δFa[{A(ω)µ }, {ψ(ω)f }; x]
δεb(y)
, ω(y) = exp
(−ig εb(y)Tb)
= −
[
hb
c ∂(y)µ − g fdcbAdµ(y)
] δFa(x)
δAcµ(y)
−ig
∑
f
(
ψαDf (y)(Tb)
C
D
δ
δψαCf (y)
Fa(x)− ψ¯αDf (y)(Tb)CD
δ
δψ¯αCf (y)
Fa(x)
)
.
The fermion fields (ψf , ψ¯f , ξf , ξ¯f) are now regarded as anticommuting Grassmann vari-
ables. The derivatives of Z with respect to the sources (J, ξf , ξ¯f) yield Green’s functions,
i.e., vacuum-vacuum amplitudes of the form
G(n)(x1, · · · , xn) = 〈0|←−T
(
Ô1(x1) · · · Ôn(xn)
)
|0〉,
provided that a Wick rotation is performed on the time axis of the action. Ôi is a generic
symbol for operators corresponding to the fields (Aaµ, ψ
αC
f , ψ¯
αC
f ), and the notation
←−
T
indicates that the operators are arranged in descending time order.
Nobody knows how to evaluate the path integral (2.33) exactly. In practice one must
do with a perturbation expansion around some exactly calculable special case, which is
usually taken to be the free theory with g = 0. In this case the integrand of Z can
be made Gaussian, and the Green functions then decompose into formal Taylor series
in powers of g. Unfortunately these series contain infinite loop corrections, and they
have to be regularised before the theory makes sense. Several regularisation methods
are available nowadays, but the most popular one is dimensional regularisation, which
was developed in Ref. [11]. The procedure starts by modifying the dimensionality of
space-time from 4 to d = 4 − ε. As a result, the dimensions of the fields change and
the coupling constant becomes dimensionful. The divergent loop integrals reside in the
vertex functions generated by the effective action
Γ[Ac, ψf,c, ψ¯f,c] =
1
i
logZ[Jc, ξf,c, ξ¯f,c]
−
∫ [
(Jc)
µ
a (Ac)
a
µ +
∑
f
(
(ξ¯f,c)αC (ψf,c)
αC + (ψ¯f,c)
αC(ξf,c)αC
)]
d4x,
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where the sources (Jc, ξf,c, ξ¯f,c) are expressed as functions of the external fields (Ac, ψf,c,
ψ¯f,c) by solving the equations
(Ac)
a
µ(x) =
1
i
δ
δ (Jc)
µ
a(x)
logZ[Jc, ξf,c, ξ¯f,c]
(ψf,c)
αC(x) =
1
i
δ
δ (ξ¯f,c)αC(x)
logZ[Jc, ξf,c, ξ¯f,c]
(ψ¯f,c)
αC(x) = − 1
i
δ
δ (ξf,c)αC(x)
logZ[Jc, ξf,c, ξ¯f,c].
Functional derivatives of Γ with respect to the fields (Ac, ψf,c, ψ¯f,c) give the vertex func-
tions Γ˜(n)(x1, · · · , xn), which on the other hand are sums of connected one-particle-
irreducible Feynman graphs. Dimensional regularisation now turns the vertex functions
into finite expressions which can be split into regular and singular parts according to their
behaviour in the limit d→ 4. Once the singular parts have been identified, they can be
absorbed into redefinitions of the parameters and the fields as follows:
Aaµ = Z
1/2
A A
a
µ,r, ψf = Z
1/2
ψ ψf,r, g = Zg grµ
2−d/2, mf = ZmZ−1ψ mf,r.
Here µ is an arbitrary mass parameter, which must be introduced for the sake of dimen-
sional consistency. Gauge-fixing parameters and ghost fields are also redefined as above.
The singular coefficients Zi are determined so that they cancel the loop divergences in
every order of perturbation theory. When expressed in terms of the renormalised param-
eters and fields, denoted by the subscript r above, the theory remains well-defined in the
limit d → 4. If massless particles such as gluons are present, there will also be infrared
divergences, but they are easier to cure than ultraviolet divergences.
As mentioned before, the mass µ breaks scale invariance in the renormalised theory.
This breaking in turn has quantitative effects on the renormalised Green functions. The
bare and renormalised momentum space vertex functions are related through
Γ˜(n)
(
p1, · · · , pn−1; g, {mf}, d
)
= Z
−nA
2
A Z
−nψ
2
ψ Γ˜
(n)
r
(
p1, · · · , pn−1; gr, {mf,r}, µ, d
)
,
nA + nψ = n,
where nA indicates the number of A-fields and nψ the total number of ψf - and ψ¯f -fields
in the definition of Γ˜(n). Taking derivatives with respect to µ and passing to the limit
d→ 4 yields the Callan–Symanzik equation [61,62][
µ
∂
∂µ
+ β(gr)
∂
∂gr
+
∑
f
γmf (gr)mf,r
∂
∂mf,r
− nA γA(gr)− nψγψ(gr)
]
×Γ˜(n)r
(
p1, · · · , pn−1; gr, {mf,r}, µ, d = 4
)
= 0,
where
β(gr) = µ
dgr
dµ
γmf (gr) =
µ
mf,r
dmf,r
dµ
(2.34)
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γA(gr) =
1
2
µ
d
dµ
logZA
γψ(gr) =
1
2
µ
d
dµ
logZψ.
Note that the functions β and γ are independent of the fermion masses in the so-called MS
(or MS) renormalisation scheme [63]. Equations (2.34) determine the scaling behaviour
of the variables and the parameters as follows: a vertex function with scaled momenta is
given by the formula
Γ˜(n)r
(
esp1, · · · , espn−1; gr(0), {mf,r(0)} , µ
)
= f(s) Γ˜(n)r
(
p1, · · · , pn−1; gr(s), {mf,r(s)} , µ
)
,
where the running parameters are solutions to the differential equations
dgr(s)
ds
= β
(
gr(s)
)
dmf,r(s)
ds
= mf,r(s)
[
γmf
(
gr(s)
)− 1]
1
f
df(s)
ds
= 4− nA − 3
2
nψ − nA γA
(
gr(s)
)− nψγψ(gr(s))
with the initial condition f(0) = 1. The functions (2.34) are thus responsible for devia-
tions from the classical scaling behaviour. The β-function of QCD was calculated in Ref.
[13], and for a Lagrangian of the form (2.10) it reads
β(gr) = − g
3
r
4pi2
(
11
12
C1 − 1
3
NfC2
)
+O(g5r),
where C1 and C2 are constants determined by the generators of the gauge group through
the relations
fac
dfbd
c = −C1 δab
Tr(TaTb) = C2 δab.
To lowest order the running coupling constant then reads
gr(s) =
gr(0)√
1 + s gr(0)
2
2pi2
(
11
12
C1 − 13NfC2
) .
In QCD the group constants satisfy
11
12
C1 − 1
3
NfC2 =
7
4
> 0,
indicating that the running coupling constant tends to zero in the high-energy limit
s → ∞. This is the property of asymptotic freedom, which means that quarks and glu-
ons behave as free particles at small spatial separations. Contrary to this, gr(s) grows
rapidly at low energies and blows up at a finite value of s. This singularity is probably
due to a perturbative approximation of the β-function, but for physical reasons the cou-
pling constant is indeed expected to grow large in the low-energy regime so that colour
confinement may result.
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Perturbative path-integral quantisation is a powerful method for calculating transi-
tion amplitudes, but it has its limitations. First, the perturbation expansion in powers
of g does not converge. Even if it did so, nonanalytic expressions in g would still be
beyond the scope of the expansion. This does not mean that perturbation theory would
become useless in the strong-coupling regime, but rather that one should derive an ex-
pansion around a Lagrangian that is relevant in the low-energy regime. The free theory is
obviously suitable only in the weak-coupling limit. Furthermore, in the strong-coupling
regime one would be interested in determining the energy spectrum and the physical
states of the theory, because that would make it possible to compare the predictions of
QCD with known experimental properties of hadrons. The path-integral formalism is not
at its best in finding the state vectors, although there exists a procedure for extracting
wave functions from transition amplitudes. In fact, canonical quantisation in terms of a
functional Schro¨dinger equation would be a more suitable way to study the properties of
the states. As a quantisation method the canonical approach is also more fundamental
than the path-integral method, since there are examples such as the nonlinear σ-model
where a straightforward application of path integrals gives incorrect results [64]. More-
over, path integrals are not mathematically rigorous objects because their integration
measures cannot be defined unambiguously. In practical calculations path integrals are
first converted into ordinary integrals by discretising space-time. Once the integrations
have been performed, the discretisation is removed with a suitable limiting procedure.
Unfortunately different discretisations give different results, thereby making a universal
definition of the integration measure impossible [65,66]. In a theory with a well-defined
Hamiltonian this problem can be circumvented by deriving path-integral formulas from
the canonical formalism, and in fact this was the method originally used by Feynman
in his derivation of the quantum-mechanical path integral. Finally, as the path-integral
formalism involves classical fields only, the structure of quantum operators is kept hidden.
For all these reasons it would be most desirable to formulate quantum Yang–Mills theory
also in the canonical framework.
21
Chapter 3
Hamiltonian formalism
3.1 Motivation
Hamiltonian formalism has proved to be a reliable pathway to quantum physics. If it is
possible to formulate a classical system in terms of canonically conjugate variables, then a
quantised system is obtained by replacing the classical variables with quantum operators
whose commutators (or anticommutators) are derived from the classical Poisson brackets
by the heuristic substitution
{ · , · } → 1
i~
[ · , · ] .
Of course, this is only a rule of thumb which must be applied with care. Namely, there
are an infinite number of different quantum operators satisfying the same commutation
relations, and these operators in general are physically inequivalent. One classical system
may thus give rise to several different quantum systems among which one then has to
find the system that is realised in nature. Even when the particular form of the funda-
mental quantum operators has been decided, there will still be ordering ambiguities in
the definitions of composite operators. Due to these problems one cannot thus regard the
canonical formalism as an easier method of quantisation than the path-integral formalism.
One might even say that the advantage of the canonical approach lies in the fact that it
makes all quantisation ambiguities inescapable, whereas the path-integral approach hides
them behind the seemingly elegant but in reality vacuous definition of the integration
measure. To be fair, it must now be noted that the measure problem is also present in
the Hamiltonian formalism, because the normalisation of state vectors in the Schro¨dinger
picture is determined by a path integral. The Schro¨dinger formalism also requires regular-
isation and renormalisation, since for example multiple functional derivatives defined at
the same point often lead to infinite expressions. As the Schro¨dinger picture is not man-
ifestly Lorentz-covariant, its perturbative renormalisation becomes more awkward than
in the path-integral formalism [67,68]. However, an intrinsic renormalisation procedure,
independent of the Fock vacuum, seems to be better suited for Schro¨dinger-quantised
operators [69]. The functional integral and canonical operator approaches to quantisa-
tion should therefore be regarded as complementary methods sharing the same physical
problems and ambiguities. Which formalism to use depends on the nature of the prob-
lem in question. In QCD at low energies one is mainly interested in the properties of
hadronic states, and the functional Schro¨dinger formalism would then seem to be the
most appropriate framework for studying this issue.
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3.2 The Gauss law problem
The first step towards canonical quantisation consists of converting a classical Lagrangian
system into a Hamiltonian one. The standard procedure for a Lagrangian of the form
L =
∫
L [{Aµ}, {ψf}, {ψ¯f}; x] d3x
begins with defining canonical momenta by the formulas
pif,αC(x) =
δL
δ ∂0ψαCf (x)
p¯if,αC(x) =
δL
δ ∂0ψ¯αCf (x)
Πµa(x) =
δL
δ ∂0Aaµ(x)
.
The resulting equations are then solved for the generalised velocities, and after that a
Hamiltonian is constructed through the Legendre transformation
H =
∫ [
Πµa ∂0A
a
µ +
∑
f
(
pif,αC ∂0ψ
αC
f + p¯if,αC ∂0ψ¯
αC
f
)]
d3x − L. (3.1)
With the Lagrangian (2.10) this procedure fails, because the resulting canonical momenta
read
pif,αC(x) = i ψ
†
f,αC(x) (3.2a)
pif,αC(x) = 0 (3.2b)
Πµa(x) = −F µ0a (x) = −∂0Aµa(x) + ∂µA0a(x)− g f bcaAµb (x)A0c(x), (3.2c)
indicating in particular that Π0a = 0. Clearly these equations are impossible to solve for
the velocities (∂0A0, ∂0ψf , ∂0ψ¯f ). The difficulties with fermions are relatively easy to cure
since they originate from the fact that the Lagrangian is linear in the derivatives of ψf .
Such first-order Lagrangians have been analysed in Refs. [70,71] with the result that it
is indeed possible to express them in a Hamiltonian form. One can even adopt the naive
approach where a Hamiltonian system is formed by combining the definitions (3.1) and
(3.2a). The problem with a vanishing Π0 is more fundamental and cannot be solved by
simple manipulations. In order to examine this problem, let us employ the definitions
(3.2) to construct a Hamiltonian
H =
∫ (
1
2
Πak Π
k
a +
1
4
F akl F
kl
a +
∑
f
pifγ
0
(
γkDk(A) +mf
)
ψf −GaAa0
)
d3x, (3.3)
where
Ga :=
(
∇k(A) Πk
)
a
+
∑
f
ig (pif Ta ψf ) (3.4)
and the index k runs over spatial coordinates only. If we now choose the pairs (Aak,Π
k
a)
and (ψαCf , pif,αC)
1 as canonically conjugate variables, the Hamiltonian equations of motion
1Note that ψαCf and pif,αC are still related by equation (3.2a). This constraint would be avoided in
real-valued variables {
qαCf =
1√
2
(ψαCf − ipiαCf )
pαCf =
1√
2
(−iψαCf + piαCf ).
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read
∂0A
a
k(x) =
δH
δΠka(x)
, ∂0Π
a
k(x) = −
δH
δAka(x)
∂0ψ
αC
f (x) =
δH
δpif,αC(x)
, ∂0pif,αC(x) = − δH
δψαCf (x)
.
These equations reproduce correctly the Dirac equation and the dynamical part of the
Yang–Mills equations, i.e.,
∇ν(A)F kν = jk (3.5)(
γµDµ(A) +mf
)
ψf = 0,
but Gauss’s law is lost. In the canonical variables Gauss’s law would correspond to the
equation
Ga(x) = 0,
where the Ga’s are those defined in equation (3.4). Although the actual law is missing,
the canonical equations of motion still state that(∇0(A)G)a = 0 (3.6)
under the assumption that A0 is independent of all the other variables. This result means
that the generators Ga are covariantly constant with respect to time in the Hamiltonian
dynamics. Setting the generators to zero will then not give rise to further constraints on
the canonical variables. This property will play an important role later, when specific
methods are devised for implementing the Gauss law.
The difficulties with the Hamiltonian formulation of Yang–Mills theory can be under-
stood from the point of view of gauge invariance. There cannot be a unique Hamiltonian
that would govern the time evolution of all the variables, because the dynamical equations
can always be modified by arbitrary time-dependent gauge transformations. This arbi-
trariness manifests itself in the Hamiltonian (3.3) through the presence of A0. Since none
of the Yang–Mills equations involves the time derivative of A0, it is possible to regard A0
as an external field that determines the gauge degrees of freedom in the dynamics of the
remaining variables. This dynamical gauge freedom can be fixed by assigning A0 some
prescribed value, but there still remains the freedom of performing time-independent
gauge transformations in the Hamiltonian system. These transformations are generated
by the composite fields (3.4) in the sense that their Poisson brackets with the canonical
variables yield time-independent gauge transformation formulas in infinitesimal form:
{Ga(x), Abk(y)} = −hab ∂(x)k δ(x− y)− g fcabAck(y) δ(x− y)
{Ga(x),Πkb (y)} = −g f cab Πkc (y) δ(x− y)
{Ga(x), ψαCf (y)} = −ig (Ta)CD ψαDf (y) δ(x− y)
{Ga(x), pif,αC(y)} = ig (Ta)DC pif,αD(y) δ(x− y).
Apparently the physical degrees of freedom must be invariant under these gauge trans-
formations. This calls for methods to construct gauge-invariant canonical variables.
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3.3 Lagrangian approach
One might try to solve Gauss’s law and fix the dynamical gauge freedom already at the
level of the Lagrangian. This would then give rise to such a new Lagrangian that the
relations between generalised velocities and canonical momenta would be invertible. The
Lagrangian form of Gauss’s law reads
∇k(A)∇k(A)A0 −∇k(A) ∂0Ak = j0 (3.7)
with the fermionic matter density j0 given in (2.13). It was proposed in Ref. [72] that
this equation could be solved in the generalised Coulomb gauge
∇k(A) ∂0Ak = 0, (3.8)
which would result in A0 satisfying the covariant Poisson equation
∇k(A)∇k(A)A0 = j0. (3.9)
The attainability of the gauge (3.8) and the solvability of equation (3.9) have been proved
in Paper II of this thesis under fairly mild assumptions regarding the smoothness and
the asymptotic behaviour of the fields involved. Sufficient asymptotic conditions for
making the solutions unique are given in Ref. [73]. For practical applications it would be
desirable to solve the gauge condition (3.8) for the potential Ak so that the parameters
of the solution could then be adopted as unconstrained variables. While this looks like a
difficult task, it is also possible to apply the method of Lagrange multipliers, where one
adds to the Lagrangian (2.10) a term that reproduces the constraint (3.8),
L′ = L+ Ca(x) (∇k(A) ∂0Ak(x))a . (3.10)
It is understood here that A0 is given by equation (3.9) as a function of the remaining
variables but independent of any generalised velocities. Berezin has argued that one can
now perform a Legendre transformation to canonical variables and after that determine
the multiplier field C from the constraint equation [74]. Unfortunately this argument
applies correctly to holonomic constraints only [75], yielding unsatisfactory results with
nonholonomic constraints such as equation (3.8). Probably this is a reflection of well-
known problems with the construction of a proper action principle for nonholonomic
constraints [76]. In order to see what happens let us try to apply Berezin’n procedure
to the modified Lagrangian (3.10). The canonical momenta corresponding to the gauge
potential are then given by
Πka(x) =
(∇k(A)A0 − ∂0Ak +∇k(A)C)
a
, (3.11)
and for the fermionic momenta equation (3.2a) is reproduced. Combining formulas (3.8),
(3.9) and (3.11) it is seen that the multiplier field satisfies the equation
∇k(A)∇k(A)C = ∇k(A)Πk − j0. (3.12)
Given that this condition holds, the Hamiltonian can be written as
H =
∫ [
1
2
(
Πk −∇k(A)C +∇k(A)A0
)a(
Πk −∇k(A)C +∇k(A)A0
)
a
+
1
4
F akl F
kl
a
+
1
2
(
∇k(A)A0
)a(
∇k(A)A0
)
a
+
∑
f
pifγ
0
(
γkDk(A) +mf
)
ψf
]
d3x. (3.13)
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Although Gauss’s law is now in force by construction, the original dynamical equations
(3.5) cannot be obtained from the canonical equations of motion unless [72]
∇k(A) ∂0C + 2ig [∂0Ak, C] = 0. (3.14)
This condition also emerges at the Lagrangian level if one varies the density (3.10).
There it is resolved by considering infinitesimal gauge variations of the potential around
configurations which satisfy the condition (3.8), i.e.,
δAk(x) = ∇k(A) ε(x), ∇k(A) ∂0Ak(x) = 0.
Since the modified action must be stationary against coordinate field variations of all
forms, including gauge variations at the endpoints of the time interval in question, the
multiplier field must satisfy the equation
∇k(A)∇k(A)C = 0
and converge to zero at spatial infinity. According to Ref. [73] this implies that C = 0
and the consistency condition (3.14) is then met. However, equation (3.12) now reveals
that the canonical variables are not free, because they are subject to the constraint
∇k(A)Πk − j0 = 0,
which is recognised as the Hamiltonian form of Gauss’s law. Although Gauss’s law was
solved explicitly at the Lagrangian level through the determination of A0, it reappears in
the canonical formalism due to the fact that the gauge condition (3.8) was left unsolved.
In view of this metamorphosis of constraints it seems that the procedure above has
merely been a rederivation of the Hamiltonian setup presented in Section 3.2. Indeed,
if one assigns A0 the form given by (3.9), it is then easily seen that the Hamiltonians
(3.3) and (3.13) are equivalent up to boundary terms. However, the Gauss law generators
no longer satisfy equation (3.6), because A0 now depends on the canonical variables. It
turns out that the Ga’s are actually constants of motion, i.e.,
∂0 Ga = 0.
The generalised Coulomb gauge thus bears some resemblance to the temporal gauge
A0 = 0, although the Hamiltonians corresponding to these gauges differ by an interaction
term, when there are fermions in the theory. However, a glance at formula (3.3) shows
that the form of A0 has no physical significance, since the only term with a dependence
on A0 vanishes in the Gauss law limit Ga → 0.
The difficulties with the explicit construction of an unconstrained Lagrangian appar-
ently stem from the complicated expression (3.7) for Gauss’s law in terms of the gauge
potential. A simpler form would arise in an alternative formalism at the cost of increasing
the number of variables. This formalism is based on a Lagrangian of the form
L = −1
2
EakE
k
a − Eka
(∇k(A)A0 − ∂0Ak)a − 1
4
F akl F
kl
a
−
∑
f
ψ¯f
(
γµDµ(A) +mf
)
ψf , (3.15)
where the components of the colour-electric field Ek are now regarded as independent
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variables. Comparing this expression to the Lagrangian (2.10), it is seen that both of
them reproduce the same equations of motion. The only difference lies in the status of
the equation
Ek = −∂kA0 + ∂0Ak + ig[A0, Ak],
which is a definition in the traditional formalism, but an equation of motion in the first-
order approach. One can thus solve Gauss’s law in the form
∇k(A)Ek = j0 (3.16)
without having to assume any connection between the colour-electric field and the gauge
potential. Once an explicit solution has been obtained, the resulting unconstrained La-
grangian can then be converted into a Hamiltonian system by applying the techniques
given in Refs. [70,71] for general first-order Lagrangians. Note that the Lagrangian (3.15)
can be expressed as
L = −1
2
EakE
k
a + E
k
a ∂0A
a
k −
1
4
F akl F
kl
a −
∑
f
ψ¯f
(
γ0∂0 + γ
kDk(A) +mf
)
ψf
+Aa0
(∇k(A)Ek − j0)a − ∂k (EkaAa0) ,
which suggests that A0 disappears from the equations of motion in a system where Gauss’s
law is in force. This happens even without reference to any particular gauge.
In Paper I of this thesis a method for solving the first-order Gauss law (3.16) is
presented in the case of the gauge group SU(3). In the beginning the colour-electric field
is split into longitudinal and transverse parts,
Ek = E
L
k + E
T
k ,
and the longitudinal component is expressed as a covariant gradient of a field that satisfies
the covariant Poisson equation with the fermionic source, i.e.,
ELk = ∇k(A)Φ,
∇k(A)∇k(A)Φ = j0.
It then remains to parametrise the transverse part in such a way that the equation
∇k(A)ETk = 0
holds as an identity. In Ref. [77] it was suggested that this equation could be solved by
mimicking the well-known result of Abelian theories stating that divergence-free vector
fields can be written as curls. Motivated by this, one takes an ansatz of the form
ETk = εk
lm∇l(A)Cm
and finds out that in a non-Abelian theory the fields Ck are subject to the constraint
ig[Bk, Ck] = 0, (3.17)
where Bk denotes the colour-magnetic field (Bk = ∗F 0k). If the gauge group is SU(2),
the generic solution of this constraint is simply
Ck(x) = αkl(x)B
l(x),
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where the coefficient fields αkl are symmetric,
αkl(x) = αlk(x).
Unfortunately this simplicity seems to be a property of SU(2) only. An extension of this
method to SU(3) has been performed successfully in Paper I, but it turns out that the
solution of equation (3.17) becomes much more complicated than in the SU(2) case. One
of the reasons for this arising complexity is the fact that in SU(3) the Cartan subalgebra
is two-dimensional, and for every matrix there thus exists a two-dimensional space of
matrices commuting with it. Nevertheless, the results of Paper I yield a solution to the
Gauss law (3.16), and in principle this solution could now be used to develop Hamiltonian
formalism according to the principles of Refs. [70,71]. In practice, however, one expects
a complicated colour-electric field to produce an equally complicated Hamiltonian.
3.4 Constrained quantum theory
3.4.1 Dirac quantisation
An elegant-looking functional formulation of Yang–Mills theory is obtained if one quan-
tises the Hamiltonian (3.3) in the temporal gauge A0 = 0, neglecting Gauss’s law at first
[56,69]. Components of the gauge potential and their conjugate momenta then become
quantum operators which obey the equal-time commutation rule[
Âak(x), Π̂
l
b(y)
]
= i gk
l hab δ(x− y).
The usual realisation of this relation is to define the momentum operator as a derivative
Π̂ka(x) = −i
δ
δAak(x)
(3.18)
operating on functionals of Ak. A representation for the fermionic anticommutation
relation {
ψ̂αCf (x), pi
βD
f ′ (y)
}
= i δff ′ δ
αβ δCD δ(x− y)
is given similarly by [78]
pif,αC(x) = i
δ
δψαCf (x)
, (3.19)
where ψf is now a complex Grassmann field and the functional derivative operates on the
left. Due to the presence of fermionic variables some basic definitions in the functional
Schro¨dinger picture need to be modified. A state vector is still a functional of the form
Ψ = Ψ
[{Aak}, {ψαCf }] ,
but its dual reads [69]
Ψ
[{Aak}, {ψαCf }] = ∫ ( ∏
x,α,C,f
dχ∗f,αC(x)
)
exp
(∫ ∑
f
χ∗f,αC(x)ψ
αC
f (x) d
3x
)
×Ψ[{Aak}, {χf,αC}]∗.
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It is assumed here that some ordering of variables has been specified in the integration
measure. An inner product between two states is defined formally as a path integral
〈Φ|Ψ〉 =
∫ (∏
x,k,a
dAak(x)
)( ∏
x,α,C,f
dψαCf (x)
)
Φ
[{Aak}, {ψαCf }]Ψ[{Aak}, {ψαCf }]. (3.20)
Note that these definitions are in harmony with the classical constraint (3.2a), because
it now holds that
〈Ψ|ψf,αC(x) |Φ〉∗ = 〈Φ| δ
δψαCf (x)
|Ψ〉,
i.e.,
ψ̂†f,αC(x) =
δ
δψαCf (x)
= −i pif,αC(x). (3.21)
The Hamiltonian is obtained from the classical expression (3.3) by moving the fermionic
momentum operator to the right,
Ĥ0 =
∫ [
− 1
2
δ2
δAak(x) δA
k
a(x)
+
1
4
F akl(x)F
kl
a (x)
−i
∑
f
(
γ0
(
γkDk(A) +mf
)
ψf (x)
)αC δ
δψαCf (x)
]
d3x. (3.22)
The Gauss law generators are constructed similarly, the result being
Ĝa(x) = −i
(
ha
c ∂
(x)
k − g fbcaAbk(x)
) δ
δAck(x)
+ g
∑
f
(Ta)
C
D ψ
αD
f (x)
δ
δψαCf (x)
. (3.23)
It does not seem possible to make the Ĝa’s vanish as operators. Instead, the im-
plementation of Gauss’s law can be achieved by requiring that physical state vectors be
annihilated by these generators, i.e.,
Ĝa(x) Ψphys = 0. (3.24)
On the other hand, operating on a state with the Ĝa’s corresponds to evaluating the
variation of the state functional under an infinitesimal gauge transformation. One would
now be tempted to conclude that Gauss’s law requires the physical state functionals to
be gauge invariant, but the situation is not that simple. This is because the nontriv-
ial topology of local fixed-time gauge transformations may constitute an obstruction to
exponentiating the infinitesimal constraint equation (3.24). The topology arises in the
case of gauge transformations that tend to a direction-independent limit at spatial in-
finity [29,79]. Such transformations can be regarded as gauge group -valued mappings
defined on the sphere S3 instead of   3. They are classified by the homotopy group pi3(G),
which for most SU(N) and SO(N) groups is nontrivial. Usually the elements of pi3(G)
are labelled by integers, also known as winding numbers. Gauge transformations with a
nonzero winding number cannot be deformed to identity, and as a result, they cannot be
obtained by exponentiating the Gauss law generators. Transformations of this kind do
not therefore necessarily leave physical state functionals invariant. However, physical ob-
servables must be invariant even under nontrivial gauge transformations, and this implies
that these transformations can only alter state functionals by a phase factor. One then
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concludes that in a theory where   3 is compactified to S3, the interpretation of Gauss’s
law is the following [29]:
Ψphys
[{A(ωn)k }, {ψ(ωn)f }] = e−inθ Ψphys[{Ak}, {ψf}], (3.25)
where n is the winding number of the gauge transformation ωn and θ is the so-called
vacuum angle. It has been shown in Ref. [29] that one could also define a theory with ex-
actly gauge-invariant state functionals, but the θ-angle would then enter the Hamiltonian
as if it were constructed from a Lagrangian where the topological term (2.5) is present.
Finally it should be stressed that the whole interpretation of Gauss’s law is sensitive
to quantisation ambiguities. For example, the operator ordering in formula (3.23) was
determined by the requirement that Ĝa be an infinitesimal generator of gauge transfor-
mations. In an alternative realisation of the fermionic anticommutation rules, presented
in Ref. [80], the operators Ĝa turn out not to be equal with the gauge transformation
generators. Either this means that certain projection operators must be introduced [81]
or the representation is anomalous.
Working in the functional Schro¨dinger picture consists of solving the eigenvalue equa-
tion
Ĥ0 Ψphys = E Ψphys (3.26)
together with the gauge invariance condition (3.25). However, due to this condition the
inner product (3.20) will diverge for physical state vectors. The problem is cured by
adding a gauge-fixing term and a corresponding Faddeev–Popov determinant into the in-
tegration measure as in (2.33) to make sure that the integration is actually performed over
gauge orbits. The biggest problem ahead is still the regularisation and renormalisation
of the Hamiltonian (3.22) and the generators (3.23). No method is known which would
remove all infinities once and for all, but at least a perturbative approach seems to be
possible. Fock space solutions to the Schro¨dinger equation are known in the noninteract-
ing case (g = 0) [69,78], and this in principle allows one to renormalise the theory order
by order. So far this procedure has not been carried through for the Hamiltonian (3.22),
but in an interacting theory of scalars it seems to work properly [67,68]. On the other
hand, in Refs. [69,80] it is argued that the renormalisation of Schro¨dinger picture oper-
ators should be performed intrinsically, without reference to the Fock vacuum. The idea
is to regulate finite transformations generated by the operator in question and thereby
deduce the renormalised form of the infinitesimal generator. Regardless of which method
one prefers, renormalisation may sometimes lead to an inescapable anomaly which at
worst invalidates the whole quantum theory. For instance, doubts have been cast on the
validity of the representation (3.18) for the momentum operators [56]. In non-Abelian
theories involving chiral fermions the Gauss law also acquires an anomaly [82], but this
does not concern QCD, since the coupling to gauge bosons is purely vectorial there.
Despite the apparent elegance of equations (3.26) and (3.25) no-one has managed to
work out the physical particle spectrum of QCD from them. One disadvantage of this
constrained formalism is the fact that the fields appearing in the Hamiltonian are not truly
physical variables because they are redundant in number. An unconstrained formalism
can be derived by making a unitary transformation to variables where the nonphysical
degrees of freedom, i.e., those violating Gauss’s law, are easy to isolate and remove.
When written in terms of the remaining variables, the state functionals then automatically
satisfy Gauss’s law. Several methods have been developed for performing such a reduction
[51,83–90], but unfortunately the resulting Hamiltonians are always rather complicated.
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Probably due to this complexity these unconstrained quantum formalisms have not led
to a breakthrough in the Schro¨dinger picture either.
3.4.2 BRST formalism
In certain quantum systems the implementation of constraints in the form of equation
(3.24) is a too stringent requirement, because it will overreduce the physical Hilbert
space. The quantum BRST formalism [91–95] is a generalisation of Dirac quantisation
which does not have this shortcoming. The central idea in the BRST method is to attach
an additional pair of fermionic ghost variables to every constraint of the system. The
constraint generators and the ghosts are then combined suitably to form a fermionic
BRST charge operator. The charge operator is nilpotent, and the physical Hilbert space
can thus be identified with the cohomology of the charge operator, when it acts on ghost-
free states in the extended system.
In the Hamiltonian framework of Section 3.2 one starts with the canonical pairs
(Aak,Π
k
a), (ψ
αC
f , pif,αC) and usually extends the phase space by adding the pair (A
a
0,Π
0
a).
There will then also be a pair of fermionic ghost fields (ηa,Pa) attached to Gauss’s law
and another pair (ηa,Pa) corresponding to the constraint Π0a = 0. Fields with a nega-
tive ghost number are denoted by a bar. At the quantum level all the variables become
operators which can be realised in a way similar to Section 3.4.1. If state functionals are
taken to have the form
Ψ = Ψ
[{Aaµ}, {ψαCf }, {ηa}, {Pa}] , (3.27)
the momentum operators Π̂ka(x) and pif,αC(x) are represented as in (3.18) and (3.19),
while the remaining operators are expressed as
Π̂0a(x) = −i
δ
δAa0(x)
, P̂a(x) = i δ
δηa(x)
, η̂a(x) = i
δ
δPa(x) .
Left differentiation is adopted for ghosts, and the ghost coordinates ηa are taken to be
real and the antighost momenta Pa imaginary, i.e.
ηa(x)∗ = ηa(x), P(x)∗ = −P(x).
With these conventions the dual of a state vector is defined as
Ψ
[{Aaµ}, {ψαCf }, {ηa}, {Pa}] = ∫ ( ∏
x,α,C,f
dχ∗f,αC(x)
)
exp
(∫ ∑
f
χ∗f,αC(x)ψ
αC
f (x) d
3x
)
×Ψ[{Aaµ}, {χf,αC}, {ηa}, {Pa}]∗,
and the inner product between two states then reads
〈Φ|Ψ〉 =
∫ (∏
x,µ,a
dAaµ(x)
)( ∏
x,α,C,f
dψαCf (x)
)(∏
x,a
dηa(x)
)(∏
x,a
dPa(x)
)
×Φ[{Aaµ}, {ψαCf }, {ηa}, {Pa}]Ψ[{Aaµ}, {ψαCf }, {ηa}, {Pa}]. (3.28)
This inner product is not positive-definite, but with it the relation (3.21) holds and the
ghost momenta become anti-Hermitean operators.
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There is a lot of freedom in choosing the explicit form of the BRST charge operator,
but probably the simplest expression is the following:
Ω̂ =
∫ (
ηa(x) Ĝa(x) +
1
2
g fab
c ηa(x)ηb(x)P̂c(x)− iPa(x) Π̂0a(x)
)
d3x.
The Gauss law generators Ĝa are defined in (3.23), and it follows from their commutator
algebra that the BRST charge is nilpotent, i.e.
Ω̂2 = 0.
The constraints can thus be implemented cohomologically by requiring that physical
states be BRST-closed, that is,
Ω̂ Ψphys = 0. (3.29)
BRST-exact states can be written in the form
Ψ = Ω̂ Φ for some Φ, (3.30)
and they are identified with null states. This identification is justified by the observation
〈Ψphys| Ω̂ Φ 〉 = 〈 Ω̂†Ψphys|Φ 〉 = 〈 Ω̂ Ψphys|Φ 〉 = 0,
which shows that BRST-exact states are orthogonal to physical states in the inner product
(3.28). In mathematical terminology the physical Hilbert space is now contained in the
BRST cohomology classes
Ker Ω̂ / Im Ω̂
consisting of BRST-closed functionals which are equivalent if their difference is BRST-
exact:
Ψphys ∼ Ψphys + Ω̂ Φ, Ω̂ Ψphys = 0.
BRST-closedness is only a necessary property of physical states, and it does not
exclude the presence of ghosts. Defining the ghost number operator as
Ĝ = −i
∫ (
ηa(x) P̂a(x) + Pa(x) η̂a(x)
)
d3x,
one should thus add the requirement that physical states have ghost number zero,
Ĝ Ψphys = 0. (3.31)
Together the conditions (3.29) and (3.31) yield exactly the same physical states as Dirac’s
constrained quantisation method. Indeed, expanding an arbitrary functional of the form
(3.27) in a power series in the ghost fields (ηa, Pa) and applying condition (3.31), it is
easily seen that physical state functionals are independent of the ghosts,
Ψphys = Ψphys
[{Aaµ}, {ψαCf }] .
Condition (3.29) and the linear independence of the ghost states involved then reproduces
the constraints
Ĝa(x) Ψphys = 0, Π̂
0
a(x) Ψphys = −i
δΨphys
δAa0(x)
= 0,
32
which are equivalent with those of Section 3.4.1. None of the physical states can be BRST-
exact, because that would require the functional Φ in (3.30) to have a negative ghost
number, which is impossible. BRST physical states are thus in one-to-one correspondence
with those of Section 3.4.1. As in Dirac quantisation, the inner product (3.28) is ill-defined
for physical states and an analogous regularisation is needed.
It still remains to determine the BRST Hamiltonian appearing in the Schro¨dinger
equation
ĤΨ = EΨ (3.32)
of the extended system. Apparently one has to quantise the classical Hamiltonian (3.3)
and modify the result according to the requirements of BRST invariance. In general, an
operator Ô is said to be BRST-closed if
[
Ô, Ω̂
]
± = 0,
[
Ô, Ω̂
]
± =
{ {
Ô, Ω̂
}
for fermionic Ô[
Ô, Ω̂
]
for bosonic Ô.
BRST-exact operators can be written in the form
Ô =
[
K̂, Ω̂
]
± for some operator K̂,
and it then follows from the Jacobi identity and the nilpotency of Ω̂ that BRST-exact
operators are automatically BRST-closed. As with states, operators corresponding to
physical observables are contained in the BRST cohomology classes, where
Ôphys ∼ Ôphys +
[
K̂, Ω̂
]
±,
[
Ôphys, Ω̂
]
± = 0.
Returning to the Hamiltonian (3.3), it turns out that a suitable BRST-closed quantum
extension reads
Ĥ = Ĥ0 −
∫ (
Aa0(x) Ĝa(x) + g fab
cAa0(x)η
b(x)P̂c(x) + iPa(x) P̂a(x)
)
d3x,
where Ĥ0 is the temporal gauge Hamiltonian (3.22). It is easy to see that the Hamiltonians
Ĥ and Ĥ0 coincide on physical states, and in fact they are BRST-equivalent operators,
since
Ĥ = Ĥ0 +
{
K̂, Ω̂
}
with K̂ = i
∫
Aa0(x) P̂a(x) d3x.
Equations (3.29), (3.31) and (3.32) thus reproduce the corresponding equations (3.24) and
(3.26) of Dirac quantisation. Suitable regularisation and renormalisation procedures will
be required to redefine singular operators and states, but the BRST formalism has the
advantage that local gauge invariance becomes easier to preserve because it is contained
in one single global generator.
The BRST method has become popular in the quantisation of Yang–Mills theory due
to its mathematical elegance and its ability to merge local gauge symmetry into the BRST
charge. Moreover, the excess of variables allows one to interpolate between different ghost-
free formulations of the theory and to check whether they are equivalent. With the help
of ghosts it is also possible to preserve locality and manifest Lorentz covariance at the
quantum level in a way that is consistent with the requirements of unitarity. However,
if one wishes to formulate Yang–Mills theory in terms of unconstrained gauge-invariant
variables by explicitly solving Gauss’s law, the BRST formalism then means stepping
into the opposite direction, because the number of redundant variables is increased in it.
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3.5 Unconstrained classical theory
It was mentioned earlier that quantisation is a nonunique procedure where different
choices may lead to physically inequivalent quantum theories. One such choice is the
order in which quantisation and the implementation of Gauss’s law are performed. It is
well known that not all classical canonical transformations have unitary counterparts at
the quantum level [96]. For example, it has been argued that the vacuum θ-angle of clas-
sical gluodynamics can be transformed away [97], while this is certainly not true in the
quantum theory. Since we do not know beforehand which quantum formalism describes
nature, it is worthwhile to experiment with different possibilities and to work out their
consequences. One way to achieve this goal is to start by implementing Gauss’s law al-
ready at the classical level. The classical theory is then certainly correct and one can freely
investigate which quantisation prescription yields results that agree with observations.
3.5.1 Dirac’s formalism
The mainstream of work on constrained systems is based on Dirac’s general theory [98,
95,99]. This formalism can be applied to the Hamiltonian formulation of the Lagrangian
system (2.10) in a fairly straightforward manner. In Dirac’s terminology the failure in
trying to solve equations (3.2) for the generalised velocities is expressed by saying that
the theory contains primary constraints of the form
Φi(x) = 0,
where
Φ1f,αC(x) = pif,αC(x)− i ψ†f,αC(x) (3.33a)
Φ2f,αC(x) = p¯if,αC(x) (3.33b)
Φ3a(x) = Π
0
a(x). (3.33c)
One then defines a Hamiltonian by combining formulas (3.1) and (3.2), implementing the
constraints with Lagrange multipliers. Up to boundary terms, the result reads
H =
∫ (
1
2
Πak Π
k
a +
1
4
F akl F
kl
a +
∑
f
ψ¯f
(
γkDk(A) +mf
)
ψf −GaAa0
+λa3 Π
0
a +
∑
f
[
λαC1,f
(
pif + ψ¯fγ
0
)
αC
+ λαC2,f p¯if,αC
])
d3x, (3.34)
where Ga is now written as
Ga =
(
∇k(A) Πk
)
a
−
∑
f
ig
(
ψ¯fγ
0 Ta ψf
)
.
At this stage all the pairs (Aaµ,Π
µ
a), (ψ
αC
f , pif,αC) and (ψ¯
αC
f , p¯if,αC) are regarded as canonical
variables. In view of the canonical equations of motion governed by the Hamiltonian
(3.34) one can interpret the multipliers λi as arbitrary values for the velocities which
could not be determined from equations (3.2). The next step is to check whether the
Hamiltonian equations of motion reproduce the original Euler–Lagrange equations (2.11)
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– (2.12) and whether they preserve the constraints (3.33) in time. It turns out that the
requirement of preserving the fermionic constraints (3.33a) – (3.33b) merely fixes the
corresponding Lagrange multipliers by
λαC1,f =
[
γ0
(
γkDk(A) +mf
)
ψf − ig A0 ψf
]αC
λαC2,f =
[
ψ¯f
(←−
D †k(A)γ
k −mf
)
γ0 + ig ψ¯fA0
]αC
,
and this results in the reproduction of Dirac’s equation for the field ψf and its adjoint.
As the constraints are now compatible with the dynamical equations, they can be imple-
mented safely. The pairs (ψαCf , i ψ
†
f,αC) are thus canonically conjugate variables, and the
reduced Hamiltonian reads
H =
∫ (
1
2
Πak Π
k
a +
1
4
F akl F
kl
a +
∑
f
i ψ†fγ
0
(
γkDk(A) +mf
)
ψf −GaAa0 + λa3 Π0a
)
d3x.
(3.35)
Needless to say, the constraint (3.33c) is more troublesome to handle than its fermionic
counterparts. Since
∂0 Π
0
a(x) = Ga(x),
the preservation of this constraint requires Gauss’s law to hold. In Dirac’s terminology
this is phrased by saying that there appears a secondary constraint
Φ4a(x) = Ga(x) = 0. (3.36)
No further constraints arise, because the Gauss law generators are covariant constants
as in equation (3.6), and the implementation of Gauss’s law is therefore consistent with
the Hamiltonian dynamics. One is left with the Hamiltonian (3.35) and the constraints
(3.33c) and (3.36). In Dirac’s theory all constraints are classified according to their Pois-
son bracket relations. To be exact, it is understood that the brackets are first evaluated
without assuming the constraints to hold, taking them into account only in the final
result. In this framework the constraints (3.33c) and (3.36) are said to be first class,
because their Poisson brackets with each other vanish on the constraint surface. The
presence of such constraints is regarded as a manifestation of gauge invariance,2 and one
is allowed to impose additional gauge constraints in order to fix the arbitrary degrees of
freedom. Let us denote these constraints by
χ3a(x) = 0
χ4a(x) = 0.
The functional form of the χ’s must satisfy two requirements. First, the Poisson bracket
matrix
M ij
′
ab (x,y) = −M j
′i
ba (y,x) =
{
Φia(x), χ
j′
b (y)
}
,
M ijab(x,y) =
{
Φia(x),Φ
j
b(y)
}
, (3.37)
M i
′j′
ab (x,y) =
{
χi
′
a (x), χ
j′
b (y)
}
, i, j, i′, j ′ = 3, 4
2In Dirac’s theory the notion of gauge is broader than in Yang–Mills theory. See Refs. [95,99].
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must be invertible, and second, the preservation of the additional constraints must only fix
the multiplier λ3 in the Hamiltonian (3.35) without giving rise to further constraints.
3 In
Dirac’s language, the original first-class system is converted into a system with second-
class constraints. One can then use the whole system of constraints to eliminate the
nonphysical degrees of freedom.
If the construction of physical variables becomes difficult, it is also possible to formu-
late the dynamical equations in terms of the original variables by employing the Dirac
bracket. This bracket is defined by the expression
{
f, g
}
D
=
{
f, g
}− ∫ [{f,Φia(x)} (M−1)abij (x,y){Φjb(y), g}
+
{
f,Φia(x)
} (
M−1
)ab
ij′ (x,y)
{
χj
′
b (y), g
}
+
{
f, χi
′
a (x)
} (
M−1
)ab
i′j (x,y)
{
Φjb(y), g
}
+
{
f, χi
′
a (x)
} (
M−1
)ab
i′j′ (x,y)
{
χj
′
b (y), g
}]
d3x d3y,
where Poisson brackets appear on the right-hand side and M−1 denotes the inverse of
the matrix (3.37). The Dirac bracket is more appropriate for constrained systems than
the Poisson bracket because it is compatible with the constraints, i.e., for arbitrary phase
space functionals it holds that{
f,Φia(x)
}
D
= 0,
{
f, χi
′
a (x)
}
D
= 0.
Moreover, the Hamiltonian equations of motion are given by the Dirac bracket
∂0f = {f,H}D
when the constraints are in force. When quantising the system, the commutation (or
anticommutation) relations should be derived from the Dirac bracket.
Although Dirac’s formalism covers a large variety of physical systems, it is not sat-
isfactory in every respect. For instance, the formalism may seem conceptually a little
confusing, since one must make a distinction between weak and strong equations depend-
ing on whether one inserts a constraint inside Poisson brackets or not. Furthermore, as
suggested in Refs. [70,71], with first-order systems Dirac’s formalism can be replaced by
other methods which go more straightforwardly to the point. As regards the implemen-
tation of constraints, it is also regrettable that Dirac’s method fails to give an explicit
canonical structure to the physical sector of the phase space. It has been proved that
the Dirac bracket is equivalent with a Poisson bracket evaluated in the physical subspace
[100], but still no general prescription for constructing canonical variables in the physical
sector emerges from the formalism. Dirac’s theory must therefore be complemented with
some constructive method before an unconstrained canonical formalism can be obtained.
Such Dirac-motivated reductions have been performed successfully for Yang–Mills theory
[101,102], but as always, the results are complicated.
3Note, however, that the equations of motion can be modified by attaching a Lagrange multiplier to
the Gauss law constraint (3.36).
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3.5.2 Abelianisation
An unconstrained canonical formulation of Yang–Mills theory can be derived from the
Hamiltonian (3.3) by dividing the phase space into physical and nonphysical sectors.
The nonphysical subspace consists not only of the Gauss law generators Ga but also
of their canonical conjugates. This can be understood intuitively by noting that the
dynamical equations of these conjugate variables depend on A0, which is an arbitrary
gauge-dependent field in the Hamiltonian. Roughly speaking, one can then conclude
that the conjugates of the Ga’s determine the gauge degrees of freedom in the system. In
an Abelian theory the nonphysical variables can be isolated by performing a canonical
transformation which takes the Ga’s to some new canonical momenta and the conju-
gates of the Ga’s to coordinates corresponding to these momenta. The implementation
of Gauss’s law is then achieved simply by setting the momenta to zero, ignoring their
conjugate coordinates. However, in non-Abelian theories the canonical structure of the
nonphysical sector is more intricate due to the nontrivial Poisson bracket algebra of the
generators,
{Ga(x), Gb(y)} = −g fabcGc(y)δ(x− y). (3.38)
Since all canonical momenta form a set with vanishing Poisson brackets, it is recognised
that not all components Ga can become momentum-like variables.
Abelianisation is a method of turning the Gauss law generators into an equivalent set
of variables with vanishing Poisson brackets. The idea is rather simple: the generators
are related to the new momenta through multiplication by an invertible matrix,
P 1a (x) =
∫
Ma
b(x,y)Gb(y) d
3y. (3.39)
The matrix M must be chosen in such a way that the momenta are in involution with
each other, i.e., {
P 1a (x), P
1
b (y)
}
= 0.
Even though the most general form of M is difficult to determine from these requirements,
a relatively simple solution was found in Ref. [103]. When written in terms of the inverse
of M , this solution reads
(M−1)ab(x,y) = −{Ga(x), χb1(y)} , (3.40)
where χ1 is a function of the canonical coordinates Ak and ψf only. Moreover, χ1 can be
chosen as the canonical conjugate of the momentum P 1a , i.e.,
Qa1(x) = χ
a
1(x). (3.41)
In the physical picture χ1 is interpreted as a gauge-defining variable, and M
−1 then
becomes the Faddeev–Popov matrix corresponding to this gauge choice. Whether this
matrix is invertible everywhere or whether Gribov ambiguities occur depends on the
uniqueness of the gauge.
Equations (3.39) – (3.41) fall in the category of extended point transformations, which
means that the new momenta depend linearly and homogeneously on the old momenta,
and the new coordinates are independent of the old momenta. Presumably one can
complete the change of variables thus initiated by adhering to similar transformations.
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The generating functional takes the form
F2
[{Aak}, {ψαCf }, {P ka }, {pf,αC}] =∫ (
χal
[{Ak}, {ψf}]P la + ∑
f
ξαCf
[{Ak}, {ψf}]pf,αC) d3x,
where P ka and pf,αC stand for momenta in the new set. The transformation equations
then read
Qak(x) =
δF2
δP ka (x)
= χak(x)
qαCf (x) =
δF2
δpf,αC(x)
= ξαCf (x) (3.42)
Πka(x) =
δF2
δAak(x)
=
∫ (
δχbl (y)
δAak(x)
P lb(y) +
∑
f
δξαCf (y)
δAak(x)
pf,αC(y)
)
d3y
pif,αC(x) =
δF2
δ ψαCf (x)
=
∫ (
δχbl (y)
δ ψαCf (x)
P lb(y) +
∑
f ′
δξβDf ′ (y)
δ ψαCf (x)
pf ′,βD(y)
)
d3y.
Upon inserting these expressions into formula (3.4) one gets
Ga(x) = −
∫ ({
Ga(x), χ
b
k(y)
}
P kb (y) +
∑
f
{
Ga(x), ξ
αC
f (y)
}
pf,αC(y)
)
d3y,
but on the other hand, equations (3.39) – (3.40) indicate that
Ga(x) = −
∫ {
Ga(x), χ
b
1(y)
}
P 1b (y) d
3y.
Comparison of these two formulas leads to the conclusion that{
Ga(x), χ
b
k(y)
}
= 0,
{
Ga(x), ξ
αC
f (y)
}
= 0, k = 2, 3,
i.e., the functionals χ2, χ3 and ξf must be invariant under topologically trivial gauge
transformations. Following Ref. [51] and Paper III of this thesis, such gauge-invariant
functionals can be constructed from gauge-transformed coordinates A
(ω)
k and ψ
(ω)
f , where
ω is determined by the property
χa1
[{A(ω)k }, {ψ(ω)f }] = 0.
In other words, ω takes the original coordinates into the gauge χ1 = 0. The explicit form
of the functionals χk and ξf depends on the particular gauge choice.
Abelianisation is an elegant method for performing the desired reduction of the Hamil-
tonian (3.3), and it has been used in Ref. [104] to define unconstrained variables for pure
Yang–Mills theory with the gauge group SU(2). The fact that Abelianisation can be at-
tained by extended point transformations may also be advantageous, because it is widely
presumed that these transformations have unitary counterparts at the quantum level. On
the other hand, extended point transformations usually lead to nonlocal Hamiltonians,
and they also make the invertibility of the system (3.42) less straightforward to verify.
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3.5.3 Function group method
A novel method for implementing Gauss’s law in classical Hamiltonian Yang–Mills theory
is introduced in Paper III of this thesis. It tackles the problem of transforming the algebra
(3.38) into a canonical form, but from a different perspective than Abelianisation. No
attempt is made to turn the algebra involutive, but rather it is examined whether the
Gauss law generators can be written in terms of new canonical variables in such a way
that the algebra (3.38) is reproduced. The motivation of this approach goes back to
an ancient paper by Lie [105], where the notion of a function group was presented. Lie
defined these groups as sets of phase space functions whose Poisson brackets close on the
set.4 He also proved that the elements of every function group can be parametrised with
an equal number of canonical variables. When these ideas are applied to the algebra
(3.38), it is immediately recognised that the Gauss law generators form a function group.
According to Lie’s theorem they can be parametrised with a set of new canonical variables
such that the dimension of this set equals the dimension of the gauge algebra.
Although Lie’s theorem guarantees the existence of a canonical parametrisation, it
does not tell how to construct one. In Paper III it is argued that the procedure should
begin by defining the maximum number of independent momentum variables in terms
of the Gauss law generators. The structure of these momenta can be deduced from the
properties of the gauge algebra, if one identifies the Ga’s with the generators of the algebra
and the Poisson bracket with the commutator. The problem then reduces to finding the
maximum number of mutually involutive, functionally independent elements from the
enveloping algebra of the fundamental representation. Clearly the Casimir operators and
the Cartan subalgebra generators belong to this set, but also the Casimir operators of
some subalgebras must be taken into account. Once the canonical momenta have been
identified, the remaining coordinates are then defined so that the algebra (3.38) emerges
as a result of the fundamental Poisson brackets of the new variables. In the case of the
group SU(2), which is covered in Paper III, such a parametrisation can be expressed as
follows:
G1 =
√
p21 − p22 cos(g q2)
G2 = −
√
p21 − p22 sin(g q2) (3.43)
G3 = p2.
Of course, this parametrisation is not unique, but its inverse
p1 =
√
G21 +G
2
2 +G
2
3
p2 = G3 (3.44)
q2 = − 2
g
arctan
(√
G21 +G
2
2 −G1
G2
)
displays nicely the algebraic features discussed above. In particular, p21 is recognised as
the Casimir operator of SU(2) and p2 as a Cartan subalgebra generator. The canonical
conjugate of p1 is not determined at this stage.
4Actually function groups come close to the present notion of Lie algebras.
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Completing the transformation initiated by equations (3.44) is a lengthy procedure. If
ξi denotes a generic canonical variable in the new set, different from the two pairs already
introduced, the fundamental Poisson brackets between ξi and the variables (q1, p1, q2, p2)
then necessarily vanish. In view of the parametrisation (3.43) this means that ξi satisfies
the conditions
{Ga(x), ξi(y)} = 0, δξi(y)
δp1(x)
= 0. (3.45)
As before, the first condition is interpreted as a requirement of invariance under topo-
logically trivial gauge transformations. Since there are already three non-gauge-invariant
variables (q1, q2, p2) in the new set, they determine the gauge angles that have to be re-
moved in the construction of gauge-invariant variables. As explained in Paper III, the
elimination of q2 and p2 is achieved by transforming the original variables into a gauge
where only the T1-component of the Gauss law generators is nonvanishing. This gauge
happens to fall in the class of Abelian gauges in which some homogeneously transforming
object is rotated into the direction of a chosen Cartan subalgebra in colour space [16].
After the rotation there still remains the freedom of performing Abelian gauge transfor-
mations in the subalgebra. In the SU(2) case under study the residual Abelian gauge
invariance is that of U(1) rotations in the direction of T1. These rotations are generated
by the momentum p1 and parametrised by its conjugate q1. In Paper III this U(1) gauge
freedom is eliminated symbolically at first, without specifying q1 explicitly. The result
is a set of intermediate variables which depend on p1 and whose Poisson brackets are
complicated.
The elimination of p1 requires fixing the U(1) gauge explicitly. When combined with
the Poisson brackets of the intermediate variables, the gauge choice yields a system of
functional differential equations, which determine the p1-dependence of the variables.
The integration constants of this system then satisfy both of the requirements (3.45), and
accordingly, they can be regarded as defining a transformation to a new set of variables.
The Poisson bracket relations of these new variables in turn reveal that the set actually
forms a function group. However, there are redundant variables in the set, since the
transformed fields have the property that the corresponding Gauss law generators lie
in the T1-direction. Unlike the Dirac formalism, this property is not a constraint but
a functional identity which can be taken inside Poisson brackets, demonstrating that
there are no weak equations in the function group formalism. Although this newest set of
variables can rather easily be parametrised with the correct number of canonical variables,
there is still one peculiarity in the process. Namely, the gauge-invariant variables exhibit
an internal U(1) symmetry, which must also be eliminated by proper gauge-fixing. This
done, the resulting variables finally determine the desired extension of the transformation
(3.44).
The final transformation connects two sets of variables
(Aak,Π
k
a) ⇐⇒

(qi, pi), i = 1, 2, 3
(Q11, P
1
1 )
(Qa2, P
2
a ), a = 1, 3
(Qa3, P
3
a ), a = 1, 2, 3,
where the pairs (qi, pi) of the new set correspond to gauge angles and gauge transforma-
tion generators. The pairs (Qa
′
k , P
k
a′), are obtained from the original variables (A
a
k,Π
k
a)
by a gauge transformation which annihilates certain momentum components. The cor-
responding coordinates are solved for from a functional identity similar to Gauss’s law.
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The transformation equations read
Aak =
(
ΩT
)a
b
Qbk + 1g δk1 (O4)b2 p1P 11
√
1−
(
p3
p1
)2
− 1
g
δk2 δ
b
2
p3
P 23

− 1
2g
εbc
a
(
ΩT ∂kΩ
)cb
(3.46)
Πka =
(
ΩT
)
a
b
P kb ,
where Ω and O4 are orthogonal matrices parametrised by the pairs (qi, pi) and
Q21 = −
1
gP 11
3∑
k=2
(
∂kP
k
3 − g εbc3Qbk P kc
)
+
1
g
p3
P 21
P 11P
2
3
Q31 =
1
gP 11
(
∂3P
3
2 −
3∑
k=2
g εb
c
2Q
b
k P
k
c
)
(3.47)
Q22 =
1
gP 23
(
∂kP
k
1 − g εbc1 Qb3 P 3c
)
P 12 = P
1
3 = P
2
2 = 0.
Note that in a compactified theory the gauge transformation matrix Ω may be topo-
logically nontrivial. On the other hand, the results of Ref. [97] suggest that topology
probably plays no role at the classical level.
In the new variables Gauss’s law corresponds to setting
p1 = p2 = p3 = 0. (3.48)
It can be seen from the transformation equations that the coordinates conjugate to these
momenta become ambiguous in the Gauss law limit. Hence they must be discarded as
nonphysical variables. The dynamics of the physical variables (Qa
′
k , P
k
a′) can be derived by
inserting the expressions (3.46) into the Hamiltonian (3.3) (without fermions) and then
imposing the Gauss law (3.48). The resulting physical Hamiltonian reads
Hphys =
∫ (
1
2
P ka P
a
k +
1
4
Φakl Φ
kl
a
)
d3x,
where
Φakl = ∂lQ
a
k − ∂kQal + g εbcaQbkQcl
and the definitions (3.47) are applied in connection with the requirement (3.48). It may
be a little surprising that the Hamiltonian is local, but this is actually a consequence of
the fact that the gauge condition of Paper III has been formulated in terms of canonical
momenta. The dependence of the Hamiltonian on the coupling constant is also somewhat
surprising, since Hphys decomposes into a finite series
Hphys =
1
2g2
H(0) +
1
g
H(1) + H(2) + g H (3) +
g2
2
H(4), (3.49)
which is singular in the Abelian limit g → 0. This singularity stems from the fact that
in the function group method Abelian Gauss law generators are always parametrised
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with momentum-like variables only, whereas conjugate coordinates must necessarily be
introduced in the non-Abelian case. The canonical momenta of an Abelian theory are
also gauge-invariant and therefore impossible to use as ingredients of a gauge.
The function group method is probably not the easiest way of passing to an uncon-
strained Hamiltonian formulation of Yang–Mills theory, but it brings to light the algebraic
features of the construction process. Moreover, it has a connection to the Abelian projec-
tion method, which has been conjectured to give some insight into the colour confinement
problem [16]. Although the function group method suffers from the usual problem of un-
constrained formalisms, namely, the complexity of the Hamiltonian, it must be recognised
that the weak-coupling term H (0) in the expansion (3.49) can be quantised easily because
it depends only on the canonical momenta. The entire Hamiltonian is more difficult to
quantise due to ordering problems and fourth-order terms involving coordinate fields.
The question of quantisation is important for the physical applicability of the Hamil-
tonian, but one should also derive extensions of Paper III to more general Lie groups
and to fermionic degrees of freedom. The generalisation principles are easy to state, but
more difficult to carry out. For instance, in the case of SU(3) the canonical momenta
appearing in the parametrisation of the Gauss law generators should be constructed from
the following elements of the enveloping algebra:
f1 = GaG
a
f2 = d
abcGaGbGc
f3 = G
2
1 +G
2
2 +G
2
3
f4 = G3
f5 = G8.
There are two Casimir operators, one sub-Casimir and two Cartan subalgebra genera-
tors. The remaining three coordinate-like parameters should then be defined so that the
algebra (3.38) will result from the fundamental Poisson brackets. Equipped with thus
parametrised Gauss law generators, one should then follow the principles of Paper III.
Fermions are probably easier to add, because the gauge algebra (3.38) is the same regard-
less of their presence. Fermions thus come into play at the second stage of the method,
where gauge-invariant variables are constructed. Apparently it suffices to express in the
fundamental representation all the gauge transformations appearing in the procedure and
to make sure that the final set of variables possesses a canonical structure.
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Chapter 4
Conclusions
We have seen that Gauss’s law can be implemented in the Hamiltonian formalism in
various ways. In spite of the diversity that these methods exhibit, they all share the com-
mon feature that a number of ignorable variables must be specified by choosing a gauge.
Depending on the nature of the gauge, some approaches are more suitable than others.
For instance, Abelianisation combined with extended point transformations is suitable for
gauges which are expressed in terms of coordinate-like variables in an extended Hamilto-
nian system, whereas the function group method applies well to gauges formulated with
momentum-like variables. Dirac’s formalism and the Lagrangian approach seem to cover
a wider class of gauges, but the price to pay is the lack of an explicit canonical structure.
Another feature which is common to all unconstrained formalisms is the complexity of the
physical Hamiltonian. This is an inevitable consequence of the fact that the Gauss law
does not seem to have very simple solutions. The physical Hamiltonians also contain sin-
gularities at points where the selected gauge choice encounters a Gribov ambiguity. The
analysis of these singularities plays an important role, particularly when gauges related
to the Abelian projection method are employed.
With all the methods presented in Chapter 3, the construction of physical variables
becomes a solvable problem, although not an easy one. However, quantisation is still a
considerably more difficult task, because no unambiguous prescription exists for perform-
ing it. Among all possible representations for the canonical commutation or anticom-
mutation relations one is supposed to find a representation where the operator algebra
remains anomaly-free after renormalisation. The most important classical symmetries
must also be preserved, while certain symmetries such as scale invariance and axial U(1)
symmetry must acquire an anomaly. It is also possible that one representation of the
canonical operator algebra covers only one sector of the whole quantum theory, and sev-
eral representations are thus required depending on the number of distinct sectors in the
theory. For instance, the constrained formalism of Section 3.4.1 seems to describe the
weak-coupling regime well, but it is questionable whether it applies to the strong-coupling
regime. Usually quantisation problems are studied by the method of trial and error, that
is, by choosing some quantisation prescription and then finding out whether it leads to
a consistent theory which also agrees with observations. At present it seems that there
is still a lot of work to do in this field before a universally defined quantum Yang–Mills
theory is at hand.
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Appendix A
Lie groups and algebras
Lie groups are topological groups which have the structure of an analytic manifold in
such a way that all group operations are analytic. A matrix Lie group is a group whose
elements are invertible finite square matrices. Depending on the definition of the group in
question, there will be additional requirements that the group elements have to satisfy. As
Yang–Mills theory is solely concerned with matrix groups, the discussion will be limited
to them. More general treatments can be found in Refs. [106–108].
A dr-dimensional matrix representation of a Lie group G is a mapping
Dr : G→ GL(dr,   )
that takes elements of G to invertible dr × dr -matrices in such a way that the group
structure of G is preserved, i.e.,
Dr(ω1)Dr(ω2) = Dr(ω1ω2), ω1, ω2 ∈ G.
The dr-dimensional vector space where the matrices Dr(ω) operate is called the repre-
sentation space. Whether this space is real or complex depends on the representation in
question. If the representation matrices are the same as those appearing in the definition
of G, the representation is said to be fundamental. In the adjoint representation the
representation space is the Lie algebra of G, and the mapping Dadj is determined by the
property
X
Dadj(ω)7−−−−→ ωXω−1, X ∈ G,
where G denotes the Lie algebra. The right-hand side refers to the ordinary matrix
product.
The Lie algebra of a Lie group is the tangent space at the unit element of the group.
Hence there is a neighbourhood in which elements of a matrix group can be written as
ω = exp (iXaTa) , (A.1)
where the Xa’s are real or complex coordinates and the index a runs over the dimension
of the group. The matrices Ta are the basis vectors of the Lie algebra G, and the factor
i is a peculiarity of physical conventions — in mathematical literature it is omitted. Lie
algebras can also be defined without reference to groups as vector spaces equipped with
a Lie bracket. The Lie bracket is a G-valued bilinear form which is antisymmetric in its
arguments and satisfies the Jacobi identity. In matrix Lie algebras the bracket is defined
in terms of the matrix commutator in such a way that relations of the form
[Ta, Tb] = ifab
cTc (A.2)
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hold for all basis elements. The coefficients fab
c are known as structure constants of the
algebra. Note that the factor i is again omitted in mathematical conventions.
A dr-dimensional matrix representation of a Lie algebra G is a linear mapping ρr
which takes elements of G to dr × dr -matrices in a way that preserves the commutator:
ρr (i[X, Y ]) = i [ρr(X), ρr(Y )] , X, Y ∈ G.
Since the mapping is linear, it holds that
ρr(X) = ρr(X
aTa) = X
aρr(Ta),
and the generators ρr(Ta) of the representation obey the algebra (A.2), i.e.,
[ρr(Ta), ρr(Tb)] = ifab
c ρr(Tc). (A.3)
The representation is called fundamental if the representation matrices are given by the
Lie algebra G itself. As with groups, the adjoint representation is one in which the Lie
algebra is the representation space. The generators of this representation are defined in
terms of the structure constants as(
ρadj(Ta)
)c
b
= ifab
c,
and the algebra (A.3) then follows from the Jacobi identity of the fundamental rep-
resentation. Any group representation can locally be obtained by exponentiating the
corresponding representation of the algebra, that is, for group elements of the form (A.1)
the relation
Dr
(
exp (iXaTa)
)
= exp
(
iXaρr(Ta)
)
holds true.
If an inner product is defined in the algebra G, it is given by a positive-definite
Hermitean metric tensor h,
(X, Y ) := hab(X
a)∗Y b.
If the algebra is real, h is positive-definite and symmetric. The metric tensor and its
inverse are used to raise and lower indices,
Xa := habX
b, Xa = habXb, h
achcb = δ
a
b.
A Lie algebra is called compact if it is real and has a positive-definite metric that satisfies
(X, i[Y, Z]) = − (i[Y,X], Z) for all X, Y, Z ∈ G. (A.4)
Note that the notion of compactness does not refer to topology in this context. Lie groups
can be compact in the topological sense, and the definition of a compact Lie algebra has
been tailored so that algebras of compact Lie groups satisfy it. In such a case the inner
product is invariant under the adjoint action of the group, i.e.,(
ωXω−1, ωY ω−1
)
= (X, Y ) for all ω ∈ G,
and equation (A.4) is then the infinitesimal form of this relation.
If a subspace of a Lie algebra is closed under the Lie bracket, it is called a subalgebra.
A subalgebra S is an ideal if
i [Y,X] ∈ S for all Y ∈ S, X ∈ G.
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If the algebra G contains no Abelian ideals other than the null space {0}, it is called
semisimple. Whether an algebra is semisimple or not can be deduced from the structure
constants with the help of the Killing form
K(X, Y ) = kabX
aY b, kab := fac
dfbd
c.
The connecting theorem is due to Cartan and Weyl:
A Lie algebra G is semisimple if and only if its Killing form is non-degenerate, i.e., if the
tensor k is invertible. Moreover, a real Lie algebra G is semisimple and compact if and
only if the Killing form is negative-definite.
An immediate consequence of this theorem is the fact that in compact semisimple Lie
algebras the Killing form can be used to define the metric tensor as
hab = −ckab,
where c is some positive constant.
In the representation theory of Lie algebras and in Paper III of this thesis it is necessary
to find a maximal set of matrices that commute with every element of the algebra or at
least with each other. The former are called Casimir operators, and they belong to the
enveloping algebra of G, which is generated by all sums and products of the algebra
elements. In semisimple algebras one of these operators is given by
C2 = k
abTaTb,
where kab stands for the inverse of the Killing form. The number and form of the other
Casimir operators depends on the detailed structure of the algebra. As regards maximal
sets of matrices that commute with each other, they can be constructed by collecting
together independent Casimir operators, including certain subalgebra Casimirs, and the
generators of a so-called Cartan subalgebra. A Cartan subalgebra H of a semisimple
Lie algebra G is an Abelian subalgebra of maximal dimension such that the commutator
matrices
(adX)ab := i[X, Tb]
a = −fcbaXc.
are simultaneously diagonalisable for all elements X ∈ H. The dimension of the Cartan
subalgebra is called the rank of the algebra G. It is known that in semisimple algebras
the number of independent Casimir operators is equal to the rank of the algebra.
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Appendix B
Functional analysis
Paper II of this thesis is a mathematical study on the existence and smoothness of solu-
tions to the covariant Poisson equation on   3. The method is based on functional analysis,
and the following sections are devoted to the presentation of some basic definitions in
this field. The focus is on concepts employed in Paper II. More traditional applications of
functional analysis to partial differential equations can be found in Refs. [109,110]. It is
assumed that the reader is familiar with Lebesgue integration and elementary topology.
B.1 Banach and Hilbert spaces
Linear functional analysis deals with vector spaces where an inner product or at least
a norm is defined. It is understood that the norm is always positive-definite and in
particular that only the null vector has zero norm. Let us denote this norm by || · ||. A
sequence (xn) is said to be a Cauchy-sequence if for every ε > 0 there exists a number
nε ∈   such that
||xn − xm|| < ε for all n,m ≥ nε.
A space where all Cauchy sequences converge is called complete. Banach spaces are
defined as normed vector spaces which in addition are complete. Similarly, Hilbert spaces
are complete inner product spaces. Every Hilbert space is therefore also a Banach space,
but the converse does not hold.
A linear mapping f : X →   defined on a normed space X is said to be a bounded
linear functional on X if there exists a positive constant C such that the inequality
|f(x)| ≤ C ||x||
holds for all elements x ∈ X. Every linear functional is bounded if and only if it is
continuous.
A subset S of a normed vector space X is said to be dense if every element of X can
be approximated by elements of S, i.e., if for every x ∈ X and ε > 0 there exists an
element s ∈ S such that
||x− s|| < ε.
A Banach or Hilbert space is called separable if it is possible to construct a countable
basis, that is, a set of linearly independent elements {Ψn} such that every vector can be
approximated with arbitrary accuracy by linear combinations of the basis elements.
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Paper II of this thesis uses extensions of the spaces Lp and Lploc defined on  
3. The
Lp spaces with 1 ≤ p <∞ consist of Lebesgue measurable real functions f for which the
integral
||f ||p :=
(∫
 
3
|f(x)|p d3x
)1/p
is defined and finite. If the Lebesgue measure of   3 is denoted by µ, then measurable
real functions which are essentially bounded on   3, i.e., functions for which
||f ||∞ := ess sup
x∈   3
|f(x)| := inf
{
α ∈  
∣∣∣µ ({x ∈   3 ∣∣ |f(x)| > α}) = 0}
is finite belong to the space L∞. Similarly, if |f |p is integrable on compact subsets of   3,
f belongs to the local space Lploc. Functions which are essentially bounded on compact
subsets of   3 constitute the space L∞loc. The global L
p spaces, including L∞, are Banach
spaces with the norms given above, provided that one identifies functions which agree
almost everywhere. Actually L2 is even a Hilbert space, because its norm is induced by
the inner product
〈f, g〉 =
∫
 
3
f(x) g(x) d3x.
Extending the above definitions to Lie algebra -valued mappings, one obtains the
spaces Lp(   3,G) and Lploc(   3,G). The Lie algebra G is assumed to be compact, and its
inner product is determined by a positive-definite metric tensor hab. If λmin and λmax
denote the smallest and largest eigenvalues of h, it holds for all elements X ∈ G that
λmin
d∑
a=1
(Xa)2 ≤ |X|2 ≤ λmax
d∑
a=1
(Xa)2 , d = dimG,
indicating that G is topologically equivalent with   d. Measurability and integrability of
G-valued mappings
F :   3 → G
are then defined in the same fashion as for   d-valued mappings. The extended Lp norms
are
||F ||p =
(∫
 
3
|F (x)|p d3x
)1/p
||F ||∞ = ess sup
x∈   3
|F (x)|,
and the spaces Lp(   3,G) consist of measurable mappings for which the corresponding
norms are defined and finite. The local spaces Lploc(  
3,G) are defined similarly, requiring
only integrability of |F |p or essential boundedness of |F | on compact subsets of   3.
The global spaces Lp(   3,G) are Banach spaces, and L2(   3,G) is a Hilbert space, when
equipped with the inner product
〈F,G〉 =
∫
 
3
(
F (x), G(x)
)
d3x.
The Lp norms satisfy a number of important inequalities. First, there is the triangle
inequality
||f + g||p ≤ ||f ||p + ||g||p for all f, g ∈ Lp, 1 ≤ p ≤ ∞,
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also known as Minkowski’s inequality. The inner product of L2 satisfies the Schwarz
inequality
|〈f, g〉| ≤ ||f ||2 ||g||2 for all f, g ∈ L2.
This inequality can be generalised, and the result is the Ho¨lder inequality∫
 
3
|fg| d3x ≤ ||f ||p ||g||q,
where f ∈ Lp, g ∈ Lq and
1
p
+
1
q
= 1, 1 ≤ p, q ≤ ∞.
B.2 Sobolev spaces
There are many ways of defining Sobolev spaces, but roughly speaking one can regard
their elements as extensions of continuous mappings. Let Cn stand for the space of n times
continuously differentiable real functions on   3, and let Cn(   3,G) be the corresponding
space of G-valued mappings. The notation C∞ refers to mappings which have continuous
derivatives to all orders, and omission of the superscript n means that the mappings
are merely continuous. The support of a mapping is the closure of all points where the
mapping is nonzero:
sptF :=
{
x ∈   3 ∣∣F (x) 6= 0}.
The spaces Cnc (  
3,G) consist of mappings that belong to Cn(   3,G) and whose support is
a compact subset of   3. The first step towards Sobolev spaces consists of supplying the
Cn spaces with suitable norms. In Paper II of this thesis it is shown that the expression
< Φ,Ψ >1 =
∫
 
3
1
w1−σ
(∇k(A)Φ,∇k(A)Ψ) d3x, (B.1)
w(x) =
(
1 + |x|2)1/2 , 0 < σ ≤ 1
defines an inner product on C1c (  
3,G), when Ak ∈ L2loc(   3,G). The parameter σ is a
fixed number which will later control the asymptotic properties of the Sobolev spaces.
At first sight it seems that the proposed norm
||Φ||1,2 := 〈Φ,Φ〉1/21
could vanish for nonzero mappings. However, there exists a positive constant C such that
the inequality(∫
 
3
1
w3−σ
|Φ|2 d3x
)1/2
≤ C
(∫
 
3
1
w1−σ
(∇k(A)Φ,∇k(A)Φ) d3x)1/2 (B.2)
holds in C1c (  
3,G). The expression (B.1) thus induces a proper norm.
Although C1c (  
3,G) is now an inner product space, it is not a Hilbert space. Since the
norm || · ||1,2 and the left-hand side of (B.2) are actually weighted L2 norms, it is realised
that Cauchy sequences in C1c (  
3,G) converge to elements in certain weighted L2 spaces.
More precisely, if (Φi) is a Cauchy sequence in C
1
c (  
3,G), then there exists a mapping Ψ
such that
w−(3−σ)/2 Ψ ∈ L2(   3,G)
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and (∫
 
3
1
w3−σ
|Φi − Ψ|2 d3x
)1/2
−−−→
i→∞
0.
The first order Sobolev space H1(  
3,G) is now defined as an extension of C1c (   3,G) which
contains the limits of all Cauchy sequences. In other words,
H1(R3,G) = C1c (R3,G),
where the closure is taken in the norm || · ||1,2. By construction, H1(   3,G) is a Hilbert
space when one identifies mappings that agree almost everywhere.
If Ψ is an element of H1(  
3,G) and (Φi) a Cauchy sequence converging to Ψ in the
norm || · ||1,2, it is seen that the sequence of covariant derivatives (∇k(A)Φi) converges
in the weighted L2 norm induced by the right-hand side of (B.1). The limits of these
derivative sequences are defined as weak covariant derivatives of Ψ, denoted by ∇k(A)Ψ.
The weak derivatives are square integrable in the sense that
w−(1−σ)/2∇k(A)Ψ ∈ L2(   3,G),
and they fall in the category of distributional derivatives, which are characterised by the
property that the relation∫
 
3
(
Φ,∇k(A)Ψ
)
d3x = −
∫
 
3
(∇k(A)Φ,Ψ) d3x
holds for all mappings Φ ∈ C∞c (   3,G). In particular, Ψ does not have to be differentiable
in the ordinary sense.
Weak derivatives are useful in finding distributional solutions to the covariant Poisson
equation
∇k(A)∇k(A)Z = F, (B.3)
where both Z and F are G-valued mappings. If the weak covariant derivatives ∇k(A)Z
and their commutators with Ak are at least locally integrable, the left-hand side of the
Poisson equation (B.3) can be interpreted weakly as a requirement that the relation∫
 
3
(
Φ˜,∇k(A)∇k(A)Z
)
d3x = −
∫
 
3
(∇k(A)Φ˜,∇k(A)Z) d3x,
holds for all Φ˜ ∈ C∞c (   3,G). Distributional solutions of (B.3) therefore satisfy the equa-
tion
−
∫
 
3
(∇k(A)Φ˜,∇k(A)Z) d3x = ∫
 
3
(
Φ˜, F
)
d3x for all Φ˜ ∈ C∞c (   3,G).
If the mappings Φ˜ are written as
Φ˜(x) =
1
w(x)1−σ
Φ(x), Φ ∈ C∞c (   3,G),
the weak Poisson equation takes a weighted form,∫
 
3
1
w1−σ
(∇k(A)Φ,∇k(A)Z) d3x − (1− σ) ∫
 
3
xk
w3−σ
(
Φ,∇k(A)Z) d3x
= −
∫
 
3
1
w1−σ
(
Φ, F
)
d3x. (B.4)
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The existence of a solution can now be inferred from the Lax–Milgram theorem [109,110]:
Let H be a real Hilbert space with norm || · || and let B denote a bilinear mapping
B : H ×H → R. Assume that there exist constants α, β > 0 such that
|B(Y, Z)| ≤ α ||Y || ||Z|| for all Y, Z ∈ H
B(Z,Z) ≥ β ||Z||2.
If f is a bounded linear functional on H, then there exists in H a unique element Z such
that
B(Y, Z) = f [Y ] for all Y ∈ H.
It is shown in Paper II that the left-hand side of equation (B.4) defines a bilinear mapping
B(Φ, Z) with the required properties on the Hilbert space H1(  
3,G). The right-hand side
of (B.4) in turn is seen to define a bounded linear functional on H1(  
3,G) when
w(1+σ)/2F ∈ L2(   3,G).
The Lax–Milgram theorem then states that there is an element Z ∈ H1(   3,G) such
that equation (B.4) holds for all mappings Φ ∈ H1(   3,G) and in particular for those
belonging to C∞c (  
3,G). In other words, Z is a distributional solution to the covariant
Poisson equation.
B.3 Continuous embeddings
It was mentioned earlier that weak solutions of partial differential equations are not
necessarily even differentiable in the ordinary sense. One then wonders what are the
conditions under which a weak solution is actually a classical solution with continuous
derivatives. This question can be studied with the help of so-called Sobolev embeddings.
Generally, if a Banach space Y is a subset of another Banach space X in such a way that
the norms of these spaces satisfy an inequality of the form
||y||X ≤ C ||y||Y for all y ∈ Y
with some positive constant C, then it is said that Y is continuously embedded in X. If
one now considers Sobolev spaces with derivatives of sufficiently high order in the defini-
tion of the norm, it turns out that these Sobolev spaces can be continuously embedded in
spaces consisting of continuously differentiable and bounded mappings. This means that
every element of a higher order Sobolev space is differentiable (modulo sets of measure
zero) up to a certain order.
Sobolev spaces of order n can be defined as extensions of the spaces Cnc (  
3,G). As
shown in Paper II, the expression
< Φ,Ψ >n=
n∑
p=1
∫
 
3
w(2p−3)(1−σ)
(∇k1(A) · · ·∇kp(A)Φ,∇k1(A) · · ·∇kp(A)Ψ) d3x
defines an inner product on Cnc (  
3,G), if the gauge potential satisfies certain local
smoothness assumptions. Denoting the corresponding norm by
||Φ||n,2 := 〈Φ,Φ〉1/2n ,
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the Sobolev space Hn(  
3,G) is defined as a closure of Cnc (   3,G) in this norm, i.e.,
Hn(R3,G) = Cnc (R3,G).
Elements of Hn(  
3,G) possess square integrable weak derivatives up to nth order:
w(p−3/2)(1−σ)∇k1(A) · · ·∇kp(A)Z ∈ L2(   3,G), p = 1, . . . , n.
In Paper II it is proved that these spaces are embedded in the spaces Cn−2B (  
3,G), which
consist of mappings Φ ∈ Cn−2(   3,G) that are bounded in the norm
||Φ||n−2,∞ =
max
0≤p≤n−2
sup
x∈R3
{
w(x)p(1−σ)
(
∇k1(A) · · ·∇kp(A)Φ(x),∇k1(A) · · ·∇kp(A)Φ(x)
)1/2}
.
At this stage it is assumed that the gauge potential is continuous and Ak ∈ Cn−3(   3,G)
for n ≥ 3 so that the covariant derivatives in the above definition yield continuous map-
pings. The inclusion
Hn(  
3,G) ⊂ Cn−2B (   3,G)
is then a continuous embedding. It remains to determine the conditions under which a
weak solution of the covariant Poisson equation actually belongs to higher order Sobolev
spaces. This can be done by deriving bounds for the norms || · ||n,2 in terms of lower order
norms and weighted L2 derivative norms of the mapping F in (B.4). As a rule, these
estimates are difficult to work out, and Paper II is no exception in this respect.
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