We consider uniformly subelliptic operators on certain unimodular Lie groups of polynomial growth. It was shown by Saloff-Coste and Stroock that classical results of De Giorgi, Nash, Moser, Aronson extend to this setting. It was then observed by Sturm that many proofs extend naturally to the setting of locally compact Dirichlet spaces. We relate these results to what is known as rough path theory by showing that they provide a natural and powerful analytic machinery for construction and study of (random) geometric Hölder rough paths. (In particular, we obtain a simple construction of the Lyons-Stoica stochastic area for a diffusion process with uniformly elliptic generator in divergence form.) Our approach then enables us to establish a number of far-reaching generalizations of classical theorems in diffusion theory including Wong-Zakai approximations, Freidlin-Wentzell sample path large deviations and the Stroock-Varadhan support theorem. The latter was conjectured by T. Lyons in his recent St. Flour lecture.
Introduction
Let us fix Λ ≥ 1 and consider a uniformly elliptic measurable symmetric matrix valued function a :
, that is, such that for all x,
An elliptic second-order differential operator in divergence form is given by
understood in the weak sense. Such operators are fundamental in the modern theory of partial differential equations, see for instance [18] and the references therein, and we briefly recall the seminal contributions due to De Giorgi [7] , Nash [33] , Moser [32, 31] and Aronson [1] .
(i) Hölder regularity of weak solutions to 
∂ i a ij ∂ j · u = 0.
(ii) Positive solutions of these equations satisfy a Harnack inequality.
(iii) The heat kernel associated to There are nowadays two standard routes to these results. The first is due to Nash [33] , Fabes and Stroock [10] . The second one is due to Moser [32, 31] , enhanced with the insights by Grigor'yan [19] and Saloff-Coste [36] . None of these two approaches is restricted to the elliptic setting: In [37] Saloff-Coste and Stroock take Nash's route (also using ideas of Varopoulos [47] ) for uniformly subelliptic operators on a connected unimodular Lie group G with polynomial growth with respect to the Haar measure m. To be precise, given left-invariant vector fields U 1 , ..., U d which generate the Lie algebra of G and a uniformly elliptic measurable symmetric matrix valued function a :
often expressed more conveniently in terms of
The bilinear form E a is an example of a symmetric Dirichlet form which can be studied in an abstract setting [17] . By following Moser's route, combined with arguments of Saloff-Coste [36] , Jerison [21] and others, the results (i)-(iii) have been generalized by Sturm [40] to the setting of locally compact Dirichlet spaces, applicable under the assumptions of a certain metric-topological consistency, a doubling property and a Poincaré inequality. We briefly mention that ideas of Davies [5, 6] lead to sharp upper heat kernel bounds in all the above settings. More recently, sharp lower bounds in the short time limit have been obtained by Ramírez [34] .
There is a probabilistic side to such operators and Dirichlet forms. Viewing the heat kernel as transition density one can construct a Markov process X a associated to (1) , which behaves in many ways similar to Brownian motion, and similarly one can construct a G-valued Markov process X a associated to (2) . In fact, there is a rich theory of Markov processes associated to Dirichlet forms [17] but for our purpose the above construction is sufficient. Let us emphasize that, in general, X a and X a cannot be constructed via Itô's stochastic differential equations since a is only assumed to be measurable.
The purpose of this paper is to relate the above topics to what is known as Rough Path Theory [25, 27] , a deterministic theory of controlled differential equations of type dy t = V 1 (y t ) dx
where a d-dimensional signal x = x t drives d vector fields V 1 , ..., V d on R e . The moral is that the rougher the signal, the more of its iterated integrals must be provided as part of the input. When x is d-dimensional Brownian motion B the additional required input is Lévy's area process,
In other words, stochastic differential equations can be solved pathwise using as input signal Brownian motion plus Lévy area, say B, which is nothing than a G-valued diffusion with generator of form (2) with a = I, the identity matrix, and G ≡ g 2 (R d ), the free step-2 nilpotent group with d generators, realized on R d ⊕so (d). It is not hard to see that t → B t is (1/2 − ε)-Hölder continuous with respect to the Carnot-Caratheodory distance on g 2 R d and this is exactly the required regularity for rough path theory to work, see [13, 12] . Without going into much detail we recall that rough path theory gives continuity of the map B → y in respective (1/2 − ε)-Hölder topologies and that the so-obtained y solves the Stratonovich stochastic differential equation (SDE)
Many classical theorems, including the Freidlin-Wentzell theory of large deviations for solutions of SDEs and the Stroock-Varadhan support theorem for diffusions, can now be reduced to statements of B alone which opens the door to new sharp results; Lyons' St. Flour notes [26] contain examples and references.
Let us note that a classical (Itô-or Stratonovich) SDE cannot, in general, be driven by X a associated to (1) , as X a will in general not be a semi-martingale. However, differential equations in the above rough path sense (RDEs) can be driven by X a provided one finds a suitable area process that lifts X a to a process on g 2 (R d ). This was first achieved in [28, 23] by forward-backward martingale decomposition arguments. We will take a very different approach here which gives us more quantitative results and emphasizes the Markovian nature of X a plus stochastic area. As motivation, consider a :
a is a semi-martingale with area defined by Itô integration,
It is a simple exercise in Itô calculus to see that the g 2 (R d )-valued process (X a , A a ) has generator of form (2) 2 . But the latter remains meaningful, at least in the weak sense, for any measurable a and yields a g 2 (R d )-valued Markov process X a that implicitly contains stochastic area associated to X a . In fact, we can and will go one step further and, as in [37] , allow a to be defined on g 2 (R d ) rather than R d which implies that the future behavior of X a is not only determined by its current position in R d but also by its current area component in so (d). This is very much aligned with a basic principle of rough path theory: the area should be considered as a genuine part of a signal and its impact on the evolution of a system may well be modelled directly. We finally remark that we could go another step further and base our entire discussion on the free step-n nilpotent group g n (R d ) with n ≥ 2 but we avoided such a generalization in an attempt to make the paper easier to read. Keeping in mind that g 2 (R d )-valued (1/2 − ǫ)-Hölder path lift uniquely and continuously to g n (R d ) -valued path [25] , the interested reader will have no trouble to see that all our results and arguments extend in a straight-forward way to the step-n case. This paper is organized as follows.
In Sections 2 and 3 we adapt the Moser-Sturm toolbox to our situation, that is, the operator (2) on g 2 (R d ). In Section 4 we show that the g 2 R d -valued Markov process X a has, just as Brownian motion and Lévy area, (1/2 − ε)-Hölder regularity with respect to Carnot-Caratheodory distance on g 2 R d . It follows that a.e. sample path X a (ω) is a geometric Hölder rough path, [25, 12] . In fact, the Hölder norm of X a is seen to have Gaussian tail which answers a question raised in Lyons' St. Flour lecture [26] . In Section 5 we study both weak approximations, a n → a a.e. is seen to imply X an → X a in distribution, and a strong Wong-Zakai type theorem. The latter shows that our stochastic area associated to X a coincides with the area constructed by Lyons and Stoica [28] and in both cases, we improve recent results by Lejay [23, 24] . In Section 6 we note that an RDE solution jointly with its driving signal X a is Markov and describe its generator, using stochastic Taylor expansions for random RDEs obtained in [15] . In Section 7 we prove a sample path large deviation principle for X a making crucial use of Ramírez's result [34] . As a typical rough paths corollary, we obtain a generalization of the Freidlin-Wentzell theory to stochastic differential equations driven by X a in the rough path sense. Finally, in Section 2 Once can proceed as follows. First write X = X a as solution to a Stratonovich SDE involving a smooth square-root of a. In combination with the fact the the lift of X, denoted by Y say, is obtained by solving the Stratonovich equation (4), a few lines of Itô calculus identify the generator of the lift.
8 we revert to the case where X a is the lift of X a (that is, a is defined on R d rather than g 2 R d ) and prove that X a has full support in (1/2 − ε)-Hölder topology, as was conjectured by T. Lyons in [26] . Again, as a typical rough paths corollary, we obtain a generalization of the Stroock-Varadhan support theorem to stochastic differential equations driven by X a in the rough path sense. may be written as x = x (·) or ω, the latter is used when
is equipped with a Borel measure such as the law of X a,x for which we write P a,x . L p -norms with respect to 
Analysis on the Group
Let g 2 R d be the free step-2 nilpotent Lie algebra over
Due to nilpotency and the Campbell-Baker-Hausdorff formula, we can and will realize the associated Lie group on the same space
with product
and unit element 0. Lebesgue-measure dx on R d ⊕ so (d) is the (left-and rightinvariant) Haar measure m; in symbols dx = dm, see [49] for instance. For i = 1, .., d we define left-invariant vector fields by
where ∂ i denotes the coordinate vector field on R d and ∂ i,j with i < j the coordinate vector field on so (d), identified with its upper diagonal elements.
A simple computation shows that [U i , U j ] = ∂ i,j and all higher brackets are zero. Since Hörmander's condition is satisfied, we call
∇f · ∇g dm
closure of smooth compactly support functions with respect to
This is a very standard setting, see [17] and [49] , and as pointed in the introduction, E is the Dirichlet form associated to the Markov process Brownian Motion plus its canonical Levy area. The Dirichlet form E is based on the carré du champ operator
is defined as the length of the shortest path from x to y which remains tangent to span {U 1 , ..., U d }, and the induced topology coincides with the original topology of g 2 R d ; the Carnot-Caratheodory norm is defined as x = d (0, x). See [49] , [30] or [12] . From [4, Lemma 5.29] , this distance coincides with the intrinsic metric of E, 
Proposition 2 (I) Completeness Property: In the metric space
. by scaling; see [30] = 2
i.e. we have equality in the doubling property with N = d 2 .
We also see that the Lie group g 2 R d , * has polynomial volume growth in the sense that m (B (x, r)) ≃ r N . Property (III) is proved in [37, p118] for Lie groups with polynomials volume growth. Alternatively, we can use the results of [21] for noting that U 1 , ..., U d satisfy Hörmader's condition.
We also have a Nash type Sobolev Inequality; from [4] , [35] or [49] or
Uniformly Subelliptic Dirichlet Forms
For Λ ≥ 1 we call Ξ (Λ) the set of all measurable maps a from g 2 R d into the space of symmetric matrics such that
The associated carré du champ operator and energy measure are given by
respectively. The forms E a and E are quasi-isometric in the sense that D (E) = D (E a ) and for all f in the common domain,
The intrinsic metric associated to
is obviously Lipschitz equivalent to d (x, y) and hence a metric on g
which induces the original topology so that, in particular,
, d is and closed balls are easily seen to be compact, see property (I) above and in Propositions 2 and 5.
The following proposition will be useful in the section on large deviations. Is a special case of a result in [42] and we sketch a proof for the reader's convenience. Open balls or radius r centered around x, when using the metric d a , are denoted by B a (x, r).
Proposition 4
For all a ∈ Ξ (Λ), the space g
a is a geodesic space in the sense that for all x, y there exists a continuous map γ :
. It suffices to show the so-called midpoint property
(Then, iterated application yields γ t for dyadic t ∈ [0, 1] which is enough to determine the geodesic γ). We argue by contradiction. Assuming that there is no midpoint z we haveB a R/2 (x) ∩B a R/2 (y) = ∅. By compactness, these sets have a positive distance, say 3ε > 0, and it is also clear that
We now define the continuous function
One can check that f 0 ∈ F loc and
Proposition 5 Let a ∈ Ξ (Λ). Properties (I),(II),(III),(IV) from propositions 2 and 3 remain valid when we replace
Proof. Such properties are invariant under quasi-isometry, i.e. whenever we have (5) . This is easy to see for properties (I), (II), (IV). Invariance of the Poincaré inequality (III), discussed in detail in [40] , is seen by first proving that the Poincaré inequality is equivalent to a weak Poincaré inequality for which quasi-isometry is obvious.) Standard semigroup theory [17, 6] allows us to associate a non-positive selfajoint operator L a to E a . We then have
whenever u is a nonnegative weak solution of the parabolic partial differential equation Proof. Based on the classical ideas by Moser, Grigor'yan, Saloff-Coste, it is shown in [40] that if (I) holds then (II)+ (III) ⇔ (V). For a more direct proof along ideas of Nash, see [38, 37] .
Remark 7
The case a = I is covered in detail by Varopoulos et al [49] .
Following [10, 38, 40] we have also Hölder regularity of such weak solution (and in particular of the heat kernels discussed below). We will refer to this simply as De Giorgi-Moser-Nash regularity:
Then there exist constants η ∈ (0, 1) and C 8 , only depending on Λ, such that
whenever u is a nonnegative weak solution of the parabolic partial differential equation
Upper and Lower Heat Kernel Bounds
Let us note that heat kernel existence of is not an issue here. A classic and simple argument in this context, [10, 38, 6, 37] , shows that if P a t denotes the semigroup associated to E a , Nash's inequality (IV) implies an P a t L 1 →L 2 estimate. By duality, P a t L 1 →L 2 = P a t L 2 →L ∞ and one obtains an estimate for P a t L 1 →L ∞ which implies existence of the heat kernel p a = p a (t, x, y) . In fact, the L 1 → L ∞ bounds on P t already leads to the on-diagonal estimate seen below. Alternatively, having followed Moser's route, we may apply Harnack to (t, y) → p a (t, x, y), weak solution to the forward PDE, to see that
for all t > 0 with C = C 6 . Integrating this inequality over the ball B x, t 1/2
2 /2 follows. Combined with the classical semigroup-perturbation argument by E. B. Davies, see [6, 38] we obtain an essentially sharp upper bound.
Theorem 9 Let a ∈ Ξ (Λ).
The heat kernel p a satisfies, for ε > 0 fixed,
for some constant C 9 = C 9 (ε, Λ) .
Proof. As outlined above or as a consequence of Proposition 5 following [40, Corollary 4.2].
Theorem 10 Let a ∈ Ξ (Λ). The heat kernel p a satisfies
Proof. A corollary of a the Poincaré inequality and a classical chaining procedure, see [10, 38, 6] and in particular [40, Corollary 4.10], using Proposition 5.
Corollary 11 Let a ∈ Ξ (Λ).
There are constants C 10 , C 9 which depend only on Λ so that
Proof. Lipschitz-equivalence of d (x, y) and d a (x, y).
The Associated Markov Process
Following a standard construction, the heat kernel p a gives rise to a consistent family of finite-dimensional distributions and determines a (strong) Markov process X a,x under some probability measure P; in fact, we can think of
as a family of processes given on some abstract probability space (Ω, A, P). The natural time horizon is [0, ∞) although our focus will be on finite time horizon so that, by scaling, there is no loss of generality to work on [0, 1]. The heat kernel estimates are more than enough, using Kolmogorov's criterion, to guarantee that any such process can be constructed with continuous sample paths. Whenever appropriate, we indicate the dependence on a ∈ Ξ (Λ) and
, under which X can be realized as coordinate process, X t (ω) = ω t . By construction, the density of X t under P a,x , or equivalently, the density of X a,x , with respect to m is given by p a (t, x, ·) .
Scaling
We will refer to the following simple proposition as scaling.
Short Time Asymptotics
When a = I, the identity matrix, an essentially sharp lower bound with 1/C 10 = 4 (1 − ε) is known, see [48] . This implies Varadhan's formula
The generalization to arbitrary a ∈ Ξ (Λ) follows from the recent work of Ramírez [34] and will be central to our discussion of large deviations.
A Lower Bound for the Killed Process
Proof. See [40] or [37] , the ideas are adapted from [10, 38] . Observe that d a can be replaced by d, at the price of changing the constants.
Construction of Associated Rough Paths
In conjunction with the ever useful Garsia-Rodemich-Rumsey's lemma, the upper heat bounds leads to Hölder regularity of the sample paths t → X 
Proof. By scaling and the Markov property, for any a ∈ Ξ (Λ) ,
, and ε > 0 such that η < 1 4(1+ε)Λ . Then, from the heat kernel upper-bound, we obtain
The Garsia-Rodemich-Rumsey theorem now gives immediately a strong regularity result in terms of
In particular, a.e. sample path t → X a;x t (ω) is an α-Hölder geometric rough path.
This next corollary will also appear useful when we will prove that the uniform bound on the lift of the piecewise linear approximation of π 1 (X a,x ).
Corollary 17 Let
Then there exists
Proof. It suffices to show M η ≤ 1 + C 17 η. From the inequality exp (x) ≤ 1 + x exp (x) for x > 0 we obtain
The proof is now finished by Cauchy-Schwarz,
The arguments in [14] will give a Lévy modulus. Furthermore, by adapting the classical argument of Taylor [43] one should obtain optimal Ψ-variation regularity. 
Approximations

Weak Convergence
Theorem 19 Let (a n ) be a sequence of (smooth) functions in Ξ (Λ) such that a n converges almost everywhere to a ∈ Ξ (Λ). Then we have
with respect to uniform topology on
the convergence in distribution remains valid with respect to Hölder topology of exponent less than 1/2.
Proof. The proof of (i) is identical to the proof of [38, Theorem II.3.1] and implies convergence of the finite-dimensional distributions. A standard tightness argument leads to (ii) and (iii).
Remark 20
In the special case that a (x) depends only on π 1 (x), the projection of x ∈ g 2 R d onto R d , a similar statement is found in [24] .
Strong Convergence
Geodesic Approximations
Recall that
obtained by connecting the points (x ti : t i ∈ D) with geodesics run at unit speed. If there are several geodesics between two points x ti and x ti+1 it is immaterial which one is chosen. It is not hard to show that
Clearly, x D → x pointwise as |D| → 0 and, in fact, this convergence is uniform in view of the uniform bound (7). A simple interpolation argument then gives, for any α ′ ∈ (0, α),
All this results are purely deterministic and discussed in detail in [12] . By Theorem 16 these approximation results apply to a.e. sample path of X a,x . We emphasize that these approximations required apriori knowledge of the area π 2 (X a,x ). In fact, x D is the lift of a piecewise helix-path, designed to wipe out the correct areas. In contrast, convergence of piecewise linear approximations, based on the R d -valued path π 1 (X a,x ) alone and without apriori knowledge of the area, is a genuine probabilistic statement.
Piecewise Linear Approximations: Wong-Zakai
The Idea Fix a dissection D = {t i : i} of [0, 1] and a ∈ Ξ (Λ). Let us project X = X a to the R d -valued process X = X a and consider piecewise-linear approximations to X based on D, denoted by X D . Of course, X D has a canonically defined area given by the usual iterated integrals and thus gives rise to an g 2 R d -valued path which we denote by S X D . For 0 ≤ α < 1/2 as usual, the convergence
as |D| → 0 is a subtle problem and the difficulty is already present in the pointwise convergence statement
Our idea is simple. Noting that straight line segments do not produce area, it is an elementary application of the Campbell-Baker-Hausdorff formula to see
where A is the area of X and
On the other hand, it is relatively straight-forward to show that the
is uniformly finite. In essence, this reduces (8) to the pointwise convergence statement which we can rephrase as i A ti,ti+1 → 0. It is natural to show this in L 2 since this allows to write
For simplicity only, assume t i+1 − t i ≡ δ for all i. As a sanity check, if X were a Brownian motion and A the usual Lévy area, all off-diagonal terms are zero and
which is what we want. Back to the general case of X = X a , the plan must be to cope with the off-diagonal sum. Since there are ∼ δ 2 /2 terms what we need is E A ti,ti+1 · A tj ,tj+1 = o δ 2 .
To this end, let us assume that
holds. Using the Markov property,
and since E A ti,ti+1 ∼ δ, by a soft scaling argument, we are done. The work which follows below steems from (10), which we believe to be false, but we can establish a weak version of (10) which is good enough to successfully implement what we just outlined. Let us draw attention to the key argument below, the proof of Proposition 22 which, based on a soft semi-group argument, exhibits a subtle cancellation.
Uniform Hölder Bound Proving first that the lift of the piecewise linear approximation have their Hölder norm uniformly in L q for all q < ∞ will of course be helpful.
Theorem 21 There exists
As a consequence, for any α ∈ [0, 1/2) there exists
Proof. The consequence is an immediate application of the Garsia-RodemichRumsey lemma and we only have to discuss the first estimate. We remind the reader that from Lemma 15 for η ∈ [0,
By the triangle inequality,
and the proof is reduced to show that for some η > 0 small enough
By the triangle inequality for the Carnot-Caratheodory distance, for
To proceed we note that, similar to equation (9),
By left-invariance of the Carnot-Caratheodory distance d and equivalence of continuous homogenous norms (so that, in particular, (x, A) ∼ |x| + |A|
where |·| denotes Euclidean norm on
By Cauchy-Schwartz,
and the E a,x (...) term in the last line is estimated using the Markov property as follows.
where we used Corollary 17, valid for η small enough. The proof is finished.
The Subtle Cancellation Let us define
For instance, (10) is now expressed as lim δ→0 r δ (x) → 0 uniformly in x. Our goal here is to establish a weak version of this. We also recall that
Proposition 22 (i)
We have uniform boundedness of r δ;t (x) ,
Proof. (i) follows from Lemma 15. For (ii) we first note that it suffices to consider h smooth and compactly supported. Now the problem is local and we can assume that smooth locally bounded functions such as the coordinate projections π 1;j and π 2;k,l are in D (E a ). (More formally, we could smoothly truncate outside the support of h and work on a big torus). Clearly, it is enough to show the componentwise statement
To keep notation short we set f ≡ π 2;k,l (·) and abuse notation by writing A instead of A k,l . We can then write
Here, again, we abused notation by writing [·, ·] instead of picking out the (k, l) component and using the cumbersome notation [·, ·] k,l . Note that in general E a (h, f ) × t = o (t) and our only hope is cancellation of 2E a (h, f ) with the bracket term
To see this cancellation, we compute the bracket term,
and by adding and subtracting x 1;k x 1;l inside the integral this rewrites as
It now follows as earlier that
and we see that the required cancellation takes place if, for all h smooth and compactly supported,
We will check this with a direct computation. First note that
which is immediately seen via symmetry of dΓ a (·, ·), inherited from the symmetric of a ij , and the Leibnitz formula
It is immediately checked from the definition of the vector fields U i , see equation (4) , that
and similarly
Therefore, using U j f = 0 for j = {k, l} in the second equality,
and this equals precisely 2E a (h, f ) as required.
Corollary 23 For all t ∈ [0, 1) and all
Proof. We first write
, dx , the proof is finished by applying the previous proposition.
Theorem 24 For all bounded sets
Proof. It suffices to prove this for a compact ball K =B (0, R) ⊂ g 2 R d of arbitrary radius R > 0. We fix σ ∈ (0, 1] and think of r δ = r δ (t, y) as a family of maps, indexed by δ > 0, defined on the cylinder [ 
By Proposition 22, (i) we know that sup δ>0 |r δ | ∞ < ∞. We now show equicontinuity of {r δ : δ > 0}. By the Markov property,
From De Giorgi-Moser-Nash regularity (Proposition 8)
is continuous for all z; the dominated convergence theorem then gives easily continuity of (t, y) → p a (t, y, ·) ∈ L 1 . In fact, this map is uniformly continuous when restricted to the compact [σ, 1] × K and it follows that {r δ : δ > 0} is equicontinuous as claimed. By Arzela-Ascoli, there exists a subsequence (δ n ) such that r δ n converges uniformly on [σ, 1] × K to some (continuous) function r. On the other hand, Proposition 22, (ii), applied to h = p a (t, y, ·), shows that r δ (t, y) → 0 as δ → 0 for all fixed y, t > 0. This shows that r ≡ 0 is the only limit point and hence
Convergence of the Sum of the Small Areas For fixed a ∈ Ξ (Λ) and x ∈ g 2 R d let us define the real-valued quantity
where δ, σ ∈ (0, 1). As above · denotes the scalar product in so (d).
Proposition 25
For fixed σ ∈ (0, 1), k, l ∈ {1, .., d} we have lim δ→0 K σ,δ = 0.
Proof. By the Markov property,
for some constant C = C ( x , σ, Λ) using Lemma 15 and Proposition 22, (i). We then fix ε > 0 and choose R = R (ǫ) large enough so that
On the other hand, Theorem 24 shows that
for all δ small enough and the proof is finished.
Corollary 26 There exists
Proof. Recalling the discussion around (9), equivalence of homogenous norms leads to 
and the very last sum is estimated as follows,
The proof is finished.
Putting Things Together
Theorem 27 Let D be a dissection of [0, 1] with mesh |D| .Then, for all 1 ≤ q < ∞ and 0 ≤ α < 1/2,
Proof. We first show pointwise convergence. We fix ε > 0 and apply Corollary 26 with σ = ε/2C. Then,
By Proposition 25 it then follows that, for |D| small enough,
By Theorem 21 we have for all q ∈ [1, ∞),
and both results combined yield
and by Hölder's inequality the last statement remains valid even when we replace
By choosing first m large enough and then D with |D| small enough we see
A standard Hölder interpolation argument, using (11) with α ′ ∈ (α, 1/2), then shows that 
Remark 28 This convergence result implies that
σ (A s,t : u ≤ s ≤ t ≤ v) ⊂ F s,t = σ (X s,r : s ≤ r ≤ t) where X = π 1 (X) and X s,r = X r − X s ∈ R d .dY D = d i=1 V i Y D dX D;i .
Then for any
Proof. The universal limit theorem [25, 27] shows immediately that
Convergence in L q will follow from uniform integrability of
But this follows from the uniform estimates on X D , Theorem 21, and the estimates on the Lyons-Itô map in [15] .
RDE Solutions as Markov Processes
The following is an immediate consequence of the stochastic Taylor formula for random RDEs [15] . 
with remainder term,
Lemma 31 Let g be a compactly supported smooth function. Then, for all k, l ∈ {1, ..., d},
Proof. Third equality was shown in Proposition 22. For the first statement, almost by definition of E a ,
Let us now consider the second equality. First rewrite π 1,k (X 0,t ) π 1,l (X 0,t ) as
Then, by a similar argument as above,
By the Leibniz formula, recalling that dΓ
the energy measure of E a , we have
and using the symmetry of a we see that
Let us fix a collection V = (V 1 , ..., V d ) of Lip 3 vector fields on R e on let us consider the RDE
where Y is the R e -valued solution path 6 . In general, Y is not Markov, but it is easy to see that
where
are the vector fields defined in (4) and, by the usual identification with first order differential operators, the U i extend canonically to first order differential operators (and hence vector fields) on g 2 R d ⊕R e which we denote for clarity with U i . We now describe the infinitesimal action behaviour of the associated semigroup t → E a,x (f (Z . t )).
We want to apply Lemma 30 with unbounded vector fields W (the unboundedness comes from the U i ) and we need to localize our problem. Let R > 0 such that f and g are 0 outside B (0, R) , and define compactly supported smooth vector fields U R i such that U R i and U i agree on B (0, 2R). Let Z R denote the solution of the RDE driven by X along the vector fields
5 Regularity of the vector fields could be improved to Lip 2+ǫ . Also, one can easily add a drift term V 0 (Y ) dt by considering the canonical space-time rough path (X a,x , t). 6 We could construct the solution as (random) geometric rough path with values in g 2 (R e ) and the arguments which follow extend to this case.
Applying Lemma 30, we obtain
.
As Z R,. t
and Z differs only through the area of X a,. , using that uniformly over x ∈ B (0, R), the probability of X a,x going outside B (0, 2R) is bounded above by C exp −CR 2 , we easily see that
We then use lemma 31 to obtain
The proof is finished if we can show
and to see this we may assume, by a simple limit argument, that a ∈ Ξ (Λ) is smooth. We have
and
But by construction of W i we have
Moreover, by integration by parts,
and we see that 
Large Deviations
We fix a ∈ Ξ (Λ). The law of t → X a;x (εt) where X a;x is the g 2 R d -valued process associated to the Dirichlet form E a , started at x, can be viewed as Borel measure on
e. the space of continuous paths started at x, and is denoted by P a;x ε . As usual, we write X = X a;x when no confusion is possible and in particular under P a;x where X t (ω) = ω (t) ≡ ω t . We shall see that a sample path large deviation principle holds w.r.t. to uniform (and then homogenous Hölder!) topology on
Having properties (i)-(iii) of the of following propostion, the proof follows essentially Varadhan [45] , see also [2] , and we outline the key steps for the reader's convenience.
and the same estimate holds with d instead of d a .
Proof. (i) was shown in Proposition 4, (ii) was discussed in the section on short time asymptotics and (iii) follows from Theorem 16.
, equipped with uniform topology, we define the energy or action functional
We shall see shortly that I a is a good rate function in the sense that φ → I a (φ) is lower semicontinuous with compact level sets.
Upper Bound
We first recall that d a is a geodesic distance, i.e. that for all x, y ∈ g 2 R d , there exists a continuous path joining x to y, of length d a (x, y) .
we have
and the infimum is attained by a d a -geodesic path. (ii) More generally,
Proof. Straight-forward, see [45, 2] for instance.
Lemma 36 (i) The functional I a is a good rate-function. (ii) If C is closed and C
Proof. Using (14) and Arzela-Ascoli this is proved as in [46] .
Lemma 37 Let D be a dissection of [0, 1] with #D points and define the (continuous) evaluation map
Proof. Using the short time formula (12) ε log sup
where X Dm is the d-geodesic approximation connecting the points 
We know from the earlier section on strong geodesic approximation that
and it follows that
where |D| denotes the mesh of D as usual. By a simple scaling argument (section 3.3) and Proposition 34, (iii) we see that
and, noting that C 34 does not depend on x,
It readily follows that lim sup
Theorem 39 For any measurable
whereĀ is the closure of A w.r.t. to the uniform topology on path space.
Proof. It suffices to consider A closed. We set If ω ∈ A then I δ,a (ω) ≥ T δ and therefore, D m being defined as above,
Noting that lemma 38 states precisely that lim sup
and that, by Proposition 35, (ii), the set ω : I a ω Dm ≥ T δ is equal to
we see from Lemma 37 that for any m,
By Lemma 36, lim δ→0 T δ = inf ω∈A I a (ω) and combining all these results yield the upper LDP bound.
Lower bound
Lemma 40 For every
and every δ > 0,
Proof. Using the short time formula (12), Lemma 35 and the upper LDP this is proved as [45, Lemma 3.4] . As this is true for all f ∈ A we have the result.
Corollary 41 For any measurable
A ⊂ C x [0, 1] , g 2 R d − inf ω∈A • I a (ω) ≤ lim inf
LDP in Hölder topology & Freidlin Wentzell
The above estimates are summarized in with good rate function I a defined in equation (13) .
It would be easy to deduce from this result a functional form of Strassen's Law of Iterated Logarithm holds, see [9] , but we shall not pursue this here.
with good rate function I a .
Proof. The random variable X a;x α-Hölder has a Gaussian tail for all α < 1/2. By the inverse contraction principle [8] we see that the large deviation principle in uniform topology can be strenghtened to α-Hölder topology.
From the contraction principle and Lyons' universal limit theorem [25] we obtain 
and y = π (0, y 0 ; ω) .
Support Theorems
When a = I (i.e. the d × d identity matrix) X a;x = X I;x is obtained by a Stratonovich SDE along the smooth vector fields U 1 , ..., U d which, by construction, satisfy Hörmander's condition. By the classical Stroock-Varadhan support theorem [39, 20] and basic facts of control theory the topological support of the corresponding path space measure P I,x with respect to uniform topology is full, i.e.
supp
The refined results from [3] and [29] imply that supp P I,x is full with respect to Hölder topology for paths with values in the vector space
We emphasize that these results do not imply 7 that supp P I,x is full with respect to homogenuous Hölder topology on the free step-2 nilpotent Lie group g 2 R d in the sense that
This was first achieved in [16] although a similar support description in homegenous p-variation topology was obtained earlier by Ledoux et al [22] . We note that the strong conditional statements of [11] also lead to (15) . The interest in this particular support description comes from rough path theory: in fact, the Stroock-Varadhan support theorem for diffusions becomes an immediate corollary of (15) and Lyons' limit theorem.
The purpose of this chapter is to prove a similar support description for P a,x when a ∈ Ξ (Λ) when a :
Resultingly, the Stroock-Varadhan support theorem remains valid for stochastic differential equations driven by X a,x in the rough paths sense. We note that such a support description was conjectured, via conditional statements, by Lyons in [26] .
Support in Uniform Topology
Let h, x be a smooth R d -valued paths. Every such x can be lifted to a g 2 R dvalued path S (x) by using its canonical area defined via iterated integration. Similarly, one can lift the translate of x in direction h, that is h + x, to a g 2 R d -valued path S (h + x). This operation extends to a continuous translation operator T h ,
We refer to [27] for details. What makes T h useful in our context are the observations that (i) T h X is a (time-inhomogenous) Markov process provided a :
8 We recall from [12] that
Proposition 45 such that for all ε ∈ (0, 1],
As a consequence, supp(P
with respect to uniform topology.
Proof. We first consider h = 0.
9 Let n be the smallest integer such that
X ∞,[0,1] < ε is greater or equal than q ε,n := P a;y0 ∀i ∈ {1, · · · , n} :
Hence, letting p B(0,ε) denote the Dirichlet heat kernel for X = X a , the Markov property implies
We join the points y i and y i+1 by the curve γ i , which is the concatenation of a geodesic curve joining y i to 0 and a geodesic curve between 0 to y i+1 . In particular, the length of γ i is bounded by 2n −1/2 , and γ i remains in the ball B 0, n −1/2 ⊂ B (0, ε/2) . Hence
and we can apply the lower heat kernel bounds for the killed process with t = 1/n and δ = min R 2 i , t = 1/n to obtain
The estimate for h = 0 will be recovered in the next section using PDE and spectral methods. The point here is that the present proof extends to h = 0 as will be explained below.
For h = 0 we note that the process T h (X) is described by a non-symmetric, time dependent Dirichlet form as in [41] , for instance. More precisely, the R d -valued process t → h (t) + X 1 (t) is desribed by the form
and the bilinear form for T h (X) its the natural lift obtained by replacing ∂ i by
Such lower order perturbations and time-dependence have been discussed in [38, 37, 44] . In particular, there are lower heat kernel bounds for the killed process which allow the above proof to go through. 
Remark 46 Similar argument (without assuming
h = 0) lead to sup x P a,x (d ∞ (h, X) < ε) ≥ 1 C ḣ L 2 [0,1] exp     − C ḣ L 2 [0,1] ε 2     , evenP a,x sup 0≤s<t≤1 d (h, X) < ε . As T h X ∞ ≤ sup 0≤s<t≤1 T h (X) s,t ≤ 2 T h X ∞ ,
Support in Hölder Topology
We first study the probability that X 
where λ ≡ λ 
From [6, Thm 1.4.3] the lower heat kernel estimates for the killed process imply irreducibility of the semigroup P a D , hence simplicity of the first eigenvalue λ, and there is an a.s. strictly positive eigenfunction to λ ≡ λ a 1 , say ψ ≡ ψ a 1 , and by De Giorgi-Moser-Nash regularity we may assume that ψ is Hölder continuous and strictly positive away from the boundary (this follows also from Harnack's inequality). We also can (and will) assume that ψ L 2 (D) = 1. Lower bound: Noting that v (t, x) = e −λt ψ (x) is a weak solution of
at first for a.e. x but by using a Hölder regular version of p a D the above holds for all x ∈ D. It follows that
and this gives the lower bound with
Clearly ψ = ψ a 1 depends on a and a piori so does K 1 . We now show that ψ (and hence K 1 ) depends on a only through Λ. where we used upper heat kernel estimates in the last step to obtain K 2 = K 2 (D, Λ) .
Corollary 49 Fix a ∈ Ξ (Λ).
There exists K = K (Λ) and for all ε > 0 there exist λ = λ (ε) such that where · is the standard CC norm on g 2 R d . Then λ is the first eigenvalue corresponding to a scaled by factor ε.
Proposition 50 There exists a constant C 50 such that for all ε ∈ (0, 1] and R > 0 Proof. There will be no confusion to write P ε for P ·| X 0;[0,1] < ε . Suppose there exists a pair of times s, t ∈ [0, 1] such that s < t, |t − s| < ε 2 and X s,t |t − s| α > R.
Then there exists a k ∈ {1, ..., 1/ε 2 } so that [s, t] ⊂ (k − 1) ε 2 , (k + 1) ε 2 . In particular, the probability that such a pair of times exists is at most since the factor 1/ε 2 can be absorbed in the exponential factor be making C bigger. We estimate By using the Markov-property and the above lemma, writing λ (ε) = λ a;ε , this equals Here y ≡ π (0, y 0 , h) denotes the unique solution, started at time 0 from y 0 , of the ordinary differential equation
