This paper proposes a design for development of predictive computational model for target marketing. Computational model comprises of social network analysis and soft computing techniques. Social network analysis uses community structure detection approach to partition the data. Walktrap algorithm is used for community detection because it gives better result concerning running time and quality of obtained community structure. Consequently, soft computing technique such as neural network is implemented to train the system. Finally, NARX model is used for the prediction of the trained system so that any new user can be assigned to his corresponding community. This research is important because it shows how online social networks enable marketers to provide more effective marketing strategies and increase the product acceptance rate.
INTRODUCTION
Target Marketing involves breaking a market into segments and then concentrating the marketing strategies on one or a few key segments. Such clustering helps the marketers to design specific strategies and techniques to promote a product amongst its target market. A target-based marketing system predicts the content that is relevant to a given person and advertises only this information to that person. With growth in internet traffic and social networking, social network analysis can be used by marketers to develop efficient marketing strategies. A study that looked at the advantages of using social networks found that by creating sub-groups of people based on interaction data, they were able to increase the quality of advertising [4] . Starting with an entire graph of all the users and then partitioning the users into communities enables marketers to target their market more effectively.
SOCIAL NETWORK ANALYSIS
A social network consists of individuals who are connected to other individuals through social links such as friendship, profession or family. Social networks encode how people are connected to each other. With increased access to the internet, people can connect to each other more easily, increasing the diversity of social networks. Although people can have a diverse set of connections, it is usually seen that many of these connections tend to be homophilous [1] . Homophily is defined to be the tendency for individuals to associate with people of similar interests and demographics such as age, gender, hometown, etc [1] . This property of networks has attracted the marketers because similar people tend to have similar interests and thus have similar purchase pattern.
Social network analysis(SNA) is the logical analysis of social networks which interprets social relationships in terms of network theory, consisting of nodes and ties. Nodes are users within the network and ties are the relationships between the individuals. These networks are often represented in a social network diagram, where nodes are depicted as points and ties are depicted as links between two individuals based on one or more types of interdependencies such as friendship, kinship, professional, etc. Social network can provide a better marketing tool as it enables marketers to frame effective marketing strategies.
This project is essentially divided into different sections: Data Acquisition from Facebook, Data Analysis, which entails looking at the data collected, followed by Training and Prediction sections, using neural networks and NARX model respectively.
Community Detection
Community Detection structure finds dense subgraphs in directed and undirected graphs by optimizing some criteria and usually some heuristics. Membership gives the division of vertices into communitites. In our research, community detection is done using Walktrap algorithm.
Walktrap Algorithm
This function tries to find densely connected subgraphs, also called communities in a graph via random walks. The idea is that short random walks tend to stay in the same community. More specifically, the authors propose a node similarity measure based on short walks and show that it provides sufficient information to be used(instead of modularity) for community detection via hierarchical agglomeration. However, modularity is still applied as stopping criterion and metric for comparing the community structure of a network to other algorithms. Walktrap ensures a measure of similarities between vertices based on random walks, which has several important advantages: it captures well the community structure in a network, it can be computed efficiently and it can be used in an agglomerative algorithm to compute efficiently. Walktrap runs in time O(mn2) and space O(n2) in the worst case and in time O(n2logn) and space O(n2) in the most real cases (n and m are respectively the number of vertices and edges in the input graph).
Algorithm
We start from a partition P1 = {{v}, v ∈ V } of the graph into n communities reduced to a single vertex. We first compute the distances between all adjacent vertices. Then, this partition evolves by repeating the following operations. At each step k:
• choose two communities C1 and C2 in Pk according to a criterion based on the distance between the communities.
• merge these two communities into a new community C3 = C1 ∪ C2 and create the new partition: Pk+1 = (Pk \ {C1, C2}) ∪ {C3}.
• update the distances between communities.
•After n − 1 steps, the algorithm finishes and we obtain Pn = {V }.
Each step defines a partition Pk of the graph into communities, which gives a hierarchical structure of communities called dendrogram. This structure is a tree in which the leaves correspond to the vertices and each internal node is associated to a merging of communities in the algorithm: it corresponds to a community composed of the union of the communities corresponding to its children.The key points in this algorithm are the way we choose the communities to merge and the fact that the distances can be updated efficiently.
ARTFICIAL NEURAL NETWORK
"Artificial neural networks" is a computational metaphor inspired by studies of the brain and nervous systems in biological organisms. They are highly idealized mathematical models of the essence of our present understanding of how simple nervous systems work. Neural networks operate on the principle of learning from examples; no model is specified a priority. Neural networks are likened to non-parametric models in the statistical literature. Neural networks are used to solve complex non-linear function approximation problems, difficult linearly inseparable pattern classification problems, speech recognition and control problems, and complex timeseries modeling problems though the neural network technology has been applied in various fields. Neural networks can be characterized in terms of the three entities:
1. Model of neurons i.e., characteristics of the processing unit. 2. Models of interconnection structure, i.e., the topology of the architecture and strength of the connections that encode the knowledge. 3. A learning algorithm, i.e., the steps involved in adjusting connection weights of neural network.
Back Propagation Algorithm
1. For the output layer neurons, compute the difference between the actual and the desired output, i.e., calculate the error in each neuron of the output layer.
2. For the hidden layer neurons, multiply all the weights between the hidden layer neuron and the output layer neurons with the error of the corresponding output layer neurons and add the product.
3. Compute the error derivative of the weights. It is the product of the error of the neuron computed in step 2 and the value of the weight through the incoming connection.
4. Adjust the weights of each neuron to minimize the error.
Figure 1: Back Propagation Technique

NARX Model
The non-linear autoregressive network with exogenous inputs (NARX) is a recurrent dynamic network, with feedback connections enclosing several layers of the network. The NARX model is based on the linear ARX model, which is commonly used in time-series modeling. The defining equation for the NARX model is:
where the next value of the dependent output signal y(t) is regressed on previous values of the output signal and previous values of an independent(exogenous) input signal. Here y is the variable of interest and u is the externally determined variable. In this scheme, information about u helps predict y, as do previous values of y itself. For example, y may be air temperature at noon, and u may be the day of the year (daynumber within year). The function F is some nonlinear function, such as a polynomial. F can be a neural network, a wavelet network, a sigmoid network . There are many applications for the NARX network. It can be used as a predictor, to predict the next value of the input signal. It can also be used for nonlinear filtering, in which the target output is a noise-free version of the input signal.
There are two architecture of NARX model. In parallel architecture, the output is fed back to the input of the feedforward neural network. In series-parallel architecture, the true output is used instead of feeding back the estimated output, as the true output is available during training. This has two advantages. The first is that the input to the feedforward network is more accurate. The second is that the resulting network has a purely feedforward architecture and static backpropagation can be used for training. 
Graphitization:
This matrix is converted into graph for the visualization where nodes are actors and edges represent the ties between the individuals. Then, the isolated nodes are removed from the graph to construct a completely connected graph so that community detection is possible. Implementation uses "R" tool, which is a Programming Environment for Data Analysis and Graphics, and an integrated suite of software facilities for data manipulation, calculation and graphical display.
Community detection:
We are using Walktrap community detection algorithm here. The output is the dense subgraphs pertaining to different communities. After detection community, the membership data and the group membership data is fed into neural network for training the system. It is implemented using MATLAB neural network tool.
5.Prediction:
Prediction is a kind of dynamic filtering in which past values of one or more time-series are used to predict future values. "Dynamic neural networks" which includes tapped delay lines, are used for non-linear filtering and prediction. It is done using MATLAB system NARX model so that any new user can be allotted to his corresponding community based on his past and current group membership matrix data.
EXPERIMENTAL RESULTS
User interaction graph is plotted and isolated users are removed. Completly connected graph is communitized using Walktrap algorithm. Result of communitization is fed into neural network to train the system. Further, the trained system is predicted using NARX Model. Regression estimates the similarity between target output and the output produced by network during training.If both the ouptuts are exactly similar,then value of regression comes out be 1. 
CONCLUSION
A predictive computational model for target marketing using social network analysis and artificial neural network was successfully designed. On one hand, social network analysis was used to segment the users into various communities based on homophily between users and their friends, whereas, on the other hand, techniques pertaining to soft computing such as neural network were implemented to train the system. Consequently, NARX model was used for prediction so that any new user can be allotted to his corresponding community based on his group membership. Pertaining to each community, several target marketing schemes can be designed.
