Mesh adaptation based on error estimation has become a key technique to improve the accuracy of computationalfluid-dynamics computations. The adjoint-based approach for error estimation is one of the most promising techniques for computational-fluid-dynamics applications. Nevertheless, the level of implementation of this technique in the aeronautical industrial environment is still low because it is a computationally expensive method. In the present investigation, a new mesh refinement method based on estimation of truncation error is presented in the context of finite-volume discretization. The T estimation method uses auxiliary coarser meshes to estimate the local truncation error, which can be used for driving an adaptation algorithm. The method is demonstrated in the context of two-dimensional NACA0012 and three-dimensional ONERA M6 wing inviscid flows, and the results are compared against the adjoint-based approach and physical sensors based on features of the flow field. 
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reduction, to be competitive airplanes must be optimized in the range of few drag counts. Therefore, in the last years, the required error bands in global aerodynamical coefficients have been drastically reduced.
The accuracy of a CFD computation depends on two kinds of error sources: modeling errors and numerical or discretization errors. It has been shown that, for a standard airplane at cruise conditions, the CFD accuracy mainly depends on discretization errors [1] . It is well known that, in the asymptotic range, discretization errors are proportional to the local size of the mesh as 0(h p ), where h represents the local size of the mesh elements and p is the formal discretization order of the numerical method. The reduction of the numerical error may be accomplished by a twofold strategy: to increase the order of the discretization scheme and/or to increase the number of nodes. These two techniques are known as p and h adaptation, respectively; p or even hp adaptation [2] is usually considered within the finite-element community, where the order p can be prescribed in a flexible way. In the finite-volume community, however, h refinement is usually preferred because of the very nature of this discretization approach.
The selection of a reliable adaptation parameter is a key aspect to reduce the errors in the computation [3] . One classical approach for adaptation indicators in the literature is gradient and undivided difference-based feature detectors [4] [5] [6] [7] . This approach, known as featured-based indicator, can detect flow phenomena, when taking for instance the primitive variables into account (e.g., shocks are detected because of large gradients). Although these methods have been very successful for a wide range of problems [4] [5] [6] [7] [8] [9] [10] [11] [12] , their lack of mathematical foundation makes them difficult to apply in a userindependent way to problems far from established experience. Indicators based on estimates of interpolation error [10] [11] [12] somehow remedy to the lack of formalism. However, because these lead to an indication of the local curvature of a variable or a combination of variables, they are not clearly different from regular feature-based indicators [8] .
Consequently, adaptation parameters based on physical features work generally well when one aims at solving the details of the flow or improving the accuracy in regions where the physical scales must be resolved (shear layers, shock waves, etc.). However, it has been shown that increasing the resolution in these regions does not necessarily improve the accuracy of engineering outputs of interest as, for example, global forces [13] . Therefore, in the last years, special attention has been paid to indicators based on numerical errors, the so-called family of residual-based adaptation indicators. We will describe in this paper two residual-based indicators. The first one relates the local residual to an output functional using the solution of a dual problem, this is the well known adjoint methodology. The second one is based on truncation error (TE) estimates, known as x estimation [14] .
The adjoint-based error-correction method [15] uses an adjoint formulation to relate the error in the functional to the local residual of the primal solution. Adjoint-based methods provide tools to improve the accuracy of output functionals by either computing correction terms or through grid adaptation, for which an output-oriented adaptation sensor is obtained, thus avoiding the use of overly refined meshes. However, in finite-volume methods, most of the adjoint /i-adaptive techniques require the use of an embedded or uniformly refined mesh to compute the local residual. The explicit generation and storage of this mesh demands high computational and memory resources, which can be prohibitive for three-dimensional computations. Furthermore, the adjoint equations generally yield the same level of stiffness as the primal equations. Thus, for turbulent viscous flows, these equations are in general very expensive and require robust and efficient iterative methods. Therefore, it would be desirable to have a simpler and computationally cheaper adaptation method for improving the functional outputs accuracy. This high computational cost has been considered by other authors, not only in the finite-volume community (for instance, in the context of hp adaptation [2] ) yielding some cheaper but nevertheless efficient indicators like the entropy adjoint [16] or, as we will present in this paper, truncation error estimation.
Because the discretized equations represent approximations to the differential equation, the exact solution of the latter does not satisfy the difference equation. The imbalance, which is due to truncation of the Taylor series, is called truncation error. Analysis of the truncation error can be done by deriving analytically the Taylor series expansions for a given numerical scheme [17] [18] [19] . However, the primary issue with this approach is the complexity of the related expressions, especially for multidimensional problems on arbitrary grids. The second drawback is the lack of generality, as the truncation error differs from one numerical scheme to another. Another family of methods employed to study the discretization or truncation error is based on Richardson extrapolation [14, 20, 21] . The estimation of the discretization error by Richardson extrapolation [22] [23] [24] is based on the existence of a Taylor series expansion of the solution, assuming a smooth solution of the partial differential equation. The major advantage of this approach is that it is independent of the numerical scheme and is then easily extendable to any numerical solver. However, it requires the computation of an approximated solution on at least two meshes (three if the order of accuracy of the numerical scheme is considered as an unknown) of different spacings, making it hardly suitable for three-dimensional industrial applications. On the other hand, the estimation of the truncation error by means of x estimation [14] is an interesting alternative as it does not require the solution on a secondary grid but only the computation of the residual. Furthermore, it is closely linked to the forcing term in the fullapproximation storage (FAS) approach of the multigrid technique [21] , making it easy to compute in a solver where a multigrid strategy is implemented.
An extensive analysis can be found in Bernert [25] and Fulton [26] . The former derives stringent conditions on the restriction operators to transfer information from the different grid levels. The latter introduces a modified formulation that allows for an accurate truncation error estimation using injection/full-weighting. However, both authors focused on finite-difference methods applied on Cartesian uniform grids. Further analysis can be found in Fraysse et al. [27] , where the truncation error estimator is derived and analyzed in the context of general finite-volume schemes on structured and unstructured meshes as well as nonconverged solutions and nonlinear equations.
Once a good estimation of the error is available, either associated with a given functional output from the adjoint methodology or by means of truncation error estimate, a robust mesh adaptation strategy can be derived.
We propose in this paper to develop a mesh adaptation methodology based on x estimation and to compare the results with an adjoint-based and a classical feature-based indicator. The outline of this paper is as follows. The mathematical foundations of the adjoint and x estimation methods are described in Sec. II. The details of the implementation procedure are explained in Sec. Ill, where a short description of the feature-based adaptation methodology is also included. The results of the two residual-based methods and the comparison with the feature-based indicator are discussed in Sec. IV. Conclusions and future works are described in Sec. V.
II. Mathematical Background

A. Error Estimation Using Adjoint Methodology
The adjoint-based approach estimates the discretization error of scalar quantities derived (obtained by postprocessing) from the flow solution. The motivation of this method comes from the fact that, in many applications, engineers are more interested in accurately computing some global outputs of industrial interest (i.e., total forces, heat fluxes, etc.) than knowing the flow details in some areas of the physical domain. Typical global outputs in aerodynamic simulations are the lift, drag, or moment coefficients, which can be obtained from a surface integral of the form
where U is the solution of the partial differential equations (PDEs), for example, Euler equations, which model the flow motion on a given domain Q. These equations are denoted symbolically as
The solution of the governing flow equations is obtained by discretizing Eq. (1) in the computational domain Q h . The resulting discrete equations on the mesh Q h with characteristic size h may be written as R h (u h ) = o (2) where R h is also known as the discrete nonlinear residual operator, and U h is the numerical approximation of U on mesh h. Equivalently, a numerical approximation of the functional J h (U h ) is obtained.
The aim of the adjoint error estimation is twofold: first, to obtain an estimation of the discretization error in the functional J(U)-J h (U h ). As it will be shown later, this can be accomplished naturally by using adjoint equations. Second, to provide a sensor for a grid adaptation process which eventually improves the functional accuracy.
The adjoint method for error estimation used here follows the work of Venditti and Damorfal [28] , who developed a duality-based error estimation and adaptive procedure in the framework of the discrete adjoint equations. The mathematical formulation is reproduced here for convenience.
Let us first consider the estimation of the relative functional discretization error between two meshes: an initial mesh Q h , on which it is affordable to obtain the solution, and a finer embedded mesh Q h , obtained by uniform refinement of the initial mesh. The aim is to obtain an estimation of the relative functional output discretization error J h (U h ) -//,((//,) without solving the discrete equations on the fine mesh. Assume now that an approximate solution U h is available on the fine mesh. As it will be explained later, this approximate solution is obtained by interpolation of the current mesh solution U h , and it can be viewed as a small perturbation of the exact discrete solution U h , which is unknown. Performing first-order Taylor expansions of the functional with respect to this perturbed solution yields
where SU h U h U h , is defined as the solution error vector. Consider now the linearization of the discrete residual, Eq. (2) 
Substituting the error vector into Eq. (3), the following estimation for the functional is obtained:
where the adjoint solution ^t h has been introduced, and T stands for transpose. This adjoint solution satisfies the following discrete linear system:
Note that the relative discretization error can be obtained from expression Eq. (6) simply by subtracting the functional output Jh(Uh) from both sides:
The relative discretization error estimated by Eq. (8) would require the solution of the adjoint system Eq. (7) on the fine mesh Q h , which is computationally expensive. In fact, if no special iterative method is used to solve it, the required CPU time is of the same order as required forthe flow solution (known as the primal problem). For this reason, an approximate adjoint solution */ is introduced in Eq. (6), yielding the following expression for the error estimation:
* A . In practice, the approximated adjoint solution */ is obtained by interpolation of the solution of the adjoint equations obtained on the current mesh Q h :
Equation (9) has two terms on the right-hand side: The first one is referred to as the computable correction because an improved value of the functional can be obtained by adding this term to the approximated functional evaluated with U h . Moreover, this term is computed with solutions coming from the current mesh, which are supposed to be known. The second one is known as the remaining error term, (*/ -^t hf )
T R h (U hf ). It takes into account the error produced by approximating the fine mesh adjoint solution by a reconstruction from the coarse mesh. This term is unknown because the adjoint solution on the fine mesh is never computed. Nevertheless, retaining this term in the error representation formula may be useful because, as we will show later, it can be used to define a suitable adjoint-based adaptation parameter.
For the rest of the paper, the discrete interpolation operators from the coarse mesh flow and adjoint solutions onto the fine mesh are denoted as I h f and I h f , respectively; for example,
Thus, from Eq. (6), a corrected value of the functional can be computed from the primal and adjoint coarse mesh solution by
The coarse-to-fine prolongation operators I h f and I h f used in Eq. (11) can be based on linear or high-order interpolation. In the present work, a linear projection has been used to estimate the computable correction. It has been determined in a previous work [29] that a higher-order interpolation does not offer significant gain in the accuracy of the corrected functional compared to a simpler linear interpolation.
Observe that the adjoint approach estimates the functional on a refined mesh with the additional cost of solving the adjoint equations on the original mesh and one residual evaluation on the fine mesh. Although this is quite attractive, there are three drawbacks that make this technique computationally expensive. The first one is that the fine mesh has to be generated and stored explicitly to avoid significative modifications of the base flow solver. The second one concerns the adjoint linear system, which possesses the same stiffness as the primal equations (same eigenvalues). Therefore, robust and efficient iterative methods are required for solving the discrete adjoint equations, specifically in the case of turbulent flows. The third drawback is that the adjoint solutions are not independent of the functional to be analyzed, and therefore it must be recomputed any time a new functional is studied unless a multitarget error estimation [30] is considered.
B. Error Indicator by r Estimation Method
Let us consider again the discretization of a partial differential equation on a grid Q h indexed by a mesh size parameter h [Eq. (2)]:
The corresponding local truncation error is defined as
where /* represents a linear continuum-to-grid Q h transfer for the specified exact solution U. Therefore, the truncation error can be seen as the residual left by the exact solution when applied onto the discretized PDE. In addition to the discrete equation Eq. (12), and considering an FAS multigrid algorithm [14] , the coarse-grid equation may be written as
corresponding to the discrete equation on a coarser mesh Q hc , with mesh ratio p = h/h c < 1. In Eq. (13), U h is the current approximation of the solution (relaxed on the fine grid and not necessarily converged); e* = U h -U h is the fine grid iteration error whose high frequencies have to be smoothed; and I h c represents the fine-tocoarse transfer operator of the solution, whereas I h c represents the fine-to-coarse transfer operator of the residual. Similarly, introducing the relative local truncation error r h c , Eq. (13) may be written as
Our goal is to use r h c to estimate r hc . If this can be done with sufficient accuracy, then one can use this local error as a mesh adaptation indicator or an uncertainty estimator or to increase the order of accuracy of the spatial scheme.
In this study, we consider that the fine grid solution is converged. In this case, U h = U h ,e\ t = 0, and the second right-hand-side term of Eq. (15) 
The local discretization error is of order p:
e h = h pjh W + o{hP+i), W e C(Q).
3) The fine-to-coarse transfer operator of the solution is of order s:
and N being the number of different flow variables considered. In this study, <p t is an equal combination of density, velocity module, total enthalpy, and total pressure. This particular choice proved to be suitable to the widest range of test cases and is the DLR TAU code default. Thus,
The weights c^. are parameters enabling to choice of different combinations of the single parts of the indicator, fixed in this work to c <t>t = L Finally, for an equilibrated scaling of each part, the calculated values must be distributed in [0, 1] . Therefore, the maximum of all values is determined by
The main conclusion of Eq. (16) is related with the order of the restriction operator. Looking at the exponent of the order of magnitude of the remaining term in Eq. (16), it can be deduced that it is necessary to use higher-order interpolation s > p to transfer the solution from fine to coarse mesh. If s < p, then the truncation error estimation will be dominated by a term 0(h s c ), spoiling the general results of the formula. Proofs to this theorem, together with a detailed analysis of the truncation error in general geometries and schemes, can be found in Fraysse et al. [27] .
Our aim in this work is to test the capabilities of a mesh-adaptation algorithm, driven by truncation error distribution, to improve the accuracy of engineering functional outputs. This study will focus on a posteriori adaptation of steady flows. Furthermore, as it will be detailed later, the coarse grid employed for the computation of the truncation error estimate, on which the fine grid solution is restricted, is built in such a way that each fine grid node coincides to a coarse grid node. In this way, no complex restriction operator has to be considered to recover full accuracy of the estimator, and direct injection (equivalent to s = oo) can be performed like in a finitedifferences formulation.
III. Mesh Adaptation Methodology
The methods described here have been implemented and checked in the industrial triangular adaptive upwinding (TAU) code of DLR, German Aerospace Center [31] . In TAU, adaptation is performed by bisecting the edges of an element according to some specific sensor. In this section, we will describe three different methodologies/ sensors used to perform the mesh adaptation.
A. Feature-Based Adaptation Methodology
A widely used family of mesh adaptation methods is based on local physical sensors. These methods are usually known as the featurebased sensors. In the current work, the feature-based sensor is constructed from the differences of the flow variables on each side of the edges.
To select zones to be refined, it is first determined which edges of the primary grid have to be adapted depending on the desired dimensions for the resulting grid.
Thus, for all edges, an adaptation parameter If is defined. Only the edges with values of If above some specific threshold are bisected. If is defined as for all edges e.
B. Adjoint-Based Adaptation Methodology
Within the adjoint error-estimation framework, the adaptation indicator may be based on the first or second terms, respectively, on the right-hand side of Eq. (9): the local value of the computable correction [32] orthe relative error of the corrected functional, which is somehow represented by the remaining error term [33] . In the former, the idea behind the adaptive process is to obtain adapted meshes in which the functional is computed accurately. In the latter, the goal is to adapt the meshes to minimize the error after the adjoint correction is done, so that the method is a combination between error estimation and mesh adaptation, but the computable error must not necessarily go to zero as the adaptation process progresses. A comparison between these two adaptation parameters has been performed previously [29] , and it has been checked that adaptive parameters based on the remaining error lead to more economical meshes (in terms of final number of nodes). Therefore, this magnitude has been selected as a driving adaptation parameter for this investigation.
Thus, for each element i, the following indicator is defined:
Because the fine mesh adjoint solution is never computed, it must be approximated in some way. The usual approach [3 3] is to compute this term as the difference between two different interpolations (from */,): a linear one and a higher-order one based on either compact edge cubic Hermite polynomials [34, 35] or a patch least-square reconstruction using quadratic finite elements [36] . In the present investigation, we have used an edgewise Hermite interpolation because we found it sufficiently accurate [29] and computationally cheap. In this way, the local adaptation parameter for an element i of the fine mesh is defined by 
;"6S2*, where , is the usual Euclidean norm, x" edge, a is an edge length scaling factor (typically set to a AK x n is the vector PI •• 0.5), and (A0 f )n A fine-to-coarse grid operator, P\ , which takes into account the old and new nodes surrounding each coarse node, has been used to fulfill the previous condition.
The DLR TAU code adaptation module has been modified to include the interpolation operators described before. This module is used twice within each adaptation cycle: first to create explicitly the true embedded fine mesh of the actual coarse one and perform the interpolations of the coarse mesh solutions, and second to refine the coarse mesh from the selected points for adaptation, once the local error bound has been computed and transferred back to the coarse mesh.
Simple equidistribution of error has been proven to be a very efficient strategy to be used in conjunction with the adjoint methodology [33, 35] . It can be shown that, under some simple assumptions, this method provides final optimal meshes with regard to the global error [37] . The goal of this strategy is to distribute equally the local error on the adapted grid with the constraint that the estimated error bound (given either by the computable correction or the remaining error) is below some user prescribed tolerance. If N h is the current number of nodes of the coarse mesh, the admissible error is then given by TOL A node (cell) i is marked for refinement if the local error is above the error threshold, that is.
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C. Truncation-Error-Based Adaptation Methodology
To compute an accurate estimation of the local truncation error, it is necessary to dispose of two grids, which are topologically consistent [27] . For that purpose, we denote the coarse grid by Q h and the fine grid by Q h (which is the actual grid where the flow is solved), obtained by uniform refinement of grid Q h . Constructing the fine grid Q h from the coarse grid Q hc gives two major advantages in the scope of truncation error estimation. On one hand, the conservation of grid characteristics (nonuniformities, distortion, etc.) ensuring that the computed error on Q h is truly representative of the error on Q h (in the asymptotic range). On the other hand, each fine grid point coincides with a coarse grid point, which avoids implementing a high-order restriction of the fine grid solution onto the coarse grid (see the discussion at the end of Sec.
III.D).
Thus, following Eq. (15) and neglecting the second right-handside term (converged solution), the truncation-error-based sensor developed in this work is defined as:
where 1) | S2 h | is the volume of the element associated with node i. This scaling prevents performing infinite refinements in regions where the error might decrease at a very low rate, or even diverge (typically, shock waves where ||T A '|| L2 = 0(h^ ), see Sonar [38]) without substantially contributing to the prescribed functional.
2) a is a volume-scaling factor a = 0.5.
3) p = h/h c is a characteristic grid-length ratio from grid Q h to grid Q h , set here to p = 0.5. 4) p is the formal order of accuracy set to p = 2 using the Jameson-Schmidt-Turkel (JST) spatial scheme.
5) r h c is the truncation error at node i, obtained by applying Eq. (15):
where R\ is the residual associated with the equation q (density, momentum, or total energy). In these computations, the truncation error associated with the density q = 1 has been considered in all the test cases. No significant differences in the adapted meshes have been observed if the momentum or energy equations are considered in the computation of the sensor.
1) I h c is a restriction operator from grid Q h to grid S2 h . As explained earlier, the way we construct Q h and Q h allows the use of direct injection (s = oo).
2) U h is the converged solution obtained on grid Q h . A point i on the grid Q hc is then flagged for refinement if
where X is a user-given threshold that controls the tradeoff between increased accuracy and increased work. Typical values of this parameter are 0{h 3 c ). Based on this indicator strategy, one cycle of adaptation is performed in this way:
1) The solution U h of the primal equations is computed on grid Q h .
2) A pointwise restriction is applied over the solution U h from grid n A togrid^v
3) The truncation-error-based sensor of Eq. (21) is computed on grid £2 v 4) The truncation error is smoothed by a few Laplacian iterations. 5) A file containing the indices of the sensor nodes of grid S2 h , where the indicator is above the user-given threshold X, is written. 6) A full refinement of all elements sharing a marked node is applied over the grid Q h . 7) A uniform refinement of grid Q hai to grid Q h^d is performed. A key point of this procedure is that the adaptation is performed on the coarse grid Q hc . Then, the final adapted grid £2 A is obtained by uniform refinement of grid Q hai . This choice ensures that the two grid levels generated are topologically consistent, which allows computing again the truncation error for a further adaptation cycle, thus avoiding an extra source of error due to inconsistency between meshes.
D. Implementation Issues
The adjoint methodology involves the use of three components: the (primal) flow solver, the discrete adjoint solver, and the adaptation module. The primal solver used for the present investigation is DLR TAU code [31] , which is used as a standard code within the European aeronautical industry. The DLR TAU code solves the Reynolds-averaged Navier-Stokes equations on unstructured hybrid grids employing a second-order finite-volume discretization. Convective terms are discretized with central fluxes and a scalar JST numerical dissipation model. Other discretization models are available for the convective fluxes, but the JST model is still the most common option for industrial applications for moderate transonic flows. A discrete adjoint equation solver is available for the DLR TAU code [39, 40] and JST scheme. The adjoint equations are solved iteratively either by an adjoint consistent Runge-Kutta/LU-SGS scheme or by employing Krylov iterative methods. In each adaptation cycle, the adaptation module is employed twice: first to generate explicitly a uniformly refined mesh, and second to adapt the elements whose edges have been selected for adaptation after the adjoint error estimation has been done. An edge of the original grid is marked for adaptation when both end nodes have been previously marked, i.e, if both end nodes fulfills the condition of Eq. (20). In the present study, the adaptation process is performed for a prescribed number of adaptation cycles.
As far as the adaptation based on truncation error estimation is concerned, the adaptation module is used three times. Once the primal solver has computed a steady solution, it is restricted pointwise to the coarse grid by the derefinement procedure of DLR TAU code adaptation module. Once the error indicator has been computed on that coarse grid, it is adapted. The refinement procedure used in the frame of this work is based on full refinement of all elements sharing a marked node. This procedure yields smoother adapted grids but significantly increases the number of nodes at each adaptation step with respect to edge selection, which is used in the adjoint and feature-based methodologies. It is also not fully optimized with respect to the edge-based construction of the DLR TAU code; thus the latter extension is in current progress. After computing the coarse adapted grid, a last call to the adaptation module is done in uniform refinement mode to compute the final fine adapted grid. This procedure naturally provides two consistent grids (in the sense of element orientation and volume ratios between fine and coarse grid), which is necessary for an accurate estimation of the truncation error but requires an initial coarse grid from which the fine initial grid is obtained by uniform refinement.
An alternative and cheaper approach is to use the multigrid agglomeration algorithm, already implemented in most of the industrial solvers and in particular in the DLR TAU code, which naturally generates coarse grids in the multigrid cycle. In this case, the agglomeration algorithm must preserve the topology and the uniformity between fine and coarse meshes, which avoids the introduction of new sources of error due to the agglomeration method and not present in the original meshes. This is usually normal for structured meshes but more complex to fulfill for unstructured ones, which is the case of the DLR TAU code. The quantification of the additional error committed, in the estimation of the truncation error, and its impact on the adaptation, is not a trivial task and is on current development.
Finally, special care has to be taken into account with the wall boundaries treatment. In our case, a cubic spline reconstruction of new nodes inserted on wall boundaries has been used for all approaches.
IV. Numerical Results
To test and compare the adaptation techniques presented in the last sections, we will present in the following a set of two-and threedimensional test cases representative of different flow regimes.
In this work, the assessment of the numerical indicators will be limited to Euler computations. Our aim is to demonstrate the effectiveness of the error indicators in simple configurations where numerical errors are more delimited from other sources of errors. Navier-Stokes computations involve some complex issues concerning grid adaptation techniques (grid anisotropy, node projection, turbulence models, associated stiffness of the primal/adjoint systems, etc.), which must be treated carefully. These issues will be considered in a future work.
The two-dimensional test cases considered here will be computed on aNACA0012 airfoil. To cover most of the phenomena existing in inviscid compressible flows, three different cases will be analyzed: at subsonic, transonic, and high-transonic regimes. Finally, a three dimensional ONERA M6 wing at transonic regime will be investigated.
For the present investigation, we specified error tolerances: 1) lift coefficient accuracy (TOL(C i ) = 0.01), 2) drag coefficient accuracy (TOL(C B ) = 0.001), and 3) pitching moment coefficient accuracy (TOL(C M ) = 0.001. These tolerances have been specified within the European Union project ADIGMA as representative of industrial requirements [41] . Fig. 1 Two-dimensional NACA0012 mesh, a) O-l The results of adjoint-based and truncation-error-based adaptation will be compared against the common feature-based adaptation technique. We will present a study of the evolution of the force coefficients with respect to the number of nodes for the three adaptation techniques discussed earlier.
a)
The force coefficients C F and moment coefficients C u are defined as where F t and M t are the components of the integral on the wall force and momentum, respectively, and p, v, A, and I are the reference density, velocity, representative area, and length, respectively. The standard aerodynamic force coefficients C L ,C D , and C M are always given in the aerodynamic coordinate system.
A. Inviscid Two-Dimensional Test Cases
In this section, the performance of the different error sensors described previously is demonstrated for the case of inviscid flow over a NAC A 0012 profile. Euler computations are done in three flow regimes: subsonic, transonic, and transonic in near sonic conditions. The far-field flow conditions are summarized in Table 1 . Each of these flow regimes presents particular flow features that yield different answers from the described error sensors. Results on these test cases have been reported previously in the context of featurebased [4] and adjoint-based [36] grid adaptation. Here, we extend the study to the new proposed truncation-error-based adaptation sensor, and comparisons are done with the adjoint-based and the feature based approaches.
These three test cases share the same initial grid (see Fig. 1 ), which is composed of 11,750 nodes, 23,040 triangles, and 459 points on the airfoil. The outer boundary is located at a distance of 50 chords away from the airfoil profile. This initial grid is obtained by isotropic uniform refinement of an initial coarse mesh. The existence of both meshes is necessary to start the truncation-error based adaptive process described in Sec. III.D.
/. Subsonic Flow Conditions
First, a subsonic Euler flow is considered. The far-field conditions imposed are M^ =0.4 and a = 5 deg, which yield a fully subsonic steady solution (see Fig. 2 ).
b)
pe outer boundary, and b) close-up of the airfoil.
based approach, where the adjoint solution has a singularity at the incoming stagnation streamline, and hence this area is usually detected for refinement by the adjoint-weighted methods. The truncation-error-based indicator creates a mesh that is highly refined at the leading edge and at the trailing edge. Finally, the feature-based adaptation procedure refines more uniformly around the profile and especially in the region where the flow accelerates (on the suction side close to the leading edge). Note that the differences in the extension of the adapted areas are significant, especially for the feature-based method, for which a large area of the suction side is adapted.
It is remarkable that some new zones are refined away from the profile. The explanation resides in the fact that both adjoint and truncation error sensors are a measure of the numerical error (functional discretization and truncation error, respectively), which is strongly related to mesh distortion. This phenomena is caused by the local nature of the refinement procedure, which locally creates nonuniformities that might increase the error up to 0(1) [42] . A remedy would be to impose some postadaptation smoothing iterations.
Finally, in Fig. 4 , the C L and C M coefficients have been computed at each adaptation cycle for the three methodologies and compared against uniform refinement and the value obtained by Richardson extrapolation. In the case of adjoint-based adaptation, the indicator must be determined for each functional separately. This implies the solution of the corresponding adjoint system, unless special treatment for simultaneous multiple targets is used [30, 43] . The prescribed tolerance for the pitching moment coefficient is TOL = 0.001. Two curves are presented for the adjoint-based sensor, with and without correction term; see Sec. III. A, Eq. (11). The three adaptation indicators yield an improved prediction of C L and C u with respect to the initial mesh. The three methods allow a rapid convergence of C L and C M , but after some adaptation cycles they start to stall. In the case of the adjoint-based indicator, the computable correction does not improve in the last two adaptation cycles. As a Fig. 3 NACA0012 grids, M^ = 0.4, a = 5 deg: a) initial mesh (11,750 nodes), b) four feature-based adaptation cycles (45,214 nodes), c) four adjoint  C L -based adaptation cycle (16,521 nodes), and d) four TE-based adaptation cycles (40,211 nodes) . Two different functionals are analyzed in this case: the lift C L and y moment C u . For the truncation error indicator, the sensor for both functionals is based on density, whereas for the feature-based indicator the sensors for both functionals are based on an equally balanced combination of density, velocity module, total pressure, and enthalpy. As far as the adjoint based sensor is concerned, two different adjoint solutions must be computed. The lift tolerance for the adjoint-based sensor is prescribed to 0.01, which is representative of the required accuracy in the aerospace industry. For this test, the truncation error sensor X is fixed to 0.0001.
The adapted meshes are presented in result, the number of added points is small in these adaptation cycles, and consequently the adaptation process saturates. If the required lift tolerance is reduced (see Fig. 5 ), the convergence of the lift with the adjoint-based method improves reaching almost the asymptotic level. However, this comes at the cost of increasing the number of added points. Concerning the truncation error sensor, the last two Numberof points adaptation cycles give almost no improvement of the functionals with a high increase of the number of nodes. The adjoint-based and the truncation-error-based methods permit a gain of more than an order of magnitude in the number of nodes with respect to uniform refinement, and both yield comparable levels of functional outputs as the feature-based approach but with fewer points.
Regarding computational efficiency, taking as a reference the time required to solve the flow problem in the last uniform grid, the adjoint-based method produces the same level of accuracy employing about 20 times less computing time when a krylov iterative method [44] is used for solving the adjoint equation. In the case where the linear adjoint system is solved with the same iterative method as the flow solver (LU-SGS-smoothed four-level multigrid W cycle), the efficiency decreases to 10%. Instead, the truncationerror-based method is computationally more efficient because there is no need to solve any additional equations or to use an auxiliary embedded mesh to estimate the numerical error.
Transonic Flow Conditions
The second test is a transonic Euler flow. The far-field conditions imposed are M^ = 0.8 and a = 1.25 deg, which yield a strong shock wave on the suction side and a weaker one on the pressure side (see Fig. 6 ).
In this case, the functionals studied are the lift C L and the drag C D . The appearance of drag in the compressible regime is directly related to the existence of shock waves as well as the consequent total pressure losses and entropy creation. In fact, drag and lift values are very sensitive to the upper shock wave location, which depends on the correct flow resolution at the airfoil trailing edge and upstream shock areas.
The adapted meshes are presented in Fig. 7 after four adaptation cycles. The three methods clearly create different meshes. As in the previous case, the adjoint C L -based adaptation concentrates nodes on regions where the functional discretization error is high and consequently may have influence on the accuracy of the computation of the lift (e.g., upstream and the trailing edge regions) and a bit less around the shocks. The truncation-error-based indicator creates a mesh that is mainly refined around the upper side shock due to unbounded derivatives and less at the leading and trailing edges. Finally, the feature-based adaptation procedure strongly refines both shocks as well as the wake region up to the far-field boundary due to the contact discontinuity (strongly refined by the total pressure sensor). Similar to the subsonic test case, the feature-based method tends to adapt much larger regions around the airfoil, whereas the numerical error-based methods tend to limit the adaptation to very localized areas. As a result, the numerical error indicators produce more economical meshes in terms of number of points of the final adapted meshes.
After four adaptation cycles, we observe, like the subsonic test case, the appearance of new regions flagged for refinement that were not present in the initial grid. As previously mentioned, this can be related with the local nonuniformities generated by the refinement process. However, this effect is much less accused for the truncation error approach. In fact, the highest errors are located at the shock making the source of error generated by the grid invisible for this particular test case.
Finally, in Fig. 8 , the C L and C D coefficients have been computed at each adaptation cycle for the three methodologies and compared against the uniform refinement and Richardson extrapolation. Two curves are presented for the adjoint-based sensor, with and without correction term. The three adaptation indicators yield an improved prediction of C L and C D with respect to the initial mesh. Here, the feature-based technique over-refines regions (mainly the wake), which do not strongly influence the accuracy of the force coefficients, thus increasing unnecessarily the number of nodes for a given C L or C D with respect to the numerical-error-based approaches. The adjoint-based and the truncation-error-based perform very well and require almost two orders of magnitude fewer points than the globally refined grids for the last adaptation cycle. Here, the truncation-error-based adaptation method is almost competitive with the adjoint-based approach with correction and still much cheaper. It is worthwhile to note again that the truncation error indicator gives correct results for both functionals using only the truncation error distribution without the need of solving additional equations. 
deg,
High Transonic Flow Conditions
Feature-based sensors are widely used in unstructured CFD codes for mesh adaptation for their capability of detecting regions of high gradients (shocks, separation, boundary layers, vortices, etc.) with the objective of refining these regions to improve the accuracy there. The h adaptation based on this idea is commonly implemented in unstructured CFD codes. When a special flow feature (for instance a shock) appears at a surface where one wants to compute a force coefficient, it is natural to think that refining the shock region will improve the functional outputs. However, if a shock occurs far from the profile, physical sensors will refine regions, which might not influence the accuracy of functional outputs.
To prove this fact, a transonic Euler flow near sonic conditions (M,^ = 0.95) is considered. The flow is characterized by the presence of a fishtail shock wave structure emanating from the airfoil's trailing edge (two strong oblique shock waves starting at the trailing edge and a weak vertical one joining both in the wake; see Fig. 9 ). This test case was studied by Warren et al. [4] in the context of grid-adaptation methods concerning the prediction of the downstream normal shock location. Here, we focus on the effectiveness of grid adaptation for drag coefficient prediction. The flow pattern in this case is quite challenging for grid-adaptation sensors. The main flow features occur far away from the profile, and the refinement of this region does not necessarily have an impact on the functional output. On the contrary, there are some areas where the flow is smooth that can have a large influence on the functionals. These areas are located along the expansion waves emanating from the airfoil on the leading edge region as well as on the airfoil trailing edge zone just upstream of the location of the oblique shock waves. This test case has proven difficult for adaptation methods because the possible numerical errors produced at upstream locations are transported downstream; thus local error-based methods (which assume implicitly that transported error components are small) might fail at detecting the regions that affect global functional outputs (such as lift and drag) the most.
In this test, only the C D has been considered. As expected, the feature-based sensor highly refines the downstream oblique shocks (see Fig. 10b ). The truncation-error-based sensor is also sensitive to the shocks (see Fig. lOd ) but also refines the leading edge. Note that the error distribution is asymmetric, whereas the solution is symmetric. This shows the high dependence of the truncation error with respect to the grid, as it can be verified that using a perfectly symmetric grid yields a symmetric error distribution. The adjointbased methodology predicts a very different error distribution in which the oblique shock waves are not refined at all, indicating that these regions do not affect the computation of the drag. Figure 11 shows the C D coefficient computed at each adaptation cycle for the three methodologies and compared against the uniform refinement and Richardson extrapolation results. Note that, in this case, the adjoint C D tolerance was lowered to 0.0001 because the initial mesh already yields a drag value clearly below industrial tolerance [41] . Assuming that the correct value is obtained by uniform refinement, the featured based method gives a totally wrong result. The refinement procedure gives worse results than the one obtained with the original mesh, although, in any case, only four drag counts of maximum difference are observed. The truncation-errorbased method gives almost no significative differences between the different meshes, less than half a drag count. It is obvious that a better resolution of the shocks does not have any influence in the drag computation accuracy. Finally, the adjoint based method shows a better performance in this test case, in that the error tendency follows that corresponding to uniform refinement, although it seems to deteriorate after two adaptation cycles, whereas the differences with the other estimators are still very low, below one drag count. Besides the quantitative irrelevance of the values, the conclusion is that this test shows the main differences between adjoint and truncation error methods. The former is clearly dedicated to a functional and can detect the regions of influence more efficiently although at a higher computational cost, whereas the latter is more general and can be applied to a broad spectrum of problems.
B. Inviscid Three-Dimensional Transonic Case
To assess the performance of these algorithms in threedimensional problems, a final calculation has been performed on the ONERA M6 wing at a freestream Mach number of M^ = 0.84 and an angle of attack of a = 3.06 deg. This case is an AGARD standard case [45] for the assessment of inviscid fiowfield methods. This test case is often used by researchers for code validation; hence, a lot of computations [35, 46] have been published, and experimental data c) Fig. 13 ONERA M6 wing grids, M^ =0.84,a = 3.06 deg: a) initial mesh (373,938 nodes), b) three feature-based adaptation cycles (1,443,848 nodes) , c) three adjoint-based adaptation cycle (615,465 nodes), and d) three TE-based adaptation cycles (459,346 nodes).
