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We present and experimentally validate a model describing the sensitivity of the tilt angle, expansion and
propulsion velocity of a tin micro-droplet irradiated by a 1µm Nd:YAG laser pulse to its relative alignment.
This sensitivity is particularly relevant in industrial plasma sources of extreme ultraviolet light for nanolitho-
graphic applications. Our model has but a single parameter: the dimensionless ratio of the laser spot size
to the effective size of the droplet, which is related to the position of the plasma critical density surface.
Our model enables the development of straightforward scaling arguments in turn enabling precise control the
alignment sensitivity.
I. INTRODUCTION
Microdroplets of liquid tin are used to create
extreme ultraviolet light (EUV) for next-generation
nanolithography1–4 that is currently being introduced
in high-volume manufacturing. These droplets, several
10µm in diameter, serve as mass-limited targets5,6 for
creating a laser-produced plasma (LPP) in EUV light
sources. In such machines, a prepulse laser beam hits a
tin droplet to obtain an extended disk-like target7,8 that
increases coupling with the next pulse. Subsequently,
the target is irradiated by a focused nanosecond-pulse
laser at intensities that lead the creation of a high-density
plasma2,6,9. Line emission from electron-impact-excited
highly charged tin ions in the plasma provides the EUV
light peaking at 13.5 nm2,6. Maximizing the conversion
efficiency (CE) of laser light into the required EUV light
of such sources requires a careful control over the tar-
get shape. This shape is very sensitive to the precise
alignment of the prepulse laser to the initially spherical
droplet10,11. Any deviation from the optimum location
for laser impact will produce a suboptimal target tilt and
decrease the target radial expansion, as shown in Fig. 1.
Moreover, reflections of the laser light from the incor-
rectly tilted surface of the target back towards the laser
itself may be detrimental to laser operation stability. In
spite of its obvious relevance, the precise relation between
such laser-to-droplet (L2D) alignment and the resulting
target tilt has so far remained poorly explored aside from
activities by Tsygvintsev et al.12 and the recent work by
Hudgins et al.11 who combine modeling with experimen-
tal efforts. Due to experimental constraints, however,
their model predictions for the tilt sensitivity could not
be validated under conditions of controlled misalignment.
a)Electronic mail: o.versolato@arcnl.nl
Here, we present and experimentally validate an intu-
itive model describing L2D alignment sensitivity. The
model is based on a single parameter: the dimension-
less ratio of the laser spot size to the effective size of
the droplet target, which we relate to the position of the
plasma critical density surface13–15 and sets the typical
length scale for the problem. Our model enables the de-
velopment of straightforward scaling arguments, which
in turn enable the minimization of detrimental align-
ment sensitivity. We focus our studies on industrially
relevant 1-µm-wavelength Nd:YAG laser pulses and ex-
perimentally validate our model predictions for two dif-
ferent laser spot sizes over a wide range of laser pulse
energies. Furthermore, we apply the validated model to
predict sensitivities for several practical cases that are
immediately relevant for current state-of-the-art indus-
trial droplet-based EUV light sources.
θ
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FIG. 1. Side-view shadowgraphy images taken 2µs after a
40 mJ pulse with 115µm diameter (FWHM) spot impinged on
a droplet from the left at (a) optimal alignment and at (b) a
misalignment of ∆x ≈ 100µm leading to a tilt angle θ, accom-
panied by a decrease in total propulsion velocity and radial
expansion. The white glow visible at the original droplet po-
sition is plasma light, where the deformed droplet has moved
further downwards and sideways (see main text).
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2II. EXPERIMENT
Our experimental setup has previously been described
in detail8. For clarity, the most important character-
istics are repeated here. A droplet generator was op-
erated in a high-vacuum chamber (∼ 10−7 mbar) and
held at constant temperature of ∼ 260◦ C. The nozzle
produced a 13.4 kHz train of ∼ 43µm diameter (radius
R0 ≈ 21.5µm) droplets of 99.995% purity tin. The
droplets were irradiated by 1064-nm wavelength, 10 ns
(full-width-at-half-maximum: FWHM) long pulses of a
Nd:YAG laser operated at 10 Hz repetition rate.
The laser pulse energies were varied between ∼ 1
and ∼ 395 mJ. The laser beam was focused down to a
115µm or 60µm diameter (FWHM) Gaussian spot on
the droplet and was circularly polarized. While signif-
icant astigmatism was apparent for a tighter focus, the
part of the beam intersecting with the droplet could still
be well described by a 60µm-diameter Gaussian function.
Conversely, the 115µm focus produced a circularly sym-
metric beam spot. In order to capture the dynamics of
the expanding droplets two shadowgraphy systems based
on 850-nm-wavelength, 15-ns pulsed laser diodes and
long-distance microscopes coupled with charge-coupled-
device cameras were used. The two systems provide a
“front” view and a side view, 30◦ and 90◦ with respect to
the laser propagation direction. By varying the time de-
lay between the plasma-generating laser pulse and shad-
owgraphy pulses, a sequence of images was recorded. The
images obtained from the side were processed using an
image analysis program that tracks the center-of-mass
displacement and the size of the expanding droplet as well
as the target tilt angle. In order to introduce controlled
misalignment, the timing of the Nd:YAG laser pulse was
varied around the established time for optimal alignment
of laser on droplet, see Fig. 1. Since the droplets verti-
cal velocity Ux stayed constant (∼ 12 m/s), this “mist-
iming” ∆t resulted in a laser impact off-centered by a
distance ∆x, translating the initial spherical droplet into
a tilted disk. The final droplet shape is the result of
complex force interplay and its study is left for future
work. The velocity Ux was obtained by processing the
front-view images containing two or more droplets. The
target tilt angle, defined as the angle between the tar-
get normal and the laser beam propagation direction (see
Fig. 1b), was mapped as a function of misalignment, with
∆x = Ux∆t, for different laser pulse energies. At the
same time, we tracked the propulsion velocity uz along
the laser light propagation direction. We obtained an
estimate of the droplet expansion velocity R˙ by measur-
ing its radius (i.e. the maximum droplet radius along the
tilted axis) shortly (1µs) after the laser pulse impact and
assuming a linear expansion on this short timescale, such
that R˙ ≈ (R(1µs)−R0)/(1µs).
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FIG. 2. Schematic cross-section of the problem: a droplet
with radius R0 is hit by a Gaussian-shaped intensity-profile
laser pulse with size σ from the left. The laser hits the droplet
off-center with an axial offset ∆x creating plasma (light gray
area) surrounding the droplet on the illuminated side (dashed
line), thereby creating an effective radius Reff.
III. MODEL
In this section, we outline an intuitive model for the tilt
angle θtilt (see Fig. 1b) in terms of the axial misalignment
and the laser beam width. Figure 2 shows a schematic
overview of the problem. A droplet with radius R0 is
hit by a Gaussian off-centered laser pulse having an axial
offset ∆x and beam width σ, which relates to the full-
width at half-maximum of the laser beam according to
the usual convention σ = FWHM/(2
√
2 ln 2). The tar-
get tilt angle can be deduced from the direction of the
target’s center-of-mass motion. We derive the target’s
center-of-mass motion from the plasma pressure distri-
bution on the surface of the target where the laser en-
ergy is absorbed. This pressure distribution is directly
related to the spatial intensity profile of the laser. Below
we detail these steps.
During the laser impact, a small liquid layer is ablated
and forms a plasma cloud on the illuminated side of the
droplet, see Fig. 2. The time scale of this plasma gen-
eration is typically much shorter than the laser pulse.
As a result, most of the laser energy is absorbed just
before the plasma critical density surface13 where the
plasma electron frequency equals that of the laser light
and no further light penetration is possible. This gives
the system an effective radius Reff ≥ R0, see Fig. 2. The
laser intensity profile I at Reff is given by a projection
of part of the Gaussian laser beam profile onto the laser-
facing hemisphere with radius Reff and an offset ∆x. It
is insightful to formulate this intensity profile in terms
of two dimensionless parameters: the dimensionless laser
beam width α = σ/Reff and the dimensionless laser offset
3β = ∆x/Reff, which gives in spherical coordinates
I(θ, φ) ∼ exp
(
−
[
sin(θ)
2 − 2β sin(θ) cos(φ) + β2
2α2
])
×H(pi/2− θ) cos(θ), (1)
where θ and φ are the polar angle and azimuthal angle
respectively, and H is the Heaviside step function to limit
the intensity profile to the illuminated side of the droplet.
Note that an extra cos(θ) term is included in Eq. (1) to
account for the projection of the beam onto the effective
radius, which is assumed to be locally spherical and of
constant size.
With the intensity profile at Reff at hand, we now ob-
tain an expression for the plasma ablation pressure pa
acting on this surface. A power-law dependence between
this pressure and the impinging laser pulse energy has
been established in previous work8,11,16, and experimen-
tally shown to be valid to excellent accuracy over three
orders of magnitude in laser energy8,16,
pa ∝ (E − E0)δ , (2)
where E ∝ I is the fraction of the laser pulse energy that
is intercepted by the liquid target. In the remainder of
this work, we take δ = 0.6 in accordance to Ref. [13].
Furthermore we neglect the small offset energy E0, since
typically E0  E (see Ref. [8]) and use Eqs. (1) and (2)
to find the local pressure pa(θ, φ) acting on the target’s
effective surface.
The center-of-mass velocity of the target is then ob-
tained from pa. To this end, we consider the droplet and
its surrounding plasma cloud as a single body with ra-
dius Reff that is subjected to a local pressure distribution
pa(θ, φ). Note that by doing so we neglect the exchange
of momentum between this plasma cloud and the droplet.
Furthermore, we assume that the liquid body does not
deform on the time scale of the pressure pulse, which is
justified since the timescale of deformation is typically
much longer7,8. The center-of-mass velocity of the body
is then given by
ux(α, β) ∼∫ pi
0
∫ 2pi
0
pa(θ, φ, α, β) sin(θ) sin(θ) cos(φ) dθ dφ,
uy(α, β) ∼∫ pi
0
∫ 2pi
0
pa(θ, φ, α, β) sin(θ) sin(θ) sin(φ) dθ dφ,
uz(α, β) ∼∫ pi
0
∫ 2pi
0
pa(θ, φ, α, β) sin(θ) cos(θ) dθ dφ, (3)
where the coordinates x, y, z are defined in Fig. 2.
From the direction of the center-of-mass motion, one
can now deduce the target tilt angle. Note that since a
pressure always acts perpendicular to the surface it can
never induce any rotation of the body. Therefore the
target tilt is a result of the preferred expansion direction
of the liquid, which by definition is perpendicular to the
direction of the center-of-mass motion. As a result, the
tilt angle in radians is given by
θtilt(α, β) = arctan(ux(α, β)/uz(α, β)), (4)
which needs to be evaluated numerically. Our approach
differs from the one presented in Ref. [11] as we include
the full pressure distribution on the surface of the droplet,
see Eqs. (3). Comparing the two models, our approach
consistently yields significantly lower tilt angle sensitivi-
ties.
The target tilt angle sensitivity around zero misalign-
ment is of interest for certain industrial applications17.
To this end we define the tilt angle sensitivity around
β = 0 as
f(α) =
∂θtilt(α, β)
∂β
∣∣∣∣
β=0
, (5)
which enables a straightforward inspection of the influ-
ence of the dimensionless beam width α. The tilt angle
sensitivity as expressed by Eq. (5) can be approximated
analytically by expanding Eq. (1) and (4) up to O(β2)
and results in
f(α) = Re
(
ux(α, 1)
uz(α, 0)
)
. (6)
The full complex expression is given in its explicit form
in the Appendix. The actual tilt angle in this approxi-
mation is given by
θtilt(α, β) ≈ ∂θtilt(α, β)
∂β
∣∣∣∣
β=0
β. (7)
Another important industrially relevant parameter is
the radial expansion velocity R˙ as a function of the mis-
alignment. In Fig. 1 we observe that laser misalignment
not only induces a target tilt, but also significantly de-
creases the expansion velocity. We now employ our basic
model to obtain a first-order estimate of this reduced ex-
pansion. When the laser beam is misaligned with respect
to the droplet, the laser intensity absorbed by the droplet
decreases. As a consequence, both the center-of-mass
speed and the expansion rate of the target decrease. The
partitioning of kinetic energy between propulsion (center-
of-mass motion) and expansion is set by the laser beam
(or pressure) profile acting on the droplet as detailed in
Ref. [7]. To obtain an intuitive, first-order estimate of
the target expansion velocity, we assume that this en-
ergy partitioning remains fixed and is not influenced by
the misalignment or laser beam energy, such that
R˙(∆x/R0)
R˙(0)
∼ Ucm(∆x/R0)
Ucm(0)
. (8)
4Here, the left-hand-side is the expansion velocity as func-
tion of the misalignment normalized by the expansion
velocity at zero misalignment, and the right-hand-side is
the center-of-mass velocity as function of the misalign-
ment normalized by the center-of-mass velocity at zero
misalignment.
IV. RESULTS
The experimental results for the tilt angle, the z-
component of the center-of-mass velocity uz and the ra-
dial expansion velocity R˙ are shown in Fig. 3 as a func-
tion of misalignment ∆x/R0. The error bars represent
the standard deviation of the measurements where avail-
able, otherwise a conservative value of twice the overall
average error was used. In Fig. 3c the error bars are con-
servatively set at 20%. We classify three different groups
of experimental data. The first data set is obtained for a
115-µm focus with energies of ∼ 40 to ∼ 395 mJ (green di-
amonds). The second group represents the experimental
data for the same focus spot size, but with laser ener-
gies between ∼ 5 and ∼ 25 mJ (red squares). The third
group consists of all data having a 60-µm focus spot size
with laser pulse energies between ∼ 1 and ∼ 95 mJ (blue
circles). In the top panel, we observe that the tilt angle
monotonically increases with the misalignment. A small
but significant influence of the laser pulse energy on the
sensitivity is observed in the grouped data of the large
focus spot size (green diamonds versus red squares) but
this could not be further proven with any measure of sig-
nificance for the individual (i.e. for single laser pulse en-
ergies) data sets. The small focus spot size (blue circles)
results in a stronger tilt angle sensitivity to misalignment
and show some signs of saturation at large misalignment
values. In the center panel, we see that the normalized z-
velocity uz distribution has a typical bell shape, showing
no significant influence of the laser pulse energy in the
grouped data of the large focus spot size. The smaller
spot size results in a more sharply peaked distribution.
In the bottom panel, we observe that the normalized ra-
dial expansion velocity R˙ also has a typical bell shape,
which appears to be of slightly larger width than the uz
distribution. The data also shows no significant influence
of the laser pulse energy in the grouped data of the large
focus spot size. Again, the smaller spot size results in a
more sharply peaked distribution.
To compare the experimental results in Fig. 3 to the
model described above, we numerically evaluate Eq. (4)
using a local adaptive solver18. For each experimental
case we determine α based on the focal spot sizes men-
tioned above and the effective radius Reff, which we relate
to the location of the critical plasma surface. We obtain
the location of the critical surface for a Nd:YAG laser
pulse on tin droplets from 2D radiation-hydrodynamic
simulations13. In that work, the distance from a tin
droplet (at R0 = 15µm) to the critical surface is eval-
uated to be dcrit ≈ 8µm for a Nd:YAG laser pulse. By
assuming the same position of the critical surface with
respect to the droplet surface in our experimental case
with slightly bigger droplets (R0 = 21µm), we obtain
Reff = R0 + dcrit = 29.5µm, and hence α115 = 1.7 (115-
µm focus, green diamonds) and α60 = 0.86 (60-µm, blue
circles).
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FIG. 3. (a) Tilt angle of the target at various misalignments.
Data for the 115-µm focus with energies below (red squares)
and above (green diamonds) 40 mJ have been grouped. Blue
circles represent averages of all data for the 60-µm focus case.
Red, green, and blue solid lines depict numerical predictions
of target tilt with α = 2.3, 1.7 and 0.86 respectively. (b)
Droplet propulsion velocity uz in the laser beam propagation
direction. The red and green solid lines fully overlap. (c)
Normalized droplet expansion velocity R˙. In (b) and (c), the
velocities have been normalized to the maximum value of each
data set.
5The corresponding sensitivity curve is in excellent
agreement with the experimental data (see solid lines in
fig. 3).
For laser energies lower than 40 mJ and a large focus
spot size (red squares), the experimental data are found
to be well described by the model if we set α˜115 = 2.3,
i.e., with the effective radius Reff ≈ R0. This observa-
tion could be explained by the reasoning that for such
for low-energy and broad focus pulses the plasma is not
fully developed and the critical surface is situated very
close to the droplet surface (dcrit ≈ 0). Unfortuantely,
no simulation data is available in this regime to support
this claim. Furthermore, the difference between α115 and
α˜115 could also be the result of different plasma pressure
distributions16 or additional dynamical, time-dependent
effects that we do not consider here.
Using the above mentioned values for α, we observe
that all theoretical curves show good agreement with
the experimental data for both the tilt angle and the z-
velocity uz. Following the simple approximation given
by Eq. (8), we compare the normalized, experimental
radial expansion velocity to the theory predictions in
Fig. 3. We find reasonable agreement between data and
our model especially considering the simplifications in-
volved and the experimental uncertainty in determining
R˙.
Next, we analyze the model prediction for the tilt an-
gle sensitivity around zero misalignment (β = 0). Figure
4 shows the numerical curve (solid line) resulting from
Eq. (5) with the dimensionless beam widths correspond-
ing to the experimental operating conditions (see Sec-
tion IV). The theoretical curve clearly shows that f(α)
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FIG. 4. The theoretical tilt angle sensitivity f(α) (in de-
grees) as function of the dimensionless beam width α around
zero misalignment (β = 0). The black curve is the analytically
calculated tilt angle sensitivity from Eq. (5), with δp = 0.6.
The red square, green diamond and blue circle represent the
values corresponding to the experimental conditions (see Sec-
tion IV, color coding as in Fig. 3).
first increases, from unity with α peaking near α ≈ 0.3
after which a monotonic decrease is apparent. The sen-
sitivity rises for larger droplets, keeping a constant beam
width. Reversely, a smaller beam for a given effective ra-
dius will translate a large sensitivity to its alignment. In
the limit α→∞ one would illuminate the droplet with a
flat-top beam of infinite width and would be completely
insensitive to misalignment. In the limit α → 0 (i.e. a
delta peak) the sensitivity decreases and eventually sat-
urates to unity. In this limit the center-of-mass velocity
ux and uz decay to zero equally fast as all energy is used
to deform the droplet rather then to move its center-
of-mass7. Hence the ratio ux/uz becomes meaningless
and one needs to reconsider the definition of the tilt an-
gle. The maximum in f(α) is caused by a maximum in
ux(α, 1), see Eq. (6). As α gets smaller, there is initially
an increase in the ux component since pressure on the
surface of the droplet is spread increasingly more onto a
surface element that points in the x-direction. However,
as α decreases more this surface element gets smaller too
and eventually disappears completely as α → 0. There-
fore, there is a competition between the decreasing area
in this surface element and the increasing direction of the
normal pointing more towards the x-direction. Hence,
we find a maximum in the tilt angle sensitivity for small
α ≈ 0.3. However, we note that the model is not applica-
ble for α  1, since nonlinear plasma and fluid dynam-
ics effects become increasingly more important when all
laser energy is focused into a tight spot. In that case,
the complete plasma and droplet fluid dynamics must be
taken into account. In practice, for the µm-sized droplets
considered here such tight focus cannot be reached and
thus typically α 0.
V. DISCUSSION AND INDUSTRIAL APPLICATION
Careful control over the tilt angle sensitivity and target
expansion is of crucial importance for the operating sta-
bility and CE of EUV light sources1–4. In the following,
we apply our now validated model to predict sensitivities
for several practical cases that are immediately relevant
for current state-of-the-art industrial droplet-based EUV
light sources. In the industrial context, tilt sensitivity
is typically expressed as θtilt/∆x (in degrees tilt / µm
misalignment). Following Eq. (7), θtilt/∆x = f(α)/Reff.
In Fig. 5 we present our model predictions for the sen-
sitivity θtilt/∆x as function of beam width σ around zero
misalignment (∆x = 0) for several values of the effective
droplet size Reff = [10, 15, 25, 35, 50] µm. We note that
by plotting for several effective droplet sizes Reff, we in-
corporate both the droplet size R0 and the distance from
the droplet surface to the plasma critical surface dcrit for
each case, since Reff = R0 + dcrit (see previous section).
In the figure we also show the experimental parameters
studied in the previous sections, analogous to Fig. 4.
Figure 5 shows that increasing the laser spot size be-
yond ∼45µm does not significantly change the sensitiv-
6ity for the given effective droplet sizes and is therefore
not useful. However by increasing the laser spot size,
the energy required to maintain a similar droplet expan-
sion increases with 1/σ2 due to finite overlap between
the droplet and the laser beam, as discussed in Ref. [8].
Therefore in practical applications, one should find the
optimum conditions balancing between a maximum ex-
pansion (i.e. minimizing σ) and a minimal tilt sensitivity
(i.e. maximizing σ).
Furthermore, from Fig. 5 we observe that the tilt angle
sensitivity increases sharply with decreasing laser focus
spot size, especially when σ < Reff. Under such focusing
conditions, a change in the effective size of the droplet
Reff has a strong effect on the sensitivity. An interesting
way to change the tilt sensitivity, apart from adapting
the actual droplet radius R0, is by changing the laser
pulse energy or its wavelength. Shorter wavelengths or
lower pulse energies result in a smaller dcrit and hence
result in a smaller Reff and vice versa.
A particularly interesting industrial application of the
model is found in the use of a nanosecond-long CO2-
laser prepulse, at 10.6-µm wavelength. According to
radiation-hydrodynamics simulations13 of the interaction
of such energetic laser pulses with tin droplets (at an
absorbed intensity of 4 x 109 W/cm2), the critical sur-
face extends up to about 28µm from the droplet surface.
In the particular case of R0 = 15µm tin droplets im-
pacted by a laser beam of σ = 25µm studied in Ref. [13],
we speculate that the effective system size in our model
Reff ≈ 15µm + 28µm ≈ 43µm. In addition, recent
experimental work using CO2-lasers impinging on pla-
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FIG. 5. The calculated tilt angle sensitivity f(α)/Reff ex-
pressed in units ◦/µm as function of beam width σ around
zero misalignment (β = 0). The curves are the analytically
calculated tilt angle sensitivities from Eq. (5), with δp = 0.6
and for several relevant values for the effective droplet size
Reff = [10, 15, 25, 35, 50]µm. The red square, green dia-
mond and blue circle represent the values corresponding to
the experimental conditions (see Section IV, color coding as
in Fig. 3).
nar solid tin targets showed that the exponent in Eq. (2)
is significantly larger, δ = 0.96, compared to the case
of a Nd-YAG laser19. These results allows us to esti-
mate the scaling of the propulsion velocity (and thus,
radial expansion velocity7) with CO2-laser intensity for
the σ = 25µm case. Using these values for Reff and δ in
Eq. (9), we get a sensitivity around zero misalignment of
θ/∆x ≈ 0.98◦/µm, which is about 85% larger than the
corresponding sensitivity for Nd:YAG θ/∆x ≈ 0.53◦/µm.
For the low-energy Nd:YAG cases studied in this work,
we found that our experiments were well reproduced as-
suming Reff ≈ R0, which would for the current example
lead to a sensitivity of 0.36◦/µm, which differs from the
CO2 case by a factor of 2.7. Of course, the extrapolation
of our model to other laser wavelengths requires further
experimental validation and is left for future work.
Certain industrial applications may require a finite tilt
angle17. Our model Eq. (4) offers a direct way to pre-
dict what misalignment is required to obtain a certain
amount of target tilt (see also Fig. 3a). The slope of
that curve around the required misalignment then gives
the new tilt angle sensitivity, which can be calculated nu-
merically by evaluating Eq. (5) around this new working
point. We note that there are in-fact two planes in which
we can induce a finite tilt angle, namely in the x−z plane
(as discussed in this work) but also in the y − z plane.
Both angles are dependent on misalignments in both x
and y directions when the degeneracy is lifted by choos-
ing a finite target tilt through a well-defined, intentional
misalignment. Further study is required to see how this
fact may be advantageously used to increase source op-
erating stability by minimizing L2D sensitivity along the
machine axis with the largest risk of misalignment.
VI. CONCLUSIONS
In tin-droplet-based LPP sources of EUV light, laser-
to-droplet alignment plays an important role. A slightly
misaligned prepulse laser beam can lead to a non-optimal
target shape, which causes an inefficient coupling with
the main laser pulse and lower conversion efficiency of
drive laser light into EUV. Moreover, reflections of the
main pulse laser light from the tilted surface may well be
detrimental to laser stability.
In this work we experimentally validated a simple, in-
tuitive model describing the tilt angle sensitivity of a
droplet impacted by a laser pulse with controlled mis-
alignment. Our back-of-the-envelope model for the tilt
angle was derived based solely on the direction of the
center-of-mass velocity. From this model, we were able
to obtain the local tilt angle sensitivity around zero mis-
alignment. We experimentally verified the tilt angle and
the tilt angle sensitivity by three different experimental
groups with industrially relevant settings of an Nd:YAG
laser operating at its fundamental wavelength. We ob-
served an excellent agreement with the model over a
broad range of laser pulse energies and two laser focus
7spot sizes. Further, we applied our validated model to
predict sensitivities for several practical cases that are
immediately relevant for current state-of-the-art indus-
trial droplet-based EUV light sources.
Our model is a simple first-order approximation
of the underlying plasma and fluid physics. Full
three-dimensional simulations incorporating the com-
plete plasma dynamics should be carried out to obtain
the tilt angle as function of the full parameter space.
Nonetheless, the current model already allows to physi-
cally understand the target tilt as a function of the key
experimental control parameters.
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APPENDIX
We present the full solution of the tilt angle sensitivity
f(α, δ) around β = 0 following (5) as used in Fig. 4,
f(α, δ) = 2−
δ
2−3e−
1
2 ipiδδ
1
2− δ2
(
− δ
α2
)δ/2
Γ
(
δ + 1
2
)
×
(
−2δ δ+32 (δ + 3)e 12 ( 1α2 +ipi)δ − i2 δ+32 (α2(δ + 1) + δ)αδ+1 ((δ + 3)Γ ( δ+32 ,− δ2α2 )− 2Γ ( δ+52 )))
α4Γ
(
δ+5
2
) (
δΓ
(
δ
2
)− 2Γ ( δ2 + 1,− δ2α2 )) . (9)
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