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SOMMAIRE 
Plusieurs problèmes en recherche opérationelle et analyse de décisions se ra-
mènent à l'optimisation en variables binaires. Dans ce travail, nous traitons de 
l'optimisation quadratique en variables 0 - 1 et sans contrainte. C'est l'optimi-
sation des polynômes multilinéaires quadratiques sur les sommets de l'hypercube 
unité. Ce problème est NP-dur. Au chapitre 1, nous étendons un résultat de 1972 
traitant des points de minimum dans les sommets et dans l'hypercube en entier. 
Nous proposons aussi une perturbation sur certaines fonctions discrètes de ma-
nière à conserver un unique minimum global au problème sans créer de nouveaux 
minima locaux. Nous déterminons ensuite une inégalité linéaire que vérifie tout 
point de minimum d'une fonction quadratique sur un ensemble ayant un centre 
de symétrie. Au chapitre 2, nous caractérisons l'ensemble de tous les minima 0-1 
pour chaque fonction quadratique f par des inégalités linéaires inspirées de celles 
citées au chapitre 1. Des résultats numériques sur le point s qui minimise la prin-
cipale de ces fonctions linéaires sont donnés, montrant que sa valeur pour f est 
souvent assez petite. Au chapitre 3, nous étudions une heuristique à partir de cer-
taines propriétés matricielles de changement d'origine du cube. Nous présentons 
les résutats de simulations numériques de cet algorithme pour certains problèmes 
tests bien connus, et nous faisons ressortir un impact non négligeable du point s. 
Au chapitre 4, nous entamons l'étude d'un algorithme de descente du gradient 
pour partir d'un point intérieur de l'hypercube et atteindre un point de minimum 
local dans les sommets de l'hypercube. Cet algorithme utilise les propriétés de la 
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matrice associée, et les propriétés des fonctions multilinéaires sur l'hypercube et 
ses sommets; quelques résultats expérimentaux préliminaires sont donnés pour 
cet algorithme particulier qui est encore en amélioration. Au chapitre 5, nous pré-
sentons une nouvelle classe de problèmes d'optimisation quadratique à variables 
binaires solubles en temps polynômial. 
Mots-clés: Hypercube unité, NP-dur, polynôme multilinéaire, quadratique, temps 
polynomial, variables 0 1, minimum local 
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SUMMARY 
Many problems in operations research and related fields are connected to 
binary optimization. This work is about unconstrained quadratic binary optimi-
sation that treats of the optimization of multilinear quadratic polynomials on 
the set of 0 - 1 vectors. The problem is known to be NP-hard. In Chapter 1 
we extend a result of 1972 on the optimal points of a multilinear polynomial on 
the 0 - 1 vectors and on the unit hypercube. We also propose a pertubation on 
certains discretes functions such that a unique point of minimum is kept without 
creating new points of local minimum for the function. We also determine a li-
near inequality satisfied by every minimum point of a quadratic fonction on a set 
having a symmetric centre. In chapter 2, we caracterise the set of all 0 - 1 points 
of minimum for a quadratic polynomial by a set of linear inequalities inspired by 
those cited in Chapter 1. The point of global minimum of the main linear function 
used in the caracterization is considered, and simulations with sorne well known 
test problems are presented, showing that the value of the point is often small. 
In chapter 3, we study a local search heuristic using the matricial properties of 
changing the origin of the unit hypercube by complementing sorne variables. Si-
mulation results cary out on sorne known test problems are presented. In chapter 
4, we present a gradient descent method for 0 - 1 quadratic optimization; this 
method uses the particular properties of the associated matrix, and the property 
that optimizing a multilinear polynomial on the unit hypercube is equivalent to 
optimizing it on the 0 - 1 vectors. Preliminary simulation results are reported 
VI 
for small size problems. In chapter five, we present a new class of polynomially 
sovable quadratic 0 1 optimization. 
Keywords : Unit hypercube quadratic, binary optimization, multilinear poly-
nomial, NP-hard, polynomially solvable. 
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INTRODUCTION 
L'optimisation en variables binaires fait partie de la recherche opérationnelle 
et des disciplines connexes comme l'analyse des décisions. Elle est aussi connue 
sous les noms de : optimisation pseudo-booléènne, programmation en variables 
bivalentes, optimisation en variables 0 - 1, etc. 
O.l. UNE BRÈVE PRÉSENTATION DE L'OPTIMISATION EN VARIABLES 
BINAIRES ET DU CAS QUADRATIQUE 
C'est vers la fin des années quarante que la théorie des algèbres de Boole 
trouve ses premières applications dans l'étude des circuits de commutation; les 
éléments de ces circuits ayant régulierement deux états possibles, ce qui fait appel 
à l'algèbre de Boole à deux éléments. C'est dans son prolongement que l'optimi-
sation pseudo-booléenne s'est developpée. En fait, il existe plusieurs problèmes 
de décisions dont, la modélisation se réduit à l'optimisation d'une fonction réelle 
dont les variables n'ont que deux valeurs possibles. L'on trouve fréquemment de 
tels problèmes en recherche opérationnelle, dans la théorie des graphes, en mathé-
matique combinatoire, en statistique mécanique (Sping Glasses), en sciences éco-
nomiques, en finances, en informatique, dans les circuits, dans les réseaux de neu-
rones, dans la théorie des jeux, etc. (voir [BHT 07],[BH 02], [HS 68]). C'est dans 
les années soixante que l'optimisation pseudo-booléènne prendra effectivement 
forme, et l'ouvrage Boolean methods in Operations Research and related Areas 
de Peter L. Hammer et S. Rudeanu en 1968 présente les bases essentielles de 
3 
la théorie (voir [HS 68]).: Par exemple, ils y présentent des exemples précis 
de problèmes pratiques (en transport, théorie des jeux, etc.) qui se ramènent 
à l'optimisation pseudo-booléenne; les fonctions pseudo--booléènnes et certaines 
de leurs propriétés y sont décrites. Une fonction pseudo-booléènne à n variables 
est une fonction 1 de {O, 1 Y vers lR, et il est établit qu'une telle fonction peut 
se représenter par un polynôme à n variables. 
données sous la forme polynômiale, et comme 
souvent ces fonctions sont 
= c pour tout c E {O,l}, 
l'on peut supposer qu'un tel polynôme est multilinéaire, i.e. que son expres-
sion ne possède pas de variable à une puissance plus grande que L Plus pré-
cisement, soient n variables Xl, ... , X n , appelons monôme de longueur k tout pro-
duit de k variables par une constante, 0 :::; k :::; n en considérant que un mo-
nôme de longeur ° est une constante. On peut dire qu'un polynôme multili-
néaire à n variables Xl, ... , X n et de degré k est une combinaison linéaire de 
monômes dont la plus grande longe ur est k. : parmi les polynomes 
à trois variables suivants: h(xl, X2, X3) 2XIX2 3XIX3 + 4X2X3 2X2 + Xl + 3; 
h(XI,X2,X3) = -x~ + 2X3 + Xl - 2, h(XI,X2,X3) 4XIX2 + X3, 
14(XI, X2, X3) = 2XI +X2 -X3, h(XI, X2, X3) + 3XI X 3 - 2, h, h et 14 sont 
multilinéaires, fI est de degré 2, h de degré 3, et 14 de degré 1; alors que 12 et 
15 ne sont pas multilinéaires. Habituellement, les polynômes de degré 1 sont dits 
linéaires, ceux de degré 2 sont dits quadratiques et ceux de degré 3 sont dits cu-
biques. Le problème d'optimisation revient à celui de trouver la valeur minimale Co 
de 1 sur {a, l}n et w E {O, l}n telle que 1(w) = Co. L'ensemble {O, 1Y est de car-
dinalité exponentielle 2n , et il devient impossible en un temps raisonnable (même 
pour un ordinateur) de faire le calcul des valeurs de tous les 2n points quand 
le nombre de variables n devient grand (n = 50, n = 100, n 500, n 1000, 
etc.). Ce problème d'optimiser un polynôme réel à n variables sur {O, 1r~ avec ou 
sans contraintes est rattaché à une classe de problèmes dits "NP-dur" : en fait, 
depuis l'identification de tels problèmes dans les années soixante-dix, la question 
4 
de savoir s'il peut exister un algorithme permettant en général de résoudre un tel 
problème en temps polynômial reste une question ouverte ( voir [GJ 79], [BH 02]). 
En 1972,1. G. Rosenberg a prouvé que l'optimisation d'un polynôme multilinéaire 
f sur {a, l}n revient à l'optimisation de f sur [O,lt (voir [Ro 72]); ce passage 
de la condition Xi E {0,1} à ° ~ Xi ~ 1 pour tout i = 1,2, ... n appelé encore 
relaxation permet d'utiliser les notions et résultats de continuité, différentiabilité, 
convexité etc. qui ne sont pas possibles dans {O,I}n. Le premier cas non trivial 
d'optimisation des polynômes multilinéaires sur {a, 1 r est le cas quadratique. Il 
a été établi que le cas d'un polynôme de degré plus grand que 2 peut se ramener 
au cas quadratique par l'addition de variables supplémentaires dites "variables de 
pénalité", et ce passage au cas quadratique se fait en temps polynômial (voir [Ro 
75]), ce qui justifie la place centrale que le cas quadratique occupe dans la théorie. 
On peut présenter un polynôme multilinéaire quadratique à n variables sous les 
formes 
f(x) = L aijXiXj + t biXi + C = ~xtAX + btx + c. (0.1.1) 
lSi<jSn i=l 
où A = [aij l·est une matrice symétrique de taille n x n, tous les éléments diagonaux 
le vecteur des variables, C est une constante réelle, et t représente l'opération de 
transposition. Comme dans tous les autres cas, deux classes habituelles de mini-
misation se présentent dans le cas quadratique: La minimisation avec contraintes 
et la minimisation sans contrainte. La minimisation sans contrainte consiste à 
trouver la valeur minimale Co de f sur {a, 1 r ainsi qu'un point W E {a, 1} n tel 
que f(w) = Co, alors que la minimisation avec contrainte consiste à trouver le 
point de plus petite valeur de f sur une partie de {a, l}n, cette partie (feasible 
region) étant souvent décrite par des égalités ou inégalités de la forme g(x) ~ ° , 
h(x) = 0, où 9 et h sont d'autres fonctions sur {a, Ir. Par exemple, il peut s'agir 
de trouver un point w = (Wl' ... ,wd E {a, Ir où f prend sa plus petite valeur et 
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tel que w satisfasse une contrainte de cardinalité comme: Xl + ... + X2 = q où q 
est un entier positif. 
Plusieurs travaux ont été faits dans l'optimisation quadratique avec ou sans 
contraites : i) Des résultats et techniques ont été établis et testés pour la re-
cherche effective d'un point de minimum global; ces techniques sont appelées 
méthodes exactes mais de nombreux problèmes issus des applications pratiques 
sont de large dimension (le nombre n de variables est très grand) et sont intrai-
tables par ces méthodes (voir [BHT 07}, [BH 02}). Plusieurs autres techniques 
appelées heuristiques ont aussi été developpées pour la recherche d'un point de 
valeur assez petite mais sans garantie d'obtenir le point de minimum global (voir 
[BH,07] , [MF 02],[Be 98]), et ces derniers donnent parfois des solutions assez 
satisfaisantes aux problèmes de petites et grandes dimensions. ii) Il a été prouvé 
que certaines classes de problèmes sont solubles en temps polynomial et des algo-
rithmes ont été developpés pour les traiter; c'est le cas par exemple des fonctions 
dites sousmodulaires (que Hansen dans [Ha 74] ramenait à la forme équivalente 
dite "positive-négative") i.e lorsqu'on a aij :s: 0 pour tout 1 :s: i,j:S: 1 dans (0.1.1). 
Des versions de l'algorithme devellopé dans les années soixante par Ford et Ful-
kerson ([F JF 62]) et des algorithmes plus récents comme celui de Schrijver([Sc 
00l) permettent de résoudre cette classe de problèmes en temps polynomial. Mal-
grés les nombreux travaux et progrès déjà faits dans l'optimisation quadratique 
en variables binaires, plusieurs problèmes restent ouverts. Même si le plus célèbre 
reste la question de savoir si la complexité de ce problème est polynomiale ou 
non, de nombreuses autres questions se posent sur : i) trouver certaines proprié-
tés de la fonction f et de ses multiples reformulations ; ii) trouver des algorithmes 
efficaces pour de nombreux problèmes ayant des caractéristiques différentes; iii) 
détecter de nouvelles classes de problèmes solubles en temps polynômial. Nous 
nous sommes intéressés à certaines de ces questions. 
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0.2. PRÉSENTATION DE NOTRE TRAVAIL CENTRÉ SCR LE CAS 
QUADRATIQUE SANS CONTRAINTE 
Notre travail est essentiellement sur le cas quadratique sans contrainte. 
Nous utilisons des approches discrètes et des approches continues pour élaborer 
des propriétés et des techniques pour l'optimisation quadratique en variables 0-
1. La plus grande partie du travail est théorique, mais quelques algorithmes et 
quelques resultats expérimentaux préliminaires sont présentés. 
Dans le chapitre 1, nous établissons essentiellement trois résultats: 
i) soit i = 1,2, ... , n, soient des réels Ci < di et soit 
R= [cl,ddx[c2,d21x ... x[cn,dnl = {(al, .. ,an) E Rn, Cl ::; al::; dl> .. ·,Cn::; an::; dn } 
(0.2.1) 
(0.2.2) 
Notons par minR(f) et minVRf les sous ensembles respectifs de R et VR où 
f prend sa valeur minimale. En 1972, Rosenberg a montré (voir [Ro 72]) que: 
minvR(f) C minR(f) ; et si (al, ... , an) E minR(f) satisfait Ci < ai < di 1 ::; i ::; n, 
mi ère section du chapitre, nous étendons ce résultat à une plus grande classe de 
polynômes (non forcément multilinéaires) et nous en présentons d'autres proprié-
tés. 
ii) Afin de prouver que le problème de décider si un polynôme multilinéaire qua-
,... 
dratique a un unique point de minimum dans {O, l}n est NP-dur, Pardalos et 
Somesh dans [PS 92] considèrent la fonction 
n 
F(x) = 2n f(x) + L (0.2.3) 
i=l 
Dans la deuxième section, nous utilisons une idée similaire, et pour toute fonction 
f sur un ensemble fini S c Rn de points à coordonnées entières non-négatives, 
nous construisons une fonction u telle que f + u a un unique point de minimum 
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global dans S lequel est aussi un point de minimum global pour f dans S. 
iii) Dans la troisième section, nous donnons quelques propriétés sur l'optimisa-
tion générale d'un polynôme quadratique sur tout ensemble S c IRn ayant un 
centre de symétrie ( sphères, polytopes réguliers, cubes, sommets d'un cube etc.). 
En particulier nous présentons une inégalité linéaire satisfaite par tous les points 
de minimum global d'un tel problème. Au chapitre 2, nous exploitons l'inéga-
lité linéaire p(x) S a décrite dans la troisième section du chapitre 1 pour le 
cas particulier de H = {a, 1 y et C [0,1 t qui ont pour centre de symétrie 
r = (~'!' ""~) : soit M l'ensemble de tous points de minimum global du 
polynôme quadratique f sur H (ol). S\J:r C). Nous montrons que p(y) S a pour 
tout y E M tout en constatant que l'hyperplan p défini par p(x) = a passe par r 
si p(x) n'est pas constant. En partant de cette contrainte linéaire particulière qui 
s'impose à l'optimisation sans contrainte de f, nous prése1?-tons d'autres inégali-
tés linéaires, de sorte que leur ensemble tous les points de minimum 
global de f sur H en ce sens que : un point y E H est point de minimum global 
pour f si et seulement si y satisfait toutes ces inégalités linéaires, Le., l'v! est 
exactement l'intersection de H et du polytope convexe créé par les inégalités et 
C. Par des arguments similaires, nous trouvons une borne sur la cardinalité de 
l'ensemble de tous les points de minimun de f en fonction de n : on établit que 
1 l'v! 1 s 3 x 2n-2. La famille des inégalités linéaires présentée est finie, mais peut 
être exponentielle. Toutefois, la principale fonction linéaire p( x) (qui se construit 
facilement) présente un espoir algorithmique considérable: par exemple, quelques 
simulations numériques à la fin du chapitre montrent que son point de minimum 
global est très souvent de 'valeur assez petite. Nous le testons comme point de 
départ d'un algorithme dans le chapitre qui suit .. 
Dans le chapitre 3, nous observons comment chaque sommet s de l'hypercube 
unité peut être transformé en l'origine du cube par l'application <pB définie par 
<pB(X) = x B avec xf = l-xi si Si = 1 et Xi si Si 0 pour i 1,2, ... n. Par une 
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approche matricielle, nous étudions plusieurs propriétés de 'Ps et ses effets sur le 
polynôme quadratique multilinéaire f(x) = ~xt Ax + btx dont l'expression devient 
f('PS(x)) ~xtAsx+(bS)t:c+cs et demeure multilinéaire dans le nouveau système 
d'origine s. Par exemple: i) soit H(x; y) = IIx-y112 la distance de Hamming entre 
les points x et y de (i.e., le nombre de coordonnées en lesquelles x et y diffèrent) ; 
on dit que x et y sont voisins si H(x, y) = 1. Chaque point de a n voisins; 
soit fS la matrice diagonale d'ordre n définie par I~ = 1 si Si 0, et I~ = -1 
si Si = O. Nous remarquons que 'PS(x) = S + Px et en tirons des conséquences. 
L'une d'elles est que le vecteur bS = fS(As + b) + f(s)(l, ... , 1? contient exacte-
ment les valeurs des n voisins de S, qui de manière élémentaire seraient calculées 
par n opérations de la forme f(y) = ht Ay + bty. Une conséquence semblable 
en découle pour les point y tels que H(s, y) = 2. Nous présentons dans son état 
préliminaire une heuristique pour la minimisation quadratique sans contrainte en 
variables 0 - 1. Des simulations numériques sont faites avec des problèmes tests 
proposés par Beasley (voir [Be 98]). Des résultats numériques encourageants et 
des comparaisons sont présentés avec des tableaux en fin de chapitre. 
Au chapitre 4 : Nous présentons l'idée d'une heuristique par la descente du 
dient, tirant profit des propriétés matricielles de nos fonctions quadratiques et du 
résultat décrit dans [Ro 72] qui établit l'équivalence de leur optimisation sur tout. 
l'hypercube unité et sur l'ensemble de ses sommets. Nous proposons un algorithme 
et des résultats préliminaires. Nous travaillons encore à améliorer cet algorithmè 
prometteur qui doit cependant contourner certaines limites numériques. 
Au chapitre 5, nous présentons un nouvelle classe polynomiale d'optimisation 
quadratique 0 1. On peut trouver en temps polynomial deux sommets 'U et 
m de l'hypercube unité telle que f(m) < feu) et f(m) ::; 0 ::; f('U). Soit 'Pu 
l'application définie au chapitre 3 qui transforme 'U en l'origine du cube et soit 
f('PU(x)) = ~xtAux + WL)t x + Cu. On considère la matrice symétrique Q 
avec qij = ~a~j et qii = bii pour tout 1 < i, j ::; n et on suppose que sa valeur 
propre Àmin(Q) < O. Nous prouvons que si f(m)-f(u) est assez 
.Àmin(Q) 
minimise en temps polynomiaL 
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0.3. CONTRIBUTIONS ET COLLABORATIONS DES AUTRES 
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début de chaque article. professeur Ivo G. Rosenberg (département de mathé-
matiques et statistiques de l'université de Montréal) qui a dirigé cette thèse est 
co-auteur avec moi dans les articles constituants les chapitres 1, 3 et 4. Une pré-
sentation plus précise est faite des contributions du co-auteur dans chaque article 
concerné. Endré Boros, directeur du centre de recherche opérationelle RUTCOR 
(Rutgers university, New-Jersey, USA) nous a aidé dans les chapitres 1 et 2, et 
sa contribution est aussi signalée dans les remerciements (acknowledgments) de 
ces articles. Nous avons eu quelques conversations utiles avec d'autres chercheurs 
comme Charles Audet de l'École Polytechnique de Montréal que nous signalons 
dans dans les remerciements des chapitres 1 et 2. La permission requise du co-
auteur (Rosenberg Ivo) pour inclure les articles dans cette thèse se trouve à la fin 
de la thèse. 
Chapitre 1 
SOME REMARKS ON NON LINEAR 0 - 1 
OPTIMIZATION 
AUTEURS: Calvin M. Wuntcha, Ivo Rosenberg 
RÉSUMÉ ET CONTRIBUTIONS 
Dans ce travail, nous donnons quelques observations générales sur l'optimisa-
tion non linéaire en variables 0 - 1. Dans la section 1, nous étendons un résultat 
de 1972 conc:rnant l'optimisation des polynômes multilinéaires sur les hyper-
rectangles de ffi.n à une plus grande classe de fonctions. Dans la section 2, nous 
utilisons une idée de PardaJos et Somesh pour associer à chaque fonction J sur 
certains sous-ensembles finis de points de ffi.n, une autre fonction u telle que J + u 
possède un unique point de minimum global qui soit aussi un point de minimum 
global de J, sans que de nouveaux minima locaux soit créés. Dans la section 
3, nous considérons l'optimisation générale sans contrainte d'un polynôme qua-
dratique sur un ensemble possédant un centre de symétrie; en particulier, nous 
trouvons une inégalité linéaire satisfaite par tous les points de minimum de J. 
Mot clés: Polynôme multilinéaire, minimum local. 
CONTRIBUTIONS C'est Rosenberg Ivo qui a proposé le Lèmme 1.1.1 ainsi 
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que l'exemple qui suit la Remarque 3, pour montrer que changer valeurs dia-
gonales de la matrice associée à f peut créer de nouveaux points de minimum 
local, et doit se faire en tenant compte de celà. C'est lui qui a traité l'exemple 
2 qui suit le Corollaire 1.3.1. . 
ABSTRACT 
In this paper, we give sorne general observations on non linear a 1 opti-
mization. In Section 1, we extend a result given in 1972 on the optimization of 
multilinear polynomials defined on a hyperrectangle of ~n to a more general class 
of functions. In Section 2, using an idea of Pardalos and Somesh, we find for any 
real function f on a finite set of non negative integer points in ~n, a function u 
such that : f + u has a unique minimum point which is also a minimum point 
of f, and f + u has no new local minimal point. In Section 3, we consider the 
optimization of any quadratic function f on a centrally symmetric set : for such 
a set, we find a linear inequality to be satisfied by each minimal points of f. 
Key word : Multilinear polynomial, local minimal point. 
INTRODUCTION 
Let f be an n-variable polynomial with real coefficients and S c IRn. CalI 
a E S an S-minimal point of f if f(a) :::; f(8) for aIl 8 E S. If f and Sare clear 
from the context, we sÎI:nply refer to it as a minimal point. A local minimal point 
of f in S (ordinary) is a point a E S such that there an open set V C ~n 
with f( a) :::; f(x) for aIl x E Sn V. A a - 1 local minimal point of f is a point 
w E {a, I}n such that f(w) :::; f(x) for aIl x E {a, Ir differing from w in only one 
coordinate. A monomial of length k is a product of k distinct variables and 
a constant. A real polynomial f(Xl) ... , xn ) of n variables is multilinear if it is 
a sum of monomials in Xl, ... , Xn. The degree of a multilinear polynomial is the 
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largest length of its monomials. For example, h( x) = 2XI X3 - X2X3 + Xl 3X3 + 1 
is a second degree (quadratic) multilinear polynomial, while f (x) + 2X3 + 
Xl - 2 is not multilinear. Multilinear polynomials appear in the minimization of 
real n variable polynomials over {O,l}n. Rosenberg proved in [Ro 75J that the 
minimization of a multilinear polynomial f of a degree greater than two over 
{O, l}n can be reduced to the quadratic case by adding penalty monomials in 
additional variables, and it is also known (see [BH 02]) that the reduction is done 
in polynomial time. For this reason, the quadratic case is centraL Let f be a 
multilinear polynomial. For i = 1,2, "., n, let Ci < di and set 
(1.0.1) 
(1.0.2) 
Let minR(f) and min v R(f) be respectively the subsets of R and V R where f 
takes its minimal value. We can notice that if R and V Rare nonvoid then 
minR(f) and minv R(f) are nonvoid sets (in fact, V Ris finite, Ris compact, and f 
is continuous). In [Ro 72J Rosenberg proved the following results : (i) minvR(f) c 
minR(f), and (ii) if (al, ... , an) E minR f satisfies Ci < ai < di for sorne 1 :::; i :::; n, 
then (alJ ... , ai-l, X, ai+1, ... , an) E minR(f) for aU Ci :::; X :::; di' Both statements are 
consequences of the fact that for aIll :::; i :::; n, and aIl reals al, ... , ai-l, aHI, .", an, 
the one-variable polynomial h(x) = f(aI, ... , ai-l, X, aH!' ... , an) is linear. In our 
first section, we extend this resultto a larger class of polynomials and we also 
prove sorne additional related properties. 
To prove that the problem of deciding whether a given quadratic n variable mul-
tilinear polynomial f has a unique minimal point on {O, lt is NP-hard, Pardalos 
and Somesh in [PS 92] consider the function 
11 
F(x) 2n f(x) + L 2i - 1Xi' (1.0.3) 
i=l 
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In the second section, we use a similar idea to find for any real polynomial J on a 
finite set of non negative integer points S c m;.n, a function u such that J + u has 
a unique S-minimal point which is also a S-minimal point of J, without creating 
new local minimal points. 
Many sets usually considered in optimization like disks, spheres, ellipsoids, rec-
tangles and regular polytopes are centrally symmetric. In the third section, we 
discuss sorne aspects of quadratic optimization on such sets. In particular) for any 
quadratic function J on such a set S, we find a linear inequality to be satisfied 
by each minimal point of J on S. 
1.1. QUADRATIC FUNCTIONS HAVING SQUARE VARIABLE TERMS 
WITH NON POSITIVE COEFFICIENTS. 
Recall that any quadratic polynomial Jean be expressed as 
1 J ( x) = 2" xt Ax + bt X + c (1.1.1) 
where A is a nonzero real symmetric matrix , b is a constant vector on m;.n ( 
considered as a column vector), and x = (XI, ... ,xn)t is the vector ofthe variables. 
For optimisation purposes, we shaH often assume that c = 0, then the expansion 
of J(x) is 
J(x) (1.1.2) 
Clearly, J is multilinear if aii 0 for i = 1,2, ... , n. So, in the quadratic case, the 
results of Rosenberg in [Ro 72] hold when an the diagonal entries of the matrix 
A are zero; but we shall try to generalise these results both for the quadratic 
and the non quadratic case. First recall that the symmetric matrix A has n real 
eigenvalues ÀI' À2' ... , Àn, not necessarily distinct (a well known result that can be 
found in most textbooks on linear algebra). Wé also recall the weIl known results 
of the following theorem [PSU 88] and [Sn 05]). 
Denote by 0 the veetor (0, ... , O)t. 
Theorem 1.1.1. For a given f(x) = ~xtAx + btx 
(1) x is a local minimal point in ]Rn if and only if: 
(i) gmd f(x) 0 i.e. Ax + b = 0 and 
(ii) all eigenvalues of A are non negative. 
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(2) f is convex if and only if (ii) is satisfied; and strictly convex if and only if aU 
eigenvalues of A are positive and in that case, A is nonsingular and b is the 
unique local and global minimal point for f. 
(3) If A has a negative eigenvalue, f has no local minimal point in . Thus, any 
local minimal point of f on any compact subset K of]Rn is in the boundary of K. 
For R and V R defined in (1.0.1) and (1.0.2), and for the quadratic case, we 
have the following theorem which is an extension of the main result of [Ro 72] : 
Theorem 1.1.2. Let f(x) = ~xtAx+btx be an n-variable'quadratic polynomial. 
(1) If the diagonal entries of A are non positive then minvR(J) C minR(J). 
(2) If all the diagonal entries of A are negative then minv R(J) = minR(J). 
Proof : (1) We know from the results of [Ro 72] that the result is true if f is 
multilinear, Le., if au 0 for aIl i = 1,2, ... , n. From linear algebra (see[HJ 85]), 




Suppose that the left part of the equality is negative, at least one eigenvalue is 
negative. From Theorem 1.1.1 it follows that the minimal points of f on R are on 
the boundary B of R. Let x (Xl) ... , x n ) be a point of minimum of f on R. Now 
x E B implies that x must satisfy Xk = Ck or Xk = dk for sorne 1 :::; k :::; n. Now, 
let us ehoose sueh a eoordinate Xk and fix the value of Xk in (1.1.2) ; we obtain a 
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new polynomial fI. Notice that the matrix of fI is obtained from A by deleting 
the k th row and kth column. We repeat this reduction as long as the reduced 
matrix has sorne aii < O. At the end of the reduction, the remaining polynomial 
is multilinear and a point of minimum is reached in V R according to the results 
of [Ro 72]. Hence minvR(j) C minR(j). 
(2) If aii < ,0, for all i = 1,2, ... , n, we proceed as in 1). Suppose a point of mi-
nimum 'x = (Xl,"" x n ) of f on Rand recaIl that there are n negative diagonal 
entries. For a chosen negative diagonal entry, a variable Xk, 1 :s; k :s; n, is fixed 
(Xk = Ck or Xk = dk), the kth row and the kth column are deleted from the matrix; 
and aIl the diagonal entries of the new matrix remain negative. So, the reduction 
continues tiIl aIl the variables are fixed, and this implies that X E V R. Hence, 
minvR(f) = minR(j). D 
Remark 1. A p-dimensional face F of R can be defined by 1 < JI < < 
jn-p < n and Uji E {Cju djJ (i = 1,2, ... n - p). 
F = {(al, ... , an) ER, aji = Uji Vi = 1,2, ... ,n - p}. All the vertices of a given 
face of R may be minimal points of f while other interior points of the face are 
not minimal. Certainly, this will only happen when the polynomial expression of 
f corresponding to that face has squared variable terms . 
Example 1.1 : Consider f(xI, X2) = XIX2 - x~ - Xl on [0,1]2. By a direct verifi-
cation, (0,1), (1,0), (1,1) are the minimal points with value -1. On the edge of 
{O, 1}2 defined by X2 = 1, the polynomial is constant with value -1 and so each 
point of that face is a minimal point. On the edge of {O, 1} 2 defined by Xl = 1, 
the two vertices (1,0) and (1,1) are the only minimal points, since the polynomial 
on the edge is -x~ + X2 - 1 and has no other minimal point. 
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Reeall that given any reals Cl, ... , Cn , the polynomial 
n n 
h(x) = L Ci X ; - L CiXi (1.1.4) 
i=l i=l 
is identieally 0 on {O, l}n and F(x) = f(x)+h(x) equals f(x) in {O, l}n. However, 
F does not always satisfy min{o,l}n(J) C min[O,l]n(F). 
Example 1.2 : Take f(XI, X2) = XIX2 - X2 - Xl and h(XI' X2) = xi - Xl' Then 
F(XI,X2) = XIX2 - X2 - Xl + xi - Xl, and we see that f(x) and F(x) take the 
value 0 at (0,0) and the value -1 at (1,0), (0,1) and (1,1). But the minimal value 
45 of Fis reaehed at (~, 1). 
Remark 2. It follows from Theorem 1.1.2 that min{O,l}n(J) C min[O,lt(F) if 
Ci ~ 0 for all i = 1,2, ... ,n and min{o,l}n(J) = min[O,lt(F) if Ci < 0 for all 
i=I,2, ... ,n. 
Lemma 1.1.1. Let A be a non zero symmetric matrix and let f (x) = ~ x t Ax + bt X 
be any quadratic function. Let A and the augmented matrix [A : bl have the same 
rank, and let u be a solution ofAx = -b, then : 
(i) the translation X = Y + u oflR.n transforms f(x) into g(y) = ~ytAyt + f(u); 
(ii) in particular, if A is nonsingular, the result of i) holds ,exactly for u = - A -1 b. 
Proof : (i) Let X = Y + u. Then 
f(x) = ~(y+u)tA(y+u)+bt(y+u) = ~ytAy+~ytAu+~'1iAy+~utAu+bty+btlL 
=~ytAy+ f(u) + ~(ytAu +utAy) + bty. Here, A is a symmetrie matrix and y tAu 
is a 1 x 1 symmetrie matrix, so (yt Au)t = ut Ay and similarly, ytb = bty. Henee, 
~(ytAu + utAy) + bty = y tAu + ytb = yt(Au + b) = 0 sinee Au = -b. 
(ii) If Ais nonsingular, u = -A-lb is the unique solution to Ax = -b. [J 
'\ 
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Remark 3. a) It foUows from Lemma 1.1.1 that the minimization of a mul-
tilinear quadmtic function f(x) = ~xtAx + btx over the unit hyperèube when 
A is nonsingular, can be reduced to the minimization of the quadratic function 
q(y) yt Ay over the hypercube obtained by tmnslating the unit hypercube with 
the map : x = y + u. In fact, ~ytAyt,+ f(u) and ytAy have the same minimal 
points on a given hypercube. 
b) For a multiliear quadratic function f (A has a zero diagonal), we consider the 
case where A is singular. Considering Remark 2 with the function h( x) defined in 
1.1.4 and the related non multilinear function F(x) f(x) + h(x) ~xt Bx + dtx 
(B is the Symmetric matrix related to F and d the related constant vector), we 
may replace A by a nonsingular symmetric matri.T Band reduce the minimization 
of f(x) over the unit hypercube to the minimization of q(y) yt By over a hyper-
cube, where y x - u and iL = - B-1d. For example, let À1 :; À2 :; ... :; Àn be 
the eigenvalues of A. Recall that A is a non zero matrix {:} A has some non zero 
eigenvalue. Tr'(A) 0 = À1 + À2 + ... + Àn since A has a zeTO diagonal, and this 
implies that À1 < 0 and Àn > O. Now, consider the function h(x) defined in 1.1.4 
with C.oi HÀn -1) for aU i = 1,2, ... , n. Notice that B A (Àn + 1)1 where 1 
is the Identity matrix of the same rank with A, and d is defined by di bi + Àn + 1. 
But A is a symmetric matrix and can be expressed as A PD pt where P is an 
orthogonal matrix and D a diagonal matrix having the eigenvalues of A on its dia-
gonal. H ence 
\ 
shows that no eigenvalue of B is zero, i.e., B is non singular. 
Many such manipulations on the diagonal entries of Amay be done. Howe-
ver, for minimization with sorne methods like the gradient descent methods using 
interior points, we may need to be careful (as we shall see in the next example), 
since the new function F(x) = ~xtBx + dtx may create sorne additional new 
local minima (in the sens of natural topology) on the unit hypercube, and those 
new local minima may 'attract' and stop the descent, which is not favorable. We 
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demonstrate this in the following example on [0, l]4. 
Example 1.3 : Recall that a 0 1 local minimal point for a multilinear po-
lynomial 1 is a 0- 1 point w such that 1 ( w) ::; 1 (y) for aIl 0- 1 points y differing 
from w only in one coordinate Wj Yj. Set 
° 
1 1 0 
1 0 1 1 
A 
1 1 0 1 
0 1 1 0 
and b = (-1,1,1, l)t. It can be verified that det(A) = 0 while 
011 





The expansion 1 (x) = Xl X2 + Xl X3 + X2X3 + X2X4 + X3X4 - Xl + X2 + X3 + X4 shows 
that 1 satisfies: 1(0,0,0,0) ° and 1(1,0,0,0) = -1. Then, sinee 1 is linear on 
the edge defined by X2 = X3 = X4 ° (the edge relating (0,0,0,0) to (1,0,0,0) ) 
it cornes that (0,0,0,0) is not local minimal point of f on [0, 1]4 with the natural 
topology. Now, set 
(1:1.7) 
where B differs from A only in bll 1 and d = (1,1,1, l)t. Here, det(B) = 
and B is non singular. We know that and 1 agree on {O, 1} 4. However (0,0,0,0) 
is, an ordinary local minimal point for on [0,1( To see it, notiee that 
F(x) = (-2xI + xd + 
second component of the sum is non negative on [0,1]4. The first component 
( - 2xI + Xl) = Xl (1 2XI) is also non negative for aIl ° ::; Xl ::; !. Henee 
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F(O, 0, 0, 0) = ° ::::; F(x) for all x E [0,1]4 such that ° ::::; Xl ::::; ~. So, in the na-
turàl toplogy sens, (0,0,0,0) is a local minimal point for F in [0,1]4 (can stop a 
gradient des cent minimization of F in the hypercube), but is not a local minimal 
point for f in [0,1]4 (does not stop a gradient descent minimization of f in the 
hypercube). So, for new local minima not to be created on the unit hypercube 
when manipulating the diagonal elements of A, sorne care should be taken. 
To conclude this section, let us examine the optimization of any polynomial of 
the form 
F(x) =f(x) + q(x) (1.1.8) 
where f(x) is a multilinear polynomial of any degree and 
n 
q(x) = L Ci X ;. (1.1.9) 
i=l 
It is well known (see [PSU 88] and [Sn 05]) that for any n-variable function F 
having first and second derivatives at X E IRn, the point x is an ordinary local 
mimimal point of F on R if and only if : 
(i) grad F(x) = 0 and 
(ii) the hessian matrix HF = [8 8~] is positive semidefinite at x. 
x, x] l~i,j~n , 
In fact, in the quadratic case, the matrix A is the hessian matrix. So with the 
notations of F(x) as defined in (1.1.8), q(x) and Ci, i = 1,2, ... , n as presented in 
1.1.9, we have the following proposition which generalizes the results of [Ro 72] : 
Proposition 1.1.1. 
(1) If Ci ::::; ° for i=1,2, ... ,n; th en minVR(F) c minR(F). 
(2) If Ci < ° for i = 1,2, ... , n; then minVR(F) = minR(F). 
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Proof : Concerning the trace of HF observe that : 
(1.1.10) 
The rest of the proof follows as the proof of Theorem 1.1.2.0 
1.2. PERTURBATION OF DISCRETE FUNCTIONS TO KEEP A UNIQUE 
MINIMAL POINT AND NOT CREATE NEW LOCAL MINIMAL POINTS. 
To prove that the problem of deciding when an n-variable multilinear quadra-
tic polynomial f has a unique minimal point in {O,I}n is NP-hard, Pardalos and 
Someshin [PSU 881 consider f(x) = ~xtAx + btx, with integer coefficients. They 
prove that 
n 
F(x) = 2n f(x) + '" 2i-1xi \,~ 
i=l 
(1.2.1) 
has a unique minimal point in {O, 1} n which is also a minimal point of f. Then 
(1.2.2) 
has the same property. 
For a real-valued non constant function f defined on a finite set 5. Set 
fj = min{lf(x) - f(z)1 : x, z E 5, f(x) =1- f(z)} (1.2.3) 
Le. f j is the smallest positive difference between the values of jon 5. For example, 
if f has only integer values on 5, then f j is a positive integer. 
Definition 1. We shall say that a function u defined on a finite set 5 is a per-
turbator for the function f on S, if max {\ u(x) - u(y) \: x, y E S} < f j. 
Let us study sorne properties of the perturbation f + u of f : 
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Lemma 1.2.1. If u is an injective perturbator for f, then f + u is an injective 
function and hence f + u has a unique minimal point in S. 
Proof : Let f be a function on the finite set S, let u be a perturbator for f on 
S and let x, y E S. We shaH consider the pro of in two steps : (a) if f(x) =1- f(y), 
and (fJ) if f(x) = f(y): 
(a) If f(x) =1- f(y), we can suppose that f(x) < f(y). Then 
u(x) - u(y) ~ 1 u(x) - u(y) 1 < Cf ~ If(x) - f(y)1 = f(y) - f(x) 
showing that f(x) + u(x) < f(y) + u(y). 
((3) : Let x =1- y and f(x) = f(y). Since u isinjective, we can suppose that 
u(x) < u(y). 
Then f(x) + u(x) < f(y) + u(y). 
So for aIl distinct points x, y E S, f(x) + u(x) =1- f(y) + u(y). This provesthat 
f + u is injective and hence it has a unique minimal point. 0 
We obtain the foIlowing consequence: 
Corollary 1.2.1. If f is a real non constant function on {a, l}n, then 
n 
U(XI' ... , xn ) = c f 2-
n L 2i - IX i 
i=l 
(1.2.4) 
is an injective peTturbator for f on S = {a, l} n and hence f + u has a unique 
minimal point on {a, 1}n. 
Proof: It is weIl known that every k E {0,1,2, ... ,2n- l } has a unique binary 
representation as k = Xl + 2X2 + ... + 2n - 1 X n with Xl, ... , X n E {O, 1} n. Obviously, 
V(XI' ... , x n ) = Xl + 2X2 + ... + 2 n - 1x n is an injective map from {a, 1} n onto 
{0,1,2, ... ,2n-I}. Now, U(Xl,""Xn ) = cf2-nv(XI""'Xn ). Clearly, u is also injec-
tive and 1 u(x) -u(y) 1 ~ 1 u(x) -u(O, ... ,O) 1 < cf 2-n 2n = Cf' Thus, lL is an 
injective perturbator for f. By Lemma 1.2.1, f + u has a unique minimum on 
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Let S be a finite set of non negative integer points in lR.n and let Pl,P2, ... ,Pn, ... 
be the natural encreasing sequence of prime numbers. Consider a real 
(1.2.5) 
and let ln be the naturallogarithm function. Take E > ln(m) (for example we 
can take m = p~Xmax, where Xmax is the greatest possible coordinate value of the 
point!, in Sand E = nXmaxln(Pn) + 1). We have the following reslilt : 
Theorem 1.2.1. The function below is an injective perturbator for f : 
n 
U(XI, ... ,xn) = EjE-Iln(pfl ... p~n) = EjE- 1 LXiln(pi)' (1.2.6) 
i=l 
Proof : Let x = (Xl, ... , Xn) E S and y = (YI, ... , Yn) E S be two distinct points. 
Then 
Here, u(y) -u(x) = 0 exactly if pil-Xlp~2-X2 ",Phn- Xn = 1, leading to Yi -Xi = 0 for 
aIl i = 1, 2, ... , n (since the prime numbers are different) and this leads to Y = x. 
So, for X -1- y, u(x) -1- u(y) and hence u is injective. Now, for u(y) > u(x), we 
get \u(y) - u(x)\ = u(y) - u(x) :::; EjE-Iln(pil-Xlp~2-X2 ",Phn- Xn ) < EjE-Il(m) < 
E jE-1 E = E j proving that u is an injective perturbator for f. 0 
Theorem 1.2.2. Let u be any injective perturbator for a non constant function 
f on Sand M the set of all minimal points for f on S. 
(1) The u~ique minimal point of f + u on S is a minimal point of f on S. It is 
precisely the minimal point of u on M. 
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(2) For 5 = {O, 1 t, any 0 -1 l~cal minimal point for f 
point for f. 
is a 0 1 local minimal 
Proof : (1) M is the set of aH the S-minimal points of f. u is injective. Let 
w be the unique minimal point of u in M. For y E 5, we have u(w) 'lL(Y) ~ 
lu(w) - u(y)1 < Cf :; f(y) - f(w). So f(w) + u(w) '< f(y) + u(y). This shows 
that w is the unique minimal point of f + u on 5. 
(2) Let 5 = {O, 1} n and w E 5. Suppose that w is not a 0 1 local minimal point 
of f ; then there is a 0 - 1 point y E 5 different from w by only one coordinate 
and such that f(y) < f(w). So, u(y) - u(w) ~ lu(w) u(y)1 < :; f(w) f(y); 
th en f (y) + u(y) < f (w) + u( w) shows that w is not a 0 1 local minimal point 
for f + u. D 
The daim 2) can be extended to the set 5 r of aH vertices of a given polytope. 
1.3. 80ME PROPERTIES OF QUADRATIC OPTIMIZATION ON A CEN-
TRALLY SYMMETRIC SET. 
Many sets like disks, spheres, ellipses, rectangles and regular polytopes are 
centrally symmetric and are often considereci in optimization. We discuss some 
aspects of quadratic optimization on such sets. 
In this section, let 5 c Il{n be a nonvoid set with a symmetric center r which 
means that x E 5 => 2r - x E 5, where the operations are of the real vector space 
IRn . Thus, the self map x 1---7 Xl = 2r - x is an involution on 5 (i.e. (x')' x for 
aIl x E 5). In particular, Xl is a permutation of 5. Notice that r is the unique' 
invariant point of the map (if r E 5) because x' = 2r - x = x => r x. To simplify 
the notations, we set e = 2r. We shaIl assume that 5 is an n-dimensional set, Le. 
the convex hull Conv(5) of 5 is a n-dimentional set. We also assume that the set 
{f(x) : x E 5} of Il{ has a least element Co and set !v! = {x E 5: f(x) co}. 
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If f( x) = ~xt Ax + btx is a quadratic function, we consider 
f'(x) = f(x') = f(e - x). (1.3.1) 
We obtain the following : 
Theorem 1.3.1. Let f(x) = ~xtAx + btx be a quadratic function and p(x) 
f(x) - f'(x). Then: 
(1) p(x) = d!x - c, where dt = etA + 2bt and c = f(e); 
(2) p(r) = 0 ; 
(3) p(x) constant <=> p(x) = 0 for all xE IRn <=> etA = -2bt ; 
(4) If p is not constant, then the hyperplane P = {x E IRn : p( x) = O} separates 
S in two nonvoid subsets p_ = {x ES: p(x) ::; O} and p+ = {x ES: p(x) > O} ; 
andMCp_. 
Proof : (1) 1'(x)= f(e - x) = Het - xt)A(et - x) + bt(e - x). Using the fact 
that A is a symmetric matrix and xt Ae is symmetric 1 x 1 matrix, the expansion 
of l' (x) yields 
1'(x) = f(x') = ~xt Ax - et Ax + ~et Ae - btx + bte = ~xt Ax - (et Ax + btx) + f(e). 
" 
Therefore 
p(x) = f(x) - f(x') = (~xtAx + btx) - [~x<4x - (etAx + btx) + f(e)] 
= (etA + 2bt )x - f(e). 
(2) From r' = r, we obtain f(r) = 1'(r) i.e. p(r) = O. 
(3) It follows from 1) and 2). 
(4) Suppose that p(x) is not constant. It is clear from the definition that p+ 
and p_ are two disjoint set~ whose union is S. We shall now prove that p_ and 
p+ are nonvoid. Recall that S is a nonvoid n-dimensional set and the hyper-
plane P defined by p(x) = 0 is a convex n - 1 dimensional set. So, SeP is 
not possible, otherwise we have the contradiction Conv(S) C P by convexity. 
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80 there exists y E S sueh that p(y) -=1- O. But p(y') = f(y') - f( (y')') = 
f(y') - f(y) = -(p(y) - p(y')) = -p(y). Renee, y E p+ B yi E p_. Thus p_ 
and p+ are nonvoid. Finaly, suppose that x EMis a minimal point of f. Then, 
f(x) :S f'(x) B f(x) - f'(x) S; 0 B x E p_; so M C p_. 0 
Corollary 1.3.1. Let r = (0,0, ... ,0) be the symmetry center of the set S. Then : 
(1) Then p(x) = 2bt x; 
(2) btx :S 0 for ail x E M ; 
(3) If Mn P is finite then I(M n P) " {r} 1 is even. 
Proof : (1) and (2) follow from Theorem 1.3.1. 
(3) Let Mn P be finite and y E Mn P. Then f(y) - f(y') = p(y) = 0 and 
f(y) = f(y') is the minimal value of f on S. Rere, y = y' B Y = r and the 
elements of (M n P) " {r} come in pairs. 0 
Example 1.4 : 1) Let S = {0,1}2. Clearly S is centrally symmetrie with r = 
(~, ~ )t. Let 
(1.3.2) 
The minimal value of f on S is 0, and it is reaehed at (0,0) , (0,1) and (1,1). 
Next 
p( x) = (1, 1) ( 0 
-1 
(1.3.3) 
p(O,O) = p(l, 1) = O. Therefore (0,0), (1, 1) E Mn P and (0,1) E M" P. ' 
2) Consider the following function : 
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on the unit disk C c ]R2. The center of symmetry of C. is e = (0, O)t; p(x) = 
( Xl) . 2bt X2 = - 2XI - 4X2. See that f(XI, X2) = (xi - xd + (X§ - 2X2)' In ]R2, f 
has a unique critical point (where the gradient is zero) at (~, 1) outsideC, and 
thus, it takes its least value on C on the unit circle. Now, set Xl = sin(B) and 
X2 = cos(B) and remark that f(XI, X2) = g(cos(B), sin(B)) = 1 - cos(B) - 2sin(B) 
satisfies g'(B) = sin(B) - 2cos(B) and its critical points satisfy sin(B) = 2cos(B). 
Then cos2(B) + sin2(B) = 1 implies that 5cos2(B) = 1. So (]s, Js) and (1s, ~) 
are the two stationary points. Finally, g(]s, Js) = 1 - VS < 0 and g( (1s, ~) = 
1 + VS > O. Thus f(XI, X2) on Chas its unique minimal point at (]s, Js) 
and p( ]S, Js) = -:Ys < O. (Notice from the two eigenvalues in the symmetric 
associated matrix that f is strictly convex on C). 






and S = [-1,1]3 (f is not convex in this case, in fact l, 2, and -2 are the eigen-
values). The origin is the symmetry center and as above, the linear part 
-3XI +X2-2X3 = ~p(XI, X2, X3)' We can write f(XI, X2, X3) = (2X12x2 - 3XI + X2)+ 
(x~ - X3)' Given the shape of S, we can minimize the two components indepen-
dently : x~ - X3 has its minimum at X3 = ~ ; the function 
g(XI,X2) = (2X12x2 - 3XI + X2) is linear in Xl and X2; g(-I,y) = 3 - Y shows 
that 4 = g(-I,-I) > g(-I,I) = 2.Similarly, g(l,y) = -3+3y shows that 
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g(l, -1) = -6 < ° = g(I,I). Thus (-1,1) is the, unique minimum of 9 and 
(-1,1,1) is the unique point of minimum of f. We have p(l, -1, 1) = -6 < O. 
Minimizing f on the unit sphere may be less easy; but we know at least in which 
half of the sphere the minimal points are. 
We resume Corollary 1.3.1 for a 0 - 1 quadratic minimization as follow : 
Corollary 1.3.2. Let f(x) = ~xt Ax + btx be any quadratic function, S = {O, 1} n 
and let M denotes the set of the points of minimal value of f. Then : 
(1) p(x) = f(x) - f'(x) = dtx - c, where dt = (1,1, ... , I)A + 2bt and c 
f(l, 1, ... , 1). 
(2) p is constant {:} (1,1, ... , I)A = -2bt {:} p(x) = ° for all xE IRn. 
(3) Ifp(x) is not constant, thenp(~,~, ... ,~) = 0 and the hyperplane P = {x E IRn, p(x) = O} 
partitiones [0, Ir in two convex sets p+ and p_ su ch that M C p_ and lM n PI 
zs even. 
Many sets of IRn have r = (~, ~, ... , ~)t as their symmetry center. Sorne examples 
are: the polytopes [0, lt ,[-1, 2t ,[-1, 2]d x [0, lr-d for an integer 1 < d < n, 
the set of all vertices of each; any disk centered at r = (~, ~, ... , ~). Let f(x) = 
~xt Ax + btx where A is a symmetric matrix with a zero diago~al and F(x) 
f(x) + h(x), where h(x) = I:7=1 Ci (x; - Ci). We have 
(1.3.6) 
w here D is a diagonal ma trix wi th diagonal v = (c l, ... , cn ) t. We can observe the 
following : 
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Corollary 1.3.3. Let f and F be the polynomials defined in (1.3.6) and S c rn;n 
a set with the symmetry center r = (~,~, ... , ~)t. 
Then p(x) = f(x) - f'(x) = F(x) - F'(x). 
Proof : RecaIl that e = 2r = (1, ... , l)t. From Theorem 1.3.1 we have, on one 
hand, J(x) = ~xtAx+btx =} J(x) - J'(x) = (etA+2bt )x- J(e); and on the other, 
F(x) = lxtAx+lxtDx+(bt_lvt)x = lxtBx+ltx with B = A+D and l = b-1v 
2 2 2 2 2 ' 
implies F(x)--F'(x) = (etB+2lt)x-f(e) = (e tA+etD+2bt -vt )x-f(e). But 
et D = (1, ... , l)D = v. Hence F(x) - F'(x) = etA + 2bt)x - f(e) = f(x) - f'(x) = 
p(x).O 
Like {O, l}n, many finite sets of non negative integers.are centrally symmetric 
(for example, a set of the form VRin (1.0.2), where Ci, di for i = 1, ... , n are non 
negative integers, is centered at r = [~(Cl + dd, ~(C2 + d2 ), ... , ~(cn + dn)] ). We 
have the foIlowing observation on such sets: 
Corollary 1.3.4. Let S c rn;n be an n-dimensional finite set of non negative 
integers with symmetry center r such that r ~ S. Let ISI = k, g(x) = f(x) +u(x) 
be an injective perturbation for f, p(x) = g(x) - g(x'), P = {x E rn;n: p(x) = O}, 
. p_ = {x E rn;n : p(x) < O} and p+ = {x E rn;n : p(x) > O}. Then: 
(1) P n S = 0; 
(2) Ip+ n SI = Ip- n SI = ~ ; 
(3) at least half of the points of minima of f belof?g to p_ ; 
(4) the unique point of minimum of 9 belongs to p_. 
Proof : (1) 9 is injective on Sand r is the unique point satisfying x = x'. Sinee 
r ~ S, we have g(x) -1- g(x') i.e. g(x) - g(x') -1- 0 for aIl x E S. 
(2) p(x') = g(x') - g(x) = -(g(x) - g(x') = -p(x). By the same token, 
x E p_ <=> x' E p+ for aIl x E S, proving the daim. 
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(3) Suppose that a minimal point x of J on S belongs to p+ i,e. g(x) > g(XI). 
Then J(XI) 2: J(x), and J(x) + 'U,(x) = g(x) > g(XI) J(XI) + 'U,(XI). We obtain 
'U,(x) - 'U,(XI) > J(XI) - J(x) 2: O. This implies that J(XI) J(x) = 0; otherwise, 
1'U,(x) - 'U,(XI) 1 2: 'U,(x) - 'U,(XI) > J(XI) J(x) 2: Ef which is a contradiction with 
the definition of a perturbator. SO J(XI) = J(x) and g(x) =1= g(XI). Hence, from 
the proof of 2) exactly one of x and Xl belongs to p_. This proves the claim. 
(4) Let x be the unique minimal point of 9 on S. Then g(x) < g(XI) and p(x) < 0, 
o 
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Chapitre 2 
A CHARACTERIZATION OF MINIMAL 
POINTS OF A QUADRATIC 0 -1 FUNCTION 
, AUTEUR: Calvin Wuntcha 
RÉSUMÉ 
Soit f un polynôme multilinéaire à n variables et soit M l'ensemble de tous 
les points de minimum global de f sur {a, l}n. Déterminer M ou même un élé-
ment de M est un problème NP-dur bien connu en optimisation discrète. Nous 
construisons une famille L d'inégalités linéaires qui caractérisent M en ce sens 
que en {a, l} n = M où C est le polytope convexe créé par les hyperplans de ]Rn 
associé aux inégalités. Nous réduisons L de deux manières en un sous-ensemble 
ayant la même propriété que L. Nous montrons aussi que 1 !vI 1::; 3 x 2n - 2 pour 
tout polynôme quadratique sur {a, l} n. Nous terminons par quelques remarques 
et résultats expérimentaux sur les valeurs du point de minimum global de l'une 
des fonctions linéaires (la principale) qui caractérisent M. 
Mots-clés: Multilinéaire, NP-dur, polytope 
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ABSTRACT 
Let f(Xl, X2, ... , xn ) be a quadratic square-free real polynomial, let u be its 
minimal value on {a, Ir , and let M = {x E {a, Ir: f(x) = u}. Finding Mor 
even just one x EMis known as an NP-hard problem in discrete optimization. 
We construct a finite set L of linear inequalities defining a convex polytope C such 
that en {a, 1} n = M. In two ways, we reduce the initial set L to a subset with 
the same property. We also show that 1 M 1 ~ 3 x 2n - 2 for every ° - 1 quadratic 
function f. 
INTRODUCTION 
An n-ary pseudo-boolean function is a map f from {a, 1 r into the reals. It is 
weIl known that f can be represented by a real square-free polynomial. Denote by 
u = min(J) the least value of f on {a, l}n and set M = {x E {a, l}n : f(x) = u}. 
GeneraIly, the following tasks are known to be difficult : (i) finding u; (ii) finding 





(where aij, bi , 1 ~ i,j ~ n, and c are reals, at least one aij =1= 0, and 
x = (Xl, X2, ... , xn ) E {a, 1 r is the vector of variables) is the first non trivial case. 
Nevertheless, (i), (ii) and (iii) for a quadratic pseudo-boolean function.(qpbf) are 
known to be NP-hard. With the help of many additional variables (see [Ro 75]), 
the above problems for a square free polynomial of degree greater than 2 can 
be reduèed to the quadratic case. It is known (see [BH 02] and [Ro 72]) that 
optimizing (2.0.1) on the set {a, Ir of 0-1 vectors can equivalently be done 
by optimi~ing the corresponding polynomial in the unit hypercube [O,lt. For 
evident optimization reasons, one may discard the constant c in the polynomial. 
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For any i, j E N = {1, 2, ... n} and for Xi, Xj E {O, 1}, the foUowing inequali-
ties are known and evident : 
(2.0.2) 
For any l ç N define a self map of [0, l]n by X ~ xl, by setting x{ = 1 - Xi if 
i Eland x{ = Xi otherwise. Clearly, xl is an involution on the unit hypercube. 
When l = N, xl = x' = (1 - Xl, 1 - X2, ... , 1 - xn ) is the complement of x, and 
e = (~,~, ... ,~) is the unique fixed point of the map x -> x'. 
In this spécial case where l = N, we remark that the quadratic parts of f(x') 
and f(x) are identical and hence, the function p(x) = f(x) - f(x') is linear. It is 
obvious that if x* is any 0-1 minimal point of f, then p(x*) = f(x*)- f((x*)') ~ 0 
. So, when p is not constant, p(x) = 0 defines a hyperplane in IRn such that aU the 
minimal points of f are "under" it in the sense that they are aU in the half-space 
defined by p( x) ~ O. In addition, this hyperplane meets the hypercube; in fact, 
e = (~,~, ... ,~) = e', and so p(e) = f(e) - f(e') = 0 which means that p passes 
through the center of [0, l]n. 
In what foUows, we characterize the set !VI of minimal points for a given qpbf 
f. We use the inequalities (2.0.2) to construct a set of inequalities similar to 
p( x) ~ 0 and such that the set M is exactly the set of 0 - 1 vectors satisfying aU 
the inequalities. 
2.l. A SET OF LINEAR FUNCTIONS AND ITS PROPERTIES 
We consider the qpbf f as defined in (2.0.1). For a given l ç N = {1, 2, .. , n}, 
define a new qpbf fI by setting fI(x) = f(x) - f(x I ), with xl defined in the 
introduction. Evidently, f(x I ) is a quadratic polynomial obtained by replacing Xi 
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in f (x) by I - Xi for aU i Eland so, JI is a difference of two quadratic functions. 
Example 2.1 : Let n = 3 and 
f(x) = 3X1X2 - 4X1X3 + 3X2X3 + Xl - 2X2 + 3X3; 
For 1= {l, 2}, 
f(x I ) = 3(1 - xl)(l - X2) - 4(1 - Xl)X3 + 3(1 - X2)X3 + (1 - xd - 2(1 - X2) + 3X3 
= 3X1X2 - 3Xl - 3X2 + 3 + 4X1X3 - 4X3 - 3X2X3 + 3X3 + I - Xl - 2 + 2X2 + 3X3 
= 3X1X2 + 4X1X3 - 3X2X3 - 4Xl - X2 + 2X3 + 2. 
Now, 
fI(X) = f(x) - f(x I) = -8X1X3 + 6X2X3 + 5Xl - X2 + X3 + 2; 
For 1= N = {l, 2, 3}, we have 
f(x N) = f(x') 
= 3(I-xl)(1-X2) -4(I-xd(l-x3)+3(I-x2)(I-x3) -2(I-x2)+ 1-Xl +3(I-x3) 
= 3X1X2 - 3Xl - 3X2 - 4X1X3 + 4Xl + 4X3 + 3X2X3 - 3X2 - 3X3 - Xl + 2X2 - 3X3 + 4 
= 3X1X2 - 4X1X3 + 3X2X3 - 4X2 - 2X3 + 4 
So, fN(x) = p(x) = f(x) - f(x') = Xl + 2X2 + 5X3 - 4. 
For any qpbf f with the corresponding set N, and for any l ç N, we have: 
Lemma 2.1.1. JI (x*) :::; 0 for al! 0 - I global minimal point x* of f. 
Proof : If x* is a global minimal point of i, then f(x*) - f(y) :::; 0 for aU 0 - I 
vectors y. Since (X*)I is a 0 - I vector, it foUows that 




fI (x) = L dijXiXj + L hixi + k (2.1.1) 
i<j i=l 
where the coefficients dij , hi (1 ~ i,j ~ n) and k are reals. Using (2.0.2), construct 
a linear (or constant) minorant of F as follows : 
If dij > 0, replace dijxixj in fI (x) either by 0 or by dij(XI + X2 - 1). 
If dij < 0, replace the term dijxixj in fI (x) either by Xj or by Xi. 
The linear part of fI (x) is left unchanged. 
Clearly, the function l 50 obtained from fI (x) is linear (or constant) and satisfies 
l (x) ~ f I (x) for aIl x E {O, 1 } n . 
Example 2.2 : Consider f as in Example 1.1, and set 1 = {1, 2}. Then 
F(x) = -8XIX3 + 6X2X3 + 5XI - X2 + X3 + 2. 
We construct the following linear minorants of f I (x) : 
1) We let vanish X2X3 and substitute XIX3 by X3. Then 
F(x) = -8X3 + 5XI - X2 + X3 + 2 = 5XI - X2 -7X3 + 2. 
2) We let vanish X2X3 and substitute XIX3 by Xl' Then 
fI(x) = -8XI +5Xl X2+X3+2= -3XI-X2+X3+2. 
3) We can substitute X2X3 by X2 + X3 1 and substitute XIX3 by Xl. Then 
fI (x) = -8XI + 6(X2 + X3 - 1) + 5Xl - X2 + X3 + 2 -3Xl + 5X2 + 7X3 - 4. 
4) We can substitute X2X3 by X2 + X3 1 ànd substitute XIX3 by X3. Then 
fI (x) -8X3 + 6(X2 + X3 - 1) + 5Xl X2 + X3 + 2 = 5Xl + 5X2 - 7X3 - 4. 
The following result is evident. 
Lemma 2.1.2. Let f be an n-variable qpbj, 1 ç N = {l, 2, .. , n} and let x* be a 
o 1 minimal point of f. If l is a linear minorant of F (constructed above)! then 
l(x*) ~ o. 
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Remark 4. We are not interested in constant minorants, though they may effec-
tively exist as we shall see in the example below. 
We denote by il the set of aU linear (non constant) m'inomnts of fI. Clearly 
1 l [ 1::; 2q where q is the number of quadmi'ic terms in. (2.1.1). Denote by L the 
union of aU the il, with l ç N = {1,2, ... ,n}. Then obviously, 1 L 1::; 2q+n . 
Before studying sorne properties of L, we must explain why we may a.'3sume 
L non empty (since we have rejected aIl the constant minorants). The following 
result is helpful : 
. Lemma 2.1.3. IJp(x) = f(x) - J(XI) is constant with value c, then 
(1) c 0, 
(2) is a 0 - 1 minimal point of f if and only if (x*)' is a minimal point of f· 
Proof: Let p(x) = f(x) - f(x' ) = c be a constant function. Then : 
(1) 0 p( ~, ~, ... , ~) as we saw in the introduction, and hence c O. 
(2) In particular, p(x) is constant implies that p(x*) f(x*) f((X*)') O. 0 
80 when p(x) is constant, an immediate consequence is that for any fixed i EN; 
there exists a 0 1 minimal point x satisfying Xi 0 and there exists a 0 1 
minimal point y satisfying Yi = 1. 
Example 2.3 : Let f(x) = 2XIX2 - 4XIX3 + 2X2X3 + Xl 2X2 + x3. 
Then J(XI) 2(1 - Xl)(1 - X2) - 4(1 - xI)(1 - X3) + 2(1 x2)(1 X3) + (1 -
Xl) - 2(1- X2) + (1- X3) = 2XIX2 - 4XIX3 + 2X2X3 + Xl 2X2 + x3= J(x). Then 
p(x) J(x) - J(XI) = 0, for an x. 
By simple calculations, we have f(O, 0, 0) = 0, f(l, 0, 0) 1, J(O, 1,0) 
J(O, 0,1) = 1, f(1, 1,0) = 1, f(l, 0,1) = -2, J(O, 1, 1) = 1, f(I, 1, 1) O. 
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It is clear that the two minimal points of f are (0,1,0) and (1,0,1) = (0,1,0)'. 
Remark 5. In the case of p(x) = f(x) - f(X') being the constant 0, we can fix 
Xi = ° for some i E N and minimize f(Xl, .. ,Xi-l,O,Xi, ... ,xn). This process can 
be repeated until p( x) is non constant or the last qpbf f is linear. In any of these 
cases, fin ding the set of ° - 1 minimal points of the last function leads easily to 
the set of ° - 1 minzmal points of the initial function. This allows us to assume 
that the qpbf f (which may be obtained from the initial one by the above proeess) 
is such that p( x) = f (x) - f (x') is not constant. In that way the set L is always 
not empty sinee p is by construction the single element in lN ç L 
We can now study sorne properties of L. We start by the following separation 
result. 
Theorem 2.1.1. (Separation) Let y and z be two 0-1 vectors such that f(y) > 
f(z). ·Then, there exists l E L such that l(y) > 0 and l(z) < O. 
Proof : Consider l = {i EN: Yi =1- Zi} and observe that yI = z and ZI = y. 
Consider the resulting 
n 
fI(X) = L dijXiXj + L hixi + k. (2.1.2) 
l'Si<j'Sn i=l 
Leaving the linear part unchanged, we linearize fI (x) as follows : 
(i) For dij > 0 : if Yi = Yj = 1, replace XiXj in fI (x) by Xi + Xj -1, else replace it 
by O. Notice that dijYiYj = (Yi + Yj - l)dij = dij in the first case, and dijYiYj = ° 
in the second one. 
(ii) For dij < 0 : if Yi = 0 < Yj = 1, replace XiXj in fI (x) by Xi· If Yi = Yj, 
replace XiXj in fI (x) either by Xi or by Xj. Notice that dijYiYj = ° = dijYi if 
Yi = 0 < Yj = 1 and dijYiYj = dijYi = dijYj if Yi = Yj· 
We denote the resulting linear function by lYz. Observe that lYZ(y) = fI(y). 
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On one hand, 
" 
lYZ(y) fI (y) = f(y) - f(yI) = f(y) - f(z) > 0 
sinee f (y) > f (z). On the the other hand, lYZ is a linear minorant of f I , and so 
lYZ(z) ::; F (z) = f(z) - f(zI) = f(z) - f(y) < 0 sinee f(y) > f(z). 0 
Definition: vVe say that : 
1) linear funetion lYz separates y and z if lYz (y) > 0 > lYz (z). 
2) A set K of linear inequalities is complete for f if for every x E {O, I} n, 
k( x) ::; 0 for aU k E K {::=::;> x is a minimal point of f. 
Corollary 2.1.1. Let y be a 0 - 1 vector such that f(y) > min(J) u, then 
l(y) > 0 for sorne l E L. 
Proof : It follows from Theorem 2.1.1 for z a minimal point of f. 0 
Theorem 2.1.2. (Completeness) The set L is complete for f. 
Proof : Let x be a minimal point of f and let l E L. Then l is a minorant of 
F for some 1 ç N = {1, 2, .. ,n}. From Lemma 2.1.1 , l(x) ::; fI(X) ::; O. 80 
, 
l(x) ::; 0 for all l E L. By eontraposition, if x is not a minimal point of f, then 
from Corollary 2.1.1 there exists l E L, sueh that l(x) > O. 0 
Clearly, Theorem 2.1.2 states that the 0 - 1 minimal points of f are exaetly the 
o 1 vectors in the eonvex polytope {x E Rn: l(x) ::; 0 \f lE L} n [0, Ir., 
2.2. FIRST REDUCTION OF THE SET L 
Consider f(x) as defined in (2.0.1) and F(x) as in (2.1.1). For eaeh of them, 
the number of quadratie terms is bounded by ~(n2 - n). 
For a given 1 ç N = {1, 2, .. , n}, any l E il is obtained by ehoosing one of the 
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two possible minorizations for each quadratic term in fI (x). And so Ih 1 is at 
most 2!(n2 -n). Since there are 2n of N, it follows that 1 L 1 is bounded 
by 2~(n2+n). We shaH construct a complete subset of L, of cardinality at most 
3 x 2n-2. Recall that the linear function p( x) f (x) - f (x') EL. The following 
lemma is needed : 
Lemma 2.2.1. A hyperplane in a n-dimensional space, contains at most 2n - 1 
vertices of the unit hypercube. 
Proof : By induction on n . For n ~ 2, the result is obvious sinee a straight line 
encounters at most two vertices of a square. 
Suppose that the statement holds for sorne k ~ 2. In a (k + 1 )-dimensional space, 
consider a hyperplane t defined by t( x) = tiXi + e 0, and consider the 
two hyperplanes of the k-dimensional space defined by 
2:~=1 tixi + e = 0 , 2:~=1 tiXi + tk+l + e 0 
(obtained by fixing Xk+1 = 0 and Xk+l = l, respectively). By the induction hypo-
thesis, eaeh eontains at most 2k - 1 vertices of {O, l}k, and so t contains at most 
2 x 2k-1 2k vertiees of {O, 1}k+1. [l 
Lemma 2.2.2. Letp_ denote the set of 0 -1 vectorsx withp(x) f(x) f(x') < 
0, Po the set of 0 1 vectors with p(x) = f(x) - f(x') = 0, and p+ the set of 0-1 
vectors with p(x) f(x) f(x') > 0 . Then 1 p- U Po 1 ::; 3 x 
Proof : Notice that x i= x' for any 0 - 1 vector x, and 
p(x) f(x) f(:1:') < 0 ~ p(x') = f(x') - f(x) > O. (2.2.1) 
39 
So x E P_ Ç:=::} x' E P+ which implies that 1 P+ 1=1 P- 1. It is also evident that 
x E Po Ç:=::} x' E Po. Recall that P_ , Po , P+ form a partition of {a, 1} n and hence 
1 P+ 1 + 1 P- 1 + 1 Po 1= 2n . Then, 21 P- 1= 2n _ 1 Po 1. Now, 
1 P- U Po 1 = 1 P- 1 + 1 Po 1 = ~ x (2n- 1 Po 1)+ 1 Po 1 = (2n-l) + ~x 1 Po 1· 
So by Lemma 2.2.1, 
1 P- Upo 1 = (2n-l) + ~x 1 Po 1 :s: (2n-l) + ~ x 2n - 1 = 3 x 2n - 2 . 0 
Set m =1 M 1 and consider a fixed x* E M. Knowing that aIl 0 - 1 minimal 
points of f are in p_ U Po , and using the separation presented in Theorem 2.1.1 
and Corollary 2.1.1, we shall consider the following set 
Lx. = {p} U {lYx· : y E p_ Upo, f(y) > u}. 
Theorem 2.2.1. Let x* E M, and f a qpbf then, 
(1) (1) The Set Lx· is complete for f. 
(2) (2) 1 Lx. 1 :s: 3 x 2n - m + 1. 
Proof : 
(2.2.2) 
(1) As Lx· ç L, from Lemma 2.1.2 , if x is a 0 -1 global minimal point of f, then 
l (x) :s: a for aIl l E Lx. ç L and aIl x E M. Conversely, consider a a - 1 vector 
x such that l (x) :s: a for aIl l E Lx.. Then clearly, p E Lx., i. e. x E p_ U Po and 
f(x) > u. It follows that lXx· E Lx. by construction and lXx·(x) > a by Corollary 
2.1.1, contradicting lXx·(x) :s: a. Thus f(x) = u and x E M . 
(2) By construction, Lx. consists of p and aIl lYx·, y E (p_ U Po) "'- NI . Now, the 
result follows from Lemma 2.2.2. 0 
Clearly, Lx. depends on a 0 - 1 minimal point x* and 1 Lx. 1 can be· exponential. 
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In what follows, we examine another subset of Land give a bound on the number 
of optimal points. 
2.3. A SECOND REDUCTION OF THE SET L AND A BOUND ON THE 
NUMBER OF 0 - 1 MINIMUM POINTS 
Recall that we consider a qpbf is considered with the property that p(x) is not 
constant. The set M stands for the set of its points. Using the separation tool, 
we build up an other complete subset of L inductively as follows : 
Set Lo = {p}. Suppose we have constructed Li for sorne i 2 o. Set 
Fi = {x E {O, 1 } n : l (x) :S 0 \:j l E Li} . (2.3.1) 
If there are x, y E Fi with f(y) > f(x), set LHI = Li U {lYX}, and notice from 
the separation theorem that FHI ~ Fi (since y E Fi " Fi+l ). When f is finally 
constant on Fi for sorne i 2 0, the following is true : 
Theorem 2.3.1. If f is constant on Fia then, 
(1) Fia = M (the set of minimal points of f ) and Li is complete. 
(2) 1 Lia 1 = 1 (p- U PO) " M 1 :S 3 X 2n-2 - m + 1. 
Proof: 
(1) Recall that 
Fia = {x E {O, 1 } n : l (x) :S 0 \:j l ELia} , Lia ç L 
and M is the set of minimal points of f. Theorem 2.1.2 implies that M ç Fia. 
and so , 
U is constant on Fia) {::::::::} Fia = NI and this also means that Lia is complete. 
(2) From Lo = {p}, it is clear that only the 0 -1 vectors of p_ Upo are involved 
in the construction of Li for any i 2 o. Since f(y) > u for any y E (p- U Po) ~ M, 
there is a unique x E p_ U Po such that lYX was included in the construction of 
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Li+l' separating y from the feasible region. Since the pro cess stops when f is 
constant on Fi = M, the result follows. 0 
Next, we examine a bound on the cardinality of 1\1. 
Theorem 2.3.2. For any non constant qpbf f in n variables the number of 0 1 
points of minimum is at most 3 x 2n - 2 • 
Proof: 
If p( x) is not constant then the set M of 0 1 points of minimum satisfies 
A1 ç p_ U Po, and thus 1 !vII::; 3 x 2n - 2 by Lemma 2.2.2. 
Let p( x) be constant. Then p( x) = p( x') for any 0 1 point x, in particular for a 
point of minimum y and 
y E {O,l}n, y E {x: Xl =O} {::}y/ E {x: xII}. 
80 the set of minimal points with Xl = 0 and the set of minimal points with 
Xl = 1 have the same cardinality. Then 1 !vIII {x E M: Xl O} 1. Hence 
we can fix Xl = 0 in f(x) and obtain the non constant function fI(x) of at most 
n 1 variables, having the property that 1 M 2 1 1\11 1; where !vIl is the 
set of minimal points of fI (x). If fI (x) is quadratic and the associated Pl (x) is 
also constant, then we continue the fixations by fixing to zero the variable of 
least index in fI (x). At this second step, we obtain for similar reasons, a non 
constant function h(x) of at most n - 2 variables, having the property that 
1 Ml 2 1 !vI2, j, i.e. 1 !vI 1= 22 1 j1;[2 1, where !vI2 is the set of minimal points 
of h(x). If the property also holds for p2(X) the fixation pro cess can continue. 
In general, 11\11 1= 2k 11\Ih 1 where 1'vfk is the set of minimal points of fk(X) for 
any k :?:: 1. But that process will always stop for sorne k ::; n - 1, either because 
fk(x) is linear or because Jk(x) is quadratic with Pk(X) not constant. Recall that 
fk(X) cannot be constant, otherwise, f would be constant. Now, when the pro cess 
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stops, the n - k variable function fk(x) is linear, and hence from Lemma 2.2.1, 
the equation fk(x) = m (minimal value) has at most 2n-k-l solutions, and hence 
1 M 1= 2k 1 M k 1 ::; 2k2n-k-l = 2n - 1 ::; 3 x 2n-2. 
If fk(X) is quadratic with Pk(X) not constant, then from Lemma 2.2.2, we have 
1 Mk 1::; 3 x 2n- k- 2, and hence 1 M 1::; 2k3 x 2n-k-2 = 3 x 2n- 2. 0 
2.4. CONCLUDING REMARKS ON THE MAIN LINEAR FUNCTION 
Let f(x) = ~'xtAx + atx. From Chapter 1 ( Theorem 1.3.1 ) we know that : 
i) the linear function p(x) = f(x) - f(x') = (Ae + 2a)tx - f(e) = btx + c where 
e = (1,1, ... , l)t, x' = e - x, b = Ae + a, c = - f(e). So p(x) is easily constructed 
from f; ii) the hyperplane P defined by p( x) = 0 passes through (~, ... , ~) and 
there exist 0 - 1 vectors y and w such that p(y) > 0 and p(w) < o. So the point 
of minimum for p(x) on the hypercube satisfies p(x) < O. A minimal point 5 of 
p( x) on the unit hypercube is a 0 - 1 vector where the difference between f (x) 
1 
and f(x') is the largest. Now 5 satisfies p(x) < 0 means that geometrically 5 is 
in the same half of the hypercube as all the points of global minimum of f. Such 
a point 5 is obtained by setting 5i = 1 if bi < 0 and 5i = 0 if not. The following 
experiments in Tab 2.1 show that the value f(5) of is often small (in absolute 
value, f(5) is averagely 70 percent of th~ best known value), and this fact makes 
5 a potential good starting point for sorne minimization heuristics. In Tab 2.1, 
" 
the values are given in their absolute values (we can talk of maximal values) and 
the best known values that we refer to are given by Boros et al. in [BHT 07]. We 
indicate the percentage of f(5) to the best value for each problem. The 50 test 
problems are from Beasley (a benchmark available at the OR-Library website, 10 
problemes for each n, n = 50, n = 100, n = 250, n = 500, n = 1000). 
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n Problem Best % n Problem Best % 
Instance know f(*x) f(Sp) Instance know f(*x) f(Sp) 
50 bae50-1 2,098 1011 48.18 500 bae500-1 116,586 77676 66.62 
50 bae50-2 3,702 2570 69.42 500 bae500-2 128,339 90486 70.50 
50 bae50-3 4,626 3442 74.40 500 bae500-3 130,812 93129 71.19 
50 bae50-4 3,544 2817 79.48 500 bae500-4 130,097 93592 71.94 
50 bae50-5 4,012 3244 80.85 500 bae500-5 125,487 86715 69.10 
50 bae50-6 3,693 3284 88.92 500 bae500-6 121,772 90097 73.98 
50 bae50-7 4,520 3586 79.33 500 bae500-7 122,201 81303 66.53 
50 bae50-8 4,216 3578 84.86 500 bae500-8 123,559 87162 70.54 
50 bae50-9 3,780 3018 79.84 500 bae500-9 120,798 80279 66.46 
50 bae50-10 3,507 3057 87.16 500 bae500-10 130,619 88833 68.00 
100 bae100-1 7,970 3537 44.37 1000 bae1000-1 371,438 268700 72.34 
100 bae100-2 11,036 8750 79.28 1000 bae1000-2 354,932 238799 67.28 
100 bae100-3 12,723 9642 75.78 1000 bae1000-3 371,236 254175 68.46 
100 bae100-4 10,368 7083 68.31 1000 bae1000-4 370,675 260370 70.24 
100 bae100-5 9,083 5684 62.57 1000 bae1000-5 352,760 256018 72.57 
100 bae100-6 10,210 6625 64.88 1000 bae1000-6 359,629 247009 68.68 
100 bae100-7 10,125 6697 66.14 1000 bae1000-7 371,193 272771 73.48 
100 bae100-8 11,435 8377 73.25 1000 bae1000-8 351,994 244346 69.41 
100 bae100-9 11,455 8139 71.05 1000 bae1000-9 349,337 247589 70.87 
100 bae100-10 12,565 9834 78.26 1000 bae1000-1O 351,415 257314 73.22 
250 bae250-1 45,607' 29879 65.51 
250 bae250-2 44,810 31680 70.69 
250 bae250-3 49,037 40125 81.82 
250 bae250-4 41,274 29205 70.75 
250 bae250:5 47,961 33089 68.99 
250 bae250-6 41,014 26212 63.90 
250 bae250-7 46,757 33794 72.27 
250 bae250-8 35,726 19557 54.74 
250 bae250-9 48,916 37309 76.27 
250 bae250-10 40,442 26001 64.29 
TAB. 2.1. The values of Sp' 
Chapitre 3 
MATRICIAL PROPERTIES OF CHANGING 
THE ORIGIN AND A HEURISTIC FOR 
QUADRATIC 0 - 1 MINIMIZATION 
. AUTEURS: Calvin Wuntcha, Ivo G. Rosenberg 
RÉSUMÉ ET CONTRIBUTIONS 
Plusieurs branches de la recherche opérationnelle et des disciplines connexes 
mènent à l'optimisation des fonctions quadratiques multilinéaires sur {a,l}n. 
C'est un problème NP-dur bien connu et plusieurs heuristiques ont été developées 
pour trouver des solutions approximatives. Par un changement de certaines va-
riables on peut changer un sommet donné de l'hypercube en nouvel origine tout 
en conservant l'hypercube, et on peut en tirer des informations pour l'optimisa-
tion. Nous étudions les effets et les propriétés matricielles de ces changements 
d'origine, et nous utilisons certaines de ces propriétés dans une heuristique que 
nous proposons pour la minimisation quadratique en variables a - 1. Quelques 
résultats expérimentaux sont présentés. 
Mots clés: Polynôme multilinéaire, problème NP-dur 
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CONTRIBUTIONS: L'idée œexploiter ce changement de variable (bien connu) 
comme changement d'origine est de Ivo Rosenberg qui avait observé le resultat 
(c) du Théorème 3.1.1, et c'est aussi lui qui avait établi la première preuve du 
Théoreme 4.3.1 (i). Il a aussi reformulé et amélioré la présentation dé ce travail. 
ABSTRACT 
Many branches of operations research and related fields lead to the problem 
of minimizing multilinear quadratic functions of n variables on the set of the 
0- 1 vectors in ]Rn or, equivalently, on the whole unit hypercube. This problem 
is weIl known to be NP-hard, and many local search methods have been studied 
to address the problem. By changing sorne variables, we transform a given 0 1 
point into the new origin of the unit hypercube to gain information on the mi-
nimization of the function. We study matricial properties of this change of the 
origin on a given function and use it in a local sem'ch heuristic for quadratic 0 1 
minimization.' Sorne experimental results are presented, 
Key words : Multilinear function, NP-hard problem, 
INTRODUCTION 
Let f be a real quadratic polynomial of n variables and x 
{D, l}n a vector of variables. The problem of finding Co = min {f(x), x E {D,I}n} 
and x* E {D, l}n with f(x*) = Co is NP-hard. Sinee c2 = c for aIl c E {D, 1}, we 
can assume that f is square free (multilinear), i.e., f is a linear combination of 
the monomials ;J;iXj, Xi, and the constant 1 with (1 ::; i,j ::; n). Thus f can be 
written in the form 
n 





where aij is the (i, j) - th entry of the real symmetric matrix A = [aij] of order 
n with nuIl diagonal, bi is the i - th entry of the vector b E ~n, and c is a real 
constant. For optimization, we can discard c and consider f (x) = ~xt Ax + btx. Let 
x = (XI, ... ,XnY E {O,I}n and y = (YI, ... ,Yn)t E {O,I}n. The Hamming distance 




i.e., the number of different coordinates between x and y. As usual, x, y E {a, l}n 
are neighbors if H(x, y) = 1. For k ~ 1, the k - ball centered at y is Bk(Y) = 
{x E {a, l}n : H(x, y) ::;; k}. A 0-1 point y is a point of local minimum for f 
if f(y) ::;; f(x) for aIl neighbors x of y, and a point of global minimum for f if 
f(y) ::;; f(x) for aIl xE {a, l}n. For cE {a, 1} ,set c' = l-c (the negation of c) and 
consider the foIlowing maps : for x = (Xl, ... , xn)t, set x' = (1- Xl, ... , 1- xn)t ; for 
a given integer mE {1, 2, ... , n} set xm = (1- Xl, 1- X2, ... , 1- xm, Xm+l, ... , xn)t; 
, for a given ° - 1 vector s, <pB(X) = xB is defined by : xf = 1 - Xi if Si = 1 
and xf = Xi if Si = O. Clearly, <pB preserves the unit hypercube and its vertices 
i.e., for aIl X E {O,I}n we have that <pB(X) E {O,I}n and for aIl x E [0, Ir, 
also <pB(X) E [0, Ir. It is also clear that <pB changes S into the new origin of the 
hypercube, i.e. <pB(S) = 0 = (0, ... , O)t. Notice that <po is the identity map and 
0' = e = (1, ... , 1), <pe(x) = x' for aIl xE {a, l}n. In the first section, we study the 
effects and matricial properties of <pB on f(x). In the second section, we say that 
a 0-1 point y is k - resistant (shortly y is k - r) if: 
1) f(y) ::;; 0; 
2) f(y) ::;; 1(z) for aIl z E Bk(Y) and aIl z E Bk(Y') ; 
3) f(y) ::;; f(z) for aIl z E Bk(ym) and aIl z E Bk((y,)m), for aIl m = 1,2, ... , n. 
Notice from the condition 2) that for k ~ 2, any k - '(" point y is a point of local 
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minimum for f but the converse is not true in general; however, it is clear that 
a point of global minimum is k - r for aH k = 1,2, ... n. We can also remark that 
if y is k-R then y is (k - 1) - r for all k = 2,3, ... , n. It is reported in [PJ 92J 
that finding a point of local minimum for a given f is relatively simple. Then, 
an attempt to get closer to the global minimal value, is to find a local minimal 
point y and require it to be a k - r point, having a method of switching to a 
point z with f(z) < f(y) if Y fails to be a k r point. But, knowing that the 
global minimization of (3.0.1) is NP-hard, exploring the k r points for a given 
f becomes difficult as k grows from 1 to n. The first non trivial cases of finding a 
k r point for k = 1 and k = 2 are our main preoccupation in second section. 
We propose an algorithm based on the change of origin to find the 1 rand 2 - r 
points. In the third section we present sorne preliminary experimental results of 
our algorithms finding 1 - rand 2 - r points. 
3.1. AND MATRICIAL PROPERTIES OF ORIGIN CHANGE. 
For an integer vector W = (Wl,"" wn)t, denote by w : 2 the vector z = 
(Zl, ... , zn)! where Zi = 1 if Wi is odd and Zi = 0 if Wi is even. 1 be the 
n x n identity matrix and let fB be the n x n diagonal matrix by : I~ 1 
if Si 0, and 1 if Si = 1 for aIl i = 1,2, ... , n. The results of the following 
lemma are evident : 
Lemma 3.1.1. For any s,z E {O, Ir, 
i) (fB)-l P (fS)t. 
ii) pp 
iii) p' 
iv) fB 'is an orthogonal matrix. 
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As usual, the composition ho 9 of two self maps h and 9 of {a, l}n is defined 
by setting (h 0 g)(x) = h(g(x)) for aIl x E {a, l}n. 
Lemma 3.1.2. Lets,z,sl,s2, ... ,sk bepoints of{a,l}n. Then 
(a) 'PS(x) = S + JSx = (x + s) : 2 for all x E {a, l}n. 
(b) (pS is an involution of {a, l}n. 
(c) i) 'PS(z) = 'PZ(s) and ii) 'Ps 0 'Pz = 'Pz 0 'Ps 
(e) H(x, y) = k {:} H('PS(x), 'PS(y)) = k for all k = 1,2, ... , n and hence 'Ps 
preserves the "neighbors" relation. 
Proof: (a) For x, s E {O, l}n, recaIl that 'PS(x) = X S with xf = 1 - Xi if Si = 1 
and xf = Xi if Si = a. On one hand, we remark that xf = ·0 {:} Xi = Si and 
xi = 1 {:} Xi -=1=- Si for aIl i = 1,2, ... ,n. Let (s+x): 2 = z. Then we also 
have Zi = a {:} Xi = Si and Zi = 1 {:} Xi -=1=- Si for all i = 1,2, ... , n and hence 
'PS(x) = (x + s) : 2. On the other hand, wè remark from its definition that 
fSx = y where Yi = -Xi if Si = 1 and Yi = Xi if Si = a and hence X S = X + fSx. 
(b) It is clear from its definition that 'Ps(x) E {O, l}n for all X E {a,l}n. Now, 
'Ps 0 'Ps (x) = (il (s + fS x) = s + fS (s + fS x) = s + fS s + fS fS x = 'Ps (s) + x 
th en 'Ps 0 'PS(x) = (0, ... , O)t + X = x. 
(c) i) We have 'PS(z) = (s + z) : 2 = (z + s) : 2 = 'PZ(s), 
ii) 'PS('PZ(x)) = 'PS(z + Px) = s + fS(z + JZx) = s + fSz + fS Px = 'PS(z) + JS Px. 
From i) and by the commutativity of fS and P, we have 
'PS(z) + fS Px = 'PZ(s) + P fSx = z + P s + P JSx = z + P(s + fSx) = 'PZ('PS(x)). 
(d) From elementary arithmetic 
[x+ (y+z): 2]: 2 = (x+y+z): 2 = [(y+x): 2+ z]: 2. 
And so, 
OtpS2(X) = tp81 ((S2 + x) : 2) = [S1 + (S2 + x) : 2] : 2 [(S2 + Si) : 2 + xl: 2 
tp(Sl +S2):2 (x). 
The remainder follows by an easy induction. 
(e) Remark thatfor aU 0 - 1 vectors x and y, 
H (x, y) = k {::} (x and y differ exactly in k coordinates). 
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For a given 0 1 vector S, the nonequal coordinates between s + x and s + y and 
between (s + y) : 2 and (s + x) : 2 are exactly the same as between x and y. Rence 
by (a) H(x, y) = k {::} H(tpS(x), tpS(y)) = k. From the particular case k = 1, it is 
clear that tps conserves neighbors. 0 
As usual, a real matrix or a real vector is nonnegative if aU its entries are nonne-
gative. Let f(x) be as given in (3.0.2), and for s E {O, l}n, set r(x) f(tpS(x)). 
Recall that e = (1, ... , l)t and notice that for any 0 - 1 vector s, we have that 
s + s' = e. We have the following properties : 
Theorem 3.1.1. For any 0 - 1 vector s, 




AS and hence r(x) - r'(x) = ~x + c where d = P(Ae + 2b) and 
f(s) - f(s'). 
(c) s is a point of local minimum for f if and only if bS is non negative. 
(d) if bS = 0, then s is a global minimal point of f if and only if AB is non 
negative. 
(e) i) tpB conserves the points of global minimum and ii) tpB conserves the 
points of local minimum. 
Proof : Recall from Lemma (3.1.2) that tpS(l;) = s + Px. 
(a) jB(x) = f(rpS(x)) = ~(s + ]Sx)tA(s + ]BX) + bt(s + ]Sx) 
= lst As + lxt(]s)t APx + lst A]Sx + Ixt]B As + bt S + bt ]SX 2 2 22' 
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RecaU that A and ]S are symmetric matrices and xt(Is A)s is a 1 x 1 matrix and 
thus a symmetric matrix. Rence, 
jB(x) = ~xtPAPX+st]BAx+btpx+f(s) 
= ~xt[]S AJB]x + ]S(As + b)tx + f(s). 
(b) From (a), 
jB' (x) = ~xt[JB' A]S']x + ]S' (As' + b)tx + f(s') 
= ~xt[PA]Slx - ]B(As' + b)t x + f(s') since p' = -P. Renee, jB(x) - f(s')(x) = 
JB[(As + b) + (As' + b)Jix + f(s) - f(s') = ]S[A(s + s') + 26jix + f(s) - f(s') = 
]S(Ae + 2b)tx + f(s) - f(s') = dtx + c . 
(c) Recall that rps is an involution on {a, l}n and so jB(rpS(y)) = f(rpS(rpS(x)) = 
f(y) for any 0-1 vector y. In particular, rpS(s) = 0 = (0, ... , O)t and from (a) 
jB(O) = f(s). Suppose that y is a neighbor of s , i.e., for a unique 1 ~ j ~ n, we 
have that Yj = 1 - Sj and Yi = Si for aU i 1= j, i = 1,2, ... , n. From the pro of of 
Lemma 3.1. 2- ( e) the self map rps preserves neighbors and if rps (y) = z, then Zj = 1 
and Zi = ° for aU i 1= j, thus from (a) f(y) = jB(rpS(y)) = jB(z) = bj+ f(s). RecaU 
that s is a point of local minimum if and only if f (s) ~ f (y) for aU neighbors y 
of s, hence, s is a point of local minimum if and only if jB(O) = f(s) ~ bj + f(s), 
i.e., ° ~ bj for any j E {1, 2, ... , n}. The daim is proved. 
(d) Suppose that bS = O. Then from (a), jB(x) = ~xtAsx+fs. On one hand, 
we clearly have the fact that : AS is non negative =? f(rpS(x)) = jB(x) 2: f(s) 
for aU x E {a, l}n, i.e., s is point of global minimum for f. On the other hand, 
suppose that s is a point of global minimum for f, and let Z be the 0- 1 vector 
defined by Zj = 1 ,Zk = 1 and Zi = ° for i = 1, 2, ... , n; i 1= j and i 1= k; then 
jB(Z) = aij + f(s) = f(rpS(z)) 2: f(s), i.e., aij 2: ° where aij is the (i,j) - th entry 
of AS and hence, aij 2: ° for aU 1 ~ i, j ~ n, i.e., AS is nonnegative. 
(e) i) rps is a permutation of {a, l}n and implies that f and jB = r( rpS) have the 
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same set of values on {O, 1 }n. Next, f(x) = r(({JS(x)), hence x is a point of global 
minimum for f {:} ({Js (x) is a point of global minimum for r. 
ii) If x is a point of local minimum for f then f (x) :::; f (y) for aU neighbors y 
of x, i.e., fS(({JS(x)) :::; r(({JS(y)) and since ({Js preserves neighbors, it follows that 
r(({JS(x)) :::; rCz) for aU neighbors z of ((JS(x). 0 
Remark 6. Bince rs is a diagonal matrix, we notice that AS = JS AJS and A have 
the same diagonal entries, so A has a zero diagonal => AS has a zero diagonal. 
ft is weil known that the quadmtic multilinear function f(x) = ~xtAx + btx is 
submodular if aU the entries of A are nonpositve. 
Let c E {O, 1} ; i t can be verified that fixing a variable Xk = c in f(x) 
results in a new multilinear quadratic funçtion and the new associated symmetric 
matrix is obtained by deleting the k th row and column of the symmetric matrix 
A associated ta f. Let 
and AS- defined by arj 
r(x) = ~xtAS+x+ 
be defined by afj arj if atj :::::: 0 and afj = 0 if atj < 0, 
afj if atj :::; 0 and afj = 0 if afj > O. Notice that 
+ (bS )tx + f (s). Remark that r is a submodular func-
tian if AS+ is zero. The following theorem is a consequence of weIl known results : 
Theorem 3.1.2. 
(a) If A sand b8 are nonnegative, then s is a point of global minimum for f. 
(b) if AS is nonpositive, then a global minimal point for f can be fo'und in polyno-
mial time. 
(c) A 0 -1 global minimal point w of + (bS)t x can be f01md in polynomial 
time and if wt A s+w = 0, then ({JS( w) is a 0 1 global minimal point for f. 
(d) Let 1 :::; k < n. If deleting k rows and the corresponding columns changes AS+ 
into the a zero matrix, then a 0 1 global minimal pOint of l can be found by 
minimizing 2k submodular junctions. 
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Pro of : (a) If AS and bS are nonnegative, then the origin is a a -1 point of global 
minimum for r, i.e., s is a 0- 1 point of global minimum for f. 
(b) and (c) are direct consequences of the weIl known fact (see [BH 02], [Sc OOL 
[Ha 74]) that a 0-1 point of global minimum of a submodular function can be 
found in polynomial time, and the least value of is O. 
(d) Deleting k rows and the corresponding columns is equivalent to the fixing of k 
variables in fS(x). Since each variable can take two values (0 or 1) it fo11ows that 
there are 2k possible ways of such fixing; and each fixing results in a submodular 
function. 0 
From rd), it fo11o,:,:s that r can be minimized in polynomial time if k is small 
(for example k ~ la for large dimensions) and if the corresponding variables 
(rows) can be identified in polynomial time. 
Theorem 3.1.3. For any a - 1 vector s : i) the matrices AB and A are similar 
and hénce they have the same determinant, the same characteristic polynomial 
and the same eigenvalues. ii) A vector v is an eigenvector of A if and only if [Sv 
is an eigenvector of AS. 
Proof : i) Recall from Lemma 3.1.1 that P = (/8)-1 and [8 is orthogonal. 
AS = [S AS P = [8 A(P)-1 proving that A and AB are similar and the remainder is 
a we11 known consequence. ii) A is a symmetric matrix , so A can be written in the 
form A = PD pt w here pt is an orthogonal matrix whose rows are the eigenvectors 
of A) and D a diagonal matrix whose diagonal consists of the eigenvalues of A (Le. 
the eigenvalues of AS). Now, AS = P AP = JS P Dpt JS and pt JS is an orthogonal 
matrix whose row are the eigenvectors of AS and the result follows. 0 
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3.2. FINDING k-RESISTANT POINTS WITH SOME PROPERTIES OF 
THE CHANGING OF THE ORIGIN 
For optimization without 108s of generality, we consider f(x) = ~xt Ax + btx 
as in (3.0.2). Clearly, f(O) = O. Recall from the introduction that a 0 1 point y 
is k resistant (shortly y is k - r) if : 
1) f(y):; Oi 
2) f(y) :; f(z) for all z E Bk(Y) and aIl z E Bk(Y'); 
3) f(y) :; f(z) for aIl z E Bk(yrn) and aIl z E Bk ((ym)') , for aIl m = 1,2, ... , n, 
where ym = (1- Yl,l- Y2, ... , 1- Ym, Ym+), ... , Yn)t. An immediate remark i8 that 
for m n, Bk(ym) U Bk((Y')') = Bk(Y) U Bk(Y') and the reli:ited requirement in 
3) is exactly the requirement in 2) and this implies that for 3) it is sufficient to 
check the condition for m = 1,2, ... , n - 1. For k ~ 1, we can notice that a k - r 
point s is a 0 1 point of local minimum such that : f(s) :; 0 (and preferably 
f(s) < 0), 
We can expect in many cases that not all the 0 1 points of local minimum 
will satisfy this property, while a point of global minimum always does. Like aIl 
heuristics, the ideal is ta reach a point of global minimum. In a sense, we aim 
ta find a 0 - 1 local minimal point s which the test of "k-resistance" i.e., 
its value remains the best compared to the values of al1 points in aH the k-balls 
centered at sm and aU the k-bal1s centered at (s')m for aIl m = 1,2, ... , n. A clear 
geometric observation is that Bk-s is not condensed in one zone of the hypercube, 
and being spread around the hypercube ·may have sorne advantage in particular 
if f has a unique minimal point that may be far from s in the Hamming distance. 
We now describe our algorithm for k = 1, and k 2. For a given, point s, we use 
sorne properties of rps seen in the preceding section to minimize the cost of the 
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investigations in Bk-s, When a point z with j(z) < j(s) is found in Bk-s, sis re-
placed by z and the pro cess st arts at new, untill a 1-r (or a 2 - r) point s is found. 
An algorithm to find a 1 - r point : 
We have j(x) = ~xtAx + btx . We know from the proof of Theorem 3.1.1 that : 
jB(x) = ~xt ASx + (bS)t x + CS for any 0 -.1 vector s, with CS = j(s) ; and for all 
i = 1,2, ... , n, bi + CS = j(y) where y is the neighbor differing from s at the i - th 
coordinate. Hence, set e = (1, ... , l)t, and notice that the vector lS = bS + cSe 
represents exactly the set of values of the corresponding neighbors of s. We have 
bS = fB(As + b) and (bs)' = -fB(As' + b). 
Recall that e =' (1, ... , l)t. Thus, due to <ps, the computation of j(s), j(s'), 
lS = fB(As+ b) + j(s)e and lS' = -fB(As' + b) + j(s)e gives us aU the values of the 
points in Bl(S) U Bl(S'). This is clearly an advantage over computing the 2n + 2 
values of j(x) = ~xtAx + btx for all x E Bl(S) U Bl(S'). Now, for bS we can find 
the pair (min(bS),ind(bS)) where min(bS) is the ,minimal entry of bS, and ind(bS) 
the indice of the corresponding coordinate an the corresponding neighbor. We can 
then find the minimum ms = (1(s), min(bS) + j(s), j(s'), min((bs)') + j(s') of j 
in BI (s) U BI (s') and the corresponding 0 - 1 point that we denote best. To avoid 
the dilemma of having manypoints of minimal value for j on Bl(S) U Bl(s'), we 
decide to choose the first according to the following sequence in case of equality : 
(s, s', SI, ... , Sn, (S')l, ... , (S')n) where Si is the neighbor of s with value bi + j(s), 
i = 1, ... , n. Now proceed with a kind of "discrete descent" as follows. Recall that 
we know at least one 0 - 1 point 0 satisfying j(x) S O. 
ALGORITHM 1 - r 
Step-O: 
To directly satisfy the condition 1) For any k - r take a starting 0 - 1 point s, 
having the known smapest value j(s) S 0 : Go to Step-l 
Step-l : 
Find the pair (ms, best) : Go to Step-2 
Step-2 : 
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If best = s, then s is the "best" point in BI (s) U BI (s') so s satisfies condition 2) : 
Go to Step-3, 
If best = s', then s' is the "best" point in BI (s) U BI (s') = BI (s') U BI (( s')'). So 
s' satisfies conditions 1) and 2). Replace s by s'and Go to Step-3. 
If best i: sand best i: s', then replace s by best and Go back to Step-l. 
Step-3 : Register s in potential 
1- While m ::; n - 2. 
If 1 (s) ::; 1 (potential), replace m by m + 1, and s by sm and Go back to Step-l. 
If 1 (s) > 1 (potential) , replace s by potential and Go back to Step-l. 
2- If m = n - 1, set Solution = Potential, return Solution, STOP 
End. 
Clearly, ALGORITHM 1- r finds a 1- r point. Notice that instead of starting 
the algorithm at 0, we will peferably start it at a 0 -1 point w having the smaIlest 
known value. 
An algorithm to find a 2 - r point : 
We similarly describe an algorithm to find a 2 - r point using sorne properties of 
the change of origin. A way of finding a 2 - r point is to first find a 1 - r point s 
and compare the value of s to the value of aIl y E Bk-s such that H(s, y) = 2 or 
H(sm, y) ~ 2 or H((sm)'), y) = 2, m = 1,2, ... , n knowing that as a 1 - r point, s 
already has the best value for the remainder of B k-s. N ow, H ( s, y) = 2 means that 
s and y differ exactly in two coordinates. Set Yk = 1 - Sk , Yj = 1 - Sj and Yi = Si 
for aIl i i: j and i i: k, i = 1,2, ... , n. We have r(x) = ~xt ASx + (bS)t x + l(s); 
from Lemma 3.l.2-e H(<pS(s), <pS(y)) = H(O, <pS(y)) = 2 and from Theorem 3.l.1 
I(Y) = afj + bf + bj + l(s). There are exactly ~(n2 - n) points y such that 
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H(s, y) 2 and the set Nls = {a:j + b: + bj + f(s), 1 S; i < j S; n} is the set of 
aIl f(y) where H(s,y) = 2. From Theorem 3.1.1-b, we have AS' AS and hence 
Ms' {afj + b{ + bj' + f(s'), 1 S; j < i S; n}. Define the n x n matrix MS by : 
mfJ' aS, + bS + bS + f(s) for 1 < i < J' < n mS. = aS + bS' + M' + f(s') for 
, tJ t J - -, tJ tJ 2 J 
1 S; j < i S; n and m:i = 0, i = 1,2, .. , n. The off-diagonal entries of Nls are 
clearly the values f(x) such that H(s, x) = 2 or H(s', x) = 2. 
Again, due ta the computations AS = IS AIS, bS = P(As+b), bS ' -P(As'+b), 
f(s), f(s') lead ta the fact that the value f(x) of each of the n2 n points 
is obtained by the addition of four known reals which is clearly preferable ta 
making n2 n the matricial computation f(x) = ~xtAx + btx. Now, 
if s is aIR point then f(s) S; 0 and min(1\1P) denotes the smaIlest en-
try of MS, f(s) S; min(l\IfS) B f(s) S; f(x) for aIl x E B2(S) U B2(S'), and 
similarly, for aU m 1,2, ... n 1, f(s) S; min(MSm ) B f(s) S; f(x) for 
all x E B2(Sm) U ((sm)'). Finally, a 1 - r point s is a 2 - r point if and 
only if f(s) S; min(MSm ) B f(s) S; f(x) for aIl x E B2(Sm) U B2((Sm)') for 
m = 1, 2, ... , n. Recall tha t any entry of jV! sm corresponds ta a well known point 
B2(Sm) U B2((Sm)'). Ta avoid the dilemma when many entries of Npm have the 
least value, priority will be given according ta the indices (i, j) ta : i < j first, 
i = j secondly, and i > j finally; and ta the natural arder 1,2, ... , n on i and j. 
Now, we can describe the algorithm ta find a 2 - R point as follows : 
ALGORITHM 2 r 
Step-l : Start a 0 - 1 point w with f(w) S; 0 and find a 1 - r point s. Initialize 
m = 1 : Go ta Step-2. 
Step-2 : Find the pair (min(M Sm ), best) where best is the 0 -1 point associated 
ta min(Msm ) : 
if f(s) S; min(lvISm) Go ta Step-3; 
if f(s) > min(Npm ), replace w by s. Go back ta Step-l. 
Step-3 : While 1(8) :::; min(1\1,sffi) : 
if m :::; n - 1, replace m by m + 1, and back to Step-2. 
if m = n, stop. 8 is a 2 - R point. 
END. 
Clearly, the algorithm finds a 2 - 'r point. 
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Now, let us say a few words on the complexity of the algorithms. Recall that 
the complexity of reaching a point of local minimum in general is still an open 
problem (see [PJ 92]). We suppose that aIl the coefficients of 1(x) are integers 
(or rationals that it principle can be replaced by integers by multiplying 1 with 
a possibly very large positive integer c), Suppose the L, to be the best 
known lower bound to 1 (the sum of aIl the non positive coeffidents in 1 is an 
example). To find a k - r point (k = 1, or k 2), the algorithm starts with 
a point 8 and tries to explore aIl the points of Bk-s (see (3.2.1)) : i) it stops 
and 8 is a k - R point if a better point w (with 1(w) < 1(8)) is not found in 
Bk - s ; ii) it st arts aIl again with B k - w if a "better point" w (with 1 (w) < 1 (8)) 
is found in Bk-s' Now, finding a better point means that the value of 8 has to 
decrease 'by at least 1 (f(w) < 1(8) =;. 1(w) :::; 1(s) 1); call it an "ameliora-
tion". Clearly, "ameliorations" can not happen more than 1(8) L, = Cs times 
before the end of the algorithm, otherwise, we should finally reach a point w with 
1(w) < 1(8) + L, ::; L, sinee 1(8) ::; O. 
So, the algorithm do es not consider more than Cs different sets of the type Bk-s' 
vVe have Bk-s = U {[Bk(sm) U Bk((sm)')] , Vm 1,2, "', n} 1, we have by 
a direct evaluation that 1 Bl(Sm) U BI ((8m )') 1= 2 [(~) + 1] 2(n + 1), hence 
1 Bk-s 1::; 2n( n + 1) = 2n2 + 2n. So the number of points visited to find a 1 - r 
point is bounded by 2CAn2 + n) and the computation of their values benefits the 
properties of !.pB. 
For k = 2, wehave by a direct evaluation 1 B2(8m)UB2(sm') 1 [2 ((~) + 1) + 2(~)l 
(2n + 2 + n2 - n) = n2 + n + 2, henee 1 Bk-a 1::; n3 + n2 + 2n. Then the number 
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of points visited to find a 2 R point is Cs(n3 + n2 + 2n) and the computation 
of their values benefits from the properties of !.p8. 
Therefore, if the size of Cs is polynomial' in n then the two algorithms are poly-
nomial. 
3.3. EXPERIMENTAL RESULTS AND ENDING REMARKS 
Our experiments are done on sorne test problems proposed by Beasley (the 
benchmark on the website of OR-Library, for 11, 50,11, 100,11,= 250, n = 500, 
10 problems for each dimension). On this set of 40 problems, we consider the 
algorithm with two different starting points : The origin denoted (Or), and the 
point s (called Sp) that minimises the linear function p(x) f(x) f(x' ) already 
mentionned in chapter two. The results are encouraging (values and time); in 
fact 2 - r has been able to reach 3 of the best known values starting from Sp 
and not from the origin, and also 6 best known values have been reached starting 
from Or and not from Sp proving that their combination is advantageous. 2 - r 
, 
has been able to reached 7 other best known values starting from each of the 
two points. In the below tables, we compare 2 r to three other algorithms : 
TS-B (Tabu Search- Beasley), SA-B (Simulated Annealing- Beasley) are the weIl 
known heuristics described in [Be 98]. The "Perturbation method" was proposed 
by Solayapan et al. in [SMP 08]. The "Best known value" that we report and 
refer to is the so far recorded best known value of the problem as reported by 
Boros et al. in [BHT 07]. The percentage column indicates the percent age of our 
solution to the best known general value; for 100 percent means that 
we have reached the best known value. The values are given in the maximization 
case (positive). The values are presented in Tab 3.1 and the running time are in 
Tab 3.2 . Though 2 - r does not outperform the other algorithms in general, it 
has been able to perform better than the three on the problem denoted bea500-2 
(see Tab 3.1) reaching the current best known value that the 3 other algorithms 
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did not. We have marked in bold the values where 2 - r reached the best known 
value. In Tab 3.3 we present the performance of the 1 r and the difference with 
the 2 - r. From the difference between 1 rand 2 - r, there is hope that 3 - r 
will perform far better than 2 r in the values, but the running time will also 
increase considerably. Running the 2 r from many more different starting points 
may yield interesting results. We are currently working on those possibilities. 
Our simulations were done by the 7.7.0 version of MATLAB on a CPU Intel(R) 
Core(TM)2@ 2.66GHz; RAM 2GB(memory) 
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Problem Values obtained in the maximization case by Values obtained Best known values Percentage (%) 
Instance 
TS-B SA-B P-method by 2-R(Or-Sp) (general) 
bae50-1 2098 2098 2098 2098 2098 100 
bae50-2 3702 3702 3702 3702 (Or) 3702 100 
bae50-3 4626 4626 4626 4626 4626 100 
bae50-4 3544 3544 3544 3544 3544 100 
bae50-5 4012 4012 4012 4012 4012 100 
bae50-6 3693 3693 3693 3693 3693 100 
bae50-7 4520 4520 4520 4510 4520 99.77 
bae50-8 4216 4216 4216 4216 (Sp) 4216 100 
bae50-9 3780 3780 3780 3780 (Or) 3780 100 
bae50-10 3507 3507 3507 3507 3507 100 
bae100-1 7970 7942 7904 7904 (Sp) 7970 99.17 
bae100-2 11036 11036 11036 11026 (Or) 11036 99.90 
bae100-3 12723 12723 12723 12723 (Or) 12723 100 
bae100-4 10368 10368 10368 10368 (Or) 10368 100 
bae100-5 9083 9083 9083 9042 (Sp) 9083 99.54 
bae100-6 10210 10210 10122 10156 (Or) 10210 99.47 
bae100-7 10125 10125 10098 10075 (Sp) 10125 99.50 
bae100-8 11435 11435 11435 11435 11435 100 
bae100-9 11435 11435 11455 11455 (Sp) 11455 100 
bae100-10 12565 12565 12547 12547 12565 99.85 
bae250-1 45607 45607 45579 45607 (Or) 45607 100 
bae250-2 44810 44810 44502 44738 (Sp) 44810 99.83 
bae250-3 49037 49037 49019 48949 (Or) 49037 99.82 
bae250-4 41274 41274 41236 41106 (Sp) 41274 99.59 
bae250-5 47961 47961 47948 47819 (Sp) 47961 99.70 
bae250-6 41014 41014 40996 40771 (Sp) 41014 99.40 
bae250-7 46757 46757 46757 46757 (Or) 46757 100 
bae250-8 35726 35726 35666 35146 (Sp) 35726 98.37 
bae250-9 48916 48916 48733 48523 (Or) 48916 99.19 
bae250-10 40442 40442 40442 40220 (Sp) 40442 99.45 
bae500-1 116586 116586 116452 115964 (Sp) 116586 99.46 
bae500-2 128223 128204 128255 128339 (Sp) 128339 ·100 
bae500-3 130812 130812 130812 130524 (Sp) 130812 99.77 
bae500-4 130097 130077 130045 129728 (Or) 130097 99.71 
bae500-5 125487 125315 125397 125069 (Sp) 125487 99.66 
bae500-6 121719 121719 121118 120273 (Sp) 121772 98.76 
bae500-7 122201 122201 122159 121484 (Or) 122201 99.41 
bae500-8 123559 1233469 123421 122204 (Or) 123559 98.90 
bae500-9 120798 120798 120616 119958 (Or) 120798 99.30 
bae500-10 130619 130619 130608 129841 (Or) 130619 99.40 
TAB. 3.1. 2-r and other heuristics (values). 
62 
Problem Total Time as Reported 2-R(Or-Sp) time 
Instance 
TS-B SA-B Perturbation 
method 
bae50-1 14 19 0.65 0.091 
bae50-2 16 20 0.56 0.112 
bae50-3 17 21 1.3 0.12 
bae50-4 16 21 1.05 0.115 
bae50-5 16 20 1.8 0.088 
bae50-6 16 22 1.1 0.107 
bae50-7 17 22 1.7 0.079 
bae50-8 17 22 1.7 0.095 
bae50-9 17 22 1.6 0.104 
bae50-1O 17 21 1 0.104 
baelOO-1 34 31 1.4 0.397 
bae100-2 35 34 1.3 0.405 
bae100-3 37 34 3.1 0.39 
bae100-4 33 33 1.5 0.212 
bae100-5 36 33 2.3 0.48 
bae100-6 36 34 1.3 0.394 
bae100-7 36 32 1.1' 0.413 
bae100-8 36 31 3.5 0.423 
bae100-9 35 35 1.3 0.39 
bae100-1O 38 36 2.9 0.421 
bae250-1 238 226 2.4 7.667 
bae250-2 239 226 4.4 7.85 
bae250-3 254 240 4.1 7.039 
bae250-4 234 218 2.7 7.723 
bae250-5 245 232 4.2 47.763 
bae250-6 240 221 3.3 8.204 
bae250-7 250 232 2.5 7.374 
bae250-8 225 212 . 4.8 8.563 
bae250-9 246 229 2.7 7.409 
bae250-1O 235 218 3.5 7.452 
bae500-1 956 1006 8.79 133.25 
bae500-2 979 1009 8.6 120.92 
bae500-3 987 1030 7 104.76 
bae500-4 1003 10061 11.96 121.49 
bae500-5 964 10030 13.1 1125.6 
bae500-6 966 10028 12.6 116.37 
bae500-7 952 10014 12.7 100.53 
bae500-8 1006 10050 15.4 115.117 
bae500-9 954 998 15.6 135.67 
bae500-1O 971 10012 13.3 111.595 
TAB. 3.2. 2-r and other heuristics (time). 
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n Problem 1-R-or 2-R-or Difference Time Ti me Difference 
Instance 1-R-or 2-R-or 
50 bae50-1 851 2098 1247 0.004 0.0710 0.066 
50 bae50-2 3678 3702 24 0.006 0.058 0.052 
50 bae50-3 4430 4626 196 0.007 0.059 0.052 
50 bae50-4 3544 3544 0 0.009 0.057 0.048 
50 bae50-5 3908 4012 104 0.005 0.055 0.05 
50 bae50-6 3664 3693 29 0.008 0.061 0.053 
50 bae50-7 4510 4510 0 0.008 0.031 0.023 
50 bae50-8 4160 4160 0 0.007 0.05 0.043 
50 bae50-9 3780 3780 0 0.004 0.042 0.038 
50 bae50-1O 3505 3507 2 0.06 0.074 0.014 
100 bae100-1 7737 7737 0 0.020 0.189 0.169 
100 bae100-2 11026 11026 0 0.021 0.192 0.171 
100 bae100-3 12665 12723 58 0.019 0.209 0.19 
100 'bae100-4 10362 10369 7 0.018 0.020 0.002 
100 bae100-5 8487 8725 238 0.D20 0.236 0.216 
100 bae100-6 10132 10156 24 0.021 0.214 0.193 
100 bae100-7 9969 9969 0 0.195 0.214 0.019 
100 bae100-8 11299 11435 136 0.022 0.195 0.173 
100 bae100-9 11256 11256 0 0.017 0.189 0.172 
100 bae100-1O 12389 12547 158 0.019 0.240 0.221 
250 bae250-1 45158 45607 449 0.148 3.763 3.615 
250 bae250-2 43147 44285 1138 0.144 4.011 3.867 
250 bae250-3 48989 48989 0 0.140 3.510 3.37 
250 bae250-4 40439 40927 488 0.174 4.159 3.985 
250 bae250-5 47801 47801 0 0.143 3.558 3.415 
250 bae250-6 39336 40193 857 0.177 3.930 3.753 
250 bae250-7 46757 46757 0 0.144 3.537 3.303 
250 bae250-8 34108 34768 660 0.166 3.954 3.788 
250 bae250-9 48120 48388 268 0.144 3.889 3.745 
250 bae250-10 39225 39225 0 0.1608 3.508 3.3472 
500 bae500-1 114136 114286 150 4.438 53.601 49.163 
500 bae500-2 127783 128339 556 3.939 69.440 65.501 
500 bae500-3 129648 129948 300 3.0731 49.901 46.8279 
500 bae500-4 128559 129729 1170 3.836 63.104 59.268 
500 bae500-5 124109 124421 312 3.430 55.320 51.89 
500 bae500-6 118933 120077 1144 3.250 52.659 49.409 
500 bae500-7 121296 121484 188 3.515 50.291 46.776 
500 bae500-8 121477 122204 727 2.845 56.511 53.666 
TAB. 3.3. 1-r and 2-r (time and values) 
Chapitre 4 
STUDY OF A GRADIENT METHOD IN 
QUADRATIC 0 - 1 OPTIMIZATION 
AUTEURS: Calvin Wuntcha , Ivo G. Rosenberg 
RÉSUMÉ ET CONTRIBUTIONS 
En recherche opérationelle et dans les domaines connexes, l'importance de 
l'optimisation pseudo-booléenne est établie, et le problème est connu comme étant 
NP-dur. Les heuristiques pour trouver des solutions approximatives sont très utili-
sées faute d'algorithme exacte qui soit polynomial. Nous proposons un algorithme 
qui utilise la descente du gradient pour partir d'un point intérieur et atteindre 
un point de minimum local. Il utilise les propriétés de la matrice associée, et les 
propriétés des fonctions multilinéaires sur l'hypercube et ses sommets. Quelques 
résultats expérimentaux préliminaires sont donnés. 
Mots clés: NP-dur, descente du gradient 
CONTRIBUTIONS: L'idée et le principe sont venus de Ivo Rosenberg. Cal-
vin Wuntcha a pu montrer que l'algorithme n'aboutissait pas toujours dans un 
point de minimum local, et Ivo Rosenberg a encore trouvé comment aller jusqu'à 
un point de minimum local. Les équations pour déterminer la face atteinte dans 
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une descente sont de Calvin Wuntcha, ainsi que ralgorithme et les simulations 
préliminaires présentés. 
ABSTRACT 
In operation researchs and related areas, the importance of quadratic pseudo-
boolean optimization is weIl established, and the problem is known to be NP-hard. 
Local se arch heuristics are the frequently used methods to address the problem. 
In this paper, we study a gradient local search method. Starting from a point 
, 
of the hypercube, we follow the curve of the stepest descent till we reach a face 
of the hypercube and we restrict the problem to the face and continue till we 
reach a ° 1 point of local minimum. In the process, we take advantage of the 
properties of quadratic forms. Some experimental results for small size problems 
are reported. 
Key words : NP-hard, 
INTRODUCTION 
An n-ary pseudo-boolean function is a map f :{O, l}n -+ IRn. The problem 
is to find : i) the minimum value u of f on 2n element set {O,l}n, ii) a point 
w E {O,lt with f(w) u. It is well known that f can be interpolated by 
an n variable real polynomial (i.e. such that p(:r:) = f (x) for aIl x E {a, 1} n). 
In applications f often comes in a polynomial form and thus in the sequel we 
assume that f is already an n-ary polynomial. As 02 = ° and 12 = 1, for 
m ~ 2, we can replace xi by Xi and assume that the polynomial f is square 
free, i.e., a linear combination of products of distinct variables. For example, 
- 4X3' The degree of fis the 
greatest number of variables in a product appearing in f(x). The degree of fin 
the above example is 3 or also, f is cubic. 
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The first non trivial case is that of the degree 2. The n-ary polynomials of degree 
two are caUed quadratic. Thus a n-ary quadratic polynomial is a linear combina-
tion of the products XiXj, (1 :s: i < j :s: n), of linear terms x~ (i 1,2, ... , n), and 
a constant. We concentrate on quadratic f for the following reasons ; 
a) it is the first non trivial case; 
b) the minimization of a polynomial f of degree than 2 can be reduced 
toa quadratic one by introducing "penalty terms" which increase the number of 
variables with the same minimum value as f and; 
c) we canuse sorne elementary results on quadratic forms. A quadratic n-variable 
square-free polynomial can be written in the form 
(4.0.1) 
where A = [aij] is a non zero real symmetric matrix with zero diagonal; i.e., such 
that aii = 0, i = 1,2, ... , n; x = (Xl, ... , XnY E {O, l}n and a (al, ... , an)t E ]Rn. 
vVe assume that c = 0 for optimization. The following polynomial expression of 
f is obtained by expanding (4.0.1) : 
\ 
n 
f(x) = L aijXiXj + L aixi (4.0.2) 
l~i<j~n i=l 
The general problem of minimizing f on {O, 1} n is a well known NP-hard problem, 
although sorne classes of special polynomials are known to be solvable in poly-
nomial time (see [AFLS Ol]). Many local search heuristics have been constructed 
for this problem (see [BH 02], [Be 98], [BHT 07]). Gradient methods with interior 
, 
points use the fact that the minimization of f in {O, 1 ris equivalent to the mini-
mization of f on [0, Ir (see [Ro 72]). The transition from {a, l}n to [0, It called 
relaxation means the replacement of the constraints Xi E {O, 1} by ° :s: Xi 1 
(i = 1,2, ... , n). This allows the use of the continuity and the differentiabil~ty of 
the polynomial function. Recall that a 0 - 1 local minimun is a 0 1 point y such 
that f(y) :s: f(x) for aU 0-1 point X differing with y in only one coordinate. 
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The heuristic we propose starts from an interior point, and uses the properties 
of the quadratic function f and the properties of its gradient to first move to a 
o 1 point, and from there to a 0 - 1 local minimum point. 
4.l. DESCRIPTION OF THE PRINCIPLE. 
Recall from (4.0.2) that the polynomial expression of f has no square or, 
equivalently the matrix A has zero diagonal. For 0 ~ k ~ n, a k-dimensional 
face of [D,Ir given by 1 ~ il < ... < 1;n~k ~ n and Cl,· .. ,Cn-k E {a,l} is 
the set {( W}, ... , wn)t E [0, Ir : Wij = Cj, \/j = 1, ... , n k}. Thus a O-dimensional 
face of [0, Ir is the singleton (Cl, ... , cn)t ; a I-dimènsional face of [0, lr is the 
{(c}, ... Ci-l, Xi, Ci+}, ... , Cn ): a ~ Xi ~ 1} and a (n-l )-dimensional face oflO, Ir Î8 
cet of [0, Ir. 
Remark 7. The following fact is shown in (Ro 72}. Let f (x) be a square free 
nonlinear n-variable polynomial and let W = (Wl, ... ,wn) E [0, Ir be a point 
of global minimum of f· If a < Wi < 1 for some 1 ~ i ~ n, then gi(X) 
f(wj, ... , Wi-}, Xi, Wi+l, ... , Wn) is constant. ln particular gi(O) f(w) gi(l) and 
consequently, f takes its minimum value on [0, l]n; also on {a,l}n. Indeed, as 
f is sq1.tare-free, the function gi is linear; i. e. there eL1st a, fJ E ]R1. such that 
J(Wl,,,,,Wi-},O,Wi+l'''''Wn) contrary to a point of global minimum. Similarly 
a < 0 leads to f(w) > f(w}, Wi-}' 1, Wi+}, ... , wn). Thus a = 0 as required. , 
N ow, let denote by grad f (x) the gradient of f at X E Rn. It i8 well known (8ee 
[Sn 05]) that -grad f(x) i8 the vector in the direction of the steepest decrease 
of f at x. Starting from a point q E [O,I]n, denote by <.pq(T) the curve E ]R1.n 
q and 8uch that for aIl T 2: 0, the tangent vedor at <.pq(T) 
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is -grad f(rpq(T)); we can then decrease (following the opposite direction of 
the gradient) till we reach sorne face of [0, Ir since we are sure to encounter no 
ordinary local minimal point on our way. In order to determine the curve rpq(T) 
of stepest descent in a simple way, we need sorne elementary linear algebra facts. 
For example : 
i) The matrix A is a symmetric real matrix, and hence the eigenvalues À1' À2' ... , Àn 
are real. 
ii) There exist a n x n matrix P such that A = P Dpt where D is the diagonal 
matrix with dii = Ài (i = 1,2, ... , n) and P = [VI, V2, ... , Vn ] is the orthogonal 
matrix whose columns are the eigenvectors of A. The linear transformation z = 
ptx where z = (Zl, ... , zn)t (i.e. a rotation around the origin ) defines a new 
orthogonal coordinate system with the same origin. 
iii) The transformation is angle and distance preserving. 
iv) We then have x = pz and in the new system, 
1 1 1 n 1 f(x) = 2xtAx+btx = 2xtPDPtx+btpz = 2ztDz+dtz = I)2ÀiZ;+diZi) = F(z) 
i=l 
(4.1.1) 
The ab ove fact can be found in numerous textbooks on linear algebra. 
We may try to simplify (4.1.1) by a translation of the coordinates system. Consi-
dering the matrix A and the augmented matrix [A: b]; it is well known that the 
equation Ax = -b has a solution u if and only if A and [A : b] have the same 
. rank. Let u be any solution of the equation Ax = -b. The translation x = y + u 
of ]Rn transforms f(x) = ~xt Ax + btx into 
(4.1.2) 
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In fact, we have 
f(x) = Hy + 1lyA(y + u) + bt(y + u) = ~ytAy + ~(ytAu + 'u,tAy) + bty + f(u). 
Notice that y tAu is a real (a 1 x 1 symmetric matrix) and Ais also a symmetric 
matrix, 80 (yt Au)t = ut Ay and similarly ytb = bty. It then follows that 
HytA'tL + utAy) + bty = y tAu + ytb = yt(Au + b) = O. In particular, if A is non 
singular, the result holds exactly for the unique solution u b. 80, if u is a 
solution to Ax = -b, we have 
1 n 
f(x) = g(y) = F(z) = 2 L Àiz; + f(u). (4.1.3) 
i=l 
with y = x u and z = pt y = pt(x - u). We first use the translation and get 
(4.1.2) before using the rotation; but it is well known and easy to show that the 
rotation and the translation of ]Rn commute. Rence we have the same result by 
first applying the rotation followed by the translation. We return to the general 
case in (4.1.1) : for 1 ::; i ::; n, the i-th partial derivative is 
For a given starting point q in the unit hypercube, let r ptq be the corres-
pondi~g point in the new system, and let "((T) = bl(T) , "",~(T)), (T ~ 0) 
the curve of steepest descent of F (in the new system) starting from rand fol-
lowing the opposite direction of the gradient. From (4.1.4) the function "/nT) is 
the solution to the first-order linear equation 
d 
-z·(T) = -Àz(T) - d· dT ~ ~ t . t· (4.1.5) 
With the initial condition Zi(O) = ri, we have two cases: 
1) Ài 0 (the matrix Ais singular) and the solution to (4.1.5) is 
(4.1.6) 
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2) .Ài =1= 0 and the classical solution to (4.1.5) is 
(4.1. 7) 
and can be found in calculus books treating first order linear differentiai equations. 
In the case where Ax = -b has a solution u, it can be checked directIy from (4.1.3) 
that (4.1.5) simplifies to d~Zi(T) and the solution simplifies to 
(4.1.8) 
with Z = pt(x - u) and r = pt(q - u) as mentioned above in that case. Let 
H [0, 1 r be the unit hypercube in the new coordinates z (i.e., H is an n-
dimensional unit hypercube not necessarily in the basic position) and let r E H 
be an interior point, or a point such that the vector - grad F( r) points into H 
(i.e. Ilot outside H). According to (4.1.6) and (4.1.7) for aIl i = 1, ... , n. The ith 
coordinate of the curve of steepest descent starting at r is constant, monotonie 
decreasing or monotonic increasing. In the case (4.1.7) it is of the form ~eÀiT + Si ; 
and in the case (4.1.6) it is of the form CiT + Si. 
Remark 8. Bince f is not constant and has no stationary point in ]Rn) notice. that 
the situation where Ci = 0 for all i = 1, ... , n is impossible. We can then assume 
that there exist ~ =1= D, and notice that CiT + Si goes to 00 or -00 when T grows, 
depending on Ci > 0 and ~ < D. There are four cases for + Si according to 
the signs of ~ ~nd .Ài . If .À i > 0 then CieÀiT + Si goes to Si as T increases and is 
monotonic decreasing (increasing) according to Ci > 0 or Ci < 0 (if this was the 
case for all i = 1, ... , n) then s = (Sl,"" sn) will be a stationary point) but this 
situation can not happen sinee there exist at least one positive and at least one 
1 negative eigenvalue). If Ài < 0 then ~eÀiT + Si goes to 00 or -00 depending on 
c~ < D and ~ > O. It follows that there is To > 0 such that R = '((To) is on the 
boundary of H and -grad F(R) points inside or lies in the boundary. It couid 
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happen that ,,( (T) reinters H for some T 2: 0 and this sit'Uation may repeat itself 
several times. Obvio'Usly, we sho'Uld pick the greatest T for which '-((T) exits H 
the last time. 
Let us suppose that "((T)enters the boundary from an interior point at To for 
the last time. Let '"((Ta) = R = (R1 , ... ,Rn,) and -grad F(R) = (gl, ... ,gn)' We 
know that ,,( (T) leaves [0, Ir towards the exterior. 
Set 1 = {1 ~ i ~ n: ~ E {O, 1} , Ri = 1 =? gi > 0, Ri = 0 =? gi < O}. From the 
hypothesis, III = l 2: 1. For notational simplicity suppose that 1 = {n - 1 + 
l, ... ,n} and define FI (ZI, ... ,Zn-l) = F(ZI, ... ,Zn-I,Rn,-I+I, ... ,Rn)' Clearly, the 
polynomial FI is at most quadratic. As we do not want to follow '"((T) outside the 
hypercube [0, Ir, we replace F by FI and follow the curve 'Tf of steepest descent 
of FI starting from rI = (RI, ... , Rn-l)' The normal procedure is to follow 'Tf' 
till it reaches the boundary of [0, lr-l (this approach was used in our program). 
However, sorne modifications can be considered later. Let us recall that the curve 
<pq(T) of the steepest descent in the initial spaee (the x coordinates) is related 
to "((T) by <pq(T) = P"((T) (from the map x = Pz = [VI, ... , vnl Z, recall that 
q = Pr ) and each coordinate is defined in detail by 
n 
<p;(T) = L vij"fj(T) (4.1.9) 
j=1 
Where "fT (T) is a -one variable exponential or linear function according to the 
above analysis on "fT(T) , i = 1, ... , n. 
Henee, the curve <Pq (starting [rom q in the initial unit hypercube H) n:iaches 
a boundary of H for a solution Tl of one or many of the 2n following equations : 
<p;(T) = 0; <p;(T) = 1, i = 1,2, ... , n. (4.1.10) 
We have the following simple result : 
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Lemma 4.1.1. 1) If i E N is such that for aUx1, ... , .Xi-Il XHl, "') Xn E [0,1] 
ai + L aijXj > ° (4.1.11) 
jEN 
then aU points ('Uh, ... , wn) E {O, l}n of local minimal of,! have Wi O. 
2) If i E N is such that for al! Xl, ... , Xi-l, XHI, ... , Xn E [0,1] 
ai + L aijXj < ° (4.1.12) 
jEN 
then aU points (Wb"" Wn ) E {O, 1 r of local minimal of f have Wi 1. 
Proof· 1) Let (4.1.11) holds and suppose by contraposition that a point of local 
minimum (Wl, "') wn) E {O, l}n has Wi = O. Recall that f(w, ... , Wi-l, Xi, WHI, ... , Wn) 
is linear and 




f (w, ... , Wi-l , Xi, Wi+1 , ... , Wn ) strictly decreases between W = (w, ... , 11li- 1, 1, WH1, , .. , wn ) 
and (w, .. " Wi-1, 0, WH!' ... , Wn ) meaning that W is not a local minimal point. 
2) With similar arguments. 0 
Remark 9. Let be the n-dimensianal hyperplane 
We can notice that due ta aii 
L aijXj = -ai' 
jEN 
(4.1.14) 
0, ~ is paraUd ta the axis Xi, The condition 
(4.1.10) states that the hypercube [0, lm lies in the positive half-space defined by 
~ and similarly (4.1.12) states that [O,lt is situated in the negative half-plane 
and is disjoint from Pi' 
\. 
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4.2. THE BASIC ALGORITHM AND SOME OBSERVATIONS. 
RecaU that w is a point of local minimum if f(w) :::; f(wi ) where wj = Wj if 
i i=- j and wi = 1 - Wi. A pojnt of local maximum is a point of local minimun 
for - f. for aU i = 1,2, ... n, Let q E [0, Ir be arbitrary. The restricted algorithm 
finds w = (W1, ... , wn); W ]0, :I.[n such that f(w) :::; f(q) in polynomial time. We 
start with the curve of steepest descent tpq(T). There exist T, > ° such that 
tpq(T) = C = (Cl, ... , Cn) has at least one coordinate Cj E {O, 1}. Set 
J = {l :::; i :::; n: Ci E {O, 1}, Ci = 1 =? tpi(T) > 0, Ci = ° =? tp{(T) < O} . 
The set J is nonvoid since jE J. Let J = {i1,i2' ... ,id where 1 :::;,i1 < i2 <, ... , < 
i k :::; n and let N ....... J = j1, ... ,jn-k with 1 :::; j1 < j2 <, ... , < jn-k :::; n. Further 
define f1(Xjl' ... , Xjn_k) as f(Y1, ... , Yn) where YI = Xl if l EN ....... J and YI = Cl if l E J. 
In other words JI is the restriction of f to the face of [0, Ir defined by Xi = Ci 
for aU i E J. FinaUy, let Cl = (Cjl' ... ,Cjn_k) Nptice that f1(C1) = f(c) :::; f(q). 
Now, we replace f by fI and apply the same procedure to JI with q replaced 
by Cl ; instead of - gr ad f we now use - grad JI. Repeating this construction at 
most n times, we arrive to a constant fP i.e fP = u :::; f(q). Now, we restore step 
by step the frozen variables till we finaUy find w = (W1, ... ,wn) E {O, l}n :::; f(q) 
with f(w) = u :::; f(q). Clearly, the algorithm finds w in polynomial time. A 
vertex w E {O, 1} n reached by the restricted algorithm may not be a point of 
local minimum. 
We can proceed as foUow to reach a point of local minimum : Let wi be the ° -1 
point differing with w only at the i-th coordinate, ie wI = 1 - Wi and wk = Wi 
for aU 1 :::; k i=- n. For aU i = 1,2, ... , n, if f(w) < f(wi ) fix Xi = Wi in f(x) and if 
f(w) 2: f(wi) let the variable Xi free. There is at least one free variable and fis 
not constant, since since w is not a point of local minimum. After the fixing, w is 
clearly is a point of local maximum fpr the function in the facet determine by the 
fixations. We chose a positive constant E (example E = ;2) ; and set q; = Wj - E 
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if Wj = 1, and q; = E if Wj = D for all j such that f(w) < f(wl) and we start 
a new descent from q* in the corresponding facet with the restricted algorithm. 
The whole procedure is repeated and it stops when a point of local minimum is 
found. We can iHustrate the algorithm as follow : 
Gradient-descent algorithm 
St art : 
Go from q and follow the descent of the gradient till you reach a point ql in a 
face of the hypercube. 
Verification and action: 
For aH i = 1,2, ... n, if ql = c E {D, 1}, then Xi C in the function and cancel 
the ith coordinate in ql. If the new function becomes linear or constant, then go 
to a minimal D - 1 vector of it and stops. If the new function is still quadratic, 
calculate the new gradient and use it to follow a new descent from ql to a second 
point q2 in a face of the new cube. 
Repeat: 
Repeat the "Verification and action" till a 0 1 ~ector W is found. Give aIl 
the coordinates of W 
Check local minimum 
If W is a point of local minimum Stop, 
Eise fix the appropriate variables of w, compute q* and Go back to Start 
End. 
The algorithm ends in a point of local minimum. The complexity of finding a 
point of local minimum is still unknown, but as we saw about the complexity of 
2 - r in the last chapter, the algorithm is polynomial if the coefficients of the 
given quadratic function are integers with a lower bound value polynomial in n 
(see the comment after presentation of a 2 - r). 
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4.3. EXPERIMENTAL RESULTS AND ENDING REMARKS 
In the following table (Tab 4.1) we have tested the above algorithm on 120 
small size problems ranging from n = 10 to n = 25. The problems were generated 
randomly using the 7.7.0 version of Matlab on a CPU Intel(R) Core(TM)2@ 
2.66GHz; RAM 2GB(memqry). Each function has integer coefficients uniformly 
generated in [-2n,2n]. In average, the algorithm takes less than a second for 
n ~ 25 and its solution is the optimal value in more than 80 percent of the 
problems. These results are encouraging though there. we still have numerical 
difficulties to handle when n becomes large. In fact, the equations to solve in 
order to find the face reached in the descent and the. new sta~"ting point in that 
, 
face are influenced by numericallimits. In fact we are working on those details to 
improve the algorithm. 
n Nltmb$r pf te~'t,?- Reachf2d Qptiml,1m PerPE':!nt.age Ayerag\:! Ume 
1~ 30 2_~ ~:3. 33%' 6.1458834 
15 30 25 e:3,. 3~%' 0.2974911 
;20 ~0 26, 86·9,9% 0.5375665 
25 30 24 80.00%, 0. ,9'30406 
TAB. 4.1. Gradient descent. 
Chapitre 5 
A NEW POLYNOMIAL CASE OF 
QUADARATIC 0 - 1 OPTIMIZATION 
RELATED TO A MINIMAL EIGENVALUE 
AUTEUR: Calvin Wuntcha 
RÉSUMÉ 
Même s'il est vrai que le problème d'optimisation quadratique sans contrainte 
est NP-dur, certaines classes sont connues comme étant solubles en temps poly-
nomial. Dans ce travail nous présentons une classe de problèmes d'optimisation 
à variables binéaires solubles en temps polynomial. La condition repose sur la 
connaissance de deux sommets du hypecube dont les valeurs ont une certaine 
relation avec la valeur propre minimale d'une matrice reliée au problème par 
changement d'origine. 
Mot-clés: NP-dur, temps polynomial 
ABSTRACT 
Although the general unconstrained quadratic 0 - 1 optimization problem is 
known to be NP-hard, sorne classes of the problem are known to be solvable in 
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polynomial time. We propose a new polynomiaUy solvable class. The requirement 
for our case is related to the minimal eigenvalue of sorne associated matrix and 
the knowlege of sorne points of appropriate values in the uni~ hypercube. 
Keywords : NP-hard, Polynomial time. 
INTRODUCTION 
An n-variable pseudo-boolean function is a map from {O,l}n into IR. It is 
known that it can be interpolated by an n-variable polynomial, and often it is 
already given in such form. Given that c2 = C for aU cE {O, 1}, it can be assumed 
that the polynomial is square-free, i.e. it is a linear combination of products of 
distinct variables. The minimization problem is to find the minimum Co of f on 
{O, 1} n and w E {O, 1} n such that f( w) = Co. The first nontrivial case is when f 
is quadratic, i.e. f is of the form 
f(x) = L aijXiXj + t biXi = 1xtAx + btx 
l::;i<j::;n i=l 
(5.0.1) 
where A = [aij] is a real n x n symmetric matrix with zero diagonal, b = (bl , ... , bn)t 
a real column vector and x = (Xl, X2, ... , Xn)t is the vector of variables where t 
denotes the transposition operator. The general minimization of f over {O, 1} n 
is NP-hard (see [BH 02]). However, for sorne classes of functions, the problem is 
known to be solvable in polynomial time (see [BH 02], [AFLS 01] ,[CKM 06], [Al 
01], [Sc 03]). The foUowing classes are weU known : 
(a) The class of functions where f(x) is submodular (i.e. aU the entries of A are 
non positive). P. Hansen in [Ha 74] proved that the minimization of a function 
of that form can be brought to a positive-negative form (i.e. aU entries of A are 
nonpositive and aU entries of b are nonnegative) and it can be solved by the al-
gorithm of Ford and Fulkerson (see [FF 62]). Although the classical and basic 
polynomial time algorithm for this class is the Ford and Fulkerson algorithm and 
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its variants, there exist even strongly polynomial time algorithms recently develo-
ped, for example the one due to Schrijver(see [Sc 00]). But if a constraint is added 
(even a single cardinality constraint likexl + ... + X n = k, Xi E {O, 1} ,i = 1, ... , n; 
where k is any non negative integer) then minimizing a submodular function re-
mains NP-hard (see [Qu 02]). 
(b) If the underlying graph assoeiated to the max-eut problem is series parallel, 
the problem is solvable in polynomial time (see [Ba 86]). 
(c) Consider the matrix Q = [%] built from the ab ove A and b by setting % = ~aij 
if i =1=- j and qii = bi . If Q is negative semidefinite with a fixed (small) rank, then 
the problem is solvable in polynomial time ([AFLS 01]). This case (c) is the sub-
ject of [AFLS 01]. 
In [CKM 06] two other cases where the initial matrix A has a fixed rank are 
considered. 
We propose a new polynomial case related to the least eigenvalue of Q, possibly 
1 
after the origin of the hypercube is changed by complementing sorne variables. 
We need to know m, u E {O, Ir such that f(m) :::; 0 :::; f( u). As in [AFLS 01], 
we do not discuss the complexity of finding the eigenvectors and eigenvalues of 
a given matrix, but we rather consider that they are given or easily known. In 
Section 1, we present this new polynomial case and functions belonging to that 
case. In Section 2, we briefly indicate sorne remarks that in sorne cases may help 
in trying to find the appropriate u and m. 
5.1. THE NEW CASE RELATED TO THE MINIMAL EIGENVALUE AND 
SOME APPROPRIATE POINTS OF THE HYPERCUBE. 
Recall that the Hamming distance between any X, y E {O,l}n is H(x, y) 
Ilx - y112; i.e. the number of coordinates where X and y differ. If H(x, y) = 1 then 
" 
X and y are called neighbors, and it is obvious that each 0 -.-:. 1 point has exactly 
n neighbors. For a given function f on {O, Ir, a point w is a point of local 
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minimum (a point of local maximum) for f if f(w) :S f(y) (J(w) ~ f(y)) 
for aIl neighbors of w. A 0 - 1 point w is a point of global minimum for f if 
f(w) :S f(y) for aIl y E {O, l}n. Severallocal se arch algorithms for 0 -1 quadra-
tic optimization have been developed for n :S 5000 (see[BHT 07], [BH 02], [PR 
90], [HJM 00]). The methods presented [BHT 07] can be used to find in polyno-
mial time a point of large negative value (or large positive value) when they exist, 
even though optimality is not guaranteed. In what foIlows, we consider that two 
points m, u E {O, 1} n such that f (m) :S 0 :S f (u) were found in polynomial time. 
We do not require local optimality for the two points. The possibility to find such 
two points is easily explaned by the foIlowing facts : 
Consider f(x) described in (5.0.1). 
1) In the first and obvious case, we may take u to be the origin (0, ... , O)t. 
2) Consider a 0 - 1 point w of non negative value, for example w = (0, ... ,0). 
If w is not a point of local minimum for f, then a neighbor y of w satisfies 
with f(y) < f(w); so from y and (0, ... ,0) we can get u and m such that 
f (m) < 0 < f ( u). A similar fact holds if w is not a point of local maximum 
for f. 
3) If the origin (0, ... ,0) is neither a point of local minimum nor a point of local ( 
maximum, then m and u with f(m) < 0 = f(O, ... , 0) < f( u) are obviously found. 
If (0, ... ,0) is both a point of local minimum and a point of local maximum, then 
one can easily check that bi = 0 for aIl i = 1,2, ... , n, i.e. f(x) = ~xt Ax and since 
f is not constant, there exist 1 :S i =1- j :S n such that aij =1- 0 and it is evident 
that aij = f(y) when Yi = Yj = 1, and Yk = 0 for aIl k E {1, ... ,n}" {i,j}. 
4) If w E [0, l]n is not a 0 - 1 point, there exist simple polynomial time al go-
rithms (like IMPROVE, see [BHT 07]) using w to find a 0 - 1 point 8 such that 
f(w) =1- f(8) . 
RecaIl that any n x n real symmetric matrix Q ha,s real eigenvalues À1, ... , Àn 
and further, there exist two matrices P and D such that Q = PD pt, where 
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P = [VI, V 2 , .. , V n ] is an orthogonal matrix whose columns are normalized 
vectors of Q, and D [dii ] is the diagonal matril): whose diagonal is Àll ,,·, Àn. 
We denote by Àmin(Q) the minimal eigenvalue of a matrix Q. The following linear 
minorization is weIl known : 
Lemma 5.1.1. For any (:) - 1 vector x, 
n 
Àmin(Q) LXi:::; xtQx. 
i=1 
Proof : Let x E ]Rn and set z ptx . Then 
n n 
XtQx = xtpDptx ztDz ~ \ Z2 > \ ~ 
. = D /Ii i - /lmin(Q) D Àmin(Q)llzI12 (5.1.1) 
i=l i=l 
where Il.1\ denotes the euclidean norm. From a weIl known property of orthogonal 
matrices, we have 
n 




Àmin(Q) LX; ::; xtQx (5.1.3) 
i=1 
and the result follows from the fact that x; = Xi, il, 2, ... , n for any 0 -1 vector 
x. 0 
For a given 0-1 vector S (SI, ... , Sn), a selfmap IS of {a, l}n is obtained by 
cqmplementing the variables Xi for Si = 1; i.e. : for x (::Dll ... , xn ) set ZS(x) = 
y (YI, Y2, "') Yn) where for i = 1,2, ... n, the coordinate Yi 1 Xi if Si = 1 and 
Yi = Xi if Si = O. Define fB(x) by setting fB(x) = fW(x)) for aIl x E {a, l}n. It 
can be verified that 
(5.1.4) 
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where AB and bB are respectively a new symmetric matrix with zero diagonal and 
a new constant vector. Notice that lB is an involution (i.e. lB is its own inverse) 
and f(x) = rW(x)); so rand f have the same set of values on {O, 1r. From 
Chapter 4 (Theorem 3.1.1), the selfmap lB preserves the neighborhood relation 
and preserves the local and global minima and maxima. From the construction, 
it is clear that : IB(s) = (0,0, .. ,0) = 0 and the number of non zero coordinates of 
ZS(x) is IW(x) 11 2 = H( s, x). Moreover, for s = 0 the map ID is the identity map. 
We use r where u is our known 0 - 1 point with nonnegative value. Recall that 
r(x) = ~xtAux + (bU)t x + f(u) and set Q = (qij) with qij = ~at for i =1 j and 
qii = by, 1 :s; i, j,:S; n. Set F(x) = xtQx + j(u). We know that F, rand f agree 
on {O, l}n. We can see that f(m) = r(lU(m)) = F(IU(m)), and therefore every 
0-1 point y of global minimum of F (and hence of f) satisfies F(y) - f(m) :s; 0 
and by Lemma 5.1.1 
n 
Àmin(Q) LYi + f(u) - f(m) :s; ytQy+ f(u) - f(m) = F(y) - f(m) :s; O. (5.1.5) 
i=l 
This leads to : 
Theorem 5.1.1. Let y be a point of global minimum of f on {O, 1 r ; u, m E 
{O,l}n satisfy f(m) :s; 0 :s; f(u) and f(m) < f(u). Then À = Àmin(Q) < 0 and 
(5.1.6) 
Proof : By contraposition, suppose that À ~ 0, i.e. Q is positive semidefinite. 
Then the new origin u is a point of global minimum of F on ffi.n and hence a 
point of global minimum for f on {O, 1r leading to f(u) :s; f(m). Thus À < O. 
Let y be a 0 - 1 point of global minimum of f. As the images of f and r agree, 
clearly W = IU(y) is a point of global minimum of r. From Lemma 5.1.1 and 
IIWI12 = Wl + W2 + ... + W n , we get ÀllwI12 + j(u) - f(m) :s; 0 and using À < 0, 
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we get IIwl1 2 ~ )..-I(J(m) - f(u)). 0 
Remark 10. Denote the right-hand side of (5.1.6) by Cum and set kum = [Cum], 
the least integer greater or equal to Cum . Now the number of x E {O,I}n with 
H(x, u) ~ kum is 
(5.1.7) 
For kum big enough (i.e. when )..-I(J(m) - f(u)) is large) the number in (5.1.7) 
is polynomial. This leads to the fact that checking if one can get two such 0 - 1 
points m and u is of interest. 
The following example shows sorne special cases. 
Example 5.1 : 
Let Q be a symmetric matrix such that among the eigenvectors corresponding to 
).. = )..min(Q) < 0 there is a 0 - 1 vector m = (ml, ... , m n) with ml + ... + m n = k. 
Then every point of global minimum of F(x) = xtQx satisfies IIx*1I2 ~ k. 
Proof: By definition m is an eigenvector of A and so k > o. Set Q = PDpt where 
Dis a diagonal matrix with the diagonal ()..I,)..2, ... ,)..n) and P = [vl,v2, ... ,vn ] 
is an orthogonal matrix whose columns are the normalized eigenvectors of Q. 
Clearly we have Zl = vI.m = v'k,VI.VI = v'k, due to the orthogonality of P. By 
the same token for i = 2, ... , n we get 
vi.m = v'k,Vi.VI = O. By the proof of Lemma 5.1.1 we get 
n 
f(m) = mtQm = L z; = )..min(Q) ( v'k,)2 = )..min(Q)k < O. (5.1.8) 
i=l 
Set u = (0, ... , O)t and recall that lU is the identity map. Theorem 5.1.1 yields that 
every point x* of global minimum of f satisfies IIx*1I2 ~ /(m) = k. 
, min(Q) 
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5.2. EN DING REMARKS 
Notice that from their construction (see the introduction) that many polyno-
mial cases of 0-1 quadratic minimization are related to special cases, for example 
the polynomial case treated in [AFLS 01] requires the matrix Q to be negative 
semidefinite and have a fixed rank d. An algorithm of complexity O(d -1) is used 
to explore the points in ad dimensional image (zonotope) of the unit hypercube. 
Our approach requires .Àmin(Q) < 0 and allows the matrix Q to have any rank. 
The problem of our approach is that to find the two appropriate 0 - 1 points u, 
m may be neither easy nor possible. If Q is negative semidefinite, i.e. aIl .À i are 
nonpositive, then we can choose u = 0 and try to find m with f(m) as small as 
possible, and we may start the search of m from a 0 - 1 vector 'W that minimizes 
z? = (Vl.X)2 (where Vi is the eigenvector corresponding to .Àmin(Q) in P). In the 
other cases, different methods may be used to try to find the two points. We can 
also consider the following two cases of the initial function f(x) = ~xt Ax + btx 
where A is a symmetric matrix with a zero diagonal 
Suppose that b is nonnegative. Then btx 2": O. If we have y E [0, Ir such that 
~yt Ay > 0, we may set m = 0 and find in polynomial time a 0 - 1 vector u such 
that f(u) = btu + lut Aut > lut Aut > lyt Ay where f(m)- f(u) = - f(u) may be 
2 - 2 -:- 2 Àmin(Q) Àmin(Q) 
large enough. Similarly, one may try to find m if b is non positive. 
Chapitre 6 
CONCLUSION 
Dans cette thèse, nous avons travaillé sur l'optimisation quadratique en va-
riables binaires, tout en faisant certaines observations qui vont au-delà. Résumons 
notre apport et indiquons quelques pistes et préoccupations pour nos recherches 
futures: 
Notre chapitre 1 est assez général dans le sens qu'il va parfois au-delà de l'optimi-
sation en variables binaires. En même temps il a servi de veritable base aux autres 
chapitres. En particulier, nous avons étendu un résultat de 1972 concernant l'op-
timisation des polynômes multilinéaires sur les hyperrectangles de ]Rn à une plus 
grande classe de fonctions. Nous avons utilisé une idée de PardaJos et Somesh 
pour associer à chaque fonction f sur un sous ensemble fini de points entiers de 
]Rn, une autre fonction u telle que f + u possède un unique point de minimum 
global qui soit aussi un point de minimum global de f. Nous avons ·trouvé une 
inégalité linéaire qui doit être vérifiée par tout point de minimum d'une fonction 
quadratique sur un ensemble ayant un centre de symétrie. 
Au chapitre 2, nous avonS montré que pour tout polynôme multilinéaire à op-
timiser sans contrainte sur {O, 1}n est soumis à une contrainte linéaire naturelle 
p( x) ::; 0, et nous avons montré que plusieurs autres contraintes linéaires existent 
et forment avec [0, 1 r un polytope convexe C tel que: un vecteur 0 - 1 est dans 
C si et seulement si ce vecteur est un minimum global pour f sur {O, 1} n. Nous 
85 
avons attiré l'attention sur le point 8 qui minimise p(x) et dont la ~aleur j(8) est 
souvent petite. 
Au chapitre 3, nous avons considéré comme une fonction de changement d'ori-
gine une opération bien connue de complémentation de certaines variables; et 
nous avons étudié les propriétés de matricielles de cette fonction. Nous avons uti-
lisé certaines de ces propriétés pour construire une heuristique qui a donné des 
résultats considérables en un temps court et qui, après amélioration (par exemple 
le 2 - r avec plusieurs points de départs, le 3 - r ou le 4 - r ), va certainement 
donner de meilleurs résultats. 
Au chapitre 4 nous avons commencé l'étude d'une approche continue pour l'opti-
misation quadratique en variable 0 - 1, l'approche de la descente la plus rapide. 
Nous avons construit un algorithme préliminaire utilisant des valeurs propres et le 
gradient de la fonction j, et utilisant aussi le fait que chaque frontière de l'hyper-
cube unité est encore un hypercube sur lequel la restriction de j a essentiellement 
les mêmes propriétés. Cet algorithme de base qui a plusieurs améliorations pos-
sibles donne déjà des résultats assez encourageants sur les problèmes de petites 
dimensions. Mais, des réalités numériques restent à considérer pour l'appliquer 
à des problèmes de grandes dimensions : la manière de rechercher la frontière 
de l'hypercube atteinte par une descente partant d'un point intérieur, lè temps 
positif auquel on l'atteint, et le point en lequel il est atteint. Théoriquement nous 
les avons établis, mais il nous faut optimiser ces résultats et contourner certaines 
limites numériques, et des pistes pour le faire sont en étude. 
Au chapitre 5, nous avons proposé une nouvelle classe polynomiale de l'optimi-
sation quadratique en variable 0 - 1, et nous en avons indiqué des exemples. ' 
Au titre des travaux et pistes futurs; nous comptons examiner et exploiter encore 
plus les inégalités linéaires qui caractérisent l'ensemble des points de minimum 
de j sur les vecteurs 0 - 1; par exemple, les effets algorithmiques de p(x) pour-
raient être plus nombreux et nous comptons les examiner plus' profondement. 
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Nous comptons examiner les cas 3 - r et 4 r de l'heuristique présentée dans 
le chapitre 3 et qui, logiquement) devraient améliorer les valeurs atteintes par le 
2 r. Toutefois, trouver plusieurs autres points de départ intéressants pour le 
2 r pourrait être plus efficace et moins couteux en temps de calcul qu'un 3 - r , 
et nous comptons examiner cela. La descente la plus rapide est encore en cours. 
d'optimisation et nous avons plusieurs pistes en étude pour rendre cet algorithme 
plus efficace. 
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