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Abstract 
This paper introduces a new class of predictive ART architectures, called Adaptive 
Resonance Associative Map (ARAM) which performs rapid, yet stable heteroassociative 
learning in real time environment. ARAM can be visualized as two ART modules 
sharing a single recognition code layer. The unit for recruiting a recognition code is 
a pattern pair. Code stabilization is ensured by restricting coding to states where 
resonances are reached in both modules. Simulation results have shown that ARAM is 
capable of self-stabilizing association of arbitrary pattern pairs of arbitrary complexity 
appearing in arbitrary sequence by fast learning in real time environment. Due to the 
symmetrical network structure, associative recall can be performed in both directions. 
1. Introduction 
Adaptive resonance architectures (Carpenter & Grossberg 1987a, 1987b) are neural networks that 
self-organize and self-stabilize recognition categories in real time environment. Recently, predictive 
ART architectures called binary ARTMAP (Carpenter, Grossberg, & Reynolds 1991) and FUZZY 
AHTMAP (Carpenter, Grossberg, Markuzon, Reynolds, & Rosen 1991) were proposed which per-
form supervised real time learning and pattern classification. By inheriting those properties from 
ART systems, ARTMAP's learning is fast and self-stabilizing. This kind of real time supervised 
learning methodology offers a strong alternative to existing gradient descent supervised learning 
algorithms. 
In this paper, the author adds on to the efforts of designing self-organizing, self-st<tbilizing 
<tssoci<ttive m<tp by extending some existing <td<tptive reson<tnce network models. A new cl<tss of 
predictive ART system called ARAM, for Ad<tptive Resmmnce Associ<ttive M<tp, is proposed herein. 
While ARTMAP consists of two ART modules interconnected by <tn inter-ART <tssociative map, 
ARAM is composed of two ART modules with overlapping recognition l<tyer as shown in Figure 
1. '.!.'he unit for recruiting a recognition code is a complete pattern pa.ir. Given a pair of patterns, 
e<tch fed into an ART module, the recognition layer receiving contributions from both the two F'1 
layers, is a choice network. The winner selected in the F'2 layer triggers a. top-down priming on the 
two P1 levels monitored by separate reset mechanisms. Code stabilization is ensured by restricting 
coding to states where resonances are reached in both modules. By coding the pattern pair directly 
a.t a. single recognition layer, ARAM is able to perform rapid a.nd stable heteroassocia.tive learning 
in real time environment with and without match tracking (discussed in section 3). Moreover, as 
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Figure 1: Network Structure of ARAM. 
the network structure and operations are symmetrical, associative recall can be performed in both 
directions. 
The organization of this paper is outlined as follows : Section 2 discusses in more details, the 
design principles and properties of AH.AM. Section 3 describes a version of ARAM, called FUZZY 
ARAM which utilizes FUZZY ART operations. Section 4 reports simulation results of ARAM on 
two benchmarking data sets - the Iris Plane Database and the Sonar Retums Database. Some 
concluding remarks and suggestions for future research are given in the fmal section. 
2. Design Principles of ARAM 
Recognition categories for coding pattern pairs: In the ARAM model, association of patterns 
from two different fields is achieved by using a single recognition node to code a pair of associated 
pattems. New recognition nodes are recruited automatically when novel patterns are encountered. 
The codes can be created as many as required until the full system capacity is utilized. 
Stable fast learning in real time environment: Similar to ART systems, the ARAM model 
leams the matched pattems of top-down priming templates and bottom-up patterns. The recog-
nition codes are stable as the template values are monotonically nonincreasing. More importantly, 
codings are only allowed when vigilance criteria are satisfied. These vigilance parameters restrict 
the patterns that can be coded into a single category. 
Continuous learning and performance: The ARAM model is a real time learning and per-
forming machine. No distinction is necessary between learning phase and performance phase. 
The model exhibits different functional behaviours in response to difference pattern presentation 
paradigms. 
Associative recall m both directions: 'I'he network structure and the operations of ARAM 
are symmetrical. Thus there is no distinction drawn between input and output patterns at all. 
Presenting part of a coded pattern pair, results in the readout of the complete pattern pair. 
Maximal generalization under external demands: Depending on the constraints of the prob-
lem domain, the vigilance parameters can be set as low as possible for maximal generalization. The 
use of two separate vigilance parameters provides maximal generalization under external constraints 
imposed on two different populations of patterns. 
3. FUZZY ARAM 
The ART modules used in ARAM can be selected among ART1, ART2 (ART2-A), ART3, FUZZY 
ART, or combination of them. We focus, in this paper, on FUZZY ARAM which is composed 
of two overlapping FUZZY ART modules (Carpenter, Grossberg, & Rosen 1991). A version of 
FUZZY ARAM is described below: 
Inputs: The input vectors of the two F1 layers are denoted by la and lb respectively. To prevent 
the categories poliferation problem, complemented coding is always applied. 
Activity vectors: The activity vectors of the two modules are denoted by Xa and Xb respectively. 
The activity vector of the F2 layer is denoted by y. Upon a pattern presentation, Xa and Xb assume 
the value of Ia and h respectively. 
Weight vectors: Each recognition code j in the F2 coding layer is associated with two adaptive 
weight templates, Waj and Wbj· Initially, all recognition nodes are uncommitted and all weights 
are 1 s. 
Bottom up activation: Given a pair of patterns, Ia and h, the activation of a F2 node j, Tj is 
given by 
where <>a and ab are choice parameters, 1 is a contribution parameter, the fuzzy AND operation 
1\ is defined by 
a.ncl the norm 1·1 is defined by 
(x 1\ Y)i =min( xi, Yi) 
M 
lxl = :Lxi 
i=l 
In a choice network, at most one F2 node can become active. Thus when a category choice is made 
at node J, Y.l = 1 and Yi = 0 for all it J. 
Top down priming: The selected node performs a top down priming on the two F1 layers. 
Resonance occurs if the match functions in both modules meet the respective vigilance criterion: 
and 
If any of these vigilance constraints is violated, mismatch reset occurs in which the value of the 
choice function TJ is set to 0 for the duration of the input presentation. The search process repeats 
to select another new index J until resonance is achieved. 
Learning: Once resonance is reached, coding takes place. With fast commitment option, the 
weight templates of an uncommitted node assume the values of the current F1 activation vectors 
directly. For an already committed node, the weight vectors WaJ and WbJ are modified by the 
following learning rule: 
With (3 = 1, fast learning is employed where the ARAM system adapts its weights completely to 
the current vectors at F1 layers. 
Match Tracking: This process which is used in AHTMAP system to provide maximal code 
compression, can also be used in ARAM. With the match tracking process and with "! = 1.0, 
ARAM emulates the search and test dynamic of AHTMAP. 
4. Experimental Results 
Despite that ARAM is designed to serve a broader role of pattern storage and association, as 
a starting point, this paper examine its performance as a classifier in two well known problom 
donutins. 
Iris Plant Classification: FUZZY ARAM was first experimented on a Iris Plant data set (Fisher 
1.936) obtained from the machine learning database directory at ics.nci.edu. The Iris dat<L set con-
sists of 3 classes (Setosa, Versicolour and Virginica) of 50 instances each, with 4 numeric attributes 
(sepal length, sepal width, petal length and petal width). This well known and relatively simple 
data set is chosen here to study the behaviour of ARAM under different parameter settings, before 
comparing its perform<Lnce to other learning methods in more difficult domains. 
For each simulation, the 75-wse training set and the 75-case test set were selected randomly. 
The training set was presented repeatedly until no reset occurred. The simulation results averaged 
over 100 runs are summarized in Table 1. As expected that increasing Pa improved the prediction 
rates with the cost of more training epochs and coding nodes. Increasing aa on the other hand, 
provided better results with roughly the same amount of resources. In all simulations, there 
is no misclassification for class 1 plant. The last rows illustrate the performance of AH.TMAP 
configurations. With the match tracking process, the number of coding nodes is greatly reduced 
with the performance remained roughly equivalent. However, as match tracking introduces a series 
of search, test and reset, the learning time is generally slightly longer. 
Parameters Resources Utilized Prediction Rate 
O:a {J I Pa MT #Epoch # Coding Node 1 2 3 Total SD 
0.01 0.9 0.5 0.0 n 1-2 3 100.0 90.7 90.2 93.5 2.1 
0.01 0.9 0.5 0.7 n 3-5 11-34 100.0 91.0 91.9 94.2 2.3 
0.01 0.9 0.5 0.9 n 2-5 31-53 100.0 92.7 91.8 94.7 2.3 
0.1 0.9 0.5 0.7 n 2-5 10-29 100.0 91.8 91.8 94.5 2.3 
0.2 0.9 0.5 0.7 n 2-5 9-31 100.0 92.9 92.1 94.9 1.9 
0.1 0.9 1.0 0.0 y 2-6 3-10 100.0 92.8 90.5 94.3 2.3 
0.2 0.9 1.0 0.0 y 2-7 3-11 100.0 92.9 91.4 94.7 2.1 
Table 1: Performance of FUZZY ARAM in classifying Iris Plants. The column MT indicates 
whether match tracking is employed. 
Sonar Returns Database: This data set, again obtained from ics.uci.edu, was used by Gorman 
& Sejnowski in their study of classifying sonar returns (Gorman & Sejnowski, 1988). The input 
vector is a 60-dimensional real-valued vector and there are 208 instances of which 97 are returns 
from roughly cylindrical rocks and 111 are from metal cylinders. This is a relatively difficult domain 
as the number of training examples are relatively few and the data contains noises. In their aspect 
angle dependent experiments, the data set was divided into a 104-element training set and a 104-
element test set, with balance representation in each aspect angle. For comparison of performance, 
the same training and test sets were used here. The simulation was repeated for 20 runs and in 
each run, the training patterns were presented in a different order. Some of the simulation results, 
compared with the results reported by Gorman & Sejnowski, are summarized in Table 2. 
Models Learning Epoch Coding Nodes %Test Std Dev 
·-
Perceptron 300 0 73.1 4.8 
Back-propagation 300 12 90.4 1.8 
Back-propagation 300 24 89.2 1.4 
FUZZY ARAM (12,0.1,0.5,0.7,n) 4-11 50-66 89.8 4.6 
FUZZY ARAM (12,0.1,0.5,0.9,n) 3-13 66-79 90.8 2.5 
FUZZY ARAM (12,0.1,l.O,O.O,y) 6-35 22-42 90.6 2.2 
Table 2: Performance of Perceptron, Back-Propagation and FUZZY ARAM (o:a,fJ,/,Pa,Match-
Track) in classifying sonar returns (aspect angle dependent case). 
As shown that FUZZY ARAM produced performance comparable to those of Back-Propagation 
networks. The disadvantage is the larger number of coding nodes utilized. The good news is that a 
much smaller number of learning epochs is required. A compromise case (last row) is obtained with 
match tracking in which a smaller number of coding nodes are recruited with slightly more learning 
epochs. The standard deviation of prediction rate suggests that the order in which the patterns are 
learned, does affect the performance. In fact, this provides a way to further reduce the prediction 
error. Under the voting strategy (as used in FUZZY ARTMAP), a number of ARAM networks are 
trained on a training set in different ordering. During test, each system votes on its prediction and 
the final prediction is the one that receives the most number of votes. The simulation results using 
3 ARAM systems, averaged from 20 runs, are summarized in Table 3. 
Learning Epoch Coding Nodes # Voters Prediction Rate Std Dev 
1 90.3 3.0 
4-15 40-67 2 90.5 2.9 
3 91.9 2.3 
Table 3: Performance of FUZZY ARAM (12.0,0.1,0.5,0.7,n) with voting strategy. 
5. Concluding Remarks 
As a simple extension of ART systems, ARAM inherits a number of robust features including 
self-organizing, self-stabilizing and fast learning in real time environment. On top of these, the 
design of ARAM supports supervised learning and bidirectional associative recall. Future directions 
in studying ARAM include evaluating it on more machine learning databases, and exploring its 
bidirectional recall capabilities with comparisons to other associative memory models. 
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