The research reported in the paper aims the development of a suitable neural architecture for implementing the Bayesian procedure in solving pattern recognition problems. The proposed neural system is based on an inhibitive competition installed among the hidden neurons of the computation layer. The local memories of the hidden neurons are computed adaptively according to an estimation model of the parameters of the Bayesian classifier. Also, the paper reports a series of qualitative attempts in analyzing the behavior of a new learning procedure of the parameters an HMM by modeling different types of stochastic dependencies on the space of states corresponding to the underlying finite automaton. The approach aims the development of some new methods in processing image and speech signals in solving pattern recognition problems. Basically, the attempts are stated in terms of weighting processes and deterministic/non deterministic Bayesian procedures.
PRELIMINARIES
Stochastic models represent a very promising approach to temporal pattern recognition. An important class of the stochastic models is based on Markovian state transition, two of the typical examples being the Markov model (MM) and the Hidden Markov Model (HMM). In a Markov model, the transition between states is governed by the transition probabilities, that is, the state sequence is a Markov process and the observable state is then directly observed as the output feature. However, usually, there are two sorts of variable to be taken into consideration, namely the manifest variables which can be directly observed and latent variables that are hidden to the observer. The HMM model is based on a doubly stochastic process, one producing an (unobservable) state and another producing an observable feature sequence.
The doubly stochastic process is useful in coping with unpredictable variation of the observed patterns and its design requires a learning phase when the parameters of both, the state transition and emission distributions have to be estimated from the observed data. The trained HMM can be then used for the retrieving (recognition) phase when the test sequence (complete or incomplete) observations have to be recognized.
The latent structure of observable phenomenon is modeled in terms of a finite automaton Q, the observable variable being thought as the output Λ the stochastic process describing the hidden evolution and by ( ) 0 n n X ≥ the stochastic process corresponding to the observable evolution.
Let Q be the set of states of the underlying finite automaton; m Q = .
We denote by n τ the probability distribution on Q at the moment n. Let
be a measure space, where σ is a σ -finite measure.
We assume that 
is the subjective credibility that q is the true emitting state at any moment. We assume that
. The conclusions on the hidden evolution are derived using the Bayesian procedure when the apriori probability distribution ξ and the set of density functions ( ) 
is the probability of deciding that the output x is produced by the state q.
For any R t ∈ we denote the expected risk by,
The Bayesian decision procedure R t ∈ assures the minimum risk that is, ( )
and it is given by,
The true evolution in the space Q of non observable variables is governed by probabilistic , that is a sequence of N-realizations of both processes ( ) 0 n n ≥ Λ and ( ) 0 n n X ≥ are available to the experimenter, we get a learning sequence of length N which can be used to estimate the hidden evolution on Q as well as to derive estimations for the conditional density functions ( )
, such that the following regularity conditions hold,
Our method is a supervised technique based on the learning sequence
, where the true probability distribution n τ is approximated by a weighting process
representing the guess that q is the emitting state at the moment n. The decision procedure * n t is defined by ( ) 1 in terms of ( )
QUALITATIVE ANALYSIS OF THE LEARNING SCHEME
be the expected risk corresponding to the random decision procedure * n t when ξ is the true probability distribution on Q and
is the set of output density functions. 
Proof: The conclusion can be established using straightforward computations and invoking the strong law of large numbers and the dominated convergence theorem. 
.
Proof:
The following series of equations can be derived,
Obviously, the second term converges to 0 when ∞ → n . Also, using the strong law of large numbers, we obtain,
Using the dominated convergence theorem, we get
which finally implies that, for
which implies the conclusion of Theorem 2.
Theorem 3. Assume that the conditions mentioned in theorem 2 hold. If, for any
Using Theorem 2, the definition of procedures
and dominated convergence theorem, we get,
we finally get,
Let us assume that ℵ is a denumerable set,
, we get that A 4 also holds. 
where τ is the probability distributions of 1 Λ .
Proof: For
Obviously, f is (
we obtain,
. 
NEURAL IMPLEMENTATION
The recognition task corresponds to the identification of the states q for which ( ) 
The conclusions concerning the behavior of the competition in the space of states stem from the following arguments. Note that
2. Assume that for some
3. Assume that for some 
