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ABSTRACT
High-resolution spatial data is essential for characterizing and monitoring
surface quality in manufacturing. However, the measurement of high-resolution
spatial data is generally expensive and time-consuming. Interpolation based
on spatial models is a typical approach to cost-effectively acquire high-resolution
data. However, conventional modeling methods fail to adequately model
the spatial correlation induced by periodicity, and thus their interpolation
precision is limited. In this paper, we propose a Bessel-based periodic var-
iogram model, which enables kriging, a geostatistical interpolation method,
to achieve accurate interpolation performance for common periodic surfaces.
In addition, parameters of the proposed model provide valuable insights for
the characterization and monitoring of spatial processes in manufacturing.
Both simulated and real-world case studies are presented to demonstrate the
effectiveness of the proposed method.
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Fine-scale characterization of surface variation is crucial for high-performance
quality control of numerous manufacturing processes, such as ultrasonic metal
welding and high-precision machining [1, 2]. Such information can enhance
manufacturers’ understanding on the fundamental mechanism underlying the
processes, and further assist the monitoring and control tasks [3]. Never-
theless, the high cost of high-resolution 3D measurement systems and the
extensive time for data acquisition place critical challenges in obtaining high-
resolution surface data [2]. For example, in electric vehicle manufacturing,
ultrasonic metal welding has been widely adopted for battery joining [3–6].
The measurement time for an anvil surface with the dimension of 43 mm
× 8 mm is approximately 8 hours with a typical 3D microscope [2]. There
are two undesirable consequences caused by the low measurement efficiency,
namely, a large amount of production downtime, and the delayed decision-
making in production maintenance. Therefore, cost-effective acquisition of
high-resolution surface data is critically needed for responsive process control.
Spatial interpolation is one possible solution to acquiring high-resolution
surface data with relatively low cost [1, 7, 8]. When using this type of tech-
nique, the value of properties, e.g., surface heights and pixel RGB values,
at unobserved locations is estimated with measurement data from its vicinal
sampled locations based on spatial models. Kriging-type methods, such as
simple kriging, ordinary kriging, co-kriging, and regression kriging, in the
area of geostatistics are one of the most important interpolation techniques
[9]. Recent works have shown that compared with non-geostatistical tech-
niques, kriging can lead to superior peak signal-to-noise ratios and visual
perception [10, 11]. Kriging has been widely applied both in geostatistics
and a variety of other disciplines, e.g., image processing [10, 11], ecology
[12, 13], environmental science [14–16], natural resources [17], real estate




Figure 1.1: A periodic anvil surface from ultrasonic metal welding.
Different from many other point interpolation techniques, kriging is based
on statistical models capturing both autocorrelation and the statistical re-
lationships among the measured points. These relationships are usually de-
scribed by a variogram or a covariance function, which are unknown and need
to be estimated from the measured data. Because the spatial interpolation
critically depends on the relationship between nearby observations, a good
estimation of the variogram or covariance function is necessary for obtain-
ing efficient predictions. In most cases, Gaussian-type variogram models or
other monotonically increasing variogram models are proposed to describe
the spatial correlation between neighboring observations, since the variances
between two locations are expected to increase as the lag separation distances
increase [21].
However, for periodic surfaces, the value at a location relates to not only
its neighborhoods but also some distant observations. Consequently, the
true variogram shows a more complicated pattern rather than increasing
monotonically. Surfaces with such periodicity are common in manufacturing,
e.g., tool surfaces in ultrasonic welding [3] and machined surfaces [22–24]. For
example, the anvil surfaces in ultrasonic metal welding show strong spatial
periodicity, as illustrated by Figure 1.1. In this case, conventional variogram
models cannot capture the periodicity effectively; thus new variogram models
are highly desirable in order to achieve good interpolation performance.
Variograms with periodic patterns are often called “hole effect” variograms
in the mining and petroleum industries. Such patterns have not been studied
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sufficiently. In many cases, these fluctuations in the empirical variogram are
simply ignored or treated as random noise more or less [25, 26]. Among the
few works on this issue, a study in ecology about periodic landscape patterns
qualitatively analyzed the relations between periodicity in landscape patterns
and geostatistical models [27]. However, there is still a lack of general rules
for estimating the variogram with pronounced fluctuation. Moreover, to our
best knowledge, periodic surfaces have not been effectively modeled in the
area of manufacturing.
Without a proper variogram model, the surface physical features cannot be
reflected from the model parameters. Therefore, it is impossible to interpo-
late periodic surfaces using kriging, not to mention monitor and control such
surfaces. In this research, we will propose a Bessel-based periodic variogram
model for periodic surfaces, and demonstrate its effectiveness using case stud-
ies from manufacturing. In addition to improved interpolation performance,
the new variogram model shows potential of reflecting the progression of
surfaces in the time domain.
The remaining of this thesis is organized as follows. Chapter 2 presents
the kriging interpolation procedure, and the proposed Bessel-based periodic
variogram model. Case studies with both simulated and real-world tool sur-
faces are presented in Chapter 3. Finally, in Chapter 4, we summarize the
significance of the results and discuss the potential applications.
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CHAPTER 2
KRIGING FOR PERIODIC SURFACES
2.1 Kriging interpolation
Kriging, a geostatistical interpolation technique, is optimal among all linear
unbiased spatial interpolation method [21]. Kriging can predict the values of
unobserved locations by weighting observations from their nearby locations.
There are several kriging methods available with different ways of calculating
weighted components. In this proposed method, we choose the ordinary
kriging (OK). Some features of this method are summarized as below. First,
OK recalculates a mean in the local neighborhood for each estimation point
instead of assuming a constant known mean over the entire domain. Second,
OK minimizes the variance of the estimation error. Third, OK is the most
common kriging method used for spatial data without global trends [21].
Let s be a coordinate vector for a location. In this study, s = [x, y], where
x and y are the horizontal and vertical coordinates, respectively. Given n
observations Z(s1), . . . , Z(sn) at sampled locations s1, . . . , sn, the basic form





where λi is the corresponding weight for the measured value at location si.
In OK predictor, to minimize the variance of the estimator, λi is subject to
n∑
i=1
λi = 1. (2.2)
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where µ denotes the Lagrange multiplier. Then, the optimal solutions can
be written as a linear system:
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cij = Cov [Z(si), Z(sj)] = c(h). (2.5)
In Equation (2.5), c(h) is called the covariance function, where h = ‖si− sj‖
is the spatial lag between two locations. The covariance function describes
the spatial covariance of a random field, and the interpolation weights can
be calculated if a covariance function is known or estimated.
Instead of estimating the covariance function directly, it is more convenient
to estimate the variogram, a function that gives a measure of the difference
between field values at two locations [21]. For every pair of points separated
by spatial lag h, we can estimate the variogram function of h via the average
of all such pairs. Conventionally, 2γ(h) is called the variogram function,
and γ(h) is called the semivariogram function. The moment estimator of







[Z (si)− Z (sj)]2
}
, (2.6)
where N(h) = {(si, sj) : ‖si − sj‖ = h}, the set of all pairs of locations
separated by vector h. γ̂(h) is also referred to empirical variogram, as it is
computed only based on the actual observations.
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Once a variogram γ with finite boundary is estimated, a covariance func-
tion can be found with




γ(h) = σ2ε (2.8)
is called the nugget, which reflects the discontinuity at an infinitesimally
small separation distance from the origin of the variogram; and
C(0) = γ(∞) = σ2 (2.9)
is called the sill, which corresponds to the variance of the whole field.
2.2 Variogram modeling
An empirical variogram cannot be directly applied for kriging interpolation
mainly due to two reasons. First, the empirical variogram cannot be obtained
at all lag distances. Second, to be considered as valid, a variogram needs
to be a positive or conditionally negative definite function. Approximating
empirical variograms with theoretical model functions is a general method
to ensure the validity [21].
The Gaussian-type models are the most commonly used variogram model.
For example, the Gaussian model is defined as:












where a is a range parameter that determines how quickly the variogram
raises up near the origin. Most variogram models, like Gaussian model,
are monotonically increasing, and thus ignore the hole effect structures of
periodic surfaces.
A possible model for fitting hole effect structures is the “waving model,”
defined as









Figure 2.1: The procedure of interpolation using kriging.
where ω is the wave length of the periodic patterns. However, this model
damps quickly as the lag distance increases, while the fluctuation of empirical
variogram keeps pronounced. This issue cannot be solved even with combined
multiple waving models, so the waving model is not a good choice. A detailed
comparison is provided in Section 3.1.
Bessel model is able to properly deal with the pronounced hole effect struc-
tures in the empirical variogram [28]. Because the empirical variogram with
periodic patterns increases monotonically within the first half period lag dis-
tance and the Gaussian function takes better account of the local relations
near the origin, we linearly combine the Bessel function and the Gaussian
function to form a new variogram model. The Bessel-based periodic vari-
ogram model is defined as


















where p is the weighted parameter for the Gaussian model ((1−p) for Bessel
model); a is the range parameter for Gaussian function; J0 is the Bessel
function of the first kind of order 0; and ω is the spatial period parameter
of Bessel function. This linear combination of valid variogram models could
be considered as a non-parametric model fitting approach [9, 28], and it
provides more flexibility in the model fitting with different magnitudes of
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periodic patterns.
Parameter p could serve as an indicator for the periodicity strength. A
larger value of p indicates a stronger periodicity strength. For variograms
with no or a very weak periodic pattern, the values of p would be close to 0.
As a matter of fact, Gaussian model is a special case of the Bessel model. In
Equation (2.12), when p = 0, the model is simplified as a Gaussian one, as
depicted by Equation (2.10).
Nonlinear least squares is chosen as the method of variogram model fitting.
There are several algorithms available for solving nonlinear least squares, and
we utilize the Gauss-Newton algorithm to automatically estimate the vari-
ogram model parameters [29]. The proposed Bessel-based periodic variogram
model is also advantageous in parameter estimation. In general, matching all
peaks and valleys in the variogram through parameter estimation is a chal-
lenging task. The most common approach in geostatistics is manual fitting.
When using manual fitting, only the first peak can be well fitted in most cases
[25, 28]. The proposed variogram model is able to match at least the first
three peaks and valleys. This advantage of our method will be illustrated




In this chapter, kriging with the Bessel-based periodic variogram model
is compared with four non-geostatistical spatial interpolation techniques:
nearest-neighbor, inverse distance weighting (IDW), bi-linear spline, and bi-
cubic spline [30]. The root mean squared error (RMSE) will be used as a






where n is the total number of predictions, and Ẑi and Zi are the predicted
value and observed value for location i, respectively.
The effectiveness of the proposed method is demonstrated by two case stud-
ies. The first case study utilizes simulated anvil surfaces with hemisphere-
shaped knurls, and second case study uses real-world anvil data with pyramid-
shaped knurls from an electric vehicle battery manufacturing plant.
In both studies, high-resolution surface data are obtained from either sim-
ulation or measurement. The true data will be used as a baseline to calcu-
late RMSEs for candidate interpolation methods. Then, we assume a low-
resolution measurement system is used to measure the surfaces. Observations
are obtained by downsampling the original high-resolution surface data with
a step of three in both horizontal and vertical directions. Those data will
be utilized to train the spatial model and predict the values at unobserved
locations. In each 3× 3 grid, one out of nine locations is kept as a measured
point while the remaining eight locations are considered as unsampled. In
other words, 11.1% of points from the high-resolution data are utilized for
training and 88.9% are used for test.
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Figure 3.1: A simulation of worn anvil surface with hemisphere-shaped
knurls.
3.1 Simulation case study
In ultrasonic metal welding of lithium-ion batteries, surface degradation of
anvils significantly affects the joint quality [3]. Hemisphere-shaped knurl is
one of the typical anvil surface patterns in ultrasonic metal welding. In this
study, 1000 worn anvils with hemisphere-shaped knurls are simulated, and
each surface is represented by a 160 × 480 matrix. Figure 3.1 shows a part
of one simulated anvil surface.
3.1.1 Variogram fitting
Figure 3.2 shows the actual empirical variogram with three fitted variogram
models, and Table 3.1 shows the means and standard deviations of residual
sum of squares (RSS) for each fitted variogram model. Clearly, Bessel-based
periodic variogram model fits the actual empirical variogram the best among
three models. In the empirical variogram, the periodic pattern contributes
about 30% magnitude of the variance, and this periodic pattern should not
be ignored. Gaussian-type model does not account for this pattern and yield
the worst fitting performance. The sine-based waving model damps very fast,
10














Figure 3.2: Plots of three variogram models. “Actual” represents the actual
values of empirical variogram. “Bessel”, “Gaussian,” and “Waving”
represent the Bessel-based periodic model, Gaussian model, and waving
model, respectively.
Table 3.1: Means and standard deviations of RSS for three variogram
models. The lowest values are highlighted.
Bessel Gaussian Waving
Mean 3.26× 106 1.41× 108 8.72× 107
Standard deviation 1.55× 104 5.01× 105 3.00× 105
so it cannot fit the periodic pattern properly.
Moreover, the parameters of Gaussian and waving models are unstable in
the estimation process, and are significantly affected by the settings, such as
the cut-off distances of the empirical variogram. On the other hand, the pro-
posed Bessel-based periodic model is much more robust and provides consis-
tent estimation for model parameters. Therefore, the parameters of Gaussian
and waving models cannot provide credible information about the degrada-
tion of surfaces, while the Bessel-based periodic model has good potential
for monitoring purpose. The meanings of parameters in the Bessel-based
periodic model will be discussed in Section 3.2.2.
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3.1.2 Comparison of interpolation performance
In this section, we compare the performance of the aforementioned five candi-
date interpolation methods. Since the parameter estimation is very unstable
when using other geostatistical methods, as discussed in Section 3.1.1, we
did not include them in the evaluation of interpolation performance.
The statistics of RMSE of five interpolation methods are shown in Table
3.2. The standard deviations of five methods are less than 1% of the cor-
responding mean, which means the results of all methods are stable. Com-
pared with other four methods, kriging with the Bessel-based periodic model
achieves the lowest values for all statistical measures except standard devia-
tion. In addition, the RMSE values of kriging are lowest for all 1000 surfaces,
indicating that our method achieves stable and superior interpolation per-
formance.
Table 3.2: Statistical measures of RMSE of different interpolation methods.
The smallest values for each statistical measure are highlighted.
Nearest IDW Bi-Linear Bi-Cubic Kriging
Mean 14.7997 10.1425 16.9950 7.1177 6.9446
Median 14.7993 10.1430 16.9951 7.1178 6.9445
Standard deviation 0.0292 0.0310 0.0599 0.0455 0.0365
Minimum 14.6965 10.0508 16.8260 6.9815 6.8300
Maximum 14.8828 10.2246 17.1623 7.2685 7.0730
3.2 Real-world case study
The data in this case study is a sequence of six measurements of an anvil
in one tool life from a battery manufacturing factory [2]. The original high-
resolution data is a 163 × 1761 surface for each measurement time. The
3D surface height plots are shown in Figure 3.3. The empirical and fitted
variograms for six surfaces are shown by Figure 3.4. It is seen that as the anvil
surface degrades over time, the variogram value has a decreasing pattern,
but the overall variogram shape has similar patterns. Furthermore, Table
3.3 lists the RSS of three variogram models at each sampling time. Both
Figure 3.3 and Table 3.3 indicate that the proposed Bessel-based variogram
model outperforms the other two models.
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Figure 3.3: Six measurements of an anvil surface in ultrasonic metal
welding.
Table 3.3: RSS values of three variogram models. The lowest values at each
sampling time and the average are highlighted.
Sampling time Bessel Gaussian Waving
1 1.41× 107 1.81× 108 1.48× 108
2 7.03× 106 9.99× 107 8.30× 107
3 5.92× 106 8.41× 107 7.06× 107
4 4.31× 106 6.38× 107 5.47× 107
5 4.29× 106 6.36× 107 5.43× 107
6 3.14× 106 4.66× 107 3.99× 107
Average 6.47× 106 8.98× 107 7.50× 107
3.2.1 Performance comparison
Similar with Section 3.1, we compare the interpolation performance of five
methods. RMSE comparison is reported in Table 3.4. It is shown that
kriging interpolation with the Bessel-based periodic model achieves the lowest
prediction errors for sampling time 2 to 6. At sampling time 1, the anvil is
brand new and displays regular pyramid knurl shapes. In this case, bi-cubic
interpolation provides a slightly better result. Nevertheless, kriging yields
better average interpolation performance with a smaller average prediction
RMSE.
13
























































































Figure 3.4: Comparisons of Bessel-based periodic model, Gaussian model,
and waving model at each sampling time.
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Table 3.4: RMSE values of different interpolation methods. The best
results are highlighted for each sampling time and the average.
Sampling time Nearest IDW Linear Cubic Kriging
1 17.2827 9.5811 10.5772 5.0712 5.209116
2 15.3867 8.7837 9.8824 4.7637 4.7125
3 16.8099 10.8201 11.7218 7.9643 7.8068
4 15.9285 10.2527 10.3138 6.2108 6.1025
5 15.3713 9.6353 9.8805 5.5075 5.4238
6 13.9528 8.3660 8.7677 4.4953 4.3511
Average 15.7887 9.5732 10.1906 5.6688 5.6010
3.2.2 Parameters analysis
Another advantage of kriging interpolation is that its parameters can provide
physics insights on the progression of surfaces. Such insights are essential for
manufacturing process monitoring and control [2], and can potentially sim-
plify spatiotemporal modeling. Figure 3.5 presents the five fitted parameters
of the Bessel-based periodic variogram model.
(a) Nugget
● ● ● ● ● ●
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Figure 3.5: Temporal trend of fitted parameters in the Bessel-based
periodic variogram model.
Explanation of each parameter is provided as follows.
• Because the anvil surfaces are continuous, we expect there is no nugget
effect or a small-value nugget value due to measurement errors. The fit-
ted values of the nugget, as shown in Figure 3.5a, are zeros for all six
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variograms as expected.
• For all variograms, ω is about 44.8, which is close to the distance between
the peaks of two adjacent knurls. It is reasonable that the values are
relatively stable since this distance remains unchanged. ω can be viewed
as the dominant period.
• The values of a are decreasing, which means the variogram increases more
and more slowly. Decreasing values of p show that the weights of the
Bessel part in the proposed model are decremental. And the values of
sill are monotonically decreasing. These three tendencies indicate that, in
the welding process, the knurls on the surface are flattened and the global
variance of the field is reduced. Hence, these three parameters, especially




In this thesis, a Bessel-based variogram model is proposed for spatial interpo-
lation of periodic surfaces in manufacturing. Both simulation and real-world
case studies demonstrate that our model is able to accurately characterize
variograms of periodic surfaces, e.g., tool surfaces consisting of hemisphere
or pyramid shaped knurls in ultrasonic metal welding. Compared with state-
of-the-art non-geostatistical interpolation methods, kriging with the Bessel-
based variogram model leads to much improved interpolation performance.
This new interpolation tool will greatly enhance the measurement efficiency
by providing adequate high-resolution surface data based on low-resolution
measurements. Furthermore, a parameter analysis shows that the model
parameters have good potential for surface monitoring and spatiotemporal
modeling. Finally, due to its generality, our model is readily applicable to a
number of other disciplines.
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