The authors consider the simultaneous localization and mapping (SLAM) problem with an H ∞ filter and with an observation of a landmark that is known a priori. With this observation, the system satisfies observability, and the estimated error is suppressed and the determinant of its covariance matrix becomes small compared with that of the original H ∞ filter. As a result, the proposed method avoids finite escape time, the divergence of the error covariance matrix that occurs in the estimation when using the original H ∞ filter. We prove the convergence of the error covariance matrix. In addition, with simulations and experimental results, we confirm that finite escape time is avoided, that the derived theorems for the convergence are correct, and that we can accurately estimate the state of the robot and the environment.
Introduction
Recently, the number of autonomous mobile robots has been increasing. These robots help us and reduce our work inside buildings as well as outside them [1] , [2] . Moreover, the robots achieve tasks that are difficult or dangerous for people to accomplish, such as exploring disaster sites, the deep sea, and even other planets. In order to carry out these tasks autonomously, a mobile robot has to know its own position and the condition of its environment. The Global Positioning System (GPS) is commonly used to estimate a robot's position [3] ; however, the situations in which GPS can be used are limited. Hence, when GPS cannot be used, the robot estimates its own position, using tools such as sonar sensors or laser range finders [4] . In addition, producing an accurate map requires accurately knowing the position of the robot, and the problem of accomplishing these tasks simultaneously is called the "simultaneous localization and mapping (SLAM) problem" [5] , [6] .
As the use of and the expectations for these mobile robots have increased, the SLAM problem has been studied more actively, and many solutions have been proposed. Note that a mobile robot has to estimate its own position and to accurately map the surrounding area using its sensor data, which will contain uncertainties. For this problem, the extended Kalman filter (EKF) is most commonly used [7] , [8] . In using the EKF, however, the noise is assumed to be white Gaussian noise, and this assumption is not always satisfied; thus, we choose to use the H ∞ filter. The H ∞ filtering problem is to minimize the estimated state error for the worst-case noise, and it only requires that the noise be bounded [9] . Solutions that use the H ∞ filter for the SLAM problem have been proposed [10] , [11] , and * Graduate School of Science and Engineering, Keio University, 3-14- these papers show that the H ∞ filter improves the estimation accuracy under the condition of non-Gaussian noise. However, when using the H ∞ filter, finite escape time, the divergence of the estimated error covariance matrix, can occur if the design parameter γ is small. If the matrix diverges, the estimation fails or deteriorates [10] . In order to continue estimations more accurately with a smaller γ, we propose a solution for the SLAM problem that uses a landmark that is known a priori. We call this the a prioriknown-landmark H ∞ filter (PKL-HF). While the system of the usual SLAM problem handles only unknown landmarks, the system of our proposed method handles unknown landmarks and one landmark that is known a priori. The SLAM problem with the observation of a landmark of which the location is known has already been proposed [12] - [14] . These papers show that including an observation of a known landmark satisfies observability and improves the estimation accuracy. We offer a theoretical proof of this by showing that the determinant of the error covariance matrix obtained when the observation of the known landmark is included becomes smaller than that when only unknown-landmark observations are included. In addition, our proposed method can calculate estimates without encountering finite escape time for smaller γ than when using the original H ∞ filter, and thus the estimation accuracy is further improved.
This paper is organized as follows. Section 2 presents the SLAM problem model that includes the observation of a known landmark. Section 3 briefly explains the H ∞ filtering problem and the use of the proposed PKL-HF algorithm for the SLAM problem. In Section 4, we prove that the estimated error covariance matrix converges as the information is updated with the observations of a stationary robot. Section 5 presents simulation and experimental results that show that finite escape time is avoided, the derived theorems for convergence are confirmed, and the estimation accuracy is improved compared with conventional methods. Finally, Section 6 presents our conclusions. The system configuration and the general model of the SLAM problem are shown in Figs. 1 and 2, respectively. Our proposed system consists of a mobile robot, M unknown landmarks, and one a priori known landmark in the X-Y plane. We consider the problem in which the robot uses observation data that contains uncertainties to simultaneously estimate its own position and that of the M unknown landmarks. The SLAM problem is represented by both a process model and an observation model.
Problem Formulation

Localization and Mapping
Process Model
The process model explains how a mobile robot moves in the environment. We first consider the state of the robot:
is defined as the robot state vector at a certain time k, and consists of its attitude angle and its X-Y position. Then, with a straight-line approximation using Euler's method, the equation for updating the state of the robot is represented as follows.
where v k ∈ R 1 , and ω k ∈ R 1 are the robot velocity and turning rate inputs, respectively, f f f R ∈ R 3 is a nonlinear function that defines the state transition of the robot, T is the sampling time, and e e e R k ∈ R 3 is the process noise of the robot. In this paper, e e e R k ∈ R 3 is a stochastic signal, and its mean and covariance are 0 0 0 and Q Q Q R k . Next, the states of the landmarks are considered. Landmarks are assumed to be points in the X-Y plane with no attitude angle, and p p p i = x i y i T ∈ R 2 is defined as the the state transition of the whole system is defined as follows.
, e e e 1 k := e e e R k 0 0 0 2M×1 (4) where f f f ∈ R 3+2M is a nonlinear function that defines the state transition, and e e e 1 k ∈ R 3+2M is the process noise for which the mean and covariance are 0 0 0 and Q Q Q k (≥ 0 0 0) ∈ R (2M+3)×(2M+3) .
Observation Model
Next, we consider the observation model, which represents the relative distance and angle between the robot and each of the landmarks. We define r i and ϕ i to be the relative distance and angle, respectively, between the robot and the ith landmark. The observation equations of the ith landmark are given as follows.
where h h h i (x x x k ) ∈ R 2×1 is the observation function of the ith landmark, and e e e 2i k ∈ R 2×1 is the observation noise of the ith landmark. Note that e e e 2i k ∈ R 2×1 is also a stochastic signal whose mean and covariance are 0 0 0 and R R R i k ∈ R 2×2 . In the same way, y y y p k is defined as the observation equation of the landmark that is known a priori. We can summarize the observations of the M unknown landmarks and the one known landmark into a single system and then represent the observation model of all M + 1 landmarks as follows. The following assumption is introduced for this system.
Assumption 1
The robot can simultaneously observe and identify each and every landmark.
This assumption has been set because, in this paper, we will not consider the problem of data association [15] .
H ∞ ∞ ∞ Filter-Based SLAM
H ∞ Filtering Problem
The H ∞ filtering problem is to minimize the estimated state error for the worst-case noise. This filter is more robust to external disturbances or modeling errors than other filters [16] .
In order to describe it theoretically, consider the following general linear system.
where x k ∈ R n is the state vector, y k ∈ R p is the observation vector, and F k , G k , and H k are the matrices whose dimensions are n × n, n × r, and p × n, respectively. In addition, w k ∈ R r and v k ∈ R p are the noise vectors which satisfy N k=0 w k 2 < ∞ and N k=0 v k 2 < ∞ for a given N. In terms of a linear combination of the state vectors z k = L k x k , the finite-time H ∞ filtering problem seeks to estimateẑ k =ẑ * k , (k = 0, 1, ··· , N), which satisfies the conditional equation Eq. (11) for γ > 0. (11) where x x x 2 P P P represents the quadratic form x x x T P P Px x x, and P 0 > 0, Q k > 0 and R k > 0 are the weighting matrices for the initial state x 0 and the bounded energy noises w k and v k , respectively. Here, Eq. (11) represents that the ratio of the energy of the estimated error and those of the noises is smaller than a certain value γ 2 for any bounded energy noise. For details of the H ∞ filter, refer to [9] , [16] , [17] .
Finite Escape Time in the H ∞ ∞ ∞ Filtering Problem
In the H ∞ filtering problem for the general linear system represented in Eqs. (9) and (10), the update equation for the estimated state error covariance matrix P k is given as follows.
Here, Eq. (11) shows that, when using the H ∞ filter, the smaller the design parameter γ, the better the estimation accuracy.
becomes a non-positive definite matrix. As a result, a unique solution to the H ∞ filtering problem does not exist, and eventually, finite escape time, the divergence of the error covariance matrix P P P k represented in Eq. (12), occurs [10] , [16] . This divergence causes the deterioration and ultimate failure of the estimation accuracy, and it should be eliminated so that the estimation is stable and accurate.
PKL-HF Algorithm in SLAM
We use the following assumptions to employ the H ∞ filter.
Assumption 2
The process noise e e e 1 k and the observation noise e e e † 2 k are independent of each other. In addition, they are bounded deterministic noises. Their accumulated energies for a given N satisfy the following equations. 
Unlike the case of applying the EKF, we do not need to assume that these are white Gaussian noise.
To obtain a successful estimation via the H ∞ filter, its observability must be satisfied. However, as described in [12] - [14] , a system composed of observations of only unknown landmarks is only partially observable. If we add a known landmark to the observation matrix, we obtain the following lemma for the observability.
Here, F F F k and H H H † k are the Jacobian matrices of the state transition function f f f (·) and the observation function h h h † (·) which includes the observation of the known landmark, respectively. They are given as follows.
where θ R k in Eq. (18) is the attitude angle of the robot, and dx i , dy i , and r i in Eq. (20) are, respectively, the relative distances between a robot and each of the landmarks defined in Eqs. (6) and (7) . In the SLAM problem, these values are estimated via the filter described below.
Proof This can be proved in the same way as that of Conjecture 4 in [13] . Hence, the details of the proof are omitted.
The proposed algorithm for the H ∞ filter that uses an observation of a known landmark for a linearized system is represented in a similar way to the solution in [8] that uses the EKF. Here, in the SLAM problem, G G G k and L L L k are identity matrices, and then the necessary and sufficient condition for the existence of a unique solution to the proposed PKL-HF is to satisfy the following two conditions. 1. The Riccati equation, Eq. (21), has a positive definite solution.
Eq. (23) has a positive definite solution.
In the above equations, F F F k and H H H † k are the Jacobian matrices of the state transition function f f f (·) and the observation function containing a known landmark h h h † (·), respectively.
The PKL-HF algorithm for estimating the states of the robot and the unknown landmarks with the Jacobian matrices is given in the following three recursive steps. Here,· k+1|k and· k+1|k+1 represent a priori and a posteriori estimated values, respectively.
Step 1: Prediction
Step 2: Observation y y y k+1 =y y y k+1 −ŷ y y k+1|k (26)
Step 3: Updatê
The filter gain K K K k+1 and the state error covariance matrix P P P k are given as follows with the Jacobian matrices F F F k and H H H † k in Eqs. (16) and (17) .
We then obtain the following theorem as an existence condition for the filter.
Theorem 1 If Assumptions 1-2 hold, the sufficient and necessary condition for the existence of a unique solution to the PKL-HF is to satisfy Eq. (31).
Proof First, if a unique solution to the PKL-HF exists, Eqs. (21) and (23) hold. Therefore, the condition Eq. (31) also holds. The necessity of this condition is thus proved. Next, consider its sufficiency. Substituting Ψ Ψ Ψ k as Eq. (22) into Eq. (21), the Riccati equation, we obtain the following.
Here, the Jacobian matrix F F F k , represented as Eq. (16), is a regular matrix, and both the inverse and the transpose of a positive definite matrix are also positive definite. Therefore, if Eq. (31) is satisfied, F F F kP P P k F F F T k is a positive definite matrix. As a result, Eq. (32) can be represented by a sum of positive definite matrices, and the result is also a positive definite matrix. Thus the sufficiency of the condition is also proved. Therefore, if we summarize these two condition, then it is sufficient and necessary for the existence of a unique solution to the PKL-HF that it satisfies Eq. (31).
Convergence Property
If we consider the SLAM problem probabilistically, the convergence of the state error covariance matrix P P P k is the parameter of the confidence of the estimation, and its determinant |P P P k | is a measure of the uncertainty [5] , [14] .
Reduction of Uncertainties
We already know that the estimation accuracy is improved when a known landmark is included in the observations [12] . In order to prove it theoretically, in this subsection we will show that in this case the determinant of the state error covariance matrix becomes small.
Here,P P P k is defined as the error covariance matrix for the original H ∞ filter (HF) and consists only of observations of unknown landmarks. We obtain the following lemma for the relationship between the error covariance matrix with the observation of a known landmark and that which consists only of observations of unknown landmarks. Lemma 2 Suppose that Assumptions 1-2 hold and both the HF and the PKL-HF exist. In addition, assuming that the initial error covariance matrices for the PKL-HF and the HF are the same, P P P 0 =P P P 0 , the following inequality regarding P P P k andP P P k holds.
Proof From Eq. (29), the update equation of the error covariance matrix for the PKL-HF is represented byP P P k in Eq. (33) as follows.
Similarly, the update equation of the error covariance matrix for the HF is represented byP P P k as follows.
Here, H H H k is the Jacobian matrix of the observation function consisted of the only unknown landmarks and given as follows.
H H H k = H H H v H H H p (38)
H H H v = −e e e T −e e e T ··· −e e e T −A A A T
Comparing Eqs. (35) and (36), the difference between the error covariance matrices of the two filters is represented as follows.
Here, let us define D D D k as follows.
Then, the following equation is obtained. 
H H H T k R R R −1 k H H H k =
H H H T v R R R −1 k H H H v H H H T v R R R −1 k H H H p H H H T p R R R −1 k H H H v H H H T p R R R −1 k H H H p
The components of Eqs. (44) and (45) are given as follows.
e e T R R R −1 i k e e e+e e e T R R R −1 p k e e e M i=1 e e e T R R R −1 i k A A A i +e e e T R R R −1 p k A A A p
e e e T R R R −1
Hence, D D D k represented in Eq. (42) becomes the following.
e e T R R R −1 p k e e e e e e T R R R
Then, using induction, we prove that Eq. (34) holds for all steps k (k = 1, 2, ··· ). First, consider the case of k = 0. Since the initial error covariance matrices are the same, P P P 0 =P P P 0 , Eq. (43) becomes the following.
Here, sinceP P P 0 is a positive definite matrix from Theorem 1 and soP P P 0 is also, the following equation is obtained [18] . P P P 0 −P P P 0 ≤ 0 0 0 (52) Therefore, Eq. (41) with k = 1 becomes the following.
We prove that Eq. (34) holds for the case of k = 1. P P P 1 ≤P P P 1 (54)
Next, suppose that Eq. (34) holds for the case of k = j, as follows.
P P P j ≤P P P j (55)
Since P P P j andP P P j are positive definite matrices, the following inequality is obtained.
From Eq. (50), D D D j is also a positive semidefinite matrix. Hence, for the case of k = j, Eq. (43) becomes the following.
The equationP P P j −P P P j ≤ 0 0 0 holds, as in the case of k = 0. Therefore, the following equation is obtained. P P P j+1 −P P P j+1 = F F F T j (P P P j −P P P j )F F F j ≤ 0 0 0 (58)
Hence, we have also proved that Eq. (34) holds for the time step j + 1.
P P P j+1 ≤P P P j+1 (59)
From the above, we have inductively proved that Eq. (34) holds for all time steps k (k = 1, 2, ···).
From Lemma 2, we have that P P P k ≤P P P k hold for all time steps k (k = 1, 2, ···) as long as both filters exist. Then, using a property of the determinants of positive definite matrices [18] , the following inequality regarding their determinants |P P P k | and |P P P k | also holds for all time steps k (k = 1, 2, ··· ).
|P P P k | ≤ |P P P k |
(60) Lemma 2 and Eq. (60) show that the uncertainty in the estimation from the proposed PKL-HF is suppressed compared with the original HF. In addition, Lemma 2 also suggests that the estimation from the PKL-HF can be calculated with a small γ, which causes finite escape time when using the HF. In such a situation, because of the properties of the H ∞ filter as described in Subsections 3.2 and 3.3, the estimation accuracy is further improved by using the PKL-HF.
Convergence of the Estimated Error Covariance Matrix
Lemma 2 shows that the error covariance matrix is suppressed when the observations include a known landmark. However, when a robot moves, the Jacobian matrices F F F k and H H H † k change at each time step, and there is always process noise. Therefore, it is difficult to prove the convergence of the system. Instead, we will prove the convergence of the error covariance matrix for a stationary robot.
We define P P P 0 k as the value of the estimated error covariance matrix at time k when a mobile robot stops, and P P P i k as the value after i times that the robot stops and an observation is made. If we assume that the robot is stationary and continues to observe landmarks, we have the following theorem for the determinant of the error covariance matrix.
Theorem 2 If Assumptions 1-2 hold, and we assume that a robot is stationary and that the PKL-HF exists, then Eq. (61) is a sufficient condition that ensures that the determinant of the error covariance matrix |P P P k | decreases monotonically when the observations are updated.
Proof Assume that a robot is stationary, i.e., the robot velocity is 0. Then, the Jacobian F F F k in Eq. (16) is the identity matrix. Similarly, since a robot does not move, there is no state transition. Hence, the process noise e e e 1 k is not added and thus the covariance matrix of the process noise Q Q Q k is 0 0 0. Moreover, if the robot stops, the Jacobian matrix of the observation function H H H † k has the same value for each observation. From Eq. (61), W W W † is also the same value in each observation. Then, from Eq. (29), we can derive the following equation with W W W † .
In the above equation, since P P P 0 k is a positive definite matrix, if Eq. (61) is satisfied, the relationship between |P P P 1 k | and |P P P 0 k | is as follows.
Similarly, since P P P i k is a positive definite matrix, if Eq. (61) is satisfied, |P P P i+2 k | is represented with |P P P i+1 k | as follows.
We thus have proved inductively that the determinant of the estimated error covariance matrix decreases monotonically when a robot is stationary, and Eq. (61) is satisfied.
The inverse matrix of P P P 0 k and each of the components of W W W † are defined as follows.
If we assume that a robot is stationary and continues to observe landmarks, we obtain the following theorem for the convergence of the error covariance matrix.
Theorem 3
We assume that Assumptions 1-2 hold and that the robot is stationary and continues to observe the landmarks. After the stationary robot has observed the landmarks n > 0 times, the estimated state error covariance matrix is as shown in Eq. (67). Moreover, as n → ∞, the error covariance matrix converges to lim n→∞ P P P n k = 0 0 0 3+2M . P P P n k = P P P 11 P P P 12 P P P 21 P P P 22 (67)
where P P P 11 is the error covariance matrix of the robot, P P P 22 is that of the landmarks, and P P P 12 and P P P 21 are the cross-error covariance matrices. These are defined as follows. where
Proof Assuming that a robot is stationary, F F F k = I I I, Q Q Q k = 0 0 0. The inverse matrix of the covariance matrix after the robot has stopped and made observations n times is represented as follows.
Then, applying the inverse matrix lemma for Eq. (73), the error covariance matrix P P P n k is represented as Eq. (67), and its components are represented as Eqs. (68)-(71).
Here, if n → ∞, Ω Ω Ω i j in Eq. (72) becomes as follows.
In addition, P P P 11 in Eq. (68) also converges to lim n→∞ P P P 11 = 0 0 0. Therefore, since all the components of Eq. (67) converge to 0 0 0, the estimated error covariance matrix P P P n k converges to lim n→∞ P P P n k = 0 0 0 3+2M . The convergence of the system has thus been proved theoretically.
Simulation
Here, we describe a simulation to verify the usefulness of the proposed method.
Simulation Conditions
We set the design parameter to γ = 1 and the X-Y coordinate of a known landmark to (x p , y p ) = (0, 200). The other parameters are shown in Table 1 . The velocity and turning rate of the robot are shown in Figs. 3 and 4 , respectively. In addition, the process noise and observation noise were constructed from uniformly distributed random numbers within the ranges shown in Table 1 . Fig. 3 Velocity. Fig. 4 Turning rate.
Simulation Results
Figs. 5-8 show the results, which include the estimated positions of the robot and the landmarks, the estimated error covariance matrix, and the squared errors of the estimated robot and landmark positions.
First, consider the estimated error covariance matrix in Fig. 6 . Although the covariance for the original H ∞ filter (HF) diverges, that for the H ∞ filter with a known landmark (PKL-HF) does not diverge, and finite escape time is avoided. The error covariance is suppressed compared with the H ∞ filter until finite escape time occurs, and hence, Lemma 2 is confirmed. Figure 5 shows the estimations. In this figure, the lines and markers represent the robot paths and the landmark positions, respectively, and the star shows the position of the landmark that was known a priori. Because finite escape time was avoided, the estimations via the PKL-HF were carried out until the end of the simulation.
The estimation accuracy was evaluated by comparing the estimation errors. Figure 7 shows the estimated squared error of the robot position. From this figure, we see that the avoidance of finite escape time did not cause the error from the PKL-HF to diverge. Moreover, the error from the PKL-HF was less than that from the EKF. Therefore, we can verify that the estimation accuracy was improved by the use of the PKL-HF. Similarly, in Fig. 8 , the estimated squared error of the landmark position, we see that the error from the PKL-HF does not diverge, and the value is lower than that from the EKF. From the above evidence, the usefulness of the estimation with the PKL-HF is confirmed. Fig. 5 Estimation result. Fig. 6 Error covariance matrix. Fig. 7 Errors of robot. Fig. 8 Errors of landmark.
Experiment
We validated the proposed method with an experiment using the simulation program and the data obtained from an actual robot, the Amigobot, manufactured by MobileRobots. Fig. 9 Experimental environment. Figure 9 shows the environment of the experiment. For the mobile robot in this experiment, we used an independent twowheel-drive Amigobot. The input and odometer data were transferred between the Amigobot and a PC thorough a wireless LAN. The relative distances between the robot and the landmark were obtained using sonar sensors mounted on the Amigobot. Verification was carried out by calculating the estimated state of the robot and landmark from the obtained data using Matlab. The true values of the robot trajectory and the positions of the landmarks were obtained by using a camera set above the equipment. We also used Matlab to compare the true values and the estimations using each of the filters. In this experiment, the covariance and estimated squared error of the landmark were evaluated. By evaluating the error covariance matrices, we were able to verify the derived theorems, the avoidance of finite escape time, and convergence. By comparing the estimated squared errors, we were able to validate the accuracy of the estimations from each of the filters.
Experimental Setup
Experimental Conditions
Experimental verification of the estimation of the robot path and the position of a landmark was carried out by allowing an Amigobot to move around a landmark, as shown in Fig. 10 . We allowed the robot to move around the landmark in a circle with a radius of one meter. The experimental parameters are shown in Table 2 and the input signals are shown in Fig. 11 . Fig. 11 Control inputs.
Experimental Results
The experiment was carried out using the parameters listed in Table 2 . We set the a priori known landmark X-Y at (x p , y p ) = (400, 200). The results of this experiment are shown in Figs. 12-14 , and include the estimated positions of the robot and the landmark, the estimated error covariance matrices, and the estimated squared errors of the position of the landmark. Since the Amigobot and the raised camera worked independently of each other, we could not synchronize their sampling times. Therefore, the estimated squared errors of the robot position in each step were omitted.
In Fig. 12 , the star represents the landmark that is known a priori. In this figure, we see that the estimations of both the vehicle trajectory and a landmark position using the H ∞ filter with an a priori known-landmark observation (PKL-HF) are closer to the true value than the estimations of the other filters. In Fig. 13 , we see that the error covariance when using the original H ∞ filter diverged to negative immediately after the experiment began, and finite escape time occurred. This was avoided by using the PKL-HF. Moreover, this figure also shows that the error covariance matrix with the PKL-HF is suppressed and that it continued to converge until the end of the experiment.
In Fig. 14, we see that the error when using the original H ∞ filter became large, and thus the estimation accuracy was reduced. Note that the error with the PKL-HF did not become large, and it was less than that with the EKF. We thus confirm that the estimation accuracy is improved by using the PKL-HF. 
Conclusion
This paper, we described the SLAM problem, and we proposed finding a solution by using an a priori-known-landmark H ∞ filter (PKL-HF) algorithm, which includes an observation for a landmark of known location in addition to those for landmarks in unknown locations.
With this observation, the system satisfies observability, the error covariance matrix is suppressed, and its determinant becomes small. As a result, finite escape time is avoided in the PKL-HF estimation with a smaller γ than when using the original HF. Moreover, we proved the convergence of the estimated error covariance matrix for the proposed algorithm for the case of updates only when the robot is stationary.
Using both simulation and experimental results, we confirmed the convergence of the estimated error covariance matrix and the avoidance of finite escape time. We also confirmed that the estimation was carried out accurately and continuously, and that the PKL-HF improved the estimation accuracy of other filters.
