Quantum optics experiments, involving the measurement of low-probability photon events, are known to be extremely time-consuming. We present a new methodology for accelerating such experiments using simple statistical learning techniques such as Bayesian maximum a posteriori estimation based on few-shot data. We show that it is possible to reconstruct time-dependent data using a small number of detected photons, allowing for fast estimates in under a minute and providing a one-to-two order of magnitude speed up in data acquisition time. We test our approach using real experimental data to retrieve the second order intensity correlation function, G (2) (τ ), as a function of time delay τ between detector counts, for thermal light as well as anti-bunched light emitted by a quantum dot driven by periodic laser pulses. The proposed methodology has a wide range of applicability and has the potential to impact the scientific discovery process across a multitude of domains.
INTRODUCTION
Intensity interferometry is a hallmark technique in quantum optics used to determine the statistical properties of light based on correlated photon events [1] [2] [3] [4] . In the original proposal by Hanbury Brown and Twiss (HBT) [5] , two detectors are used to perform continuous, steady-state measurements of stellar photons with respect to detection time and separation distance. This technique is now routinely used to characterize and categorize light sources; for example, single-photon and squeezed-light with applications in quantum computation, communications, metrology [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , as well as recent proposals in imaging below the diffraction limit [21] [22] [23] [24] [25] [26] .
Despite the usefulness of this technique, non-idealities, such as imperfect experimental conditions, or intrinsically weak light sources, often make the probability of detecting two-photon events extremely low. The acquisition time can range from seconds, to minutes, to hours [27, 28] , and sometimes days [29] , making the experimental technique limited and unappealing in many applications, most notably in cases where raster scanning is required. Here, we show that it is possible to use statistical learning techniques, such as Bayesian maximum a posteriori estimation, to provide several order of magnitude speed-ups in parameter estimation.
In this Letter, we focus on the reconstruction of the second-order intensity correlation function, G (2) (τ ), under continuous, steady-state as well as non-stationary conditions. The proposed methodology shows that emerging concepts in the fields of statistical and machine learning have the potential to have a tremendous impact in accelerating scientific exploration in the quantum optical domain. While machine learning approaches are well known for image reconstruction and denoising under low light conditions [30] [31] [32] , and very recently with interesting work on the classification of light sources [33, 34] , there is much less work within the framework of time- dependent phenomena in quantum optics. Tackling such problems is important for reducing the total time required to perform experiments as well as enabling experiments which would be hard to perform otherwise due to the weak photostability of molecules, or low signal-tonoise ratio.
RESULTS
In this manuscript, we focus on the reconstruction of the un-normalized second order intensity correlation function, or more precisely the normal-ordered intensity correlation function [35] G (2) (τ ) = :n(t)n(t + τ ) : with n(t) being the photon number operator at time t, which is proportionate to the joint probability of detecting a photon at t on a start detector, and detecting a second photon at t + τ on a stop detector (see Figure 1 ). The brackets correspond to an average over t. However, it should be noted that these ideas are widely applicable to a variety of quantum optics settings and other types of quantum measurements that are based on sampling.
Bayesian maximum a posteriori estimation. The proposed algorithm is based on Bayesian statistical modeling. We aim to find an underlying time signal, y = (y 1 , y 2 , y 3 , · · · , y M ), given an incomplete set of measurements n = (n 1 , n 2 , n 3 , · · · , n M ) corresponding to the number of observed photons n i in time bin i. The quantity y refers to the number of two-photon events in specific time bins and is used to construct the secondorder correlation function, G (2) (τ ). Signal reconstruction based on few-shot data, as shown in Figure 1 , naturally fits within the framework of Bayesian inference. A straightforward implementation of this framework is known as maximum a posteriori (MAP) estimation [36] which aims to maximize the logarithm of the posterior probability p(y|n). Using Bayes' theorem, the posterior distribution may be written as, p(y|n) = p(n|y)p(y)/p(n), where p(n|y) is defined as the likelihood which, at the few-photon level, is equal to the product of Poisson probability distributions,
Each two-photon event in a given time bin, which represents a measured shot, is assumed to be a statistically independent event. The Poisson distribution then describes the probability of detecting n i photons given the expected value y i . p(y) describes the prior knowledge of the underlying time signal, and p(n) describes the marginal likelihood which acts as a normalization factor. The use of Poisson distributions to describe the experimental shot statistics should not be confused with any assumption about the photon statistics of an emitter being studied. The emitter need not exhibit Poissonian statistics and, indeed, the single-photon emitter example to be studied later is one with anti-bunching and sub-Poissonian statistics.
In typical signal reconstruction algorithms, optimization proceeds with the maximization of the log-likelihood with y acting as the set of tunable parameters. For large data sets, this becomes a time-consuming optimization problem. To obtain fast estimates, we instead parameterize the signal, y → y(θ), where θ = (θ 1 , θ 2 , θ 3 , · · · , θ N ) becomes the new set of optimization parameters. By maintaining the number of parameters small, it becomes easier to obtain good estimates using only a few shots. Bayesian maximum a posteriori estimation proceeds with maximizing the logarithm of the posterior because it simplifies the objective function while preserving the maxima. The optimization objective is then given by, max θ log p(y(θ)|n) = log p(n|y(θ)) + log p(y(θ)), which may be written explicitly as:
where λ is a hyperparameter related to the chosen distribution function of the prior. Here, we have chosen the prior to be the Laplace probability distribution, p(y(θ)) = j 1 2σ e −|θj |/σ , on the chosen subset of parameters θ j ∈ θ. We have also taken λ = σ −1 as is convention. The prior may be interpreted as a regularization term in the objective function, which may be physically motivated for a wide variety of systems. Note that if we ignore the prior by setting λ = 0, which is equivalent to assuming a uniform distribution for the estimation parameters, this procedure reduces to maximum likelihood estimation. In certain cases, the maximum likelihood estimation is sufficient for obtaining fast estimates, as we show below.
Finding an optimal set of parameters θ can be done using a wide variety of approaches. If the parameterization is chosen to lie within the family of exponential functions, the objective function will be convex allowing optimization to proceed using a wide-variety of convexoptimization approaches [37] [38] [39] . When the parameterization is non-linear, as is the case in this manuscript, the objective is non-convex requiring careful optimization procedures commonly encountered in deep learning with neural networks. We tested a wide variety of different optimization subroutines but found that Powell's conjugate direction method [40] was consistently the most successful in finding near optimal solutions in a short amount of time. Furthermore, we found that multi-start optimization with several initial guesses was required to ensure the best solution was found. In principle, the guesses are independent of each other, therefore, this step is highly parallelizable and can be performed quickly with multithreading or GPU computing.
Single-photon emitter. We now test the proposed methodology with real experimental. We first consider measurements of the second-order intensity correlation, G (2) (τ ), of a single CdSe/CdS core/shell quantum dot driven by periodic picosecond laser pulses, shown in Figure 2. The experimental results are shown in the left column for integration times of 50, 260, and 960 seconds respectively. In a typically measurement, emission from a single quantum dot is collected by a microscope objective, separated by a 50/50 beamsplitter, and sent to two identical single photon detectors. The correlation events between the two photon detectors are recorded as a function of the delay time. As is commonly observed in quantum emitters, local field fluctuation can induce photoluminescence blinking, which could severely prolong the integration time of second-order photon correlation measurements [41, 42] . For this time-dependent case, we derive the following parameterization for the sig-nal (see Methods details):
where θ = {c 0 , c 1 , d, γ 1 , γ 2 , Λ} and here c 0 is a background signal that is dependent on dark current as well as other background noise. The algorithm is faster if the background has been characterized beforehand, however, it is possible to leave θ o as a free parameter. We use the short 50 second trial as the input, yielding a noiseless signal estimate y(θ), shown in the middle column top row. For reference, we also show the estimates using the 260 and 960 second trials as input (middle column, bottom two rows). The general features show excellent agreement apart from differences in the overall amplitude, which are simply attributed to optimization being performed on the samples with different numbers of photons.
To exemplify how well the noiseless estimate from the 50 second input performs, we perform Poisson sampling simulations shown in the third column of Figure 2 (see Supporting Information for details). We used y(θ) from the 50 second estimate only, but included a multiplicative factor T , y → y × T , representing the integration time in the experiment. We chose the integration time to approximately match the total number of photons detected for the 260 second and 960 second cases respectively. Comparing the first and third columns illustrates the performance of the signal extraction technique in predicting experimental results for longer integration times. In particular, the predicted lifetime of the emitter show excellent agreement. While the zero-time second-order correlation G (2) (τ = 0) is over estimated compared to the true result, the 50 second result is still able to predict anti-bunching, indicating the quantum dot's potential as a single-photon source.
Thermal light source. Next, we consider the characterization of a neon discharge lamp acting as a thermal light source under continuous steady-state conditions. The experimental results for various integration times are shown in the left column with noiseless signal estimates y(θ) shown for each case. In this experiment, we use a parameterization based on the sum of Gaussians:
where θ = {c 0 , c 1 , σ n }. This expression is known to describe inhomogeneously broadened thermal light sources (see Methods). Once again, we use the short integration time result (0.01s) as the input to perform simulated Poisson sampling experiments (third column), which yields simulated experimental estimates of the second-order correlation function for various integration times T . In all cases, we find excellent agreement between the experimental results as well as the algorithm's predictions. We note that this result provides a two order of magnitude speed-up in the data acquisition process, providing fast characterization of thermal light sources. Accuracy of measurements. We now discuss limits on the accuracy of the signal recovery procedure outlined in this manuscript. The Cramer-Rao bound [36] provides a lower bound on the variance of the unbiased estimate of a signal y i ,
where F is an M × M matrix representing the Fisher information, M being the total number of time bins. This bound implies that the variance will be strictly greater than, or equal to, the mean of the signal, as expected due the nature of Poisson statistics -the equality is proved in the Methods section. This implies that, at best, the precision is shot-noise limited when using unbiased estimation techniques. However, it is well known that image denoising algorithms provide biased estimation [43, 44] , therefore the variance adheres to the generalized Cramer-Rao lower bound, allowing for more precise measurements with the introduction of a bias as is the case in the present manuscript.
DISCUSSION
We now discuss possible applications for this methodology, as well as possible extensions to this approach using deep learning.
Characterization of quantum light sources. Quantum light sources are extremely valuable for enabling emerg-ing quantum information technologies [12] [13] [14] [15] [16] [17] [18] [19] [20] .
For example, light sources that generate on-demand, indistinguishable single photon Fock states are important for boson sampling [45] [46] [47] and quantum computation/communication [48] [49] [50] . The generation and characterization of multi-photon cluster states are also important for one-way quantum computing [51, 52] . Finding and characterizing emitters that generate these states of light from quantum dots, defects in diamond or 2D materials represents a time-consuming step. Accelerating this step would provide at least an order-of-magnitude speed up in the characterization process.
Characterization of metastable fluorophores. In biological imaging, fluorophores are often used as markers that can be detected through the emission of photons. Often, these fluorophores are metastable under continuous pumping, transitioning into a trap state where they cannot emit photons [42] . Under these conditions, it is desirable to obtain clear estimates of the fluorophore's properties for short integration times. The proposed methodology could potentially impact this field, allowing the processing of data that was previously thought to be too noisy for signal extraction.
Quantum imaging. We envision that the proposed methodology will have the greatest impact in quantum super-resolution imaging [21] [22] [23] [24] [25] [26] . Quantum imaging uses two-photon counts to perform image reconstruction beyond the diffraction limit. The second-order correlation signal provides a factor of √ 2 improvement, while n-order correlation signals provide √ n-times improvement in the resolution. Since higher-order signals becomes less and less probable, the integration times for obtaining subdiffraction resolution becomes prohibitively long. Fur-thermore, even in the two-photon confocal microscopy using raster scanning, this approach is known to be time consuming. Our proposed methodology would be able to provide dramatic speed-ups paving the way for real-time sub-diffraction imaging in the near future.
Comparison to other methods Finally, we discuss the performance of this approach compared to other numerical methods. The most widely used approach for curve fitting is the ordinary least squares method, typically using the Levenberg-Marquardt optimization [53] . In the Supporting Information, we have provided a thorough analysis of how this method compares to the Bayesian maximum a posteriori estimation technique outlined in the current manuscript. Generally, we find that the least squares estimate has much higher variance than the Bayesian approach using the objective function Eq. (2). This implies that from sample to sample, the least square estimate can provide wrong estimates more often than not. However, the least squares method surprisingly does a good job for a wide variety of cases when the multi-start approach is included. In general, we found the Bayesian MAP approach did just as well or outperformed the least squares method, allowing us to conclude that this should be the preferred approach. In this regard, it should be emphasized that both the least squares method, as well as the Bayesian MAP or maximum likelihood approaches, provide an important benchmark for signal reconstruction for which all future methods should be compared to. Deep learning approaches using convolutional neural networks for supervised machine learning [33, 54, 55] , or autoencoders in unsupervised machine learning [55] [56] [57] , will have to provide significantly better improvements to the results of the present manuscript. Furthermore, the black-box nature of the neural network approaches will always lack the transparency of these simple statistical learning approaches, therefore, they might always be less appealing for certain applications. We anticipate that there will be rapid improvement in low-photon signal reconstruction in the next few years.
CONCLUSION
To conclude, we have shown that statistical learning methods can be used to predict second order intensity correlation functions using incomplete data in the lowphoton limit. This approach provides a significant speedup in cases where data acquisition takes tens of minutes, several hours, or more. We envision that this approach can be generalized and combined with other machine learning frameworks for a wide range of applications or characterization techniques in quantum optics. For example, generalized HBT interferometry in the frequency domain has recently been proposed to provide important information about complex structures [58] . Similarly, high-order coincidence measurements involv-ing more than two photons [26] are known to provide higher levels of knowledge which would be useful for subdiffraction image reconstruction.
Diluted CdSe/ZnS core/shell quantum dots (Sigma Aldrich) are spin coated onto pre-cleaned glass cover slides. The samples are then loaded onto a home-built confocal laser microscope. A diode laser with a wavelength of 400 nm and a repetition frequency of 1MHz is used to excite the QDs. Laser pulses are focused onto the samples using a microscope objective (40x, NA = 0.95). Emission from single quantum dots is collected by the same microscope objective, separated by a 50/50 beamsplitter, and sent to two identical single photon detectors. The correlation events between the two photon detectors are recorded as a function of the delay time. For neon light measurements, the light from a neon lamp (Newport Corporation, model no. 6032) is directed to the beam splitter and is sent to the pair of single photon detectors for the correlation measurements.
Basic theory of photodetection
For a single photodetector, the average number of detected photons for a given integration time T is given by:
whereâ(t) = dω 2πâ (ω)e −iωt is the time-dependent annihilation operator of the photon field, obeying the bosonic commutation relation [â(ω),â † (ω)] = δ(ω−ω ). The measured intensity can also be written as a convolution with the detector response function h(t) with quantum efficiency η. For simplicity, we assume the detector has ideal response characteristics described by a delta function as well as unity quantum efficiency. The second-order intensity correlation function is:
which counts the number of two-photon events separated by time τ using two detectors. This is the quantity that is measured experimentally. We model the collection of photon statistics for threshold detectors as a Poisson process for each time bin i. In other words, we assume every shot is independent from one another, and each time bin populates to some mean value G (2) (τ ). This view allows us to model arbitrary photon distributions as a function of time, and allows for a description of interesting effects like bunching, anti-bunching, etc. The Poisson distribution models the number of independent random events that occur in a given interval of time.
Open quantum systems description
In the following, we provide an open quantum systems description for calculating a general observable O(t) , such as the average number of detected photons â † (t)â(t) , using the Lindblad master equation,
Here 
Stationary case
Assuming the Linblad superoperator is timeindependent, which is applicable in the steady-state case with continuous driving, we find the solution of eq. (8) to be:
where ρ(0) is the density matrix at initial time, t = 0.
In the subsequent analysis, it is easier to work with the vectorized form of this equation. The density matrix, ρ = ij ρ ij |i j|, is written as a vector |ρ = ij ρ ij |i ⊗|j . The time-dependent density matrix may be written as:
where ω n represents a complex eigenfrequency of the Lindblad superoperator L. In general, we will find that there are only a sparse number of dominant eigenmodes. Using equation (10), the expectation value of a general observable is:
In other words, it is possible to write the most general observable in terms of damped sinusoids of the form:
where c n is an amplitude and ω n is a complex frequency. We refer to this expansion as the Prony ansatz, in accordance to the well-known Prony's method in signal processing. It is possible to use this as a general regression ansatz for general problems under stationary conditions. Note that these coefficients will have constraints depending on the observable. For example, if the observable is a positive semi-definite quantity then the coefficients will have associated constraints that would need to be included in the optimization problem.
Inhomogeneous broadening. For samples with a large number of emitters with inhomogeneous broadening, the number of independent parameters becomes large very quickly. It is possible to use the central limit theorem to simplify the analysis. For inhomogeneously broadened light, it is possible to show that an observable can be written as:
We use this result to model the photon emission from the inhomogeneously broadended thermal light source in experiments.
Non-stationary case
When the Hamiltonian is given by a time-dependent term, the solution is less trivial. Here, we consider timedependent pulses with pulse widths τ p that are much shorter than the characteristic lifetimes of the quantum emitters. In this limit, we can assume that the driving Hamiltonian, in the rotating frame, is given by
where we assume the sample is excited with a train of periodic pulses with period, T o . Finding a general expression for the observable O(t) is not trivial using a density matrix formalism. Instead, we motivate a functional form using the much simpler non-Hermitian Hamiltonian approach. We define the non-Hermitian Hamiltonian of a single driven two-level system as:
where γ is the characteristic decay rate of the system. The evolution operator is then written as:
whereT is the time-ordering operator, and θ(x) is the heaviside function. It is then possible to show that the time-dependent observable for this Hamiltonian can be written as O(t) = n c n θ(t − nT )e −γnt (15) which consists of a train of one-sided decaying exponentials. Here, the variables c n , T, γ n can be seen as representing arbitrary fitting parameters for the optimization problem. In general, one can replace the decay rate γ n with a complex frequency ω n as in the Prony ansatz. The second-order correlation function used in the main text follows from this result, while notably consisting of twoside decaying exponentials, as represented by equation (3) . As before, it is possible to impose a sparsity prior on the coefficients of this ansatz, allowing for consistent results during the statistical learning process.
Fisher information matrix
This section details the calculation of the Fisher information matrix mentioned in the main text. We first derive the maximum bound on the signal reconstruction based on Poisson sampling. The classical Fisher information matrix is defined as: 
where E refers to the classical expectation value. Explicitly, the term inside the square brackets may be written as:
∂ log p(n|y) ∂y k ∂y l = − n k y 2 k δ kl (17) Using E[n k ] = y k , we find the final expression for the Fisher information, F kl (n|y) = 1 y k δ kl .
Together with Cramer-Rao bound between the variance and Fisher information, this results provides a lower bound for the precision of signal reconstruction based on Poisson sampling using unbiased estimators. Estimation of parameterized signal. If instead of blind signal reconstruction, we are interested in the estimation of physically-motivated parameters, we find
Assuming unbiased estimators, as before, we find the Fisher information matrix to be:
Unlike the Fisher information matrix (18) which has dimensions M ×M , this matrix is much smaller and is equal to the total number of fitting parameters. The Fisher information result is dependent on the specific parameterization and will vary from case to case.
