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Abstract
Let u be a function deﬁned on a spherical triangulation  of the unit sphere S. In this paper, we study a recursive method for the
construction of a Hermite spline interpolant uk of class Ck and degree 4k + 1 on S, deﬁned by some data scheme Dk(u). We show
that when the data sets Dr(u) are nested, i.e., Dr−1(u) ⊂ Dr(u), 1rk, the spline function uk can be decomposed as a sum of
k + 1 simple elements. This decomposition leads to the construction of a new and interesting basis of a space of Hermite spherical
splines. The theoretical results are illustrated by some numerical examples.
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1. Introduction
The well-known methods for building the classical univariate or bivariate Hermite spline interpolants are based on
the Hermite fundamental functions. But, the lack of recursive formulae for computing these basis functions makes this
construction rather complicated. In order to overcome this difﬁculty, a simple method allowing to compute recursively
a univariate Hermite spline interpolant of class Ck and degree 2k + 1 of a function f deﬁned on an interval [a, b] was
proposed in [9] (see also [10]). More precisely, if fk is such an interpolant, then it can be decomposed in the form
fk = f0 + g1 + · · · + gk , where f0 is the piecewise linear interpolant of f, and gr , 1rk, are particular splines
of Cr−1 and degree 2r + 1 that satisfy interesting properties. The simplicity and the multiresolution structure of this
decomposition make it attractive for applications, such as computing integrals, smoothing curves and compressing
data. For more details on these subjects, see [9,10].
In view of the importance and the originality of this method, it is natural to extend it to several variables. One obvious
way to do this is to use the tensor product. With regard to this extension, a recursive construction for tensor product
Hermite interpolants was described in [7]. In [11] (see also [8], a method allowing to build recursively bivariate Hermite
spline interpolants of class Ck on R2 was proposed. In this paper, we deal with a hierarchical computation of particular
Ck Hermite spherical spline interpolants.
Assume that S is the unit sphere, and V = {vi}ni=1 is a set of scattered points located on S. Let us denote by  a
spherical triangulation of S whose set of vertices is V. For a regular function u, deﬁned on S, we denote by Dk(u) the
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set of data formed by the values and the derivatives of u at all the vertices vi of  and at other points lying in S. Let
Dk,T be the data set in Dk(u) restricted to a spherical triangle T of . We show that there exists a unique spherical
Bernstein–Bézier (SBB) polynomial uk,T of degree 4k + 1 deﬁned on T which interpolates the data Dk,T (u). Setting
uk =∑T ∈uk,T , then uk is the unique spherical spline of smoothness k and degree 4k + 1 which interpolates Dk(u).
Methods of this type are called macro-element methods.
Our aim in this paper is to deﬁne a recursive formula allowing to compute uk step by step if some conditions are
satisﬁed. In order to do this, assume that the sets Dr,T (u), 0rk, are nested, i.e.,
D0,T ⊂ D1,T ⊂ · · · ⊂ Dk,T for all T ∈ . (1.1)
Then, the Hermite spherical spline uk can be written in the form uk = u0 + d1 + · · · + dk , where u0 is the interpolant
to u of class C0 and degree 1 and dr , 1rk, is a spherical spline of class Cr−1 and degree 4r + 1 on S. If we
put dr,T = dr |T , then we have uk,T = u0,T + d1,T + · · · + dk,T , so u0 =∑T ∈u0,T and dr =∑T ∈dr,T , 1rk.
Moreover, each dr,T , which is an homogeneous Bernstein–Bézier polynomial, is completely determined by the data
Dk,T (u − ur), 1rk. The multiresolution structure of this decomposition means that u0 may be considered as a
coarse approximation of uk , and dr , 0rk, are correction terms or detail functions. This representation of uk gives
rise to a family that generates the space of spherical splines of smoothness k and degree 4k + 1, and to a new basis for
the space B4k+1(T ), T ∈ , of homogeneous Bernstein–Bézier polynomials of degree 4k + 1. As a consequence of
(1.1), we will see later that the new bases for the spaces B4r+1(T ), 0rk, are hierarchical. Then, they can be used
as tools for solving several mathematic problems like those studied in [4].
The paper is organized as follows. In Section 2 we give some preliminary results on homogeneous Bernstein–Bézier
polynomials and spherical splines. Section 3 is devoted to local interpolation method based on Ck macro-elements of
degree 4k + 1. In Section 4 we deﬁne a recursive computation of local Hermite polynomials uk,T ∈ B4k+1(T ), T ∈ ,
when their corresponding data schemes Dk,T (u) are nested. Then we deduce a decomposition of the spherical spline
uk of class Ck and degree 4k + 1 on S. As a consequence of this method, we obtain a new and interesting basis for
B4k+1(T ). Finally, in order to illustrate our results, we give in Section 5 some numerical examples.
2. Preliminary results
In this section, we present the connection between the functions deﬁned on S and homogeneous trivariate functions,
and we introduce some deﬁnitions.
A trivariate function F is said to be positively homogeneous of degree t ∈ R provided that for every real number
a > 0,
F(av) = atF (v), v ∈ R3\{0}.
Lemma 1 (see Alfeld et al. [3]). Given a function f deﬁned on S and let t ∈ R. Then
Ft(v) = ‖v‖t f
(
v
‖v‖
)
is the unique homogeneous extension of f of degree t to all of R3\{0}, i.e., Ft |S =f , and Ft is homogeneous of degree t.
Let g be a given unit vector. Then, as in [3], we deﬁne the directional derivative Dg of f at a point v ∈ S by
Dgf (v) = DgF(v) = gT∇F(v),
where F is some homogeneous extension of f and ∇F is the gradient of the trivariate function F .
While a polynomial of degree d has a natural homogeneous extension to R3, a general function f on S has inﬁnitely
many different extensions. The value of its derivative may depend on which extension that we take (for more details
see [3]).
Let Pd be the space of trivariate polynomials of total degree at most d, and letHd =Pd |S be its restriction to the
sphere S. A trivariate polynomial p is called homogeneous of degree d if p(x, y, z) = dp(x, y, z) for all  ∈ R,
and harmonic if p = 0, where  is the Laplace operator deﬁned by f = (D2x + D2y + D2z )f .
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Deﬁnition 2 (see Fasshauer and Schumaker [5]). The linear space
Hd = {p|S : p ∈ Pd and p is homogeneous of degree d and harmonic}
is called the space of spherical harmonics of exact degree d.
Let there be given a spherical triangle T. The associated spherical Bernstein basis functions of degree d are deﬁned
by
Bdijk(v) =
d!
i!j !k!b
i
1(v)b
j
2(v)b
k
3(v), i + j + k = d,
where b1(v), b2(v), b3(v) are spherical barycentric coordinates of v relative to T. These
(
d+2
2
)
functions are linearly
independent [5], and form a basis for the space denoted, in what follows, by Bd . Each p ∈ Bd is called an SBB
polynomial. It is clear that p can be written in the form p =∑i+j+k=dcijkBdijk and it is uniquely determined by its B
coefﬁcients cijk .
It is well known (see [5]) that Bdijk are actually linear combinations of spherical harmonics.
Proposition 3 (see Fasshauer and Schumaker [5]). For all d1, we have
Bd =
{
H0 ⊕ H2 ⊕ · · · ⊕ H2k if d = 2k,
H1 ⊕ H3 ⊕ · · · ⊕ H2k+1 if d = 2k + 1.
From the above proposition, it is simple to see that
Bd−1 /⊂ Bd but Bd−2 ⊂ Bd .
Let = {Ti}Ni=1 be a triangulation of the unit sphere S. Given integers r and d, we deﬁne the space of spherical splines
Srd() by
Srd() = {s ∈ Cr (S) : s|Ti ∈ Bd, i = 1, . . . , N}.
If s ∈ Srd(), then its pieces are SBB polynomials whose exact degree is even if d is even, and odd if d is odd. As
documented in the recent literature [6,13], the spherical Bézier splines are extensively used in the computer design
area.
We say that a macro-element has smoothness Ck provided that if the element is used to construct an interpolating
spline locally on each spherical triangle of , then the resulting piecewise function isCk continuous globally.A quintic
C1 macro-element have been constructed in the literature, see [5]. In the next section, we give some theoretical results
for the construction of the Ck macro-elements.
3. A Ck macro-element
Using the macro-element method, we can now construct an interpolating spherical spline of class Ck and degree
4k+1. Let v1, v2 and v3 be the vertices of T, and, for convenience, let v4 = v1 and v5 = v2. For each i =1, 2, 3, let Mi,s
be some arbitrary distinct points on the edges from vi to vi+1 not equal to its vertices vi , and B an anterior point of T.
To deﬁne some useful derivatives associated with T, let gi,j be a tangent vector to S at vi contained in the plane
passing through vi, vj and the origin, not parallel with vi , if i, j = 1, 2, 3, i = j , and, for convenience, gi,0 = gi,3
and gi,4 = gi,1. In addition, let hi be a vector tangent to S at Mi,s which is not contained in the plane passing through
vi, vi+1 and the origin, and let  be a tangent vector to S at B.
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Fig. 1. The Ck macro-element for k = 3 and 4, respectively.
For a regular function u deﬁned on S, we denote byDk,T its interpolating data set restricted to a triangle T =〈v1v2v3〉
of , and by Hk,T the associated Hermite interpolation problem deﬁned as follows, see [11]:
Hk,T =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Find uk,T ∈ B4k+1(T ) such that
Duk,T (vi) = Du(vi), ||2k, 1 i3 for k0,
Drhi
uk,T (Mi,s) = Drhi uk(Mi,s), 1srk, 1 i3 for k1,
Duk,T (B) = Duk,T (B) = Du(B), ||k − 2 for k2,
where
Du(vi) = D1gi,i+1D2gi,i−1u(vi), || = 1 + 2.
Deﬁnition 4. Let Dk(u)= ∪T ∈Dk,T . We say that Dk(u) is an Sk4k+1()-unisolvent data scheme if for all T ∈ , the
problem Hk,T has a unique solution uk,T ∈ B4k+1(T ) and the function uk is such that uk|T = uk,T is of class Ck on S.
Lemma 5. The data set Dk,T (u) uniquely determines an SBB polynomial uk,T of degree 4k + 1 on T.
Proof. The proof is similar to the proof of the bivariate case (see [14]). Indeed, assume that uk,T is written in its SBB
form, and the corresponding Bézier coefﬁcients are numbered as in Fig. 1. It is simple to verify that
dim B4k+1(T ) = card(Dk,T (u)) =
(
4k + 1
2
)
= 8k2 + 10k + 3.
Then, showing thatDk,T (u) is a determining set forB4k+1(T ) is equivalent to showing thatDk,T (u) uniquely determines
allB coefﬁcients of uk,T . Indeed, theC2k smoothness at v1 implies that the data set {Du(v1), ||2k} uniquely deter-
mines the (2k + 1)(k + 1) coefﬁcients corresponding to domain points marked with closest to vertex v1 (see Fig. 1).
Once the above coefﬁcients are computed, for r=1, . . . , k the coefﬁcients (c2k,2k−r+1,r , . . . , c2k−r+1,2k,r ) correspond-
ing to domain pointsmarkedwith (square) closest to vertexv1 are uniquely determinedby {Drh1u(M1,s), s=1, . . . , r},
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and can be computed from a nonsingular linear system of r equations, where the corresponding matrix depends
only on spherical barycentric coordinates. The situation at v2 and v3 is analogous. Moreover, it is easy to see that
{Duk,T (B), ||k−2} uniquely determines the k(k−1)/2 coefﬁcients corresponding to domain points marked with
 (up triangle). Thus, a total of 3(2k + 1)(k + 1)+ 3k(k + 1)/2+ k(k − 1)/2= 8k2 + 10k + 3 coefﬁcients are already
determined, and this completes the proof. 
Theorem 6. For k ∈ N, the data set Dk(u) is Sk4k+1()-unisolvent.
Proof. From Lemma 5, the given data set Dk,T (u) uniquely deﬁnes an SBB polynomial of degree 4k + 1 on each
triangle T of.We now show that these polynomials join together smoothly to form a spline in Sk4k+1(). The argument
is the same as in the planar case. Suppose that T and T˜ are two triangles in  which share an edge e joining the vertices
v1 and v2 ·uk,T and uk,T˜ are both circular Bernstein–Bézier polynomials (CBB polynomials) (see [1]) of degree 4k+1
on e. Since the coefﬁcients of both are computed from common data at points on e, it follows that uk,T = uk,T˜ , and we
conclude that uk,T and uk,T˜ join continuously across e. Now, let pr = Drh1uk,T and p˜r = Drh1uk,T˜ for r = 0, . . . , k,
then pr andp˜r reduce to CBB polynomials on e of degree 4k + 1− r satisfying the following interpolation conditions:{
Dg12pr(vi) = Dg12 p˜r (vi) = Dg12u(vi), i = 1, 2 for 0 ||2k − r,
Drh1pr(M1,s) = Drh1 p˜r (M1,s) = Drh1u(M1,s) for 1sr.
We have 2(2k − r − 1) data at vertices v1 and v2, and r data at points M1,s , then we have 4k − r + 2 data. Moreover,
these data are linearly independent. Since the dimension of the space of CBB polynomials on e of degree 4k + 1 − r
is equal to 4k − r + 2, we conclude that pr = p˜r , 0rk. This establishes the Ck continuity between uk,T and uk,T˜ .
The same argument works for every edge and the claim follows. 
Using standard arguments (see e.g., [12]) we can establish an optimal order error bound for functions in the classical
Sobolev spaces W 4k+2∞ (S). Let || be the mesh size of , i.e., the diameter of the largest triangle in .
Theorem 7. There exists a constant C depending only on k and the smallest angle in such that for everyu ∈ C4k+2(S),
‖u − uk‖SC||4k+2|u|4k+2,S , (3.1)
where |u|4k+2,S =∑||=4k+2‖Du‖S and we write ‖ · ‖S for the inﬁnity norm.
Proof. Since the proof is similar to the proof of Theorem 5.3 in [12], we can be brief. Fix T ∈ , let u ∈ W 4k+2∞ . From
[12, Theorem 4.2], there exists a spherical polynomial q ∈ B4k+1(T ) such that
‖u − q‖T  |u − q|4k+2,T C1||4k+2|u|4k+2,T , (3.2)
where T is the union of the triangles in the star(T) (for the deﬁnition of star(T) see [12]). Let Ik,T be the Hermite
interpolation operator deﬁned for a function u by Ik,T u = uk,T ∈ B4k+1(T ). Since Ik,T is exact on B4k+1(T ), i.e.,
Ik,T p = p for all p ∈ B4k+1(T ), we deduce that
‖u − uk‖T = ‖u − Ik,T u‖T ‖u − q‖T + ‖Ik,T (u − q)‖T .
It sufﬁces to estimate the second quantity. Applying the Markov inequality (see [12]) to each of the polynomials
Ik,T (u−q), T ∈ , we deduce the existence of a constantC′ depending only on the minimum angle in the triangulation
of T and k such that
‖Ik,T (u − q)‖T C′|T |4k+2|u|4k+2,T . (3.3)
Finally, to get (3.1) we take the maximum over all T ∈ . 
Let Bk,T = {i,k, 	ri,s,k, 	k, ||2k, 1srk, ||k − 2, 1 i3} be the Hermite basis for B4k+1(T )
associated with the problem Hk,T , where the elements of Bk,T are entirely determined by the following interpolation
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conditions:⎧⎪⎨⎪⎩
D
i,k(vl) = i,l,
, |
|2k, 1 l3 for k0,
D
r1
hl
i,k(Ml,s1) = 0, 1s1r1k, 1 l3 for k1,
D1i,k(B) = 0, |1|k − 2 for k2,
(3.4)
⎧⎪⎨⎪⎩
D
	ri,s,k(vl) = 0, |
|2k, 1 l3 for k0,
D
r1
hl
	ri,s,k(Ml,s1) = i,lr,r1s,s1 , 1s1r1k, 1 l3 for k1,
D1	ri,s,k(B) = 0, |1|k − 2 for k2,
(3.5)
⎧⎪⎨⎪⎩
D
	k(vl) = 0, |
|2k, 1 l3 for k0,
D
r1
hl
	k(Ml,s1) = 0, 1s1r1k, 1 l3 for k1,
D1	k(B) = ,1 , |1|k − 2 for k2,
(3.6)
where  is the Kronecker delta. Then, by using the above basis, the polynomial uk,T , solution of the problem Hk,T , can
be written in the form
u0,T =
3∑
i=1
u(vi)
(0,0)
i,0 ,
u1,T =
3∑
i=1
∑
||2
Du(vi)

i,1 +
3∑
i=1
Dhiu(Mi,1)	
1
i,1,1, (3.7)
and for k2,
uk,T =
3∑
i=1
∑
||2k
Du(vi)

i,k +
3∑
i=1
∑
1 s rk
Drhi u(Mi,s)	
r
i,s,k +
∑
||k−2
Du(B)	k . (3.8)
As mentioned in the Introduction, the computation of the spline uk is equivalent to that of its restriction uk,T on each
triangle T of . Then, we reserve almost the next section for the study of uk,T , T ∈ .
4. Recursive computation of Hermite spherical spline interpolants of class Ck
The lack of recursive formulae for computing the basis elements ofBk,T makes the use of expression (3.7) and (3.8)
rather complicated. To remedy this problem, we have established a decomposition of uk,T . Indeed, as
B4k−3(T ) ⊂ B4k+1(T ) for k1,
we deduce that uk,T =uk−1,T +dk,T , where dk,T is a particular polynomial in B4k+1(T ). This decomposition is derived
from connections between some elements of Bk,T and Bk−1,T . Hence, we ﬁrst prove the following result.
Lemma 8. For 1 i3, we have
i,k = i,k−1 − 

i,k, ||2k − 2 for k1,
	ri,s,k = 	ri,s,k−1 − 	ri,s,k, 1srk − 1 for k2
and
	k = 	k−1 − 	

k, ||k − 3 for k3,
where

(0,0)
i,1 =
3∑
l=1
2∑
|
|=1
D
(0,0)i,0 (vl)


l,1 +
3∑
l=1
Dhl
(0,0)
i,0 (Ml,1)	
1
l,1,1
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and


i,k =
3∑
l=1
2k∑
|
|=2k−1
D
i,k−1(vl)


l,k +
3∑
l=1
k∑
s1=1
Dkhl

i,k−1(Ml,s1)	kl,s1,k
+
∑
|1|=k−2
D1i,k−1(B)	
1
k for k2,
	
r
i,s,k =
3∑
l=1
2k∑
|
|=2k−1
D
	ri,s,k−1(vl)


l,k +
3∑
l=1
k∑
s1=1
Dkhl	
r
i,s,k−1(Ml,s1)	kl,s1,k
+
∑
|1|=k−2
D1	ri,s,k−1(B)	
1
k ,
	

k =
3∑
l=1
2k∑
|
|=2k−1
D
	k−1(vl)


l,k +
3∑
l=1
k∑
s1=1
Dkhl	

k−1(Ml,s1)	
k
l,s1,k
+
∑
|1|=k−2
D1	k−1(B)	
1
k .
Proof. Let T be a triangle of and Ik,T be the Hermite interpolation operator deﬁned for a function u by Ik,T u=uk,T ∈
B4k+1(T ). As Ik,T is exact on B4k+1(T ), i.e., Ik,T p = p for all p ∈ B4k+1(T ), we deduce that Ik,Ti,k−1 =i,k−1. In
other words, we have
i,k−1 =
3∑
l=1
∑
|
|2k
D
i,k−1(vl)


l,k +
3∑
l=1
∑
1 s1 r1k
D
r1
hl
i,k−1(Ml,s1)	
r1
l,s1,k
+
∑
|1|k−2
D1i,k−1(B)	
1
k .
On the other hand, from (3.4)–(3.6) we deduce that for all ||2(k − 1),
3∑
l=1
∑
|
|2k−2
D
i,k−1(vl)


l,k = i,k and
3∑
l=1
∑
1 s1 r1k−1
D
r1
hl
i,k−1(Ml,s1)	
r1
l,s1,k
= 0,
where after, we get the ﬁrst equality. Using a similar technique, one can establish the other equalities. 
Theorem 9. Assume that the data schemes corresponding to the problems Hk−1,T and Hk,T satisfy Dk−1,T ⊂ Dk,T
for k1. Then, the polynomial uk,T can be decomposed in the form
uk,T = uk−1,T + dk,T , k1,
where
d1,T =
3∑
i=1
2∑
||=1
D(u − u0,T )(vi)i,1 +
3∑
i=1
Dhi (u − u0,T )(Mi,1)	1i,1,1,
446 A. Lamnii et al. / Journal of Computational and Applied Mathematics 213 (2008) 439–453
and for k2,
dk,T =
3∑
i=1
2k∑
||=2k−1
D(u − uk−1,T )(vi)i,k +
3∑
i=1
k∑
s=1
Dkhi (u − uk−1,T )(Mi,s)	ki,s,k
+
∑
||=k−2
D(u − uk−1,T )(B)	k .
Proof. If we put u˜k,T = uk−1,T + dk,T , then one can check that the polynomial u˜k,T of degree 4k + 1 satisﬁes the
Hermite interpolation conditions in Hk,T . As the Hermite polynomial is unique, we deduce that u˜k,T = uk,T . 
Remark 10. From the above expression of dk,T , we deduce that its corresponding data set is Dk(u − uk−1,T ).
Corollary 11. For a triangle T ∈ , assume that D0,T ⊂ D1,T ⊂ · · · ⊂ Dk,T . Then, the polynomial uk,T can be
decomposed in the form
uk,T = u0,T + d1,T + · · · + dk,T , k1,
where
d1,T =
3∑
i=1
2∑
||=1
Ci,1

i,1 +
3∑
i=1
C˜1i,1	
1
i,1,1,
and for k2,
dn,T =
3∑
i=1
2n∑
||=2n−1
Ci,n

i,n +
3∑
i=1
n∑
t=1
C˜ni,t	
n
i,t,n +
∑
||=n−2
Ĉ

n	

n for 2nk.
u0,T is the unique solution of the Hermite problem H0,T , and the coefﬁcients
Ci,n = Du(vi) − Dun−1,T (vi),
C˜ni,t = Dnhi u(Mi,t ) − Dnhi un−1,T (Mi,t ),
Ĉ

n = Du(B) − Dun−1,T (B)
can be computed recursively as follows:
Ci,1 = Du(vi) − Du0(vi) if || = 1 and 1 i3,
Ci,1 = Du(vi) if || = 2 and 1 i3,
C˜1i,1 = Dhiu(Mi,1) − Dhiu0(Mi,1) if 1 i3,
Ĉ

1 = 0 for all ,
and for n2 and || = 2n − 1 or || = 2n, we have
Ci,n = Du(vi) −
n−1∑
t=1
⎧⎨⎩
3∑
l=1
⎡⎣ 2t∑
|
|=2t−1
C


l,tD

l,t (vi) +
t∑
m=1
C˜tl,mD
	tl,m,t (vi)
⎤⎦
+
∑
||=t−2
Ĉt D
	t (vi)
⎫⎬⎭ ,
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and 1 tk and 1 i3, we also have
C˜ni,t = Dnhi u(Mi,t ) −
n−1∑
t=1
⎧⎨⎩
3∑
l=1
⎡⎣ 2t∑
|
|=2t−1
C


l,tD
n
hi

l,t (Mi,t )
+
t∑
m=1
C˜tl,mD
n
hi
	tl,m,t (Mi,t )
]
+
∑
||=t−2
Ĉt D
n
hi
	t (Mi,t )
⎫⎬⎭ ,
and for || = n − 2, we have
Ĉ

n = Du(B) − Du0(B) −
n−1∑
t=1
⎧⎨⎩
3∑
l=1
⎡⎣ 2t∑
|
|=2t−1
C


l,tD

l,t (B) +
t∑
m=1
C˜tl,mD
	tl,m,t (B)
⎤⎦
+
∑
||=t−2
Ĉt D
	t (B)
⎫⎬⎭ .
Proof. It is derived from Theorem 9. 
Now, we give another main result of this paper.
Theorem 12. The family B̂k,T , k1, deﬁned by
B̂1,T = {(0,0)i,0 ,i,1,	1i,1,1, 1 ||2 and 1 i3}
B̂k,T = {(0,0)i,0 ,i,n,	ni,t,n,	n, 2n − 1 ||2n, || = n − 2,
1 tnk and 1 i3}, k2
forms a basis for the space B4k+1(T ). Moreover, B̂k,T , k ∈ N, are hierarchical.
Proof. Let p ∈ B4k+1(T ), T ∈ . Since the Hermite interpolation operator Ik,T is exact on B4k+1(T ), we deduce that
p = Ik,T p = uk,T = u0,T + d1,T + · · · + dk,T , where u0,T =∑3i=1 p(vi)(0,0)i,0 is the unique solution of the Hermite
interpolation problem H0,T , and dn,T , 1nk, are polynomials in B4n+1(T ) and are given by
dn,T =
3∑
i=1
2n∑
||=2n−1
D(p − un−1,T )(vi)i,n +
3∑
i=1
n∑
t=1
Dnhi (u − un−1,T )(Mi,t )	ni,t,n
+
∑
||=n−2
D(p − un−1,T )(B)	n.
Then, B̂k,T generates the space B4k+1(T ). Since card(B̂k,T )= dim(B4k+1(T )), we deduce that B̂k,T is a basis for the
space B4k+1(T ).
On the other hand, if we put B̂0,T =B0,T , it is simple to check that B̂k,T = B̂k−1,T ∪ ¯̂Bk,T , where
¯̂B1,T = {i,1, 	1i,1,1, 1 ||2 and 1 i3},
and for k2,
¯̂Bk,T = {i,k, 	ki,s,k, 	k, 2k − 1 ||2k, 1sk, || = k − 2 and 1 i3}.
Then we have B̂k−1,T ⊂ B̂k,T . 
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Now, as a consequence of the above results, we establish the following decomposition of the spline interplant uk
solution of the problem Hk .
Theorem 13. Let Dk(u) be an Sk4k+1()-unisolvent and Hk = ∪T ∈Hk,T its corresponding Hermite interpolation
problem. Then, the solution uk of Hk can be decomposed in the form
uk = u0 + d1 + · · · + dk ,
where u0 =∑T ∈ u0,T and dn =∑T ∈ dn,T , 1nk.
Proof. It is derived from Corollary 11 and the fact that Dk(u) = ∪T ∈Dk,T (u). 
Remark 14. The comparison of the two bases Bk,T and B̂k,T of the space B4k+1(T ) leads to the following
observations:
(i) The hierarchical structure of the bases B̂k,T , k ∈ N, can be used for several practices in numerical analysis like
compressing data and surfaces.
(ii) If we denote by T,k, T˜r,s,k and T ,k the number of B coefﬁcients of i,k, 	ri,s,k and 	k , respectively, that are
not necessarily equal to zeros, then by straightforward computation we get
T,k =
(
4k + 3
2
)
− 2
(
2k + 2
2
)
−
( || + 1
2
)
and
T˜r,s,k = T ,k =
(
4k + 3
2
)
− 3
(
2k + 2
2
)
.
These B coefﬁcients are solutions of linear systems of size T,k T˜r,s,k or T ,k that are derived from Hermite
interpolation problems given by (3.4)–(3.6). Then, it is easy to verify that the total number of B coefﬁcients
needed for the determination of Bk,T in B4k+1(T ) is given by
k = 3
∑
||2k
T,k + 3
k∑
s=1
k∑
r=s
T˜r,s,k +
∑
||k−2
T ,k
= 3 + 37
2
k + 89
2
k2 + 50k3 + 22k4,
while the number of B coefﬁcients for the determination of the new basis B̂k,T is given by
k = 3T(0,0),0 +
k∑
t=1
⎡⎣3 2t∑
||=2t−1
T,t + 3
t∑
s=1
T˜t,s,t +
∑
||=t−2
T ,t
⎤⎦
= 3 + 47
3
k + 30k2 + 76
3
k3 + 8k4.
In Table 1, we give k and k for the ﬁrst values of k.
Table 1
k 1 2 3 4 5 6 7 8 9 10
k 138 970 3591 9621 21,208 41,028 72,285 118,711 184,566 274,638
k 82 485 1652 4215 8998 17,017 29,480 47,787 73,530 108,493
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(iii) According to (ii), the computation of a polynomial uk,T ∈ B4k+1(T ) at several points needs a lot of operations.
As in practice this computation is required for several points of T, it is useful to work with the new basis which
allows to reduce extensively the number of operations (see Table 1).
In conclusion, we remark that the basis B̂k,T presents several practical advantages. Some are illustrated in this paper,
but the development of others is still under investigation.
In order to illustrate our results, we give in the next section some numerical examples.
5. Numerical examples
In this section, we give two examples which illustrate the theoretical results. Let 1,2, . . . be a sequence of regular
spherical triangulations of S such that the number of vertices (resp. triangles) ofl is 22l +2 (resp. 22l+1). The sequence
(l )l1 is created as follows: 1 is the Delauny triangulation associated with 6 vertices of a regular octahedron, i.e.,
with the points ±ei, i = 1, 2, 3, where ei are the Cartesian coordinate vectors. So, this triangulation consists of the
eight quadrantal spherical triangles. Then, for each l2 we compute the vertices of l from those of l−1 by adding
the midpoints of each edge of l−1 to the vertices of l−1. This amounts to splitting each triangle of l−1 into four
subtriangles in a standard way, and in fact each of these triangulations is a Delauny triangulation of its vertex set
(Figs. 2 and 3).
5.1. Example 1
Using the results given in the preceding section, we describe in this example the recursive computation of the Hermite
interpolant u2 ∈ S29 (3) to the function u deﬁned on S by
u(x, y, z) =
3∑
i=1
(gi(x, y, z))
−1/2
, (5.1)
where
gi(x, y, z) =
(
x
i
)2
+
(
y
i+1
)2
+
(
z
i+2
)2
and
(1, . . . , 5) = (5, 1, 2, 5, 1).
The decomposition of u2 is such that u2 = u0 + d1 + d2, where the details d1 and d2 are computed from the formulae
given in Corollary 11. To assist in understanding the behavior of the decomposition method, we visually examined the
Fig. 2. Regular triangulations of the sphere S.
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Fig. 3. Regular triangulations ofS(u) using 3.
a b
c d
e f
Fig. 4. Decomposition of u2. (a) Graph of u0, (b) graph of d1, (c) graph of u1, (d) graph of d2, (e) graph of u2 and (f) graph of u.
surfaces
S(u) = {u(v)v : v ∈ S},
corresponding to our test function u, its various interpolants u0, u1, u2 and the detail functions d1, d2 in Fig. 4.
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5.2. Example 2
Alfeld et al. have studied in [3] the Hermite interpolant of class C1 and degree 5 of the function f deﬁned on S by
f (x, y, z) = 1 + x8 + e2y3 + e2z2 + 10xyz. (5.2)
By comparing their method with the one proposed in this paper for computing the above interpolant, we remark that
the obtained results are the same, see Table 2, but our method allows to reduce the computational cost, see Table 1.
Moreover, we give for this function the recursive computation of the associated Hermite interpolant f2 ∈ S29 (3). More
speciﬁcally, we have the decomposition f2 = f0 + d1 + d2, where d1 and d2 are computed from the formulae listed in
Corollary 11 (Fig. 5). To assist in understanding the behavior of the decomposition method, we visually examined the
surfaces
S(f ) = {f (v)v : v ∈ S},
corresponding to our test function f, its various interpolants f0, f1, f2 and the detail functions d1, d2 in Fig. 6.
Remark 15. It is simple to verify that the above function f is not homogeneous of order 9. So, according to the results
given in Section 2, we cannot expect order 10 convergence for k= 2 if we compute second, third and fourth derivatives
of f directly from expression (5.2). Indeed, as shown in Table 2, if we do compute derivatives in this way, we seem
to be getting order 3 convergence (see the second column of Table 2). The convergence shown in the ﬁrst column of
Table 2 corresponds to computing the derivatives from the order 9 homogeneous extension of f (cl. Lemma 1). The
error and error∗ given in Table 2 are relative errors and they are deﬁned by
error = maxv∈V |fk(v) − f (v)|
maxv∈V |f (v)| , error
∗ = maxv∈V |f
∗
k (v) − f (v)|
maxv∈V |f (v)| ,
where f ∗k is the Hermite interpolant of classC
k and degree 4k+1 using the derivatives which are computed from (5.2).
Table 2
Approximation errors
Hermite interpolant of Hermite interpolant of Hermite interpolant of
class C2 and degree 9 class C1 and degree 5 class C1 and degree 5 [3]
error error∗ error error∗ error error∗
1 3.7438 (−4) 3.6942 (−2) 8.1152 (−2) 2.91 (−1) 8.1554 (−2) 2.9288 (−1)
2 1.1151 (−5) 1.3398 (−2) 7.3276 (−3) 1.11581 (−1) 7.3667 (−3) 1.1328 (−1)
3 2.1782 (−6) 3.3951 (−3) 6.007 (−4) 3.0128 (−2) 6.0130 (−4) 3.0328 (−2)
4 4.2972 (−8) 1.0155 (−3) 2.0196 (−5) 7.8891 (−3) 2.0279 (−5) 7.8996 (−3)
5 5.9064 (−10) 2.4529 (−4) 3.7956 (−7) 1.9843 (−3) 3.8139 (−7) 1.9925 (−3)
Fig. 5. Regular triangulations ofS(f ) using 3.
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Fig. 6. Decomposition of f2. (a) Graph of f0, (b) graph of d1, (c) graph of f1, (d) graph of d2, (e) graph of f2 and (f) graph of f.
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