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At low temperatures, electrons in semiconductors are bound to shallow donor impurity ions, neu-
tralizing their charge in equilibrium. Inelastic scattering of other externally-injected conduction
electrons accelerated by electric fields can excite transitions within the manifold of these local-
ized states. Promotion of the bound electron into highly spin-orbit-mixed excited states drives
a strong spin relaxation of the conduction electrons via exchange interactions, reminiscent of the
Bir-Aronov-Pikus process where exchange occurs with valence band hole states. Through low-
temperature experiments with silicon spin transport devices and complementary theory, we reveal
the consequences of this previously unknown spin depolarization mechanism both below and above
the impact ionization threshold.
Spin exchange is central to many physical mechanisms
that drive interactions between internal degrees of free-
dom in otherwise decoupled systems. In condensed-
matter physics, exchange arises in diverse examples such
as the well-known Overhauser and Knight effects between
electron and nuclear spins [1–4], Glauber or Kawasaki
kinetics in Ising models of ferromagnetism [5], and in
the many-body RKKY and Kondo effects [6, 7]. Within
atomic physics, it is essential in optical pumping of no-
ble gas nuclei for subsequent spin resonance detection
[8, 9]. The generality of this phenomenon extends even to
the realm of particle physics, as in pion-nucleon isospin-
exchange scattering at the ∆-resonance [10, 11]. Direct
impact on computing technology may one day occur as
well, if robust qubits can be constructed from the spin of
electrons bound to shallow donor impurity potentials in
group-IV elemental semiconductors [12]. Spin exchange
can then play an especially important role as the physical
basis for state initialization and entanglement [13–16].
In this Rapid Communication, we demonstrate exper-
imentally and describe theoretically how inelastic scat-
tering between conduction and impurity-bound electrons
leads to strong depolarization of both spins via mutual
spin exchange. As we show with low-temperature spin
transport measurements in unintentionally-doped silicon
devices, this mechanism far outweighs the otherwise-
dominant Elliott-Yafet spin relaxation mechanism [17,
18]. The latter is mediated by the weak spin-orbit mixing
of Pauli states in the conduction band of non-degenerate
silicon [19–23]. Incorporating the exchange in a master
equation approach successfully reproduces the observed
nonlinear dependence of the charge and spin currents on
temperature and electric field. In addition, this work in-
cludes a detailed formalism of the spin-dependent tran-
sitions in impurity states that may elucidate the physics
relevant to terahertz laser emission from shallow donors
in silicon [24].
As schematically shown in Fig. 1(a), our experi-
ments utilize a ferromagnetic thin-film cathode to per-
form tunnel-junction injection of spin-polarized hot elec-
trons into unintentionally very low-doped n-type Si(100):
L = 225 micron-thick float-zone grown wafer with room-
temperature resistivity ρ ≈ 5 kΩ·cm [25]. This resistiv-
ity is two orders of magnitude less than that of intrinsic
silicon, indicating the presence of highly-soluble phos-
phorus donors in our device at a level of approximately
Nd = 10
12 cm−3 [26].
Figure 1(b) shows that for temperatures down to
≈ 25 K, the measured injection current (IC1) of spin-
polarized electrons is determined essentially only by
the tunnel junction emitter voltage VE (when qVE ex-
ceeds the otherwise-rectifying Schottky barrier height
of ≈ 0.7 eV at the metal thin-film contact interface).
Furthermore, using a spin detector based on ballistic
hot electron transport through a ferromagnetic thin film
[27, 28], we can measure the relative difference in spin
transport signal between parallel and antiparallel injec-
tor/detector magnetic configurations as shown by sam-
ple data in the inset to Fig. 1(c). The spin polarization
P derived from it rises and saturates as a function of
internal electric field (VC1/L) for 25 K and higher tem-
peratures, as shown in Fig. 1(c). This behavior is due
to the increase in drift velocity v and reduction in tran-
sit time through the Si transport region [29], from which
a temperature-dependent spin lifetime τ can be deter-
mined in conjunction with spin precession measurements
via P ∝ exp(− Lvτ ) [30, 31].
However, for lower temperatures this conventional be-
havior changes. Our central experimental result and the
primary focus of this Rapid Communication is shown in
Fig. 1(c). We find a stark change in the detected spin
polarization when the temperature drops below 25 K: the
spin polarization initially decreases with increasing elec-
tric field and eventually recovers to larger values at strong
fields. We will find that this intriguing non-monotonic
dependence is a result of inelastic spin-exchange scat-
tering between conduction and localized electrons in the
bulk silicon.
At these reduced temperatures, charge transport data
in Fig. 1(b) shows that the injected current is rapidly
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FIG. 1. (a) Schematic side view of the spin transport device. Energy band diagram is shown as depth into the page. Temperature
dependence of (b) injected electron current, and (c) spin polarization from transport through a 225 µm-thick unintentionally
doped Si device with approximately 1012 cm−3 donor concentration (the lines merely guide the eye). The hot electron injector
tunnel junction voltage used here is VE = −1.3 V, resulting in approximately 30 mA tunnel current that is unaffected by
temperature or electric field in the Si transport region. The inset to (c) shows a characteristic spin-valve measurement from
which the spin polarization can be determined (the magnetic field B‖ is directed in the plane of the magnetic films).
suppressed for internal electric field E > 800 V/cm, de-
spite a constant incident flux of ballistic hot electrons
impinging on the injection interface from a steady emit-
ter voltage VE . This transition temperature roughly cor-
responds to thermalization of conduction electrons into
the ED0 ≈ 45 meV donor state to form the D0 neu-
tral ground state below ≈ ED0/(kB lnNc/Nd) ≈ 30 K,
where Nc is the conduction band effective density of
states. With the restoration of charge transport for
E ? 800 V/cm, the conduction electron spin polariza-
tion also recovers. Due to reduction in signal current
from freeze-out effects in the detector portion of our de-
vice, spin polarization after transport can be measured
only down to ≈ 20 K (i.e. IC2 → 0 for T < 20 K).
To probe the electron transport in greater detail, spin
precession measurements performed in an out-of-plane
magnetic field can be used to determine the time-of-flight
of electrons traveling through the Si channel with a trans-
form method [31]. Results from these measurements are
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FIG. 2. Spin transit time through nominally undoped Si.
Inset shows characteristic spin precession oscillations from
which transit times are determined via Fourier transform at
E = 800 V/cm and T = 20 K.
shown in Fig. 2. As temperature decreases from 30 K,
mean transit times also initially decrease; this reduction
is consistent with the expected higher mobility due to
suppression in electron-phonon scattering. However, for
temperatures below ≈ 25 K, transit times begin to in-
crease in the same electric field region E > 800 V/cm
where the charge current is suppressed. This behavior
implies the role of transient interactions with impurity
potentials in the electron transport [32].
Our physical picture used to explain this observed phe-
nomena relies on inelastic scattering of energetic conduc-
tion band electrons with those bound to localized im-
purity potentials. “Impact excitation” occurs when the
scattering event results in an excited but still bound
state, and “impact ionization” when the donor-bound
electron is liberated into the continuum of the conduc-
tion band [33]. The ionization rate is a strong function
of the accelerating electric field; once it is comparable
to the recombination rate (at the so-called “breakdown
field” [34]) the free carrier concentration rises abruptly
due to a chain reaction, similar to the multiplication pro-
cess in “avalanche” photodetectors. As a result, nearly
all donors are ionized above the breakdown field at any
temperature.
The existence of impurity levels more weakly bound
than the ground state can reduce this breakdown field
ionization threshold. For example, once the localized
electron is excited to the 2p0 state, it is more likely to
undergo thermal activation to the conduction band [24].
The resulting < 1 kV/cm scale – lower than the regime
needed to ignite significant intervalley f -process phonon
scattering [35] – agrees well with the observed ionization
threshold in Fig. 1(b).
Donor states in silicon are formed from the sixfold
valley degeneracy of the conduction band; the 1s hy-
drogenic states are split by the crystal field (‘valley-
orbit interaction’) into a nondegenerate 1s(A1) ground
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FIG. 3. (a) Simplified schematic of exchange-driven spin relaxation with neutral donors. In the first step, inelastic scattering
with an accelerated conduction electron excites the bound electron (A1 → T2). In the second step, ultrafast spin relaxation
of the bound electron is facilitated by spin-mixing of the excited state (T2). In the third step, the conduction-electron spin
suffers relaxation via exchange. The electric field is exaggerated for illustrative purposes. Calculated (b) current and (c) spin
polarization from transport through the silicon channel as a function of electric field. Solid lines are obtained from solution of
the master equations [Eq. (3)], and dotted lines from the simplified model [Eqs. (1)-(2)]. These results reproduce the nonlinear
dependencies on temperature and electric fields as measured in the experiment [Figs. 1(b)-(c)].
state, a twofold-degenerate 1s(E) level, and a threefold-
degenerate 1s(T2) level [36]. Because of spin-orbit inter-
action, the latter state in particular becomes highly spin
mixed Γ4 → Γ8 ⊕ Γ7 [36–38], in a way analogous to the
p-like light and split-off hole states in the valence band of
cubic semiconductors. Therefore, impact excitation from
A1 to T2, accompanied by ∼10 meV energy loss from the
conduction electron [38], creates a superposition of sta-
tionary bound states whose spin precesses during time
evolution. Upon subsequent stochastic phonon emission
and return to the A1 level, this spin is efficiently depolar-
ized with respect to its initial orientation. As illustrated
in Fig. 3(a), simultaneous exchange couples the conduc-
tion electron to this spin loss mechanism [39]. Similarly,
spin depolarization of conduction electrons can be medi-
ated via exchange between the unpolarized bound elec-
tron after its return to the A1 state and a newly injected
polarized electron that arrives at the impurity vicinity at
later times [40, 41], similar to conduction electron spin
exchange with valence band holes in the well-known Bir-
Aronov-Pikus relaxation mechanism [42].
We can thus qualitatively understand the trends in
Fig. 1(c): Increasing electric field drives impact excita-
tion and its concomitant conduction electron depolariza-
tion. This process continues until impact ionization at
and above the breakdown field eliminates the population
of bound electrons necessary for the process to occur.
Spin polarization therefore is restored.
In an initial numerical model incorporating this phe-
nomenology, we consider only a single effective impu-
rity state i (i.e., ignoring their fine-structure, valley-orbit
splitting, and different discrete levels) with depolariza-
tion caused by round-trip transitions to a spin-mixed
state i′. Our spin injector sources spin density at a rate
PJncR, where PJ is initial spin polarization at injection
(11.5% to match the experiment), nc is the conduction
electron number density, and R is the injection rate. The
latter can be empirically estimated from injection cur-
rent density (≈ 10−1 A/cm2) and the transport length
as ≈ 108 s−1.
Spin relaxation due to the exchange-driven mechanism
described here results in a measured conduction electron
spin polarization Pc that is necessarily less than the in-
jection polarization PJ . Conservation of angular momen-
tum requires that the conduction electron spin density
lost to the bound electrons per unit time [ncR(PJ − Pc)]
is equal to the quantity gained by the impurity electron
via elastic exchange [χncni(Pc − Pi)], where χ is the elas-
tic exchange rate coefficient, and ni(Pi) is the impurity-
bound electron density(spin polarization). In steady
state, this same quantity is lost by the impurity to the
environment [Pi(ωi,i′ni + γi,i′ncni)], where the first and
last terms account for electron-phonon Castner-Orbach
spin depolarization [38] with virtual transitions to a spin-
mixed state i′ (proportional to temperature-dependent
rate coefficient ωi,i′) and inelastic exchange via impact
excitation (proportional to the strongly electric-field-
dependent coefficient γi,i′), respectively. Thus, we have
the system of coupled equations
ncR(PJ − Pc) = χncni(Pc − Pi)
= Pi(ω↑↓ni + γi,i′ncni). (1)
Along with the steady-state rate equation for conduc-
tion electron density
ωi,cni − ωc,inc + γi,cncni = dnc
dt
= 0, (2)
and local charge neutrality ni = Nd − nc, we can al-
gebraically solve for both the conduction electron den-
sity which determines the measured current and the con-
duction electron polarization sensed by our spin detec-
tor. Here, ωi,c is the phonon-assisted thermal (Arrhe-
nius) transition rate into the conduction band, ωc,i is the
4static thermalization rate, and γi,c is the electric field-
dependent impact ionization rate. Note that when the
latter vanishes in zero-field equilibrium, this equation
yields thermodynamic detailed balance.
The numerical results using appropriate coefficients
obtained by comparison to experiment [e.g. Ref. 38] and
Monte-Carlo simulations [e.g. Ref. 35], which should
be compared to the corresponding experimentally mea-
sured values in Fig. 1(b)-(c), are shown by dotted lines
in Fig. 2(b)-(c). Even with this inexact, minimal model,
they already reconcile the main trends in the empirical
observations.
To remove the phenomenological nature of the simpli-
fied approach above, we can incorporate all the relevant
processes with a system of general master rate equations
for the occupations of the `th valley-orbit level with spin
σ
∂n`σ
∂t
= G`σ +
phonon absorption/emission︷ ︸︸ ︷∑
`′,σ′
(ω`′σ′,`σn`′σ′ − ω`σ,`′σ′n`σ) (3)
+
elastic exchange︷ ︸︸ ︷∑
`′ 6=`,σ′ 6=σ
χ`,`′ (n`σ′n`′σ − n`σn`′σ′)
+
∑
`′,σ′,σ′′
(
γσ
′′
`′σ′,`σn`′σ′ncσ′′ − γσ
′′
`σ,`′σ′n`σncσ′′
)
︸ ︷︷ ︸
inelastic exchange + impact
,
where we mark the separate terms with their physical
meanings. Conduction electrons are denoted by ` = c,
and localized electrons by ` = 0, 1, 2 . . . including all pos-
sible 1s, 2s, and 2p0 states with each comprised of twelve
components (2 for spin and 6 for valley). G`σ denotes
the conduction electron spin density lost to the bound
electrons per unit time. As in the simple phenomenolog-
ical model, the ω coefficients are phonon-assisted ther-
mal transition rates, χ coefficients are the exchange rates
(per unit density), and γ parameters are the electric field-
dependent impact ionization or excitation rates (per unit
density). Subscripts stand for the corresponding initial
and final states, and superscripts of γ indicate the spins of
impact conduction electrons, which accounts for the dif-
ferent nature of singlet and triplet scattering [43]. In this
rigorous approach, all these rates are calculated directly
from Fermi’s golden rule to first order, except orbital-
conserving spin-flip transitions necessarily involving two-
phonon processes with virtual states, which are treated
in second order [38]. The detailed calculations are given
in the supplemental material [44], where we use Monte
Carlo simulation to generate the energy distribution of
electric field-heated conduction electrons [35, 45], and in-
clude spatial dependence of n`σ by an exponential rela-
tion from the simple drift-diffusion model. We perform
explicit time-domain simulation starting from fully ion-
ized initial conditions to obtain the steady-state solution
without any assumption of absolute charge neutrality.
The results of this exact calculation for different electric
field and temperature are summarized by the solid lines
in Fig. 3(b)-(c) and agree with the experimental results
shown in in Fig. 1(b)-(c).
The exchange spin relaxation mechanism shown by our
experiment [Fig. 1(c)] and theory [Fig. 3(c)] outweighs
the electron-phonon contribution [19] at low tempera-
tures. Furthermore, it exists even without the acceler-
ating electric field, in thermal equilibrium when it oc-
curs due to energy loss by conduction electrons initially
in the Maxwellian tail. As measured by Le´pine, at low
temperatures most of the donors are occupied by elec-
trons and the conduction electron spin lifetime exhibits
an anomalous increase with temperature [46]. The spin
relaxation mechanism described here can easily account
for this behavior: upon increase in temperature, the drop
in neutral donor density outweighs enhancement of donor
spin relaxation from higher thermal energy. The conduc-
tion electron spin flip rate associated with this exchange
mechanism then falls with temperature until it competes
with electron-phonon Elliott-Yafet spin relaxation to de-
termine the total spin lifetime.
We have performed complementary experiments that
exclude possible contributions to the observed phenom-
ena from interface effects at the metal-semiconductor
junction [47] as well as from electron-electron scatter-
ing in the conduction band [48]. As shown in Sec. 1
of the supplemental material, the exchange spin relax-
ation mechanism is not observed when we use shorter
undoped silicon channels (10 µm), showing that inter-
face effects are irrelevant. Furthermore, this effect is not
due to the presence of the two-electron charged donor
D− [49], because these weakly-bound states form only at
much lower temperatures [50]. The effect is most clearly
observed when the densities of conduction and localized
electrons are comparable, and when the channel is long
enough such that injected electrons cannot avoid inter-
acting with impurities on their way to the detector.
In closing, we notice that stimulated emission from the
relevant 2p0 → 1s(E) transition in phosphorus doped sil-
icon can be used for the realization of a terahertz laser
[24]. The master equations presented in this Rapid Com-
munication include both these states, so, along with spin-
dependent radiative dipole selection rules, spin-polarized
carrier injection may be shown to allow external control
over circular polarization of the output terahertz elec-
tromagnetic field; in this case, alternative spin injection
or generation schemes may be required such as inter-
band optical orientation [51–54]. Meanwhile, since spin-
polarized donor-bound electrons are integral to Kane’s
proposal for a phosphorus nuclear spin-based silicon
quantum computing architecture [12], it is hoped that
the picture unraveled in this work will yield insight rele-
vant to the robustness of solid-state implementations of
quantum information.
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1. Additional experimental data. To further es-
tablish the extrinsic nature of the measured effects, we
have varied the injected current IC1 over a factor of ≈ 5
by changing the tunnel junction voltage −1.1 V < VE <
−1.5 V, a range limited by signal to noise and tunnel
junction stability. Although the charge transport current
dependence on voltage [shown in the inset to Fig. I(a)] is
only slightly modified besides overall magnitude scaling,
the transit-time delay shown in Fig. I(a) is enhanced by
weaker injection and the spin polarization spectroscopy
shown in Fig. I(b) is greatly affected. This behavior can
be understood by noting that when we saturate the sys-
tem with higher injected electron density, the relative
contribution from impurity depolarization is diluted due
to the fixed impurity concentration; the spin depolariza-
tion effect is therefore weakened. A lower injected density
enhances the depolarization because a greater proportion
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FIG. I. Effect of injected current variation on (a) spin transit
time and (b) electric-field dependent spin depolarization [lines
merely to guide the eye] for injected conduction electrons in
unintentionally-doped n-Si at 20 K. The enhancement of de-
polarization under more dilute injection shown here is consis-
tent with the theory of dynamic spin exchange.
of conduction electrons can interact with the finite num-
ber of impurities.
On devices of shorter transit length but comparable
impurity density, the signal suppression is absent, as
shown in Fig. II(a). The suppression is therefore a bulk
effect rather than one controlled by scattering at the in-
jection interface. However, a similar suppression is seen
in short-channel devices with doping in the 1014 cm−3
range as demonstrated in Fig. II(b), making the total
number of impurities roughly equal to the nominally un-
doped 225-µm devices. This behavior can be understood
from the effective interaction length of conduction and
localized electrons, which is scaled by the ratio of their
densities. This quantity should be comparable to the de-
vice length for the impact effects to be clearly observed.
2. Impurity states. To formulate the impact and ex-
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FIG. II. Results from different devices: (a) Injected current
at low electric fields is unaffected by low temperatures in sim-
ilarly unintentionally-doped devices with much shorter trans-
port distance (10-µm). (b) When intentionally doped in the
range 1014 cm−3, the suppression is evident even in these 3-
µm-thick devices.
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FIG. III. Illustrations (a) before and (b) after the inelastic exchange scattering between conduction and localized electrons. The
twelve 1s donor states split into those with Γ6, Γ7 and Γ8 symmetries. The splitting energies are determined by the valley-orbit
coupling ∆vo and the spin-orbit coupling ∆so. (c) Detailed scheme of the donor energy levels in silicon (not to scale). The
letters in parentheses indicate the irreducible representations of Td, with the notation in Ref. [S1 ] (see text).
change effects quantified by our model and depicted by
Fig. III(a)-(b), we need to analyze the impurity states.
For phosphorus-doped silicon, it is sufficient to consider
only the 1s, 2s, and 2p0 states [S2 ], since the upper
states are close to each other and approximately form
a continuum which extends to the conduction band. The
eigenfunctions of the impurity must follow the tetrahe-
dral (Td) site symmetry of the donor; thus 1s, 2s, and
2p0 states can be classified with the irreducible repre-
sentations, namely, A1 ⊕ E ⊕ T2 as in Ref. [S2 ]. In
the close vicinity of the donor site, the shift from the
Coulomb potential with spherical symmetry lifts the six-
fold degeneracy of 1s(A1 ⊕E ⊕ T2) and separates it into
1s(A1), 1s(E), and 1s(T2). This decomposition is defined
as valley-orbit coupling. As a result, 1s(A1) drops down
significantly from the value of the effective mass theory
m∗
2 · 13.6 eV≈ 35meV, while 1s(E) and 1s(T2) remain
close to it. When we consider the spin of the donor elec-
tron, the double group representations of T d, namely, the
doublets Γ6 and Γ7 and the quadruplet Γ8 as in Ref. [S1 ]
are required. The Γ6 spin-orbit coupling leads to split-
ting of the 1s(T2 : Γ4) into 1s(T2 : Γ7) and 1s(T2 : Γ8),
since Γ4 ⊗ Γ6 = Γ7 ⊕ Γ8. Also for T d, Γ1 ⊗ Γ6 = Γ6
and Γ3 ⊗ Γ6 = Γ8, so 1s(A1 : Γ1) and 1s(E : Γ3) turn
into 1s(A1 : Γ6) and 1s(E : Γ8), respectively. For ex-
cited states 2s and 2p0, the crystal field interaction has
a weaker effect, hence the eigenstates of different irre-
ducible representations Γ6⊕Γ7⊕2Γ8 are nearly degener-
ate. The above analysis can be visualized in Fig. III(c).
When we consider transitions between localized levels,
the exact form of eigenstates is critical, while the exact
splitting energy, which only appears directly in the Dirac-
δ functions as shown later, is of much less importance.
Therefore, it is unnecessary to resolve the energy lev-
els beyond 2 meV resolution. The corresponding treat-
ment, where for example the E and T2-derived states
are approximately degenerate, is shown by the right-
most side of Fig. III(c). We denote the states of 1s(A1),
1s(E + T2), 2s-2p0 and conduction band as the energy
levels ` = 0, 1, 2 and c. The corresponding energies  are
taken approximately as −45, −34, −11 and 0 meV, re-
spectively [S2 ]. The spin indices σ are considered from
the actual eigenstates, and then besides spin-up ↑ and
spin-down ↓, the spin-mixed states ∪, ∩, unionsq and u are
also included, which will be expanded explicitly below.
To construct the eigenstates of the system, we start
with the separate wavefunctions of conduction and local-
ized electrons as follows [S3 ],
ψnc (r) = exp(ik · r)ϕn(r) ,
φd(r) =
∑
n
αnF
`
n(r)ϕn(r) ,
(I)
where n = ±x,±y,±z are valley indices. k is the
wavevector of the conduction electron, and ϕn is the pe-
riodic Bloch function at the conduction band minimum
of the n-valley. The detailed form of ϕn can be obtained
from the empirical pseudopotential method [S4 ]. The en-
velope functions F `n for 1s and 2p0 states are respectively
F 1sn (r) =
1√
pia21b1
exp
(
−
√
r2−x2n
a21
+
x2n
b21
)
,
F 2p0n (r) =
xn√
pia22b
3
2
exp
(
−
√
r2−x2n
a22
+
x2n
b22
)
.
(II)
Here, the xn component of r is directed toward the axis
of the n-valley. Parameters a1 ≈ 2.5 nm, b1 ≈ 1.4 nm,
a2 ≈ 4.2 nm and b2 ≈ 2.4 nm are the corresponding
Bohr radii. They are estimated by a2` = ~2/(2mtE`)
3and b2` = ~2/(2mlE`), where E` is the value of the en-
ergy level under effective-mass approximation. Effective
masses mt ≈ 0.19m0 and ml ≈ 0.92m0 correspond to
transverse and longitudinal orientations, respectively.
In the basis (+x,−x,+y,−y,+z,−z), the valley-
dependent coefficients αn in Eq. (I) for different irre-
ducible representations are
1√
6
(1, 1, 1, 1, 1, 1) , (A1) ;
1
2 (1, 1, 0, 0,−1,−1) ,
1
2 (1, 1,−1,−1, 0, 0) ,
}
(E) ; (III)
1√
2
(1,−1, 0, 0, 0, 0) ,
1√
2
(0, 0, 1,−1, 0, 0) ,
1√
2
(0, 0, 0, 0, 1,−1)
 (T2) .
We can denote the corresponding wavefunction of local-
ized states as
φ0 , (A1) ; φ+ , φ− , (E) ; φx , φy , φz , (T2) . (IV)
With the analysis at the beginning of this section, we can
construct the exact states φ`σd with spatial wavefunctions
from Eq. (IV) and spinors χ↑, χ↓ for each ` and σ. Hence
for the ground state,
φ0↑d : φ0χ
↑; φ0↓d : φ0χ
↓ . (V)
For ` = 1, φ`σd involves the highly spin-mixed states from
T2. We denote them as ∪, ∩, unionsq and u [see Fig. III(c) and
related discussion]. Then,
φ1↑d :
1√
2
(φx + iφy)χ
↑ , φ+χ↑ , φ−χ↑ ; (VIa)
φ1↓d :
1√
2
(φx − iφy)χ↓ , φ+χ↓ , φ−χ↓ ; (VIb)
φ1∪d :
1√
6
(φx + iφy)χ
↓ +
√
2
3φzχ
↑ ;
φ1∩d :
1√
6
(φx − iφy)χ↑ +
√
2
3φzχ
↓ ;
(VIc)
φ1unionsqd :
1√
3
(φx + iφy)χ
↓ − 1√
3
φzχ
↑ ;
φ1ud :
1√
3
(φx − iφy)χ↑ − 1√3φzχ
↓ .
(VId)
φ`σd for ` = 2 simply includes all the combinations of
Eq. (IV) and pure spinors, since we regard these states as
degenerate. Meanwhile, the envelope function in Eq. (II)
for ` = 2 corresponds to 2p0 instead of 1s for ` = 0, 1.
We can treat the conduction band bottom as extremely
high-level donor state, and the corresponding Bohr radius
can be considered as infinite. The wavefunction then
turns to be the same as ψnc when k = 0. We can simply
use ϕn.
3. Evaluation of rate coefficients. All the coeffi-
cients denoted by ω, η and γ in Eq. (1) of the main paper
can be obtained from Fermi’s golden rule
Γi,f =
2pi
~
|〈Ψi|H′|Ψf 〉|2 δ[(Ψf )− (Ψi)] , (VII)
where Ψi and Ψf are the wavefunctions of the system for
the initial and final states, respectively. H′ is the per-
turbing Hamiltonian (not included in the system when
obtaining Ψi and Ψf ) and the change of the system en-
ergy  contributes in the Dirac δ function. In our case H′
can be deformation potential or Coulomb interaction, for
phonon-assisted process or exchange and impact effects.
With the explicit forms of wavefunctions shown in the
previous section, we can evaluate the rate coefficients.
For the phonon-assisted transitions, we can write the ma-
trix element 〈Ψi|H′|Ψf 〉 in Eq. (VII) as
〈φ`σd |Hep|φ`
′σ′
d 〉 =
∑
n,n′
α`nα
`′
n′χ
σ
nχ
σ′
n′〈F `nϕn|Hep|F `
′
n′ϕn′〉,
where α`n and χ
σ
n are the corresponding valley coefficient
and spinor, respectively, in the donor-state wavefunction
φ`σd . The smooth envelope function F
`
n can be treated as
constant on the scale of a unit cell. The matrix element
of electron-phonon interaction between impurity states
can then be expressed in terms of the same interaction
between the conduction-band electrons, namely
〈F `nϕn|Hep|F `
′
n′ϕn′〉 = (VIII)
〈ψnc |Hep|ψn
′
c 〉
∫
d3rF `∗n (r)F
`′
n′(r)e
i(k−k′−g−q)·r ,
where the extra phase comes from the detailed analy-
sis of the electron-phonon interaction Hep and the Bloch
wave ϕn [S5 ]. g is the reciprocal lattice; q is the phonon
wavevector; k and k′ are the corresponding wavevectors
of initial and final states. We notice that coupling via
intervalley phonons dominates [S6 ].
For the conduction band, we have [S7 ]
Γn,n′=
2pi
~
∣∣∣〈ψnc |Hep|ψn′c 〉∣∣∣2 (Nq + 12 ∓ 12) δ(∆∓ ~Ωq)
=
pi(Dtk)
2
ρV Ωq
(
Nq +
1
2 ∓ 12
)
δ(∆∓ ~Ωq) , (IX)
where ∆ = (k′)− (k), and Dtk is the intervalley con-
stant of deformation potential. ρ and V are the crystal
density and volume. Nq and Ωq are the phonon distri-
bution and frequency. The sign − and + corresponds to
phonon absorption and emission, respectively. Hence we
can write for the donor states that
ω`σ,`′σ′ =
∑
q,n,n′
∫
d3k′
(2pi)3
pi(Dtk)
2
ρΩq
×
[∫
d3rF `n(r)F
`′∗
n′ (r)e
i(k−k′−g−q)·r
]2
× (Nq + 12 ∓ 12 )δ[`′ − ` ∓ ~Ωq] α`nα`
′
n′χ
σ
nχ
σ′
n′ ,
(X)
which can be readily evaluated [S6 ]. We take Dtk
as 0.8 and 0.3 eV·A˚−1 for the dominant LA-g and
4TA-f phonons respectively [S7 ], based on the phonon
dispersion [S8 ]. From the Bose-Einstein distribu-
tion Nq of phonons, we can approximate ω`σ,`′σ′ ≈
ω`′σ′,`σ exp[−(`′ − `)/(kBT )] for `′ > ` at low tem-
peratures [S9 ]. Without σ and σ′, namely omitting the
χσnχ
σ′
n′ term in Eq. (X), we obtain ω1,0 ≈ 4 × 1011 s−1,
ω2,1 ≈ 1 × 109 s−1, ωc,2 ≈ 3 × 1010 s−1. We notice the
relatively slow transition between levels ` = 1 and ` = 2,
which leads to the long-lived states claimed in favor of
terahertz laser action [S10 ]. For the evaluation of ω2,c,
we can approximately take  = −6 meV (2p± states)
instead of  = 0 meV due to the continuum formed by
highly excited localized states which extend to the con-
duction band [S2 ].
So far, single-phonon interactions do not directly cou-
ple the states on the same level. For ω`σ,`′σ′ when ` = `
′
we need to consider two-phonon processes with virtual
states. Since it is a higher order term, we only consider
it for ` = 0 since it has the dominant electron density at
low temperatures [S11 ]. The virtual states of `′ = 1 are
considered. From Eq. (VII) we can write [S12 ]
ω0↑,0↓ =
2pi
~
∫
d3q′
(2pi)3
∫
d3q
(2pi)3
×
∣∣∣∣∣∑
σ′
〈φ0↓d |Hep|φ1σ
′
d 〉〈φ1σ
′
d |Hep|φ0↑d 〉
1 − 0
∣∣∣∣∣
2
×Nq(Nq′ + 1)δ(~Ωq′ − ~Ωq) .
(XI)
This term corresponds to the transition of spin-up ground
state to the spin-down ground state via the virtual transi-
tions to and from the spin-mixed first-excited states with
phonon absorption and emission, respectively. This term
is generally known as Casner-Orbach spin relaxation of
the donor states [S12 ]. The matrix element can be eval-
uated similarly, or taken as ω0↑,0↓ = ωCO exp[−(1 −
0)/(kBT )] where ωCO ≈ 2 × 109 s−1 [S13 ]. ω0↓,0↑ =
ω0↑,0↓ can be obtained from symmetry (without magnetic
field).
For the exchange coefficient η, we have [S14 ]
ηc,` =
2pi
~
∑
n,n′,`′
∫
d3k′
(2pi)3
∣∣∣〈ψnc , φ`d|HC|φ`′d , ψn′c 〉∣∣∣2
×δ[(k′)− (k) + (`′ − `)] , (XII)
where k and (k) is the wavevector and kinetic energy
of the conduction electrons, respectively. The matrix el-
ement for exchange scattering is
〈ψnc , φ`d|HC|φ`
′
d , ψ
n′
c 〉 =
e2
4piε0κs
∫
d3r1d
3r2 (XIII)
×ψnc (r1)φ`d(r2)φ`
′∗
d (r1)ψ
n′∗
c (r2)
[
1∣∣r1∣∣ − 1∣∣r1 − r2∣∣
]
.
This expression is merely the Coulomb interaction as a
perturbation on the potential defining the initial state.
The lack of a term 1/
∣∣r2∣∣ inside the square bracket comes
from the fact that such Coulomb interaction is already
accounted for in the initial wavefunction. Eqs. (XII)-
(XIII) can be evaluated numerically [S15 ].
The coefficient γ for the impact effects can be evaluated
similarly to Eqs. (XII)-(XIII) as
γσ
′′
`σ,`′σ′ =
2pi
~
n′′,n′′′∑
σ′′′,`′
∫
d3k′
(2pi)3
∣∣〈Ψn′′σ′′,`σ|HC|Ψ′n′′′σ′′′,`′σ′〉∣∣2
× δ[(k′)− (k) + (`′ − `)] , (XIV)
where the matrix element follows the form of Eq. (XIII)
as
〈Ψn′′σ′′,`σ|HC|Ψn′′′σ′′′,`′σ′〉 = e
2
4piε0κs
∫
d3r1d
3r2 (XV)
×Ψn′′σ′′,`σ(r1, r2)Ψn′′′σ′′′,`′σ′(r1, r2)
[
1∣∣r1∣∣− 1∣∣r1−r2∣∣
]
,
and the wavefunction of the system is constructed anti-
symmetrically
Ψn′σ′,`σ(r1, r2) =
1√
2
[
ψn
′σ′
c (r1)φ
`σ
d (r2)−ψn
′σ′
c (r2)φ
`σ
d (r1)
]
to guarantee the Pauli exclusion principle. This treat-
ment is a generalization of the traditional problem for
the scattering with singlet or triplet spin state [S16 ]. It
can apply to the two-electron system when the spatial
wavefunction and the spinor are not directly separable,
as in the case when spin-mixed states of T2 symmetry
are involved. The classic results including spin asymme-
try [S17 ] can be recovered in this formalism.
The spinors in Eqs. (XII)-(XV) contribute only to the
summation of coefficients, while the spatial wavefunc-
tions need to be integrated explicitly. Direct numerical
calculations are rather time-consuming, so some simpli-
fication at the beginning is desirable. Here we show an
example. Consider
Mex =
e2
4pi2ε0κsa∗3
∫
d3r1d
3r2 exp[ i (k · r1 − k′ · r2)]
× exp
(
−
∣∣r1∣∣+ ∣∣r2∣∣
a∗
)[
1∣∣r1∣∣ − 1∣∣r1 − r2∣∣
]
, (XVI)
which appears in the spatial part of Eq. (XIII) or
Eq. (XV) after the Bloch waves ϕn are first inte-
grated and lead approximately to a Kronecker-δ func-
tion. Spherical symmetry is also approximated for the
envelope function F `n where a
∗ = 3
√
(a2b).
The two terms in the square bracket of Eq. (XVI) can
be evaluated separately as
Mex(k,k
′) =
e2
ε0κs
8a∗2
[1 + (a∗k)2][1 + (a∗k′)2]2
−M0 ,
5where
M0 =
e2
ε0κs
α′ 2
4pi2
∫
d3ρ1d
3ρ2 exp[ i a
∗(k · ρ1 − k′ · ρ2)]
× exp(−∣∣ρ1∣∣+ ∣∣ρ2∣∣) 1∣∣ρ1 − ρ2∣∣ . (XVII)
Here, ρ1 = r1/a
∗ and ρ2 = r2/a∗ . From Fourier trans-
formation
1∣∣ρ1 − ρ2∣∣ = 4pi
∫
d3q
(2pi)3
exp[ iq · (ρ1 − ρ2)]
q2
,
so that we can reduce Eq. (XVII) to
M0 =
e2
ε0κs
8a∗2
pi2
∫
d3q
q2[1+(a∗k+q)2]2[1+(a∗k′+q)2]2
,
where the integration is over all q the k-space. In spher-
ical coordinates, we denote q = (q, ϑ, ϕ) and integrate
over q by contour integration [S15 ]. Thus,
M0 =
e2
ε0κs
8a∗2
∫
Ω
sinϑdϑdϕ
4pi
1
(didfD)2
×
[
d3i + d
3
f
didf
+
4(di + df )
3
D
]
, (XVIII)
where the integration is over all solid angles Ω and
d2i = 1 + (a
∗k)2
(
1− cos2〈k,q〉) ,
d2f = 1 + (a
∗k′)2
(
1− cos2〈k′,q〉) , (XIX)
D = (di + df )
2 + a∗2
(∣∣k∣∣ cos〈k,q〉 − ∣∣k′∣∣ cos〈k′,q〉)2 .
For a general scattering angle θ = 〈k,k′〉 we can numeri-
cally evaluate Eq. (XVIII). Taking the polar angle ϑ of q
to be measured from the axis along k and the azimuthal
angle ϕ from the plane constructed by k and k′, we have
cos〈k,q〉=cosϑ, cos〈k′,q〉=cos θ cosϑ+sin θ sinϑ cosϕ
for Eqs. (XVIII)-(XIX). We notice that the matrix ele-
ment M depends only on k =
∣∣k∣∣ , k′ = ∣∣k′∣∣ and θ =
〈k,k′〉 . Then we can write Mex(k,k′) = Mex(k, k′, θ) ,
and it can be readily evaluated numerically.
We notice that the ω coefficient does not depend on
the distribution of conduction electrons, yet the η and γ
coefficients do. For the master equations of the whole sys-
tem, we need to integrate over all conduction electrons,
which will undergo drift and heating in the applied elec-
tric field. We can expect strong electric field dependence
of η and γ, which is consistent with the analysis in the
main paper. We use Monte Carlo simulation to generate
the distribution of conduction electrons [S7 , S18 ]. In this
way, all the rate coefficients in Eq. (1) of the main pa-
per can be evaluated numerically for any value of electric
field and temperature.
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FIG. IV. Dynamic polarization of bound electrons in the
1s(E)/1s(T2) (` = 1) and 2s/2p0 (` = 2) states at T = 20 K,
with injected conduction electron polarization of 11.5%.
4. Solution to master equations. Although we are
only interested in the steady-state solution, the system of
rate equations in Eq. (1) of the main paper (without an
additional constraint of local charge neutrality) must be
solved explicitly in time, because they are not indepen-
dent when ∂n`σ/∂t = 0. We use initial conditions that
the impurities are completely depleted, i.e. at t = 0,∑
σ n`σ = 0 for ` 6= c, and allow the densities to evolve
in time. The structure of the equations is such that to-
tal charge is automatically conserved during time evolu-
tion; the density of conduction electrons used to generate
Fig. 3(b)-(c) of the main text is obtained at convergence.
5. Dynamic polarization of bound electrons. To
justify our assertion that the model presented here may
be relevant for simulation of THz emission from impurity
level transitions, we present Fig. IV. A substantial spin
polarization of the electrons occupying the 2s and 2p0 ex-
cited states (` = 2) even in the intermediate-field impact
excitation regime indicates that the dynamic spin polar-
ization of localized electrons can be controlled by external
injection from a ferromagnetic source; appropriate selec-
tion rules for radiative relaxation transitions from these
spin-orbit-split excited states to the 1s levels may pro-
vide a means for electrical control over electromagnetic
polarization.
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