A numeric method for analyzing global parameter sensitivity about a fixed point in parameter space for differential equation models is presented. The method is suitable for large-scple. multiresponse systems which may not be in steady state. By using a quadratic model, the relationship between several global response characteristics and parameter perturbations is examined. Sensitivity relationships are defined with both backward elimination regression model selection procedures and eigenvalue-eigenvector analyses. An example of the method is given using an ecosystem model consisting of 14 coupled differential equations.
Differential equation models are useful tools in describing a variety of complex systems, having applications in such fields as economics, medicine [Jacquez, 19721, biology [McNaught and Scavia, 19761, and ecology [Park el al.. 1974; Scavia et a! . , 1976: Thomann et at., 19751 . At present, the primary use of such models is that of prediction. Input (or driving) variables are perturbed and resulting system behavior observed. Model validity is usually defined in terms of predictive capability [Aigner, 19721 . Because many of the mathematical relationships used in defining the differential equation system are based on extant scientific principles, knowledge of the system may also be gained by examining the system under internal change, i.e., changes of the parameter values of the mathematical constructs.
Tomovic [I9631 defines several sensitivity coefficients based on the sensitivity equation, a differential equation relating the change in response with a change in the parameters. For nonsteady state systems the sensitivity coefficient is a continuous function of time. The usefulness of the method depends on the ability to reformulate the system in analog terms or provide some analytical results for the solution to the sensitivity equation. For many large-scale models this is not feasible. Steinhorst and Gustafson [I9751 determine sensitivity by parameter perturbation and an analysis of variance. Such an approach assumes additive normal error and obscures the continuous relationship between the parameters and the objective criteria. Banning [I9741 and Kleijnen [I9751 discuss a sensitivity method applied to the driving variables of a stochastic simulation model. This paper will present a method to quantify overall parameter sensitivity relationships with numeric techniques. It will describe an application of empirical model building in a linear regression framework and eigenvalue-eigenvector canonical analysis to evaluate parameter changes and system response. The method is not dependent on either an analytic solution to the differential equations or a formulation to an analog model. It is specifically designed for multiresponse systems.
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The method is basically to determine some objective criteria for all responses integrated over the primary variable. usually time. Parameters are perturbed from a given parameter set (driving variables being held constant), and new objective criteria determined. The objective criteria are defined as distance measures of the resulting perturbed response from that response obtained from the given parameter set. The relationship between the parameters and the objective criteria is then evaluated using a quadratic model. The differential equation model may be formulated as where c is the number of responses (compartments), $, = dyi/dl, 6 is the vector of parameter values, y is the vector of response variables, x(t) is the vector of driving variables, and f is the time. The integrated form of the response will be given as and the response at the given parameter set as
In most cases, the analytical solution, gi( ). is not known and (2) and (3) must be represented by sets of discrete points over time. The spacing of these discrete points should be such that an adequate representation of the behavior of the responses over time is made The grid should be the same for all responses or a bias will be introduced into the objective criteria Usually the grid is easily made because (3) is extensively studied before any sensitivity analysis is done. The parameters 0 are systematically perturbed from their given values 0*, and (1) is integrated over a given time frame. Three values are used for each parameter: the given value and Â±lo change from the given value. This results in 3p perturbations, where p is the number of parameters to be examined. The actual percentage perturbation used in the analysis is dependent on the quantity of interest, i.e., the sensitivity of the system to parameter changes. T o o large or too small a change may miss important features of the response surface; therefore each system must be dealt with individually. A 10% change has Paper number 7W0637. 0043-1397/78/017W-0637S03.00
