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Abstract
High angle-of-attack flight testing was performed using the UIUC Subscale Sukhoi, which is a 35% scale,
2.6 m (102 in) wingspan Sukhoi 29S electric model aircraft that was developed at the University of Illinois
at Urbana-Champaign. The aircraft was instrumented with a custom sensor data acquisition system that
allowed the motion and control inputs of the aircraft to be captured at a rate of 100 Hz. During the spring,
summer, and fall of 2015, the UIUC Subscale Sukhoi was flown through a variety of high angle of attack
maneuvers, specifically unpowered aggravated stalls, descending harriers, walls, and wing rock flight, during
which flight data was recorded by the sensor data acquisition system. The flight data recorded during the
maneuvers was processed to produce flight path trajectory plots, time histories and aircraft aerodynamic
coefficient data. These plots showed unsteady aerodynamic effects exhibited by the aircraft. Among these
results was one version of wing rock, where given a certain aircraft configuration with constant control surface
inputs, the aircraft would wing rock with a constant frequency while the lift and drag coefficient oscillated
with rapidly increasing then decreasing amplitudes, which has yet to be described in the literature.
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Chapter 1
Introduction
Exploring the aerodynamics of high angle of attack flight is becoming an ever more necessary task as more
unmanned aerial vehicles (UAVs) are being developed with the ability to execute agile maneuvers. There
have been many studies and modeling done related to high angle of attack aerodynamics [1–6]. However,
there have only been a few testbeds that have actually taken flight and recorded experimental data [7–11],
and these experimental research efforts each focused on and only captured a very small set of high angle of
attack flight maneuvers.
What makes flight testing so difficult is the complexity and risk involved, and this is especially true in
the high angle of attack regime. An unmanned aircraft that is used for high angle of attack flight testing
must not only be able to perform high angle of attack maneuvers but also do so repeatedly with similar
flight path trajectories, allowing a sufficiently sized data set for proper analysis to occur. In addition, the
aircraft must be able to safely to enter and recover from the maneuvers it performs. The combination of
these two limitations greatly influences the choice and subsystem configuration of aircraft used to perform
the research. Further descriptions of the challenges involved with flight testing including related literature
will be given in the first section of Chapter 2.
Yet, in addition to the complexity involved in high angle of attack flight testing of an aircraft and the
limitations posed, the unmanned aircraft also needs to have data acquisition system onboard that is able
to measure the aircraft motion as well as the control inputs commanded by the pilot and of course be
able to record all of these measurements. What makes this more challenging, however, is that the data
acquisition system and all of its sub-components must be constrained to fit inside and operate within the
aircraft independent of the aircraft motions and interferences that are generated. Additionally, the data
acquisition system must not hinder the aircraft, for example increasing the weight of the aircraft so much
that it decreases aircraft performance. Further descriptions of the challenges involved with instrumenting a
flight test vehicle for high angle of attack flight including related literature will be given in the second and
third sections of Chapter 2.
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This research, which included the development and flight testing of a UAV testbed, the UIUC Subscale
Sukhoi [12], the integration of a data acquisition system onto it, and the use of certain flight testing tech-
niques was based upon the outcome of previous research efforts. Previous efforts that were vital to this
research include the development, operation, and flight testing of the UIUC AeroTestbed [10, 13] along with
the development and flight testing of the Sensor Data Acquisition (SDAC) system [14–16]. Additionally,
an examination of the performance and limitations of the SDAC inertial measurement unit also aided in
performing this research. These previous efforts will also be presented in Chapter 2.
The thesis will then provide a description of the experimental methodology used in Chapter 3. This
chapter will include information on the UIUC Subscale Sukhoi airframe and the instrumentation on it. It
will then describe the data processing techniques followed by an explanation of how the high angle of attack
maneuvers that were executed were chosen along with the design of the flight paths necessary such that the
flight data could be successfully captured. Afterward in Chapter 4, the results of the flight testing performed
are presented along with relevant discussion. Finally, a summary of the thesis along with a list of conclusions
and a description of future work is given in Chapter 5.
2
Chapter 2
Preliminary and Related Works
The direction of the research presented in this thesis, specifically the development of the UIUC Subscale
Sukhoi, the integration of the sensor data acquisition system onto it, and the use of certain flight testing
techniques were based upon the outcome of previous research efforts. These research efforts, which will be
presented in this chapter include the development, operation, and flight testing of the UIUC Aero Testbed
and the development and flight testing of the Sensor Data Acquisition (SDAC) system. In addition, an
examination of the performance and limitations of the SDAC inertial measurement unit will also be presented.
2.1 UIUC Aero Testbed
The UIUC Aero Testbed is a highly-instrumented 35%-scale model of the full-scale Extra 260 aerobatic
aircraft. The platform was developed from a commercial off the shelf (COTS) airframe and has a 105-
in wingspan and weighs 37 lb. It is powered by a 13-kW electric motor that provides the aircraft with
a thrust-to-weight ratio of greater than 2-to-1. The Aero Testbed was used for acquiring aircraft state
data for aerodynamics research, but it was also equipped such that it could be used for autonomous flight
research [10, 13].
Figure 2.1: The UIUC Aero Testbed.
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2.1.1 Background and Motivations
The AeroTestbed began with the desire to possess an aerobatic unmanned aircraft platform that could record
high-fidelity aerodynamic data. This platform would allow for research to be done in the full-envelope flight
regime, that is, over the full ±180 deg range in angle of attack and sideslip. It would be able to record high-
frequency, high-resolution aircraft state data in regular aerobatic and high angle of attack flight, outside the
range of conventional aircraft and in maneuvers only achievable by recently developed unmanned aircraft
and high-performance radio control (RC) model aircraft. The state data that this aircraft would record
includes three dimensional linear and angular accelerations, velocities, and positions along with airspeed,
control surface deflections, and engine performance. Such data could then be used in the validation of
aerodynamics methods applied to aircraft stall/spin and upset scenarios, e.g., methods like those used in
the real-time flight simulator FS One [6, 17]. In order to develop such an aircraft, many decisions needed
to be made concerning the desired aircraft performance, in terms of both the airframe and instrumentation
specifications.
This research effort was a collaboration between the UIUC Unmanned Aerial Vehicle Research Laboratory
and the UIUC Robotics and Neuro-Mechanical Systems Laboratory. The Unmanned Aerial Vehicle Research
Laboratory was responsible for fabricating the airframe and its subsystems while the Robotics and Neuro-
Mechanical Systems Laboratory would develop and integrate an avionics suite into the aircraft using their
knowledge gained from developing the Fixed Wing Multi-Role Unmanned Aircraft Vehicle Research Testbed,
along with previously developed unmanned aircraft [18]. In terms of capability, the aircraft evolved into
being a dual-purpose unmanned aerial vehicle. When the AeroTestbed would be used by the Applied
Aerodynamics Group, the aircraft would be piloted from the ground using a remote control transmitter,
manually performing all types of maneuvers. In the other flight configuration, when it would be flown by
the Robotics and Neuro-Mechanical Systems Laboratory, the AeroTestbed would also be used for doing
fully- and semi-autonomous flight. In that case, research conducted would include human interface flight,
specifically using a neural interface, and autonomous flight such as flying aerobatic patterns, taking-off, and
landing using a perching technique. Research using neural interfaces follows several other unmanned aircraft
that were successfully flown/controlled by a pilot using an electroencephalogram (EEG) as input and live
onboard video as visual feedback [19, 20]. All autonomous research would be done using the onboard avionics
package in autopilot mode, which would control the aircraft. It is important to note that there would be a
pilot capable of remotely taking over control if necessary, via a toggle switch on the transmitter.
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2.1.2 Literature Review
Many universities have developed unmanned aircraft for research in a variety of fields. However, the focus
here is placed on fixed-wing aerobatic aircraft, as this is the area relevant to the aircraft developed. Aerobatic
unmanned aircraft used in research vary greatly in size, from a 10-in wingspan and weighing a few ounces to
a 10-ft wingspan and weighing 30 to 50 lb. Generally, smaller aircraft are flown indoors and larger aircraft
are flown outdoors. These aircraft are sometimes developed for use in aerodynamics research but more often
are used as test vehicles for hardware and/or control-scheme algorithms.
When performing research with miniature unmanned aerobatic aircraft, state data is collected exter-
nally using motion capture systems set in indoor flying spaces with no wind. For aircraft that are flown
autonomously, this position data is used to close the loop in the control schemes. This was the case with
researchers at the Georgia Institute of Technology, where a miniature indoor aerobatic aircraft was studied as
it transitioned in hovering state and then the data collected was used to implement a guidance controller [21].
Similar work was done at the Massachusetts Institute of Technology [7, 22] and Universite´ Laval [23]. Using
a Vicon motion capture system, researchers at the University of Illinois parametrized a micro, aerobatic
aircraft to determine its aerodynamic characteristics, including lift, drag, and moment curves over a wide
flight regime [11, 24–26].
Moving to outdoor aircraft, researchers at the University of Florida used a small outdoor aerobatic
unmanned aircraft to investigate aircraft high angle-of-attack flight dynamics, which included stability issues
that related to sideslip [27] and wing rock [9, 28, 29] and later further parametrized the same aircraft in order
to design trajectory-following algorithms [30, 31]; this aircraft had all sensors and recording equipment on
board. However, performing experiments outdoors does come with the problem of external disturbances, the
most significant of which is wind. In general, the larger the aircraft, the less the aircraft will be affected by
a given amount of external disturbance. Larger aircraft also have the advantage that they are able to carry
more weight without a significant decrease in their flight performance. This is the reason why researchers
at ETH Zurich choose the size they did; they used a 10.2-ft wingspan, 61-lb, unmanned aerobatic aircraft
to perform a variety of aerobatic maneuvers autonomously [32]. Similar research was done at Stellenbosch
University [33, 34]. At the Georgia Institute of Technology, researchers used a large, 8.75-ft wingspan, 35-lb,
aerobatic unmanned aircraft to perform a variety of tasks including autonomous transitions to hover [8, 35].
They also used this aircraft as the flight leader in a vision-based formation flight with a large unmanned
helicopter [36] and with another large, 8.5-ft wingspan, 28-lb, aerobatic aircraft [37].
There are several examples of large aerobatic unmanned aircraft being used for risk mitigation research.
Researchers at NASA ARC and LaRC used a large scale electric aerobatic aircraft with an 8.25-ft wingspan
5
to perform research in structural fault diagnostics and mitigation, and in electric motor battery health
management [38]. Work at the University of Illinois using a 6.5-ft wingspan aerobatic unmanned aircraft
involved risk mitigation in the form of failure mode analysis of subsystems and components [39], particularly
fuel management [40], system fault detection [41], and object and terrain detection using optical flow [42, 43].
The aircraft used by the University of Illinois was also used by Boeing to test distributed communication
networks [44]. The University of Kansas has performed extensive testing with their large, 10-ft wingspan,
aerobatic unmanned aircraft: researchers have evaluated a COTS autopilot [45, 46], tested a new flight
control system [47, 48], performed aircraft and avionics system identification [49–51], used it as the base
aircraft from which a test pilot transitioned to a new unfamiliar airframe [52], evaluated flight loads using
strain gauge measurements [53] and compared moment of inertia estimation methods with experimental
measurements [54].
2.1.3 Development
The development process of the UIUC AeroTestbed is separated into two parts: airframe and instrumen-
tation. Both parts of the testbed required a combination of significant planning followed by extensive
fabrication. Below is a discussion of both the decision process used as well as details about the physical
fabrication. A more extensive description of the development of the AeroTestbed can be found in Dantsker
et al. [10].
Airframe
The size of the airframe that was built was determined given the following logic. In general, a given payload
weight will affect a larger aircraft less than it would a smaller aircraft as the percentage weight increase, and
therefore the wing loading increase, will be smaller due to the higher starting weight. Also, the larger the
aircraft, the less it is affected by environmental conditions such as wind. Increasing the size also makes it
easier to work inside the aircraft. However, having a large aircraft does produce a variety of problems and
limitations. Larger aircraft are more costly to build and operate than smaller aircraft and require a larger
vehicle to transport them from the laboratory to the flying site.
It should be noted that in order to save valuable time in developing the platform, it was determined that
a COTS airframe be used, which created a limitation in terms of available models and their sizes. After
considering these factors, it was stipulated that the most appropriate aircraft size range was 33–40% of a
full-scale aerobatic aircraft, which yields a wingspan range of 7.5–9 ft (2.3–2.7 m).
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Aircraft airframes in the desired size range are predominantly constructed in one of two ways. They are
either built-up of plywood structures, sheeted with balsa, and then covered with a light plastic shrink wrap,
or they are molded out of composites, which include carbon fiber, fiberglass, honeycomb, and sandwich
of composite cloth and light-weight filler. In terms of pros and cons for each building technique, compos-
ite construction generally is lighter, yields more rigid structures, and can produce more accurate designs.
Composites, however, are more expensive and difficult to repair. Wood built-up designs are relatively low
cost, can easily be built, repaired, and modified but are not as rigid. Wooden designs also have the unique
problem of bowing when exposed to a significant amount of sunlight, especially if the aircraft is covered by
a dark-color film. Bowing is caused by the plastic film covering the aircraft: after being exposed to sunlight
for a sufficient amount of time, the film heats up and contracts, which is a problem since only one half of
the aircraft receives sunlight. In most cases, the film on the top side of the aircraft contracts and bows
the wings and horizontal tail upward. It should also be noted that there may be combinations of the two
methods available, depending on the airframe, such as a composite fuselage with wooden built-up wings
and tail pieces. Given the choice of construction methods, the wooden built-up structure was chosen for its
versatility, which in retrospect provided the ability to modify and build off of internal structural elements
that became critical to instrumenting the aircraft.
The next decision in planning the aircraft was what type of propulsion system should be used. There were
several choices for an airframe of this size. The default choice was using the gasoline engine recommended
for the airframe chosen, or on the other hand a large electric motor could be used. There are numerous
advantages for each type of propulsion system, in terms of both practicality and data collection. Operational
safety was also considered.
First of all, using an electric motor creates much less vibrations through the aircraft, which decreases the
noise recorded by the instruments, thereby yielding higher quality data. In addition, having less vibrations
traveling through the airframe will lower the rate of fatigue and thus increase the life of the airframe and
instrumentation. In addition, using an electric system results in no weight change nor center of gravity (CG)
shift during flight because no fuel is being consumed. Having an aircraft remain identical from takeoff to
landing is an important factor in measuring aerodynamic data as the airframe will always have constant
inertial properties throughout the flight and between flight days. With an electric system, the input power
can be measured precisely, and it is significantly easier to measure propeller rotation rates by measuring
the current running through poles of the motor instead having to perform optical measurements, often
rather difficult in changing light conditions. Moreover, in a practical sense, electric motors have constant
performance and need not be tuned, they have significantly less lag in terms of throttle response, are much
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easier to install and operate, and have few moving parts, which means they also require less maintenance,
and of course they run clean (i.e., the airframe does not become contaminated with gasoline and oil).
Gasoline engines are more favorable to use than electric motors in several categories. First, all airframes
in the size range desired are designed for gas engines, which means that using an electric motor requires
modifications to the fuselage such as designing and manufacturing a motor mount and battery trays. Also,
an aircraft equipped with a gas engine generally has a greater endurance than one with an electric motor as
the fuel required for a given flight time weighs far less than the equivalent amount of batteries. Furthermore,
the weight of a gas engine is the same as an electric motor with its support equipment (i.e. a motor requires
an electronic speed controller). However, in the desired size and type of aircraft, the batteries required
for a 10 minute flight only yield a 10% increase in the weight of the flight-ready electric aircraft compared
with a fully fueled gasoline powered aircraft. Otherwise, electric motors pose a variety of challenges that
gas engines simply do not have, the most prominent of which is that electric motors use high voltages and
currents. For an aircraft in the size range desired, the motor system at full throttle would run at 50–60 VDC
and 100–200 A, or about 5–12 kW. In addition, the lithium polymer (LiPo) batteries used are highly volatile
and must be handled with care.
The last major factor considered was safety. Gas engines require manual starting, specifically by turning
the propeller over by hand, which is a major safety concern. However, when a gas engine is off it cannot
start by mistake; whereas, whenever the batteries are connected into the motor system, everything is armed.
To solve the issue of the motor system always being armed when the batteries are plugged in, an inline
electronic switch with a “Remove Before Flight” flag can be added.
Given all the aspects considered, using an electric motor system was chosen mainly from the expectation
that the platform could yield superior aerodynamics data, which was one of the fundamental reasons for
starting the work. Another major reason for the decision was that an electric motor is more practical to use
and requires less maintenance.
Provided the choices made for size, airframe construction, and propulsion system, after examining several
COTS airframes, the Hangar 9 35%-scale Extra 260 [55] was chosen. In order to convert the airframe from an
RC model aircraft into an unmanned research aircraft, some of the stock hardware needed to be upgraded.
Given that the airframe was instrumented and carried valuable equipment, it was advantageous to improve
the overall safety and performance characteristics. These hardware changes include upgrading the servos
specified by the manufacturer to stronger and faster models, upgrading fasteners and linkages, and of course
reinforcing the structure. Also, a Smart-Fly power distribution system [56] was added, not only to manage
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power flow sent to servos but to make the flight control system power redundant using two Thunder Power
2S (2 cell / 7.4 V nominal) 5-Ah LiPo batteries [57].
The Aero Testbed was equipped with an electric motor system consisting of a Hacker A150-8 brushless
motor running a Mejzlik 27x12TH electric thin-blade propeller [58] and a Hacker MasterSPIN 220 electronic
speed controller (ESC) [59]. An EMCOTEC Safety Power Switch was installed in-line between the electronic
speed controller and the flight battery and allows the flight battery to be connected without the motor
engaging. The switch is triggered using a magnetic pull “Remove Before Flight” flag which was installed
on the top of the cowling for easy visibility [60]. The flight pack motor batteries were assembled from four
Thunder Power 7S (7 cell / 25.9 V nominal) 5-Ah LiPo battery packs in a 2S 2P configuration, meaning that
two packs in series are paralleled with a second set of two packs in series. The flight pack is configured as
a 14S (14 cell / 51.8 V nominal) 10-Ah LiPo battery pack. The entire system operates using direct current.
In order to achieve the proper CG, battery trays were installed in the aircraft where the fuel tank originally
was located. The trays were oversized in order to make it possible for the CG to be adjusted.
An Eagle Tree Systems Flight Data Recorder (FDR) was fitted on the Aero Testbed to monitor the
propulsion system and the overall state of the aircraft [61]. The Eagle Tree Systems FDR monitors the
voltage of the motor flight pack, voltage output of the power distribution unit, current drawn by the motor,
motor RPM, temperature of the motor, electronic speed controller, and all motor batteries. Additionally,
the control commands output from the power distribution unit and the GPS position of the aircraft are
recorded. The FDR records all these values at a rate of 10 Hz but can be configured to run at up to 40 Hz.
It transmits the information it logs to a ground station via a 2.4-GHz transmitter at a slightly lower rate.
The Eagle Tree Systems FDR was primarily installed to allow the propulsion system to be monitored.
Instrumentation
The Aero Testbed was equipped with instrumentation based on the system developed and used on the
Fixed-Wing Multi-Role Unmanned Aircraft Vehicle Research Testbed [18]. The instrumentation includes a
Gumstix flight computer [62], an ARM7 microprocessor based Paparazzi autopilot [63], and a Xsens MTi-G
six degree-of-freedom (6-DOF) inertial measurement unit (IMU) [64], along with several other components.
This system was first built and tested outside of the aircraft and then was reassembled and mounted in the
aircraft.
The IMU is a MEMS-based 6-DOF inertial measurement unit that has an internal barometric pressure
sensor and an internal GPS receiver along with two 16-bit analog-to-digital converters (ADC). The IMU has
an onboard Attitude and Heading Reference System (AHRS) and Navigation processor that runs a real-time
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sensor-fusion algorithm using a proprietary extended Kalman filter (EKF) to output minimal drift, GPS-
enhanced, 3D orientation and position data at a rate of up to 120 Hz. The IMU uses this filter to couple
inertial measurements from the accelerometer, gyroscope, and magnetometer that update at 512 Hz with a
4-Hz GPS and a static pressure sensor that updates at 9 Hz. The GPS receiver was connected to an antenna
that was mounted on top of the fuselage behind the canopy hatch area. GPS altitude readings are aided
by the barometric pressure sensor. The IMU is also able to output all the unprocessed sensor readings,
specifically the body-frame accelerations and rotation rates. The airspeed of the aircraft is measured by a
pitot probe connected to an All Sensors 20cmH2O-D1-4V-MINI differential pressure sensor [65], which is
integrated into the system through one of the two IMU ADCs.
The flight computer and autopilot continuously communicate over a serial line. The flight computer
was setup such that it records aircraft state data independent of whether or not the aircraft is being flown
manually or autonomously. When the aircraft is being flown autonomously, it performs all the high-level
flight-plan calculations. The autopilot on the other hand is used primarily as an input/output device in
that it passes data from the IMU to the flight computer and uses the flight plan commands from the
flight computer to run low-level control loops to output the proper control-surface servo commands via its
servo output ports. The flight computer and autopilot operate at a rate of 100 Hz; however, the autopilot
outputs servo commands at a rate of 60 Hz. The instrumentation is also equipped with an XTend 900-MHz
transceiver [66], which is connected to the flight computer via a serial line, allowing the instrumentation
system to communicate with a ground station where the ground-station operators can both monitor acquired
data and control the aircraft if needed.
Physically, the majority of the instrumentation system, which includes the flight computer, autopilot,
autopilot-to-IMU signal conversion board, instrumentation power regulators, and instrumentation batteries,
were mounted on the rear balsa/carbon fiber tray, as seen in Fig. [65]. The instrumentation are supplied
with power from two regulators—the first made by Smart-Fly, redundantly inputs power from two batteries
and lowers the voltage to 6.5 V and the other made by Castle Creations [67], which is connected to the first
regulator and lowers the voltage further to 5 V. Power originates from two Thunder Power 2S (2 cell / 7.4 V
nominal) 900-mAh LiPo batteries.
The remainder of the instrumentation components lay throughout the rest of the aircraft. The IMU was
mounted as close as possible to the CG (right above the wing tube of the aircraft). This placement was
done in order to minimize the accelerations created by aircraft rotation, an issue that is very relevant on an
aircraft that is able to produce large angular accelerations; these off-CG accelerations can be subtracted in
processing, however finding a correct compensation value process requires extensive parametrization. The
11
pitot probe was mounted on the left wing tip, while the differential pressure sensor was mounted halfway
through the wing. The transceiver was mounted halfway into the tail to minimize possibilities of interference
with other equipment.
After several test flights with the aircraft instrumented, a passive high-definition video camera was added
to the canopy of the aircraft in order to record a pilot’s eye view. This video greatly aids in recognizing
maneuvers and their timing during the post processing of data.
Figure 2.3: The UIUC Aero Testbed instrumentation components, starting on the top left and going clock-
wise: a) the IMU mounted as close as possible to the CG, b) the pitot probe mounted on the left wingtip, c)
the GPS antenna mounted atop the fuselage behind the canopy, and d) the rear balsa/carbon fiber sandwich
tray with the flight computer, autopilot, IMU signal conversion board, and two regulators.
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2.1.4 Specifications
The completed specifications of the UIUC Aero Testbed are given in this section. First the aircraft physical
specifications are given in Table 2.1. The airframe specifications are then given in Table 2.2 and the avionics
specifications are given in Table 2.3.
Table 2.1: UIUC Aero Testbed Aircraft Physical Specifications
Geometric Properties
Overall Length 98 in (2489 mm)
Wing Span 105 in (2667 mm)
Wing Area 2003 in2 (129 dm2)
Wing Aspect Ratio 5.50
Inertial Properties
Weight
Empty (w/o Batteries) 31.3 lb (14.2 kg)
14S 2P 10Ahr LiPo Main Battery 6.2 lb (2.8 kg)
Gross Weight 37.5 lb (17.0 kg)
Wing Loading 40.3 oz/ft2 (123 gr/dm2)
Table 2.2: UIUC Aero Testbed Airframe Specifications
Construction Built-up balsa and plywood structure, foam turtle deck, carbon fiber wing and stab
tube, carbon fiber landing gear, fiberglass cowl, fiberglass wheel pants, and styrene
canopy.
Flight Controls
Controls Aileron, elevator, rudder, and throttle
Transmitter JR 12X DSM2
Receiver JR R1221 DSM2
Servos (8) JR DS8711 Ultra Torque
Power Distribution SmartFly PowerSystem Competition 12 Turbo
Receiver Battery (2) Thunder Power ProLite 20c 2S 5000 mAh (redundant)
Propulsion
Motor Hacker A150-8 Outrunner
ESC Hacker MasterSPIN 220 OPTO ESC
Propeller Mejzlik 27x12TH
Spinner TruTurn 4.5-in Ultimate with Lite Backplate & Blue Anodize Alum.
Motor Flight Pack (4) Thunder Power ProPower 30c 7S 5000 mAh in 2S2P config.
Motor Power Switch Emcotec SPS 120/240
Table 2.3: UIUC Aero Testbed Instrumentation Specifications
Onboard Systems
Flight Computer Gumstix Overo Water with Summit expansion board
Autopilot Paparazzi TWOG v1.0
Sensors
IMU XSens Mti-g 6-DOF IMU with Wi-Sys WS3910 GPS Antenna
Airspeed probe EagleTree Systems pitot-static probe
Airspeed sensor All Sensors 20cmH2O-D1-4V-MINI differential pressure sensor
Transceiver Digi 9X Tend 900-MHz card
Power
Regulators Smart Fly SportReg & Castle Creations CCBEC
Batteries (2) Thunder Power ProLite RX 2S 900 mAh (redundant)
Data Storage MicroSD card up to 8 GB
Data Log Rate Up to 100 Hz
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2.1.5 Flight Testing
During the spring, summer and fall of 2012, the AeroTestbed was flown in its fully-instrumented configuration
several dozen times. Initially, simple circuits were flown, and as the flight days progressed, maneuvers were
added to the flight plans as a higher level of familiarity with the aircraft and the safety procedures were
gained. The AeroTestbed was flown through a variety of aerobatic maneuvers, specifically including spins,
which became of particular interest [13, 68]. These maneuvers were performed to test the avionics system
because of their relative simplicity and safety compared with more complicated maneuvers. The avionics
were initially set to log at 5 Hz, and later increased to 25 Hz. A handful of rudimentary aerobatic maneuvers
that were performed are shown in Fig. 2.4. As can be seen in several of the trajectories, the flight paths
become jagged when the aircraft attitude is rapidly changing. The jaggedness was thought to be the result
of filtering problems occurring in the IMU processor due to temporary GPS and magnetometer sensors faults
following the rapid course and motor current changes. These issues are further investigated in Section 2.3.
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Figure 2.4: Trajectory plot of the UIUC Aero Testbed performing aerobatic maneuvers, starting on the top
left and going clockwise: a) loop, b) Immelmann, c) roll, and d) half Cuban-eight.
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Figure 2.4: [continued] e) spilt-S and f) spin
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2.2 Sensor Data Acquisition System
There are a variety of data acquisition systems available that offer the ability to connect multiple sensors
and record at various rates, as will be seen in Section 2.2.2. Of these there is a smaller selection that would
be suitable for small to mid-sized UAVs, which is the size class of the Subscale Sukhoi. These recording
systems are sometimes stand-alone but are often part of a processing unit, such as an autopilot, and vary
highly in size, weight, and power consumption.
In a collaborative effort, the UIUC Unmanned Aerial Vehicle Research Laboratory and Real Time Systems
Laboratory developed a high-frequency sensor data acquisition system (SDAC) for use on small to mid-sized
UAVs [14–16]. The SDAC is able to combine many sensor streams into a unified high-fidelity state data
stream and can passively record and/or simultaneously forward that data stream to a separate processing
unit. The data acquisition system was completely fabricated out of COTS components, which reduced both
cost and implementation time. The system is small, low weight and low power while operating at 100 Hz.
It features a large variety of sensors including a high-frequency, high-resolution 6-DOF IMU with a GPS
receiver, a 3-axis magnetometer, a pitot probe, seven 10-bit analog-to-digital converters (ADCs), sixteen
12-bit ADCs, a 14-bit ADC, 20 digital I/Os, eight PWM signal inputs, a 40 mile downlink transceiver, an
open serial and an open CANbus port, and up to 64 GB of onboard storage. The handful of ADCs, I/Os
and ports allow further expandability. A photograph of the SDAC unit is given in Figure 2.5.
Figure 2.5: The original sensor data acquisition system (SDAC) unit.
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2.2.1 Background and Motivations
The motivation behind developing the sensor data acquisition system was to have a unit that is able to
combine many different sensor streams, all arriving at different times, using different communication pro-
tocols, and being generated at different frequencies, into a single unified sensor data stream. The resultant
stream needed to be passively recorded on the SDAC, where collected sensor data would later be used for
aerodynamics research. The sensor data acquisition system also had to have the ability to simultaneously
forward the unified stream to a separate processing unit, such as an autopilot, for flight control, which would
alleviate some requirements of the autopilot board, in both physical connections and sensor handling.
In terms of general requirements, the SDAC unit was designed to be small enough so that it can be
used on small to mid-sized unmanned aerial vehicles. Also, it needed to be versatile such that it could be
used on any platform. The specific sensor handling requirements for the unit were determined by examining
previous developed systems [10, 18] mentioned in Section 2.1 and by evaluating other existing units, discussed
in Section 2.2.2. The system had to yield: 3D linear and angular accelerations, velocities, and position along
with GPS location using an IMU; airspeed using a pitot probe and a differential pressure sensor; 3D magnetic
field using a magnetometer for heading; control inputs; and control surface deflections using potentiometers.
The avionics suite needed to be able to log and also transmit all of this data to the ground through a
high-power transceiver. So the SDAC needed to include the following sensors and devices: a 6-DOF IMU,
a GPS receiver, a pitot probe, ADCs for recording analog devices, such as pressure sensors, thermocouples,
and potentiometers; a downlink transceiver, and an on-board storage device, along with the ability to add
sensors or other devices later on. All of the devices and sensors mentioned should operate at or above and
be acquired at 100 Hz. The acquisition rate value stems from the fact that most actuators operate at 50 Hz
and for autopilot inner-loops to yield optimal and accurate control, a sensor sampling frequency of 100 Hz is
required. Therefore, the sensor data acquisition system was required to be able to handle the sensor streams
being generated by and sent to each of these sensors/devices in real time. Such a requirement defined
provisions in both physical hardware specifications and layout and in software design. It is also important to
note that the sensor data acquisition system needed to be fabricated from COTS components to minimize
time and cost.
Next, in terms of physical requirements for the system, since the SDAC was to be be used in small
to mid-sized UAVs, it had inherent size and power limitations. Having such an operating environment
meant that the final/completed device needed to have a small footprint in physical size, weight, and power
consumption. Minimizing the physical properties of the SDAC yields a decrease in the impact posed on
18
aircraft performance when compared with a non-instrumented aircraft. The same requirement applied to
sensors and devices used with the sensor data acquisition system.
With all of the aforementioned factors considered, the sensor data acquisition system had to have, in
summary:
• Ability to sample, record, and transmit:
– 3D linear and angular accelerations, velocities, and position along with GPS location using a
6-DOF IMU and GPS receiver
– Airspeed using a pitot probe and differential pressure sensor
– 3D magnetic field for determining heading using a magnetometer
– Control inputs
– Control surface deflections using potentiometers
• Ability to operate at a frequency of 100 Hz
• All components be COTS
• Minimal impact to the airframe in size, weight, and power consumption
• Ability to correct for the magnetic field induced by an electric propulsion system
2.2.2 Literature Review
There are a variety of data acquisition systems and flight control systems that log and process sensor data.
In order to find the solution the best fits a desired application, existing units need be evaluated. Existing
units examined are separated into commercial products and custom avionics systems and separated into
data acquisition systems and flight control systems. It should be noted that this is not a comprehensive
study of autopilots or data acquisition systems but rather is done to provide a general survey of what is the
state of the art. That being said, only the sensor handling properties of each unit are presented as that is
what the data system used in this research is intended to do.
There are two types of commercially-produced autopilot solutions available: closed-sources and open-
source. Closed-source commercial autopilots examined include the Cloud Cap Piccolo II [69], MicroPi-
lot MP2128g [70], and Lockheed Martin Kestrel Flight Systems Autopilot v2.4 [71]; these closed-source
autopilots have been used for many years and often appear referenced in literature: Cloud Cap Pic-
colo [39, 45, 46, 72, 73], MicroPilot [74, 75], and Kestrel [76]. The specifications for these units are given
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in Table 2.4. Open-source commercially-produced autopilots examined include the Paparazzi Lisa/M [63],
3D Robotics APM 2.6 [77], and Pixhawk PX4 Autopilot [78]; these open-source autopilots are found in
literature: Paparazzi Lisa/M [79], and 3D Robotics APM 2.6 [80]. The specifications for these units are
given in Table 2.5.
Next are the commercial data acquisition systems, which include the Crossbow AD2012 data acquisition
system [81], RCAT Systems Industrial UAV datalogger [82], and Eagle Tree Systems Flight Data Recorder
Pro [61]; these units are found in literature: Crossbow AD2012 [83], RCAT Systems Industrial UAV data-
logger [84], and Eagle Tree Systems Flight Data Recorder Pro [9, 10, 28, 75]. The RCAT System and Eagle
Tree Systems units seem to be the only data recording devices currently available with a small enough form
factor to allow them to be installed in a small to mid-sized UAV without being a major hindrance. The
specifications for these units are given in Table 2.6.
Finally, several custom-solution avionics systems are examined. In 2003, Higashino and Sakurai devel-
oped a testbed vehicle, which included a data acquisition system and associated sensor units, to estimate
aerodynamic characteristics [85]. In 2005 Beard et al. developed an autopilot system for small UAVs [86]
and in 2006 Christophersen et al. developed the FCS-20 flight control system [87]. NASA’s EAV [88] and
AirSTAR [89] programs produced testbed platforms that included avionics systems which are able to per-
form data collection and control. Finally in 2011, Brusov et al. developed the PRP-J5 flight data acquisition
system for small UAVs [90]. The specifications for these units are given in Table 2.7.
Table 2.4: Closed-Source Commercially-Made Autopilots
Unit Cloud Cap Piccolo II [69] MicroPilot MP2128g [70] Kestrel Autopilot v2.4 [71]
Sensors
Inertial sensors 3-axis, ±10 g accelerometer 3-
axis, ±300 deg/s gyroscope
3-axis, ±5 g accelerometer 3-axis
gyroscope
3-axis, ±10 g accelerometer 3-
axis, ±300 deg/s gyroscope
Magnetometers Add-on supported Add-on supported 2-axis and 3-axis
Altimeter (baro-
metric)
1 ft resolution 1 ft resolution 0.8 ft resolution
Airspeed (pitot
probe)
up to 180 mph up to 300 mph 0–130 mph
GPS 4 Hz 4 Hz 4 Hz
Digital I/O 16 8 12
Analog inputs 4x 10 bit 32x 24 bit at 5 Hz 3x 12 bit
Other inputs CANbus - 4-8 PWM signals, 4 Serial Ports
(Std, SPI, I2C)
Data Handling
Sampling rate 20 Hz 5–30 Hz 100 Hz
Local output LPT Serial Serial
Storage - 1.5 MB on-board 512 KB on-board
RF link 25 mi 3 mi 15 mi
Estimated cost $20,000+ $6,000+ $2,500+
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Table 2.5: Open-Source Commercially-Made Autopilots
Unit Paparazzi Lisa/M [63] 3D Robotics APM 2.6 [77] Pixhawk PX4 Autopilot [78]
Sensors
Inertial sensors 3-axis, ±2-16 g accelerometer 3-
axis, ±250-2000 deg/s gyroscope
3-axis, ±2-16 g accelerometer 3-
axis, ±250-2000 deg/s gyroscope
3-axis, ±2-16 g accelerometer 3-
axis, ±245-2000 deg/s gyroscope
Magnetometers 3-axis ±8 G 3-axis ±8 G 3-axis ±2-12 G
Altimeter (baro-
metric)
1 ft resolution 1 ft resolution 0.3 ft resolution
Airspeed (pitot
probe)
Add-on supported Add-on supported 0–223 mph
GPS 5 Hz 5 Hz 5 Hz
Digital I/O 3 0-12 0
Analog inputs 7 0-12 (same pins as Dig I/O) 2
Other inputs 1x CANbus, 1x SPI, 1x I2C 8 PWM signals, 1x I2C, 2x serial Up to: 1x PPM sum, 1x RSSI,
6x UART, 2x SPI, 3x I2C, and
1x CANbus
Data Handling
Sampling rate 50 Hz 50 Hz 50 Hz
Local output Serial Serial Serial
Storage 512 KB on-board 16 MB on-board 2 MB on-board
RF link Add-on supported Short 15 mi
Estimated cost $210 $240+ $200
Table 2.6: Commercially-Made Datalogging Telemetry Units
Unit Crossbow AD2012 [81] RCAT Systems Industrial
UAV [82]
Eagle Tree Systems Flight
Data Recorder Pro [61]
Sensors
Inertial sensors - 1-axis, ±8 g accelerometer 2-axis, ±38 g accelerometer
Magnetometers - - -
Altimeter (baro-
metric)
- 8 ft resolution 1 ft resolution
Airspeed (pitot
probe)
- 10–290 mph 9–350 mph
GPS - 1 Hz 10 Hz
Digital I/O 4 - -
Analog inputs 8x 12 bit 2 2
Other inputs - 2 Thermocouples, current and
voltage measurement, optical
RPM measurement
2 Thermocouples, current and
voltage measurement, optical
RPM measurement, 4 CH PWM
measurement
Data Handling
Sampling rate 1Hz-1kHz 20 Hz 40 Hz
Local output - - -
Storage 2 MB on-board up to 512 MB SD 10 kB on-board
RF link - 15 mi 14 mi
Estimated cost [unknown] $2,500+ $650–1,500+
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Table 2.7: Custom Avionic System Solutions
Unit Higashino and Sakurai [85] Beard et al [86] FCS-20 [87]
Sensors
Inertial sensors 3-axis, ±5 g accelerometer 3-
axis, ±90 deg/s gyroscope
3-axis, ±2 g accelerometer 3-
axis, ±500 deg/s gyroscope
3-axis, ±10 g accelerometer 3-
axis, ±300 deg/s gyroscope
Magnetometers - - -
Altimeter (baro-
metric)
- (yes) (yes)
Airspeed (pitot
probe)
(5-hole) (yes) (yes)
GPS - 1 Hz 4 Hz
Digital I/O - - 12
Analog inputs 16x 12 bit 16x 12 bit 2x 16 bit, 8x 16 bit
Other inputs - 4x serial 4x RS-232
Data Handling
Sampling rate 20Hz 130 Hz 100 Hz
Local output - - -
Storage 12 MB on-board up to 512 KB on-board 64 MB on-board
RF link - 3 mi Supported
Unit NASA EAV [88] NASA AirSTAR [89] Brusov et al. PRP-J5 [90]
Sensors
Inertial sensors 3-axis, ±10 g accelerometer 3-
axis, ±200 deg/s gyroscope
3-axis, ±10 g accelerometer 3-
axis, ±600 deg/s gyroscope
3-axis, ±2-6 g accelerometer 3-
axis, ±300 deg/s gyroscope
Magnetometers - - -
Altimeter (baro-
metric)
- (yes) (yes)
Airspeed (pitot
probe)
(5-hole) (yes) (yes)
GPS (yes) 5 Hz -
Digital I/O - 2 0
Analog inputs 16x 12 bit 48x 16 bit 24x 12 bit
Other inputs 8x PWM signals, 4x RS-232, 8x
serial, 1x CANbus
3x serial 4x PWM signals
Data Handling
Sampling rate 10Hz 50 Hz 100 Hz
Local output - - -
Storage 2x 8 GB CF up to 512 KB on-board Up to 512 MB SD
RF link (yes) (yes) -
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2.2.3 Specifications
The sensor data acquisition system was developed following the requirements set in Section 2.2.1. The SDAC
was developed from COTS components and is plug-and-play, meaning that it could easily be installed into
almost any aircraft. The system is able to simultaneously log and transmit at 100 Hz: 3D linear and angular
accelerations, velocities, and position along with GPS location; pitot probe airspeed; 3D magnetic field
strength and heading; control surface inputs; and control surface deflections. The performance specifications
for the SDAC are given in Table 2.8. A system diagram depicting the main components of the hardware
platform is shown in Figure 2.6. The specifications for all the components used in the sensor data acquisition
system are given in Table 2.9. A description of the software architecture used in the implementation is given
in Mancuso et al. [14].
Table 2.8: Sensor Data Acquisition (SDAC) Unit Performance Specifications
Sensors
Inertial sensors 3-axis, ±18 g accelerometer 3-axis, ±300 deg/s gyroscope
Magnetometers 3-axis ±750 mG and 3-axis ±11 G
Altimeter (barometric) 1 ft resolution
Airspeed (pitot probe) 5–180 mph
GPS 120 Hz (IMU assisted)
Digital I/O 20
Analog inputs 7x 10 bit, 16x 12 bit, 1x 14 bit
Other inputs 8 CH PWM measurement, 1x serial port, CANbus
Data Handling
Sampling rate 100 Hz
Local output Serial or Ethernet
Storage Up to 64 GB microSD
RF link 40 mi
Table 2.9: Sensor Data Acquisition (SDAC) Unit Component Specifications
Processing unit BeagleBone running 32-bit Ubuntu Linux
Sensors
IMU XSens Mti-g 6-DOF IMU with Wi-Sys WS3910 GPS Antenna
Airspeed probe EagleTree Systems pitot-static probe
Airspeed sensor All Sensors 20cmH2O-D1-4V-MINI differential pressure sensor
Magnetometer PNI Corp MicroMag 3
Analog-to-digital converters 2x Gravitech 12 bit - 8 Channel ADC
Potentiometers 6x BI Technologies 6127
Power
Regulators Castle Creations CCBEC
Batteries Thunder Power ProLite 2S 450 mAh
Transceiver Digi 9X Tend 900-MHz card
Data Storage 8GB microSD card
Data Rate 100 Hz
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Figure 2.6: A block diagram of the original SDAC system.
2.2.4 Flight Testing
A radio control model airplane was built to test the sensor data acquisition unit. The aircraft chosen for the
task was a Great Planes Avistar Elite [91], which has a 62.5 in wingspan and is a 7-8 lb fixed-wing trainer-
type airplane. It is equipped with an electric propulsion system that uses an AXI 4120/14 600 W motor [92],
a Castle Creation Phoenix ICE 75 Amp electronic speed controller [93], and a Thunder Power 14.8 V, 5 Ah
lithium polymer battery [57]. The model is actuated using Futaba S3004 ball-bearing standard-torque servos
and is controlled by a 2.4 GHz R6014HS spread spectrum receiver [94]. The radio control system is powered
by an independent Castle Creations CC BEC regulator, which uses a Thunder Power 7.4 V, 450 mAh lithium
polymer battery. The completed flight-ready aircraft is shown in Fig. 2.7, its physical specifications are given
in Table 2.10, and its airframe component specifications are given in Table 2.11.
The sensor data acquisition unit and sensors were installed into the aircraft. Component specifications
can be found in Table 3.4. A view of the center section of the fuselage with the complete wiring is given in
Fig. 2.8.
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Figure 2.7: Flight-ready Great Planes Avistar aircraft.
Table 2.10: Great Planes Avistar Model Aircraft Physical Specifications
Geometric Properties
Overall Length 55.0 in (1395 mm)
Wingspan 62.5 in (1590 mm)
Wing Area 672 in2 (43.3 dm2)
Aspect Ratio 6.62
Inertial Properties
Weight
Empty (w/o Battery) 7.53 lb (3.415 kg)
4S LiPo Battery 1.17 lb (0.530 kg)
Gross Weight 8.70 lb (3.945 kg)
Wing Loading 29.8 oz/ft2 (90.9 gr/dm2)
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Table 2.11: Great Planes Avistar Model Aircraft Airframe Component Specifications
Construction Built-up balsa and plywood structure, aluminum wing tube, aluminum landing gear,
ABS canopy, and plastic-film sheeted.
Flight Controls
Controls Ailerons (2), elevator, rudder, throttle, and flaps (2)
Transmitter Futaba T14MZ
Receiver Futaba R6014HS
Servos (8) Futaba S3004
Regulator Distribution Castle Creations CC BEC
Receiver Battery Thunder ProLite 20c 2S 7.4V 450 mAh
Propulsion
Motor AXI 4120/14 Outrunner
ESC Castle Creation Phoenix ICE 75 Amp Brushless Speed Controller
Propeller APC 13x8E
Motor Flight Pack Thunder Power ProPower 30c 4S 14.8 V 5 Ah lithium polymer battery
Flight Time 10–20 min
Figure 2.8: Center section of the Great Planes Avistar fuselage with SDAC wiring completed.
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The completed, instrumented Avistar model aircraft was taken to a model airplane field for flight testing.
The aircraft was flown manually (i.e. not autonomously) so that the sensor data acquisition unit could be
tested. The unit was initialized and allowed to sit for 15 min so that the sensors could thermally calibrate.
Once that occurred, the aircraft was placed on the centerline of the runway facing upwind. The aircraft was
then throttled up, took off, was flown through a pair of simple traffic patterns, and landed. The entire flight
totaled 98 sec from throttle-up to full stop after landing. The flight path of the aircraft is shown in Fig. 2.9,
and the data recorded is shown in Fig. 2.10.
In the first 7 sec of the recording, the aircraft remained stationary on the runway, which allowed for
steady-state measurements to be taken. The plots in Fig. 2.10 show that there was little to no change in
the measurements coming from all of the sensors during this time period. Therefore, it can be assumed that
there is minimal interference being induced between any of the subsystems. Then, at 7 sec, the aircraft was
throttled-up for takeoff, and at 105 sec it completely stopped after landing.
In Fig. 2.10 (a), the position of the aircraft can be seen with the start position assigned the location
(0,0,0); it should be noted that the end location is not the same as the start location because the aircraft
rolled to a stop 80 m South-East from the start position. Figure 2.10 (b) shows the attitude of the aircraft,
where φ is the roll angle, θ is the pitch angle, and ψ is the heading. The time history of the attitude shows
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Figure 2.9: Flight path of the Great Planes Avistar during initial SDAC test flight (the aircraft is drawn
three times larger than the actual size and once every second).
27
that when the aircraft pitching up to takeoff, down to lose altitude before landing, up to flare immediately
prior to touch-down, and while maneuvering. The changes in heading correlate with the turns in the traffic
pattern seen in Fig. 2.10 (a). It is important to note that when there is a vertical line in the plot, where
the heading changes from −180 to 180 deg, the airplane is turning smoothly from heading South-West to
South-East, through South, which is represented as both −180 and 180 deg. The roll angles visible in the
plot correspond to the roll required for the banked turn and therefore an increase in roll occurs as the turn
is initiated and a decrease when the turn is ended.
Figures 2.10 (c) and (d) show the linear accelerations and rotation rates experienced by the aircraft. The
noise seen in these figures are caused by motor/propeller vibration and can be removed by using a low-pass
filter. The noise stops between 66 and 88 sec when the motor is turned off before landing in order to lose
speed and altitude. There are a few spikes in the IMU Z-axis measurements between 91 and 93 sec that
correlate to the aircraft bouncing on the runway several times during landing. Because the system records
at 100 Hz, it can be seen that the aircraft had 2 large bounces with about 1 sec between them followed by
a smaller third bounce 0.5 sec later, with the airplane finally rolling down the runway after that; this was
confirmed with video of the flight taken from the ground.
The horizontal and vertical ground speeds of the aircraft are shown in Figs. 2.10 (e) and (f), respectively,
and the total ground speed and airspeed are plotted. The offset between these speeds are easily accounted
for by factoring in the wind. A slight wind during the flight changed direction to the aircraft as the aircraft
changed heading. Figure 2.10 (g) provides a time history of the control inputs given by the pilot. The
control inputs for all of the maneuvers described above can be seen.
Finally, Fig. 2.10 (h) shows the magnetic field strength as recorded by the IMU and the stand-alone
magnetometer. There is a larger offset in magnetic field strength between the magnetometer and IMU when
the motor is off as compared to when it is on. The stand-alone magnetometer, which is located in the tail,
receives a smaller fraction of the magnetic field induced by the propulsion system than the IMU receives.
This difference between the magnetometer reading is magnified when the motor is off.
Therefore, examining the plots in Fig. 2.10 has shown that the sensor data acquisition system was able
to provide continuous high-frequency state data for the entirety of the flight. The sensor plots were able to
show fine features of the flight which included the effects of wind and the bumps during landing.
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Figure 2.10: SDAC outputs during an initial test flight on the Great Planes Avistar aircraft.
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2.3 Inertial Measurement Unit Limitation Study
In order to best employ the SDAC system on a test unmanned aircraft, an examination of its primary
sensor, the XSens MTi-G inertial measurement unit was performed. As mentioned earlier, the MTi-G
is an industrial, commercial-off-the-shelf GPS enhanced AHRS that uses a built-in EKF processor. The
manufacturer specifications provided a wide range of motions the unit could capture however failed to
provide a list of limitations. Some of those limitations had already been seen in previous flight testing with
the Aero Testbed, as noted in Section 2.1.5. State estimation errors can be caused due to a variety of
reasons. The types of errors of concern are the result of GPS faults caused by aircraft motion and from
magnetometer faults caused by electric motor magnetic fields. Both of these measurements are crucial for
proper state estimation.
With increasing flight maneuverability comes a greater chance to disrupt the onboard global positioning
system (GPS) in terms of being able to supply the system with proper antenna reception. As the aircraft
rolls/banks and the GPS antenna, which is set to point straight up relative to the level flying aircraft, is
rotated away from the sky and towards the ground, the level of reception diminishes. GPS reception will also
decrease during a turn if a part of the aircraft, for example a wing, blocks the antenna’s view of satellites. A
decrease in reception ability can lead to a loss of fix to some or all of the satellites leading to either poor or
non-existent position determination. Worse yet, if the aircraft is over certain surfaces, for example a surface
with a sufficiently high water content, and the antenna is pointed toward that surface, the GPS may pick
up reflected signals thereby producing erroneous positions. Similar results could also occur if the aircraft
maneuvers through certain environments, for example building or a forest. All of these motion-related GPS
problems can lead to improper state estimation in terms of position.
Along with increased maneuverability, more and more often, small- to mid-size fixed-wing unmanned
aircraft, such as the aircraft presented in this work, are powered by electric motors rather than the more
historically traditional internal combustion engines found on larger vehicles. Electric motor systems provide
a handful of advantages over internal combustion engines such as: creating lower vibration, which decreases
the noise recorded by inertial sensors and the rate of airframe fatigue thereby increasing the aircraft lifetime;
providing repeatable performance and not needing to be tuned to the specific atmospheric conditions; and
having constant system weight and distribution, thereby not altering the aircraft inertial properties as
a result of fuel burn. However, electric propulsion systems have the inherent disadvantage of producing
large and varying magnetic fields. The problem with these induced magnetic fields is that they interfere
with magnetometer measurements and magnetometer readings are a vital component in EKF estimation of
aircraft attitude and position.
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2.3.1 Background and Literature Review
All the GPS faults considered in this work are caused by improper antenna reception and will be analyzed
further in the study in Section 2.3.2. When a UAV rolls into a banked turn, the GPS antenna is rotated
away from the vertical and towards the ground. As the bank occurs, the number of satellites the antenna can
view is decreased and along with that the overall GPS signal state decreases. Such a situation is described
in [95, 96] where the authors also attribute the decreased reception to part of the aircraft, principally a
wing, blocking the antenna’s view of the GPS satellites. The situation can be extended further in that if a
UAV is over a certain surface with a sufficiently high water content, such as a wet field, marsh or lake, and
the UAV is banked significantly, the surface can reflect the GPS signals thereby causing erroneous position
estimation [97]. Furthermore, similar issues, of either poor reception or reflected signals can be caused as a
result of the aircraft maneuvering through certain environments, for example in and around buildings [98]
or in a forest [99]. Maneuvering in each of these situation would likely lead to GPS estimation problems
that would lead to improper position estimation.
As previously mentioned, UAVs increasingly operate with electric motors. Such configurations, if com-
pared to gasoline engines, provide a number of advantages that include: less vibrations to the body; less
maintenance; more repeatable performances over time and atmospheric conditions; less actuation delay for
precise control purposes. However, as will thoroughly be studied in Section 2.3.3, electric motors introduce
variable and strong magnetic fields in proximity of the on-board avionic units and due to space and weight
limitations, isolation is not possible. In most of the cases, electric motors can result in far stronger mag-
netic fields than of Earth’s magnetic field, thereby inducing faulty measurements to the magnetometers.
Little research as been conducted in this direction, and a common denominator in the available related work
is that ad-hoc approaches are commonly used. As a result, the negative effects caused by electric motor
induced magnetic fields to UAV state measurement and control can be sparsely found in the literature.
Magnetic field offsets caused by the UAV’s motor(s) are often acknowledged to be one of the reasons for
improper heading estimates [100–104]. Of these, several papers discussed a variety of methods to correct
motor induced magnetic readings. The proposed methods involve corrections based on constant soft and
hard iron offsets [102, 103], measured offset generated look-up tables [103], and state-based perturbation
estimations [104]. In the case of this work, only a quantification to the extent of the problem is desired.
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2.3.2 GPS Faults
At a rather high level, a GPS receiver calculates its position by triangulating its distance from at least four
satellites given their instantaneous known positions. For a GPS-enhanced AHRS using an EKF (i.e. the
MTi-G used in the SDAC), the position estimation from the GPS receiver is fed into the AHRS, which uses
it in conjunction with an accelerometer, gyroscope, and magnetometer to calculate a position and attitude.
The process by which the AHRS calculates the state is done using an EKF to provide a better estimate.
The algorithms used to take the raw sensor data and produce the final state estimate are obviously more
complicated than the overview given and can readily be found in literature [105]. Error generated by any of
the sensors will propagate into the final attitude and position estimation.
In order to explore how prone the XSens MTi-G is to GPS position error caused by GPS antenna rotations,
the UIUC Aero Testbed was flown through a variety of aerobatic maneuvers — these agile maneuvers were
meant to deny the GPS antenna of optimal orientation with the sky. The XSens MTi-G, which is based on
a MEMS inertial measurement unit (IMU), provides real-time computed GPS-enhanced attitude/heading
and inertial enhanced position/velocity data using a high update rate, onboard DSP that accounts for
temperature, 3D misalignment and sensor cross-sensitivity. The IMU comes with an EKF-based sensor
fusion algorithm mode that is optimized for aerospace applications, assuming the possibility of side-slip.
The UIUC Aero Testbed was flown through a sequence of aerobatic maneuvers attempting to ‘fool’ the
MTi-G. The maneuver that showed the most promise for the task of interjecting erroneous GPS position
data into the EKF was a very large loop with approximately a 350 m diameter (a loop is an aerobatic
maneuver where the aircraft pitches up 360 deg following a circular trajectory in a vertical plane, rotating
about an axis at the center of the vertical circle parallel to its lateral axis). Figure 2.11 shows the trajectory
of a loop flown by the Aero Testbed as was output by a XSens MTi-G.
The output trajectory followed the expected vertical circular trajectory through approximately the first
120 deg then the trajectory degraded to a set of illogical line segments. The trajectory recovered once the
aircraft reached about 360 deg, where the aircraft was upright and level; by this point, the GPS receiver
could easily regain a proper fix. The loop seemed to work especially well at fooling the EKF because of the
progressive loss of the GPS position accuracy, which was the result of gradually losing the number of satellites
that could be acquired by the GPS receiver. The progressive loss of position is assumed to have tricked the
EKF from recognizing the faulty data and thereby allowed it to ignore such data afterward leading to the
point where the EKF accepted several faulty position estimates, which would be the intersection of the line
segments.
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There were several important points to recognize about the loop performed. First the attitude estimate
produced by the EKF from magnetometer and gyroscopes measurements were approximately correct as the
motor power setting was maintained relatively constant, thereby creating a constant offset, which could be
compensated. In the output trajectory, the aircraft has a constant visible angle of side-slip, which is likely
the result of the combination of the constant magnetic field and wind. Performing the loop at a constant
power setting, allowed for the problems of GPS position error and motor induced magnetic fields to be
isolated from each other, the later of which will be discussed in further detail in Section 2.3.3.
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Figure 2.11: Trajectory plot of the UIUC Aero Testbed performing a loop as was output by a XSens MTi-G
(the aircraft is drawn at actual scale and once every second).
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2.3.3 Motor Interference
Most small- to mid-size fixed-wing UAVs operated today are propelled using electric motors, as are the
aircraft presented in this work. Electric motors have a wide range of advantages however have the inherent
disadvantage of creating varying magnetic fields. At a high level, an electric motor is a device that converts
electrical energy into mechanical energy. Electric motors operate by using the interaction between the motor’s
magnetic field and winding currents to generate force within the motor and therefore create a torque, which
causes rotation.
Most UAVs that are powered by electric propulsion system use brushless DC (BLDC) motors for propul-
sion. BLDC motors have two primary parts: the rotor, which is the rotating part made up of permanent
magnets, and the stator, which is the stationary part made up of windings. There are two types of BLDC
motor designs: outer rotor and inner rotor. In an outer rotor design, the stator is located in the core of the
motor and the rotor surrounds it and is affixed to the housing which rotates. In an inner rotor design, the
stator surrounds the rotor and the stator is affixed to the motor housing which remains stationary. In both
cases, the stator is made up of independent coils that are located next to each other in a circular pattern
and can be activated in evenly spaced sets (e.g. coils 1, 3, and 5 are turned off while 2, 4, 6 are turned on).
When the motor operates, the rotor magnets are rotated in steps from one stator coil set to the next by
commutating the currents between adjacent stator coils. Commutating the current turns off the magnetic
field in one set of coils and turns the magnetic field in another set which causes the permanent magnet to be
attracted and thereby causes the motor to rotate that step. This process is repeated in a continuous pattern
using an electronic speed controller to cause the motor to rotate continuously.
For BLDC motors to operate, they constantly generate magnetic fields that switch both direction and
origin. As the size of the motor increases, so does the amount of current required and along with that so
do the magnetic fields. However, the current changes when the desired torque changes, which varies with
the desired rotation rate. Thus, the magnetic fields generated by BLDC are highly variable and also vary in
amplitude as the rotation rate changes. These magnetic fields are most often far stronger than the Earth’s
magnetic field and thereby skew the readings taken by the magnetometers used on aircraft to determine
their orientation, which are an integral part of their AHRS.
In order to understand the extent to which electric motors affect measurement, the UIUC Aero Testbed
was held stationary and test run. The results of the static run can be seen in Figures 2.12 and 2.13. Between
200 and 300 sec, the batteries were installed in the aircraft with the motor switch turned off; this led to
some slight vibration and motion being created. At around 670 sec, the motor switch was turned on, with
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power flowing to the motors controller, however no power was applied to the motor to rotate. The motor
was then run to full speed at 1405 sec and then to zero speed at 1421 sec.
Figure 2.12 shows that there are no magnetic field effects to the accelerometers and the gyroscopes, as is
expected. The accelerometer and the gyroscope output only shows noise and motion due to aircraft handling
and motor vibration. The AHRS’s magnetometer and the resultant heading estimation readings were highly
influenced by the induced magnetic field. When the motor was turned on, there was a difference of between
0.04 to 0.09 magnetic field units1 for each axis, from their previous values, which correlates to a heading
change of 16 deg. Then, when the motor is run, as can be seen in Figure 2.13, the magnetic field readings
differed by up to 2.0 magnetic field units from their previous values, which correlates to a heading change
of up to 360 deg.
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Figure 2.12: XSens MTi-G sensor outputs during motor run on UIUC Aero Testbed: a) aircraft body frame
accelerations, b) aircraft body frame rotation rates, c) aircraft body frame magnetic field strengths, and d)
aircraft attitude.
1The Earth’s surface magnetic field strength ranges from 0.25 to 0.65 gauss depending on the location and varies with time
- therefore in order to provide a metric, the Earth’s magnetic field strength at the test location and time was defined as a
magnetic field unit.
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Figure 2.13: XSens MTi-G magnetometer outputs during a full speed motor run on UIUC Aero Testbed.
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Chapter 3
Experimental Methodology
The UIUC Subscale Sukhoi, shown in Fig. 3.1, was used to perform aerodynamics research in the full-envelope
flight regime, that is, over the full ±180 deg range in angle of attack and sideslip. The aircraft is equipped
with a sensor data acquisition system to collect high-fidelity, high-frequency aircraft state data from takeoff
to landing. The upgraded SDAC system features: a high-frequency, high-resolution six degree-of-freedom
(6-DOF) inertial measurement unit (IMU) with a global positioning system (GPS) receiver, a pitot probe,
a motor pulse tachometer, 40 analog-to-digital converters, 12 pulse width modulation (PWM) control signal
inputs, a down-link transceiver, and up to 64 GB of onboard storage. The system is able to record: 3D
linear and angular accelerations, velocities, and position; airspeed, propeller rotation rate, control surface
deflections, and control inputs, all at 100 Hz. The output of this system is used to produce flight path
trajectory plots, time histories and aircraft aerodynamic coefficient data though post processing. In order
to best capture high angle of attack maneuvers, proper design of the flight paths flown is required.
3.1 Test Aircraft
The UIUC Subscale Sukhoi was built from a 35% scale, 2.6 m (102 in) wingspan Sebart Sukhoi 29S electric
radio control model. The model aircraft airframe provided a light yet robust structure, which along with
large control surfaces, allowed the aircraft to perform aggressive aerobatic maneuvers. A photo of the
un-assembled Sebart Sukhoi 29S 2.6 m aircraft is given in Fig. 3.2. The aircraft was built following the
construction and integration methodology that was developed using and applied to the UIUC AeroTestbed,
which was mentioned in Section 2.1.3
The aircraft was built using an electric propulsion system that includes a Hacker A150-8 motor and
MasterSPIN 220 electronic speed controller. The system is powered by a set of Thunder Power lithium
polymer batteries assembled into a 51.8 V, 10 Ah pack. A diagram of the propulsion system is given in
Fig. 3.3. The completed flight-ready aircraft physical specifications of the UIUC Subscale Sukhoi are given
in Table 3.1, and its airframe component specifications are given in Table 3.2.
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Figure 3.1: The UIUC Subscale Sukhoi.
38
Figure 3.2: The Sebart Sukhoi major airframe components, with a 3 ft reference length placed on the bottom
right.
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Figure 3.3: A propulsion system diagram of the UIUC Subscale Sukhoi.
Table 3.1: UIUC Subscale Sukhoi aircraft physical specifications
Geometric Properties
Overall Length 100.0 in (2540 mm)
Wingspan 102.4 in (2600 mm)
Wing Area 2015 in2 (130.0 dm2)
Wing Aspect Ratio 5.20
Inertial Properties
Weight
Empty (w/o Batteries) 27.16 lb (12.33 kg)
14S 2P 10Ahr LiPo Main Battery 8.13 lb (3.69 kg)
RC and Avionics Batteries 0.77 lb (0.35 kg)
Gross Weight 36.00 lb (16.37 kg)
Wing Loading 41.2 oz/ft2 (126 gr/dm2)
Table 3.2: UIUC Subscale Sukhoi aircraft airframe component specifications
Construction Built-up balsa and plywood structure, foam turtle decks, carbon fiber wing and stab
tube, aluminum landing gear, fiberglass cowl, fiberglass wheel pants, and styrene
and fiberglass canopy.
Flight Controls
Control Surfaces Ailerons (2), elevator (2), rudder, and throttle
Transmitter Futaba T14MZ
Receiver Futaba R6014HS
Servos (8) Futaba BLS152
Power Distribution SmartFly PowerSystem Competition 12 Turbo
Receiver Battery Thunder ProLite RX 25c 2S 7.4V 2700 mAh
Propulsion
Motor Hacker A150-8 Outrunner
ESC Hacker MasterSPIN 220 Pro OPTO ESC
Propeller Mejzlik 27x12TH
Spinner TruTurn 4-in Ultimate with Lite Backplate
Motor Flight Pack (4) Thunder Power ProPerformance 45c 7S 5000 mAh in 2S2P config.
Motor Power Switch Emcotec SPS 120/240
40
3.2 Instrumentation
The UIUC Subscale Sukhoi was instrumented with an updated version of the custom sensor data acquisition
system (SDAC) [14–16], which can be seen in Fig. 3.4. The SDAC was developed from COTS components
and is plug-and-play, meaning that it could easily be installed into almost any aircraft. As mentioned earlier,
the unit operates at 100 Hz and includes: a high-frequency, high-resolution six degree-of-freedom (6-DOF)
inertial measurement unit (IMU) with a global positioning system (GPS) receiver, a pitot probe, an electronic
tachometer, seven 10-bit analog-to-digital converters (ADC), 32 12-bit analog-to-digital converters, a 14-bit
analog-to-digital converter, 20 digital input/outputs (I/O), 12 pulse width modulation (PWM) signal inputs,
a 40 mile downlink transceiver, an open serial, an open CANbus port, and up to 64 GB of onboard storage.
Given the included sensors, the system is able to simultaneously log and transmit: 3D linear and angular
accelerations, velocities, and position along with GPS location; pitot probe airspeed; 3D magnetic field
strength and heading; control surface inputs; and control surface deflections. The performance specifications
for the updated SDAC are given in Table 3.3.
Figure 3.4: The custom sensor data acquisition system installed into the UIUC Subscale Sukhoi.
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The updated SDAC was fitted onto the aircraft and acts as the sensor data distribution hub for the
various installed sensors. A system diagram depicting the specific configuration of the instrumentation,
along with the flight control and propulsion systems, is shown in Fig. 3.5. Starting from the top-left of
the diagram, the RC receiver outputs PWM control signals to servos and ESC, while a duplicate stream
of PWM control signals are sent to the SDAC. The receiver gets its power from a Lipo battery connected
through a regulator. The ESC, which drives the motor, draws power from its own battery. In the center of
the diagram, the SDAC is connected to a variety of devices: an IMU, 3D magnetometer, 4 ADCs, an RPM
sensor and a telemetry radio. Three of the ADCs are connected to potentiometers to measure control surface
deflections while the last is used to measure the voltages of each of the batteries. The SDAC acquires data
from the sensors and from the stream of PWM control signals coming from the receiver and outputs a unified
stream to the telemetry radio while simultaneously logging it. The output stream can also be transmitted
to another on-board device. The last two systems in the diagram are the telemetry radio and the video
system, camera and transmitter, which can be added as desired. Each of these systems are powered by
separate Lipo batteries with voltage regulators. As mentioned before, one of the ADCs is being used to
measure the voltages of all the batteries. This ADC is connected to the raw output of each of the batteries
through voltage dividers circuits that scale the voltages of the batteries to the range the ADC can measure.
The specifications of the components used in the updated, tested sensor data acquisition system are given in
Table 3.4 and information about the installation of these components is described in Dantsker et al. [15, 16].
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Table 3.3: Updated sensor data acquisition (SDAC) system performance specifications
Sensors
Inertial sensors 3-axis, ±18 g accelerometer 3-axis, ±300 deg/s gyroscope
Magnetometers 3-axis ±750 mG and 3-axis ±11 G
Altimeter (barometric) 1 ft resolution
Airspeed (pitot probe) 5–180 mph
GPS position Up to 120 Hz (IMU assisted)
Tachometer Up to 4 brushless motor pulse counters
Digital I/O Up to 20
PWM inputs Up to 12
Analog inputs Up to 7x 10 bit, 32x 12 bit, 1x 14 bit
Further expansion capabili-
ties
I2C, 1x serial port, CANbus
Data Handling
Logging rate 100 Hz
Local output Serial or Ethernet
Storage Up to 64 GB microSD
RF link 40 mi
RF rate 10-25 Hz
Table 3.4: Tested sensor data acquisition (SDAC) system component specifications
Processing unit BeagleBone running 32-bit Ubuntu Linux
Sensors
IMU XSens Mti-g 6-DOF IMU with Wi-Sys WS3910 GPS Antenna
Airspeed probe EagleTree Systems pitot-static probe
Airspeed sensor All Sensors 20cmH2O-D1-4V-MINI differential pressure sensor
Analog-to-digital converters 4x Gravitech 12 bit - 8 Channel ADC
Potentiometers BI Technologies 6127
Tachometer Sparkfun ProMicro
Power
Regulators Castle Creations CCBEC
Batteries Thunder Power ProLite 3S 1350 mAh (avionics, telemetry and/or video)
Telemetry transceiver Digi 9X Tend 900-MHz card
Data Storage 8GB microSD card
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3.3 Data Processing
Once sensor data is acquired by the SDAC, it is post-processed to produce meaningful results. First, all
corrupt values are filtered out, which is done quite simply as the SDAC is programmed such that it produces
an invalid value (e.g. −1 for a 12-bit integer (0–4095) field). To produce the aerodynamic coefficients, data
from the IMU, pitot static probe and tachometer are used. The process follows the standard method to
compute aerodynamic coefficients from flight data [106]. Effectively, the aerodynamic forces and moments,
which are used to calculate the aerodynamic coefficients, are found by subtracting the forces and moments
created by the propeller and the gravitational force from the total forces and moments applied to the aircraft,
which are measured by the inertial measurement unit found on the aircraft.
The total external forces acting on the aircraft are a combination of the aerodynamic forces, thrust, and
the gravitational force. The external force is given by,
Fexternal = Faero + FG + FT (3.1)
By subtracting the gravitational force FG and the thrust FT from the total external forces, the aerody-
namic forces can be found using:
Faero = Fexternal − FG − FT (3.2)
where FG is
FG = mg [− sin θ sinφ cos θ cosφ cos θ]T (3.3)
The total external forces acting on the aircraft can be found by multiplying the mass of the aircraft by
the body-fixed axes accelerations (ax, ay, az), which are given by the IMU [107].
Fexternal = [ ax ay az ]
T m (3.4)
The body frame components of the aerodynamic force Faero are defined as (Fx, Fy, Fz). These compo-
nents are transformed into the wind frame to yield:
L = −Fz cosα+ Fx sinα (3.5a)
D = −Fz sinα cosβ − Fx cosβ cosα− Fy sinβ (3.5b)
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where α and β are calculated by:
α = tan−1 (w/u) (3.6a)
β = sin−1 (v/V ) (3.6b)
The lift and drag coefficients are then found using
CL =
2L
ρV 2S
(3.7a)
CD =
2D
ρV 2S
(3.7b)
Given that the pitching moment is solely dependent on the aircraft pitch rate and moment of inertia, it
can simply be found with
M = Iyy q˙ (3.8)
The moment coefficient is then found by
CM =
2M
ρV 2Sc
(3.9)
All required values are produced or can be derived from measurements taken by the IMU, pitot static
probe and tachometer. For example, body frame accelerations and Euler angles are produced by the IMU.
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3.4 Maneuver and Flight Path Design
As shown in Section 2.3, there are considerable limitations in the motion data that can be captured by the
XSens MTi-G IMU placed on a maneuvering electric aircraft such as the UIUC Subscale Sukhoi. The position
state estimation produced by the IMU EKF AHRS can only be trusted when the built-in GPS receiver is not
denied satelite signal for long periods of time. This means that the GPS antenna located atop the aircraft
cannot be oriented away from the sky for too long. The orientation estimate by that same AHRS is also
sensitive to magnetic fields and can only be trusted when it is far away from possible sources, primarily a
running electric motor propulsion system. Both of these problems can be mitigated given additional, vehicle
specific filtering and integration techniques, similar to what is mentioned in Section 2.3.1 and is therefore
outside the scope of this research effort.
Given these limitations, maneuvers were limited to having attitudes of greater than 45 deg from the
horizontal for only short periods of time to mitigate incorrect position estimation and to not use propulsion
system power during the maneuver to mitigate incorrect orientations caused by induced magnetic fields.
Requiring that there is no use of the propulsion system means that there is no thrust available and therefore
all of the maneuvers must be performed in the midst of some type of descending flight, thereby converting
potential energy into forward energy. Maneuvers that satisfy these limitations and were of interest for this
high angle of attach research effort are aggravated stalls, harriers, and walls (short period and extended
period).
Yet, not only must the maneuvers conform to the IMU capture limitations, the preceding and succeeding
flight path must as well. In order to successfully capture these maneuvers, a proper entry into the maneuver
needs to be performed where the aircraft flight path allows for correct state estimation. Based upon the
limitations, the flight path maneuvers were limited to attitudes of less than 45 deg from the horizontal
to mitigate incorrect position estimation and to not use propulsion system power just before and after the
maneuver is executed to mitigate incorrect orientations caused by induced magnetic fields. In order to satisfy
these limitations, the maneuver flight path of the aircraft were as follows.
1. Before each maneuver, the aircraft will enter a powered climb in the direction opposite of the maneuver
direction. It will climb to a sufficient altitude for the maneuver and the preceding and succeeding gliding
flight to be performed. The climb allows for the subsequent flight to be powered by the potential energy
the aircraft has just gained — converting altitude into speed without the use of the motor.
2. The aircraft will then turn toward the direction the maneuver is intended to occur while reducing
motor power to zero.
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3. It will then enter a steady-state hands-off-control motor-off glide, providing sufficient time for proper
state estimation to be established.
4. The maneuver will then be performed.
5. This will be followed with a second steady-state hands-off-control motor-off glide where proper state
estimation can continue as the aircraft reenters steady-state flight.
The beginning and ending parts of the circuit contain flight segments where the state estimation provided
by the XSens MTi-G EKF AHRS can be trusted.
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Chapter 4
Results and Discussion
The UIUC Subscale Sukhoi was flown fully-instrumented in the spring, summer, and fall of 2015 [12]. During
the flight testing campaign, the aircraft was flown through a variety of high angle of attack maneuvers. The
initial intention was to perform a large number of aggravated stalls, harriers1, and walls2, however, after
some flight testing it was observed that if a wall was sustained for a long period of time, wing rock would
occur, which became of particular interest. The path of the aircraft would differ based upon the elevator
deflection used: large deflection yielded a straight path and normal deflection yielded a circle followed by
a straight path. All of the maneuvers were upright to minimize GPS faults; un-powered, to minimize
magnetometer based orientation estimation error; and were limited to elevator-only control with just three
elevator deflections: 0, 20, and 40 deg3 (i.e. no deflection of aileron or rudder).
It should be noted that all of the flights occurred during periods of no wind so as to minimize environmen-
tal effects on the motion capture of the aircraft. Out of the many maneuvers performed only a small number
were successfully captured, the rest having faults that prevented proper analysis from taking place. These
faults consisted of sensor issues, primarily resulting from GPS reception problems and stray magnetometer
readings; and some inadvertent flight conditions, such as a late aileron deflection, done to level the aircraft,
performed during a maneuver instead of beforehand. The following sections show one or two of each of
the maneuvers. None of the data has been filtered from what was captured on-board the aircraft with the
exception of removing corrupt values as discussed earlier.
1A harrier is a maneuver where the aircraft flies at a post-stall angle of attack at a very low speed. To enter a harrier,
the aircraft is gradually slowed down while increasing the pitch of the aircraft and then right before the aircraft stalls, throttle
is added to maintain the altitude of the aircraft while the pitch angle is increased to its final value. It can be said the
aircraft is “flying on the propeller” instead of the wings. In the case of this research, no throttle is used, and the effective
propulsive/forward energy comes from the loss of potential energy, i.e. loss of altitude.
2A wall, also known as a cobra in full-scale aerobatics, is a maneuver where the aircraft suddenly pitches up, loosing most
forward momentum with minimal gain in altitude, and then the aircraft either remains in hover or pitches down and returns
to normal flight. To enter a wall, the aircraft is flown at around low speed and then the elevator is quickly pulled up to full
deflection. The exit from a wall consists of returning the elevator to zero deflection followed by a recovery into normal flight.
3Elevator deflection of 20 deg will be refereed to as normal-rate full deflection and elevator deflection of 40 deg will be
refereed to as high-rate full deflection.
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4.1 Aggravated Stall
The aggravated stall was performed by placing the aircraft in a powered climb and then powering off the
motor. Just before the aircraft would enter stall, the elevator was deflected to a normal-rate full deflection
of 20 deg to aggravate the stall. A trajectory plot of a stall is given in Fig. 4.1 while a time history of
the maneuver is given in Fig. 4.2. The lift, drag, and moment curves and the drag polar of the aircraft
performing the stall are given in Figs. 4.3 and 4.4, respectively. It was assumed, and can be confirmed by
the motor rotation rate time history that during the maneuver, that the motor is still slowing down to a
windmill brake state. Therefore the propeller was considered to be producing drag, which is taken into
account when computing the lift and drag coefficients. The time history of the stall shows an oscillation in
the position as well as the velocity of the aircraft. The same oscillation is manifested into the freestream
velocities and side slip velocity flow angle. This step-like oscillation is the result of GPS receiver update
frequency of 4 Hz and should be ignored.
The time history of the lift coefficient shows a clear increase in lift as a result of the increase in angle
of attack and quick deflection of the elevator. The time history of the drag coefficient, however, seems to
lag the lift by approximately 2 sec, which can be reasoned by the fact that the dynamics of the aircraft are
far faster than the flow separation. The lag in drag leads to a rather interesting drag curve where the drag
coefficient stays approximately constant until about 2 sec and then increases rapidly as the aircraft angle of
attack is starting to decrease. There also seems to be dynamic stall hysteresis evident for the lift, drag, and
moment curve slopes. The result of this combination yields a rather odd drag polar.
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Figure 4.1: Trajectory plot of the UIUC Subscale Sukhoi during an aggravated stall (the aircraft is drawn
two times larger than the actual size and once every second).
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Figure 4.2: A time history of the UIUC Subscale Sukhoi aircraft state during an aggravated stall.
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Figure 4.3: The lift, drag, and moment curves of the UIUC Subscale Sukhoi during an aggravated stall:
a) shown with points and b) shown with lines and time in seconds overlaid onto the plot.
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Figure 4.4: Drag polar of the UIUC Subscale Sukhoi during an aggravated stall: a) shown with points and
b) shown with lines and time in seconds overlaid onto the plot.
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4.2 Harrier
The descending harrier was performed by placing the aircraft in an unpowered glide and then gradually
deflecting the elevator up to a normal-rate full deflection of 20 deg to hold the aircraft at a high angle of
attack while descending, producing a significant amount of drag from the exposed aircraft underside. A
trajectory plot of a descending harrier is given in Fig. 4.5, while a time history of the maneuver is given in
Fig. 4.6. The lift, drag, and moment curves and the drag polar of the aircraft performing the stall are given
in Fig. 4.7 and 4.8, respectively. As can be seen in the motor rotation rate time history, the propeller was
in a windmill brake state as the motor had been off for a significant amount of time, and the RPM started
to increase as the aircraft accelerated downward. The propeller was therefore considered to be producing
drag, which is taken into account when computing the lift and drag coefficients.
The lift coefficient curve in Fig. 4.7 follows a typical constant slope until the point where the aircraft
stalls and then experiences a hysteresis loop. This hysteresis loop is also visible on the drag coefficient curve.
Similar to the stall, the descending harrier also seems to have a rather constant drag coefficient, likely the
result of some type of unsteady aerodynamic effects, where the separation again lags the dynamics of the
aircraft. It should be noted that there is a mass of points visible on the curves before and after the hysteresis
loop, between 13 and 17 deg and around 2 and 4 sec; these seem to correlate to vibration recorded by the
IMU vertical accelerometer and pitch gyroscope.
The descending harrier produced a rather interesting drag polar, seen in Fig. 4.8. The typical bucket
is seen at the bottom, however, as it approaches what would be the top of the bucket, the aircraft quickly
changes to a constant sloped line where the top of the bucket is typically located. The bucket also seems
to have an exceptionally low lift-to-drag ratio, of less than one, which is assumed to be the result of the
drag produced by the exposed aircraft underside. The sloped line of points correlates with the timing of the
hysteresis loops.
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Figure 4.5: Trajectory plot of the UIUC Subscale Sukhoi during a descending harrier (the aircraft is drawn
two times larger than the actual size and once every second).
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Figure 4.6: A time history of the UIUC Subscale Sukhoi aircraft state during a descending harrier.
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Figure 4.7: The lift, drag, and moment curves of the UIUC Subscale Sukhoi during a descending harrier:
a) shown with points and b) shown with lines and time in seconds overlaid onto the plot.
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Figure 4.8: Drag polar of the UIUC Subscale Sukhoi during a descending harrier: a) shown with points and
b) shown with lines and time in seconds overlaid onto the plot.
59
4.3 Wall
Two walls were performed by placing the aircraft in an unpowered glide and then instantaneously deflecting
the elevator up to a high-rate full deflection of 40 deg to suddenly pull the aircraft into a high angle of
attack; the first wall was held for 1 sec while the other was held for 2 sec. A trajectory plot of the 1-sec
wall is given in Fig. 4.9, while a time history of the maneuver is given in Fig. 4.10. The lift, drag, and
moment curves and the drag polar of the aircraft performing the 1-sec wall are given in Figs. 4.11 and 4.16,
respectively. A trajectory plot of the 2-sec wall is given in Fig. 4.13, while a time history of the maneuver is
given in Fig. 4.14. The lift, drag, and moment curves and the drag polar of the aircraft performing the 2-sec
wall are given in Figs. 4.15 and 4.16, respectively. As with the previous maneuvers, it was assumed that the
propeller was in a windmill brake state and therefore the drag created by the propeller is taken into account
when computing the lift and drag coefficients.
In the time history figures, Figs. 4.10 and 4.14, it can be seen that as soon as the elevator is actuated, the
aircraft generates an enormous pitch rate (and moment) and vertical acceleration, yielding a quick pitch up,
deceleration, and increase in angle-of-attack and both lift and drag; the drag is just a bit delayed. The pitch
rate and acceleration then decrease to their approximate starting values. All of this occurs within about
a 0.75 sec from the time the elevator was deflected. A secondary increase in pitch rate and acceleration
then occurs. This secondary increase is started and then halted in the case of the 1-sec wall, however, in
the case of the 2-sec wall is continued until the elevator is released, yielding a smaller but very noticeable
increase in pitch rate and acceleration and with it a full secondary pitch up, deceleration, and increase in
both lift and drag. Once the elevator is released for both cases, there are small opposite direction pitch rates
and accelerations, that restore the aircraft, in the form of two peaks, small then medium sized. These are
reflected in the angle-of-attack, lift, and drag time histories.
These wall maneuver time histories create coefficient curves that show hysteresis loops. The lift coefficient
rise rapidly with angle-of-attack, then seem to stall out, then rise a bit again, twice in the case of the 2-sec
wall, followed by a almost vertical decrease and then decrease with angle-of-attack back to their approximate
starting positions. The drag coefficient curves follow a similar trend however are a bit delayed with angle-
of-attack, which follows the delay visible in the time history. Both curves have flat and oscillatory trends
at low angles-of-attack, when the aircraft is in steady-state. The drag polars show the hysteresis loops with
a large increase in lift and drag coefficient, then a decrease in lift while drag is approximately constant,
followed by a increase in drag with an approximately constant lift, then a decrease in both lift and drag to
approximately the same starting values.
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It should be noted for both coefficient curves and polars that the steady-state flight portions that occur at
the start, middle, and end of the recording are distinguished as high population groups of points correlating
to steady state flight conditions. In addition, the five vertical bands of points a visible in Fig. 4.15 are the
result of a slow, 4 Hz IMU orientation update rate, which correlate to steps visible in the pitch time history,
between 0 and 1 sec, seen in Fig. 4.14. The five bands should therefore be considered equivalent to a high
population group of points.
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Figure 4.9: Trajectory plot of the UIUC Subscale Sukhoi during a 1-sec wall (the aircraft is drawn six times
larger than the actual size and once every second).
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Figure 4.10: A time history of the UIUC Subscale Sukhoi aircraft state during a 1-sec wall.
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Figure 4.11: The lift, drag, and moment curves of the UIUC Subscale Sukhoi during a 1-sec wall: a) shown
with points and b) shown with lines and time in seconds overlaid onto the plot.
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Figure 4.12: Drag polar of the UIUC Subscale Sukhoi during a 1-sec wall: a) shown with points and b) shown
with lines and time in seconds overlaid onto the plot.
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Figure 4.13: Trajectory plot of the UIUC Subscale Sukhoi during a 2-sec wall (the aircraft is drawn six times
larger than the actual size and once every second).
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Figure 4.14: A time history of the UIUC Subscale Sukhoi aircraft state during a 2-sec wall.
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Figure 4.15: The lift, drag, and moment curves of the UIUC Subscale Sukhoi during a 2-sec wall: a) shown
with points and b) shown with lines and time in seconds overlaid onto the plot.
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Figure 4.16: Drag polar of the UIUC Subscale Sukhoi during a 2-sec wall: a) shown with points and b) shown
with lines and time in seconds overlaid onto the plot.
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4.4 Wing Rock
The aircraft was flown into two different types of wing rock, one with high-rate full elevator deflection of 40
deg and one with normal-rate full elevator deflection of 20 deg. The maneuvers were performed in the same
way that the walls were; however, the elevator was deflected and held at full deflection for long periods of
time, yielding the wing rock. A trajectory plot of the high-rate full elevator deflection wing rock is given
in Fig. 4.17, while a time history of the maneuver is given in Fig. 4.18. The lift, drag, and moment curves
and the drag polar of the aircraft performing the high-rate full elevator deflection wing rock are given in
Figs. 4.19 and 4.20, respectively. A trajectory plot of the normal-rate full elevator deflection wing rock is
given in Fig. 4.21, while a time history of the maneuver is given in Fig. 4.22. The lift, drag, and moment
curves and the drag polar of the aircraft performing the normal-rate full elevator deflection wing rock are
given in Figs. 4.23 and 4.24, respectively.
Since high-rate full elevator deflection wing rock was initiated by a high-rate full elevator deflection wall
maneuver, similar to the maneuvers presented in the previous section, the first 2 sec of time history given in
Fig. 4.18 looks very similar to that of the 2-sec wall time history given in Fig. 4.14. After that the aircraft
begins to oscillate in all three axes, most noticeably in roll, creating what is described as the wing rock
motion. The roll oscillations do not have regular amplitudes; however, they seem to have a semi-regular
period of approximately 2.3 sec. There are slight oscillations in pitch and yaw as can be seen by looking at the
rotation rate time histories. As a result of the rocking motion, the aircraft vertical and sideways freestream
velocities oscillate, which create osculations in angle-of-attack and slide slip, and these oscillations create
oscillations in the lift and drag coefficient time histories.
The time histories of the lift and drag coefficient oscillations seem to increase in amplitude to a certain
extent and then decrease to what seems to be a steady-state; however, since the maneuver could only be
maintained for a limited period of time, the final steady-state nature of the maneuver cannot be confirmed.
The oscillatory motion creates rather interesting lift and drag curves, seen in Fig. 4.19. There is a hysteresis
loop visible, consistent with the wall entrance into the motion, similar to what was seen in the previous
section. Yet, the oscillatory motion afterward creates a claw-shaped population of points further to the
right of the wall entrance hysteresis loop, which is a superposition of many oscillation hysteresis loops. The
claw-shaped population of points creates a very defined band in the drag polar.
During the high-rate full elevator deflection wing rock, it is meaningful to observe that the aircraft does
not deviate much in its direction of travel. There is a change in the yaw angle of the aircraft; however, it
does not seem to translate to actually changing the aircraft flight path. It is important to note that there
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was no wind while this motion was being recorded, so the effects that are seen are solely the result of the
aircraft configuration.
Moving to the normal-rate full elevator deflection wing rock, a vastly different motion can be seen. The
entrance is not as violent, at only about 1.5g, and unlike the high-rate elevator deflection wing rock, the
normal-rate wing rock oscillatory motion is regular in both amplitude and period. The period the oscillations
is consistently 2.4 sec. The overall motion seems rather sinusoidal in nature yet the yaw motion has a phase
offset with each oscillation yielding a clockwise circular flight path. This yaw generating phase offset is
thought to be the result of prop wash onto the wing; however, what is even more interesting is that the
phase offset, and the net yawing motion subsides after approximately one full rotation, with the aircraft then
following a more or less straight path. This phenomena was seen during multiple normal-rate full elevator
deflection wing rock motions all of which occurred while there was no wind.
As a result of the oscillatory orientation of the aircraft, the freestream velocities of the aircraft oscillate
drastically as well. The oscillation of the aircraft vertical and sideways freestream velocities create osculations
in angle-of-attack and slide slip. Both the aircraft vertical and sideways freestream velocity values and the
angle-of-attack and slide slip values exponentially increase in amplitude while diverging from each other
and then dampen and converge afterward. As a result of these freestream oscillations, the lift and drag
coefficients seem to have a similar resultant oscillations, which exponentially increase and then dampen,
with the drag coefficients oscillating one full cycle behind that of the lift coefficient. The lift and drag
curves, seen in Fig. 4.23, show this oscillation in the form of many hysteresis loop, which once again have
claw shaped profiles; however, are much more defined and less overlapping than in the high-rate full elevator
deflection wing rock case. Looking at the drag polar in Fig. 4.24, there are distinct hysteresis loops, which
are the result of the drag coefficient oscillation lagging the lift coefficient oscillation, as mentioned earlier.
On the polar, there is also an area of high point population, which result from the time periods of low
amplitude oscillation, at the beginning and end of the wing rock.
Once again it is important to note that there was no wind during the time of the flight, so the effects
captured are solely the result of the aircraft configuration. This type of unsteady wing rock motion has yet
to be described in the literature.
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Figure 4.17: Trajectory plot of the UIUC Subscale Sukhoi during a high-rate full elevator deflection wing
rock (the aircraft is drawn six times larger than the actual size and once every second).
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Figure 4.18: A time history of the UIUC Subscale Sukhoi aircraft state during a high-rate full elevator
deflection wing rock.
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Figure 4.19: The lift, drag, and moment curves of the UIUC Subscale Sukhoi during a high-rate full elevator
deflection wing rock: a) shown with points and b) shown with lines and time in seconds overlaid onto the
plot.
73
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
CD
C L
(a)
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
CD
C L
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
2627
(b)
Figure 4.20: Drag polar of the UIUC Subscale Sukhoi during a high-rate full elevator deflection wing rock:
a) shown with points and b) shown with lines and time in seconds overlaid onto the plot.
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Figure 4.21: Trajectory plot of the UIUC Subscale Sukhoi during a normal-rate full elevator deflection wing
rock (the aircraft is drawn six times larger than the actual size and once every second).
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Figure 4.22: A time history of the UIUC Subscale Sukhoi aircraft state during a normal-rate full elevator
deflection wing rock.
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Figure 4.23: The lift, drag, and moment curves of the UIUC Subscale Sukhoi during a normal-rate full
elevator deflection wing rock: a) shown with points and b) shown with lines and time in seconds overlaid
onto the plot.
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Figure 4.24: Drag polar of the UIUC Subscale Sukhoi during a normal-rate full elevator deflection wing rock:
a) shown with points and b) shown with lines and time in seconds overlaid onto the plot.
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Chapter 5
Summary, Conclusions, and Future
Work
5.1 Summary
High angle-of-attack flight testing was performed using the UIUC Subscale Sukhoi, which is a 35% scale,
2.6 m (102 in) wingspan Sukhoi 29S electric model aircraft that was developed at the University of Illinois
at Urbana-Champaign. The aircraft was instrumented with a custom sensor data acquisition system that
allows the motion and control inputs of the aircraft to be captured at 100 Hz. During the spring, summer,
and fall of 2015, the UIUC Subscale Sukhoi was flown through a variety of high angle of attack maneuvers.
The aircraft was flown through un-powered aggravated stalls, descending harriers, walls, and wing rock flight,
during which flight data was recorded by the sensor data acquisition system. The flight data recorded during
the maneuvers was processed to produce flight path trajectory plots, time histories and aircraft aerodynamic
coefficient data. These plots showed unsteady aerodynamic effects exhibited by the aircraft.
5.2 Conclusions
• The instrumented UIUC Subscale Sukhoi aircraft was able to capture unsteady aerodynamic effects of
high angle-of-attack maneuvers. More specifically, the unsteady nature of aggravated stalls, descending
harriers, walls, and wing rock flight was captured, processed and presented.
• The flight test results showed that given a certain aircraft configuration, the aircraft can experience a
constant frequency wing rock motion that causes the lift and drag coefficients to oscillate while rapidly
increasing then decreasing in amplitude. In addition, the yaw motion has a phase offset yielding a
clockwise circular flight path. This yaw generating phase offset was thought to be the result of prop
wash; however, what is even more interesting is that the yawing motion subsides after approximately
one full rotation, at the same time the coefficients dampen to a steady state oscillation, and then the
aircraft follows a more or less straight path. This type of unsteady wing rock motion has yet to be
described in the literature.
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• There are considerable limitations in the motion data that can be captured by the current version
of the sensor data acquisition system due to the inertial measurement unit used, the XSens MTi-G.
The position estimate produced by the IMU EKF AHRS can only be trusted when the built-in GPS
receiver is not denied of signal for long periods of time, meaning that the GPS antenna located atop
the aircraft cannot be oriented away from the sky for too long. The orientation estimate by that same
AHRS is also sensitive to magnetic fields and can only be trusted when it is far away from possible
sources, primarily a running electric motor propulsion system; this means that for a proper orientation
estimate to be made, the motor must not be running.
5.3 Future Work
There are a multitude of ways that this research, of capturing the unsteady aerodynamic effects of high
angle-of-attack maneuvers, can be expanded. The foremost problem at hand is the lack of a data acquisition
system that is capable of correctly capturing the motion of the aircraft regardless of the aircraft orientation
or electric motor propulsion system induced magnetic fields. The problem ultimately leads to attaining an
altitude heading and reference system that is tolerant to these conditions, applying more robust, possibly
vehicle specific, filtering and integration techniques. Solving this problem would allow a greater variety of
high angle-of-attack maneuvers to be captured and analyzed.
Hardware modifications could also be used to aid in solving the aforementioned problem of properly
capturing the motion of the aircraft. Such changes could include the use of a diversity GPS receiver with
multiple GPS antennas to provide GPS reception at any attitude. In addition, shielding elements could
be placed between the IMU and the propulsion system to shade the built-in magnetometer from induced
magnetic fields.
Another modification that could be made to the aircraft would be the replacement of the the electric
motor with a gasoline internal combustion engine to eliminate the large induced magnetic fields; however,
a completely different set of problems would be created. If a gasoline engine were to be used, a significant
amount of vibration would be produced by the engine, which would need to be filtered out. In addition, the
engine ignition system would create a magnetic field pulse during each combustion cycle, which would also
need to be filtered out. Finally, the aircraft would have time varying inertial properties, which would need
to be estimated throughout the flight. These are only a few of many advantages and disadvantages that
would result from replacing the electric motor with a gasoline engine.
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An improvement in motion data acquisition capabilities would conceivably allow powered maneuvers to
be captured. Once this occurs, the thrust and torque produced by the propeller will need to be quantified
for a set of angular rates and advance ratios expected during flight. As the propeller is too large to be tested
in the UIUC low turbulence wind tunnel, alternate testing methods will need to be used. In the absence of
a larger wind tunnel, an alternate method could incorporate the use of a vehicle-based rolling rig, whereby
the vehicle drives down a road at various speeds while the propeller is rotated at various rates providing a
sweep of advance ratios and angular rates.
Additionally, it would be interesting to further explore the unsteady wing rock phenomena witnessed
with the UIUC Subscale Sukhoi. Future research in this area would include an investigation to the cause
of the unsteady wing rock motion. Such work could also include the use of other measurement techniques,
for example with the use of tufts. This could be extended to a broader investigation of wing rock using a
multitude of aerobatic aircraft platform configurations.
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