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September 14, 1976 
Dr. Elias Schutzman 
Engineering Division 
1800 G Street, N.W. 
National Science Foundation 
Washington, D. C. 	20550 
Subject: Annual Technical Letter for 
NSF Grant No. ENG75-14456 
"High Capacity Laser Holographic Data Storage" 
Dear Dr. Schutzman: 
Please accept this Annual Technical Letter for the above grant. 
This is a brief interim report and includes reprints of our grant pub- 
lications. A comprehensive Final Report will be sent to you about five 
months from now. 
Progress Summary (September 1975 to September 1976) 
The primary accomplishments during the last year are represented 
in the attached three publications. These papers describe recent ex- 
perimental and theoretical results that have greatly improved the under-
standing of the physical processes in and the potential of volume holo-
graphic data storage and retrieval in electro-optic crystals. A most 
important extra dividend from this work has been the establishment of 
diagnostic procedures for determining the suitability of given electro-
optic crystals to fulfill a specific application requirement (e.g. data 
recording, modulator, grating coupler, etc.) 
The paper "Unified approach to the formation of phase holograms 
in ferroelectric crystals" describes in detail, from initial writing to 
saturation, the formation of holographic refractive-index gratings in 
electro-optic crystals. This shows in specific terms the roles of 
drift and diffusion of photoexcited electrons in producing internal 
electric fields that modulate the index of refraction. 
The article "Use of dynamic theory to describe experimental re- 
sults from volume holography" explains, for the first time, the complex 
interaction of the light waves (incident and diffracted) inside an 
electro-optic grating. The incident beam is diffracted inside the crys-
tal and the resultant two beams interfere with each other producing 
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changes that may either add to or subtract from the existing holographic 
grating. These effects are extremely important in data hologram re-
cording and in the fabrication of gratings for use in integrated optics 
applications. 
The paper "Determination of physical parameters and processes in 
hologram formation in ferroelectrics" describes how the results of simple 
holographic experiments may be used to establish the parameters and 
processes occurring in a particular electro-optic crystal sample. This 
information is useful in that a material specimen may be analyzed with 
routine measurements to determine whether it is suitable for a particular 
application. This greatly relieves the need to fabricate an actual de-
vice in order to test it. 
Personnel  
The following personnel have been or now are involved in one or 
more aspects of this grant. Many of these people were supported with 
State of Georgia funds. Faculty involved are: C. O. Alford, W. R. 
Callen, T. K. Gaylord, G. S. Smith, and H. C. Viljoen (University of 
Stellenbosch). Graduate students involved are: D. E. Duncan, R. 
Magnusson, J. A. Maynard, S. F. Su, and J. E. Weaver. Undergraduate 
students involved are: E. Hammonds and C. Nicklaw. A high school 
student involved was: P. Small (NSF Summer Institute student). 
Sponsor Visits  
On August 5, 1976, Dr. Charles Polk, Director of the Engineering 
Division of NSF visited Georgia Tech and reviewed the experimental and 
theoretical work being performed on this grant. 
Award  
The "Outstanding Young Faculty Research Award" of the Georgia Tech 
chapter of Sigma Xi was awarded to Thomas K. Gaylord. This was spec-
ifically given for the published papers "Unified approach to the forma-
tion of phase holograms in ferroelectric crystals" and "Use of dynamic 
theory to describe experimental results from volume holography." 
If any further information is needed before the Final Report, please 
contact me and I will be happy to supply it to you. 
Very sincerely, 
Thomas K. Gaylord 
Associate Professor 
TKG:da 
Enclosures: 3 copies each of 
J. Appl. Phys. 46, 5208 (1975) 
J. Appl. Phys. 47, 190 (1976) 
J. Appl.  Phys. 47, 2757 (1976) 
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National Science Foundation 
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Gentlemen: 
Enclosed in triplicate is the final fiscal report for Grant Number 
ENG75-14456. 
If you have any questions or desire additional information, please 
let us know. 
Sincerely, 
C, - 
Evan Crosby / 
Associate Director 
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8. SUMMARY (Attach list of publications to form) 
The concept of very high capacity optical storage and retrieval of information 
is based on the fact that data can be stored in either two dimensions (on a surface) 
or in three dimensions (in a volume), and that for idealized conditions at visible 
wavelengths, the storage capacity is 4x 10 8 bits/cm2 in two dimensions and 8 x 1012 
bits/cm3 in three dimensions. 	High-capacity storage in volume by holographic tech- 
niques was the focus of this research grant. 	While of fundamental importance, this 
was found tp be but one aspect of volume holography. 
Much basic scientific information has resulted from this research. 	This is ex- 
panded in detail in the publications given on the attached list. 	This information is 
having an increasing effect on integrated optics and optical communications through 
its impact on material parameter evaluation and performance characterization of 
optical devices for modulation, distributed feedback, reflecting, filtering, and 
coupling. 
The potential characteristics of volume holographic systems identified are 
numerous and interrelated. 	Some of these are: 
(1) High Capacity Storage. 	Vast quantities of data (1013 bits) may potentially 
be stored and randomly accessed using volume holography. 	This mass store may be 
archival, read-mostly, fast recording, or fast read-write-erase. 
(2) Random Access. 	Using the laser holographic technique, all stored informa- 
tion is randomly accessible. 
(3) Two-Dimensional Format. 	Due to the nature of optical holography, the data 
is inherently stored in a two-dimensional format. 	This may be an image (two- 
dimensional analog data) or a data page (two-dimensional digital data). 
(4) High Transfer Rate. 	The holographic reconstruction process reporduces an 
entire page with each read-out positioning of the laser beam. 
(5) Multi-Port Configuration. 	Entirely new processing architectures are 
possible with holographic optical memories due to their multi-port capability. 
There are several types of use for a multi-port store. 	These include: 	record access 
systems, simultaneously shared memory processing, and parallel processing. 
(6) Analog and Digital Storage. 	The same volume holographic storage system may 
simultaneously contain stored images (analog information) and store data pages 
(digital information). 
(7) Analog Processing. 	A volume holographic system is uniquely useful in 
analog processing as a general complex two-dimensional filter for pattern recognition 
(correlation by vender Lugt filtering), feature extraction, image enhancement (such 
as deblurring), or other types of picture processing. 
See Attached Page 1 
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ATTACHMENT - PAGE 1 
(0) Digital Processing. It has recently been shown that logic operations may 
be performed between pages of digital data stored in a volume holographic storage and 
retrieval system. Thus, if each page contains 10 4 bits, there are effectively 10 4 
 operations performed in one operational cycle. This represents true optical parallel 
processing of two-dimensional digital data. 
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I. 	ABSTRACT 
A program of study of high capacity laser holographic data 
storage in electrooptic crystals was undertaken. This study focused 
on the problems associated with very high capacity storage (through 
multiple hologram superposition in volume), optical processing of 
holographic stored data, and the optically-induced physical processes 
occurring in electrooptic crystals. 
A number of important problem areas were identified and then 
were experimentally and theoretically investigated. The results 
obtained may be broadly classified in four categories: 1) Optical 
memory systems, 2) Optically-induced physical processes, 3) Dynamic 
theory of hologram formation, and 4) Instrumentation. Thus it is 
seen that modern research in this area encompasses many diverse fields 
and that only through a unification of these is one able to understand 
holographic storage and processing. 
Single hologram and multiple hologram recording experiments 
were performed using the experimental configuration shown in Fig. 1. 
Holograms were recorded and were analyzed at wavelengths of 488nm, 
515nm, and 633nm. 
These experimental results along with the various theoretical 
results obtained are presented in this report. 
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Figure 1 Experimental Configuration for Investigating Recording and Readout in Electro-Optic Crystals 
II. POTENTIAL ENGINEERING APPLICATIONS 
The concept of optical storage and retrieval of information received 
impetus from the work of P. J. van Heerden in 1963. He showed that optical 
information could be stored holographically in either two dimensions (on a 
surface) or in three dimensions (in a volume), and that for idealized 





in two dimensions and 8 x 10
12 bits/cm3 in three dimensions. High- 
capacity storage in volume by holographic techniques has since been the 
subject of much study. While of fundamental importance, this is but one 
aspect of volume holography. The numerous features of volume holographic 
systems are listed below. 
Also of great importance, is the basic scientific information that 
is resulting from this research. This information is having an increasing 
effect on integrated optics and optical communications through its impact 
on material parameter evaluation and performance characterization of optical 
devices for modulation, distributed feedback, reflecting, filtering, and 
coupling. This is discussed after the listing of volume holographic system 
features. 
The potential characteristics of volume holographic systems are numerous 
and interrelated. Some of these are: 
1. High Capacity Storage. Vast quantities of data (..10
13 
bits) may 
potentially be stored and randomly accessed using volume holography. 
This mass store may be: 
(a) archival. The data may be stored "permanently" and have a life-
time on the order of 10
3 
years. Applications might include map 
storage, computer software storage, defense data storage, etc. 
(b) read-mostly. The information may require changing at a slow rate. 
3 
Applications might include inventory data storage, weather predic-
tion data storage, etc. 
(c) fast recording. The storing device may be a high data rate re-
corder. Storage may be temporary in this mode but input data 
rates are very high. This would be a very fast reusable mass 
store for use with interrupted optical communication channels, 
high data rate telemetry, etc. 
(d) fast read-write-erase. The mass store may be basically a large 
and fast computer memory. Signals are continually written, re-
written, and read out. 
2. Random Access. Using the laser holographic technique, all stored 
information is randomly accessible. Only the deflection of a laser 
beam to a new location and angle is required. 
3. Two-Dimensional Format. Due to the nature of optical holography, 
the data is inherently stored in a two-dimensional format. This may 
be: 
(a) an image (two-dimensional analog data) or 
(b) a data page (two-dimensional digital data). 
4. High Transfer Rate. The holographic reconstruction process repro-
duces an entire page with each read-out positioning of the laser beam. 
Thus the entire image or data page is accessed in a single operational 
cycle. For example, with 104 bits/page and a 10
-6 second access time, 
the transfer rate is 10
10 
bits/second. 
5. Multi-Port Configuration. Entirely new processing architectures are 
possible with holographic optical memories due to their multi-port 
capability. That is, the stored images or data pages may be accessed 
by multiple users simultaneously. Operationally multiple laser beams 
4 
would read out holograms simultaneously. This is possible since the 
beams do not interact with each other and are not in any way impeded 
by each others presence. There are several types of use for a multi-
port store: 
(a) record access system. Many users would have simultaneous access 
to large blocks of information in this scheme. 
(b) simultaneously shared memory processing. A processor is attached 
to each port of the memory in this application. 
(c) parallel processing. In this configuration, the processors 
are interconnected. Processed signals are transferred between 
individual processors. This allows true digital parallel 
processing with a single data store (unlike Illiac IV, for ex-
ample, where each processor requires its own memory). 
6. Ease of Recording Two-Dimensional Information. Due to the optical 
nature and the two-dimensional nature of storage and retrieval in holo-
graphy, it is extremely straight forward to store two-dimensional sig-
nals for processing. 
7. Analog and Digital Storage. The same volume holographic storage 
system may simultaneously contain stored images (analog information) 
and stored data pages (digital information). 
8. Analog Processing. A volume holographic system is uniquely useful in 
analog processing of two-dimensional information. The image or data 
page to be processed and the two-dimensional filter may both be stored 
in the same storage medium. The filter could be a general complex 
two-dimensional filter for pattern recognition (correlation by vander Lugt 
filtering), feature extraction, image enhancement (such as deblurring), 
or other types of picture processing. The filter is ready for use in 
5 
its stored condition. The image or data page needs only to be read out 
and optically passed through the filter at the proper angular access 
orientation. This represents true optical parallel processing of two-
dimensional analog signals. 
9. Digital Processing. It has recently been shown that logic operations 
may be performed between pages of digital data stored in a volume holo-
graphic storage and retrieval system. By introduction of a phase shift 
in the reference beam and reintroducing one of the pages as the object 
beam, it is possible to perform an "exclusive or" operation between 
each corresponding bit on the two pages. Thus, if each page contains 
10
4 
bits, there are effectively 10
4 
operations performed in one opera-
tional cycle. This represents true optical parallel processing of two-
dimensional digital data. In addition, the Boolean "or" is straight- 
forwardly obtainable. Using the basic "exclusive or" and "or" operations, 
all other Boolean operations may be implemented. 
Research in volume holography is contributing much new scientific in-
formation of broad value. One such area of contribution is in the deter-
mination of physical processes and parameters in electro-optic crystals. 
Our own work (J. Appl. Phys., vol. 47, pp. 2757-2758, 1976) has shown how 
the electron mobility, lifetime, generation rate, drift length, diffusion 
length, and dielectric relaxation time may be determined from fundamental 
holography experiments. This provides information and powerful diagnostic 
tools for all areas of optical science and engineering (such as optical 
communications) that utilize electro-optic materials. The potential per-
formance characteristics of given materials can thus be estimated in ad- 
vance as well as obtaining information about altering the performance through 
modification of the physical parameters (for example, by doping or by applying 
a d.c. electric field). 
6 
Another major area strongly affected by the contribution of new 
information from this research is integrated optics and grating components. 
The generation and characterization of holographic gratings is central to 
this research. The analysis of the externally measurable diffraction effects 
due to grating shape (deviations from sinusoidality in the grating vector 
direction) and due to variations with grating thickness (nonuniformities 
in the direction perpendicular to the grating vector) represent studies 
that have an important impact on high efficiency holographic grating fab-
rication and the construction of distributed feedback lasers, Bragg reflec-
tors, Bragg filters, and optical grating couplers. This research should 
ultimately lead to the development of synthesis and design techniques 
whereby a grating component may be constructed with a given set of charac-
teristics for a specific application. 
7 
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OPTICAL MEMORY SYSTEMS 	 OISD ENCYCLOPEDIA 
Optical Memory Systems 
That gap between the memory system needed and existing memories 
has only increased. Already the need for large-capacity rapid-access 
storage has raced ahead of existing technology. And the need is 
steadily growing. 
There has been what seems to be an inherent tradeoff between 
memory capacity and access time. Rapidly developing optical mem-
ory technology, however, promises to avoid the tradeoff and fill the 
gap. Figure 1 graphically represents the state of existing memories, 
and the expected performance of optical memories. 
Storage categories 
The need for mass storage may be divided into several categories. 
Perhaps the least demanding of these categories is archival storage 
or record access. In this category large amounts of data need to be 
stored in a central memory and occasionally accessed. Examples 
include libraries, insurance data, medical data, seismic data, criminal 
data, tax information, patent records, telephone numbers, stock 
market information, computer softwear packages, defense data, 
postal data, credit data, large inventories, etc. Numerous govern-
mental and private organizations currently have magnetic tape 
libraries containing over 200,000 reels of magnetic tape. Informa-
tion stored in this manner is both expensive and very slowly acces-
sible. This category of storage primarily requires a read-only mem-
ory, as changing the data occurs infrequently by computer stan-
dards. 
A second category requires high data rate recording and temporary 
storage. An example would be high bit rate optical communications 
systems. In optical communications efficient use of turbulent channels 
will require very high capacity, very fast, reusable mass storage for 
recording during temporary interruptions of these channels. Another 
example is data recording during a space probe fly-by. Here a great 
amount of data is gathered during a brief period of time. If this informa-
tion could be stored, it could later be transmitted at a low bit rate to 
minimize transmission errors in the data. Large scale weather pre-
diction programs are still another example where large amounts of 
data need to be stored temporarily. 
A third category for high capacity storage is in computer memories. 
Present day computing systems utilize a complex hierachy of storage 
devices. Some of the more important of these memories are magnetic 
tape, disks, drums, cores, and semiconductors. The access times and 
storage capacities of these devices are given in Figure 1. Modern 
computers use a combination of the large and slow along with small 
and fast memories in a hierarchical structure to realize efficient com-
puting. The optical memory, due to its very high capacity and fast 
random access, offers the potential of replacing a large portion of the 
existing memory hierarchy. This is probably the most obvious applica-
tion of high capacity, rapid access optical memories. 
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COMPARISON OF VARIOUS TYPES OF MEMORIES 
Figure 1. A graphic view of the present and future performance of 
various memory systems. 
The development of new computer architectures is another area 
where optical memories will prove useful. This represents a new area 
based in part on the multi-port capability of optical memories [1] 
and will be discussed in more detail in a later section. 
Today several hi h, capacity memories using nonoptical technol- 
ogy are available 191. These include the Ampex Terabit System 
(TBM) and the Grumman Masstape System. These memory systems 
are shown in Figure 1 to have access times of about 10 seconds. The 
maximum storage capacities for these memories are 8.8 X 10" bits for 
the Grumman Masstape and 2.9 X 10 12 bits for the Ampex Terabit 
System. While this amount of storage is certainly adequate, the long 
access times make these systems unusable as rapid random access 
memories. 
DESIGN DECISIONS 
Design of an optical memory system has received much analysis (see 
e.g. refs. 5, 15, 17, 24, 30, 34, 35). Among the fundamental design 
decisions are: 
1. Information should be stored in holographic form as opposed to 
direct image storage. In the typical configuration, the hologram will be 
the recording of the interference pattern between the Fourier trans-
form of the bit pattern and a plane wave reference beam. Due to the 
distributed nature of the information, the storage of data in holographic 
form provides protection from localized loss of data due to material 
imperfections or dust. 
2. Information should be stored in a page organized format as op-
posed to a three dimensional isometric view. The ability of holography 
to provide three dimensional views of objects is of no particular value 
in mass data storage. The reconstructed data will simply be in the form 
of two dimensional pages. 
3. Information should be stored in a binary code as opposed to a 
pictorial representation. A page of binary data would appear as a 
series of bright and dark spots representing the 1's and Us of the 
digital data. Pictoral representations, such as a printed page, a draw-
ing, a map or a photograph, are also usable. However, for very high 
information densities, constraints on the page composer and the 
detector matrix favor the use of binary code. 
4. Information should be stored in thick holograms as opposed to thin 
holograms. The theoretical storage density of two dimensional (thin) 
holograms is 4 X 10' bits/cm 2 (one bit per square area one wavelength 
on a side) whereas in three dimensional volume (thick) holograms the 
theoretical storage density is 8 X 10 12 bits/cm' (one bit per cube 
volume wavelength on a side) [36]. Obviously for truly high capacity 
storage, thick holograms (such as optical crystals) need to be used 
instead of thin holograms (such as in photographic emulsions or metal 
films). Holographic memory systems have been described which 
utilize three-dimensional storage [10, 12]. These systems superpose 
many holograms at a single location inside the thick recording medium 
by using a different reference beam angle for each hologram. Be-
cause of their volume nature, these holograms exhibit very strong 
angular selectivity [13, 21]. That is, to read a hologram, the reference 
beam must illuminate the hologram, within a narrow angular corridor 
about the Bragg angle for that hologram. Illumination outside of this 
angular corridor produces a rapidly decreasing intensity of recon-
structed data. In addition, the thicker the hologram is, the narrower the 
angular corridor for reconstruction becomes. The superposition of 
multiple holograms at a single volume location introduces the addi-
tional problem of writing new holograms in that volume without affect-
ing those already there. When lithium niobate is used as the three 
dimensional storage material, this problem may be solved by the 
application of an external electric field [2, 28]. This greatly increases 
the sensitivity for writing while the sensitivity for erasure remains 
unchanged and at a much lower value. Thus as a new hologram is 
written, the other holograms at that location are only slightly erased. 
In addition, multiple hologram storage has been achieved in lithium 
niobate by applying a thermal bias [29]. This has allowed the 
selection of the erase/write asymmetry required for multiple holo-
gram storage. With this technique, over five hundred holograms, 
each with more than 2.5% diffraction efficiency were recorded in 
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TABLE 1 
TYPES OF BEAM DEFLECTORS 
GALVONOMETERS ACOUSTO-OPTIC ELECTRO-OPTIC 
Moving iron galvonometer 
Moving coil galvonometer 
Alpha-iodic acid (a - HI0 3 ) 
Lead molybdate (PbMoO 4 ) 
Tellurite glass 
TI 3 AsS4 
Water (I-120) 
As 2 S 3 glass 
Te0 2 
Lithium niobate (LiNbO3) 
Strontium barium niobate (Sr, Ba 0.25 Nb2 06 ) 
Nitrobenzene 
Potassium tantalum niobate (KTN) 
of a single hologram among superposed holograms has been sol-
ved by writing a complementary hologram in which the refractive 
index changes cancel with those of the original hologram [20]. 
5. The optical memory system should contain no moving parts. This is 
necessary to achieve realistic operating speeds that are consistent 
with computer requirements. In addition, mechanical movements in a 
complex memory system may well reduce the reliability to an unac-
ceptable level. 
OPTICAL MEMORY COMPONENTS 
To construct an optical memory five basic components are needed: an 
optical source, beam deflectors, a page composer, the recording 
material, and a detector matrix. These components are then inter-
faced with each other using conventional optics and electronics. The 
technologies associated with page composers, beam deflectors, and 
recording materials, overlap each other to a large extent. Specifically, 
it is conceivable that lithium niobate may be used in all three compo-
nents. 
Optical source 
A laser is needed to produce the coherent, collimated light required in 
an optical memory system. The laser must be gated or pulsed to 
operate at about 10' pulses per second. Additionally, an average 
optical power of about one watt will be needed. These requirements 
as well as requirements on the reliability, amplitude stability, and 
frequency stability can all be met with existing lasers. Completely 
satisfactory, argon ion lasers are available. The drawbacks of this 
laser are its high cost (about $20,000) and its low efficiency of conver-
sion of electrical power to optical power (about 0.1%). 
Beam deflectors 
An optical memory system must utilize a number of beam deflectors to 
accurately position the laser beams for the reading, writing, and 
erasing operations. This positioning process must be both quick and 
accurate. 
As shown in Table 1, there are three basic types of deflectors: 
galvonometers, acousto-optic deflectors, and electro-optic deflectors. 
A number of examples in each of these categories are also listed. The 
performance of a deflector may be quantified by the resolution and the 
random access time. Resolution may be defined as the maximum 
deflection angle divided by the diffraction limited angle. This ratio 
gives the total number of resolvable spots or total number of resolva-
ble angular positions. Random access time is the time required to 
deflect the laser beam to a new angular position. 
An extensive comparison of light beam deflectors has been per-
formed by Zook [38]. Mechanical galvonometer deflectors are too 
slow for fast access memory applications (which require an access 
time of approximately one microsecond). Acousto-optic and electro-
optic deflectors, on the other hand, can be constructed to achieve the 
necessary access times. These devices, however, lack the resolution 
attainable in galvonometers and must frequently be cascaded to 
achieve the number of resolvable locations needed. For example, an 
electro-optic deflector has been built capable of resolving a two di-
mensional array of 1024 X 1024 spots using twenty stages of deflec-
tion with an access time of 0.8 microseconds. [23] . 
Page composer 
The input device for the optical memory is a page composer (block 
data composer), which converts digital electrical signals directly into a 
two dimensional optical array of bits. The page composer will be 
located in the object beam of the two beam holographic configuration. 
Reconstruction of the recorded data will duplicate . the array of l's and 
O's (bright and dark spots) generated by the page composer. 
There are a number of characteristics that the page composer must 
possess. These requirements include: 1. High frame speed—it must 
be possible to rapidly change the data page in the page composer. 
The change time ideally must be in the microsecond range. 2. High 
resolution—The size of each bit in the page composer needs to be 
small. Sizes in the range of 10 to 100 microns would be suitable. 3. 
Large aperture—The total area of the page composer transverse to 
the laser beam needs to be large enough to accommodate the number 
of bits per page desired. For many applications the bit array size 
should be in the range of 64 X 64 elements to 1024 X 1024 elements. 
4. High contrast ratio—The achievement of a high contrast ratio 
relaxes the subsequent requirements on the recording material and 
the detector matrix. A contrast ratio of 100 to 1 or greater is desirable 
and this has been achieved in a number of page composer type 
devices. 5. Stability—The characteristics of page composer materials 
must not be degraded by exposure to high intensity light (the object 
beam). 6. Uniformity—Material nonuniformities in the block data com-
poser must be below the minimum level associated with the onset of 
readout errors in the memory system. 
A wide variety of approaches exist for the construction of page 
composers. A number of these approaches are listed in Table 2. 
Obviously, a large number of physical effects and a large number of 
materials are potentially usable in page composers. Liquid crystal 
block data composers [27, 37] appear to be very useful. RCA has 
constructed a 1024 bit liquid crystal page composer [30]. A major 
problem with liquid crystal page composers has been their relatively 
slow frame speed (on the order of 100 ms). Lead lanthanum zirconate 
titanate (PLZT) block data composers [25] also appear to be very 
promising. These page composers, which do not suffer from a slow 
frame rate, have four basic modes of operation: strain biased mode, 
scattering mode, edge effect mode, and differential phase motie [11]. 
This last mode of operation eliminates the detrimental effects of 
background nonuniformities in the PLZT, but requires a double holo-
gram exposure through the data mask. Two recently developed ap-
proaches to block data composers utilize a thin, deformable, mem-
brane mirror array [8] and the thermally induced shift in the optical 
absorption band edge in CdS [18]. 
Recording material 
The central element of the optical memory is the recording material. 
This piece of material, often rather small in size, provides the entire 
storage capacity of the optical memory system. Recording materials 
must possess a number of important characteristics to achieve the 
high storage capacities that have been predicted for optical 
memories. These requirements on the optical recording material in-
clude: 1. High sensitivity—It is desirable that only a small amount of 
optical energy per unit area be needed to record the hologram of a 
data page. Table 3 lists the necessary writing energy densities for a 
number of recording materials. For a practical system an energy 
density of about 1 milljoule/cm 2 or less will be needed. 2. Large 
diffraction efficiency—Diffraction efficiency is the fraction of the read- 
















Polarization rotation by induced birefringence 	 PLZT (ceramic), Bi,Ti 50, 2 KDP, KD"P, ADP 
(electrooptic effects) 
Phase changes by formation of surface relief 	 Thermoplastics, Photoplastics, Thin metalized 
pattern 	 membranes 
Phase disturbances by piezoelectric excitation 
	
Mirrored piezoelectric crystals 
of reflecting surfaces 
Optical density change by induced absorption 
	
Photochramics, Cathodochromics 
Optical scattering change by electrical agitation 
	
Liquid crystals 
Polarization rotation by magnetooptic effects 
	
MnBi, Eu0:Fe, Ni-Fe FeB0 s , FeF 3 
Traveling phase changes by acoustooptic inter- 
	
Water (and other liquids), Fused quartz (and 
action (Debye-Sears and Bragg effects) 
	
other amorphous solids), PbMoO 4 (and other 
crystals) 
Electrode matrix, Electron beam, Light beam 
(with photoconductor) 
Electron beam, Electrode matrix plus charge 
Individual switches to an rf driver 
Light beam (uv) plus flood illumination for erase, 
Electron beam plus flood illumination for erase 
Electrode matrix, Light beam (with photo-
conductor) 
Light beam (absorption), Conductor matrix 
Transverse interaction of coherent light and 
traveling acoustic waves 
Electrode matrix for heating and heat sink sub-
strate for cooling 
Thermally induced shift in absorption band edge 	CdS, CdSe, As,S, 
Optical scattering by poled and unpoled 	 PLZT (ceramic) 
regions of a ferroelectric 
Phase changes by variation of optical path 	 Electrostrictive materials, PLZT (ceramic) 
length 
Reflection changes from thin, deformable 	 Metal films over a substrate support structure 
membrane mirror elements 
extended version of table from H. N. Roberts, Applied Optics, vol. 11, pp. 397-404, February 1972. 
Electrode matrix 
Electrode matrix, Double hologram recording 
method 
Electrode feedthrough from transistor on back 
of substrate 
ing light (reference beam) that is diffracted into the reconstructed data 
beam. It must be possible to record a single hologram with a large 
diffraction efficiency, so that in practice many holograms may be 
recorded at a single location, each with an equal share of the total 
maximum diffraction efficiency. Therefore it is desirable to have the 
maximum diffraction efficiency as close to 100% as possible. 3. Eras-
able and rewritable—For a rapid cycle read-write-erase memory sys-
tem, it must be possible to continuously alter the stored data in the 
memory without encountering any degradation in the material charac-
teristics. 4. Long lifetime of stored information—Stored data should 
persist for long periods of time before having to be refreshed. Ideally, 
storage should be permanent. 5. Nonvolatile storage—Data should 
remain recorded in the memory in the absence of system power. 6. 
Nondestructive readout—It should be possible to perform an essen-
tially unlimited number of read operations without degrading or alter-
ing the stored data. 7. Three dimensional storage—To achieve very 
high capacity storage, the information should be stored in thick (vol-
ume) holograms. Together with the requirement of high diffraction 
efficiency, this means that the hologram should be a thick phase 
(nonabsorbing) hologram. 8. High resolution—The storage material 
obviously must be capable of recording the very fine (wavelength size) 
variations of the interference pattern produced by the intersection of 
E-200 
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the object and reference beams. 
Research and development on optical recording materials for opti-
cal memories has produced remarkable advances in the past few 
years. Many different types of materials, as indicated in Table 2, are 
contenders for recording applications. Considering all of the above 
material requirements, the photorefractive materials (optically in-
duced changes in index of refraction) appear to be especially promis-
ing. These materials, often ferroelectric crystals such as lithium niob-
ate and strontium barium niobate (SBN), have been considerably 
developed and improved. For example, in the first use of lithium 
niobate as a recording material in 1968 a writing energy density of a 
approximately 100 joules/cm' was required [7]. Less than six years 
later, doped versions of lithium niobate were shown to exhibit writing 
energy densities of 2 millijoules/cm 2 [26] . This is an improvement in 
sensitivity of almost 5 orders of magnitude. Similar sensitivity im-
provements have been reported for SBN [33]. The other needed 
material characteristics have all been reported in the photorefractive 
ferroelectrics—large diffraction efficiency [3, 7], optical erasing and 
rewriting [2, 14, 28] , long lifetime of stored data [4], three dimen-
sional storage [ 7, 13 ] , etc. At the present time these very favorable 
material characteristics have not been simultaneously observed in a 
single sample. Further, it is still not clear that all of the desired charac-
teristics can coexist in a single doped ferroelectric material. Tradeoffs 
that have not been discovered may exist between the various desired 
properties. Clearly, more basic research on optical recording materi-
als is required to resolve the many remaining questions. If a single 
material can reliably and reproducibly be made with all of the above 
required properties, read-write-erase optical memories will become 
commercially available. 
Detector matrix 
An array of photodetectors is needed to convert the holographically 
reconstructed data into an electrical signal. This photosensitive read-
out array would have one photodiode or phototransistor for each bit of 
data in the reconstructed page. Each sensor in the array would func-
tion as a theshold detector indicating the presence or absence of light 
(a binary 1 or 0). All stored holograms would be read out with the same 
detector matrix (for a single port memory). 
The photodetectors ideally must exhibit a low threshold detection 
power. Noise associated with the operation of the photodetector de-
termines the lower limit of optical power needed for threshold detec-
tion. For a signal-to-noise ratio of about 10, an optical power in the 
range of 0.1 to 1.0 microwatts per bit will be required. Already readout 
arrays operating at 0.3 microwatts per bit have been constructed [6]. 
The second basic requirement on the detector matrix is that a large 
defect free array be constructable with existing technology. Modern 
semiconductor technology has fulfilled this requirement. Bell 
Laboratories has constructed a silicon-diode-array camera tube that 
consists of 525,000 individual photodiodes on a single silicon slice 
[9]. An LSI phototransistor array with 51200 silicon phototransistors 
has been built [22] using multilayer interconnection techniques so 
that any bit can be read out in about a microsecond. Continuing 
advances in semiconductor technology assure the availability of high 
quality photodetector arrays. 
A number of optical memories that have become commercially 
available are listed in Table 4. 
Optical mass memories currently in existence include the IBM 
1360 memory, introduced in 1966 but no longer in production. This 
Photo Digital Mass Storage System uses electron beams for record-
ing and is read out optically. As shown in Figure 1 its trillion bits are 
only very slowly accessible. Precision Instrument's Unicon laser 
mass memory system [16] is an optical mass memory that is now 
commercially available. It uses an argon laser to perform bit-by-bit 
recording by vaporizing small holes in a metallized polyester belt. 
This read-only nonholographic memory has a storage capacity of 7 x 
10" bits and an average access time of somewhat less than 10 
seconds. 
The Holoscan read-only-memory [32] is a very efficient holo-
graphic memory used in credit card verification. Its limited capacity 
(1.2 x 10' bits) and limited access time (2 seconds) are quite ade-
quate for its intended use. The 3M Company has developed the first 
nonmechanical, Jaser, holographic memory [31] to become com-
mercially available. It is also a read-only memory. It has a capacity of 
5 x 10' bits and operates at computer compatible speeds, having a 
random access time of 10 microseconds. This system uses a unique 
two dimensional scannable electron beam pumped semiconductor 
laser for accessing the 1024 x 1024 micro hologram array. 
Figure 2. Possible schemes for new computer architectures 
using an optical memory with a multi-port access capability. 
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New computer architectures 
Optical memories, in addition to increasing the capabilities of existing 
computers,romise to spur the development of new computer ar- 
chitectures ]1
p 
 ]. It is conceptually simple to construct an optical mem-
ory in which any of the data pages may be accessed by multiple users 
simultaneously. This feature, not available in conventional memories, 
allows access to the memory through any of its multiple ports. 
Speed, capacity, and cost relationships have determined a basic 
computer architecture that utilizes a hierarchical memory structure. A  
common way of implementing this structure has been to provide for 
page swaps between a local memory and the mass store, and for word 
(or character) swaps between the local store f - en!ral pro-
cessing unit. Such a structure has inevitably led to  
dressing, replacing pages, multiple contention for pages and memory 
allocation. The contention problem can be relieved by building a mass 
memory with multiple access ports. If such a memory has simultane-
ous read/write capability, then each user demanding use of mass 
memory appears to have complete control. Problems of write protec-
tion, memory allocation and paging still remain, but the speed of the 
mass memory has been effectively increased by having multi-port 
capability. 
Speed can be further enhanced by utilizing a mass memory which 
accesses a single page in one access cycle. This differs from mass 
memory devices such as disks where the page is accessed sequen-
tially making the access time proportional to page size. A parallel 
transfer of a single page between the mass memory and an individual 
memory port coupled with the idea of multi-port simultaneous page 
access can provide a distinctly new storage device for parallel compu-
tation. Current methods in parallel computation utilize multiple pro-
cessors and multiple memories and require many memory to memory 
swaps to perform array type computations. A mass memory with 
multi-port access capability would reduce the word exchanges and 
could enhance parallel computation. 
Three typical applications for a multi-pod memory as shown in 
Figure 2 are: 1. Record access — As previously discussed, many 
applications exist that require the storage and retrieval of large blocks 
of information. This can be realized very efficiently with a multi-port 
memory. In these systems, data would be stored in page format in the 
multi-port memory. Access to any page would be via a terminal 
through one of the memory access ports. The data requirement of 
each terminal is, in some applications, low enough to have one mem-
ory port support several terminals through a multiplexer. Normally 
these terminals are used in a read access mode and would not be 
allowed to perform write operations to the memory. 2. Simultaneously 
shared memory computing — In this application the user performs 
transformations on the data accessed. This adds arithmetic logic units 
to the architecture as shown. 3. Parallel processing — There are many 
scientific problems requiring enormous numbers of computations. 
One approach to this problem has been a multi-processor parallel 
computation technique. Essentially all processors are dedicated to 
solving one step and then, after a transfer to the appropriate proces-
sor, repeating the step-wise computation. Problems arise from syn-
chronization and system reliability when the parallelism is carried as 
far as that in 'Iliac IV. A possible structure for parallel processing is 
also shown in Figure 2. Each processor is connected to the multi-port 
memory through a port. Transfers between processors can be made 
on an outer bus connecting each processor. 
Summary 
There has been a great deal of activity in recent years related to optical 
memories. Research and development have produced advances in 
optical memory components and the materials used in these compo-
nents. In the area of recording materials, more basic research clearly 
is required. The other components for the optical memory are either, 
available or can be with additional engineering effort. 
In the realm of system configurations for optical memories, there 
has been a sizeable effort to develop prototype memory systems. 
Holographic optical memories have been built by RCA Labs, Harris-
Intertype, Bell Labs, Thomson-CSF, Nippon Corp., Optical Data 
Systems, 3M Company, and others. For the most part these are 
limited versions of the full scale high capacity read-write-erase 
memory system of the future. In addition, new computer architec-
tures are being identified to take advantage of and efficiently use the 
unique capabilities that are possible in optical memories. ❑ 
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The use of tensors for describing the physical proper-
ties of crystals is not particularly widespread in under-
graduate curricula. Tensor concepts, however, are 
unavoidable in describing the properties of anisotropic 
media, of which crystals are a very important example. 
This paper describes suggested introductory material on 
tensors for use in an undergraduate materials science 
course. Special emphasis has been placed on com-
municating the basic tensor concepts through the use of 
examples. Mathematical manipulations have intention-
ally been minimized. 
I. INTRODUCTION AND HISTORICAL BACK-
GROUND 
Crystals play a particularly important role in modern 
applied physics. They are used in the fabrication of tran-
sistors, integrated circuits, electro-optic modulators, vari-
ous transducers, etc. The mechanical, electrical, and opti-
cal properties of these crystals are generally anisotropic. 
That is, the properties vary with direction in the material. 
This anisotropic behavior of crystals has been known 
since the beginnings of solid-state science. In fact, this 
behavior led to the categorization of all crystalline mate-
rials into a limited number of distinct groups. 
The description of the physical properties of crystals 
may be concisely given in terms of tensors. It has been 
said, "Tensor calculus has always been the best instru-
ment for dealing with the properties of anisotropic 
media.'" The beginnings of tensor analysis can be traced 
to the work of Gauss in the field of differential geometry 
(circa 1868). Since that time tensors have been success-
fully applied to a number of areas of physics and en-
gineering. These include analytical mechanics, 2 relativis-
tic mechanics, 3 mechanics of continuous media, 4 and 
rotating electrical machinery. 6 These areas developed 
somewhat independently of each other. Simultaneously, 
tensor concepts were applied to describing the physical 
properties of crystals. The first major compilation of this 
information was prepared by Voigt 6 in 1910. Excellent 
modern summaries and reviews of the tensor description 
of crystal properties have since been written by Nye' and 
Smith!' 
II. MOTIVATION FOR INTRODUCING TENSOR 
CONCEPTS 
As our understanding of physical principles and con-
cepts improves, so also should our ability to communicate 
these ideas correctly and concisely. Furthermore, the pre-
sentation of physical ideas should be consistent with the 
level of mathematical sophistication of the learner. 
In these respects it would appear that the use of tensor 
concepts has been largely overlooked even though modern 
students are well equipped in the necessary background 
mathematics. Tensor ideas have been largely confined to 
advanced courses 6 •" and are usually not mentioned in 
undergraduate textbooks on materials science. However, 
the use of tensor concepts is essentially unavoidable in 
the study of solid-state science. Tensors are needed to de-
scribe general relationships between physical quantities 
which may themselves be scalars, vectors, second-rank 
tensors, etc. Many "modern" phenomena, such as the 
electro-optic effect, require the use of tensors for their de-
scription. 
III. PHILOSOPHY AND SCOPE 
A. Method of introducing tensor concepts 
How should the tensor description of physical proper-
ties be introduced to students? A good philosophy was 
that espoused by Newton: "exempla non minus doceunt 
quam precaepta." Examples are not only more palatable 
to students, they are the crux of the information which is 
to be taught. The aesthetic beauty of tensors and tensor 
manipulations is a secondary interest to many students. 
The specific approach used here concentrates on the basic 
uses of tensors and tensor concepts in describing physical 
phenomena. The amount of mathematical manipulation is 
intentionally kept to a minimum. 
B. Scope 
For classroom applications, the scope of tensor con-
cepts and uses needs to be limited to a number of the 
most important areas. It is suggested that these basic 
areas include the following: 
(i) Linear relationships—simple linear relationships 
between physical quantities. 
(ii) Nonlinear relationships—the description of 
higher order nonlinear physical phenomena. 
(iii) Effects of crystal symmetry on tensors—the 
simplification and reduction of tensors as determined by 
crystal structure. 
(iv) Estimating magnitudes of physical effects—the 
use of tensor rank to estimate the relative magnitudes of 
physical effects. 
(v) Relationships between physical effects—the use 
of tensors to interrelate physical effects which occur 
simultaneously in a solid. 
IV. BASIC TENSOR CONCEPTS 
Tensors may be used to represent a wide variety of 
physical properties. A particular tensor is ultimately rep-
resented by a set of components. The number of compo-
nents is equal to N", where N is the dimensionality of the 
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space of the tensor and n is the rank of the tensor. The 
dimensionality of the space in which crystals are rep-
resented is, of course, three (e.g., x,y,z). This is the di-
mensionality that will be used here in the description of 
the physical properties of solids. Higher dimensionalities 
also exist. For example, in relativistic mechanics time 
must be included and thus the space dimensionality is 
four (e.g., x,y,z,t). 
In three-dimensional space, a tensor of rank n thus has 
3 n components. Therefore, a zero-rank tensor has one 
component, a first-rank tensor has three components, a 
second-rank tensor, nine components, and so. forth. A 
tensor of zero rank is a simple scalar and is written with-
out a subscript. A first-rank tensor, is a vector and is 
written with a single subscript indicating its. components. 
A second-rank tensor, is written with two subscripts 
to represent its nine components (i,j = 1,2,3). Thus, in 
general, the number of subscripts on a tensor is equal to 
the rank of the tensor. 
The gradient operation applied to a tensor increases its 
rank by one. For example, the gradient of voltage, a 
zero-rank tensor (scalar), is electric field, a first-rank ten-
sor (vector). Likewise, force, a first-rank tensor (vector) 
becomes stress, a second-rank tensor, and so forth. 
An important characteristic feature of tensors is that 
their components are dependent on the set of mutually or-
thogonal axes to which they are referenced. Thus, the 
components of a tensor are not unique but depend on the 
selection of the reference coordinate axes. This property 
of invariance and the definition of a tensor quantity may 
both be shown by considering the following. 
Two orthogonal coordinate systems (x,y,z and x',y',z') 
having an arbitrary orientation with respect to each other 
are shown in Fig. 1. The direction cosines of x' with re-
spect to x,y,z are given by c ✓ z , respectively. 
Likewise, the direction cosines of y' and z' with respect 
to x,y,z, are given by ay ,„, and a z , „, a z , „ ax z,  re-
spectively. The components of the vector A with respect 
to the x' ,y' ,z' coordinate system are 
z A z , 
A y =ay A +a, A +a, A 
Y 	Yx x 	YY Y 	Yz 
	 (1) 
Ay .ay„A„ + yAy + az. ,A, 
i 
Al 
Fig. I. Two possible sets of or-
thogonal coordinate axes. 
ing to this equation. The vector A, whether it is rep-
resented by the components A' .; (i = 1,2,3) in the primed 
coordinate system or by the componentsA,(j = 1,2,3) in 
the unprimed system, is of course the same vector. These 
representations are completely equivalent. Regardless of 
the set of axes the vector is referenced to, it is the same 
vector and represents the same physical quantity. The 
axes of the coordinate systems may be chosen arbitrarily 




Rank of tensor notation Quantities related 
	expression 




first 	a, 	vector to scalar 
	




au 	second-rank tensor to 
scalar 	 A ;; = aii13 
vector to vector 	A ; = 	auk; 
third 
	 auk 	third-rank tensor to 
scalar 
	
A ijk =  ceakB 




vector to second-rank 
tensor 	 A = aw,B)k 
vector to two other 
vectors 
	





or, written in matrix form, 
fourth 	ad m 	fourth-rank tensor to 
scalar Auk, = (YijklB 
[Ai 
= 	a 
rx,r az. y aas][41 
A y' i, ay. , A y  
Ay az, z az  r y az, A z  
(2) 
By letting the subscript i = 1,2,3 for x',y',z', respective-
ly, and the subscript j = 1,2,3 for x,y, z, respectively, the 
primed (new) components of the vector A in terms of the 
unprimed (old) components of the vector A may be ex-
pressed concisely as 
third-rank tensor to 
vector 
	
A0,, = E a00, 
second-rank tensor to 
second-rank tensor 	AO = 	auktBk/ 
second-rank tensor to 
two vectors 	Au = auktBkCE 




vector to second-rank 
44' i .Ea A • 
	 (3) 
	
tensor and vector 	A, = E a,m1B AC I 
This is the transformation law for vectors. A vector is de- 
fined as a quantity whose components transform accord- 
vector to three 
vectors = aoaBiCkDr 
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vector 	 electron group velocity electron 
vector electron wave vector 	effective mass 
second-rank tensor strain 	 thermal 












vector 	 temperature gradient 
vector current density 
vector 	 magnetic field 
second-rank tensor strain 
vector 	 magnetic field 
vector 	 magnetization 







vector 	 temperature gradient 
	
Righi—Leduc 
vector temperature gradient effect 
vector 	 magnetic field 
vector 	 polarization 	 optical second- 
vector electric field harmonic 
vector 	 electric field 
	
generation 
vector 	 polarization 
vector electric field 
	
optical 
(at pump frequency) 
	parametric 
vector 	 electric field 
	
oscillation 
(at idler frequency) 
Table II. Some common' physical effects described by tensors. 
Quantities related  
Table II (cont'd). 
Quantities related 


























fourth second-rank tensor 	stress 	 elasticity 
second-rank tensor strain 
second-rank tensor strain 
vector 	 electric field 
	 electrostriction 
vector electric field 
second-rank tensor refractive index 
	Kerr effect 
vector 	 electric field (quadratic 




vector 	 current density 
vector electric field 	 magneto- 
vector 	 magnetic field resistivity 




















third 	vector 	 polarization 
second-rank tensor stress 
vector 	 electric field 
second-rank tensor strain 
second-rank tensor refractive index 
vector 	 electric field 
vector 	 current density 
vector electric field 









except that the axes must be mutually orthogonal. 
Likewise, a second-rank tensor represents a physical 
quantity and may be represented by components refer-
enced to a particular orthogonal coordinate system. The 
components will change as the reference axes are 
changed. Again, however, the physical quantity which the 
tensor represents does not change. Only the method of 
representing the tensor has changed. For second-rank ten-








T' 1.1 = E a ik aJ1 Tki 
k,1 
(4) 
where i,j represent x',y',z' and k,1 represent x,y,z. A 
second-rank tensor is defined as a quantity whose compo-
nents transform according to this equation. This type of 
expression is also used for higher rank tensors. For a ten-
sor of rank n, there will be n direction cosine factors in 
its transformation law. 
Even though the practice will not be followed here, the 
Einstein summation convention is frequently used. This 
convention may be stated as follows: when a letter sub-
script occurs twice in the same term, summation with re-
spect to that subscript is automatically understood. Using 
the Einstein summation convention, Eq. (4) would be 
written as r ij = aik aii Tkt  
V. THE RANGE OF PHYSICAL RELATIONSHIPS 
DESCRIBED BY TENSORS 
Many of the physical properties of crystals are de-
scribed by tensors. Tensors are used not only to describe 
relationships between vectors, as is their frequent use, but 
also to describe relationships between other tensor quan-
tities. A listing of tensors up to rank four and the types of 
quantities that they can relate is given in Table I. 
Am. J. Phys. Vol. 43, No. 10, October 1975 T. K. Gaylord I 863 18 
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.0,<111> 
J 
— — 	 <110> 
Inspection of Table I reveals the straightforward proce-
dure by which tensors of rank higher than four can be 
used to interrelate physical quantities. In every case the 
sum of the ranks of the tensors of the physical quantities 
being related is equal to the rank of the tensor of the 
physical property which interrelates them. 
A selected number of examples of electrical, mechani-
cal, optical, and thermal effects which are described by 
tensors are listed in Table II. 
VI. ILLUSTRATIVE EXAMPLE: CONDUCTIVITY 
Only for the special case of isotropic materials can the 
use of tensors be avoided. Even though for a very large 
number of cases a physical property may not vary with 
direction in the crystal, this in general will not be the 
case. That is, a physical property such as the electrical 
conductivity will be different for an applied electric field 
along the (100) direction than for an applied field along 
the (111) direction. In addition, the resultant vector cur-
rent density, J, due to the electric field, E, may not be in 
the same direction as the applied field! This makes the 
description of electrical conductivity even more difficult. 
An example of this general situation is illustrated in Fig. 
2 (for the case of n-type germanium at high electric fields). 
Thus, in general, the following observations are made. 
(a) The current density is not proportional to the 
electric field. 
(b) The current density is not in the same' direction 
as the electric field. 
(c) The magnitude of the current density varies with 
crystallographic direction. 
To describe mathematically this type of relationship be-
tween vectors (J and E in this case) requires the use of a 
series of tensor terms. For example, the general expres-
sion for the current density in a crystal may be expressed 
as a tensor expansion in powers of the electric field. The 
ith orthogonal component of current density is thus given 
by 
J -Ey E +Ea E E i.f 	 k hk 
+E uipaEJEkEl+ • ••, 
.1.141 
(5) 
where the subscript indices j,k , 1 .... , are each indepen-
dently summed over the three orthogonal reference direc-
tions. o is a second-rank tensor with 3 2 = 9 elements 
and can be represented by a 3 x 3 matrix. cruk is a third-
rank tensor with 3 3 = 27 elements and can be represented 
by a 3 x 3 x 3 matrix. criiki is a fourth-rank tensor with 
3 4 = 81 elements and can be represented by a 
3 x 3 x 3 x 3 matrix, etc. 
If the current density is proportional to the applied elec-
tric field [relaxing observation (a)], then a linear rela-
tionship exists and only the second-rank tensor terms need 
to be retained. That is, 
Ji =ECT jEj 	 (6) 
or 
a12 	its E1 rii 
= 	a21 	a22 	a23 E2 (7 ) 
J3 a31 	a32 	a33 . E3 
If the orthogonal reference directions 1,2,3 are 
resented by x,y,z, then this may be written as 





E + CIYY EY  +cr E YZ 	, 
J2 = crecEx + crzyEy + cr„Ez . 
The coefficient a„, for example, may be thought of as 
"the conductivity in the x direction due to an electric 
field in the y direction," and so forth. Just as Eq. (5) is a 
general relationship between two dependent vectors, Eq. 
(6) is the general linear relationship between two depen-
dent vectors. 
In writing out the matrix of values that represents a 
particular tensor, the mutually perpendicular reference 
axes for the tensor must be oriented in some manner with 
respect to the crystal axes (which are not necessarily 
mutually orthogonal). The choice of the x,y,z axes with 
respect to the a,b,c crystalline axes for the various crystal 
systems has become standardized." These conventions 
are listed in Table III. 
The conductivity elements o are not necessarily inde-
pendent of each other. Due to basic thermodynamic con-
siderations, the conductivity tensor cr o (and all second-
rank tensors discussed) is inherently diagonally symmetric 
(cr i; = crii). This is true even in the complete absence of 
crystal symmetry. The interrelationship between the vari-
ous tensor elements also depends on the symmetry pos-
sessed by the crystal. The physical property (electrical 
conductivity in this case) must at least possess the sym-
metry of the crystal structure. It can have more symmetry 
than the crystal structure but it can have no less symmetry 
than the crystal structure. This basic principle was first 
asserted by Neumann in 1833. The application of this 
principle allows the second-rank conductivity tensor corn- 
rep- 
(8) 
<100> 	 <100> 	 <100 > 
4  Fig. 2. Resultant current density, J, for a 
given magnitude of electric field applied 
in several different crystallographic direc-
tions. The illustrated behavior is charac-
teristic of n-type germanium at high elec-
tric fields. The plane of the figure is a 
(110) plane. 
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Table II1. Conventional orientation of tensor reference axes x,y,z to crys-











ponents to be reduced considerably. These results are 
shown in Table IV. Notice that only for the cubic case 
does the second-rank conductivity tensor reduce to a sim-
ple scalar. That is, 
J3 
[J] 









Thus for the cubic case, the current density is in the same 
direction as the electric field [relaxing observation (b)]. 
Furthermore, the magnitude of the current density does 
not vary with crystallographic direction for this case [re- 
laxing observation (c)]. This, of course, is true if only 
the second-rank tensor is present (linear case) in the ex-
pansion given by Eq. (5). The example shown in Fig. 2 
is for a cubic crystal, but for high electric field strengths 
where the higher rank tensor terms cause deviations from 
Table IV. The second-rank conductivity tensor for the various crystal 
systems. 





















Cubic aft =  
[11 0 0 
0 a 0 it 
0 0 633] 
bit 0 	0 
0 a 0 it 
0 0 all] 
Tetragonal 
Trigonal 	 aij = 
Hexagonal 
Eq. (10). Equation (10) is Ohm's law (analogous to 
I = V IR). For a very large number of practical situations, 
Ohm's law is valid. That is, the current density is propor-
tional to the applied electric field, is in the same direction 
as the applied field, and is independent of crystallo-
graphic direction. 
VII. ESTIMATING MAGNITUDES OF PHYSICAL 
EFFECTS 
In the previous section it was shown that the electrical 
conductivity is isotropic in cubic materials for small elec-
tric fields. For relatively large electric field strengths, it 
was also illustrated that additional higher rank tensor 
terms in Eq. (5) become significant. However, for most 
common physical situations the higher rank conductivity 
tensors do not alter the conductivity as described by the 
linear (second-rank) term. 
This basic situation is very common in nature—higher 
order effects are usually of little consequence. That is, the 
magnitude of physical effects usually become smaller for 
higher rank tensors relating the same physical quantities. 
In this section, this is stated as an empirical principle that 
is potentially useful in estimating the relative magnitudes 
of various physical effects. It is important to point out 
that a priori the relative magnitudes of the higher order 
effects cannot be estimated. It is, however, an experimen-
tal fact that these effects usually contribute much less 
than lower order effects. 
A multitude of examples in addition to electrical con-
ductivity can be given to illustrate this empirical princi-
ple. Among these is the physical situation in which both 
an electrical current and a magnetic field are applied to a 
solid. Just as Eq. (5) can be "inverted" to express elec-
tric field in a tensor expansion in powers of current den-
sity as 
E1 = L p 11 J1 + Pi.fe J, k 
+E Pijkl Jj Jk J+ • • • 
hk,1 
likewise the electric field in the presence of a current 









If the solid is maintained at a constant temperature, the 
tensors Co, Cok , and Cum represent the resistivity, the Hall 
effect, and magnetoresistivity, respectively (see next sec-
tion for a detailed discussion). Thus, using the empirical 
principle stated above, we conclude that, in general, the 
resistivity will be a larger effect than the Hall effect and 
that the Hall effect will be a larger effect than mag-
netoresistivity. This is indeed borne out by experimental 
results. 
Another example would be the comparison of the in-
verse piezoelectric effect and electrostriction. Both of 
these effects may be described as strain being induced in a 
solid owing to the presence of an electric field. From Ta- 
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ble II it is seen that the inverse piezoelectric effect is de-
scribed by a third-rank tensor, whereas electrostriction is 
described by a fourth-rank tensor. Thus, we correctly es-
timate that the inverse piezoelectric effect is a larger ef-
fect than electrostriction. 
The relative magnitudes of other physical effects relat-
ing the same physical quantities may be estimated in a 
similar manner. Thus we conclude that the Pockels effect 
(third-rank tensor) will generally be larger than the Kerr 
effect (fourth-rank tensor), that optical second-harmonic 
generation (third-rank tensor) will generally be a larger 
effect than optical third-harmonic generation (fourth-rank 
tensor), and so forth. 
The empirical principle presented here may thus be 
used to estimate the relative magnitudes of various physi-
cal effects interrelating the same quantities. This proce-
dure, though generally valid, sometimes fails because the 
lower order effect does not exist owing to other phys-
ical reasons or owing to requirements imposed by crystal 
symmetry. In these cases, however, it is frequently 
known in advance that a lower order effect will not exist. 
For example, the Pockels effect (third-rank tensor) does 
not exist in SrTiO3 because its crystal structure possesses 
inversion symmetry. In this case the Kerr effect (fourth-
rank tensor) becomes the dominant effect. 
VIII. INTERRELATING PHYSICAL EFFECTS 
WITH TENSORS 
Multiple physical effects may occur simultaneously in a 
single solid. One physical effect may cause another effect 
to occur, and so on. If these physical effects are de-
scribed by tensors, they may frequently be conveniently 
interrelated to each other through the use of the tensor no-
tation. 
As an example of such an interrelation procedure, con-
sider the rectangular solid shown in Fig. 3. A current den-
sity has been applied in the (+) x direction and a magnet-
ic field applied in the (+) z direction. The y direction and 
z direction are open circuited so that no current can flow 
in those directions. This is the basic geometry used in 
making Hall effect measurements. However, in general, 
other effects may also occur simultaneously in the solid. 
The most important effects occurring in this configuration 
are listed in Table V. 
To determine the interrelationship between these ef-
fects, the physical situation in the solid may be analyzed 
in terms of the applied and generated physical quantities 
in the solid. A step-by-step sequential procedure can be 
used to describe the physical effects which are present at 
Fig. 3. Geometrical configuration of a solid with an applied current den-
sity (x direction) and an applied magnetic field (z direction). 
Table V. Conductivity, galvanomagnetic, and thermoelectric effects that 
may occur when an electrical current and a magnetic field are applied at 









Electrical resistivity 2 PTX Er = 
Galvanomagnetic effects 
Hall effect 3 R11.72 E, = 
Nernst effect 3 Ex = Q xuz dTkly B z 
Ettingshausen effect 3 Purz dTldy = P mx ,1 
Righi—Leduc effect 3 A„.„. dTldx = A rm, dTIdy B, 
Magnetoresistivity 
effect 
4 Mx.rzz Er =
r 	x 
Thermoelectric effect 2 S,„ E,=8„,dT1dy 
Seebeck effect 
aE = electric field; J = current density; B = magnetic flux density; 
T = temperature. 
each step in terms of the physical quantities which were 
found to be present from previous steps. 
Initially a current density, Jx , is applied in the x direc-
tion and a magnetic flux density, B z , is applied in the 
direction. From Table V it is seen that four of the effects 
are present owing to these applied physical quantities. 
These four (electrical resistivity, Hall effect, Et-
tingshausen effect, and magnetoresistivity) are the effects 
which depend only on Jx and B. These represent the first 
four steps in the sequential procedure. 
(i) An electric field is generated in the x direction 
owing to the current density in the x direction and the electri-
cal resistivity: 
(13) 
(ii) An electric field is generated in the y direction 
owing to the current density in the x direction, the magne-
tic field in the z direction, and the Hall effect: 
Evi =Ryxz e.Ix B z . 	 (14) 
(iii) An additional electric field is generated in the x 
direction owing to the current density in the x direction, 
the magnetic field in the z direction and the magnetoresis-
tivity effect: 
Ex2 =11/1xx .,Jx .1322 . 	 (15) 
If experimentally no thermal gradients are allowed to 
form (the isothermal case, approximated by immersing 
the sample in a constant-temperature, high-thermal-
conductivity surrounding), then to the fourth-rank tensor 
term the electric fields are 
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Isothermal case 	Adiabatic case 
R 	 R + SP 
MM + QP + SAP 
'Subscripts deleted. p= resistivity; R = Hall coefficient; M = mag-
netoresistivity; S = Seebeck coefficient; P = Ettingshausen coefficient; 
Q = Nernst coefficient; A == Righi—Leduc coefficient. 
rection owing to the temperature gradient in the y direc-
tion, the magnetic field in the z direction, and the 
Righi–Leduc effect: 
dT 	dT D 
. 
dx "x dy 
(23) 
(16) 
(17) (viii) An additional electric field is generated in the x 
direction owing to the temperature gradient in the x direc-
tion and the Seebeck effect: 
Ex = Exi + Er2 , 
Ey = Eyi  
or 
Ex = (prx +Mxxzz B x2 )Jx , 
E =R BJ Y 	yrs e x • 
These results for Ex and E, represent the first three terms 
(second-, third-, and fourth-rank tensor terms) of Eq. (12) 
for the isothermal case and the geometry of Fig. 3. These 
electric fields are the usual quantities which are measured 
in an experiment, and thus an understanding of them is 
essential if experimental results are to be properly inter-
preted. 
If, on the other hand, the material is isolated from its 
surroundings, thermal gradients will form via the Et-
tingshausen and Righi–Leduc effects. This is the adiabatic 
case and is approximated by leaving the sample in air or 
more accurately by putting it in a vacuum. 
(iv) A temperature gradient is generated in the y di-
rection due to the current density in the x direction, the 
magnetic field in the z direction, and the Ettingshausen 
effect: 
dT 
EA .3= - x 	XX dx (24) 
Combining Eqs. (18), (23), and (24) gives 
Ex4 = Sex Aram Pyxe• f-Tx 13E2 
for the additional electric field in the x direction. Thus, 
the electric fields to the fourth-rank tensor terms are 
= Exi + Ex 2 + Ex3 + Ex 4, 
Ey = Ey Ey2 
dT 	p 
dy =  
(18) 	or 
This temperature gradient produces additional electric 
fields via the Seebeck and Nernst effects. 
(v) An additional electric field is generated in the y 
direction owing to the temperature gradient in the y direc-
tion and the Seebeck effect: 
Ey2 = Syy TIT . 
dT 	
(19) 
By using the above expression for dTIdy, this becomes 
	
Ey2 = Syy Pyx,Jx .B x . 	 (20) 
(vi) An additional electric field is generated in the x 
direction owing to the thermal gradient in the y direction, 
the magnetic field in the z direction, and the Nernst ef-
fect: 




By using the dT/dy expression from the Ettingshausen ef-
fect again, this may be rewritten as 
Ex3 = Qxyz PyxzJxBz 2 . 
	 (22) 
(vii) A temperature gradient is generated in the x di- 
Ex = [Pxx +  (Mxxas +  Qxyz Pyre 
+ Sxx A xy ,Pyx ,)Bx 2]Jx , (25) 
Ey = [(Ryrz + Sys, Pyx ,)B,JJ,‘ . (26) 
These results represent the first three terms (second; third; 
and fourth-rank tensor terms) of Eq. (12) for the adiabatic 
case and the geometry of Fig. 3. These results along with 
the results for the isothermal case are tabulated in Table 
VI. 
For the constant-temperature case, the second-, third-, 
and fourth-rank tensors represent the resistivity, the Hall 
effect, and magnetoresistivity, respectively. In the adiabat-
ic case, the development of temperature gradients com-
plicates the interpretation of the third- and fourth-rank 
tensor terms as indicated in Table VI. In these cases addi-
tional terms are present. These new terms are usually 
quite small and are therefore ignored. However, in some 
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cases the correction terms must be taken into account. For 
example, in measuring the Hall effect of a sample, the 
Hall coefficient may be very small owing to a large con-
centration of charge carriers or owing to a nearly equal 
number of electrons and holes in the.material. If the sam-
ple is in open air (essentially the adiabatic case), thermal 
gradients will form and the SP term may be dominant. 
Thus what would appear to be a Hall effect measurement 
may not be at all. 
The above procedure may be straightforwardly ex-
tended to higher rank tensor terms to determine their in-
terpretation in terms of physical effects. These higher 
rank tensor terms will modify the interpretation of the 
measured electric fields ,by producing additional correc-
tion terms. These corrections will generally be completely 
negligible owing to the high rank of the tensors that de-
scribe the underlying physical effects. 
'J. A. Schouten, Tensor Analysis for Physicists (Oxford University, Ox-
ford, 1954). 
'See, for example, J. L. Synge, Tensorial Methods in Dynamics (To-
ronto University, Toronto, 1936). 
'Use of tensors introduced by A. Einstein in 1913; see, for example, G. 
Y. Rainich, Mathematics of Relativity (Wiley, New York, 1950). 
'See, for example, I. S. Sokolnikoff, Mathematical Theory of Elasticity 
(McGraw-Hill, New York, 1946). 
5Use of tensors introduced by G. Kron in 1934; see, for example, J. W. 
Lynn, Tensors in Electrical Engineering (Arnold, London, 1963). 
°W. Voigt, Lehrbuch der Kristallphysik (Teubner, Leipzig, 1910). 
'J. F. Nye, Physical Properties of Crystals (Oxford University, Oxford, 
1957). 
'C. S. Smith, Solid State Phys. 6, 175 (1958). 
"See, for example, H. Callen, Am. J. Phys. 36, 735 (1968). 
'°See, for example, H. Callen, E. Callen, and Z. Kalva, Am. J. Phys. 
38, 1278 (1970). 
"Proc. IRE 37, 1378 (1949). 
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Unified approach to the formation of phase holograms in 
ferroelectric crystals* 
S. F. Su and T. K. Gaylord 
School of Electrical Engineering, Georgia Institute of Technology, Atlanta, Georgia 30332 
(Received 16 June 1975; in final form 2 September 1975) 
The description of the formation of thick-phase holograms over the entire range of exposures has been 
accomplished using numerical methods. The internal electric field distributions (and thus the refraCtive-
index profiles for linear electro-optic crystals) generated through diffusion and through drift of charge 
carriers are calculated. The treatment allows for the presence of an effective electric field due to the 
photovoltaic effect and an externally applied electric field. The results of this approach reduce to the 
existing analytic expressions for the limiting cases of the initial and the steady-state stages of hologram 
formation. This approach establishes the limits of validity for the analytic expressions in terms of exposure 
and material parameters. 
PACS numbers: 42.30.N, 42.40.K, 78.20.J 
I. INTRODUCTION 
The recording of thick-phase holograms in ferroelec-
tric crystals was first shown in lithium niobate by Chen 
et al. 1 The grating patterns of the holograms were op-
tically induced refractive-index changes in the bulk 
material. Their work stimulated study of the theory of 
hologram formation in ferroelectrics. Three different 
models of the physical mechanisms have been pro-
posed2-4 to explain the phenomenon of this optically 
induced refractive-index change. Chen 2 explained the 
refractive-index change by drift of photoexcited carriers 
under the influence of an internal electric field. He as-
sumed that there are electron traps in the material. 
Initially, some of the traps are filled (neutral charge 
state) and they provide electrons upon photoexcitation. 
The others are empty and they capture electrons. In 
addition, he assumed that there is an internal electric 
field in the direction opposite to that of the spontaneous 
polarization. The photoexcited electrons drift toward 
the positive side of the field (or the spontaneous polari-
zation) leaving behind positive charges of ionized trap 
centers. The photoexcited charges will be retrapped 
and reexcited out of the traps until they finally drift 
out of the illuminated region and are trapped. There-
fore, a space-charge field is created between the posi-
tive ionized centers and the trapped negative charges. 
This space-charge field causes the spatial variation of 
the refractive index via the linear electro-optic effect 
of the sample. The need for an internal field in Chen's 
model was removed by Glass.et al. 5 by introducing the 
concept of a high-field photoeffect. They found that the 
current inside the crystal is due to a bulk photovoltaic 
effect and not due to internal fields. 
Johnston3 proposed a light-generated polarization 
pattern to explain the variation of the refractive index. 
In his model, an extremely high density of free elec-
trons are required to generate the large field necessary 
to account for the variation of the refractive index. 
Another model has been proposed by Amodei. 4 He has 
pointed out that charge migration by diffusion is an im-
portant factor in holographic recording for sufficiently 
small grating periods. He has shown that even in the 
absence of an internal field or an externally applied 
field, the photoexcited electrons still can migrate out  
of the illuminated region by thermal processes. Fur-
ther, he has derived' expressions for the electric field 
patterns generated through diffusion and through drift, 
respectively, for plane-wave holograms for the cases 
of the initial and the steady-state stages of holographic 
recording. 
Young et al. 7 have generalized Amodei's formulation 
by removing the assumption that the diffusion length is 
small compared to a grating period. This treatment 
applies only to the initial stage of hologram formation. 
In this paper, Amodei's model is extended to cover 
the entire range of exposures in the formation of plane-
wave holograms. This is accomplished by a numerical 
approach and both the diffusion and the drift of charge 
carriers are included. The electric field distributions 
generated through these two mechanisms are obtained. 
The results of this approach reduce to the existing 
analytic expressions' for the limiting cases of the initial 
and the final steady-state stages of hologram formation. 
Since analytic expressions for the electric field pattern, 
in general, cannot be obtained in the intermediate stages 
of holographic recording, the numerical approach per-
mits the establishment of the limits of validity for the 
analytic expressions in terms of exposures and material 
parameters. 
II. THEORY 
Two plane waves of wavelength X having angles of 
incidence upon the medium of + B and - B produce an 
interference pattern inside the medium of intensity 
1(x)=10 (1+mcosKx), where 10 is the sum of the inten-
sities (power per unit area transverse to the direction 
of energy flow) of the two waves, in is the modulation 
ratio (0 < m < 1) , x is the direction perpendicular to the 
bisector of the angle between the beams, and K=27r/L, 
where L= X/2 sine. Staebler and Amodei 8 have shown 
for lithium niobate that the electric field patterns, 
which cause the spatial variation of the refractive index, 
are generated through both diffusion and drift of photo-
generated free electrons (as opposed to holes). Thus 
the charge carriers will be assumed to be electrons. 
The method is equally applicable to holes, however. 
Assuming that the concentration of trapped electrons is 
sufficiently large so that its variation due to migration 
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is negligibly small and that the generation rate and trap-
ping time are essentially unchanged during recording, 
then the concentration of free electrons excited to the 
conduction band is given bye 
n(x) = rgo (1 + m cosKx), 	 (1) 
where r is the lifetime of charge carriers and go , the 
generation rate, is given by e 
go = loa /hf , 	 (2) 
where a is the optical absorption coefficient, h is 
Planck's constant, and f is the light frequency. For an 
isotropic material (or if the x direction is along one of 
the crystallographic axes for an anisotropic material), 
the spatial distribution of the current density at any 
time is given by 
J(x, t) eD, 	+ e p.„n[E;+ E„,(x, t)]+ Kial, 	(3)dx 
where e is the magnitude of the electronic charge, D,, 
is the diffusion coefficient for electrons, li n is the mo-
bility for electrons, E; is the externally applied field 
(if any), E,, c (x, t) is the space-charge field, and K i is a 
constant depending on the nature of the absorption center 
and wavelength. e The third term on the right-hand side 
of Eq. (3) represents the photovoltaic effect. e Using Eq. 
(1) and the definition of 1, Eq. (3) can be rewritten as 
dn 
J(x, t) eD„ (-7; + ep.mn[Eo + E„(x,t)], 	 (4) 
where 
Eo---=E;+ 1a1  ° . ep,,Tg o 
The last term in Eq. (5) may be regarded as an effec-
tive field due to the photovoltaic effect. Using the 
Einstein relation, ti n/D„=e/kT, where k is the Boltz-
mann constant and T is the absolute temperature, the 





+ n[Eo + E„(x , t)]) . kT do 
The accumulation rate of the space-charge density p at 
any point and at any time is given by the one-dimension-
al continuity equation, 
ap(x, 	_ aJ(x, t)  
at - ax 
Combining this with Poisson's equation gives 
a E„,(x , 1) _ p(x, t) 	1 f t aJ(x, t') dt' , ax 	E E 	 ax 
where E is the permittivity of the material. Equation 
(8) cannot be solved analytically except in the limiting 
case of the initial stage of hologram formation in which 
E„c(x, t) is neglected in the transport equation. There-
fore, a numerical approach was employed to reveal the 
behavior of E „(x , t) for the exposures in which E,,,(x, t) 
cannot be neglected in the transport equation. The 
total space-charge field is E sc (x, sE„',(x, + Esnc(x, t), 
where E;^ (x, t) and Eefic (x, 0 are the space-charge fields 
due to diffusion and drift, respectively. In order to ob-
tain a better insight into the relative importance of dif- 
fusion and drift, these two mechanisms are considered 
separately as follows. 
A. Diffusion only (no internal or externally 
applied field) 
In this case, E 0 = 0 and Ese(x, t) = E;,(x, t), therefore 
Eq. (6) becomes 
J(x, t) = eg,,Tgo 
[- (kT /e)mK sinKx + (1 +m cosKx)E;,(x, 	(9) 
The exposure time t is set equal to pat, where p is 
any positive integer and At is a constant increment of 
the exposure time that is sufficiently small so that the 
variation of dJ/dx is negligible over the time interval 
At. Then, Eq. (8) reduces to a difference-differential 
equation, 
dE,c(x, Pat) _ dEs e(x, (p — 1)At) _ 1 thgx, (P — 	At. 
dx 	 dx 	E 	dx 
(10) 
Substituting Eq. (9) into Eq. (10) with Ea, replaced by 
we obtain 
dgc(x,pat) _dgc (x,(p-1)at) (ep. n rgo \ 
dx 	 dx 	 E 
X [(--
kT
) mIC2 cosKx - (1 + m cosKx) 
x dE;,(x, (-1)at) + mK sin(Kx) 
dx 
x E;c(x, - 1)A0] At. 	 (11) 
From Eq. (11), together with the boundary condition 
E;c (0, t) = 0 and the initial condition 8E;c(x, 0)/ax = 0, 
the space-charge field, Ei„e (x, t), can be obtained by 
numerical integration. 
B. Drift only (with large dc field) 
In this case, there is a de field that is sufficiently 
large so that the diffusion component of the current can 
be neglected compared with the drift component. There-
fore, Eq. (6) becomes 
J(x, t) eti n rgo (1 + ni cosKx)[E 0 + E',;e (x, t)]. 	(12) 
Letting the exposure time t be equal to pat and substitut-
ing Eq. (12) into Eq. (10) with E,, replaced by 4, gives 
dE';,(x , Au)  _ dge (x, (p — i)At) + (ep.,,Tgo) 
dx 	 dx 
X (MK Sill(KX)[E0 +E 'L■c(Z, (P 1)At)] 
	
— (1 M cosKx) dgc(X' 	(P — 1)A° ) At. (13) dx 
Equation (13) is the difference-differential equation for 
drift. It can also be solved numerically for E 0 + 
provided that the boundary and the initial conditions are 
specified. 
C. Diffusion and drift 
When the electric field, E t) (externally applied field 
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FIG. 1. One grating period of the calculated space-charge 
field, .E;c(x, t), produced by diffusion. 
both the diffusion and drift components are present, the 
space-charge field is the superposition of the fields due 
to these two components. That is, E„e = E:c + E." c . 
Usually, when the electric field E 0 is several hundred 
thousand volts per meter, the space-charge field due 
to diffusion is very small compared with the space-
charge field due to drift. 
III. RESULTS AND DISCUSSION 
Equations (11) and (13) were numerically solved by 
use of the Runge-Kutta method. As can be seen from 
these equations the controlling material parameter is 
ti n -I-go/E. The low-frequency permittivity E is known for 
most ferroelectrics as a function of temperature and 
crystallographic direction. For lithium niobate at room 
temperature, a typical value is €=- 3060 , where 60 is the 
permittivity of free space. Values for the parameters 
p.„, and T are not accurately known. Photoconductivity 
data for doped lithium niobate 5 imply that the product 
m„7- as 10-13 m2 /V (using e „ra /hf = 1. 4 x 10'10 m/V2 and 
a = 3.8 X 103 m"1 from Ref, 5). The generation rate g 0 
 can vary over an extremely wide range depending on 
the doping and treatment of the sample as well as the 
intensity of the laser beams. A typical value of 
go = 6x 1022 m'3 sec-1 is chosen here and thus µ nrg0 
 =6x 108 V-1 m"1 sec"1 in this work. The exposure time 
increment At was 1 sec. The space-charge field dis-
tribution for diffusion is shown in Fig. 1. Figure 1 
shows that for the initial stage of hologram formation 
(after a 1-sec exposure time in this case), the field dis-
tribution is sinusoidal. As the exposure increases, the 
amplitude of the space-charge field increases and the 
field distribution becomes nonsinusoidal, and the posi-
tions at which the field extrema occur are shifted. How-
ever, the field pattern retains odd symmetry at all 
stages of hologram formation. When the steady-state 
stage of hologram formation is reached (after about a 
100-sec exposure), the amplitude and the distribution of 
the space-charge field pattern remain fixed and do not 
change with further exposure. For comparison, the re-
sults of the analytic solutions for the initial and the final 
steady-state stages of hologram formation are also 
shown in Fig. 1. The circles in Fig. 1 represent the 
results for the initial stage of hologram formation as 
obtained from the analytic expression ° 
E:c (x, t) (1/E)kT A n rgomKt sinKx, 	 (14) 
evaluated for an exposure time of 1 sec with p,„rgo 
= 6 X108 V"1 m'l sec"1 . The triangles in Fig. 1 represent 
the results for the steady-state stage of hologram for- 
• mation as obtained from the analytic expressions 
E:,c (x)= (kT e)(mK sinKx)(1 + m cosKx)"1 , 	(15) 
evaluated at room temperature. The comparison shows 
that the numerical results correctly reduce to the 
analytic results for the limiting cases. In addition, the 
limits of validity for Eqs. (14) and (15) are established 
by the numerical approach in terms of exposure and 
material parameters. For example, from Fig. 1, it is 
seen that Eq. (14) is valid when t 1 sec and that Eq. 
(15) is valid when t is near or greater than 100 sec for 
the parameters used here. Figure 2 presents the be-
havior of the amplitude of the space-charge field as a 
function of exposure. The amplitude increases rapidly in 
the early stages of hologram formation. For p.„7-g0 
8 = 5.0° 
m = 0.9 
A = 0.5145µm 
E, = —105 volt/m 
T9°= 
x 108 volt-1 m-1 sec-1 
-11.0o 	40.00 	80.00 	120.00 	160.00 	200.00 
EXPOSURE TIME (seconds) 
FIG. 2. Calculated values of the space-charge field amplitude 
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FIG. 3. Calculated steady-state final amplitude of the space-
charge field produced by diffusion and by drift as a function of 
writing angle. 
Figure 3 presents the amplitude of the space-charge 
field as a function of writing angle in the steady-state 
stage of hologram formation. The squares in Fig. 3 
represent the numerical results, while the solid curve 
represents the analytic solution. The field amplitude for 
diffusion increases as writing angle increases (grating 
period decreases). This is true for all stages of holo-
gram formation though only the steady-state case is 
shown in Fig. 3. The space-charge field amplitude as a 
function of the modulation ratio m for the steady-state 
case is shown in Fig. 4. Again, the results of the nu-
merical method and the analytic solution are repre-
sented by the squares and the solid curve, respectively. 
The field amplitude increases as the modulation ratio 
increases. This is also true for all other stages of 
hologram formation. 
In the case of drift, the electric field at the boundary' 
is not zero. It depends on the charge density at the sur-
face and the applied voltage across the sample. The 
electric field at the boundary is assumed to be equal to 
the dc field E0 at all times. The shape of the electric 
field pattern produced is independent of the value of the 
dc field Ea. The amplitude of the pattern, however, is 
dependent upon E 0, increasing with increasing Eo . The 
initial condition for drift is M i.' jx,0)/ax= 0. Figure 5 
shows the total electric field distribution when drift is 
dominant. The dc field E 0 is assumed to be — 1.0 x 105 
V/m. As for the diffusion case, the field distribution is 
sinusoidal at the initial stage of hologram formation. As 
exposure increases, the amplitude increases and the 
field distribution becomes nonsinusoidal and sharply 
= 6 x 10 8 Ar-1 m-1 sec -1 , the amplitude begins to saturate 
near 40 sec of exposure and finally remains unchanged 
after about 100 sec of exposure. Since the value of g o is 
proportional to / 0 as given by Eq. (2), the limits of 
validity of Eqs. (14) and (15) depend on / 0 for a given 
set of material parameters. Larger values of / 0 result 
in larger values of go and, therefore, shorter exposure 
times are needed to reach any given exposure. In other 
words, the amplitude of the field saturates more rapid-
ly for larger values of go . Equation (14), for the case of 
the initial stage of hologram formation, is valid as long 
as the space-charge field is negligible in the transport 
equation. Strictly speaking, the space-charge field can-
not be neglected at any time except at the very begin-
ning of hologram formation. In the numerical approach, 
the space-charge field is neglected in the transport 
equation only for an exposure time of At in duration 
from the beginning of hologram formation. In the cal-
culation of the results here, At was chosen to be 1 sec. 
In fact, other values of At can be used, provided that 
the values of At are small enough to assure that there 
is no appreciable variation in dJ/dx over the time in-
terval At. In addition to At= 1. 0 sec, the calculations 
have been performed with At= O. 5 sec and the same 
resultant electric field patterns are obtained. In gen-
eral, in order to maintain the same level of numerical 
accuracy, a smaller value of At must be used for a 
larger value of go for given material parameters, 
writing angle, and beam modulation ratio. 
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peaked. However, the positions at which the field ex-
trema occur do not shift with exposure. In addition, the 
field pattern has even symmetry at all times. Also 
shown in Fig. 5 are the analytic solutions for the elec-
tric field distribution at the initial and the steady-state 
stages of hologram formation. The same value for the 
electric field at the boundary has been used in these 
analytic solutions. The circles in Fig. 5 represent the 
results of the initial stage solution (proportional to 
cosKx). The triangles represent the steady-state solu-
tion [proportional to (1 + m)/(1 +m cosKx)]. The numeri-
cal results again correctly reduce to the analytic solu-
tions in these limiting cases of the initial and the steady-
state stages of hologram formation. From Fig. 5, it 
is observed that, for µ„ ago = 6X 108 V -i nri sec-1 , the 
analytic solutions are valid when t is equal to or less 
than 1 sec for the initial stage of hologram recording 
and when t is near or greater than 150 sec for the 
steady-state case. The behavior of the drift electric 
field amplitude as a function of exposure is also plotted 
in Fig. 2. The saturation time is about 150 sec for 
p. n rgo 6X 108 V-1 m-1 sec-i, which is somewhat longer 
than that for the diffusion case. Figure 3 contains the 
steady-state drift electric field amplitude as a function 
of writing angle. It is observed that the amplitude does 
not change with the writing angle (and therefore grating 
period). This is also true for all other stages of holo- • 
gram formation as well. In Fig. 4, the steady-state 
drift electric field amplitude as a function of the beam 
modulation ratio is plotted. It shows that only when the 
beam modulation ratio is greater than about 0.8 will an 
appreciable amplitude of the electric field be produced. 
These results indicate the following distinctions be- 
tween the electric field pattern produced by the diffusion 
mechanism and that produced by the drift mechanism: 
(i) The electric field pattern due to diffusion has odd 
symmetry at all times, whereas the field pattern due 
to drift has even symmetry at all times. 
(ii) For diffusion, the field amplitude increases as 
writing angle increases (decreasing grating period). 
For drift, the field amplitude is independent of the writ-
ing angle (and grating period). 
(iii) The exposure time needed to reach steady state 
is somewhat longer for drift than for diffusion. In other 
words, the field due to diffusion saturates more rapidly 
than the field due to drift. 
(iv) In the case of diffusion, the position for the maxi-
mum (and minimum) value of the electric field is a func-
tion of exposure. In the case of drift, the position for 
the field maximum (and minimum) remains fixed for all 
exposures. 
(v) There is a 90.0° phase difference between the fun-
damental Fourier component of the electric field pat-
terns for diffusion and drift for all exposures. 
The analysis of this paper is applicable if holes in-
stead of electrons were the charge carriers. For the 
case of hole charge carriers, the electric field pattern 
due to diffusion is the same as that produced by elec-
trons except that it is reflected about the x=0 axis 
Ige(x, t) becomes E;c(-x, 01. The electric field pat-
terns due to drift are independent of the type of charge 
carriers. 
The electric field (due to diffusion and/or drift) in 
ferroelectric lithium niobate causes a spatial modula-
tion of the refractive index via the electro-optic effect. 
For lithium niobate, the electro-optic effect is linear 
(Pockels effect). Thus, the amplitude of the modulation 
of the refractive index is proportional to the magnitude 
of the electric field. Therefore, the refractive-index 
pattern caused by the electric field via the electro-optic 
effect is the same as the electric field pattern calculated 
here. It follows that the spatial distribution of the re-
fractive index (grating shape) resulting from diffusion 
is different from that resulting from drift. Since differ-
ent grating shapes produce different distributions of the 
higher-order diffraction efficiencies, 9 these higher-
order diffraction efficiencies of a hologram grating pro-
duced by diffusion are different from those of a holo-
gram grating produced by drift. This indicates the pos-
sibility that the physical mechanisms (diffusion and/or 
drift) that occur during the hologram formation may be 
determined by measuring the higher-order diffraction 
efficiencies of a hologram. 
IV. CONCLUSIONS 
The internal electric field patterns generated by dif-
fusion and drift during hologram recording in ferroelec-
tric crystals were obtained by numerically solving the 
appropriate difference-differential equations. Unlike 
previous analytic solutions, this method is applicable 
for all exposure times. These numerical results reduce 
to existing analytic results for the limiting cases of the 
initial and the final steady-state stages of hologram 
formation. For a given set of material parameters, the 
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limits of validity of the analytic solutions as well as 
further distinctions between diffusion and drift have 
been revealed. 
Note added in proof. Calculations of the internal elec-
tric field distributions for all stages of hologram dev-
elopment have recently been made using analytical 
methods. A closed-form solution has been presented by 
G. A. Alphonse, R. C. Alig, D. L . Staebler, and 
W. Phillips [RCA Rev, 38, 213 (1975)] using the assump-
tion that their function G is equal to eti n rgoEo/E. Analy-
tical results have also been obtained assuming E. e(0, t) 
=0 (as in the present work) by W. D, Cornish, M. G, 
Moharam, and L. Young (unpublished). 
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Determination of physical parameters and processes in 
hologram formation in ferroelectrics* 
S. F. Su and T. K. Gaylord 
School of Electrical Engineering, Georgia Institute of Technology, Atlanta, Georgia 30332 
(Received 29 January 1976) 
The material parameters and physical processes during hologram formation in ferroelectric crystals have 
previously been identified. Some methods (based largely on new diagnostic techniques) for evaluating these 
critical parameters and for quantifying the physical processes are summarized here. 
PACS numbers: 42.40.Kw, 42.30.Nt, 78.20.Jq 
A multitude of applications exist for volume (thick) 
holograms and gratings. The use of ferroelectric crys-
tals such as lithium niobate for volume holographic re-
cording was established by Chen, LaMacchia, and 
Fraser.' Since then there has been considerable exper-
imentation and analysis involving these materials. The 
holographic diffraction efficiency has been shown to be 
very sensitive to the material parameters and the phys-
ical processes that are operative in these linear elec-
tro-optic materials. The physical processes, in turn, 
are largely dependent on the recording conditions. Some 
methods for evaluating the material parameters and 
quantifying the physical processes are summarized 
here. 
The physical processes occurring during hologram 
recording are known to be diffusion and drift of elec-
trons.''' The resultant space-charge electric field mod-
ulates the index of refraction via the linear electro-
optic effect. There may be an effective electric field 
due to the bulk photovoltaic effect 4 and/or an externally 
applied electric field during recording. A charge trans-
port analysis''' of the holographic recording process 
in these electro-optic crystals indicates that the con-
trolling parameter is elijgot/E, where e is the magni-
tude of the electronic charge, µn  is the electron mobil-
ity, T is the electron lifetime, go is the electron photo-
generation rate, t is the exposure time, and E is the 
low-frequency dielectric permittivity. The permittivity 
(a tensor) is well known for any given direction in most 
crystals. The exposure time t is externally controlled 
and is thus known. The unknown (and highly variable) 
factor is therefore u n Tgo . 
The product j.i irgo may be calculated via several 
methods. One method is by evaluation of the exposure 
parameter u. The exposure parameter, which is de-
fined as U Tgot, may be evaluated from a knowledge 
of the beam modulation ratio m during recording, the 
measured fundamental diffraction efficiency DE„ and 
the higher-order diffraction efficiencies, DE 2 , DEs , 
etc. A detailed procedure for determining u is given in 
Ref. 8. Since the exposure duration t is known, the 
product ti,,rgo is then determined by u/t. A second meth-
od to obtain the product 4,,rgo is via a single-beam 
erasure experiment. The normal decay of the diffrac-
tion efficiency n of any hologram from its initial value 
Jo under uniform illumination can be shown to be 
sin" l(ril/2)//sin-1(71 61/2 ) = ex p(— ei.in rgo t/E). 	(1) 
From measurements of n and no , the product iv& may 
be obtained for known t. For small diffraction efficien-
cies, Eq. (1) reduces to n =no exp(— 2e j.inrgo t/E) as 
given in Ref. 5. A third method to evaluate 4,,rgo is by 
measurement of the photoconductivity o , since u = e Ann 
= e i rgo , where n is the photogenerated electron 
concentration. 
The photogeneration rate go is proportional to the 
total intensity I0 and the optical absorption coefficient 
a of the crystal. It is given by go =aIo/hf, where h is 
Planck's constant and f is the optical frequency. Thus, 
go may be determined from Io , a, and f. It is difficult 
to evaluate A n and r separately. The product 11 T is 
frequently treated as a single parameter. If go has been 
obtained, the product An T may be determined using any 
one of the three methods mentioned previously. 
The physical processes of diffusion and drift during 
hologram recording are conveniently quantified by giving 
the effective diffusion electric field ED and the effective 
internal drift electric field E 0 . The field ED is given by 
(kT / e)K, where k is Boltzmann's constant, T is the 
absolute temperature during recording, and K=27r/L, 
where L is the grating period. The field E0 is the sum 
of an effective bulk photovoltaic field and the applied 
field (if any). The relative magnitudes of the effective 
fields are a measure of the relative contributions of 
diffusion and drift. Thus, 
% diffusion = [E,/ (ED + 1E0 I)] x lop% , 
	 (2) 
and 
% drift -= [Eo/(E, + I Eo l)]x100%. 	 (3) 
Usually K and T are known and, therefore, ED can be 
easily calculated. 
The value of Eo may be evaluated several ways. From 
a knowledge of the beam modulation ratio during record-
ing and the measured fundamental and higher-order dif-
fraction efficiencies, the field E 0 can be determined.' 
The procedure involves first determining the exposure 
parameter u and then determining the Fourier compo-
nents of the refractive-index profile. These Fourier 
components determine the grating profile. By a best 
fit of the analytical expression for the space-charge 
field, which is a function of u and E0 , to the grating 
profile, the value of E, may be determined. 
The value of E, may also be evaluated via photocur-
rent measurements. It has been shown 4 that the effec-
tive photovoltaic electric field is given by 
2757 	Journal of Applied Physics, Vol. 47, No. 6, June 1976 	 Copyright © 1976 American Institute of Physics 	 2757 
30 
E0 =Ki hf/eA n r, 	 (4) 
where K i is a constant that is proportional to the induced 
photocurrent and is dependent on the impurity centers 
involved. For example, for iron-doped lithium niobate, 
Glass et a1. 4 have found a value of tr, to be about 3.0 
10-11 A m/W. From Eq. (4), E, may be evaluated from 
a knowledge of K,, f, and the product iv. 
A third method for determining E, is by direct ex-
perimentation. The magnitude of an externally applied 
electric field (along the c axis) may be varied until the 
electric field is found that produces the minimum writ-
ing sensitivity. In this situation, it is assumed that the 
external electric field is cancelling the effective in-
ternal field E0 , and thus E, is equal in magnitude and 
opposite in direction to the applied field that yields min-
ium sensitivity. 
For small exposures which produce sinusoidal or 
nearly sinusoidal refractive index gratings, the physical 
processes of diffusion and drift may be quantified by 
evaluating the parameter on , which is the spatial phase 
difference between the hologram-forming light inter-
ference pattern and the resulting refractive-index pro-
file. The range of values for on is from 0° (pure drift) 
to 90° (pure diffusion). 3 For a light interference pattern 
with a maximum at the coordinate system origin, dif- 
fusion contributes sine grating components and drift con-
tributes cosine grating components. The value of the 
parameter on is determined by the relative amplitudes 
of the fundamental sine grating and the fundamental co-
sine grating. Specifically, O n = I tan-1 (n31/nci )1 , where 
nsi and nil are the fundamental sine and cosine compo- 
nents, respectively. These two quantities may be de-
termined from m, DE„ DE2 , etc.' Therefore, On may 
also be quantified. 
For illustration, a hologram was recorded in a 2.12-
mm-thick 0.02-mole% iron-doped lithium-niobate crys-
tal possessing an absorption coefficient of 0.37 rn -1 . 
The hologram was written with a wavelength of 514.5 
nm, a total intensity of 8.77 mW/mm 2 , external angles 
of incidence of ± 5.00°, a recording time of 187 sec, 
polarization in the plane of incidence, a modulation 
ratio of 0.994, and no applied electric field. For this 
case, it was determined by the methods summarized in 
this letter that u=4.74x10 3 V' 1 m-1 (using E = 30E0 , 
where E o is the permittivity for free space), g0 = 8.39 
x1021 m-3 sec", An T:= 3. 04 X10- 18 v-1 m2, ED=5.50X104 
V m", E0 =-1.06 X 105 V m", On =27.3°, % diffusion 
= 34%, and % drift =_ 66%. An external electric field 
during recording applied in the + c or — c directions was 
found, respectively, to subtract or to add to E0 . This 
changes the relative contributions of diffusion and drift. 
In addition, the diffraction efficiencies, the Fourier 
grating components, and on also are changed by the 
application of an electric field during recording. 
*Work supported by the National Science Foundation and by 
the National Aeronautics and Space Administration. 
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Refractive-index profile and physical process 
determination in thick gratings 
in electrooptic crystals 
S. F. Su and T. K. Gaylord 
A method for determining the refractive index profile of thick phase gratings in linear electrooptic crystals is 
presented. This method also determines the effective photovoltaic electric field and the relative contribu-
tions of diffusion and drift during hologram recording. The method requires only a knowledge of the modu-
lation 'ratio during hologram recording and the fundamental and the higher-order diffraction efficiencies 
of the grating. As an illustration of the method, the refractive index profile, the effective photovoltaic field, 
and the relative contributions of diffusion and drift are determined from experimental measurements for 
a lithium niobate holographic grating. 
I. Introduction 
Volume (thick) holographic gratings have numerous 
applications. They can be used as highly efficient dif-
fraction gratings, narrowband spectral filters, thick 
grating optical components such as lenses, imaging 
systems capable of spectral resolution of extended 
objects, and as a variety of components in integrated 
optics. The materials used for recording volume ho-
lograms, in general, exhibit light-induced changes in 
refractive index (photorefractive effect) or changes in 
optical absorption or both. Photorefractive materials 
include linear electrooptic crystals such as lithium 
niobate. In these materials, a sinusoidal light intensity 
pattern does not necessarily produce a sinusoidal 
change in the index of refraction or a change that is in 
phase with the recording intensity pattern. Depending 
on the crystals, the details of exposure, and the physical 
mechanisms in the process of hologram recording, dif-
ferent grating profiles and different spatial phase shifts 
may be generated. 1  Therefore, in the study of mi-
croscopic physical processes in these optically induced 
phase gratings, a knowledge of the resultant gratings is 
of fundamental importance. 
In this paper, a method for determining the grating 
profile of thick gratings in linear electrooptic crystals 
is presented. This method also determines the effective 
photovoltaic field and the relative contributions of 
diffusion and drift during hologram recording. The 
method requires only a knowledge of the modulation 
The authors are with Georgia Institute of Technology, School of 
Electrical Engineering, Atlanta, Georgia 30332. 
Received 28 February 1976.  
ratio during hologram recording and the fundamental 
and the higher-order diffraction efficiencies of the 
grating. Thus, simple external measurements reveal 
the microscopic internal properties. 
To test the calculational accuracy of the method, the 
refractive index profiles of thick gratings are determined 
from the calculated diffraction efficiency data for some 
known grating profiles. Comparison of the determined 
profiles to the original profiles verifies that the method 
is very accurate. Further, as an illustration of the 
method, the refractive index profile, the effective pho-
tovoltaic field, and the relative contributions of diffu-
sion and drift are determined from experimental mea-
surements for a lithium niobate holographic grating. 
II. Model 
The geometry used for a thick optically induced 
grating is presented in. Fig. 1. The +x direction is 
chosen to coincide with the +c axis direction of the 
crystal and is in the plane of incidence and parallel to 
the surfaces of the crystal, the y axis is perpendicular 
to the page, and the z axis is perpendicular to the sur-
faces of the crystal. The crystal is assumed to be loss-
less, and the grating is assumed to be a pure phase 
grating. The light intensity producing the grating is the 
sinusoidal interference pattern produced by the inter-
section of two plane waves and is given by 
/(x) = /0(1 + M cosKx), 	 (1) 
where /0 is the sum of the intensities of the two waves, 
K = 2ir/L, L is the grating period given by L = X12 sinO, 
A is the free space wavelength of the writing beams, 0 is 
the angle of incidence, and M is the modulation ratio. 
The physical processes through which the grating is 
generated are known to be diffusion and drift of pho- 
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toexcited electrons. 5 Also, an externally applied elec-
tric field and/or an effective photovoltaic field 2,6 may 
exist during the process of hologram recording. The 
grating profile inside the crystal is periodic (but not 
necessarily sinusoidal) in the x direction. For sim-
plicity, the grating is assumed to be uniform in the z 
direction. 
III. Determination of the Refractive Index Profile 
A. Theoretical Analysis 
The space-charge electric field patterns, and there-
fore the grating profiles, generated through diffusion 
and drift of electrons, can be obtained for any given 
wavelength, exposure, material parameters, and geo-
metrical configuration either by analytical methods 2 .3 
 or by numerical methods.4 An analytical expression for 
the space-charge field patterns can be shown to be 
E,(x,t) = [(kT/e)MK sinKx + ME0(1 — cosKx)](1 + M cosKx) -1 
 X 11 — expk—euhrgot/f)(1 + M cosKx )1I, (2) 
where k is Boltzmann's constant, T is the absolute 
temperature, e is the magnitude of the electronic charge, 
An is the electron mobility, r is the lifetime of the pho-
toexcited electrons, go is the electron photogeneration 
rate, t is the exposure time, e is the permittivity of the 
crystal, and E 0 is the effective electric field during ho-
logram recording, which is the sum of the effective 
photovoltaic field and an externally applied field (if 
any). When multiplied by an appropriate electrooptic 
coefficient, Eq. (2) becomes a general expression for the 
grating profiles. The term containing sinKx in Eq. (2) 
is due to diffusion, and the term containing (1 — cosKx) 
d 
Fig. 1. Geometry of thick grating showing recording beams. The 
spatial modulation of the refractive index is indicated by the line 
pattern. 
is due to drift. From . Eq. (2), it is seen that, for a given 
wavelength and geometrical configuration in holo-
graphic recording, the controlling parameters are E0 and 
An Tgot/f. The permittivity (a tensor) is well known for 
any given direction in most crystals. The exposure time 
t is externally controlled and is thus also known. 
Without accurate measurements of the material pa-
rameters in advance, the values of E0 and A n Tgo are 
usually not known during the process of holographic 
recording. Therefore, with E0 and A n rgo unknown, Eq. 
(2) does not represent any particular grating profile but 
a family of grating profiles. However, Eq. (2) contains 
information about the allowed profiles. From Eq. (2), 
it is seen that the grating profiles generated through 
diffusion of electrons have odd symmetry with respect 
to x = 0 (intensity maximum during recording) and can 
be represented by a sine series. Likewise, the grating 
profiles generated through drift have even symmetry 
with respect to x = 0 and can be represented by a cosine 
series. The refractive index modulation amplitude, 
which is proportional to Esc  (x) at any time, is periodic 
and can be written as a Fourier series 
(x) = n(x) — no = E (nth sin(hKx) + n ch cos(hKx)1, (3) 
h=1 
where n(x) is the grating refractive index profile, n o is 
the average value of n (x ), and nsh and rich are the am-
plitudes of higher-order harmonic gratings due to dif-
fusion and drift, respectively. The subscripts s, c, and 
h denote the quantities associated with the sine grat-
ings, the cosine gratings, and the hth-harmonic grating, 
respectively. By use of Eq. (2), it can easily be shown 
that the higher-order harmonic gratings, nsh and nth, 
can be expressed in terms of their corresponding fun-
damental gratings as 
2, 
nth = //ash = nsi 	gl(v) sin(hv)dv/ 	g i (v) sinvdv, (4) 
o 
and 
2.7r 	 27r 
n,h = notch= no 	g2(v) cos(hu)dv I 	g 2(v) cosvdv, 
(5) 
where 
gi(v) = sinv(1 + M cosv) -1 11 — expf(--eu/t)(1 + M cosv)]), (6) 
and 
g2(v) = (1 — cosv)(1 + M cosu) —1 
X )1 — exp[(—eu/()(1 + M cosv)il, (7) 
where u = µ n rgot and v = Kx. From Eqs. (4)—(7), it is 
observed that fsh and fch are independent of E 0 and K. 
They are functions of M and u only. That is, for a given 
value of M, fsh = fsh (u) and fch = fch (u). Using this 
property and the expression for diffraction efficiency, 7 
 the grating profile of a thick grating can be determined. 
B. The Method 
By the method of Ref. 7, the mth-order diffraction 
dfficiency for an E mode incident wave (wave polarized 
in plane of incidence) of free space wavelength X' at the 
mth-order Bragg angle Om can be shown to be 
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m 	L(mh- l) 	12 
	
DE, = sin2 ({{E  
h [(mh - 1)1(h)(mh -1)i 
c(ns , )2 + (nth )2iii9mh) 
X 	  (noy.h-1) cos[rnh tan -1 (nsh/nch)] 
(A ) (2mh -1)  
L(m h-l) 	12 /1[(nsh )2 	(nth )21112)mh) 
h (771h - 1)!(h)(n=h-1) 	 (v) (2mh-l) 
) 
X (no)onh - sin[mh tan-1(nsh/nch)]lz
^ l/z Ad  cos(20„,) , (8) 
cos item 
where corn is the refraction angle given by (pm = 
sin-1 [(sinOm )/no], and mh is an integer representing the 
mhth mode (with respect to the hth-harmonic grating) 
excited due to the hth-harmonic grating. The sym-
bol 
denotes the summation over all the values of h that di-
vide evenly into the integer m. A detailed discussion 
of the relationships among the integers m, h, and mh is 
given in Ref. 7 for both exact Bragg conditions and 
nearly exact Bragg conditions. The quantities no, A', 
0m , and DEm (m = 1, 2, 3, -) are now given, and the 
Fourier components nsh and ri ch = 1, 2, 3, --) are the 
quantities to be determined. The grating period, if not 
given, can be obtained by L = A'/2 sin0i. 
From Eq. (8), the first- and second-order diffraction 
efficiencies are 
DE1= sin211(n,1) 2 + (nci)91/2„d  cos(201)/(X' cosy)], 	(9) 
and 
DE2 = sin2[(1/.. 2no[(nci) 2 - (nsi)9/(X1 2 + ne21 2 
+ [2L 2non.,ini/(V) 2 + ri2] 2 ) 1/27rd cos(202)/(X' cosh)]. (10) 
Substituting Eqs. (4) and (5) into Eq. (10) with h = 2 
gives 
DE2 = sin2E(IL 2noknri)2- (r0 21/00 2 + nr&212 
+ [2L 2nons inc i/(V) 2 + rtsif 82] 2 ) 1/21rd cos(202)/(A' cosy)]. (11) 
Since the values of fs2 and fc2 can be calculated for any 
given value of u via Eqs. (4) and (5), n si and ri c i can be 
obtained for the same value of u by solving Eqs. (9) and 
(11) simultaneously. Thus, solving Eqs. (9) and (11) 
using a particular value of u, say u 1 , we get a pair of 
solutions denoted by nsi(ui) and n ei (ui). The signs of 
nRi (u i ) and ne i (u i) must be carefully chosen. 8,9 Once 
nsi (u i) and ne i(ui) are obtained, the corresponding 
higher-order Fourier components, nsh (ui) and rich (ui), 
h = 2, 3, -, can be obtained by Eqs. (4) and (5). With 
this set of Fourier components, the corresponding set 
of higher-order diffraction efficiencies [DEm (u 1 ), m = 
3, 4, •••] are calculated. This entire process [starting 
from solving Eqs. (9) and (11)] is then repeated for other 
values of u. Using numerical techniques, a search is 
made for the particular u, say up , that gives the calcu-
lated higher-order diffraction efficiencies best matching 
the initially given values. The corresponding Fourier 
components nsh(up ) and neh(up ), h = 1, 2, 3, are the 
solutions desired, and the refractive index profile is 
obtained by inserting nsh(up ) and neh(up ) into Eq. (3). 
C. Calculational Accuracy of the Method 
The method was numerically implemented and tested 
by determining the Fourier components of three typical 
gratings from the calculated diffraction efficiencies 
[using Eq. (8)] of these gratings. The first few orders 
of the Fourier components of the refractive index profile 
of these gratings are listed in the original rows in Table 
I. The diffraction efficiencies of these gratings are 
calculated with A' = 514.5 nm. With these diffraction 
efficiency data, the Fourier components of the refractive 
index profile of the gratings are then determined using 
the foregoing method. The Fourier components de-
termined are listed in the calculated rows in Table I. 
From Table I, it is seen that the method yields excellent 
numerical accuracy. Other reading wavelengths (A' = 
488.0 nm and A' = 632.8 nm) have also been used to 
perform these calculations, and similar results were 
obtained. This shows that the reading wavelength A' 
used in the method does not necessarily have to be equal 
to the writing wavelength A and that the refractive index 
profile determined is independent of the reading 
wavelength. 
D. Effect of Diffraction Efficiency Errors 
In practice, the diffraction efficiencies are measured 
values, and, therefore, some experimental error is un-
avoidable. These experimental errors will affect the 
refractive index profile determined by the method. 
However, if the errors are small, a reasonably accurate 
grating profile can still be obtained. This is illustrated 
in Fig. 2. The central curve in Fig. 2 represents the 
actual profile of a grating. The other curves in Fig. 2 
represent the grating profiles determined from dif- 
Table I. Comparison of the Original Fourier Components and the Calculated Fourier Components 
of the Gratings Generated through Diffusion of Electrons, Drift of Electrons, and a Combination of the Twoa 
Physical 	 Refractive index Fourier component (X 10 -5 ) 
mechanism nci 	nsl 	nc2 	ns2 	nc3 	ns3 	nc4 	ns4 	nc5 	nss 
Original 0.000 -6.842 0.000 4.216 
Calculated 0.000 -6.842 0.000 4.216 
Original -4.997 0.000 2.988 0.000 
Calculated -4.997 0.000 2.988 0.000 
Original -4.997 -6.842 2.988 4.216 





0.000 -2.566 0.000 1.536 	0.000 -0.900 
0.000 -2.566 0.000 1.536 0.000 -0.899 
-1.755 
	
0.000 1.009 0.000 -0.566 
	
0.000 
-1.755 0.000 1.009 0.000 -0.566 0.000 
.-1.755 -2.566 1.009 1.536 -0.566 -0.900 
-1.755 -2.566 1.009 1.536 -0.566 -0.899 
a The grating parameters are n o  = 2.243 and L = 3.6303 pm. 
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'a ao 0.20 	 1.00 
.7. PROFILE FROM OE m VALUES 
° 5% TOO LARGE 
PROFILE FROM DE m VALUES 
5% TOO SMALL 
° 	ACTUAL PROFILE 
CO 
= 5.00 
m = 0.9 
X = 0.5145µm 
E0 —104 voltim 
u = 1.2 x 10 10 volt-1 m-1 
Fig. 2. One grating period of the refractive index profile determined 
from diffraction efficiencies that are (a) 5.0% too large and (b) 5.0% 
too small compared to the actual profile. 
fraction efficiencies which are 5% higher and 5% lower 
than those corresponding to the actual profile. From 
Fig. 2, it is observed that a several percent systematic 
error in the diffraction efficiencies results in a small 
change in the grating profile determined by the method. 
In addition to the grating profile presented in Fig. 2, 
other grating profiles produced with smaller exposure 
parameters have also been analyzed. It is found that 
the error in the grating profile decreases with decreasing 
exposure parameters. If, instead of a systematic error, 
a random error of the same standard deviation is 
present, the determined profile similarly approximates 
the actual profile. 
E. Effect of Boundary Reflections 
The effect of boundary reflections was not included 
in the foregoing analysis. To include this, the measured 
diffraction efficiency at each Bragg angle must be cor-
rected by dividing by the appropriate transmittance 
factor T m . When the surfaces of the grating are per-
fectly flat and perfectly parallel, this transmittance 
factor for the mth-order diffraction is given by 1° 
Tm = (1 - R„,) 2 [1 + 2R,, cos(20„,d) + (R„,)911[1 — (Rm) 2] 2  
+ 4(R,n ) 2 1cos2 (21,„d) + cos2 (20,,,ci)] 
— 4R,„ [1 + (R„,) 2] cos(2v,,,d) cos(20md)i, (12) 
where R„, = tan 2(erp - corn )/tan 2 (0m + cp,n ), $7„,. = 2rno 
 (cos(pm )/X', and vm d is the argument of the sine squared
function in Eq. (8). In most practical cases, the surfaces 
of the grating are neither perfectly flat nor perfectly 
parallel. If the cosine factors in Eq. (12) average to zero 
due to variations in thickness over the illuminated re-
gion, the transmittance factor reduces to T n, = (1 - 
R,p ) 2/11 + (Rm ) 21. 
IV. Determination of Effective Photovoltaic Field and 
Physical Processes 
It has been shown in the preceding section that the 
refractive index profile of a grating in a linear elec-
trooptic crystal can be determined by knowing the 
modulation ratio during hologram recording and the 
fundamental and the higher-order diffraction ef-
ficiencies of the grating. The information from Eq. (2) 
used in determining the grating profile was independent 
of the effective electric field E0. Therefore, the value 
of E0 can be obtained by a best fit of Eq. (2) to the 
grating profile determined by the method in the pre-
ceding section. The effective photovoltaic field can 
thus be obtained by subtracting the externally applied 
field (if any) from Eo. 
The physical processes of diffusion and drift during 
hologram recording are conveniently quantified by the 
effective diffusion electric field ED, which is given by 
(hT/e)K, and the effective electric field E0. The rela-
tive magnitudes of the effective fields are a measure of 
the relative contributions of diffusion and drift. Thus, 
(% diffusion) = [ED/(ED + IE0I)] X 100%, 	(13) 
and 
(% drift) = [lEol/(ED + IE0I)]  X 100%. 	(14) 
V. Experimental Results 
For illustration, the refractive index profile of a 
lithium niobate holographic grating is determined from 
measurements of its fundamental and higher-order 
diffraction efficiencies. The holographic grating was 
recorded in a 2.12-mm thick 0.02-mole% Fe-doped 
lithium niobate crystal with the grating vector parallel 
to the c axis of the crystal. The hologram was written 
with a wavelength of 514.5 nm, a total power density of 
8.77 mW/mm2, external writing angles of ±5.00°, a 
writing time of 187 sec, polarization in the plane of in-
cidence, a modulation ratio of 0.994, and no externally 
applied field. The diffraction efficiencies were mea-
sured with a low power He-Ne laser (X' = 632.8 nm). 
The measured diffraction efficiencies were DE 1 = 
21.6%, DE2 = 8.64 X 10 -2%, and DE3 = 7.74 X 10-3%. 
When corrected by their corresponding transmittance 
factors, the diffraction efficiencies became DE 1 = 29.7%, 
DE2 = 0.123%, and DE3 = 1.08 X 10 -2%. These cor-
rected diffraction efficiencies were then used in the 
method to determine the refractive index profile of the 
grating. The exposure parameter for this grating was 
found to be up = 4.74 X 108  V-im-1 for e  = 30f0 , where 
ECI is the permittivity for free space. The resultant re-
fractive index profile is shown in Fig. 3. This particular 
grating profile is nearly sinusoidal due to the relatively 
small exposure. By fitting Eq. (2) to the profile in Fig. 
3, it was found that the effective electric field during 
hologram recording was E, 3 = -1.06 X 105 V/m (in -c 
direction). This value is larger than the values reported 
by Cornish et al. 2 but smaller than the values reported 
by Glass et al. 6 The value of ED was found to be 5.5 X 
104 V/m. Thus, (% diffusion) = 34% and (% drift) = 
66% for this particular grating. 
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Fig. 3. One grating period of the refractive index profile of a holo- 
graphic grating recorded in a 2.12-mm thick iron-doped lithium 
niobate crystal. 
For small exposures that produce sinusoidal or nearly 
sinusoidal refractive index gratings, the physical pro-
cesses of diffusion and drift may be quantified by 
evaluating the parameter O n, which is the spatial phase 
difference between the hologram-forming light inter-
ference pattern and the resulting refractive index pro-
file. The range of values for O n is from 0° (pure drift) 
to 90° (pure diffusion). 5 For a light interference pat-
tern with a maximum at the coordinate system origin, 
diffusion contributes sine grating components, and drift 
contributes cosine grating components. The value of 
the parameter O n is determined by the relative ampli-
tudes of the fundamental sine grating and the funda-
mental cosine grating. Specifically, O n = I tan -1 (nsii 
n, , where ns 1 and nci are the fundamental sine and 
cosine components, respectively. For this experimental 
case it was found that On = 27.3°. 
Determinations of the grating profile and physical 
processes have also been performed for gratings re-
corded in an applied electric field. An external field 
during recording applied in the +c or -c axis directions 
of the crystal was found, respectively, to decrease or to 
increase E o and thus to decrease or to increase the rel-
ative contribution of drift. The relative drift contri-
bution has been experimentally altered by an external 
field from essentially 0% to nearly 100%. 
VI. Discussion 
Because the incident angle of the reading beam can-
not exceed 90.0°, the number of higher-order Bragg 
angles available is limited to the integer that is nearest 
to, but less than, 2L/X'. If a suitably short wavelength 
source is available, the accessibility of higher-order 
Bragg angles is assured. However, the higher-order 
diffraction efficiencies are often small, and thus the first 
three or so orders of the diffraction efficiency are usually 
sufficient. 
The method presented in this paper can also be ap-
plied to the case in which the reading beam is polarized 
perpendicular to the plane of incidence (H mode). It 
can be shown straightforwardly that the grating profiles 
determined are independent of the polarization of the 
reading beam. 
The phenomenon of birefringence must, in principle, 
also be taken into account. Here, the refractive index 
is a function of the angle of incidence, and, therefore, 
the appropriate value for the average refractive index 
must be used in the foregoing formulations. However, 
for uniaxial crystals (such as lithium niobate), if the 
crystal is oriented in such a way that its optic axis is 
parallel to the x axis for the geometry used in this paper 
(Fig. 1), birefringence appears only in the case of E-
mode polarization. In addition, since the amplitude of 
the spatial modulation of the refractive index would be 
10-4 or smaller, the error in determining the grating 
profile is negligible due to the very small variations in 
the birefringence at different Bragg angles. For ex-
ample, in the case of lithium niobate at X' = 514.5 nm, 
changes in the amplitude of the fundamental grating do 
not exceed one tenth of 1% (using no = 2.337 and nE = 
2.243, where n o and nE are the principal indices of re-
fraction for ordinary and extraordinary waves, respec-
tively). 
VII. Conclusions 
A method for determining the refractive index profile, 
the effective electric field, and the physical processes 
in optically induced thick phase gratings in linear 
electrooptic crystals has been presented. This method 
utilizes a knowledge of the allowed family of grating 
profiles and a knowledge of the modulation ratio during 
hologram recording and the fundamental and the 
higher-order diffraction efficiencies of the grating. 
Thus, simple external measurements reveal the internal 
properties of the grating. 
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V. 	DYNAMIC THEORY OF HOLOGRAM FORMATION 
Use of dynamic theory to describe experimental results 
from volume holography* 
R. Magnusson and T. K. Gaylord 
School of Electrical Engineering, Georgia Institute of Technology, Atlanta, Georgia 30332 
(Received 1 July 1975) 
The general applicability of dynamic theory to the description of the recording and readout characteristics 
of volume (thick) hologram gratings is indicated. In dynamic theory (as opposed to static theory), the 
volume nature of the thick holographic grating allows the interference of an incident light beam with its 
own diffracted beam inside the recording medium. This effect causes the continuous recording of another 
grating that alters the initial one, producing a resultant grating that is not uniform through the thickness of 
the recording material and a grating whose writing and reading characteristics may vary dramatically 
depending on the recording material and the experimental conditions. A large number of diverse types of 
writing, reading, and angular selectivity behavior have been reported in the published literature. The 
dynamic theory of thick hologram writing and reading is shown to predict qualitatively all of these various 
types of experimental behavior. 
PACS numbers: 42.40.D, 42.30.N 
I. INTRODUCTION 
Thick gratings and thick holograms have numerous 
applications based on their properties of high diffraction 
efficiency, 1 wavelength selectivity, 1 angular selectivity, 1 
 and reduced noise.2 Thick gratings may be used as 
highly efficient diffraction gratings, narrow-band spec-
tral filters, 3 thick grating lenses, 4 imaging systems 
capable of spectral resolution of extended objects, 2 wave 
guides for surface waves, 5 frequency-selective grating 
reflectors for thin-film distributed feedback lasers, 6 
thin-film waveguide couplers, 7.6 and as deflectors and 
modulators.' Thick (volume) holograms are of interest 
due to their use in high-capacity information storage, 10 
 color holography," and in white light reconstruction of 
holograms. 12 
The static diffraction characteristics of a thick grating 
have been analyzed by Burckhardt t3 by solving the exact 
electromagnetic boundary-value problem and by 
Kogelnikl by employing a coupled-wave theory. In these 
theories, the thick grating is assumed to exist already 
(as opposed to analyzing the recording process); it is as-
sumed to be uniform through the thickness of the mate-
rial; and it is assumed to be unaffected by the recon-
struction process. These theories have been applied 
successfully to a large number of experimental situ-
ations. There remain, however, numerous types of 
experimentally observed behavior that are not predicted 
with these static theories. These include certain writing 
effects, reading effects, and angular selectivity effects 
(to be discussed in this paper). 
It has been recognized" that the volume nature of 
thick holograms permits the interference of an incident 
light beam with its own diffracted beam inside the re-
cording medium. This effect causes the continuous re- 
cording of a new grating that may add to or subtract from 
the initial grating producing a resultant grating that is 
not uniform through the thickness of the material. As is 
shown in this paper, the explanation of the resulting 
characteristics, in general, requires a dynamical theory 
such as that developed by Ninomiya. 15 
Among the materials used for recording volume  
holograms are those that exhibit light-induced refrac-
tive-index changes (photorefractive materials), those 
that exhibit light-induced changes in optical absorption 
(photochromic materials), and those that exhibit both of 
these effects. Numerous recording materials exist in 
each of these categories. 16 
II. ANALYTICAL TECHNIQUES 
The coupled-wave theory used here originated in 
acoustics. ° This method has since been adapted to the 
analysis of volume holograms. Kogelnikl analyzed dif-
fraction from sinusoidal hologram gratings and Su and 
Gaylord" analyzed nonsinusoidal gratings. These authors 
assumed the existence of a uniform grating through the ' 
thickness of the medium. Further, they assumed that the 
hologram grating can be addressed with a light beam 
without affecting the grating. Thus, these approaches 
are essentially static. 
A more general approach, combining and extending 
the initial efforts of Kogelnik l and Kermisch, 19 has been 
presented by Ninomiya. 15 He included in the basic 
coupled-wave formalism, the dynamic behavior of 
holograms during recording and reading. That is, during 
recording, the development of the hologram continuously 
affects the diffraction process (feedback). Similarly, 
during reading, the incident beam is diffracted inside 
the medium and the resultant two beams interfere with 
each other producing changes which may either add to 
or subtract from the existing holographic grating. 
There has been little study of the characteristics of 
hologram gratings that are not uniform in the direction 
perpendicular to the hologram surface. Kermisch 20 and 
Uchida" have theoretically analyzed the case of an 
exponentially attenuated grating, the latter using the 
coupled-wave approach. In the present work, nonuni-
formity is shown to occur for photorefractive materials 
as a result of the spatial phase difference (represented 
by (6 n) between the hologram-forming light interference 
pattern and the resulting index-of-refraction grating. 
Also, of course, an attenuated profile is produced if a o , 
the average absorption coefficient of the material, is 
nonzero. It is found that the index profiles can have 
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many forms in addition to exponential. The above theo-
ries'. 15 ' 18-21 have been presented without experimental 
results. 
In this paper, the dynamical coupled-wave equations 
have been generalized to allow deviations in the angle of 
incidence and the wavelength, and are given for the E-
mode polarization. These are then used to calculate the 
grating profiles and the writing, reading, and angular 
selectivity characteristics of unslanted phase volume 
holograms. Numerous types of experimental behavior 
cited in the literature as well as new experimental re-
sults presented here are shown to be predicted by the 
dynamical theory. 
III. MODEL AND DYNAMIC THEORY 
A. Model 
The thick hologram gratings treated here are assumed 
to be recorded by the intersection of two coherent light 
waves in a thick photosensitive medium. They are read 
by a single wave incident upon the hologram. The re-
cording and reading configurations are shown in Fig. 1. 
The signal and reference beams represented by 
the vectors S and R, respectively, are taken to be 
infinite plane waves. They are polarized in the plane 
of incidence of the grating (E mode) with polarization 
vectors s and r. The medium is unbounded in the x and 
y directions. It is to be noted that, during recording, 
the waves are symmetric in their angle of incidence and, 
therefore, the grating fringes are normal to the material 
surface (unslanted). The extension to slanted gratings 
is straightforward but little additional insight is gained. 
For convenience, it is assumed that the same average 
refractive index exists inside and outside the grating 
(this is a common simplification; see, e. g. , Ref. 1) and 
thus no reflections or deviations occur. 
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B. Equations 
Ninomiyat5 developed the dynamic coupled-wave 
equations that describe the writing, reading, and erasure 
of thick holograms for exact Bragg conditons and H-
mode polarization (iii 	Here the dynamical equations 
for E- mode polarization (electric field in the plane of 
incidence) are used because the available experimental 
data are primarily for the E-mode configuration. In 
addition, the equations have been generalized to permit 
deviations in the incident angle from the writing angle 
and deviations in the wavelength from the writing wave-
length. The notation used here is that of Ninomiya. 15 
Following Ninomiya's development, the wave equation 
for the total electric field, 
V2E — V(V • E) +K2 E = 0, 	 (1) 
where K is the propagation constant, is used as a 
starting point. The total electric field in the grating may 
now be expressed by the vector 
E(r, t)=R(r,t)exp(— jp r) +S(r, t) exp(— ja = r), 	(2) 
where p and a are the wave vectors of the reference and 
signal beams, respectively, and r -= (x,y,z). The ex-
posure is thus f,f E • E* dt, where t is time and T is ex-
posure time. From Eqs. (1) and (2), the following 
coupled equations are obtained for the wave amplitudes 
R and 5 (functions of z and t): 
+ yR =— jr' iS(i • i) 2 , 	 (3) 
+ (y + j1)S =— 	i)2 , 	 (4) 
where 
y = (j27ra/X + b) fo (RR* +SS*)dt + a o , 	 (5) 
	
= [(21raiX) exPO(Pn) — exPUOJI 	RS* dt, 	(6) 
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FIG. 2. Calculated hologram writing characteristic exhibiting 
a saturationlike appearance. Hologram thickness is 2. 00 mm, 
a=10-12 /m) -2 sect, On = 90°, o o = 0, and other parameters as 
given In Sec. IV. 
r2 =[(2ffaA) exp(- jSbn)- jb exP(- .i 	f r SR* dt, (7) 
a = 	- a'2 )/2130, 	 (8) 
)30= arno/X, 	 (9) 
r s = cos 28, 	 (10) 
and X is the free-space wavelength, n 0 is the average in-
dex of refraction, a0 is the average absorption constant, 
O n and cb a  are the phase differences between the holo-
gram-forming light interference pattern and the resulting 
refractive-index and absorption gratings, respectively, 
and a and b are the exposure sensitivities of the refrac-
tive-index changes and absorption changes, respectively. 
The quantity a is the dephasing factor introduced by 
Kogelnik. 1 The magnitude of the propagation vector of 
the diffracted wave upon reading is 
a' = 0862 - 413 0136 sine sine' + 413,!, sin 2 0) 1 / 2 , 	(11) 
where 06 = 2rn6/m. The primed quantities represent the 
values associated with the reading process. 
Equations (3) and (4) can be solved numerically on a 
digital computer. It is shown that the solutions thus ob-
tained qualitatively describe the various types of ex-
ternally measurable diffraction behavior of volume 
holograms that have been experimentally measured and 
reported in the literature (sometimes with very little 
explanation). 
IV. CALCULATED RESULTS AND EXPERIMENTAL 
BEHAVIOR 
A. Calculational procedure 
In this section, numerical results obtained by solving 
Eqs. (3) and (4) are presented for selected sets of holo-
gram parameters. The solutions are seen to compare  
favorably with published experimental results. For 
writing, the equations are solved with a=0 (no de-
phasing) and the boundary conditions R(0, t) =R 0 and 
S(0, t) =So . For reading, 8 can be nonzero. Deviations in 
wavelength and/or incident angle from the corresponding 
writing quantities result in 9 0. The boundary conditions 
R(0,t)=R4 and S(0, t)=0 are used for the case of read-
out with the R beam and R(0, t)-= 0 and S(0, t) =S6 are 
used for readout with the S beam. Diffraction efficiency 
is then defined as 7)=s(1,T)S*(1,T)/R4 2 for R-beam 
readout and n = R (1 ,T)R*(1,T)/S6 2 for S-beam readout. 
The computer algorithm employs a fourth-order 
Runge-Kutta method to solve the equations with respect 
to the z variable. The integrations in t were performed 
by replacing the integrals by the corresponding sums 
and using increments, At, small enough for convergence. 
The actual incremental step sizes used were Az =0.01 
(the equations are normalized with respect to the thick-
ness so that 0 	1) and At = 0 .5 sec. The numerical 
accuracy was tested by decreasing the step sizes Az and 
At until the improvements in convergence were in-
significant. 
The calculations presented are for a 1.66- and a 2.00-
mm-thick crystal of LiNbO 3 with its optic axis (c axis) 
in the plane of incidence of the writing beams. The 
writing and reading waves are polarized in the plane of 
incidence and have a wavelength of X=0. 5145 Am. The 
angles of incidence for the writing beams are ±2.23° 
(corresponding to external angles of incidence of ± 5. 00° 
for the grating surrounded by a unity refractive-in- 
dex medium). For this wavelength, polarization, angle 
of incidence, and orientation of the lithium niobate 
crystal, the index of refraction is n 0 = 2. 2426. For 
writing R 0 =So =1000 V/m. Reading is done with R4 
=1000 V/m. Only transmission phase holograms are 
considered, that is, b is set equal to zero (no photo-
chromic effect). 
B. Writing 
With a few exceptions, the experimental diffraction 
efficiency writing characteristics (n vs t) reported in the 
literature for volume holograms begin with zero initial 
slope and increase in a parabolic fashion. The magni-
tudes of the diffraction efficiencies reported, however, 
vary considerably. Several workers 22-25 report relative-
ly low efficiencies (e. g. , <1%) exhibiting saturating 
behavior or a very small rate of increase. Others 26-31 
 have reported higher efficiencies, also showing satura-
tion behavior. At times, instead of saturation, an os-
cillatory diffraction efficiency is observed. 2,27,28. 30. 31 it 
seems that experimental oscillatory writing charac-
teristics are observed primarily for relatively high-ef-
ficiency holograms. In many papers, 2, 14,24,27, 32-38 the 
 writing is terminated before the onset of oscillation or 
saturation. 
The types of behavior indicated above can be straight-
forwardly predicted using the dynamic theory. The oscil-
latory behavior is seen to be inherent in the theory be-
cause of the assumption of constant refractive-index ex-
posure sensitivity. The material is thus assumed to re-
spond continuously to the interaction of the wave fields at 
all times. Physically, the quantity a may be time depen- 
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FIG. 3. Calculated oscillatory hologram writing characteristic 
with decreasing amplitude and increasing period of the diffrac-
tion efficiency oscillations. Hologram thickness is 2.00 mm, 
a= ler" (V/m) -2 sec-1 , On = 90°, a o = 0, and other parameters 
as given in Sec. IV. 
dent since the physical mechanism(s) (such as photo-
chemical effects, drift of charge carriers, diffusion of 
charge carriers, etc.) that produce the sensitivity may 
be self-limiting in some materials. Therefore, satura-
tion at low or high efficiency may be brought about by a 
vanishing sensitivity. At the turning point toward satura-
tion, Idn/c/t1 is strongly affected by Ida/c/t1. Thus, 
depending on the material and the experimental situation, 
gradual 22 ' 24-28' 38 ' 31 or abrupt 23 ' 29 turning points are ob-
served in 77(t). Figure 2 demonstrates that an approxi-
mately saturating behavior may be predicted by the dy-
namic equations even with a constant refractive-index 
exposure sensitivity (Fig. 2 is similar to Fig. 6 in Ref. 
15). Calculated oscillatory behavior is shown in Fig. 3. 
Figure 3 exhibits behavior similar to that experimental-
ly observed by the authors in lithium niobate and shown 
in Fig. 4. Note the decreasing amplitude and increasing 
period of the diffraction efficiency oscillations with ex-
posure in both of these figures. Figure 3 also bears 
qualitative resemblance to Fig. 6 in Ref. 27 and to Fig. 
2 in Ref. 28. Figure 5 illustrates large increasing dif-
fraction efficiency oscillations with minima near 0%. 
This behavior is like that depicted in Fig. 5 of Ref. 2 
for a 1.8-mm-thick photopolymer hologram grating. 
The exceptional cases for which writing starts with an 
apparently linear n(t) characteristic 23,25,28,39 (rather than 
parabolic) may possibly be reconciled by the fact that the 
zero-slope initial portion of the n(t) is sometimes of 
very brief duration (see, for example, Fig. 4 of this 
paper, Fig. 2 in Ref. 22, Fig. 5 in Ref. 27, Fig. 1 in 
Ref. 35, etc.) and thus the curve appears to be approxi-
mately linear when in fact it may not be. 
C. Reading 
The application of a reading beam to a thick hologram 
may continually change its characteristics. Experimen-
tally, the most commonly observed result seems to be 
exponentiallike decay of the diffraction efficien- 
14, 22-24, 27, 28, 30,32-34. 36,37,40,41 cy. 	 Oscillatory diffraction 
efficiency readout behavior has also been reported. In 
rhodium-doped LiNbO3 , for example, vivid oscillations 
have been observed during readout. 28 An iron-doped 
sample of LiNbO3 has shown an initial rise and a sub-
sequent decay of diffraction efficiency upon readout. 33 
Oscillatory behavior at low efficiency following an ex-
ponentiallike decay has also been noted. 33 Self-en-
hancement (an increase of diffraction efficiency upon 
reading) of Fe-doped LiNbO 3 holograms has been ob-
served. 42 In this case, erasure and enhancement were 
produced depending on which of the original writing 
beams was used for readout. Behavior such as this has 
been theoretically predicted by Staebler and Amodei. 14 
 We present here further experimental results for volume 
holograms that show this type and other effects upon 
FIG. 4. Experimental oscillatory holo-
gram writing characteristic for a 
1.66-mm-thick iron-doped lithium nio-
bate crystal. Writing beam polariza-
tions are in the plane of incidence and 
the experimental configuration is as 
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FIG. 5. Calculated oscillatory hologram writing characteristic 
with diffraction efficiency minima near 0%. Hologram thick-
ness is 2.00 mm, a =10-11 (V/m) -2 sec-1 , qR  = 60°, a 0 =102 m-1 , 
and other parameters as given in Sec. IV. 
changing the reading beam from the R beam to the S 
beam (see Fig. 1). 
The various types of behavior discussed above are all 
predicted by the dynamic theory. In Fig. 6, for example, 
a calculated exponentiallike decay of the hologram ef-
ficiency is shown. Note that, eventually, the efficiency 
rises again (as experimentally reported in Ref. 33 and 
in Fig. 4 of Ref. 41). Figure 7 depicts the experimental-
ly recorded decay of the efficiency of a hologram written 
in a 1.66-mm-thick iron-doped crystal of LiNb0 3 for the 
beam configuration indicated in the inset of Fig. 7. Note 
the slight oscillations at low efficiency. Figures 8 and 9 
illustrate the calculated effect of switching the reading 
91.00 	4..00 	8'.00 	1 0.00 	1 0.00 	200.00 
RERDING TIME (SECONOSI 
FIG. 6. Calculated exponentiallike reading characteristic. 
Note slight rise in efficiency at a reading time of 200 sec. Ho-
logram thickness is 2.00 mm, a =10 42 (V/m) -2 sec- I, 	= 90°, 
a o = 0, readout with R beam, and other parameters as given in 
Sec. IV. The original hologram was recorded using these 
same parameters and an exposure time of 40 sec. 
beam to the symmetrical angular location. In Fig. 8, an 
initial decrease in diffraction efficiency is predicted, 
whereas in Fig. 9 an initial increase is predicted (like 
experimental data in Fig. 6 of Ref. 33, in Fig. 2 of Ref. 
42, and in Fig. 12 of this paper). Figure 8 also clear-
ly predicts oscillations at low efficiency such as have 
been experimentally observed. Figure 10 shows the 
behavior of efficiency oscillations followed by mono-
tonic decay as calculated by the dynamic theory. This is 
qualitatively like the experimental readout behavior ob-
served in rhodium-doped LiNb0 3 by Ishida et al. 28 
Figure 11 illustrates calculated diffraction efficiency 
200 400 600 800 1000 	1200 1400 
READING TIME (seconds) 
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FIG. 7. Experimental exponentiallike 
reading characteristic for a 1.66-mm-
thick iron-doped lithium niobate crys-
tal. Small amplitude diffraction effi-
ciency oscillations are present at low 
efficiencies. Reading beam polarization 
is in the plane of incidence and the ex-
perimental configuration is as shown in 
the figure inset. 
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FIG. 8. Calculated reading characteristic showing diffraction 
efficiency oscillations at low efficiencies. Hologram thickness 
is 2.00 mm, a=10-11 (.r/m) -2 sec, On =90° , cq=102 m-I, 
readout with R beam, and other parameters as given in Sec. 
IV. The original hologram was recorded using these same 
parameters and an exposure time of 10 sec. 
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FIG. 9. Calculated enhancement and oscillatory reading char-
acteristic resulting from S-beam readout as opposed to normal 
R-beam readout. All other conditions and parameters are 
identical to those of Fig. 8. 
oscillations that both decrease and increase as a func- 
tion of readout exposure. In Fig. 12, we show experi-
mentally measured oscillatory reading behavior for the 
same hologram grating used in Fig. 7 except that reading 
is done with the beam at the symmetric recording angle 
(reading with the S beam instead of the R beam in the 
notation of Fig. 1). Large variations in both the ampli-
tude and the period of the efficiency oscillations are ob- 
• 
CO 
b.00 	4 -b•00 	ab • oo 	120 .00 	i'so • oo 	200 .00 
READING TIME (SECONDS) 
FIG. 10. Calculated reading characteristic showing diffraction 
efficiency oscillations followed by rapid decay. Hologram 
thickness is 2.00 mm, a =10-11 (V/m) -2 sect, 0,7 =0°, a o = 0, 
readout with R beam, and other parameters as given in Sec. 
IV. The original hologram was recorded using these same pa-
rameters and an exposure time of 35 sec. 
served. This behavior is qualitatively similar to the 
predicted readout diffraction efficiency of Fig. 11. 
D. Angular selectivity 
Angular selectivity refers to the variation of diffrac-
tion efficiency as a function of angle of incidence of the 
reading wave. In experiments measuring this property 
of thick hologram gratings, a low power reading beam 
or a reading beam of a wavelength at which the material 
is insensitive is generally used so as not to affect the 
hologram by the process of measurement. 
Experimental angular selectivity results are some-
what less plentiful than the other terminally measured 
91.00 	40.00 	110.00 	120.00 	160.00 
READING TIME (SECONCS) 
FIG. 11. Calculated oscillatory reading characteristic showing 
large variations in the amplitude and period of the diffraction 
efficiency oscillations. Hologram thickness is 2.00 mm, a 
(V/m)-2 sec l , On =0°, ci o = 0, readout with R beam, and 
other parameters as given in Sec. W. The original hologram 
was recorded using these same parameters and an exposure 
time of 10 sec. 
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READING TIME (seconds) 
FIG. 12. Experimental oscillatory 
reading characteristic for a 1.66-mm-
thick iron-doped lithium niobate crys-
tal. A wide variation in the amplitude 
and period of the diffraction efficiency 
oscillations is apparent. Reading beam 
polarization is in the plane of incidence 
and the experimental configuration is 
as shown in the figure inset. 
characteristics of thick holograms. Some of the existing 
experimental results exhibit a series of nonzero minima 
in place of the nulls 43-47 predicted by static hologram 
theories. Same experimental data show no minima in the 
angular selectivity. 43 ' 48 It is now well established 200 ' 21 . 43 
 that nonuniformity of the grating with material thickness 
produces nonzero diffraction minima or the complete 
disappearance of the minima in the angular selectivity. 
The dynamic theory straightforwardly predicts the 
various types of angular selectivity behavior of volume 
holograms. Here, grating nonuniformity arises if 0„*0, 
or ao * 0, or if both On and ao are nonzero. Nonuni-
formity, and the corresponding disappearance of angular 
selectivity minima for low-loss materials (a0 =- 0), is 
explained here by the dynamic theory but cannot be ex-
plained by the static theories. In Fig. 13, a logarithmic 
plot of experimental data is presented for a hologram 
written in a 1.66-mm-thick 0.05-mole% Fe-doped crys-
tal of LiNbO 3 and compared to the solution of Eqs. (3) 
and (4) for the same conditions. Due to the short writing 
time and the low efficiency (=--- 1%), the grating is still 
quite uniform through the thickness of the material (z 
direction) and thus the grating exhibits well-defined nulls 
in the diffraction efficiency for a series of reading 
angles. Theory and experiment both show these nulls. 
Figure 14 indicates the vanishing of the angular selec-
tivity nulls as the grating develops and begins to show 
nonuniformity in the amplitude of the refractive index 
modulation with z (see inset in Fig. 14). Figure 15 
shows the angular selectivity and the index profile for 
the hologram grating after further exposure. Note that 
a o =0. Figure 15 illustrates that the absolute maximum 
diffraction intensity peak now occurs off the Bragg angle. 
The pattern is symmetric with respect to the Bragg an-
gle and thus a second peak occurs for an angle of in-
cidence on the other side of the Bragg angle. 
V. DISCUSSION 
The prediction of a very wide variety of results in 
volume holography is possible with the dynamic theory. 
Writing and reading characteristic curves (usually 
presented as n vs t) may have an infinitude of possible 
magnitudes and shapes. The calculated curves presented 
in this paper are typical results taken from a much 
larger number of cases that have been analyzed by the 
authors. Many rapidly varying experimental writing and 
reading results (such as the data shown in Fig. 12) have 
previously informally been attributed to "experimental 
problems". It is now apparent that these types of os-
cillatory results are "normal" and are to be expected. 
The dynamic theory is an important aid in identifying 
the "significant" parameters in volume holographic re-
cording and readout. Relatively few parameters are 
needed in the dynamic theory. The role of each of these 
parameters can be determined in a given situation. This 
indicates the possibility of using the dynamic theory (1) 
as an aid in synthesis and (2) as a diagnostic tool. 
As an aid in synthesis, the dynamic theory serves as 
an indicator of the parameter values that are needed to 
produce a particular desired situation (e. g. , uniformity 
of induced change through the thickness of a hologram, 
a certain type of angular selectivity, an enhancing read-
out, a rapidly erasing readout, etc.). The dynamic 
theory parameters in some materials, indeed, may be 
controlled in a fairly direct manner. For example, in 
iron-doped lithium niobate, ot o and a may be dramatical-
ly changed by heat treating the material in various en-
vironments. 32 ' 33 Microscopically, this has been shown to 
control the relative Fe 2+ and Fe3+ concentrations in iron-
doped lithium niobate. 32 ' 33 In addition, the phase dif-
ference between the light and the refractive-index 
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FIG. 13. Experimental and calculated angular selectivity exhibiting zero diffraction efficiency at minima. The hologram is a 1.66-
mm-thick iron-doped lithium niobate crystal. Experimentally, hologram was written with a wavelength of 514.5 nm, a total power 
density of 3.5 mw/mm2 , external angles of incidence oft 5. 00°, a writing time of 5 sec, polarization in the plane of incidence, 
and the configuration shown in the inset of Fig. 4. Experimentally, the angular selectivity was measured with a low power beam of 
the same wavelength. The calculated curve is for a hologram of thickness of 1.66 mm, written with R0= 571 V/m, S o = 518 V/m, 
for 5 sec with a =3.8 x10-12 (V/m) -2 sec-I, 	--- 0°, and ce o = 0, these parameters being estimated from the experimental conditions. 
grating, On, approaches 0° when drift of the photoexcited 
electrons dominates" (which may be induced by ex-
ternally applying an electric field). The phase difference 
approaches 90° when diffusion of the electrons domi-
nates" (which may be induced by using a small funda-
mental grating spacing). 
As a diagnostic tool, the dynamic theory, when 
coupled with experiment, is capable of determining 
certain material and hologram characteristics. By ex-
perimentally holding constant some of the dynamic theory 
parameters, other parameters and properties may be 
found. For example, the variations with grating 
thickness of the refractive index may be determined 
knowing the conditions of recording. This would allow 
the direct determination of the index profile (in the z 
direction) as Opposed to assuming a uniform grating or 
an exponential variation with thickness (both of which 
may be totally incorrect). As another example, the 
variation with exposure of the refractive-index exposure 
sensitivity, a, may be measured. By holding the other 
dynamic theory parameters constant and measuring the 
hologram writing characteristic, the time dependence of 
the index exposure sensitivity may be determined. 
Chronologically, in the literature, the earlier thick 
recording materials tended to show a saturating-type 
writing characteristic indicating a rapidly decreasing 
value of a. More recently, higher-sensitivity materials 
have tended to show an oscillatory writing characteristic 
indicating a larger dynamic range for these materials 
(and thus the dynamic theory is valid in these cases with 
essentially a constant value of a). 
VI. CONCLUSION 
A large number of different types of recording and 
reading behaviors have been reported for thick (volume) 
holograms in a wide variety of recording materials. 
Writing, reading, and angular selectivity experimental 
data from approximately 25 published articles are cited 
in this paper as being representative of the known types 
of behavior. The dynamic theory of thick hologram re-
cording and reading qualitatively predicts all of these 
various types of experimental behavior. Thus, the dy-
namic theory is potentially very powerful (1) in deter-
mining the material and recording parameters needed 
to produce a certain desired hologram characteristic 

























    
92.00 	0.50 	1.00 	1.50 	2.00 	2.50 
DEVIATION FROM BRRGG ANGLE (DEGREES) 
FIG. 14. Calculated angular selectivity exhibiting nonzero dif-
fraction efficiency at minima. Nonzero minima are character-
istic of phase holographic gratings having a variation in index 
of refraction through the thickness of the material. The re-
fractive-index profile is shown in the inset. Hologram thick-
ness is 2.00 mm, a=10-11 (V/m) -2 sec-t, On = 90°, a n = 0, and 
writing time is 5 sec. 
92.00 	0'.50 	1.00 	1.50 	2.00 	2.50 
DEVIATION FROM BRRGG ANGLE (DEGREES) 
FIG. 15. Calculated angular selectivity showing the disappear-
ance of diffraction efficiency minima. The same conditions as 
Fig. 14 prevail but with a longer writing time of 30 sec. The 
increased nonuniformity of the grating profile is shown in the 
inset. 
and (2) as a diagnostic tool to analyze the parameters of 
thick photosensitive recording materials. 
Note added in proof. An oscillatory diffraction effi-
ciency upon readout has also been shown theoretically 
and experimentally to be possible due to changes in 
the multiple internal reflections as a result of crystal 
thermal expansion caused by the absorption of laser 
light. These results are reported in the work by W.D. 
Cornish and L. Young, J. Appl, Phys. 46, 1252 (1975). 
In our experimental case (Figs. 4, 7, 12, and 13), we 
have found by the reflectance test given in the above 
reference that our crystals do not satisfy the flatness-
and-parallelism requirements necessary for such effects 
to occur. Laser-induced thermal expansion, therefore, 
does not significantly affect our experimental results. 
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Dynamically produced refractive-index variations with 
thickness of volume holograms in electrooptic crystals 
R. Magnusson and T. K. Gaylord 
Dynamic theory of volume holography is used to calculate the variations in the thickness direction of the ho-
logram-constituting refractive-index modulation and the externally observable effects of these variations 
in electrooptic materials. It is shown that thick holographic gratings may exhibit significant amplitude and 
grating phase variations with thickness including amplitude sign reversal. These nonuniformities strongly 
affect holographic grating recording and readout characteristics such as maximum possible diffraction effi-
ciency and angular selectivity. Thus a variety of grating applications will be affected by these nonuniformi-
ties. 
Introduction 
Due to a variety of important applications, volume 
holographic recording has been the subject of much 
research. The initial analyses of volume (thick) holo-
grams' ,2 were static in nature as the dynamic influence 
of the grating formation on the recording fields was 
neglected. In these papers, the holographic gratings 
analyzed were assumed to be uniform through the 
thickness of the material. 
A more general approach, allowing for the effects of 
dynamic grating formation, has been presented by Ni-
nomiya.3 Such theory has been shown to account for 
the various types of experimental behavior observed in 
the recording, readout, and angular selectivity charac-
teristics of thick ferroelectric holograms. 4 In dynamic 
theory, the exposure 6, which is the time integral of the 
local irradiance, is the fundamental parameter through 
which the dynamic feedback between the grating being 
formed and the fields propagating in that structure is 
introduced. Thus, the time—space evolution (history) 
continually modifies the grating and its associated ex-
ternally observable characteristics. Because of the 
generality of the dynamic theory, no arbitrary condi-
tions on the variations with thickness of the hologram 
constituting material changes are imposed. It is the 
purpose of this paper to discuss the thickness variations 
of the refractive-index modulation in electrooptic vol-
ume phase hologram gratings as derived from the dy-
namic theory. The present work considers only opti- 
The authors are with Georgia Institute of Technology, School of 
Electrical Engineering, Atlanta, Georgia 30332. 
Received 2 August 1976.  
tally induced refractive-index changes (photorefractive 
effect). Similar effects in photochromic materials have 
been considered by others. 5,6 
It is shown in this paper that dynamically induced 
grating nonuniformities significantly influence volume 
hologram recording and readout behavior. On re-
cording, the drop in the maximum attainable diffraction 
efficiency is linked to increasing grating nonuniformi-
ties. On readout, the sidelobe structure and symmetry 
of the angular selectivity characteristics are shown to 
be associated with the nonuniformities. As a result, 
these effects are important, and must generally be 
considered in volume holography applications. Con-
sidered separately, the nonuniformities are interesting 
and potentially useful in some applications. 
Theory 
In the present context, it is assumed that the change 
in the refractive index n is related to the exposur 6 
by 
do/d6 = a = constant, 
where a is the exposure sensitivity of the refractive 
index, 
T
-- 6 = 	E•E*dt, 
where T is the exposure time, E(f,t) = R(z,t)r 
exp(—ji-).7) + S(z,t)g exp(—ja-.1- ) is the total rms complex 
electric field in the material, E* is its complex conjugate, 
R(z,t) and S(z,t) are the complex amplitudes of two 
recording plane waves with wave vectors p and -a and 
polarization vectors t' and g, respectively, all lying in the 
plane of incidence (E -mode polarization), T = (x,y,z), 
where z is the direction through the thickness of the 
plane parallel material slab of thickness d, and x is in 
the direction of the grating vector (p — Tr). The angle 
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between the (symmetrical) wave vectors -fi and v is 20. 
The assumption represented by Eq. (1) merits discus-
sion. It has been shown previously that using this as-
sumption in the dynamic theory yields results that 
qualitatively describe a wide variety of experimental 
behavior. 4 Furthermore, the optically induced space-
charge field that modulates the refractive index to form 
hologram gratings in electrooptic materials has an ex-
ponential saturation characteristic with a time constant 
that is approximately r,- , the illuminated dielectric re-
laxation time of the materia1. 7,8 The exposure sensi-
tivity decays with the same time constant. In a typical 
representative case T r 660 sec for an iron-doped 
crystal of lithium niobate as determined by holography 
experiments. 9 Therefore, the exposure sensitivity may 
be assumed to vary slowly over the exposure range used 
here and can be approximated by a constant. 
It can be shown that the spatially varying holographic 
refractive-index modulation may be represented as 
n (x,z,T) = 2a cos20(M2 4. N2)112 
X COW& - 05) • T- + ¢ + cos -1 [M/(M 2 + N 2)"2], (2) 
where 
M = M(z,T)E- c ReIRS*}dt, 
T 
N = N(z,T) 	Imj/iS*Idt, 
and On is the spatial phase difference (0° 	90°) 
between the grating-forming light intensity pattern and 
the resulting refractive-index pattern. Thus, if the 
wave amplitudes R(z,t) and S(z,t) are known, the index 
modulation can be calculated by Eq. (2). It is noted 
that the grating is sinusoidal in x, but with amplitude 
and phase dependent on the exposure time T and the 
thickness coordinate z.  The amplitude of the index 
modulation along a peak in the pattern n 1p is conse-
quently 
	
rtip(z,n= 2a cos20(M 2 + N2)112 	 (3) 
Likewise, the quantity cos- 1[M/(M2 + N2)1/2] is a 
measure of grating bending 10-12 ; that is, the deviation 
of a grating peak at an arbitrary value of z from its po-
sition at z = 0. It is seen that grating bending is a direct 
result of a possible z -dependent phase difference be-
tween the two waves in the medium (consider N = 0). 
Results 
The wave amplitudes R(z,t) and S(z,t) are calculated 
from the dynamic coupled-wave equations given in Ref. 
4 with the boundary conditions R(0,t) = S(0,t) = 1000 
V/m. This produces an incident beam intensity ratio 
= S 2 (0,t)/R 2(0,01 of unity. The wavelength is A = 
0.5145 pm, the index of refraction is n o = 2.243 (LiNb0:3 
crystal), and the absorption coefficient is ao = 100 m-1 . 
The wave amplitudes are used to calculate grating 
variations in z and t as indicated above. 
Figure 1 shows the peak amplitudes [from Eq. (3)] of 
holographic gratings (recorded with typical experi-
mental parameters) as functions of z for different spa-
tial phase shifts On . These grating profiles are calcu-
lated at the times (T) when the corresponding maxi- 
mum diffraction efficiencies are reached on the re-
cording characteristics as indicated in the figure inset. 
The gratings are found to become increasingly non-
uniform with increasing values of On and T. The value 
of On, in ferroelectrics is determined by the relative 
contributions of electronic diffusion and drift during 
recording. 19 For diffusion only On = 90° and for pure 
drift On = 0°, which are valid if the carrier migration 
length is short compared to the grating period L. For 
longer migration lengths, the present analysis is still 
valid; only the physical interpretation needs to be 
modified.'; The grating peak profiles shown in Fig. 1 
exhibit nonuniformities typical of hologram gratings 
recorded to the maximum diffraction efficiency 
allowed by the material and its physical processes. The 
diffraction efficiency is maximum for On = 0° if the 
incident beam intensity ratio is unity. In this case, 
= exp(-2a„'d/cos0'), where a„' is the absorption coef-
ficient for the readout process 2 • 3 and 0' is the reading 
angle. For each q5,, X 0°, the diffraction efficiency 77 
//max, where the equal sign holds for a suitable ratio of 
the incident recording beam intensities. 14,15 This is, 
effectively, recording with E = 1 in addition to a simul-
taneous enhancing readout. If = 1 and O n X 0° , < 
77max• 14 Thus it is seen from Fig. 1 that the drop in the 
maximum diffraction efficiency corresponds to in-
creased grating amplitude nonuniformity. For q5„, = 0°, 
the monotonic drop with z is caused entirely by ab-
sorption (a„ X 0). For O n = 90°, the grating peak 
amplitude in Fig. 1 has dropped to zero at the output 
face of the crystal. 
Fig. 1. Calculated refractive-index amplitude variations with nor- 
malized thickness along an amplitude peak in the holographic grating 
pattern. The hologram thickness is 2.00 mm, a = 10 - " (V/m) - : 
sec -1 , a„' = a„ = 10 2 m -1 , and II = 2.23° (5.00° angle of incidence 
external to a crystal of ri„ = 2.243). The curves are calculated at the 
times corresponding to the first maxima of the recording character- 
istics shown in the inset. 
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DEVIATION FROM BRAGG ANGLE (degrees/ 
Fig. 2. Calculated angular selectivity characteristics for the gratings 
of Fig. 1. Vertical dashed line indicates position of Bragg angle. 
Figure 2 shows the angular selectivity characteristics 
of the gratings of Fig. 1. The deviation from the Bragg 
angle is defined here as AO' = 0' — 0. Increasing grating 
amplitude nonuniformity is seen to result in less ac-
centuated minima in the angular selectivity pattern. 
This is a general result that has been obtained before 
for the case of exponentially attenuated gratings 16,17 
such as those shaped by absorption only (i.e, 	= 0°, 
ct o 	0). Note that the pattern is symmetric relative 
to the Bragg angle for the limiting cases q5„ = 0° and 90°. 
For intermediate values of O n, asymmetry in the angular 
selectivity occurs. For O n = 45° and the conditions 
presently used, the maximum diffraction efficiency, for 
example, occurs at AO' = 0.03° and is higher than that 
exactly on the Bragg angle by about 6%. 
Figure 3 shows the gratings of Fig. 1 with their spatial 
phase variations (bending) at a later stage in their ev-
olution (T = 25 sec; see the inset of Fig. 1). The 
nonuniformities have significantly increased. For On 
= 90°, amplitude sign reversal is shown to occur, that 
is, the grating undergoes a 180° phase reversal for a 
range of the thickness coordinate. For On = 45°, the 
grating peak has shifted more than one-third of a period 
in x at the output plane. No phase shift takes place for 
= 0° for this case of = 1. Grating bending thus 
occurs for 0° < qn < 90°. 
Finally, Fig. 4 illustrates the angular selectivity 
characteristics associated with the gratings of Fig. 3. 
Only for On = 0° does the maximum diffraction effi-
ciency occur exactly on the Bragg angle. The pattern 
sidelobes become increasingly obliterated with in-
creasing grating nonuniformity. The patterns are still 
symmetric for On = 0° and 90° but not for other values 
of On . Since these are the only values for which the  
grating does not bend, it is thus shown that the asym-
metry of the angular selectivity pattern relative to the 
Bragg angle is associated with the bending of the grat-
ing. Asymmetric angular selectivity characteristics 
have been observed experimentally in electrooptic 
crystals.I 4 
Conclusions 
The nonuniformities discussed above can be of im-
portance in applications employing holographic prin-
ciples. For example, the angular selectivity, spectral 
zid 
Fig. 3. Peak amplitudes of the refractive-index gratings (solid 
curves) as functions of distance through the grating after an exposure 
time T = 25 sec. Also shown are the positions of the grating peaks 
(dashed curves) as functions of thickness indicating the bending of 
the grating. All parameters are the same as in Fig. 1. 
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Fig. 4. Calculated angular selectivity characteristics for the gratings 
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selectivity, and maximum obtainable diffraction effi-
ciency are influenced by these nonuniformities. Thus, 
the calculations can be used to determine the crosstalk 
characteristics of angularly stacked holograms such as 
would be used for storing images, storing digital data, 
or in color holography. For a single angular selectivity 
maximum, it is desirable to have O n approach 90°. 
However, the reduction in sidelobe definition is seen to 
correspond to decreased diffraction efficiency and a 
larger angular width of the central lobe. 
The theory is also useful in predicting the optimum 
experimental conditions for synthesizing a desired 
grating profile. For example, to obtain approximately 
uniform gratings (assuming small a0 ) and high dif-
fraction efficiency, it is desirable that O n approach 0°. 
This may be accomplished in electrooptic crystals by 
applying an electric field so as to increase electronic 
drift. Furthermore, the theory predicts that by al-
lowing some inequality in the incident writing beam 
intensities, the otherwise unavoidable loss-induced 
grating amplitude drop can be compensated, at least 
partially, and more nearly uniform gratings obtained." 
It is possible that this ability to tailor the grating profile 
may be useful in diffraction grating fabrication and in 
integrated optical grating components, such as used for 
distributed feedback, reflecting, filtering, and cou-
pling. 
In summary, it has been shown that thick holographic 
gratings can be significantly nonuniform with thickness 
and that amplitude variations, grating bending, and 
grating phase reversal may occur. The asymmetry of 
the angular selectivity characteristics around the Bragg 
angle is found to be associated with grating bending, 
while the obliteration of the angular selectivity minima 
is associated with grating amplitude variations with 
thickness. 18 Furthermore, the maximum obtainable 
diffraction efficiency on recording is limited by the 
nonuniformities. Thus, these effects appreciably in- 
fluence the hologram recording and readout charac-
teristics. In turn, these effects impact practical appli-
cations of holographic recording in phase materials. 
This work was supported by the National Science 
Foundation and the Army Research Office. 
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Electronic system for optical shutter control 
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A versatile electronic system for accurate shutter control in optical experiments 
is described in detail. Digital and analog circuitry is used to provide automatic 
timing, exposure control, manual operation, and remote programmability. 
I. INTRODUCTION 
The accurate control of light beams is of fundamental 
importance in optical experiments. This is true for 
virtually all areas of optics. Experiments involving 
photography or holography are typical examples. 
It is desirable to be able with precision to turn 
on and to turn off laser beams or other light beams 
in a controlled manner. This includes remote manual 
control of shutters as well as automatic timing and 
automatic exposure control. Further, it is frequently 
necessary to have (1) a relatively large-aperture 50 
mm) shutter, (2) high-accuracy timing (error <0.5%), 
(3) a large range of exposure times (10 -3 -104 sec), 
(4) high-accuracy exposure energy control (error <0.5%), 
and (5) a wide range of total exposure energies (six 
orders of magnitude). The lack of commercial systems 
with all of these features provided the motivation for 
the present work.'• 2 
II. FUNCTIONAL CHARACTERISTICS 
The front and rear panels of the electronic shutter 
system are shown in Fig. 1. As indicated by the OPER-
ATING MODES selection switch, there are four modes of 
operation and a safety (SHUTTER CLOSED) position. 
These modes and their functional characteristics are as 
follows: 
(1) TIMER. The open time of the shutter is selected 
and controlled in this mode. The desired shutter time 
(from 0.01 x 10-1 to 9.99 x 103 sec) is preset with the 
TIMER SET thumbwheel switch. The shutter is opened 
and the timing sequence begun by depressing the START 
pushbutton. The elapsed time during the exposure is 
continuously displayed on a three-digit LED readout. 
The shutter automatically closes when the preset time 
has elapsed. The final time (in agreement with the set 
time) remains displayed until the RESET pushbutton is 
depressed. If the shutter is closed by pushing the STOP 
button before the preset time is reached, the elapsed 
shutter time at the moment of shutter closing remains 
displayed. The exposure can then be continued by re-
pushing the START button. The timing will continue 
from the previously displayed elapsed time. The elapsed 
time can be set to zero at any time with the RESET 
button. 
(2) EXPOSURE. The exposure energy is selected and 
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controlled in this mode of operation. An external power 
meter is used to monitor the optical intensity and to 
provide a low-impedance voltage signal for the elec-
tronic shutter system. The desired exposure energy 
(from 001 to 999 x 103 in arbitrary energy units) 
is preset with the EXPOSURE SET thumbwheel switch. 
When the START pushbutton is depressed, the shutter 
opens and the monitor voltage level is integrated over 
time by the electronic system to give the accumulated 
exposure energy. This is displayed on a three-digit 
LED readout. The shutter automatically closes when 
the preset exposure energy has been reached, and the 
final exposure energy remains displayed until the RESET 
pushbutton is depressed. In the EXPOSURE mode, the 
elapsed time is also simultaneously displayed on the 
TIME readout. As in the TIMER mode, the STOP push-
button may be depressed during the exposure causing 
the shutter to close and the integration process to be 
interrupted. Both the accumulated exposure energy and 
the elapsed time remain displayed on the readouts until 
either the exposure is continued (by pushing START) 
or the readouts are set to zero (by pushing RESET). 
(3) MANUAL. In this mode the shutter is opened by 
depressing the START pushbutton (as in the other modes). 
It remains open until the STOP pushbutton is depressed. 
This is identical to the time mode on a camera. In the 
MANUAL operating mode with the shutter open the timer 
starts and operates continuously with the elapsed time 
being displayed on the TIME readout. 
(4) BULB. In this operating mode, the shutter 
may be opened by depressing the START pushbutton 
and keeping it depressed. When the START pushbutton 
is released, the shutter closes. This is the same as bulb 
operation on cameras. When the shutter is open, the 
timer operates and the elapsed time continually changes 
and is displayed on the TIME readout. When the shutter 
is closed (by releasing the START pushbutton), the ac-
cumulated elapsed time is displayed. 
In addition to the basic operating functions, a number 
of convenience features are incorporated in the front 
panel. These include a green LED to indicate when the 
shutter is closed and a red LED to indicate when the 
shutter is open. Another red LED is illuminated when 
the shutter cannot achieve full aperture owing to the 
setting of an exposure time that is too short for 
the particular shutter being used. This will depend on 
the type of shutter being used and is typically in the 
Copyright © 1976 American Institute of Physics 	 1133 
54 





7 8 6 
 
0 
(1 ✓ 11NIL SHUM11 SYSYM 
.,:c£1,11.04F 
   
   
   
   










FIG. I. Front and rear panels of electronic instrument for optical shutter control. 
range from 1 to 50 msec for most solenoid-operated 
mechanical shutters. The exposure time setting below 
which the aperture warning light is illuminated is set 
with a series of miniature switches in the interior of 
the instrument. This preset warning point is then manu-
ally changed each time the shutter is changed. 
A DISPLAY INTENSITY adjustment is also available 
on the front panel. This allows all display and lamp 
intensities to be varied uniformly and simultaneously 
from full brightness to completely off. This permits 
elimination of instrument light for experiments requiring 
subdued lighting or complete darkness. 
The connectors for attaching external equipment to 
the shutter system electronics are provided on the rear 
panel. The output shutter drive signal is obtained 
from the TO SHUTTER connector. The input optical 
power level signal (when instrument is used in the 
EXPOSURE mode) is applied to the EXPOSURE MONITOR 
connector. Remote external control inputs (through 
contact closure to ground) for the START, STOP, and 
RESET functions are connected through three BNC 
connectors similarly labeled on the rear panel. This 
allows external programmability of the instrument's 
functions. 
III. ELECTRICAL BLOCK DIAGRAM 
A block diagram of the shutter system is shown in 
Fig. 2. In the exposure mode, the voltage from an 
external optical power meter is integrated by an ex-
posure circuit to yield energy. The energy level is 
displayed on a front panel readout. The method of 
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monitoring the optical beam may be with a beam 
splitter as shown in Fig. 2 or by other placement of 
the optical power meter sensor. 
The control electronics provide switching between 
various operating modes, activation of the appropriate 
displays, and signaling of the shutter drive circuit 
indicating when the shutter is to be opened and when it 
is to be closed. The shutter drive circuit provides a 
voltage step to drive the shutter solenoid open. When 
the voltage is removed, the mechanical restoring springs 
in the solenoid force the shutter closed. The shutter 
drive circuit is on a separate printed circuit card to al-
low the changing of this circuit for use of the instru-
ment with a variety of shutters. Required solenoid 
drive voltages from the shutter drive circuit are typically 
in the range 10— 100 V for mechanical shutters.' 
For accurate timing (in the TIMER, EXPOSURE, 
MANUAL, and BULB modes) a 100.000-kHz quartz crystal 
clock is used. By using decade counters the elapsed 
time may then be displayed in 1-msec to 10-sec steps. 
IV. INDIVIDUAL CIRCUITS 
Six basic circuits were used in the construction 
of this electronic system for shutter control: (1) timer-
control circuit, (2) clock-control circuit, (3) comparator 
circuit, (4) integration circuit, (5) shutter drive circuit, 
and (6) power supply circuit. Each of these circuits was 
fabricated on a separate printed circuit card. The de-
tailed electrical schematics for these circuits (with the 
exception of the power supply circuit) are presented in 
Figs. 3-6. 




































FIG. 2. Block diagram of electronic system for shutter control. 
The operation of each circuit may be described as 
follows. 
A. Timer-control circuit 
The timer-control circuit is shown in Fig. 3. It con-
tains the TTL logic circuits necessary to generate the 
different logical signals required for the various operat-
ing modes of the instrument. All logical operations are 
activated by three control pushbutton switches, labeled 
START, STOP, and RESET, mounted on the front panel. 
The functional operation of each part of the circuit for 
the different operating modes is as follows: 
(1) BULB. An inverting amplifier {obtained by tying 
together the two inputs on pins 4 and 5 of the quad-
ruple 2-input type 7400 NAND gate (A10)] inverts the 
signal from the START switch to give a positive output 
signal (from pin 6 of A10) whenever this switch is 
operated. This signal is used to drive the shutter drive 
circuit when the function selector OPERATING MODE 
switch is in the BULB position. This causes the shutter 
to remain open as long as the START switch is depressed. 
(2) MANUAL. The START switch is also used to set a 
latching flip-flop (causing pin 8 of A3 to go high, i.e., 
logical one or +5 V level), formed by cross-connecting 
two NAND gates (A3) to eliminate contact bounce on 
the pushbutton switches. This latching flip-flop can be 
reset (causing pin 11 of A3 to go high) by operating the 
STOP switch. The output from pin 8 of A3 will alternate 
between the logical one (+5 V) and logical zero (0 V) 
levels by consecutively operating the START and STOP  
pushbutton switches, and is fed to the shutter drive 
board via the function selector OPERATING MODE 
switch whenever it is in the MANUAL position, open-
ing the shutter after operating the START switch, 
and closing the shutter after operating the STOP switch. 
(3) TIMER. A second latching flip-flop is formed by 
the remaining two NAND gates of A3, the output of 
which (pins 3 and 6 of A3) directly drives the J-K in-
put terminal (pins 16 and 4) of the J-K flip-flop (A6). 
The second latching flip-flop (A3) can be set by pressing 
the START switch (causing pin 6 of A3 to go high), and is 
reset on its other input by operating the RESET switch. 
When this flip-flop is set, the J-K flip-flop (A6) will 
transfer its input state to the output when the next clock 
pulse from the time base goes negative, causing the shut-
ter drive signal (pin 4 on A9) to go high. This will 
cause the shutter to open at the beginning of a clock 
pulse period when the function selector OPERATING 
MODE switch is in the TIMER position. Simultaneously, 
the time base pulses will be fed to pin 1 of A9 for 
counting by the three-decade counters on the clock-
control board (see Fig. 4), as well as to the three type 
74192 up/down counters Ai, A4, and AS of the timer-
control circuit. 
Should the STOP pushbutton switch be operated be-
fore the end of any operating sequence, the first latch-
ing flip-flop (pin 8 of A3) will be reset, causing the J-K 
flip-flop of A3 to reset, closing the shutter and dis-
abling the clock pulses being fed to pin 1 of A9 and to 
pin 4 of Al. The operating sequence can be resumed 
by depressing the START switch again. 
The above circuitry is in operation during all modes 
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FIG. 3. Timer-control circuit of electronic system for optical shutter control. Here and in the rest of the diagrams all resistance values are in ohms and 
capacitance values are in p, F. All resistors are of the 0.25-W, 5%, composition type. 
of operation of the instrument, allowing the time dur-
ing which the shutter is open to be measured ac-
curately and displayed. 
In the TIMER mode the TIMER SET binary coded 
decimal (BCD) thumbwheel switches preset (via the 
type 7404 inverting amplifiers A7 and A8) the type 74192 
up/down counters AI,  A4, and A5 to the desired count. 
This happens while the load input terminal (pin II of Al, 
A4, and A5, driven from the second latching flip-flop A3) 
is low, i.e., after operating the RESET switch. Upon 
operating the START switch, the countdown sequence is 
initiated by feeding the clock pulses from pin I of A9 
to the countdown input (pin 4) of  Al. At the same time 
the borrow output (pin 13) of AS goes high during the 
entire countdown period, causing the shutter to open 
when the OPERATING MODE Switch is in the TIMER 
position. Should the STOP switch be activated before 
countdown is completed, the countdown sequence is 
intern ipted by resetting the first latching flip-flop of A3 
(pin 8 of A3), which in turn causes the clock pulses 
fed through to pin 1 of A9 to be interrupted, and closing 
the shutter. The sequence can be resumed by again 
setting the first latching flip-flop (A3) by depressing the 
START Switch. 
When the up/down counters A 1 , A4, and AS have 
counted down to zero, the borrow output (pin 13 of A5) 
goes low, thus resetting the first latching flip-flop via 
the monostable multivibrator A2, and closing the 
shutter. The up/down counters can be reactivated only 
after operating the RESET switch, which will cause the 
second latching flip-flop of A3 to reset (pin 6 of A3 goes 
low), causing the voltage on pins 11 of A I , A4, and AS 
to go low, so as to enable the counters to be loaded again 
by the thumbwheel-switch setting. 
The complementary output from the second latching 
flip-flop (pin 3 of A3), which goes high when operating 
the RESET switch, is also used to reset the clock (refer 
to Fig. 4) to zero whenever the RESET switch is 
operated. 
B. Clock-control circuit 
The clock-control circuit is shown in Fig. 4. A self-
starting crystal-controlled Colpitts oscillator generates a 
100-kHz square wave that is divided by a series of 
six type 7490 decade dividers (Al to A6) to generate 
clock frequencies of 1 kHz to 0.1 Hz, the correct clock 
frequency being selected by the TIMER SET selector 
switch. After being gated by the timer-control circuitry 
(see Fig. 3), the number of clock pulses occurring 
during the time the shutter is activated is counted by 
three type 7490 decade counters (A7, A8, and A9) in 
all modes of operation of the instrument. The timer 
count is displayed on three LED 7-segment display 
devices. A decimal point after the most significant 
digit is permanently displayed, allowing the shutter 
opening time to be indicated in scientific notation 
(with the decimal multiplier indicated by the range 
switch). 
The decade counters are reset to zero whenever the 
RESET switch is depressed. However, operating the 
STOP switch to interrupt any operating sequence will 
close the shutter, thus stopping the clock pulses fed to 
the decade counters A7 to A9, but does not reset these 
counters to zero. When the START switch is again 
operated, the operation will proceed (adding elapsed 
time to the previous count). 
C. Comparator circuit 
The comparator circuit (also shown in Fig. 4) con-
sists of two cascaded pairs of type 7485 magnitude 
comparators (A13 and Al4 for the x 1 range, and Al5 
and A16 for the x 10 - ' range), which compares the 
TIMER SET thumbwheel setting with a preset binary 
number on internal miniature switches. The most signif-
icant digit of the TIMER SET switch is monitored by a 
simple four-diode AND circuit, being activated by a zero 
digit. On the two highest frequency ranges of the range 
switch ( x 10 and x 1), the output of the corresponding 
two comparator ICs will go low whenever the thumb-
wheel setting is less than the preset setting on the 
miniature switches, causing the NOT FULL APERTURE 
warning LED light to be illuminated. The preset 
switches have to be reset each time a new type of shutter 
is used with the instrument by setting the switches to 
correspond with the time required to open the shutter 
fully after application of a drive pulse. 
D. Exposure (integrator) circuit 
The integrator circuit is shown in Fig. 5. It is a preci-
sion type LM308 op amp (All) with a low-leakage 
4-.F integrating capacitor. The integrating time 
constant can be varied over four decades by the ex-
posure multiplier switch. This effective variation is ob-
tained by a resistor divider network which offers a 
constant total resistance of 10 kn to the integrating 
op amp (to minimize offset drift when changing ranges) 
for a signal from a low-impedance input source (optical 
power meter). 
The offset bias compensating trimpot RV 1 is adjusted 
to eliminate any tendency of the integrator output to 
drift when the input is zero. In the EXPOSURE mode 
the integrator's input will be switched by relay RLY I 
(activated by operating the START switch) from ground 
(0 V) to the signal to be integrated; operating the 
STOP switch will cause RLY1 to be deactivated, re-
turning the integrator input to ground level (i.e., causing 
the integrator's output voltage to "hold"). Operating the 
RESET switch will activate relay RLY2, which effectively 
shorts the integrating capacitor through a 100-fi resistor, 
discharging the voltage across it to zero. 
With a positive input voltage to the integrator op 
amp, its output voltage will decrease (i.e., go negative) 
in proportion to the time integral of the input voltage. 
The output voltage of the integrator is measured by 
a digital voltmeter consisting of a precision voltage-to-
frequency converter (A13 and A14) and three decade 
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FIG. 6. Shutter drive circuit (for 
operating a single shutter) of the 
electronic system for optical shut-
ter control. 
counters (A8, A9. and A 10). The voltage-to-frequency 
converter will give an output frequency of 0-10 kHz, 
with a linearity of better than 0.05%, when its input 
voltage (point marked X on Fig. 5) varies from 0 to 
—10 V. 5 • 6 
The output of the voltage-to-frequency converter (pin 
3 on A13) is counted by a three-decade counter (A8. 
A9, and A 10). Every 100 cosec the count is latched 
into the bistable latches A5, A6, and A7 by a latch 
pulse of 0.8- iusec duration generated by the first mono-
stable multivibrator of A 1 , which in turn is fed with a 
10-Hz clock drive signal. Immediately following the 
latch pulse from A 1 , a reset pulse of 0.8 il,sec from the 
second monostable multivibrator of A I is used to reset 
the three-decade counters A8, A9, and A10 to zero. 
The latched count in A5, A6, and A7 is displayed on 
the three 7-segment LEDs, which are therefore up-
dated ten times per second to indicate the integrator 
output voltage (EXPOSURE). This counter is activated 
only in the EXPOSURE mode. 
The trimpot RV2 determines the full-scale calibration 
of the digital voltmeter EXPOSURE display and is set to 
ensure that the indicated count agrees with the setting on 
the EXPOSURE SET thumbwheel switches at the end of 
an integration operation. During calibration RV2 is ad-
justed to ensure agreement between the two at the high 
end of the scale, while RV3 is adjusted to ensure that 
the output frequency of the voltage-to-frequency con-
vertor is zero when the integrator's output voltage is 
zero. 
The output voltage of the integrator is also fed 
to the inverting input terminal of the level detector op 
amp Al2, which switches when the integrator's output 
voltage equals the reference voltage (on the non-
inverting input) from the slider of the EXPOSURE SET 
three-decade thumbwheel voltage divider. When this 
happens, the shutter will close if the OPERATING MODE 
switch is in the EXPOSURE position. Since the integrator 
saturates at an output voltage of approximately —13 
V, the reference voltage from the EXPOSURE SET voltage 
divider is limited to a value of less than —13 V by 
a 2.7-kc2 resistor connected in series with the top end 
of the voltage divider and the —15-V supply. A 1-MI2 
resistor between the output of the level detector op amp 
Al2 and its noninverting input ensures a small amount of 
hysteresis to prevent jitter on the shutter when it closes. 
Should the integrator drift at the end of an integra-
tion operation, readjustment of RV1 is required. Drift, 
if present, can be observed on the EXPOSURE readout. 
In any case, it is desirable to operate the srop switch 
when the shutter closes at the end of an integration run. 
to prevent reactivating the shutter in the presence of 
any residual long-term drift on the integrator. The use 
of a common grounding point for all integrator compo-
nents is essential to prevent potential differences around 
ground loops from being integrated and causing drift in 
the integrator. 
E. Shutter drive circuit 
The shutter drive circuit is shown in Fig. 6. It consists 
of a two-stage direct coupled low-level transistor 
amplifier feeding a type 2N4240 driver power transistor. 
which is connected to the shutter solenoid. The dc 
voltage required by the output stage of the shutter 
drive will be determined by the type of shutter' used. 
The power dissipation of the power output transistor 
in the saturated "on" mode (shutter open) is small 
enough for most shutter currents not to require a heat 
sink, even for prolonged operation. The shutter is 
activated by a +5-V signal to the drive circuit. 
V. DISCUSSION 
The electronic instrument for optical shutter control 
described here was designed to have maximum accuracy 
and versatility. No commercial instrument exists with 
similar functional and accuracy characteristics. The 
basic electronic system is independent of the type of 
dc-driven shutter used. By changing a single printed 
circuit hoard (shutter drive circuit) any such shutter 
can be operated and controlled by this instrument. In 
fact, multiple shutters can be controlled by a single 
instrument. As an example, two spring-loaded shutters 
may be placed in series along a single light beam to 
provide shorter exposure times than are possible by a 
single shutter of the same type. One shutter that is 
initially closed is driven open at the beginning of the 
shutter drive pulse while a second shutter that is 
initially open is driven closed at the end of the shutter 
drive pulse. This allows the mechanical shutter blades 
each to be accelerated in only one direction, thus de-
creasing the exposure time possible with the system. 
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triggered to open and the second shutter that is initially open is triggered to closed. This allows the minimum exposure time at full aperture 
to he as short as 1.5 msec for the shutters used here. 
The circuit used to accomplish this is shown in Fig. 7. 
With it, a full aperture exposure time of 1.5 msec 
was achieved. 
This shutter-control instrument was designed to use 
only the most readily available standard preferred 
values and types of electronic components. No un-
usual or uncommon components were used. The total 
cost of the components (excluding power meter and 
shutter) is about $350 based on present small-quantity 
prices. In addition, the design was formulated to 
produce minimum sensitivity to component tolerances. 
For example, all resistance values have a ±5% tolerance, 
the oscillator has assured self-starting characteristics, 
etc 
The instrument allows maximum use of normally ex-
isting peripheral equipment. For example, any optical 
meter can be used to provide a power monitoring 
signal. The monitor voltage level can be anywhere from 
about 10 mV to 50 V. 
Power requirements for the instrument are +5 V 
(regulated) at 1.5 A, and +15 and —15 V (both 
regulated) at 20 mA, and 0-5 V (adjustable) at 600 mA. 
The high-voltage dc supply of the shutter drive circuit 
is determined by the type of shutter used. The complete 
instrument dissipates a total electrical power of about 
20 W. 
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