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PREFACE 
Considering service quality as of key strategic value in service sector, and 
particularly in banking, the issue has received growing attention from management 
and academic circles. Much of this focus, however, has been in developed countries. 
partially owing to proven and potential benefits (vi_, enhanced customer satisfaction 
and loyalty, invitation to new customers, positive word of mouth, recommendations, 
increased productivity, high market share etc.) and partially fuelled by some seminal 
works in 19K0s. 
I lowever, in the context of' banks, the relationship of' service quality with various 
behavioural outcomes such as customer satisfaction and complaint behaviour, 
subsequently leading to customer loyalty, appears to have been less explored 
especially in an emerging economy like India. Moreover, the conflicting empirical 
evidences as to the direction of the causal link between service quality, customer 
satisfaction, loyalty and complaint behaviour also highlight the need for research as 
these could have important managerial implications. Additionally, comparative 
studies encompassing Indian urban and rural bank patrons are few and far between. 
This thesis is structured into chapters that provide a critical review of extant literature 
on service quality and other behavioural variables considered in the study; prominent 
models and theories of service quality: research methodology: theoretical framework 
and research hypotheses. Data gathered has been analysed to provide evidence in 
support of hypotheses considered for the study. The research findings together with 
the proposed research models have been relied upon to suggest implications that are 
important for the understanding of behavioural intention of urban and rural hank 
patrons. 
The thesis is divided into six chapters, and a brief overview of the same is presented 
below. 
( -'hupic'i' I provides it brief introduction to the background of the study along with the 
research problem. The chapter also outlines the objectives of this Study together with 
significance and scope. 
►v 
Chapter 2 starts with definitions of services and service quality followed by an 
overview of current approaches to service quality and services as well as the 
literature related to the six prominent theories of service quality. Furthermore, it 
sheds lights on country profile of India and banking scenario in India. 
Chapter 3 proposes a theoretical Framework which is comprised of key factors that 
influence service quality in Indian urban and rural contexts. 
Chapter 4 presents the research methodology and methods employed in the conduct 
of study. In addition, the research process, design, development of the instrument, 
pilot study. sample and data collection, and data analysis methods are presented. 
Chapter 5 presents data analysis related to testing of the differences between urban 
and rural respondents as well as exploring the effect of gender. Furthermore, the 
chapter also includes the proposed model of service quality. The model has been 
tested using the IBM AMOS 2I.0. 
Chapter 6 highlights the key findings of the study. The contributions of the study, 
including theoretical and managerial implications, are also discussed. It also presents 
limitations of the study and suggestions for future research. 
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GLOSSARY OF TERMS 
Attitude towards Behaviour: An individual's positive or negative feelings about 
performing the target behaviour. 
Confirmatory Factor Analysis: It is theory or hypothesis driven, tests how well 
measured variables represent it smaller number of constructs. 
Convergent Validity: It is synonymous with criterion validity and with correlational 
analysis, and is one way of establishing construct validity. 
Cross-Sectional Study: A research study for which data are gathered just once 
(stretched though it may be over a period of (lays, weeks, or months) to answer the 
research question. 
('ulture: A collective programming of the mind which distinguishes the members of 
one group or category of people from another. Culture is also defined as set of basic 
values, perceptions, wants and behaviours learnt by a member of society and other 
important institutions 
Dependent Variable: It is a variable of primary interest to the study, also known as 
the criterion \ ariahle 
Discriminant Validity: It is another way of testing construct validit`. A measure has 
discriminant validity %\ hen it has a low correlation with measures of dissimilar 
concepts. In other words, discriminant validity reflects the extent to which the 
constructs in a model are different. 
Endogenous Latent ('onstruct: A latent, multi-item equivalents to it dependent 
ariahle. It is a construct that is affected by other constructs in the model. 
Exogenous Latent Construct: A latent. multi-item equivalent of an independent 
ariahle. It is it construct that is not affected by any other construct in the Model. 
Expectations: Pre-trial beliefs of' consumers. 
xv 
Independent Variable: A variable that influences the dependent or criterion 
variable and accounts for (or explains) its variance. 
Longitudinal Study: A research study for which data are gathered at several points 
in time to answer a research question. 
Measurement model: It estimates the unidimensionality, reliability and validity of 
each construct. 
Parsimony: A model high in parsimony (simplicity) is a model with relatively few 
parameters and relatively many degrees of freedom. On the other hand, a model with 
many parameters and few degrees of freedom is said to be complex or lacking in 
parsimony. 
Perception: The degree to which a person believes that using a particular system 
would enhance his or her job performance. 
Pilot Study: The study conducted to detect weaknesses in design and 
instrumentation and to provide proxy data for selection. 
Pre-testing: A trial run with a group of respondents for the purpose of detecting 
problems in the questionnaire instructions or design, whether the respondents have 
any difficulty understanding the questionnaire or whether there are any ambiguous or 
biased questions. 
Questionnaire: A prc-formulated written set of questions to which respondents 
record their answers, usually within rather closely defined alternatives. 
Reserve Bank of India: Central hank and supreme monetary authority of India 
Reliability: The extent to which research findings would he the same if the research 
were to he repeated at a later date, or with a different sample of subjects. 
Sample: A sample is a subset of the population, comprising some members selected 
from the population. 
XVi 
Services: It include all economic activities whose output are not physical product or 
construction, is generally consumed at the time it's produced. and provides added 
values in forms that are essentially intangible concerns of its first purchaser. 
Service Quality: A global judgement, or attitude, relating to the superiority of the 
service and explicated it as involving evaluations of the outcome and process of 
service act. 
Social Influence: The degree to which an individual perceives that other important 
persons believe he or she should use the system. 
Structural Equation Modelling (SEM): A multivariate technique that combines 
aspects of multiple regression (examining dependence relationships) and factor 
analysis (representing unmeasured concepts-factors with multiple variables) to 
estimate a series of interrelated dependence relationships simultaneously. 
Structural :`Model: It involves estimating the relation between independent 
(exogenous) and dependent (endogenous) variables 
Theoretical Framework: A collection of theories and models from the literature 
which underpins a positivistic research study. It is a conceptual model of how the 
researcher theorises or makes logical sense of the relationships among the several 
factors that have been identi lied as important to the problem. The theoretical 
framework may be referred to as a conceptual framework or as the research model. 
These three terms are used interchamteably in this research. 
Validity: the extent to which the data collected truly reflects the phenomenon being 
,tudicd. 
LIST OF ABBREVIATIONS 
APEC Asia Pacific Economic Cooperation 
AGFI Adjusted Goodness-of-Fit Index 
AMOS Analysis of Moment Structures 
ASU Assurance 
BSNL Bharat Sanchar Nigam Limited 
CCAEE Centre for Continuing Adult Education and Extension 
CFA Confirmatory Factor Analysis 
CGAP The Consultative Group to Assist the Poorest 
DF Degree of Freedom 
EFA Exploratory Factor Analysis 
EMP Empathy 
IBA Indian Bank Association 
ICRA Investment and Credit Rating Agency 
INR Indian National Rupee 
FIEO Federation of Indian Export Organisation 
NNFI Non-Normed Fit Index 
R131 Reserve Bank of India 
PNFI Parsimony Normed Fit Index 
REL Reliability 
RES Responsiveness 
RMSEA Root Mean Square Error of Approximation 
RRB Regional Rural Batik 
SEM Structural Equation Modelling 
SQ Service Quality 
SRMR Standardized Root Mean Square Residual 
TAN Tangibles 
X-  Chi-square 
X 2 , c Normed Chi-square 
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CHAPTER 1 
INTRODUCTION 
1.1 THE CONTEXT 
Services are the backbone of an economy. Amongst service industries, banking is a 
key sector often called the financial nerve center of the economy. Banks are expanding 
across borders, offering a diverse portfolio of competitive services and restructuring 
their services in order to meet the chancing needs of customers. Delivering customer 
services are a vital function for the life of any business tine, especially banking. If a 
bank provides quality services, this may help the bank not only in retaining the 
customers but also in increased sales and market share, enhanced corporate image, 
increased profitability and business performance, increased customer satisfaction and 
loyalty (Goode & Mootinho, 1995; Buttle, 1996; Reiehhed, 1996; Yavas et al., 997, 
2004; Brady & Cronin, 2001; Ravichandamn, 2003; Sureshchandar or al., 2003; Yavas 
el al., 2004; Lee & Hwan, 2005; Rahman, 2005; Chao, 2008; Adil & Khan, 2011; 
Chen et al., 20!]; Ladhari et al.. 201 1; Adil, 2012; Adil & Ansari, 2012; Adil & Khan 
2012c, Adil, 2013; Adil el al., 2013a). For past three decades or inure, researchers, 
management practitioners, academicians, and policy makers in the West have given 
due attention to service quality (Grooruus, 1984; Parasuraman et al.. 1985, 1988; 
Cronin & Taylor. 1992; Moutinho & Goode, 1995; Bottle, 1996; Reichheld, 1996; 
Yavas etal.. 1997; Brady & ('ronin, 2001; Sureshchandar et a!,, 2002; Ravichandaran, 
2003: Yavas el al.. 2004: Lee & Hwan, 2005; Chao, 2008; Ladhari et al., 201!) and 
companies have been using service quality as a competitive weapon (Zeithand & 
Bitner, 2004). However, in India. service quality has managed to grab the attention of 
researchers, academicians and management practitioners. only in the recent past. 
In India. banks can he categorized into various groups addressing dedicated target 
markets. Few of them cater only to rural consumers while others offer services to both 
rural and urban patrons. Surprisingly, empirical studies focusing on service quality at 
retail banks in India are few and for between. Further, the extant literature primarily 
delves into service quality attributes relevant from the point of view of urban 
consumers, neglecting rural consumers. Thus, there was a pressing rteed to bridge this 
gap by carrying out studies encompassing both urban and rural consumers in Indian 
context. 
1.2 OVERVIEW OF SERVICES SECTOR 
Services or the tertiary sector' of the economy covers a wide gamut of activities like 
trading, banking & finance, infotainment, real estate, transportation, security, 
management & technical consultancy etc. Among others, the sectors that combine 
together to constitute service industry are (SIBC, 2010): 
Trade 
Hotels and Restaurants 
s Other Transport & Storage 
➢ Communication (Post, Telecom) 
Banking and Insurance 
➢ Dwellings, Real Estate 
> Business Services 
9 Public Administration; Defence 
Personal Services 
.- Community Services 
v healthcare Services 
Table 1.1: Contribution of Sectors to GDP 
Country -.2007 2009 2010 
USA 78.5 76.9 76.7 
China 39.5 43.4 43.6 
Japan 77.3 76.5 75.9 
India 55.0 54.6 5g_3 
Germany 69.5 72.6 71.3 
U.K. 75.5 771 77.1 
Russia 56.3 62.4 62.0 
France 77.3 79.4 79.0 
Rnvil 64.0 6S5 67.5 
Liam 	_ 69 3 71.1 73.3 
Source: The World Facts Book, 2010 
2007 201)9 2010 2007 2009 2010 
20.6 21.9 22.2 0.9 1.2 L2 
49.5 46.3 46.9 11.0 10.3 9.6 
25.2 21.9 210 1.5 1.6 I 	.1 
28.4 2.9 28.6 16.6 IZI 16.1 
26.9 26.6 27)) 0.9 0.8 0.8 
23.6 22.0 22.1 (1.9 0.9 0.9 
391 32.9 33.8 46 4.7 4.2 
20.7 18.8 19.2 2.0 1.7 1.8 
3QR 25.4 26.4 5.8 6.1 6.1 
32.0 25.0 24.9 I 	5.0 1.8 1.8 
There is a growing importance of services in the world economy (Zeithaml & Bitner, 
2004; Arasli et al., 2005) and they are no longer peripheral activities but rather form an 
integral part of a society and lie at the heart of national economy. Services contributed 
a total of 63.6% to the total worldwide GDP in the year 2010 (The World Facts Book, 
2 
2010). Service sector not only contributes highest to the total GDP of developed as 
well as of developing countries (refer to Table 1.1) but also employs maximum 
percentage of the labour force (refer to Table 12). 
Table 1,2; Growth of Employment Across Globe 
Nation 
World-wide 
Labour (%) 
Agriculture 
(off) 
Manufacturing 
(%) 
Services 
(off) 
25-year 
Growth in 
Services 
China 21.0 50 15 35 191 
India 17.0 60 17 23 28 
U.S.A. 04.8 03 27 70 21 
Indonesia 03.9 45 16 39 35 
Brazil 03.0 23 24 53 20 
Russia 02.5 12 23 65 38 
Japan 024 05 25 70 40 
Nigeria 02.2 70 10 20 30 
Bangladesh 02.2 63 11 26 30 
Germany 01.4 03 33 64 44 
Source: Jacobs, Aquilano & Chase (2UU9) 
India's service sector has matured considerably during the last few years and has been 
globally recognized for its high growth and development. The contribution of service 
sector to India's GDP (see Figure 1) is 55.3% (RBI Report, 2010) and is growing at an 
annual growth rate of about 28% during last few years (Federation of Indian Export 
Organisations, 2011). 
The fact that the service sector accounts for more than half the GDP marks a watershed 
in the evolution of the Indian economy and takes it closer to the fundamentals of a 
developed economy (The Ilindu, 2011). Rapid growth of the sector is not unique to 
India (Chakraharty. 2008). The existing literature shows that as an economy matures 
the share of services in output increases consistently. To begin with, the increase 
occurs along with an increase in the share of industry. 'thereafter, the services share 
grows more rapidly, accompanied by a stagnant or declining share of the industrial 
sector. Consistent with this trend, India's growth experience has been characterized by 
a decline in the share of agriculture in GDP and an increase in the shares of industry 
and services IGokam & Gulati. 2006). 
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Figure 1.1: Contributions of Sectors to India's GDP 
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Source: The World Facts Book, 2010 
Economic development of any country depends upon financial sector particularly 
commercial -banks. In fact economic development and financial infrastructure go hand 
in hand. In line with the trend towards a more integrated global banking environment, 
many regulatory, structural and technological changes have taken place within the 
banking industry of the world (Angur et al., 1999). 
Banking sector in India is no exception and has played an important role in facilitating 
global banking. Financial services within India have been regulated and restructured in 
the recent past with an aim to integrate the sector well with other sectors of the 
economy. Because of these measures, the nature of banking services and customer 
relations has undergone a sea change. Banks are constantly seeking new ways to add 
value to their services. 
1.3 COUNTRY PROFILE 
2.5.1 The Republic of India 
The Republic of India commonly known as India is a sovereign socialist secular 
country in South Asia separated from mainland Asia by the Himalayas. It is the 
seventh-largest country by geographical area encompassing around 3.287,240 Sq. 
(Department of Economics and Statistics, 2012). with 2.2% of world land mass. 
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Further, India is the second most populous country after China with a population of 
around 1.210 billion (Census of' India, 201 1) accounting for 17% of the world 
population (Khanna, 2012). and the most populous liberal democracy in the world. 
India has a coastline of over seven thousand kilometers encompassing the mainland, 
Lakshadweep Islands and the Andaman and Nicobar Islands. hounded by the Indian 
Ocean on the South. the Arabian Sea on the \Vest, and the Ray of Bengal on the East. 
India borders Pakistan to the \Vest; China, Nepal, and Bhutan to the North-East; and 
Bangladesh and Ma` anmar to the East. In the Indian Ocean. India is in the vicinity of 
Sri Lanka, Maldives and Indonesia (see, Figure 2.8). The official currency of India is 
Rupee (US S I = Rs. 54.35' approx.). 
Figure 1.2: India on World Map 
India has nlacle an all-round socio-economic progress in the last two decades 
(McKinsey Global Institute Report. 2007). especially in the area of information 
technology and banking. Although standard of living is projected to rise sharply in 
the next two (ecades. it is currently battling with high levels of poverty, illiteracy, 
persistent nlalnutriti )tl, environmental (egradation, corruption, inflation and ever 
increasing budgetary deficit. 
India is a pluralistic, multi-lingual and multi-ethnic country. Real average household 
disposable income has roughly doubled since 1985 (McKinsey Global Institute 
Report. 2007). With rising Incomes, house-hold consumption has soared and a new 
I Exchange rate as on February 2S. 21)13. 
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Indian middle class has emerged (Shukla c't al., 2004). This spending patterns of this 
new middle class are evolving, with basic necessities such as food and apparel 
declining in relative importance and categories such as communications and 
healthcare growing. 
As per the analysis of' McKinsey Global Institute Report, 2007— "If India does in 
fact achieve real compound annual growth of 7.3 percent (asstrmed base case) from 
2005-2025, Indian income levels %%'ill almost triple". Average real household 
disposable income will grow at a compound annual growth rate of 5.3 percent (see, 
Figure 2.9). 
Figure 1.3: Household Income Growth of India 
Compound annual 
growth rates 
1985-2005 
Average household disposable income 	 2005-2025 
thousand. Indian rupees. 2000 
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Source: McKinsey Global Institute Report (2007) 
India attained an annual real (GDP growth rate of 8.4°ir in 2006-11 (Department of 
Economic Affairs, 2012) with a standard deviation of l.9 of real GDP t rowth rate 
(IMF World Economic Outlook. 2012). Indian economy has demonstrated faster and 
stable growth and is expected to become the second largest economy in the long run 
(Ilawksworth & Tiwari, 2011) with an estimated GDP of US S 1.843 trillion (The 
World Facts Book, 2012). In terms of purchasing power parity (PPP). India is the 
world's fourth largest economy. Its GDP in purchasing power parity terms is 
to be US $ 4.913 trillion in 2012 (Euromonitor International. 2011). In 2011, India's 
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per capita income has touched the mark of US S 3,500 and expected to reach US $ 
7,364 by 2025 (refer, Figure 2.10) with a rank of 162 in the world (McKinsey Global 
Institute Report, 2007). 
Demographically, India has more than 350 million people below 14 years of age and 
in 20I0 ranked 79'x' in the world (Euromonitor International. 2011). So, analysts 
expect more people to join the workforce in the coming years, helping to sustain high 
rates of consumption. The National Council for Applied Economic Research 
(NCAFR) estimates that there are 56 million people in households earning S 4,400-S 
21,800 a year, which it defines as 'imicldle-class'. This upwardly mobile middle-class 
has shed the Spartan lifestyle of previous generations and adopted a new attitude to 
spending. Consumerism—the shifting of expenditure from needs to wants--is what 
distinguishes the Indian middle class most sharply from the middling social groups 
of the past. Expected consumer expenditure in 2012 is US S 1.19 trillion a jump of 
3.4% from the year 2009 (Euromonitor International, 2011). 
Wealth distribution in India is fairly uneven, with the top 10% accounting for 33% of 
the income. India has a labour force of 509.3 million, 60% of which is employed in 
agriculture and related industries. With improved literacy rate of 65"x, in 2010-2011 
(Department of Economics and Statistics. 2012). India ranks 38 x`' in quality of overall 
education system while it ranks 32 1` in qualities of mathematics and scientific 
education (Schwab, 2011). By 2025, India's middle-class is expected to swell to 
almost 12-fold from its size of 50 million people to over 583 million (.%,IcKinscy 
Global Institute Report, 2007). 
The agricultural and allied sector accounts for 14.2",'0, industry sector reports 28°'0 
and the scr\ ices sector explain 57.8% of Indian GDP (Department of Economics and 
Statistics. 2012). India is major producer of rice, wheat, sugar. milk. butter & ghee. 
oilseed. cotton. jute. tea. and potatoes while major investment enable growth sector 
include 	power, finished steel, cement, crude oil, coal, fertilizers, pharmaceuticals, 
li'ewht traffic and textiles (Economic Survey. 201 1-12). 
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Figure 1.4: Per Capita Income in India (in US $) 
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Source: McKinsey Global Institute Report (2007) 
India's population of approximately 1.210 billion people (Census of India, 2011) 
consists of 0.833 billion (68.84%) people residing in rural and 0.377 billion (31.16°/,) 
living in urban areas (Census of India, 2011). India has more than two thousand 
ethnic groups representing almost every major religion of the world. The major 
religious groups in India are Hindus (80.50%), Muslims (13.4%), Christians (2.3%) 
and Sikhs (1.9%) apart from other smaller groups like Jain, Bahais etc. India is home 
to the third-largest Muslim population (155 million) in the world after Indonesia (209 
million) and Pakistan (169 million). 
The pace of economic change in India has been rapid since the economic reforms 
which were introduced in early '90s (Department of Economics and Statistics, 2012). 
Indian banking sector benefits from strong asset quality (IMF, FSI Data, 2010). With 
solid capitalization levels (it'. Capital Adequacy Ratio) and increased profits and 
return on equity (iv_. 3.4% since 2009), Indian banks' have been at the top of 
Emerging Market Economies (EME's) in terms of soundness of banking system for 
the year 2010 as per the Global Competitiveness Report (2011-12). Growth levels of 
monetary aggregates and loan to deposit ratio are stable and healthy (Reserve Bank of 
India, 2012). Banking and financial services sector contributes about 5% to the 
x 
nation's GDP (refer Figure 2.11). This is in line with the ratios of most of the 
developed and developing countries and reflects it huge employment opportunity of 
7.4 million by 2020 (McKinsey & Company, 2007). 
Despite India having one of the largest banking network in the world, still only 40% of 
the Indians have access to hankin services. Out of the total 85,300 bank branches in 
India. around 38% are in rural areas (Pratap & Ramanathan. 2011). To correct this 
imbalance and to ensure case of access of organized financial system for the common 
people. (Jo\ ernment of India launched several campaigns (eg. Swabhimaan) to 
encourage people in rural areas to open bank accounts and use banking facilities. 
The urban bank market has almost reached to it saturation point and rural India is the 
new destination, for both private and public sector banks. With increasing competition 
for share of the market pie. importance of customers has grown over the years. 
Figure 1.5: Contribution of Banking Sector to Nominal GDP 
China 	 6.5 1 
USA 	 5.3 
India 	 5.1 
UK 	 4.8 
Malaysia 	 2.6 
Thailand 	 2.5 
Sourer: AkK111se ' & ('omixan 2OU 7 ) 
Public banks propose to enhance their presence by increasing the number of physical 
hank hranches from current level of 32.000. Further. A1inistry of Finance (2012) 
proposed to bring 73.000 \ illages (which ha\e population of over 2,000) under the 
ambit of banking network 't hich would lead to over 5 crore new hank accounts in rural 
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areas by mid-2012. This is expected to ensure greater availability of full spectrum of 
financial services and organized banking to everyone. 
1.4 PROFILE OF INDIAN BANKING INDUSTRY 
From times immemorial, the conventional banker has been an indispensable pillar of 
Indian society. Giving and taking of credit in one form or another, must have existed as 
early as the Vedic period_ In fact, money lending was one of the recognized 
occupations under Manus laws (Thingalaya, 1994). 
1.4.1 History 
The history of modem Indian banking goes back to 1683 when the first Indian bank 
was established on western lines in Madras (Hebbar, 1989). Thereafter, The General 
Bank of'India, started operations in 1786 followed by Bank of Hindu.etan, which 
started in 1790; which are all now defunct entities. The oldest bank in existence in 
India is the State Bank of India, which originated as the Bank of Calcutta in June 1806, 
which marked the beginning of the modern banking era in India. This was one of the 
three presidency banks, the other two being the Bank of Bombay (1840) and Bank of 
Madras (1843), all three of which were established under charters from the British 
East India Company. For many years the Presidency banks acted as quasi-central 
banks, as their successors. With the launching of Swadeshi movement in 1905, there 
were outbursts of banking activities. Many batiks like Bank of Burma (1904), Bank of 
India (1906), Canara Bank (1906), Batik of Rangoon (1906), Indian Specie Bank 
(1906), Indian Bunk ( 1906), Bank of Baroda (1908) and Central Bank (1911) had 
started their operation. In 1921, the three Presidency banks merged to form the 
Imperial Bunk of India, which upon India's independence, became the State Bank of 
India. In 1935, RBI started its operation through an Act and since then the present 
Indian banking system has developed considerably. With the enactment of the 
Banking Companies Act in 1949, the Indian banking system has undergone substantial 
changes structurally, functionally and geographically. 
Since the early national plans. there have been three phases of market diversification in 
the operations of Indian banking. It started on the lines of classical Scottish banking as 
an intermediary for taking deposits and to deploy funds to working capital 
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requirements of trade and industry. During the First Plan period, more emphasis was 
given to industrialization and strengthening the link between improving access to 
finance and reducing poverty, a stance that has had influence globally (CGAP. 2000, 
APEC, 2002). Banks started catering to the longer capital needs of the industry 
including consortium lending, loans to public sector undertaking, etc. This was the 
first phase of diversification. With the social control and nationalization of banks in 
1969, the social banking. i.e., second phase of diversification forced these banks to 
make aggressive et torts towards branch expansion in the rural and semi-urban areas 
(Deshpande & Verma, 2003), reallocation of hank credit in favor of priority sectors 
like agriculture, small-scale industry, transportation, exports and distribution of food 
and other agricultural products. and fixed interest rates for various types of deposits, 
thus expanding their horizon of customer interface (Padhy & Swar, 2009). The third 
phase of diversification started in early 80s. By that time the profitability trends in 
traditional banking have been following a downward spiral. hence, banks started 
involving themselves in disintermcdiation activities like merchant banking and other 
high yielding financial services like mutual funds, leasing, insurance, housing finance 
and discounting house, etc. on a large scale. Thus, this period saw a variety of new 
innovative instruments in the capital market. 
1.4.2 Present Scenario 
It is said that the banking sector mirrors the economy and its linkages to all sectors 
make it a proxy for what is happening in the economy as a whole (Karnath, 2003). The 
growth of Indian banking industry since nationalization has been phenomenal and it 
has no parallel anywhere in the world. In terms of' quality of assets and capital 
adequacy. Indian banks are considered to have cleats. strong and transparent balance 
sheets relative to other banks in comparable economies in its region (Padhy & Swar. 
21)09). The spectrum of services offered by banks is the widest in India. ranging from 
advances to commercial and industrial sector to advances to priority sector, i.e., to 
identify borrowers and lend money at a subsidized rate to the economically weaker 
sections. Therefore. an Indian commercial hank has to perform mass banking and at 
the same time class banking, for overall development of the country. On the one hand. 
banks have to shoulder the social responsibility to take a leading role in the balanced 
socio-economic development of India, and on the other hand, they are asked to he 
concerned about meeting enhanced customer's expectations with regards to service 
delivery. 
The banking sector in India has remained resilient. Notwithstanding intermittent 
volatility, driven primarily by exogenous developments, the Indian banking sector has 
remained stable and stress-free. This is also corroborated by the Banking Stability 
Index as well as the Financial Stress Indicator for India (RBI Report, 2010). 
According to McKinsey & Company, (2010) the banking index has grown at a 
compounded annual rate of over 51 per cent since April 2001 and accounted for over 
7.7% of GDP with over INR 7.500 billion in market capitalization (World Bank 
Annual Report, 2010). 
Figure 1.6: Structure of Organized Banking Sector in India 
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As shown in Figure 1.2, India has 27 public sector banks (that is where the 
Government of India holding a stake). 22 private banks (these do not have government 
stake; they may he publicly listed and traded on stock exchanges), 41 foreign banks 
and 84 regional rural banks (RRB's). The have a combined network of over 53,000 
branches and 17,000 ATMs (Indian Banking Association, 2012). According to a report 
by rating agency ICRA Limited, the public sector banks account for over 75 percent of 
total assets of the banking industry, with the share of private and foreign banks being 
8.2% and 6.5%. respectively. 
1.4.3. Challenges and Opportunities for Indian Banking Industry 
The Indian bankim-, sector has reached at an exciting point in its evolution. The 
opportunities are immense with respect to new businesses and new markets; new ways 
of working; improvement in efficiency; and delivery of higher levels of customer 
service (Kamath, 2003). Amongst these, the biggest opportunity for the Indian 
banking system today is the evolved Indian consumer (Ravichandran, 2003). The 
consumer represents a market for a wide range of products and services -- he needs a 
mortgage to finance his house; auto loan for his car; credit card for ongoing purchases; 
a bank account; long-term investment plan to finance his child's higher education, a 
pension plan for his retirement; a life insurance policy -the possibilities are endless. 
And, this consumer does not live just in India's top !en cities but is making his 
presence felt across cities, towns, and villages. 
I lowever, following challenges must be addressed by Indian banks before success can 
be achieved (Mckinsey & ('ompany. 2010 ). 
• the market i; seein, discontinuous growth driven by new products and 
~erviccs that include opportunities in credit cards, consumer finance and 
wealth nmanagement and in for-hased income and investment banking. These 
require new skills in sales << marketing. credit and operations. 
• With increased interest in India. competition from foreign banks is hound to 
intensify. 
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• Given the demographic shifts resulting from changes in age profile and 
household income, consumers will increasingly demand enhanced institutional 
capabilities and service levels from banks. 
• Scaling-up access to finance for India's rural poor, to meet their diverse 
financial needs (savings, credit, insurance against unexpected events, etc.) 
through flexible products at competitive prices, presents a formidable 
challenge in a country as vast and varied as India (Basu & Srivastava, 2005). 
• Cost of banking intermediation in India is high and bank penetration is limited 
to only a few customer segments and geographies. Hence, banking industry 
must strengthen itself significantly if it has to support the modern and vibrant 
economy which it India aspires to be (Indian Banking Association, 2010). 
• Failure to respond to changing market realities has stunted the development of 
the financial sector. A weak banking structure has been unable to fuel 
continued growth, A'hich has the potential to harm the long-term health of 
country's economy. McKinsey & Company (2010), and there is a need is to act 
both decisively and quickly to build an enabling, rather than a limiting, 
banking sector in India. 
• While bank lending has been a significant driver of GDP growth and 
employment, periodic -instances of the `failure" of some weak banks have 
often threatened the stability of the system. 
• Issues related to structural weaknesses such as a fragmented industry structure, 
restrictions on capital availability and deployment, lack of institutional support 
infrastructure, restrictive labour laws, weak corporate governance and 
ineffective regulations beyond Scheduled Commercial Banks (SCEs), nced to 
be urgently addressed. 
• Last but not the least, the inability of batik managements (with some notable 
exceptions) to improve capital allocation, increase the productivity of their 
service platforms and improve the performance ethic in their organisations 
could seriously affect future performance. 
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1.5 SERVICE QUALITY- CONCEPTUAL FRAMEWORK 
1.5.1 Services 
Before dwelling on the literature on service quality it is pertinent to discuss the concept 
of services first. Services and service sector of the economy have been defined in 
different ways. The variety of definitions can often explain the confusion or 
disagreements people have when discussing services and when describing industries 
that comprise service sector of the economy. The definition which explains services 
more broadly was given by Quinn, Baruch and Paquette (1987). According to them 
services include "till economic activities whose output are not a physical product or 
constr1uctionn, is general/i• consumed at the time it s produced, and provides added 
value in forms (such as convenience, amusement, timeliness, comfort or health) that 
are essentially intangible concerns of its first purchaser". Seminal works both in 
organizational behaviour literature as well as in marketing literature (Regan, 1963; 
Rathmell, 1966; Shostack, 1977, Parasurarnan et al., 1985; 7_eitham! et ell., 1985; 
Bowen, 1990; Wolak cat al., 1998) have recognized the differences in organizational 
dynamics that exist between the management of services and goods The 
characteristics which differentiate services from t,00ds are briefly described below: 
1►rtaiz ihilitti': Services or performances or actions rather than objects. they 
cannot he seen, felt. tasted or touched in the sane manner that we can sense 
tans iblc goods. 
1I. Hete'rogeneity: It results because no two) customers are precisely alike.; each will 
have unique demands or experience the service in a unique way. Thus. the 
heterogeneity connected with ser\ ices is largely the result of human interaction. 
Simultaneous production and con.stilnption: Most services are sold first and 
then produced and consumed simultaneously unlike goods which are produced 
first and then sold and consumed. 
Peri.sl►abilitt•: Ii retrrs to the fact that ser\ ices cannot he saved, stored, resold or 
,turn. 
implex nature of services, coupled With the growing prominence of the services 
has, thus, increased the need for better service quality. Sureshchandar et al. 
summarized that. fundamentally, services vary on a continua not only from 
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goods but also from each other. Hence, the systems by which services are produced 
and marketed also vary. 
1.5.2 Service Quality 
Quality has been variously defined by different authors. Some prominent definitions 
include conformance to requirements' (Crosby, 1984), fitness jor use' (Juran, 1988) 
or ` one that satisfies the customer' (Eiglier and Langeard, 1987). As per the Japanese 
production philosophy, quality implies zero defects' in the firm's offerings. Though 
initial efforts in defining and measuring service quality emanated largely from the 
goods sector, a solid foundation for research work in the area was laid down in the 
mid-eighties by Parasuraman et at. (1985). They were amongst the earliest researchers 
to emphatically point out that the concept of quality prevalent in the goods sector is not 
extendable to the services sector. Being inherently and essentially intangible, 
heterogeneous and perishable, services require a distinct framework for quality 
explication and measurement. As against the goods sector where tangible cues exist to 
enable consumers to evaluate product quality, quality-in the service context is 
explicated in terms of parameters that largely come under the domain of ` experience' 
and credence' properties and are as such difficult to measure and evaluate 
(Parasuraman et al., 1985; Zeithaml & Ditner, 1996). 
In line vi with the propositions put forward by Gronroos (1982a) and Smith & Houston 
(1983), Parasuraman of uL (1988) defined service quality as 'a global judgment, or 
attitude, relating to the superiority of the service', and explicated it as involving 
evaluations of the outcome (i.e., what the customer actually receives from service) and 
process of service act (i.e., the manner in which service is delivered). 
1.5.3 Service Quality Dimensions 
The assessments of service quality in service industry, such as banking, have been 
conducted by looking into the definitions in the context of literature on quality 
(Lagrosen el al., 2004: Nadiri et al., 2009), dimensions of service quality (Joseph & 
Joseph, 1997. Owlia & Aspinwall, 1997; Lagrosen et a/.,2004) and the level of service 
quality in meeting customer satisfaction (Rowley, 1997). Customer satisfaction is the 
specific outcome of a product or service after its consumption (Wan et al., 2005). In 
determining service's quality many researchers carried out numerous studies to look at 
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the following dimensions: at'ailabilirv, guarantee, communication, expertise, 
standard, behavior, flaw, duration, engagement, humaniti', effects, reliability, 
re.sponsihiliti and sa/eity. 
'fable 1.3: Service Quality Dimensions 
Reliability 	The ability to perform the promised services accurately and dependably 
Responsiveness The willingness to help customers and provide prompt service 
. tssurance 	Employee knowledge and courtesy and ability to convey trust and confidence 
Tangible's 	The appearance of physical facilities, equipment, personnel etc. 
Entpatlt' 	The caring, individualized attention provided to the customer 
,Source: Parasuraman et al. (1 9) 
Subsequently. Parasuraman et al. (1989) developed SERVQUAL model. This model 
is based on differences between perceptions and expectations using 22 items. The 
measured items are grouped under five headings namely assurance, responsiveness, 
reliability, tuugihle.s and c'» paths . These five elements of SERVQUAL model are 
shown in Table 1.3. 
1.5.4 Service Quality Models 
The extant literature on service duality shows that numerous models have been 
proposed by different researchers (Gronroos. 1984; Parasuraman et al., 1985; 
Haywood-Farmer, 198$; Zeithantl et al., I988; Borocowicz et al.. 1990; Cronin & 
Taylor. 1992: Mattson. 1992; Berkley & Gupta. 1994: Dahholkar, 1996; Spreng & 
Mackos. 1996: Philip & I lazlctt. 1997: Sweeney ct al.. 1997; Oh, 1999; Dabholkar et 
al., 2000: Frost & Kumar, 2000: Soteriou and Stavrinides, 2000; Broderick & 
Vachirapornpuk. 2002: Zhu ct al.. 2002: Santos. 2003). Hoy ever, the SERVQUAL 
instrument (Parasuraman et al., 19$ ; 1988) that measures service quality along five 
factors, namely, rchibhit. re.spqtf.sivetc.c.. a.vviiraiu'e. empathy and tctgihle.s, forms 
the foundation on which all other works are based. But. interestingly, the 
conceptualization. dimensionality. operationalization. measurement and applications 
of SFR\'QL.\L have been subjected to severe criticism (Ekinci & Riley. 1999; Brown 
et al.. 1993: Cronin & Taylor, 1992: Teas. 1993; Rounlan &Van derWiele, 1992; 
Gagliano & I lathcote, 1994; Jain & Gupta, 2004). 
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Cronin and Taylor (1992, 1994) belong to those group of researchers who leveled 
maximum criticism on the SERVQUAL scale. They modified the gap-based 
SERVQUAL scale into SERVPFRF, a performance-only index, by illustrating that 
service quality is a form of consumer attitude. They argued that the performance-based 
measure was an enhanced means of measuring the service quality construct and 
corroborated the superiority of their instrument over disconfirmation-based on 
SERVQUAL scale by providing empirical evidence across four industries. A detailed 
discussion on service quality dimensions, models and measures is given in Chapter 2. 
1.6 OBJECTIVES OF THE STUDY 
The major objective of the present research work is to identify gaps based on review of 
extant literature and generate empirical data to study relationship between dimensions 
of service quality in banking industry as also examine the linkage between service 
quality, customer satisfaction, customer loyalty, and customer complaint behaviour. 
Paucity of empirical research investigating the linkage between variables such as 
service quality, satisfaction, customer loyalty, word of mouth and customer 
complaints was also highlighted by Ilazra & Srivastava (2009) in the context of Indian 
banking industry. Interestingly, there is predominance of studies focusing on service 
quality at urban retail banks while very few researchers have ventured to map the 
service quality trends at rural banks in India. 
In the light of the above, the key broad objectives of the study are summarized below: 
a) To investigate and identify salient dimensions of service quality pertaining to 
banking services from the perspective of urban and rural customers. 
b) To explore the dimensionality, validity, reliability and applicability of original 
SLRVPERF scale in Indian banking industry. 
c) 'l'o propose a comprehensive model with specific reference to service quality at 
retail banks operating in urban and rural India. 
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Figure 1.7: The Goods-Services Continuum 
Source: Adapted from Shostack (1977) 
1.7 JUSTIFICATION FOR THE PRESENT STUDY 
Lately, there has been increasing dependency on banks for overall development of a 
country. The situation is in no way different for India where banking industry 
contributes substantially to the Indian economy (The World Facts Book, 2010). 
Further, on the mire goods- pure .service continuum, banking services fall in between 
the nti(Mle and the inlungihle (Shostack, 1977: Kotler, 2003). Seldom are the extremes 
found in most service businesses (Figure 1.3). For ensuring a greater generalizability 
of service quality scales, it was considered desirable to select a service offering that 
comprised both goods (i.e., financial products) and service (i.ce., preparation, offering 
consultation, providing security and delivery of financial products) components. 
Majority of the research studies focusing on service quality in banking industry have 
been carried out in western context (Anglo-Celtic) (Rugimbana. 2007: Limsiritong & 
Katiivapornpong. 2010). Though of late, the subject has managed to attract the 
attention of researchers from Indian sub-continent, and especially post 2002, a few 
empirical studies that relate to service duality in banking industry in India are available 
(Jain & Gupta, 2004: :Adil. 201 la: Adil. 201 lb, Adil & Khan. 2011: Khan & Adil, 
201 I ). International researchers in this area have also attempted to provide insights of 
service quality in Indian banking industry, but focus of these studies too has been 
largely on urban consumers Ignoring the rural market which accounts for almost 2/3d 
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of India's population. Thus, the dearth of research provides a fascinating platform for 
present study to empirically explore the differences between service quality offerings 
at urban and coral retail banks. 
In the past, many researches assessed perceived service quality by replicating or 
adopting either Parasuraman el al.'s (1988) SERVQUAL measures (Blanchard & 
Galloway, 1994; Elliott, 1994; McDougall & Levesque, 1994; Newman & Cowling, 
1996; Athanassopoulos, 1997; Donthu&Yoe, 1999; Lloyd-Walker&Cheung, 1998; 
Angur et al., 1999; Marshall & Smith, 1999; Yavas & Benkenstein, 2001; Carrillat et 
al., 2007) or Cronin & Taylor's (1992) SERVPERF measures (Elliott, 1994; Hahm or 
al.. 1997; Robinson, 1999; Lee eta)., 2000; Pont & McQuilken, 2002; Jain & Gupta, 
2004; Vanniarajan & Anbazhagan, 2007; Carrillat et al., 2007; Selvaraj, 2009; Adil, 
2012; Adil el al, 2013a). Or these, few studies (Hofstede, 1990; BenkhoIL 1997; 
Yavas, 1997; Mattila, 1999; Yavas & Konyar, 2002; Karatepe et al., 2005) question 
the applicability of existing global measures (notably SERVQUAL/SERVPERF, 	- 
developed in western context) in different cultural settings. Therefore, researchers 
need to review the measures to explore applicability in the context of other cultures 
(Karatepe eral., 2005). Thus, there is a pressing need to bridge this gap by carrying out 
more India specific studies particularly encompassing service quality offerings at 
urban and rural retail batiks. 
Among countless researches and innumerable dimensions proposed in the past two 
decades or more, the most common service quality models/dimensions employed by 
researchers are those by Parasuraman et al. (1988) and Cronin & Taylor's (1992). 
Although many studies have used the SERVQUAL as a framework in measuring 
service quality but there has been theoretical and operational criticisms directed 
towards this model. The complexity of service quality evaluations is evident in the 
many failed attempts to replicate the five dimensional structure of service quality. 
Thus, it was thought appropriate to focus present research to explore whether the five 
dimensional SERVPERF model comprising tangibles, reliability, responsiveness, 
assurance and empathy holds true for banks operating in urban and rural areas. 
Researchers have investigated the relationship among the constructs of service quality, 
customer satisfaction and loyalty in a variety of industries and cultures (e.g. Anderson 
& Fornell. 1994; Anderson et al„ 1994; Zeithaml et al., 1996; Nguyen & LeBlanc, 
1998; Olsen, 2002; Jones & Farquhar, 2003; Yang & Peterson, 2004; Mates, Hennque 
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& Rosa, 2009; Hsu, 2009; Jcn, Tu & Lu, 2010; Kassim & Abdullah, 2010). However, 
a limitation of these studies is that various aspects of service quality were not 
examined separately with constructs of customer satisfaction and behavioural 
intentions, which precluded a thorough examination of the impact of multi-faceted 
service quality construct on behavioural intentions (Saha & Theingi, 2009). Nguyen & 
LeBlanc (1998) asserted that knowledge of how service quality and customer 
satisfaction interacts to influence loyalty would provide valuable insights for 
furmulating marketing strategy. 
Further, the existing models of service quality are limited in their scope as they fail to 
satisfactorily address the issue of service failure when coupled with customer 
complaint behaviour. Thus, there existed a pressing need to re-assess the existing 
models of service quality and rill the void and thereby enrich compendium of 
knowledge on the subject, especially in Indian context, 
1.8 SCOPE OF THE STUDY 
Population of interest comprised respondents who owned and maintained savings 
accounts with the bank and had personally visited the selected branch in the last four 
months. Previous researchers too have attempted to study a mix of respondents (Jain 
& Gupta. 2004; Rehman, 2005; Adil, 2011x; Adil & Khan. 2011; Adit & Khan, 
2012). This study covers customers from five districts of Uttar Pradesh. chosen 
randomly from a list of 71 districts appearing in Census 2011: Provisional Population 
Totals of Uttar Pradesh (Census of India. 201 1)_ These five selected districts were (1) 
Ghaziabad, (2) Aligarh, (3) Kanpur, (4) Allahabad. and (5) Varanasi. These districts, 
apart from sufficient presence of banks in urban areas, have a high penetration of 
rural branches as also possess a varied customer base. 
Service quality researchers typically describe and explain the perception of 
individual consumers applying different cognitive and social theories of service 
quality. Six models stand out as the most widely applied ci?. the Technical & 
Functional Quality Model (TFQM) originally proposed by Gronroos (1984), the 
GAP Model (SERVQUAL) originally proposed by Parasuraman et al., (1985. 1988), 
the Attribute Set-vice Qualify Model (ASQM) originally proposed by 
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Haywood-Farmer (1988), Performance Only Model (SERVPERF) originally 
proposed by Cronin & Taylor (1992), PCP Attribute Model (PCPAM) originally 
proposed by Philip & Hazlett (1997) and the Antecedents & Mediator Model (AMM) 
proposed by Dabholkar et crl., (2000). Several studies can be found applying one or 
more of these six theories/models in order to explain customers' perceptions towards 
different dimensions of service quality. 
1.9 SUMMARY 
This chapter presents the research background, research problem, objectives, 
significance. justification as well as scope of the present study. The next chapter deals 
with literature review relating to service quality as well as the theories & models 
suggested by researchers. 
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CHAPTER 2 
THEORIES AND MODELS OF SERVICE 
QUALITY 
2.1 INTRODUCTION 
In the present chapter, researcher has perused and presented the existing theories and 
models, purely from a historical perspective, which, it is expected, can help in 
identifying variables of interest in the context of perceived service quality for urban 
and rural batik customers. Based on the insights gained, researcher further expects to 
explore the relationship with customer complaint behavior, customer satisfaction and 
loyalty. Further, it would aid in identifying the research gaps and providing sound 
basis for conceptualizing research model for the present study. Thus, present chapter 
reviews and discusses the literature in relation to bank service quality as well as six 
prominent service quality theories, measurement scales and models developed over 
time that are relevant to service quality literature. These include Technical and 
Functional Quality Model (Gromnos, 1984), GAP Model (SERVQUAL) 
(Parasuraman et al.. 19851, Attribute Service Quality Model (Haywood-Farmer, 
1988), Performance Only Model (SERVPERF) (Cronin & Taylor, 1992), PCP 
Attribute Model (Philip & Ilazlett, 1997) and Antecedents and Mediator Model 
(Dabholkar etal.. 2000). 
2.2 DEFINITION OF SERVICES AND SERVICE QUALITY 
2.2.1 Definition of Services 
Service refers to efforts, deeds, processes and performances consisting of a series of 
activities performed by the service provider. However, over the ycars services have 
been variously defined by researchers. Zeittaml & Bitner (2003) ]told that services 
include all economic activities whose output is net a physical product or 
construction, is generally consumed at the tirue it is produced and provides added 
value in forms (such as convenience. amusement, timeliness. comfort or health) that 
are essentially intangible. Vargo & Lusch (2004) have defined service as the 
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application of specialized competences (operant resources — knowledge and skills), 
through deeds, processes and performances for the benefit of another entity or the 
entity itself Bateson (1992) argued that goods/service dichotomy is a subtly 
changing spectrum, with firms moving their position within this spectnmt over lime. 
Gronroos (2007) defines service as a process consisting of a series of more or less 
intangible activities that normally, but not necessarily always, take place in 
interactions between the customer and service employees and / or physical resources 
or goods and / or systems or the service provider, which are provided as solutions to 
customer problems'. Kotler & Keller (2006) define services as any act or 
peribrmance that one party can offer to another that is essentially intangible and does 
not result in the ownership of anything. Its production may or may not be tied to a 
physical product. Kasper et al. (2006) observed that services are originally intangible 
and relatively quickly perishable activities whose buying, does not always lead to 
material possession, takes place in an interactive process aimed at creating customer 
satisfaction. IBM Research (2013) defines service as 'a provider/client interaction 
that creates and captures value'. Despite lack of consensus, the commonality among 
these definitions is that service refers to a series of activities, efforts, deeds, 
processes and specialized competences performed by the service provider to solve 
customer problems resulting in an intangible product. 
2.2.2 Definition of Service Quality 
Quality is an elusive and indistinct construct (Parasuraman et al, 1985; Smith, 1999; 
Caruana et at 2000) often mistaken for imprecise adjectives like `goodness, or 
luxury, or shininess, or weight (Crosby, 1979), quality and its requirements are not 
easily articulated by consumers (Takeuchi & Quelch, 1983). Similar to definition on 
service, there are varied opinions on the definition of service quality and how it 
should be measured. In fact Reeves & Bednar (1994) concluded in their study that 
'there is no univevsal, par.cimmnioas, or all-encompassing definition or modef of 
qualirv'. 
Efforts in defining and measuring quality have come largely from the goods sector 
When purchasing goods, the consumer employs many tangible cues to judge quality 
style, hardness, colour, label, feel, package, fit, while purchasing services, fcwc 
tangible cues exist. In most cases, tangible evidence is limited to the servi 
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provider's physical facilities, equipment, and personnel. In the absence of tangible 
evidence on which to evaluate quality, consumers must depend on other cues. The 
nature of these other cues has not been investigated by researchers. Although 
prevailing Japanese philosophy suggested quality as 'zero defects- doing it right the 
first time', Crosby (1979) defined quality as 'conformance to requiretnents' and at 
another place he defined it as `quality is a ballet, not hockey'. Garvin (1983) 
measures quality by counting the incidence of internal' failures (those observed 
before a product leaves the factory) and 'external' failures (those incurred in the field 
after a unit has been installed). There are number of definitions that refer to the 
importance of the client's/ customer's perceptions of quality (Takeuchi & Quelch, 
1983). These revolve around consumer's attitudes or judgements resulting from 
comparisons by consumers of expectations of service with their perceptions of actual 
service performance (Berry et at, 1985, 1988, (Iroomes, 1982a, 1982b; Lewis & 
Boons, 1983). Berry (1980) along with Booms & Bitner (1981) argues that, due to 
intangible nature of services, customers use elements associated with the physical 
environment when evaluating service quality. Furthermore, Hostage (1975) believes 
that a service firm's contact personnel comprise the major determinants of service 
quality, while Lewis & Booms (1983) propose that service quality resides in the 
ability of the service firm to satisfy its customer needs i.e. customer satisfaction. 
Purasuraman et al. (1985) defined service quality as the gap between customers' 
expectations of service and their perception of the service experience. 
Three well documented characteristics of services— intangibility, heterogeneity, and 
inseparability—must be acknowledged for a full understanding of service quality. 
Firstk, most services are intangible (Bateson, 1977; Shostak, 1977; Berry, 1980; 
Lovelock, 1981; Bitran & Lojo, 1993, Parasuraman, et al.. 1993; Zeithaml et a)., 
1996; Bhat, 2005; Prabha et al., 2010; Ijaz et af., 2011). Because they are 
performances rather than objects, precise manufacturing specifications concerning 
uniform quality can rarely he set. Most services cannot he counted, measured, 
inventoried (Bitran & Lojo, 1993; Parasuraman, et at, 1993 and Zeithaml et al., 
1996). tested, and verified in advance of sale to assure quality. Because of 
intangibility, the firm may Lind it difficult to understand how consumers perceive 
their services and evaluate service quality (Zeithaml, 1981). When a service 
provider knows how [the service] will be evaluated by the consumer, we will be able 
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to suggest how to influence these evaluations in a desired direction (Cronrnos, 
1982a). 
Secondly, services, especially those with a high labour content, are heterogeneous. 
Their performance often varies from producer to producer, from customer to 
customer, and from day to day. Consistency of behaviour from service personnel 
(i.e., uniform quality) is difficult to assure (Booms & Bitner 1981) because what the 
firm intends to deliver may be entirely different from what the consumer receives. 
Thirdly, production and consumption of many services is inseparable (Regan, 1963; 
Gronroos, 1978; Carmen & Langeard, 1980; Upah, 1980; Bitran & Lojo, 1993; 
Parasuraman, et at, 1993 and Zeithanrl et at., 1996). As a consequence, quality in 
services is not engineered at the manufacturing plant, and then delivered intact to the 
consumer. In labour intensive services, for example, quality occurs during service 
delivery, usually in an interaction between the client and the contact person from the 
service firm (Lehtinen & Lehtinen 1982). The service firm may also have less 
managerial control over quality in services where consumer participation is intense 
(e.g., haircuts, doctor's visits) because the client affects the process. In these 
situations, the consumer's input (description of how the haircut should look, 
description of symptoms) becomes critical to the quality of service performance. 
After a thorough review of the extant literature, the various approaches of researchers 
have been synthesized into positioning continuum illustrated in Figure 2.1. The 
review identified two dominant dimensions of the body of work: whether the study 
was empirical or conceptual, and/or whether the characteristics of service quality 
constituted the main element or a secondary element of retail banks or automated 
banking services. The most extreme studies on each dimension were used as end-
points and provided a reference for the other studies. Left hand quadrants provided a 
thorough review of studies in the domain of retail bank service quality, whereas 
studies positioned in the right quadrant empirically investigated a more superficial 
coverage of automated bank service quality. flms, the approach adopted by 
researchers in the area of service quality has so far been mainly dominated by 
empirical rather than conceptual studies, literature provides evidences in support of 
Wolak et al. (1998) observations that majority of the studies, during theory 
development phase, were more theoretical in nature and they could identify only one 
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study (Hartman & Lindgren, 1993) which investigated empirically how consumers 
distinguish between products and services. 
Figure 2.1: Positioning Continuum of Service Quality Studies 
O Add et al. DCronm & Taylor ❑Aras6 et al 
(2013a) 	(1992) 	(2005) 
❑ Avkiran (1994) 	 Johnston 
OAdrl & Khan (1995) 
❑ Bahia & Nantel( 2012 ) 
(2000) 	C~Karatepe et at 
❑ Dabholkar et al 	(2005) 
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❑Parasurarnan e: 
OJain & Gupta 	al. (1985. 1988) 
(2004) 	OAdrl & Khan 
(2011) 
❑ AbuShanab & 0 Ada et al. 
Pearson (2007) (2013b) 
0 Nath et al ❑ Ho &4(o (2008) 
(2001) 
❑ Sohail & Shaikh 
(2008) 
0 Khan & Adil 
(2010) 
QAd~I & Khan 
(20121) 
OSeth et al. 
(2005) 
O Adil & Khan 
(2013) 
❑ Bottle (1996) 
❑ England (1991 ) 
❑ McCabe et al. 
(1998) 
❑ Weitz & Wens-
ley (2002) 
❑ Ger,ard & Cunningham 
(2003) 	
❑Murray & Schalacter 
(1990) 
❑ Kar)aluoto et al. (2002) 
❑ Regan (1963) CJF:nn sh Banker's Association 
(2004) 
❑ Beane & Ennis 	❑Grurb & Grathwoh 
(1987) (1967) 
Source: Prepared by the researcher 
Notes: O - exhibits Indian studies: Q- denotes non-Indian studies 
Service quality has been a subject of discussions in a lot of writings (Gronroos, 1984; 
Berry cat al.. 1985. 2002: Crosby et al.. 1990: Cronin & Taylor, 1992. 1994; Newman 
& Cowlin:" 1996: Dahholkar et al., 1997, 2000: Yavas et u!., 1997, 2004; Bloemer et 
al., 1998: Newman. _2O01: Zins, 2001: Caruana. 2002: Wang et al., 2004: Duncan & 
Elliott, 2004; Garland, 2005; Lee & 1-swan. 2005; Zineldin, 2006; Adil & Khan, 
2011: Khan & Adil. 2011: Adil. 2012: Adil & Ansari, 2012: Adil ct u!., 2013a: Adil 
et al.. 2013b). Examination of these writings and other seminal work of researchers 
such as Gronroos (1982a. 1982b. 2007). Lehtinen & Lehtinen (1982), Lewis & 
Booms (1983) etc. on services suggests the following three underlying themes: 
r Service quality is more difficult for the consumer to evaluate than goods 
quality. 
Service quality perceptions result from a comparison of consumer 
expectations with actual service performance. 
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> Quality evaluations are not made solely on the outcome of a service; they also 
involve evaluations of the process of service delivery. 
2.3 CURRENT APPROACHES TO SERVICE QUALITY 
Studies on service quality date back to the mid-1960s (Rathmell, 1966). However, 
theories and models related to set-vice quality have been intensely debated by 
economists, marketer, academicians, political and social scientist over the last three 
decades and are among the most recurrent topics in management and marketing 
literature (eg. Cronroos, 1982, 1984; Parasurantan et al., 1985, 1988, 1991, 2005; 
Lewis, 1991; Cronin & Taylor, 1992: Rust & Oliver. 1994; Dabholkar et al., 1996; 
Yavas et al., 1997; Angur et at, 1999; Mattila, 1999; Brady & Cronin, 2001; Ekinci, 
2001, 2002; Ueltschy & Kmmpf, 2001; Sureshchandar eta!, 2001, 2002; Karatepe et 
al., 2005; Seth et a1., 2006; Martinez & Martinez, 2007, 20 10; Narang, 2010; Thuy & 
Hau, 2010; Yap et al., 2010; Adil & Khan, 2011; Adil, 2012; Adil el al., 2013a). To 
assess service quality, researchers in the past have conceptualized numerous models 
of perceived service quality and measures related to it (Gronroos, 19826, 1984; 
Parasuraman etal. 1985, 1988; Cronin & Taylor, 1992; Teas, 1993a, 19936, 1994; 
Rust & Oliver, 1994; Dabholkar et at 1996; Zeithaml, 2000; Brady & Cronin, 2001; 
Khan & Adil, 2011; Adil et al., 2013b1, studied its relationship with satisfaction 
(Bitner & Hubbert. 1994; Taylor & Baker, 1994; Dabholkar, 1995; Johnston, 1997; 
de Ruyter el al., 1997; Hereon et gi.,1999; Maxham Ill, 2001; Jamal & Naser, 2002: 
Mishra, 2009; Qin et al.. 2010; Adil, 2012), relationship with loyalty (Reichheld & 
Sasser, 1990; Duhe & Maute, 1996; Zins, 2001; Chao, 2008; Hazra & Srivastava, 
2009; Matos et al., 2009; Thuy & Hau. 2010: Adil & Ansari, 2012; Adil & Khan. 
20126), documented cross cultural researches (Leisen & Vance, 2001 Kilbourne et 
al., 2004; Malhotra et al., 2005; Dash et al,, 2009; Morales & Ladhari, 2011), 
evaluated issues related to complaints and dig-satisfaction among customers (Tax et 
a(., 1998; Fisher et al., 1999; Smith etal., 1999; Zairi, 2000; Goetzingcr et al., 2006; 
Solvang, 2008; Hansen et al., 2010; Uppal, 2010; Bradley & Sparks, 2012). 
India has been acknowledged as one of the most promising and fastest growing 
economy of the world. However, the nature and frequency of studies in India 
focusing on service quality, customer satisfaction, customer complain behaviour or 
behavioural outcome in the context of banks is still limited and at nascent stage. The 
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studies which have been undertaken, have mainly emphasized on concepts or 
dimensions of service quality like technical and functional quality, corporate image, 
credibility, access, reliability, communication, courtesy, competence, responsiveness, 
tangibles, assurance, empathy, behavioural aspects. professional judgement, 
interactive quality, corporate quality, process quality, output quality etc. "these 
concepts have played a key role in building and understanding approaches related to 
service quality from the perspective of urban Indian bank patrons (Parimol, 2002; 
Ganesh & Varghese, 2003; Kamath et al., 2003: Sugnadhi, 2003; Bhaskar. 2004; 
Hasanbanu, 2004; Singh, 2004; Shankar, 2004; Swarup, 2004; Baneiji et al, 2005; 
Rahman. 2005; Narayan et al., 2008; Uppal, 2008; Vanniarajan & Nainamohamed, 
2005; Hazra & Srivastava, 2009; Kellum & Bhat, 2009; Selvaraj, 2009; U ppal, 2009; 
lain et al., 2010; Adil & Khan, 2011; Khan & Adil, 2011 Adil et al., 2013a). 
2.4 THEORIES AND MODELS OF SERVICE QUALITY 
Various models originating from different disciplines have attempted to explain 
factors that affect service quality. In the field of marketing, the Technical and 
Functional Quality Model (TFQM) proposed by Gronroos (1984). GAP Model 
(SERVQUAL) conceived by Parasuraman et at (1985), Attribute Service Quality 
Model (ASQM) conceptualised by Haywood-Farmer (1988), Performance Only 
Model (SERVPLKF) proposed by Cronin & Taylor (1992), PCP Attribute Model 
(PCPAM) conceptualised by Philip & Hazlett (1997) and Antecedents and Mediator 
Model (AMM) conceived by Dabhulkar et al. (2000) have prominently been used to 
explain possible patterns related to measurement of service quality in ser/ices sector. 
Moreover, numerous studies have empirically applied these models to measure 
service quality in banking industries (tg. Angur etal.. 1999; Aldlaigan & Buttic, 
2005; Arasli et al.. 2005; Choudhury. 2007; Dutta & Dutta, 2009, Khan et al.. 2009; 
Adil & Khan, 2011; Adil, 2012; Adil & Ansari, 2012; Adil & Khan, 2012a; Adil & 
Khan, 2012b). The above theories and models have also been modified or extended 
to fit into specific contexts such as SERVQUAI. was modified and used in Canada, 
USA, UK, Germany and India (Freeman & Dart, 1993; Minal & Lassar, 1996; 
Smith, 1999; Dabholkar et al., 2000; Lee et a1., 2000; Sureshchandar et al, 2001; 
Witkowski & Wolfinbarger, 2002; Jabnoun & Al-Tamiuti, 2003; Sureshchandar et 
a/., 2003; Choudhury, 2007; Seth et al., 2008; Mishra, 2009; Kumar & Gulati, 2010). 
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Similarly, modified SERVPERF was used in UK, USA, Singapore and India (Smith, 
1999; Dabholkar et al., 2000; Lee etal., 2000; Mehta etal., 2000; Brady etal., 2002; 
Jain & Gupta, 2004; Banerji., 2005; Rahman, 2005; Vanniarajan & Anhazhagan, 
2007; Uppal, 2008; Vanniarajan & Nainamohamed, 2008; Hazra & Srivastava, 2009; 
Kalluru & Bhat, 2009; Khan & Adil, 2011; Adil et al., 2013a). 
Figure 2.2: 'Technical and Functional Quality Model 
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2.4.1 'Technical and Functional Quality Model (TFQN,I) 
A firm in order to compete successfully must have an understanding of consumer 
perception of the quality and the way service quality is influenced. Managing 
perceived service quality means that the firm has to match the expected service and 
perceived service to each other so that consumer satisfaction is achieved. Gronroos 
(1984, 1990) identified three components of service quality. namely: technical 
quality, functional quality, and image (see; Figure 2.2): 
. Technical quality is the quality of what consumer actually receives as a result 
of his/her interaction with the service firm and is important to him/her and to 
hisiher evaluation of the quality of service. 
2. Functional quality is how he/she gets the technical outcome. This is important 
to him and to his/her views of service he/she has received. 
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3. Image is very important to service firms and this can be expected to build up 
mainly by technical and functional quality of service including the other 
factors (tradition, ideology, word of mouth, pricing and public relations). 
Customers assess the service quality by comparing the perceived performance with 
their expectation in tents of technical and functional quality (Gronroos, 1984). Later, 
McDougall & Levesque (1994) added a third dimension to Gronroos's model: 
physical environment, developing their three-factor model of service quality. 
According to Gronroos (1984), technical quality can he duplicated, whereas, 
functional quality can be used to create a competitive edge. Hence, functional quality 
is likely to be more important than technical quality if the latter is at least of a 
sufficient standard. 
2.4.2 GAP Model (SERVQUAL) 
Parasuraman et al. (1985) proposed that service quality is a function of the 
differences between expectation and performance along the quality dimensions. In 
the service quality literature, customer perception is defined as the consumer's 
judgement of the service organisation's performance while customer expectation is 
viewed as belief about a service that serves as a standard against which service 
performance is judged (Zeithaml et al., 1993); what customers think a service 
provider should offer rather than what might be on offer (Parasuraman cl al., 1988). 
Expectations are formed from a variety of sources such as the customer's personal 
needs and wishes (Edvardsson e1 al., 2005), the customer's personal philosophy 
about a particular service, by promises (staff, advertising and other communications), 
by implicit service promises (such as price and the tangibles associated with the 
service), by word-of-mouth communication (with other customers, friends, family 
and experts). as well as by past experience of that service (Zeithaml & Bitner, 1996). 
Thus, in essence, service quality perceptions are generally defined as a consumer's 
judgment, which is often described in terms of the discrepancy between consumers' 
expectations of service and actual service performance. Gronroos (1984), for 
example, emphasized the use of expectations as a standard of reference against which 
performance can be judged. 
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Figure 2.3: GAP Model 
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Parasuraman et al. (1985, 1988) developed a service quality model (Figure 2.3) 
based on gap analysis. The various gaps visualized in the model are: 
Gap 1: Difference between consumers' expectation and management's 
perceptions of those expectations, i.e. not knowing what consumers 
expect. 
Gap 2: Difference between management's perceptions of consumer's 
expectations and service quality specifications, i.e. improper service-
quality standards. 
Gap3: Difference between service quality specifications and service actually 
delivered i.e. the service performance gap. 
Gap 4: Difference between service delivery and the communications to 
consumers about service delivery, i.e. whether promises match 
delivery? 
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Gap 5. Difference between consumer's expectation and perceived service. This 
gap depends on size and direction of the four gaps associated with the 
delivery of service vitality on the marketer's side. 
According to this model, the service quality is a function of perception and 
expectations and can be modeled as 
I--
Q=rrt(Py- Ei) 
where; 
SQ = overall service quality 
k 	= the number of attributes 
Pit 	= performance perception of stimulus i with respect to attribute j 
E;i 	= service quality expectation for attribute j that is the relevant norm for stimulus 
i. 
Customer expectations about services tend to be strongly influenced by their own 
prior experience as customers with a particular service provider or with competing 
services in the same industry (Lovelock, 2000). Customer expectation embraces 
several different elements, including desired service, adequate service, predicted 
service and a zone of tolerance that falls between the desired and adequate service 
levels (Zeithaml et al., 1996). 
Because some sources of the customer's expectations are marketer-controlled factors 
(such as pricing, advertising, sales promises) and for some factors the marketer has 
limited ability to affect (for instance, word-of-mouth communications, personal 
needs and past experience), it is possible to assess the discrepancy between 
customers perceptions and expectations in the service delivery process (Gupta & 
Zeithaml, 2006). 
According to SERVQUAL method, there were ten dimensions (Parasuraman or al., 
1985). which subsequently Parasuratnan et al. (1938) refined by collapsing original 
ten dimensions into Jive dimensions of service quality viz. tangibles, reliability, 
responsiveness, assru-anee and empathy. later, SFRVQUAL was further revised in 
1991 by replacing 'should' word by 'would' and in 1994 by reducing the total 
number of items to 21, but five dimensional structure remained the same. The 
customer gap is the fi,%th one in the service quality gaps model and also the basis for 
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the gaps model. It is affected by four provider (internal) quality gaps which interact 
with one another in many ways (Gupta & Zeithaml, 2006). 
Perceived service quality has been defined as the consumer's global attitude or 
judgement of the overall excellence or superiority of the service. Perceived service 
quality results from comparisons by consumers of expectations with their perceptions 
of service delivered by the suppliers (Takeuchi & Quelch, 1983; Zeithaml, 1988; 
Lewis et al., 1994). It is argued that the key to ensuring good service quality 
perception is in meeting or exceeding what customers expect from the service. Thus, 
if perception of the actual service delivered by the supplier falls short of expectation, 
a gap is created which should be addressed through strategies that affect the direction 
either of expectations or perceptions, or both (Parasuraman et al., 1985; Zeithaml et 
al., 1990). Closing this gap might require toning down the expectations or 
heightening the perception of what has actually been received by the customers or a 
little of both. 
2.4.3 Attribute Service Quality Model (ASQM) 
This model states that a service organization has 'high quality' if it meets customer 
preferences and expectations consistently. According to this, the separation of 
attributes into relative degree of service customization, labour intensity, contact and 
interaction between the customer and the service organization as first step forms the 
basis for development of a service quality model (Seth et al., 2006). In general, 
services have three basic attributes: physical facilities and processes, people's 
behaviour, and professional judgment. Each attribute consists of several multiple 
factors. In this model, each set of attributes forms an apex of the triangle as shown in 
Figure 2.4. 
Services of low interaction and labour intensity and high customization, such as legal 
consulting, are closer to the component of professional judgment. Too much 
concentration on any one of these elements to the exclusion of other may not be 
termed appropriate as it may lead to disaster or negative impact on customer's 
perceptions. 	For example- if a service organization emphasizes heavily on 
procedure. customers are likely to perceive that the organization is rigid and 
inflexible or may give an impression to the customer that he will be processed as per 
his sequence (Seth et al., 2005). 
34 
Figure 2.4: Attribute Service Quality Model 
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Attempts have also been made to map different type of service settings as per degree 
of contact and interaction, degree of labour intensity and degree of service 
customization in to this model (Seth et al., 2005). For example services, which are 
low in terms of customers' contact customization and labor intensity (utilities, 
transportation of goods etc.), are closer to physical facility and process attribute of 
the model. Thus, the model suggests that special care must be taken to make sure that 
equipment is reliable and easy for customers to use (Seth et al., 2005). 
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2.4.4 Performance Only Model (SERVPERF) 
Cronin & Taylor (1992) investigated the conceptualization and measurement of 
service quality and its relationship with consumer satisfaction and purchase 
intentions viz. loyalty. They compared the computed difference scores with 
perception to conclude that perceptions only are better predictor of service quality 
(Seth et al., 2005). They argued on the framework of Parasuraman et al. (1985), 
with respect to conceptualization and measurement of service quality and developed 
performance only measurement of service quality called SERVPERF' by illustrating 
that service quality is a form of consumer attitude and the performance only measure 
of service quality is an enhanced means of measuring service quality. 
Perception of service quality is related to feelings and attitudes experienced during 
the service provided by banks. A customer forms his/her own perceptions of the 
services based on his/her experiences (Gale, 1994). It was argued that SERVQUAL 
confounds satisfaction and attitude. It was also stated that service quality can be 
conceptualized as 'similar to an attitude', and can be oporationalized by the 
adequacy-importance model. In particular, they maintained that 'peformance' 
instead of 'perception-expectation determines service quality. Service quality is 
evaluated by performance only (see Figure 2.5) without expectations and without 
importance weights according to the formula: 
where; 
SQ 	= overall service quality; 
k 	— the number of attributes; 	- 
P;t 	= performance perception of stimulus i with respect to aurib tc j. 
SERVPERF retained the same 22 items of the SERVQUAL scale as well as its five 
dimensions viz tangibles, reliahilitn, assurance, responsiveness and empathy. Cronin 
& Taylor (1992) provided empirical evidences across four industries viz, fast food. 
pest control, dry cleaning and banking to corroborate the superiority of the 
'perlbranance only' instrument over disconfirmation-based on SERVQUAL scale. 
Other researchers too have offered considerable support for the superiority of 
SERVPERF over SERVQUAL (Cronin & Taylor, 1994: Brittle, 1996; Kettinger & 
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Lee, 1997; Cronin et al., 2000; Fogarty et al.. 2000; Llusar & Zornoza. 2000; Jain & 
Gupta. 2004: Gao et al., 2006: Landrum et al.. 2007: Vanniarajan & Nainamohamed, 
2008; Zhang et al., 2010; Rita et al., 201 1) for the reasons that it is not only effective 
but also more efficient in reducing the number of items to be measured by 50 percent 
(Hartline & Ferrell, 1996; Babakus & Boller, 1992; Bolton & Drew, 1991 a). 
Figure 2.5: Performance Only Model (SERVPERF) 
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Source: Martinez and Martinez (2010) 
Jain & Gupta (2004) reported that in Indian context, administration of SERVQUAL 
consisting of 44 items lead to great confusion and lack of interst as items appeared 
repetitiv: to the respondents which in turn lead to incomplete responses and 
completion errors. Thus, researchers such as Cronin & Taylor (199_2, 1994) 
contended that SL'RVQIJl1L measurement (Parasuraman et al., 1988) appeared to 
have a good fit in only two out of live industries that were examined namely 
appliance repair & maintenance, retail banking. long-distanced telephone, securities 
brokerage and credit cards while SFRVPLRF performed well in all four industries 
vi:. banking. pest control. dry cleaning and last 1i0od. 
2.4.5 PCP Attribute Model (P('PA.Nl) 
Philip & 1 iazlett proposed a model in the year 1997 that takes the f rnm of a 
hierarchical structure -- based on three main classes of attributes pivotal (outputs), 
core and peripheral (jointl,,- representing inputs and processes). The whole model is 
built on the premises of using a combined scale instead of separate scales to measure 
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the gap between expectations and perceptions and attaching different weights to 
individual dimensions to indicate the importance. 
According to the model (Figure 2.6), every service consists of three, overlapping, 
areas which define majority of the dimensions and concepts of service quality found 
in extant literature (Seth et al., 2005). The pivotal attributes, located at the core, are 
considered collectively to be the single most determining influence on why the 
consumer decided to approach a particular organization and exert the greatest 
influence on the satisfaction levels. They arc defined as the 'end product' or ` output' 
from the service encounter; in other words, what the consumer expects to achieve 
and receive, perhaps even ` take away', when the service process is duly completed. 
Figure 2.6: PCP Attribute Model 
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Seth et al. (2005) posit that core attributes, centered around the pivotal attributes, 
can best be described as the amalgamation of the people, processes and the service 
organizational structure through which consumers must interact and/or negotiate so 
that they can achievelreceive the pivotal attribute. The third level of model focuses 
on the peripheral attributes which can be defined as the incidental extras' or trills 
designed to add 'roundness' to the service encounter and make the whole experience 
for the consumer a complete delight. 
When a consumer makes an evaluation of any service encounter, he is satisfied if the 
pivotal attributes are achieved, but as the service is used more frequently, the core 
and peripheral attributes may begin to gain importance. Thus, the challenge that any 
service confronts with, is to delight the customer in all three areas (pivotal, core and 
peripheral attributes) so that they could become 100 per cent satisfied of the service. 
however, the P-C-P model does not and cannot provide working attributes for each 
of the three categories of attributes. Instead, it depends on individual service sectors 
to select the attributes that fit best into each of the three categories. But they too 
concluded that there is no magic recipe, formula or blueprint which can be applied to 
the service sector as a whole. 
2.4.6 Antecedents and Mediator Model (AMM) 
A comprehensive model of service quality depicted in Figure 2.7 was proposed by 
Dabholkar et a(. (2000). It includes an examination of antecedents, consequences, 
and mediators to provide a deeper understanding of conceptual issues related to 
service quality (Seth it al., 2005). Service quality should be viewed as antecedent to 
overall evaluation of service quality rather than its components. that is to say, 
customers form a separate overall evaluation of the service quality while at the same 
time evaluating different factors related to the service, rather than form a 
straightforward linear sum of the components. Customer satisfaction strongly 
mediates the effect of service quality on behavioural intentions, while service quality 
is more closely related to specific factor evaluations about the service. At the same 
time, it illustrates the importance of measuring customer satisfaction separately from 
service quality when determining customer's evaluation of service. 
39 
Figure 2.7: Antecedents and Mediator Model 
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Thus, this model examines some conceptual issues in service quality literature, 
conceptualizing relationship of service quality (as components or an antecedents) —* 
customer satisfaction (mediator) —► behavioural intentions (Seth etal., 2005). 
2.4.7 Summary of Models 
From the above discussion on various service quality models, it is obvious that no 
consensus has been reached on a globally accepted model of service quality as also 
method of measuring it. It can he observed that the descriptions of service quality 
dimensions in various models are to some extent overlapping. Crronroos (1984) 
explained service quality in terms of two dimensions vi:. technical and functional, 
one from the perspective of service result and the other from that of service process. 
Parasurarnan ct al. (1985, 1988) included five dimensions in their SERVQUAL 
model which also formed the basis for performance only model (SERVPERF). 
Haywood-Farmer (1988) categorized service quality components into three groups: 
physical facilities and processes, behavioral aspects, and professional judgment. 
Philip & Hazlett (1997) included service environment, service process and service 
outcome in their Pivotal-Core-Peripheral model while Dabholkar et u/. (2000) 
included physical aspects, reliability, and personal interactions. Another similarity, 
SERVPERF being an exception, is that they all support the contention that service 
quality should be evaluated by comparing service quality expectations with actual 
perceptions of customers who have experienced the service offerings. 
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CHAPTER 3 
THEORETICAL FRAMEWORK OF THE 
STUDY 
3.1 INTRODUCTION 
In the previous chapter, review of theories and models related to service quality in 
the context of services industries and in particular, banking industry has been 
presented. The current chapter dwells upon the theoretical framework of the model 
proposed from the point of view of present study and relevant to measurement of 
service quality in banks operating in urban and rural India. Literature dealing with 
customer's perceptions within cultural context has also been reviewed. the chapter 
also includes discussion on conceptualization of the predictor (service quality) and 
criterion variables (customer satisfaction and customer loyalty) and effect of 
customer complaints behaviour on criterion variables. 
3.2 THEORETICAL BACKGROUND 
Six major theories and models vi:. Technical and Functional Quality Model. GAP 
Model (SERVQUAL), Attribute Service Quality Model, Performance Only Model 
(SERVPERF), PCP Attribute Model and Antecedents and Mediator Model, were 
evolved and used by many researchers for the past three decades or more, especially 
in the area of service quality assessment and have contributed significantly to the 
development of the theoretical framework for present study. Taylor & Todd (1995) 
posit that models should be evaluated in terms of parsimony and their contribution to 
understanding. The present research, thus, attempts to propose and validate a 
comprehensive model of service quality for urban and rural sample. 
3.3 BASIC CONCEPTS 
Studies on services marketing and service quality issues date back to the mid-1960s 
(Rathmell, 1966). Within the past three decades or so, economists, marketers, 
political and social scientists have become increasingly interested in the area and 
plethora of researches have been reported on related topics (Parasuraman et aL, 19R5, 
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1988, 1991, 1994; Zeithaml et al., 1985, 1993, 1996; Cronin & Taylor, 1992; 
Johnston, 1995; Yavas et al., 1997; Dabholkar et al. 2000: Jun & Cai, 2001; 
Caruana, 2002; Jain & Gupta, 2004; Choudhury, 2007; Rod et al., 2009; Martinez & 
Martinez, 2010; Narang, 2010; Adil & Khan, 2011; Ding et al., 2011; Adil, 2012; 
Adil & Ansari, 2012; Adil & Khan, 2012; Awwad, 2012; Calabrese, 2012; Carrasco 
et al., 2012; Papadomichelaki & Mentzas, 2012; Wong & Fong, 2012; Adil, 2013; 
Adil et al., 2013a; Adil et al., 2013b; Bettencourt et al., 2013; Hsu et al., 2013; 
Narteh, 2013; Prentice, 2013). 
The foundation of service quality theory, however, evolves from product quality and 
customer satisfaction literature. Early conceptualizations (e.g. Parasuraman et al., 
1985, 1988; Bolton & Drew, 1991; Cronin & Taylor, 1992; lacobucci et al., 1994) 
including seminal work of Gronroos's (1982a, 1982b. 1984) are based on the 
disconfirmation paradigm employed in the physical goods literature (e.g. Cardozo. 
1965; Howard & Sheth, 1969; Olshaysky & Miller, 1972; Olson & Dover. 1976; 
Day, 1977; Churchill & Surprenant, 1982) suggesting thereby that quality results 
from a comparison of perceived and expected performance. 
Service quality is one of the most sought after topic particularly in the context of 
banking services as service providers tend to be viewed as relatively undifferentiated, 
and hence it becomes a key to competitive ad%antage (Stafford et al., 1998, 
Almossawi, 2001). In addition. financial services, like other services are intangible, 
difficult to evaluate, and rest on experience and high credence quality (Zeithaml, 
1981; Zelthaml et al., 1985). Hence, investigating service quality in the financial 
services industry is difficult as well as interesting. The importance of service quality 
to the financial performance. improved customer satisfaction and retention, enlarge 
market share and overall profitability of service businesses has been well established 
in industries such as hospitality (Mei cat al., 1999; Kandampully & Suhartanto, 2000; 
Campos-Soria et al., 2005; Wilkins c,t «!., 2007, 2010; Ladhari et al., 2012); airlines 
(Gronroos, 1984); shipping (Gronroos, 1984); credit cards (Parasuraman et al., 1985, 
1988), restaurants (Lehtinen & Lehtinen. 1982, 1991; Cronin & Taylor. 1992; Rosen 
& Karwan, 1994): banking (Parasuraman et al.. 1985. 1988: Cronin & Taylor, 1992; 
Berkley & Gupta, 1994: Johnston, 1995; Sureshchandar et al., 2002; Arasli cat al., 
2005; Karatepe et al., 2005; Gao et al., 2008; Adil, 201 la; Adil & Khan. 2011: Adil. 
2012; Adil & Ansari, 2012; Adil & Khan, 2012a; Adil c/a!, 2013b). 
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Though, several attempts have been made in the past to capture the real meaning and 
assessment of service quality perceptions (Narang, 2010), still the subject is 
considered among the most debated and controversial topics in the services 
marketing literature. This debate continues till date, as is evident from the ongoing 
and largely failed attempts either to integrate the SERVQUAL'SFRVPERF 
conceptualization into new industries (e.g. Kettinger & Lee, 1997; Dean, 1999; 
Durvasula et ci!., 1999) or to replicate its conceptual structure (e.g. Kettinger & Lee, 
1995a, 1995b: Asubonteng et u!., 1996; Niels et al., 1997; Van Dyke et al., 1997; 
Robinson, 1999). In fact, perceived service quality has proved to be a difficult 
concept to grasp. It has been referred to as 'elusive' (Parasuranman cat al., (985; 
Smith, 1999). and research relative to the construct is still considered 'unresolved' 
(Caruana et al., 2000) and /cn' Jrom conclusii'e' (Athanassopoulos, 2000). A call for 
research that specifically examines the 'clinwnsionaliti" of the service quality 
construct (Parasuranlan et u!., 1994) is yet to be successfully addressed. 
A large number of empirical researches have been reported in the last three or more 
decades, encompassing almost every facet of banking industry. Right from 
measuring service quality at traditional banks (Babakus et al. 1992; Yavas et al., 
1997; Angur et al., 1999; Furrcr cat al. 2000; Aldlaigan and l3uttle, 2002; 
Sureshchandar et al.. 2003: Wang et al., 2003; Schneider & White, 2004: Narang, 
2010, Adil, 201 l a; Adil, 201 1 b; Add & Khan. 2011: Khan & Adil. 2011; Adil, 2012; 
Adil & Ansari. 2012; Adil & Khan, 2012a:Adil & Khan, 2012b: Adil, 2013; Adil et 
al., 201 )a) Internet banking I Downes & NNlui, 1998; Jayawardhena & Foley. 2000; 
Awanlleh et al.. 2003: Bonson-Ponte et u!.. 2006: Sohail & Shaikh. 2008; Mialhotra 
& Singh, 2010: Lin & Chang, 2011: Lin et al., 2011; Khare et al.. 2012; Patsiotis et 
al.. 2012: Adil et al.. 2013b). automated teller machine (ATMs) (Sureshchandar et 
al., 2002; Joseph & Stone. 2003: Berger & Gensler, 2007; Singh & Konlal. 2009: 
Khan & Add. 2010; Kumar ci ul., 20(0; Gbadcyan, 2011; Add & Khan. 2012) and 
telc-banking (Al-IIa an et al.. 2005: AI-Ilawari & \Vard. 2006). Numerous models 
of service quality have been proposed by different researchers in the past, such as 
Technical and Functional Quality Model ((ironroos. 1984), GAP Model 
(Parasuraman of ul., 1985).  Attribute Service Quality Model (I iay% ood-Farmer. 
1988). Performance Only Model (Cronin & Ta}lor. 1992). P('P Attribute Model 
(Philip & I-lazlett, 1997) and Antecedents and Mediator Model (Dabholkar ci u!., 
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2000). Except `Performance only' Model, rest of the models depend on perception 
minus expectation framework. In a nutshell, the weight of the emerging literature 
supports the efficacy of performance-based measures of service quality in general 
and the SERVPERF scale specifically as the appropriate exemplar of service quality 
operationalization (Cronin & Taylor 1992; Brown et al., 1993; Teas, 1993; Lam, 
1995; Ilartline & Ferrell, 1996: Lam. 1997; Quester & Romaniuk, 1997; Smith, 
1999; Dabholkar et al., 2000; Verma & Vohra, 2000; Lee et al., 2000; Mehta et al., 
2000; Jain & Gupta. 2004; Dash & Kumar, 2007; Vanniarajan & Anbazhagan, 2007; 
Selvaraj, 2009; Adil, 2011a, Adil & Khan, 2011; Adil 2012; Adil & Khan, 2012). 
From the available literature on services marketing, a review of service quality 
dimensions in service industries in general and banking industry in particular was 
carried out. Prominent studies ranging from the year 1984 till 2012 were reviewed 
from the point of view of dimensions that were researched and the same are 
presented in a tabular form (Table 3. 1). 
Service quality has been found to be a significant factor while measuring customer 
satisfaction (Pitt et al., 1995; Getty & Getty, 2003; Khan, 2010; Kadir et al., 2011). 
The theories of service quality which were first developed considered customer 
satisfaction as a key criterion variable (eg. Woodside et al., 19x9; Cronin & Taylor, 
1992; Oliva cat al., 1992; Anderson & Sullivan, 1993; Oliver, 1993; Taylor & Baker, 
1994; Pitt et al.. 1995; Oliver. 1997; Jarnal & Naser, 2002; Jones & Farquhar, 2003; 
Ijaz et al. 2011). Even a large number of studies of more recent origin highlight that 
individual dimension of service quality directly influence customer satisfaction (Pun 
& Ho, 2001; Abdullah, 2006: Abdullah & Rozario, 2009: Paswan & Ganesha, 2009; 
Kadir et al., 2011: Sultan & Wong, 2011; Adil, 2012; Chang et al., 2012). 
Ilowever, the determinants of service quality are complicated with the dynamic 
business environment (Pun & Ho, 2001). Therefore, this measurement of dimensions 
depends on the industry itself (Abdullah & Rozario, 2009). 'Traditionally, measuring 
service quality and satisfaction involves asking customers for subjective attitudinal 
evaluations, i.e. the service which customers received was satisfactory (Hossain & 
Islam. 2012). As, consumers are the greatest resources and both short-term and long 
term survival of the company depends on them, Thongsamak (2001), in his study 
noted that satisfying customers is an ultimate goal for every company and they are 
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continuously making efforts to find ~,ways to improve and provide superior quality 
service to satisfy their customers. 
Table 3.1: Review of Select Studies on Service Quality Dimensions 
Researchers sector Studied Service Qunlit) Dimensions 
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A stream of researchers have measured customer loyalty as the key dependent 
variable (e.g. Zeithaml et al., 1990: Cronin & Taylor, 1992; Boulding el al., 1993; 
Ostrowski et al., 1993; Hubbard & Armstrong, 1994; Zeithaml et al., 1996; de-
Ruyter et al., 1998; Bloemer et al., 1999; Verhoef, 2002: Bell et al. 2004; Chao, 
2008; Chen et al. 2011: Adil & Ansari, 2012; Adil & Khan, 2012b, Prentice, 2013). 
There even appears to be a consensus among researchers that despite the fact that 
loyalty is essential for service business survival (Reichheld, 1993), one area that has 
remained relatively unexplored, however, is the relationship between evaluations of 
service quality and loyalty of customers (Gremler & Brown, 1996; de-Ruyter ct al., 
1998: Bloemer et al., 1999; Lee et al., 2004; Bell et al., 2005; Chen et al., 2011). 
Thus, it has remained unclear whether or not there is a direct relationship between 
service quality and loyalty (Bloemer et al., 1999). However. since the link between 
service quality and loyalty dimensions has not been systematically investigated 
across different service settings. hence, a significant gap exists in the services 
marketing literature. 
Yet another group of researchers (e.g. Anderson & Fornell, 1994; Anderson et al., 
1994; Zeithaml et al., 1996; Nguyen & LeBlanc, 1998; Olsen, 2002; Jones & 
Farquhar, 2003; Yang & Peterson, 2004; Matos. Henriyue & Rosa, 2009: 1lsu, 2009; 
Jen, Tu & Lu, 2U 10; Kassim & Abdullah, 201(J) has investigated the relationship 
among the constructs of service quality, customer satisfaction and loyalty in a variety 
of industries and cultures. These include studies on the lodging industry in the USA 
(Olorunniwo et'al., 2006), audit industry in Malaysia (Ismail ct al., 2006). banking 
industry in Taiwan (Lee & ll\wwan, 2005), and India (Adil et ul., 2013a). recreation 
industry in the USA (Tian-Cole et al., 2002), health-care industry in South Africa 
(Boshoff & Gray, 2004), and airline industry in Korea (Park cat al.. 2004). One 
limitation of these studies is that the various aspects of service duality were not 
examined separately with constructs of customer satisfaction and behavioural 
intentions, which precluded a thorough examination of the impact of multi-faceted 
service quality construct on behavioural intentions (Saha & Theingi, 2009). Nguyen 
& LeBlanc (1998) asserted that knowledge of how service quality and customer 
satisfaction interact to influence loyalty would provide useful insights fbr 
formulating competitive strategy. 
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A number of studies have highlighted the role of customer complaint behaviour in 
services (Plymire, 1991: Stephens & Gwinner, 1998; Tax et al., 1998; Blodgett & 
Anderson, 2000; Blancero & Johnson. 2001; Chebat et al., 2005: Bell & Luddington, 
2006: :Ail & Khan, 2012h; Bardley & Sparks, 2012; A\dil etal.. 2013a). However, 
there has been little focus on examining how customer complaint behaviour (CCB) 
impact customers satisfaction and loyalty. As service within banking industry often 
involves a long term exchange-relationship rather than a brief interaction, or 
'moment of truth', found in most other service industries; understanding consumers' 
complaint behaviour becomes even more important for bank service providers. But 
up to now, the overwhelming part of extant researches has focused on examining 
either the relationship between CCB and customer loyalty (Peter, 1999; Eggert, 
2000: l lerrnlann e' al., 2000: Strauss & Hill, 2001; Cric, 2003; Homburg et al., 
2003) or relationship between C('B and customer dis-satisfaction (Singh, 1989; 
l luppertz & Mower. 2003: Uppal. 2010: Andreassen & Streukens, 2013). From 
various degree of customer (c(is)satistaction and loyalty; prioritization of these types 
may explain customer reactions to a critical incident causing dissatisfaction and their 
intention of being loyal. Researchers such as Buttle & Burton, (2001); Cho cat al. 
(2003); Dong et al. (2008); Andreassen & Strcukens, (2013) posit that managing 
customer relationships entails attending to levels of consumer (dis)satisfaction, 
improving service quality and customer loyalty. l fence these studies provide useful 
platForrn to conceptualize an integrated and comprehensive service quality model For 
the present study. 
3.4 CONCEPTUAL FRAMEWORK OF THE PRESENT STUDY 
A theoretical hranX\vork is defined as a collection of theories and models from the 
literature which underpins a positivistic research study (Hussey & Massey. 1997). In 
other words, it is a conceptual model of' how the researcher theorizes or makes 
logical sense of the relationships among the several factors that have been identified 
as important to the problem. Developing such a conceptual framework helps us to 
postulate or hypothesize and test certain relationships and thus to improve our 
understanding of' the dynamics of the situation. In total, the theoretical framework 
discusses the interrelationships among the \ ariables that are considered important to 
the study. It is essential to understand what a variable means and what the different 
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types of variable are. After the theoretical framework has been formulated, then 
testable hypotheses can be developed to examine whether the theory formulated is 
valid or not (Sekaran, 2003). So, the theoretical framework may be referred to as a 
conceptual framework or as the research model. 
Figure 3.1: Proposed Research Model 
Source: Prepared by the researcher 
Notes: T%\- tangibles, REL- reliahilit_r, AS[:- assurance, RES- rc.cponsivenes.c, F:;NP-
empatht•, SA"h- cuslomer satisfaction. ('OM- customer co nplaints, LOY'- customer 
From the available extant literature on service quality literature in banking industry, a 
research model was proposed for the present study consisting of five core dimensions 
of service quality ii:. tan gibles. reliability, assurance, responsiveness and emput/n 
as suggested by Cronin and Taylor (1992). In line with the suggestions of Cronin et 
(r/., (2000) and Caruana (2002) that examining only one variable at a time may 
confound the understanding of consumer decision-making and may lead to 
inappropriate marketing strategies, the effect of other constructs such as satisfaction 
and customer complaints on behavioural intentions like loyalty in addition to service 
quality have also been studied (refer to Figure 3. I ). 
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3.5 PREDICTORS AND CRITERION FACTORS 
Though. the number and composition of service quality dimensions are likely to be 
dependent on service settings (Carman, 1990; Brown et aL. 1994), a review of the 
literature suggests that it is not a uni-dimensional construct. Rather, service quality 
incorporates a number of dimensions such as reliability, tangibles, responsiveness, 
assurance and empathy (Parasuraman et al., 1985, 1988; Carman, 1990; Cronin & 
Taylor, 1992: Lewis, 1993; Bitran & Lojo, 1993; McDougall & Levesque, 1994; 
Adil, 2011h; Adil & Khan. 2011: Adil, 2012; Adil & Khan, 2012). Keeping in mind 
the study objectives, the direct factors considered in the present study are (I ) 
tangibles, (2) reliability. (3) assurance, (4) responsiveness, and (5) empathy. The 
justification for considering factors of service quality along with other variables in 
the proposed research model is given in subsequent sections. 
3.5.1 Tangibles 
Due to the intangible nature of services, it is often difficult for customers to 
understand services (Legg & Baker, 1996). Customers are usually influenced by the 
tangible facets of service in physiological, psychological, emotional, and cognitive 
ways (Ritner, 1992). Support fir this argument comes from empirical evidence 
suggesting; that the tangible and physical sulToundiasg=s of the service environment 
can have a significant impact on customers' affective responses and their behavioural 
intentions (Wakefield & Blodgett, I999). ('ustomers thus make inferences about the 
service quality on the basis of tangibles (e.g. the appearance of physical facilities. 
equipment. personnel and communication materials) that surround the service 
environment (Parasutaman et al., 1984. 1988: l3itner, 1990; Soteriou & Zenios, 
1997: Bahia & Nantel. 2000). 
Tangibles was one of the few dimensions of service quality that have been 
consistently used by different researchers (Bahia & Nantel. 2000). It is associated 
with the impact on the customers' inferences about what service should be like and 
therefore will influence the evaluation of service quality (Zeithaml et u!., 1993). 
I)abholkar et al. ( 1996) reported similar findings that the tangible aspects of 
department stores do influence customers' perceptions of service quality. Customer 
perceptions of tangibles were generally considered more important in the case of 
banks than other service Industries such as securities brokerage, and product repairs 
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and maintenance (Parasuraman et al., 1988), convenient bank location and 
accessibility (Levesque & McDougall, 1996). Tangible dimension of service quality 
is also likely to be an important antecedent of customer satisfaction. Thus, tangibility 
is of major relevance to the development of a model for mapping service quality. 
3.5.2 Reliability 
Service reliability means consistently performing the service dependably and 
accurately (Parasuraman et al., 1988: Soteriou & Zenios, 1997). According to Berry 
et al. (1990), service reliability is the service "core" to most customers and managers 
should use every opportunity to build a do-ii-right-first'  attitude. Specifically, 
managers are encouraged to include reliability issues in their mission statements, set 
reliability standards, teach the importance of reliability in training programs, appoint 
reliability teams to study specific services and recommend ways to improve 
reliability, measure error rates and reward error-free service. Portraying the 
reliability and consistency with which the service is delivered can take two routes. 
The first involves emphasizing the technological superiority and dependability of the 
process by which the service is produced— a high tech approach. While technological 
drivers such as advances in telecommunications, satellite, digital, and web 
technology are increasing the tradability of services (Braga, 1995) and expediting the
globalization of services (Lovelock, 1999). The second concerns the consistent and 
dependable performance of the service personnel- a high touch approach (Shemwell 
eat al., 1998; Specce & Sri jumpa, 2002; Malhotra et al., 2004). Social interaction and 
personal connectivity that form the basis for emotional bonds, especially in services 
with high credence properties such as banking services, are highly relevant in 
developing countries like India (Shemwell et al.. 1998). While banks are making the 
transition to higher technological environments, a high touch approach is still 
suitable as customers are traditionally more familiar with the human services as well 
as also aware ol'the weak technological infrastructure (Malhotra ei al., 2004). 
3.5.3 	Responsiveness 
One of the major determinants of service quality is timely and adequate response. 
Responsiveness refers to the willingness to help customers and provide prompt 
service (Parasuraman et al., 1955; Soteriou & Zenios, 1997). Employees should he 
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willing and able to deliver timely and substantive response to enquiries and 
complaints of customers. 
Service recovery and problem solving have long been recognized as important 
components of services quality (hart et al.. 1990, Dabholkar et al., 1996, Swanson & 
Kelley, 2001). The relative importance of timely versus substantive response (e.;. 
decision convenience, access convenience, transaction convenience, and benefit 
convenience) differs between developed and developing markets. Such differences 
arise as a result of the relative value with which time is regarded in each of these 
markets. Customers of developed countries place a higher value on time as compared 
to those of developing countries (Lane & Di-Stefano. 19x9). People in developed 
economies characterize time as a limited and scarce resource; the term 'saving time' 
in fact implies reallocating time across activities to achieve greater efficiency (Berry 
et al., 2002). 
The marketing literature assumes that there is a relationship between time scarcity 
and consumers' desire for goods and services that offer convenience. Developed 
economies perceive time as 'ntonev' and try to use it efficiently with a focus on the 
present (Malhotra e! al.. 2004). On the other hand, time orientation in most 
developing countries is focused on the past. The goal is to strive towards completion 
without detailed scheduling (Malhotra et al., -1004). Thus, merely responding to a 
customer's inquiry or satisfactorily resolving a customer's complaint — a goal that is 
generally regarded as sufficient in its own end in developing countries tends to fall 
short of meeting a customers expectations of quality of service in a developed 
country. In a developed economy, these tasks should be addressed and resolved 
swiftly, and are taken for giaiited. 
3.5.4 	Assurance 
The dimension 'a. rrrcnl 'e relates to the know ledge and courtesy of employees and 
their ability to convey trust and confidence (Parasuraman et al.. 198,X; Soteriou & 
Zenios. I997). Are the employees able to gain the trust and confidence of the 
customers? ;f the customers are not comfortable with the employees, there is rather a 
laree chance that the customers will not return to do further business with the 
company. 
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Under this perspective, researchers further agree that service quality is best 
represented as an aggregate of the discrete elements from the service quality 
dimensions such as assurance elements of the service offer (Parasuraman et al., 
1985: Cronin & Taylor, 1992; Dabholkar et al., 2000). 
3.5.5 Empathy 
The empathy service quality dimension refers to how the company cares and gives 
individualized attention to their customers, to make the customers feeling extra 
valued and special (Parasuraman et al., 1988; Soteriou and Zenios, 1997). The fifth 
dimension is actually combining the second, third and fourth dimension to a higher 
level. even though they really cannot be compared. If the customers feel they get 
individualized and quality attention, there is considerable chance that they will return 
to the company and do business there again. 
3.5.6 	Customer Satisfaction 
Customer satisfaction can be defined as judgments based on a broad range of non-
quality issues (Patterson & Johnson. 1993; Rust & Oliver, 1994: Taylor & Baker. 
1994: Yuksel & Yuksel, 2002), while other researchers (Oliver, 1981: Henning-
Thurau & Klee, 1997; 7_incldin, 2000. Brady & Robertson, 2001: Tan & Pawitra. 
2001: llansernark & Albinsson, 2004: Lovelock et al., 2004) conceptualized 
customer satisfaction as an individual's fccling of pleasure or disappointment 
resulting from comparing a product's perceived performance (or outcome) in relation 
to his or her expectations. Wilkie (I 9ô) and Bagozzi (1992) suggest that satisfaction 
reflects the degree to which consumers believe that possession of a service evokes 
positive feelings and the evaluation of satisfaction should he an emotion-based 
response (Oliver, 1993). In retail banking, the operational definition of satisfaction is 
`a post purchase, global affirmative summary response that may he of different 
intensities, occurring when customers are questioned and are undertaken relative to 
retail banking services offered by competitors' (Caruana et al., 2000; (Iera, 2011). 
Generally. there are two general conceptualizations of sitisfaction, namely, 
transaction-specific satisfaction and cumulative satisfaction (l3oulding et al.. 1993; 
Jones & Suh, 2000: Yi & La, 2004). 
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(I) Transaction-specific; and 
(2) Cumulative satisfaction 
Transaction-.spcci/lc• .s•uti.qac•tion is a customer's evaluation of his or her experience 
and reactions to a particular service encounter (Cronin & Taylor, 1992; Boshoff & 
Gray. 2004). Oliver (1990) considers satisfaction to be a specific purchase occasion's 
post-choice evaluative judgment, i.e. the consumer perceives that after the purchase 
there is the fulfillment of a need, a desire or an objective; this can be pleasant, thus 
characterizing the transaction-specific. 	hich defines satisfaction as a consumer's 
emotional answer to their most recent transactional experience (Oliver, 1993). 
Therefore. Oliver (1997.   1999) defines satisfaction as a pleasurable fulfillment, 
which means that consumption of services was according to their needs and wants 
and thus fulfillment causes pleasure. The associated response occurs sometime after 
consumption, after the process of choice is completed. This way, the affective 
response varies in intensity, depending on the situational variables that are present 
(Yang & Peterson, 2004). 
Cumulative overall saris/action reflects the accumulated impressions on the part of 
the customers regarding the product/service performance of a company, that is, the 
customers need to obtain :xperience with the product or service to determine the 
level of satisfaction, as it is based in current and past experiences (Anderson et al., 
1994). Johnson et al. (1995) define cumulative satisfaction as customer's overall 
evaluation of the consumption experience to date. The comparison between both 
dinnsions demonstrates that overall (cumulative) satisfaction is the best predictor of 
lo\alt (Anderson cct al.. 1994; Yang & Peterson, 2004). 
3.5.7 Customer Complaints 
Complaint. being one of the \ariablcs of the present studs'. demands a special 
attention. The American I Icritage Dictionary of the English Language (2000) defined 
complaints as an expression of dissatisfaction. Two main reasons which lead 
customers to complaint (l%ppal. 20 10) are: 
a) The attitudinal aspects that (teals with customer's. and 
b) Inadequacy of the functions/arrangement made available to customers or gap 
standards of services expected and actual services rendered. 
When consumers encounter service failures, only a small percentage of dissatisfied 
customers voice their complaints and those who do not do so are faced with several 
options such as engaging in negative word-of-mouth, frequenting their service 
provider less often, switching patronage to another service provider, a complaint 
aimed towards the seller or complaining to a third party (Singh, 1989; I-luppertz & 
Mower, 2003; Blodgett & Li. 2007; Fernandes & dos Santos, 2007). 
Customer dissatisfaction leading to complaints can inflict serious threat not only to 
the reputation and image but also the profitability of a bank. Whereas, attending to 
levels of consumer dissatisfaction by addressing their complaints, may help 
marketers manage customer relationships. This will result in improved service 
quality and customer loyalty (Cho et al. 2003). Hence, it is the sole responsibility of 
the service provider to identify the sources of dissatisfaction and to subsequently take 
proper actions to eradicate these sources or at least alleviate their impact on 
customers. It has been argued that the source of dissatisfaction with a service 
normally stems from either a substandard customer service or inadequate service 
offering or both (Blodgett & Li, 2007). 
Customer complaints can also he used as information to satisfactorily recover from 
an operational service breakdown. Operational service issues are normally detected 
through customer complaints and comments, which can he easily monitored and 
corrected quickly. For e.g.- if an ATM is malfunctioning or if there are problems 
with bank statements or debit cards, the bank takes necessary actions almost 
immediately. Moreover, bank's correction response or treatment to complaints, being 
subjective in nature, pose another serious challenge. Customers who are dissatisfied 
with the level of treatment they receive may begin to bank elsewhere without ever 
voicing their discontent (Hart et al., 1990; Eccles & Durand, 1998, Shemwell et al., 
1998: Colgate & Norris, 2001; Snellman & Vihtkari, 2003; Phau & Sari, 2004). 
Therefore. Blodgett & Anderson (2000) explicitly recommended on the basis of their 
empirical findings that 'it i.s beneficial to encourage dissatisfied customers to seek 
redress, because these custoiners (i.e.. complainants) provide retai/e/'S the 
opportunity to address and rcileedv the twohlehi'. 
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3.5.8 Customer Loyalty  
Loyalty is defined as a strong relationship between individual's relative attitudes and 
repurchase, representing the proportion. the sequence and the probability of 
purchases with the same supplier (Dick & Basu, 1994). According to Reichheld 
(2003) customers can express loyalty in it ariety of ways, including their willingness 
to recommend a product to others and also in terms of their intentions to remain with 
a service provider. In the context of bank services, loyalty is frequently defined as an 
observed behaviour (Liljander & Strandvik, 1995), while Meidan (1996) defines 
bank loyalty as the biased (i.e. non-random) behavioural response (i.ce. revisit), 
expressed over time, by some decision-making unit with respect to one hank out of a 
set of banks. which is a function of psychological (decision-making and evaluative) 
processes resulting in commnmitment. The critical part of these definition is that that the 
degree of loyalty in banking can be gauged by 'tracking customer's accounts over a 
clrlined time period and noting the degree of conhinuhV in patronage' (Jacoby & 
Chestnut. 197x; Meidan, 1996: E3loemer et al.. 1999; Pritchard et al., 1999; Szymigin 
& % aruigan, 2001, Tsoukatos & Rand. 2006). 
To improve the understanding of customer loyalty, researchers have investigated it in 
the context of brand (13loemer, 1988; Oliva et al., 1992; Gremler & Brown, 1996; 
Foster & ('adogan, 2000, Berger et <rl., 2006), shops andactivities (Bellenger et al., 
1976: Grover & Sriniv asap, 1992; Sirohi cat al., 1998), services (Teich, 1997; 
Bloemer et al., 1999: Pritchard cat al., 1999: Szymigin & Canrigan, 2001; Kim et al., 
2004: Tsoukatos & Rand. 2006: Adil & Ansari, 2012: Adil & Khan, 2012b). product 
(Keavenev, 1995: ( iremler & Brown. 1996: Macintosh & Lockshin, 1997: Bloerner 
et al.. 1999; 1 lomhurg & (i•erin , 200 1) and e-conunerce settings (Reichheld & 
Schefter. 2000: (iefen, 2002; Reibstein, 2002: (lunimerus et al.. 2004; Ribbink et al.. 
2004: Semejin et al.. 2005: Donio et al.. 2006; passim & Abdullah. 2010). 
Some researchers asserted that customer loyalty embraces either behavioral (Seiders 
el al., 2005) or attitudinal approaches (Jacoby & ('hesnut. 1978). the behavioral 
approach is based on aspects of future repurchase behavior, purchases amount and 
frequencies and brand switches over time (E3andyopadhvay & Martel, 2007; Liang et 
al. 2009). Conversely, the attitudinal approach emphasizes the role of cognitive and 
affective aspects on the buildiai of loyalty and reflects the consumer's actions, 
involving the measure of the past purchase of a particular brand or a set of brands 
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and/or, still, a future purchase probability due to past purchases behavior 
(Evanschitzky cat al., 2006). The importance of customers' behavioural intentions to 
predict customer loyalty has been recognized by many researchers (Norman & 
Smith, 1995; Godin et al., 2004; Patterson, 2004; Luarn & Lin, 2005). Of all the 
behavioural intentions, Reichheld (2003) and Ladhari (2009) found that willingness 
to recommend and short and long-term intentions to remain a customer were the 
most important predictors of loyalty, since these were associated more strongly to 
loyalty. Thus, these two measures of loyalty were included in this study. 
3.5.9 Relationship between Service Quality and Customer Satisfaction 
The relationship between service quality and customer satisfaction has remained one 
of the important issues in the services marketing literature (Jamal & Naser, 2003; 
Hossain & Islam, 2012) and in the field of banking industry specifically (Le Blanc & 
Nguyen, 1988; Avkiran, 1994). They have long been recognized as playing a crucial 
role for success and survival in today's competitive market (Wang et al., 2003). 
Excellent service quality has been considered an important prerequisite for 
establishing and having a satisfying relationship with customers (Parasuraman et al., 
1985; Lassar et al., 2000: Zeithaml, 2000; Hu et al., 2009; Mohamad & Awang, 
2009: Camcran cat al., 2010; 1 lossain & Islam, 2012). Therefore, this relationship is 
considered to be a critical measure of organisational performance. 
Most researchers in the services field have maintained that service quality and 
customer satisfaction are distinct constructs (Bitner, 1990; Carman, 1990: Cronin & 
Taylor, 1992: Boulding et al.. 1993: Oliver, 1993; Spreng & Mackoy, 1996). 
Perceived service quality is a form of attitude and is a long run overall evaluation, 
whereas customer satisfaction is more of a transaction-specific measure (Hither, 
1990; Bolton & Drew, 1991; Cronin & Taylor, 1992; Chadee & Mattsson, 1996). 
1 lowever, a number of key elements that distinguish customer satisfaction from 
service quality are presented in 'fable 3.2. 
Although researchers acknowledge a strong positive correlation between service 
quality and satisfaction, considerable debate exists regarding the nature of this 
relationship (Oliver, 1981; 1993: Parasuraman e t al., 1988: Bitner. 1990; Yi, 1990; 
Bolton & Drew. 1991: Drew & Bolton. 1991; Anderson & Sullivan, 1993: Dabholkar 
& Overby, 1995; Spreng & Mackoy, 1996). While some researchers have 
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conceptualized service quality perceptions as an outcome of satisfaction, other works 
of more recent origin characterize service quality as an antecedent of satisfaction 
(Cronin et al., 2000; Dabholkar et al., 2000; Brady et al., 2002; Seto, 2003; 
Gumnlerus el al.. 2004; Ribbink et al., 2004; Arasli et al., 2005; Tsoukatos & Rand. 
2006; Kassim & Abdullah, 2010; Adil, 2012; Adil el a1., 2013a). 
fable 3.2: Distinction between Service Quality and Customer Satisfaction 
SN Service Quality Customer Satisfaction 
I- The 	dimensions 	underlying 	quality It can result from any dimensions, whether 
judgments are rather specific or not it is quality related 
2.  Expectation for quality are 	based 	on Customer satisfaction judgments 	can be 
ideals or perceptions ofexcellence fomted by a large number of non-quality 
Issues, such as needs, equity, perceptions of 
fairness 
3.  Service 	quality 	has 	less 	conceptual Customer satisfaction is believed to have 
antecedents more conceptual antecedents 
4. Quality 	perceptions 	do 	not 	require Satisfaction 	judgments 	do 	require 
experience with service or provider experience with the service or provider 
5.  Service quality is not influenced Satisfaction 	is 	directly 	influenced 	by 	the 
intervening variables of diseonftmmtiun 
6.  Service yuatity 	is based on 	an ideal Senspnction 	is 	based 	on 	predictive 
standard expectation expectation 
Source: Adapted from Oliver (1993); Rust & Oliver (1994); Spreng & Mackoy (1996); Choi et 
al. (2004); Grave & 0' Cass (2005); I lossain & Islam (2012) 
Because the weight of the research evidence supports the conceptualization that 
service quality is an antecedent of satisfaction, this study too treats service quality as 
an antecedent of satisfaction. 'treating service quality as an antecedent and 
satisfaction as an outcome factor is relevant and meaningful from a managerial 
perspective as well Goode et al (1996) cogently argue that customer satisfaction 
represents a primary goal to strive for and if banks wish to increase customers' 
overall satisfactions; they must target factors which have a bearing on satisfaction. 
Although the direction of the quality satisfaction relationship (i.e. service quality —, 
satisfaction) is fairly well understood for services, the question whether or not (and 
how) this relationship varies depending on particular settings and/or situations 
remains unresolved. Thus, the conceptualisation adopted for the study can potentially 
help identify aspects of service quality that have a bearing on customer satisfaction. 
3.5.10 Relationship between Service Quality and Loyalty 
Substantial empirical and theoretical evidence suggests that there is a direct link 
between service quality and behavioural intentions such as customer loyalty (Bitner, 
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1990; Bolton & Drew, 1991a; Jones & Farquhar, 2003). As pointed out by Bolton 
(1998), service quality influences a customer's subsequent behaviour, intentions and 
preferences. When a customer chooses a provider that provides service quality that 
either meets or exceeds his or her expectations, he or she is more likely to choose the 
same provider again. Other studies that support this view include Cronin & Taylor 
(1992, 1994); Zeithaml et al. (1996); Cronin et al. (2000) and Choi et al. (2004). 
However, owing to little empirical research explicitly focusing on the relationship 
between the individual dimensions of service quality perceptions and customer 
loyalty, Zeithaml et al. (1996) and Bloemer et al. (1999) suggested that it would he 
of' both theoretical and managerial interest to see how service quality and service 
loyalty are related at the level of individual dimensions, rather than the perspective of 
their overall assessments. Intuitively, one would expect diffcrcnccs with regards to 
the relative importance of the individual SERVQUAL dimensions (Bloemer et al., 
1999). For instance, empathy and assurance may be considered more important in 
health care than in entertainment services (Bloemer et al., 1999). 
3.5.11 	Relationship between Customer Satisfaction and Loyalty 
The extant literature suggests strong associations between customer satis/action and 
behavioural intentions such as customers' stated intentions to remain loyal (Oliver, 
1980; Oliver & Swan, 1989: Levesque & McDougall, 1996: Mooradian & Olver. 
1997; Dabholkar et al., 2000; McDougall & Levesque, 2000; Kassim & Abdullah, 
2010; Adil et al., 2013a), while Jones & Sasser (1995) and Donio et al. (2006) have 
concluded that customers who are totally satisfied are truly loyal. The assumption in 
relationship that leads satisfaction to customer loyalty is that, with customer 
satisfaction in place, loyalty, retention and profitability will automatically follow. 
Customer satisfaction is supposed to he a primary tool for retaining customers but the 
relationship between satisfaction and loyalty is more complex than was originally 
conceptualized by researchers such as Jones & Sasser (1995); Gitomer, (1998): 
Fournier et al. (1999); Oliver, (1999); Verhoef (2003); Gonsalves & Sampaio, 
(2012) etc. Many studies have demonstrated that there is a positive link between the 
two constructs (Anderson & Mittal, 2000; Mittal & Kamakura, 2001; Reichheld, 
2001; Berry et al.. 2002; Streukens & Ruyter. 2004: Alegre & Cladera. 2009: 
(ion4alves & Sampaio, 2012; Adil cat al., 2013a). however, some researchers (Jones 
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& Sasser, 1995; Verhoef. 2003) have offered contradictory results with regard to the 
satisfaction—' loyalty link, which found no effect of satisfaction on loyalty. Several 
authors attribute the observed inconsistencies and weak values to a variety of factors 
such as signiticant differences on the use of different loyalty measures. Many studies 
that consider the linear nature of this link find no significant effects (Verhoef, 2003), 
but non-linear models have proven to adequately represent this relationship 
(homburg & Giering, 2001: Mittal & Kamakura, 2001, Fullerton & Taylor, 2002; 
Wangenheim, 2003; Agustin & Singh. 2005; ('ooil et al., 2007). These examples 
reveal some of the complexity of the satisfaction—' loyalty link (Gonsalves & 
Sampaio. 2012). 
A lot of evidence exists regarding how satisfaction influences repeat purchase (both 
volume and frequency) behaviour, and price-sensitivity (Szymanski & Ilenard, 
2001). The biggest advantages that a loyal customer gives are repeat business and 
promotion of the company through word of mouth (1-leskett et al., 1990; Dick & 
13asu, 1994; Heskett et al., 1997; (lodin & Gladwell, 2001). But customer loyalty is 
much mote than repeat purchases or increased volume of' purchases. It also offers the 
advantage of positive word of mouth publicity generated by loyal customers by way 
of advocating a company's offerings to friends, colleagues and family. A customer 
puts his own reputation at stake when he recommends a company. In fact, this act of 
recommendation should he considered the best indicator of customer loyalty 
(Re ichheld et al., 2003). 
[_o\ al customers are considered as the key to survival and success in many service 
businesses, especially in the hospitality, insurance and financial sectors (Reichheld & 
Schetter, 2000; Pullman & Gross, 2003; Seme)In et al.. 2005: Tsoukatos & Rand, 
2006: Kassim & Abdullah. 2010: (iera. 2011: Adil et al.. 2013a). A slight change in 
the percentage of loyal customers can bring about a huge change in profits and the 
overall value of the firm (Ileskett et al.. 1997: "i'soukatos & Rand, 2006: Kassim & 
Abdullah. 2010; Adil, 2012). So a company's only path to profit and growth may lie 
in its ability to make its loyal customers market it by engaging in positive )Aord of 
mouth (WONt). 
Measurement of customer satisfaction as a means of monitoring progress has become 
standard with firms around the world (Johnston, 1995: Kellogg et al., 1997). Many 
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researchers feel that competitive differentiation can no longer be achieved along the 
traditional dimensions of corporate performance. As commoditisation of many 
service offerings continues, a new source of competitive differentiation/advantage 
can come from focusing on the management of customer experiences (Pine & 
Gilmore, 1998; 1999; Schmitt, 1999; Wolf, 1999; Ford et al., 2001; Jensen, 2001; 
Davenport & Beck, 2002; Rayport & Jaworski, 2004). 
Loyalty is very important to the survival and profitable growth of a company, 
measuring it is all the more important. Existing approaches to the measurement of 
loyalty have not proved to be very effective (Pine & Gilmore, 1999; Reichheld et al., 
2003). Loyalty is a crucial output to a firm's resource allocation strategy and quality 
improvement efforts (Reichheld et al., 2001). Joseph & Stone (2003) argue that the 
offer of customer-friendly technology, such as menu-driven automated teller 
machines (ATMs), telephone and internet banking services, as a means of delivering 
traditional banking services has become commonplace in recent years as a way of 
maintaining customer loyalty and increasing market share. Many fiitns are nowadays 
focusing their efforts on maintaining a loyal customer base. This is particularly true 
in the financial services sector where increasing competition, technology; social and 
cultural factors have been the chief drivers of service quality initiatives in the last 
decade. 
3.5.1.12 Relationship between Service Quality, Customer Satisfaction & 
Loy ally 
Both service quality and customer satisfaction have been widely recognized as 
antecedents of behavioural intentions (Bloemer et al., 1999; Dabholkar et al., 2000; 
Gremler & Gwinner. 2000; Sureshchander et u1., 2002: Guru cat u!., 2003: 
Athanasopoulou, 2009; Wei-Ming Ou. 2011: Adil et al.. 201 3a). As service quality 
improves, the probability of customer satisfaction increases, which in turn leads to 
customer retention, customer loyalty, increased tolerance for service failures and 
positive word of mouth about the service provider etc. (Stank ct al., 2003; Van der 
Wiele (et al.. 2005: Jamal & Anastasiadou, 2009). however, service providers would 
like to know which of these variables exerts the strongest influence on customers 
loyalty. Researchers like Cronin & Taylor (1992), Parasuraman et al., (1994) and 
Dabholkar (1995) have posited a much stronger relationship between customer 
satisfaction and intentions to retrain loyal than the relationship between service 
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quality and repurchase intentions. However, recent studies reveal that service quality 
is believed to be one of the significant predictors of customer satisfaction and loyalty 
(Kim cat al., 2007; ('hi et al., 2009; I lerington & Weaven, 2009; Hu et u!., 2009; 
Jamal & Anastasiadou, 2009; Mohamad & Awang, 2009; Huang & Liu, 2010; Wei-
:Ming Ou. 201 1; Gonsalves & Sampaio, 2012). 
3.6 RESESARCH HYPOTHESES 
Adequate understanding of the problem under study requires a researcher to choose 
significant and relevant facts from among complexity of observed events. These facts 
must show the essential relationship between various elements, and may fall on 
previous experiences of others as also that of researcher. The job of the researcher is 
to single out those factors that are known to have explained similar situations in the 
past. On the basis of these observations, assumptions, hypotheses are built as to the 
relations of facts. 
Young (2001) noted that the usefulness of a hypothesis depends on the researcher's: 
a) Keen observations 
b) Disciplined imagination and creative thinking, which provide at least 
fractional insight, 
c) Some formulated theoretical framework. 
Figure 3.2: Requisites of Hypotheses 
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These processes are in reality the guiding lines in exploration (Sekaran. 2003). 
Without a working hypothesis the explorer would find it very difficult, laborious, and 
time-consuming to make adequate discriminations in the complex interplay of factors 
before him (Malhotra, 2005). The hypothesis guides the researcher in the selection of 
pertinent facts needed to explain the problem at hand. It also saves him from 
becoming lost in the flurry of irrelevancies (Sekaran, 2003). 
Bales (1950) listed the following pertinent questions which should be asked about 
hypotheses before they are adopted for testing. These questions are presented in the 
form of a flow- chart in Figure 3.2. 
In line with the above premise, hypotheses considered for the study have been 
divided into three sections vi:. first section contains hypotheses related to testing 
significant differences between the demographics of urban and rural respondents' 
vis-a-vis each construct of service quality, complaint behaviour, customer 
satisfaction and loyalty; second section deals with hypotheses related to examining 
significant differences between genders of the two samples (i.e. urban and viral) vis-
a-vis each constrict of service quality, complaint behaviour, customer satisfaction 
and loyalty and third and final section contains hypotheses related to testing of the 
causal relationships between key factors and criterion variables. 
3.6.1 Hypotheses Related to Demographics 
Following hypotheses test the significant differences between urban and rural 
respondents with respect to five constructs of service quality as also complaint 
behaviour, customer satisfaction and loyalty. 
Ills Significant differences do not exist between urban and rural respondents on 
service quality dimension 'tangibles ' (TAN). 
112n Significant differences do not exist between urban and rural respondents on 
service quality dimension 'reliability (REL). 
Han Significant differences do not exist between urban and rural respondents on 
service quality dimension 'assurmlce' (ASU). 
Ilan Significant differences do not exist between urban and rural respondents on 
service quality dimension 'responsiveness' (RES). 
115 	Significant differences do not exist between urban and rural respondents on 
service quality dimension 'r'mputht•' (EM P). 
116n Significant differences do not exist between urban and rural respondents on 
attitude towards 'customer c•olnpluint behaviour ((oM). 
It' 	Significant differences do not exist between urban and rural respondents on 
attitude towards 'cus1oiner satisfaction '(SAT). 
H8J) Significant differences do not exist bet een urban and rural respondents on 
attitude towards 'customer loiultv ' (I.OY). 
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3.6.2 Hypotheses Related to Gender with Key Variables in Models 
The following hypotheses related to gender were considered: 
Hlc; Significant differences do not exist between respondents based on gender 
regarding perception towards service quality dimension 'tangibles' (TAN). 
112a Significant differences do not exist between the genders on service quality 
dimension 're/icrhilit► ' (RF.I.). 
113a 	Significant differences do not exist between the genders on service quality 
dimension 'cr.c.crcruncc  (ASU). 
lick; Significant differences do not exist between the genders on service quality 
dimension 're.cponsi►c ne.sS (RF;S). 
Hsu Significant differences do not exist between the genders on service quality 
dimension 'emputhv (EMP). 
H6G Significant differences do not exist between genders on attitude towards 
customers complaint hehu►-iotu•' ((OM). 
H7G Significant differences c10 not exist between genders on attitude towards 
customer satisfaction ' (SAT). 
H8c; Significant differences do not exist between genders on attitude towards 
c ustOmcr /01(1/11•' (LOY). 
3.6.3 HN ootheses Related to Key Variables in Models 
The tullowing hypotheses were considered for testing the significance of direct paths 
between live key factors (TAN. REL. ASU, RES and EMP), predictor (OSQ), and 
criterion variables (SAT and T.OY). and the same are presented in Figure 3.3. 
111 %1 Tangibles (TAN) has direct and significant influence on customer 
sans/ac/ion. 
112 Reliability (REL) has direct and significant influence on customer 
ecrti,/actirnt. 
113 	.I ciwanc•e (ASU) has direct and significant influence on customer 
.cutis faction. 
1141, Re.d)cnslxenc'.c. (RFS) has direct and significant influence on custom's 
.Natkt(ehon. 
11 it L'mpath► (EMP) has direct and significant influence on customersatisfaction. 
1I6it Tangibles (TAN) has direct and si`-niticant influence on customer !c~►•alty. 
11Ott Reliability (REL) has direct and significant influence on eustoaner loyalty. 
118x, • Isswance (ASU) has direct and significant influence on custonu'r Io►•ulty. 
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H9.►i Responsiveness (RES) has direct and significant influence on customer 
lo►•alty. 
HIO.tir Empathy (EMP) has direct and significant influence on customer loyalty. 
III 1%! Customer complaint behadour has direct and significant influence on 
satisfaction. 
H12.M Customer complaint behaviour has direct and significant influence on lovulty. 
H13. Customer suti.sJuction has direct and significant influence on lo}'ulty. 
Figure 3.3: Hypothesized Model 
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3.7 SUMMARY 
Research model for the study is based on extant theories and models of service 
quality/antecedents and consequences of service quality as well as literature related 
to services marketing. To verify the proposed research model, direct path hypotheses 
have been considered. Structural Equation Modelling (SEM) technique has 
subsequently been employed to test the proposed hypotheses in relation to the 
theoretical framework conceptual framework. After that, the demographical elThct on 
perceived service quality has been presented. A detailed explanation of the analytical 
techniques used to achieve objectives of this study has also been provided in 
following C'i►apter 4: Research Methodology. 
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CHAPTER 4 
RESEARCH METHODOLOGY 
4.1 CHAPTER OVERVIEW 
This chapter presents a detailed idea about how the present research was conducted. 
This includes the objectives of the research., research hypotheses, research design, 
questionnaire design, method of sample selection and data collection and finally, data 
analysis method. A description of the pre-testing procedure employed is also 
provided At the end of this chapter issues of validity and reliability have also been 
discussed. 
4.2 RESEARCH PROCESS 
This research was conducted as follows: 
I) Information was obtained through literature review so as to identify as to how 
issues related to service quality, customer satisfaction, customer complaints and 
customer loyalty have been dealt by previous researchers in the context of 
banking industry. 
2) An exhaustive research model was conceptualized incorporating relevant 
dimensions contributing to the customer's perception of service quality, customer 
satisfaction, customer complaints and customer loyalty. 
3) Relevant hypotheses were framed to statistically validate the proposed research 
model. 
4) Questionnaire was developed as a survey tool to collect responses from batik 
customers. 
5) Data obtained through the questionnaire was analyzed to understand factors that 
influence behavioral intentions of bank customers. 
6) Results were interpreted to arrive at conclusions. 
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4.3 RESEARCH DESIGN 
Being descriptive in nature, the primary purpose of the study was to determine the 
degree to which relationships exist between a set of service quality dimensions, 
customer satisfaction, customer complaints and customer loyalty. The principle 
advantage of such correlational design is the ability to explain the relationship 
between the variables. Correlational methods can help to determine if, and to what 
extent, a relationship exists between two variables (Vogt, 2007). 
Figure 4.1: Schematic Diagram for Research Process 
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Source: Prepared by the researcher 
Accordingly, primary quantitative data was generated for the purpose of the study to 
empirically test the hypotheses and achieve the research objectives. Research 
instrument used to measure the study variables was primarily based on tested and 
validated scales. Ilowever, reliability and validity of scales employed was further 
checked in the context of current research. 
4.4 RESEARCH OBJECTIVES 
The main aim of the study was to examine the stren~uith of association amonu scr\ ice 
quality, customer satisfaction, customer complaints and customer loyalty and 
consequently identify which dimensions of service quality contribute most to overall 
satisfaction and loyalty in case of customers who patronize services being offered by 
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retail banks located in urban and rural India. In the light of the same, objectives of 
the present study are listed below: 
To investigate and identify salient dimensions of service quality pertaining to 
banking services from the perspective of urban and rural customers of retail 
banks. 
To test the dimensionality, validity and reliability of the original SERVPERF 
scale and suggest develop appropriate scales to measure customer perceived 
service quality in urban and rural contexts and consequently propose conceptual 
framework for incorporating study variables such as service quality, complaint 
behaviour, customer satisfaction and loyalty in the context of' banks operating in 
urban and rural India. 
To suggest ways and means of improving service quality in banks by mapping 
performance of selected retail banks operating in urban and rural India in terms of 
various elements of service quality. 
To explore differences in terms of demographic variables between urban and rural 
hank patrons in the context of importance attached to various dimensions of 
service quality. 
4.5 THE RESEARCH VARIABLES 
In this study. the main variable of interest is service quality. having five dimensions 
viz. iai 'ibles. relruhi/itt, as'sivance, responsiveness and ernpatliv (please refer to 
Chapter 3 fir details). Further, dependent \ ariahies customer satisfaction and loyalty 
were measured using three and two items respectively. Another new variable i.e. 
customer complaint behaviour. measured through tour items, was probably 
introduced for the first time in the model of service quality, in general and in the 
context of urban and rural banks in India. in particular. Thus, the tour main variables 
explored in this study- \\'ere service quality. Customer satisfaction, customer 
complaint behaviour and customer loyalty. Apart from the above variables, data 
pertaining to gender. age. education level. occupation and monthly family income 
too was generated fi. r the purpose of analysis (refer to Chapter 3 tier details). 
4.5.1 Conceptual Model and Research Variables 
One of' the research objectives was to develop a conceptual model depicting the 
relationships among the research variables considered under the study. 
4.5.1.1 Exploratory Research Model 
The growing body of literature on service quality (e.g. Anderson & Fornell, 1994, 
Zeithaml et al., 1996; Dabholkar et al., 2000; Olsen, 2002; Jones & Farquhar, 2003; 
Matos et al., 2009; lIsu, 2009. Jen et al., 2010; Kassim & Abdullah, 2010) suggests 
that the relationship among the variables under the present study can best be 
conceptualised treating service quality (including its five dimensions namely 
tangibles, reliability, assurance, responsiveness and eml)aihv) as an independent 
predictor variable, customer satisfaction as a mediator variable and customer loyalty 
as a criterion variable. 
Figure 4.2: Exploratory Research Model 
Source: Prepared by the rescarcht~r  
.Vote: TAN-tangibles, REL-reliability, ASU-assurance, RES-responsivencss, ESMP-empathy. SQ-
service quality. SAT-customer satisfaction. LOY-customcr loyalty, ('OM-cuswmer complaints 
As Blodgett & l.i (2007) and Fernandes & dos Santos, (2007) stated customer 
complaint as an expression of dissatisfaction i.e. when customers encounter 
Substandard customer service or inadequate service offering or both, they voice their 
grievance, causing serious threat not only to the reputation and image but also to 
profitability of an organisation. Attending to consumer dissatisfaction by addressing 
their complaints may help in improving service quality and customer loyalty (('ho et 
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al. 2003). Hence, it was decided to explore the effect of customer complaint 
behaviour on customer satisfaction as well as on loyalty. Consistent with the theory 
and taking above variables into consideration, the model conceived is shown in 
Figure 4.2. 
however. preliminary analysis showed that customer satisfaction does not emerge as 
a significant mediator between service quality and customer loyalty as hypothesised 
by the previous researchers (eg. Dabholkar et u!., 2000) and thus, the model was 
rejected with a view of conceptualising a more representative and practical model 
specific for Indian retail banks. 
Figure 4.3: Final Research Model 
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4.5.1.2 Final Research Model 
:A Stream of' research has measured customer satisfaction as the key dependent 
variable (e.g. Woodside et al., 19x9: ('ronin & Taylor, 1992: Anderson & Sullivan, 
1993: Oliver. 1993: 'Taylor & Baker. 1994: Jamal & Naser. 2002, Jones & Farquhar, 
2003: liaz et al., 201 1) while other researchers have measured only customer loyalty 
as the key dependent variable (e.g. Zeithaml et al.. 1996: Verhoef et u!., 200: Bell et 
u!.. 2005, Chao, 2008: Chen et al.. 201!). There appears to be consensus among 
researchers addressing such kind of relationship between service quality-satisfaction 
and service quality-loyalty. Thus, on the basis of theoretical and empirical 
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justification in favour of the above relationships, another model was conceptualised 
treating service quality as an independent predictor variable, with customer 
satisfaction and customer loyalty as criterion variables. 
Taking a cue from past empirical researches (Cho et al., 2003; Bell et al., 2005; 
Blodgett & Li, 2007; Fernandes & dos Santos, 2007) that suggest that customer 
complaint has a bearing on customer satisfaction and customer loyalty, thus, 
relationship between these variables was also explored (see Figure 4.3). 
Table 4.1: Measurement Items Used in the Study 
Tan ihles Item Source 
My bank uses up-to-date equipment Ladhari (2009) 
My bank has appealing physical facilities Dutta & Dutta (2009) 
My bank has neat appearing employees Ladhari (20(N) 
M 	batik has s isually a 	ealin 	service materials Dutta & Uutta (2009) 
Reliability  Item Source 
My bank provides services as promised Wong cat al. (2008) 
My bank takes interest in solving customer problems Lee (2005) 
My bank performs service right at the first time Wong el al. (2008) 
My bank provides services at promised time Ladhari (2009) 
My bank insists on error free records Dutta andDutia(2009)  
Assurance Item Source 
Employees of my bank are trustworthy Karatepe et al. (2005) 
Employees of my bank make me feel safe in my transaction, Dutta and Dutta (2009) 
Bank's employees are consistently courteous with customers Dutta and Dutta (20 09) 
Employees ofmy bank are knowl_dgeable Ladhari (2009) 
Responsiveness Item Source 
My hank tells when services will be performed l.adhari (2009) 
My hank provides prompt service to customers Wong et al. (2008) 
Employees of my bank are always willing to help Karatepe cat at (2005) 
Bank's em to ees alwa s res and to customers re uest Wong et al. (_2008) 
Empathy  _ _Item Source 
Ladhari (20U9) My hank gives individual attention to customers 
My hank has convenient operating hours Ladhari (2009) 
Employees of my bank give personal assistance to customers Lee (2005) 
Employees of my bank have customer's best interest at heart Dutta & Dutta (2009) 
M 	bank understands customers specific needs Ladhari (2009) 
Customer Satisfaction Item Source 
Overall I am satisfied with the quality of service at my preferred bank Brady & Cronin (2001) 
Overall I am satisfied with the services pro% ided by my preferred hank .larval & Naser (2002) 
My complaint was addressed satisfactorily b y the bank Self-created 
F 	 Customer La;'altt' _ 	lien: Source 
I would certainly recommend my preferred hank to my friends Ladhari (2009) 
Mypreferredhankisalwaysmyfirstchoic l.adhari 	(2 )1)O) 
Itent Source Customer Com laint Behaviour 
Bank's employees lacks professionalism Seh'Created 
~ I always wait in a long queue at my hank branch Karatepe c-! al. (2005) 
Employees of my hank delay in providing an up-to-date statements Saurina & Coenders (2002) 
~My bank doesn't encourage customers to com lain Self-created 
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4.5.2 \leasurement Items 
The measurement items pertaining to service quality, customer satisfaction, customer 
complaint and customer loyalty in the context of banking industry were 
predominately adapted from extant studies including those of Parasuraman et al. 
(1991). Burch et al. ( 1995), Yavas et al. (1997), Brady & Cronin (2001), Jamal & 
Naser (2002), Saurina & Coenders (2002), Arasli et al. (2005), Karatepe et al. 
(2005). Lee (2005), Choudhury (2007). Vanniarajan & Anbazhagan (2007), Wong et 
al. (2008), Dutta & Dutta (2009), and Ladhari (2009). 
I lowcver, keeping in mind objectives of the study, certain additional items too were 
considered by the researcher (please see Table 4.1). It is to be noted that each multi-
item scale considered for the study was factor analyzed separately for banks 
operating in urban and rural areas, to evaluate dimensionality: reliability analysis 
also was performed to determine if each item contributed to scale reliability. Further, 
correlational analysis was applied to confirm the validity of the constructs. The 
procedure followed has been explained in detail in Chapter 5. 
Figure 4.4: The Research Onion 
Sorira': Saunders et al. (2007) 
4.6 SURVEY RESEARCH METHODOLOGY 
\icthdul\ is the strategy, plan of action, process. or design lying behind the 
choice and use of particular methods and linking the choice and use of methods to 
the desired outcomes (Crotty. I998). Nachamias and Nachamias (1996) and 
Saunders c•t al. (2007) also define methodology as the systematic and scientific 
procedures used to arrive at the results and findings for a study against which claims 
71 
for knowledge are evaluated.. methodology is, therefore, shaped by the overall 
approach to the research process, from the theoretical underpinning to the collection 
and analysis of data, and also suggest that methodology is concerned with the 
following main issues: why you collected certain data, what data you collected, from 
where you collected it, when you collected it, how you collected it, and how you will 
analyse it. The perspectives that usually shape a research work can be broadly 
grouped under five umbrellas (Saunders et al., 2007) as shown in Figure 4.4. 
4.6.1 The Research Philosophy 
In the literature, the research philosophy or the paradigm is most often divided into 
three philosophical perspectives: positivism, inte►pretivism and realism. According to 
Saunders et al. (2003) "they are dilkrent, if not mutually exclusive, views about the 
way in which knowledge is developed and judged as being acceptable ". Positivism 
assumes "an observable social reality" (Remenyi et al., 1998) that is examined by 
means of quantifiable measures. The aim is to draw conclusions that can be 
generalized. The researcher takes a position as an outsider, who is not affected by 
and does not affect the subjects under study (Remenyi et al., 1998). While positivism 
is often connected to quantitative research, interpretivism is commonly referred to 
qualitative research. However, one research study does not necessarily need to take 
on only one of these approaches. Interpretivism, on the other hand, places less 
emphasis on generalizability (Saunders et al., 2003). It tries to describe, understand 
and make interpretations. The researcher is not regarded as independent from the 
research subjects (Remenyi ct al., 1998). The third approach, realism, claims "that a 
reality exists that is independent of human thoughts and beliefs " ( Saunders et al., 
2003). It shares common thoughts of positivism, but also recognizes social forces 
that affect people (Saunders et al., 2003). 
The present research embraces a two-pronged approach. First, quantitative data was 
collected through a customer survey and analyzed statistically. In that respect this 
research can be considered as positivistic, as research was reduced into a distinct set 
of variables that have been measured with an aim to describe and analyze phenomena 
that have been achieved from these quantitative data in order to draw conclusions. 
Secondli-, the survey was conducted in a social reality, wherein each set of 
respondent possibly shares common behaviour and the researcher, therefore, has 
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attempted to understand "people's social/• constricted irrtc'rl)retcrtiorts and 
meanings " ( Saunders et crl.. 2003). which places the present research philosophy into 
the field of realism. 
4.6.2 Research Approach 
From the very outset of the present study. the research approach was to explore the 
existing literature in order to have a deeper understanding of theories and concepts. 
The researcher identified models from existing studies in the context of retail 
banking industry in the light of which the researcher has attempted to propose a 
research model which by following a deductive research approach, he intends to test 
so as to explain "tip bat is happening" and not "why it is happening ". The collection 
of quantitative data and need for an adequate sample size in order to generalize 
conclusions, too formed a crucial part of the present research approach. The present 
study employed "highb' structured methodology " suggested by Saunders et al. 
(2001) owing to the nature of the quantitative method used and the research model. 
As, the deductive approach emphasizes on first finding theories and then testing them 
through data collection and analysis to explore if they prove to he true or not 
(Saunders et al., 2001 ). the present study fared well on the criteria and possesses all 
the characteristics of a deductive research. 
4.6.3 The Time Horizon 
Regarding the time horizon. a distinction is made bet\keen two kinds of research: 
longitudinal and cross-sectional. W1 hile longitudinal research is concerned with the 
identification of changes over time (Remenyi et al., 1998), cross-sectional research 
'IS omu' that produces a 'snapshot ' of a population at a particular /)Dint irr time " 
(Cohen et crl.. 2007). The underlying intention is to examine differences between 
members of the population under study ( Kemenyi et al., 199f;). As the intention of 
the researchei was to explore and analyze differences in perception ol'service quality 
between urban and rural hank customers at single point of time, it qualities to he 
termed as cross-sectional research. 
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4.6.4 Research Strategy 
As a strategy for the present research, survey was used, as this is related to the 
deductive approach discussed previously. The survey is defined as cross sectional 
and longitudinal research which uses either or both questionnaires or structured 
interviews in order to collect data from a sample of the population, analyze the data, 
and then generalize the findings for the whole population (Creswell, 2003). 
4.7 METHODOLOGY STRATEGY 
It is a general plan of how to answer the research questions. Among other things. it is 
mainly guided by the research questions and research objectives. It determines to a 
large extent the choice of data collection methods. The main research strategies are 
action research, ethnographic studies, experiment, survey, case study, grounded 
theory or archival research (Saunders et al., 2000, 2007; Malholra & Birks, 2006; 
Cooper & Schindler, 2008). From above discussed methodologies, the survey 
research methodology was found to be most appropriate for this research. It is 
associated with deductive approach and is conducted usually in business and 
management research to collect data that seek a characteristic or the opinion of a 
target population economically. It allows drawing a sample of subjects from a 
population and studying this in order to make inferences about the population. In the 
case of a large population, only a sample of the whole population is used (Hussey & 
Hussey, 1997). It is frequently conducted to answer research questions related to 
`who, what, how much and how many involved in a problem of study. It otien uses 
structured questionnaire and interviews. This was the case for this study. In 
particular, this study can be classified as an analytical survey where the main 
intention was to determine whether there exists any relationship between different 
independent and dependent variables. 	 - 
Since methodology is the process behind the choice and use of particular methods 
and linking to the desired outcomes (Crotty, 1998), it was therefore necessary to 
identify which methods should be used in the research. Methods are the various 
means or techniques or procedures used to gather and analyse data related to some 
research question or hypothesis (Crotty, 1998; Hussey & Hussey. 1997). 
There are two major approaches to gathering information about a situation, person, 
problem or phenomenon. Sometimes, information required is already available and 
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need only he extracted. However there are times when the information must be 
generated. Based upon these broad approaches to information gathering data are 
categorized as: secondary data and primary data. Secondary data are data that already 
exist and do not have to be collected by the researcher (Sekaran, 2003), which may 
be collected from sources such as business and government sources, computerised 
databases, syndicated sources of secondary data, previous researches etc. (Ticehurst 
& Veal, 2000; Malhotra. 2003). Primary data are collected through observation, 
interviews and/or questionnaires (flair et al., 2003). Thus, two major groups of 
methods have been used in this research. (1) questionnaire method which is the most 
important method used to collect primary data in the survey, and (2) various 
statistical methods were used to analyse data such as descriptive statistics, T-tests, 
ANOVA, exploratory and confirmatory factor analysis followed by structural 
equation modelling technique (please refer to Chapter 5). 
4.8 QUESTIONNAIRE METHOD 
A Structured questionnaire is a formal list of questions framed so as to get the facts 
(Ben. 1993) which respondents read and answer themselves (Bryman & Bell, 2003). 
The decision to choose a survey method may he based on a number of factors which 
include sampling, type of population, question form, question content, response rate, 
costs, and duration of data collection (Aaker et al., 2002). Owing to the nature of the 
present study the questionnaire method was selected as the major source of data 
collection technique. Since the aim of the study is to measure customer's perceived 
service quality and its relationship with complaint behaviour, customer satisfaction 
and loyalty, it was decided to personally administer the structured validated and 
refined research instrument used in the study. 
The rationale behind the use of questionnaire method as a major survey tool in this 
research arc. 
> The questions could be answered by simply indicating with a tick mark the 
proper response with the researcher being present to clarify any doubts (Boyd 
et al., 2003: Aaker. et al., 2002). 
> The data obtained are reliable because the responses are limited to the 
alternatives stated. The use of fixed-response questions reduces the variability 
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in the results that may be caused by differences in interviewers (Malhotra, 
2003). 
➢ It is an efficient data collection mechanism where the researcher knows exactly 
what is required and how to measure the variables of interest. Field studies, 
comparative surveys and experimental designs often employ questionnaires to 
measure the variables of interest (Sekaran. 2003). 
➢ A higher response rate can be assured since the questionnaires are collected 
immediately once they are completed (Malhotra, 2007). 
➢ This method offered highest degree of control over sample selection (Malhotra, 
2007). 
> Quantified information is required concerning a specific population's behaviour 
and attitudes are acceptable as a source of information (Ticehurst & Veal, 2000). 
i Finally, coding, analysis and interpretation of data are relatively simple (Mittal 
et al., 1998). 
As a method, the self-completion questionnaire can conic in several different forms. 
Probably the most prominent of these fonus are the mail (or postal) and personally 
administered questionnaires (Bryman & Bell, 2003). The self-completion 
questionnaire also covers forms of administration, such as when a researcher hands 
out questionnaires to all students in a class and collects them back alter they have 
been completed (Bryman & Bell, 2003). Sekaran (2003) suggests that the advantage 
of the questionnaire method is that administering questionnaires to large numbers of 
individuals simultaneously is less expensive and less time consuming than other 
methods. It also does not require as much skill to administer a questionnaire. 
Personal administration of the questionnaires is one of the best ways to collect data 
when the survey is confined to a local area (Sekaran, 2003) as was the case with bank 
customers in the present study. As already mentioned, questionnaire technique was 
used as the main technique to collect data for this study. It is to be noted that survey 
research methodology has been employed by previous researchers such as Yavas, 
Bilgin & Shemwell (1997); Aldlaigan & Buttle (2002); Amsli, Katircioglu & Smadi 
(2005); Roberts & Campbell (2007); Srijumpa, Chiarakul & Speece (2007); Jham & 
Khan (2008); Vanniarajar, & Nainamohamcd (2008); Ladhari (2009); Sclvaaj 
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(2009); Landrum, Prybutok & Zhang (2010); Nepoinueeno & Porto (2010); Adit 
(2011 a); Adil & Khan (2011); Katnble et al. 1201!); Khan & Adil (2011); Adil 
(2012); Adil & Khan (2012): Iloffmann, Franken & Broekhuizen (2012) , Khare, 
Mishra & Singh (2012), in studies focusing on service quality in banking sector. 
4.8.1 Development of the Questionnaire 
Researcher reviewed the available literature on evaluation of service quality, 
customer complaints, customer satisfaction and customer loyalty which provided 
vital inputs essential for the selection of items to be used in the questionnaire. While 
designing one questionnaire, suggestions by researchers such as Tull & Hawkin 
(1990), and Malhotra (2003) were kept in mind, as even many well-known 
instruments look terribly imperfect in retrospect As already discussed elsewhere, 
review of works of previous researchers also aided in selection of appropriate 
constructs to cover the variables that could help answer the research questions. 
4.8.2 Questionnaire Design 
The present study employed a structured closed ended questionnaire to collect 
primary data designed to measure customer's perceptions towards bank service 
quality from urban and rural India. As discussed, we used a self-administered paper 
and pencil questionnaire instead of an online questionnaire keeping in mind urban-
rural context of the study as also to reduce the problems and limitations placed by an 
Internet based questionnaire survey (Thompson et al., 2006). Many of the items used 
in the questionnaire were adapted from existing studies (Parasuraman et al., 1991; 
Yavas et a!„ 1997; Brady & Cronin, 2001; Jamal & Naser, 2002; Saimaa & 
Coenders, 2002; Arasli el at., 2005; Karatepe et al., 2005; Lee, 2005; Choudhury, 
2007; Vanniarajan & Anbazhagan, 2007; Wong et al., 2008; Dutta & Dutta, 2009; 
Ladhari, 2009). 
Gerard (2001) assured that the advantages of using such previous instruments and 
questions are considerable because the instruments used have been piloted, are 
mature and ready to be used, probably on a far larger scale than the researcher could 
envisage. However, as already discussed, some additional items were developed by 
the researcher. Keeping in mind the nature of respondents, questions/items used were 
short. simple and easy to understand. Due care was taken to avoid ambiguous, vague, 
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estimation based, generalization type. leading, double barreled and presumptuous 
questions (Boyd et al., 2003). With necessary inputs from the researches referred 
above, the researcher attempted to design a questionnaire in accordance with the 
suggestions of Tull & Hawkin (1990). in that the overall questionnaire should reflect 
the research objectives by logically moving from one topic to another. Considering it 
essential, respondents were orally introduced to the theme of the study and were 
explained the survey objectives prior to administration of the questionnaire. To 
establish credentials and legitimacy, respondents were assured that all information 
obtained would be subject to anonymity and confidentiality and used only for the 
purposes of the present study. The questions were logically structured and presented 
into two sections (Please see Appendix A & F3). 
In relation to the number of scale points, there is no clear rule indicating an ideal 
number. However, many researchers acknowledge that opinions can be captured best 
with five to seven point scales (Aaker et al., 2002; Malhotra, 2007). Keeping the 
same in mind, a seven-point Likert scale was used in this research. Moreover, 7 point 
Likert scale, where 1- Strongly Disagree and 7- Strongly Agree, is extremely popular 
for measuring attitudes and is simple to administer (Malhotra, 2005). Seven-point 
Likert scale was also employed so that findings could be compared with those of 
previous studies which too have uses similar measurement tools. 
Parasuraman et al. (1991) and Rossiter (2002) argue that for judgments where 
respondents have to "think about it", such as in the case of service quality or attitude, 
multiple-item scales should be considered. The use of a multi-item scale ensures that 
the overall score, which is a composite of several observed scores, is a reliable 
reflection of the underlying true scores (1-layes, 1998). The plc-testing of the 
questionnaire in the present study too suggested that for service quality dimensions 
and Customer complaints, respondents need to 'think' about the answers, hence. use 
of multi-item scale was considered appropriate. Wherever the researchers' target was 
to obtain the respondent's immediate response (i.e. for customer satisfaction and 
loyalty), hi-item approach was adopted. 
The research instrument was divided Into four sections. Section I comprised items 
related to respondent's routine interactions with the preferred banks such as location, 
frequency of banking transactions, last visit to the hank and range of services availed. 
The introductory question (i.e. liable _iimrr pre/~rrecl hank) classified the respondents 
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according to the preference exhibited for the type of bank. This classification was 
necessary to measure the perceptions of service quality in the context of banks 
covered during the survey e.g. public, private and foreign banks. If the respondent 
had account with more than one bank, s/he was asked to indicate preferred bank to 
clearly link subsequent responses to it. The next question attempted to capture 
duration for which the respondent had been customer of the bank. The response 
alternatives were presented on an ordinal scale. Last question was related to the 
nature of' financial services availed by the respondent at the bank. This variable is 
measured on a dichotomous scale with the option to choose several answers. Section 
11 comprised 22 items derived from standard SFRVPERF scale (Cronin & Taylor, 
1992) used also by previous researchers (Cronin & Taylor, 1994; Al-Hawari, Hartley 
& Ward, 2005: Gao et al.. 2006: Vannlarajan et al., 2008; Adil, 201 lb; Adil & Khan, 
2011; Khan & Adil, 2011: Adil & Ansari, 2012; Adil, 2013) for measuring bank 
service quality. Section III attempted to measure customer satisfaction, loyalty and 
most frequent problems encountered at banks. Questions such as whether the 
respondent ever complained to the hank. mode of complaint, whether the complaint 
was addressed satisfactorily or not, were included in Section IV. The last part of the 
questionnaire i.e. Section V. contained questions related to demographics of the 
respondent, such as age, gender, education, marital status, occupation and monthly 
family income. 
Four types of' measurement scales were used in this research viz, nominal, ordinal, 
inters a/ a iJ ratio. Nominal scale was used for identification purposes because they 
have no numeric value (Haves, 199X) for example, respondents preferred hank, their 
present occupation. their current educational level etc. On the other hand. ratio scale 
was used to assess the frequency of banking transactions per month Lastly, interval 
scale was Used to measure the subjective characteristics of respondents. For example, 
in this study, respondents were asked about their perceptions related to hank service 
quality, customer satisfactloll, customer complaints and loyalty. This scale was used 
due to its strength in arranging the objects in it specified order as well as being able 
to treasure the distance bet \ cen the differences in response ratings (Malhotra. 2007). 
The initial version of research instrument was ;given independently to three subject 
experts to obtain feedback regarding the content, layout, wording and case of 
understanding of the me isurenlent items. They were also asked to offer suggestions 
for improving and simplifying the language to enhance clarity, readability and 
content adequacy. In general, the comments were positive with some suggestions for 
improvement in wording of items which were duly taken care of while revising the 
questionnaire to ensure content validity. 
The English version of the questionnaire (see Appendix A) was administered on 
urban sample while the Hindi version (see Appendix B) was used to collect the 
responses from the rural respondents. No difficulty was faced in administering 
English version of instrument in case of urban respondents, as the target population 
comprised students, professionals, businessmen as also government and private 
employees were in general conversant with English. However, target rural population 
comprised respondents living in villages of Uttar Pradesh, who use Hindi language 
for everyday life, and thus it was thought appropriate to translate the questionnaire 
from English to Hindi. 
However, as suggested by previous researchers (Green & White, 1976: Aulakh & 
Kotabe, 1993; McGorry, 2000), the Hindi version was first pre-tested on a 
representative sample of 29 customers of rural banks; and further tested for 
originality by "back-translation" method, whereby the English original is translated 
into the foreign language (Hindi) and then back-translated into English to check for 
questionnaire dissimilarities. No difficulties were detected with the understanding of 
the semantic meaning of each item or with the use of the seven-point scale. This was 
deemed necessary since the concern was not so much with a literal translation but 
with generating meaning which was as similar as possible to the original English 
version. It should be noted that the translators were fluent in both written and spoken 
English and Hindi.  
4.8.3 Pre-testing of the Questionnaire 
Pre-testing is a trial run with a group of respondents for the purpose of detecting 
problems in the questionnaire instructions or design, whether the respondents have 
any difficulty in understanding the questionnaire or whether there are any ambiguous 
or biased questions (Sekar n. 2003). 
The aim of pre-testing the questionnaire was to ensure its comprehensibility, 
relevance of questions for a measurement instrument, to determine the overall 
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structure of the questiomtaire and eventually narrowing down towards research 
objectives. It establishes a content validity of the scales. Hair et al. (2003) pointed 
out that to establish a scale's content validity is to ensure its ability to measure what 
it is designed to measure. This was fulfilled by asking respondents first to complete 
the questionnaire and then to comment on its length, scale, formats, wording, and 
instructions. Hair et at (2006) suggests that it is important to pre-test the 
questionnaire used in the survey to ensure that the respondents understood the 
questions posed and that there is no ambiguity and no problems associated with 
wording or measurement. The size of the pre-testing group may be 25 or 50 subjects 
(Zikmund, 2003). In the present study, the first pre-testing was conducted on urban 
customers. Around 35 English-language questionnaires were distributed to 
management students enrolled in a central univetsity who were bank customers to 
ensure accuracy and consistency of the responses. To prevent any kind of bias, the 
respondents were informed that their participation was on a voluntary basis and all 
information provided would be kept private and strictly confidential. The suggestions 
highlighted some potential problems with wording and other ambiguities. It is 
important to give careful consideration to wordings because question's wording 
substantially influences accuracy (Zikmund, 2003). So, based on inputs from 
respondents, some of the items were refined, re-worded or changed to be more 
representative of the intended constructs thus enhancing the scale's content validity. 
After the first pretest. the questionnaire was significantly revised because the 
respondents had also suggested some changes with wordings and the inappropriate 
sequencing of the questionnaire. As an additional precaution, a second pre-testing 
was conducted on another group of 25 students. After the second pre-testing, it was 
found that there were still some ambiguities and inadequacies. The questionnaire was 
again revised to incorporate suggestions regarding wording and inappropriate 
sequencing. 
The Hindi version was subjected to the same pretest procedure followed for English 
version used on on urban sample. About 29 bank customers residing in rural areas 
were contacted to participate in the pre-testing. Here too, the respondents were 
informed that their participation was on a voluntary basis and all information 
provided would be kept private and strictly confidential. The Hindi questionnaire 
was also refined according to the feedback and then translated back into English 
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taking help of subject experts conversant with both English and Hindi. The back-
translated version of the original questionnaire did not have any meaningful 
differences which validated the translational equivalence (Brislin et al., 1973; Green 
& White, 1976; Brislin, 1978; Brislin, 1986; Aulakh & Kotabe, 1993; McGorry, 
2000). 
4.9 PILOT SURVEY 
A pilot survey is a small-scale version of the larger survey; it relates particularly to 
questionnaire survey but can relate to any type of research procedure. It is always 
advisable to carry out one or more pilot surveys before starting the main data 
collection exercise (Sekaran, 2003; Malhotra, 2005). It should draw subjects from the 
target population and simulate the procedures and protocols that have been designed 
for data collection. It helps to detect weaknesses in design and instrumentation. In 
fact, pilot survey can be used to test Out all aspects of the survey and not just 
question wording (Ticehurst & Veal, 2000). The size of the pilot group may range 
from 25 to 100 subjects (Cooper & Schindler, 1998). In the present study, the pilot 
survey was initially conducted on a sample of 39 management students enrolled in a 
University which generally caters to students with middle-class background, while in 
case of bank patrons front rural areas, 32 individuals drawn from various walks of 
life were approached. For this phase of study, data was collected during the period 
ranging from June 2011 to July 2011. 
During pilot administration of the questionnaire it was observed that some of the 
respondents were randomly indicating their responses on the traditional 'grid' that is 
generally placed alongside the items of the scale. Thus. to increase the reliability of 
the responses it was decided to request the respondents to provide their response by 
writing the appropriate scale value in the research instrument (for literate 
respondents) or indicate to the researcher (for semi and illiterate respondents). The 
majority of respondents required around 5 to 8 minutes to complete the 
questionnaire. Based on understanding gained during the stage as also preliminary 
analysis, minor changes were further made to the questionnaire design to improve 
understanding. After the data was collected, it was analyzed using statistical tools 
available in SPSS 21.0, and the respondents' feedback was summarized. 
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4.10 THE SAMPLE 
Traditionally sampling method can be divided into two broad categories: probability 
and non- probability sampling. 
a) Probability sampling is most commonly associated with survey based research 
where researcher needs to make inferences from the sample about a population 
to answer the research questions or to meet research objectives (Saunders et 
aL, 2003). Under probability sampling, sampling elements are selected 
randomly and the probability of being selected is determined ahead of time by 
the researcher. If done properly, probability sampling ensures that the sample 
is representative (flair et at., 2003; Malhotra, 2003; Saunders et al., 2003). 
b) Nonprubabzlily sampling provides a range of alternative techniques based on 
researcher's subjective judgement (Saunders et al., 2003). In non-probability 
sampling the selection of elements for the sample is not necessarily made 
with the aim of being statistically representative of the population. Rather the 
researcher uses the subjective methods such as personal experience, 
convenience, expert judgement and soon to select the elements in the sample. 
As a result the probability of any element of the population being chosen is 
not known (Samouel, 2012). 
According to Malhotra (2003) and Samouel (2012), most common non-probability 
sampling methods are: 
I. Convenience sampling: Convenience sampling attempts to obtain a sample 
of convenient elements. The selection of sampling units is left primarily to 
the interviewer. Often, respondents are selected because they happen to be in 
the right place at [he right time. It is least expensive and least time 
consuming of all sampling techniques but it suffers from selection bias 
because of difference of target population. Examples of convenience 
sampling include (I) use of students, church groups and members of social 
organisations, (2) mall-intercept interviews without qualifying the 
respondents, (3) department stores using charge account lists, (4) tear-out 
questionnaires included in a magazine and (5) people on the street' 
interviews (Cooper & Schindler, 2003; Hair et al., 2003; Malhotra, 2003; 
Saunders et al., 2003). 
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ii. Judgement sampling: It is a form of convenience sampling in which the 
population elements are selected based on the judgements, expertise or 
creativity of the researcher as s/he believes that they are representative of the 
population of the interest or are otherwise appropriate. Judgemental 
sampling is useful as- it requires low cost, is convenient and quick and broad 
population inferences are not required, yet it does not allow direct 
generalisations to a specific population as population is not defined 
explicitly (Cooper & Schindler, 2003: Hair er al., 2003; Malhotra, 2003; 
Saunders etal., 2003; Samouel, 2012). 
iii. Quota sampling: Quota sampling may be viewed as two-stage restricted 
judgemental sampling. The first stage consists of developing control 
categories, or quotas, of population of elements. To develop these quotas, 
the researcher identifies relevant control characteristics such as sex, age and 
race on the basis of judgements. In the second stage. sample elements are 
selected are based on convenience or judgement. Thus, the quota ensures 
that the composition of the sample is the same as the composition of the 
population with respect of to the characteristics of interest but the findings 
cannot be generalised because of the choice of the elements is not done 
using a probability sampling methods (Cooper & Schindler, 2003; Hair et 
a:., 2003; Malhotra, 2003; Saunders et al., 2003; Samouel, 2012). 
For survey research, probability sampling is preferred over non-probability sampling 
(Saunders et al.. 2001). however, according to Trochim (2006) there may be 
circumstances as the present one, where it is not feasible, practical or theoretically 
sensible to undertake probability sampling. The target population of interest for the 
present study included customers of all retail banks in India. Ideally, to make 
generalizations about such a population, one should start with a sampling frame from 
which a random sample can he drawn. However, due to absence of a reliable 
sampling frame i,c, absence of the prospect for obtaining lists of existing customers 
and their contact details, it was decided to adopt researcher's controlled purposive 
sampling approach. To ensure a high degree of representation of customers in the 
sample, it was decided to distribute as many questionnaires as available resources 
would permit and to each out to customers in target area. Besides branch-imarcept 
approach, it was thought appropriate to approach the bank customers at their 
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residences, offices, schools and colleges because the interest was not in evaluating 
transaction-speci fic satisfaction only but in cumulative satisfaction-related 
judgements funned by customers as a result of collective encounter at the retail bank. 
Figure 4.5: Classification of Sampling Technique 
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4.10.1. Initial Sample Size Determination 
Apart from the qualitative factors that were taken into consideration for determining 
the sample size such as nature of the research, number of variables, nature of the 
analysis. sample size used in similar studies, incidence rates, completion rates and 
resource constraints. statistically determined sample size is the net or final sample 
size (Malhotra, 2003). Thus, in order to statistically determine the sample size for 
urban and rural population, help of lI3 vl SPSS Sample Power 3.0 tool was taken. As 
a 7-point scale was to be used in the study the same was indicated in the software 
tool. The following factors were of relevance while calculating the required sample 
size using the software tool: 
l . ,1 feetrn cli//c•renc•c he !u c c n gt'uttp.s: One factor that determines that required 
sample size is the mean difference between groups. A small difference is 
relatively hard to detect and therefore requires a larger sample size. 
Conversely. a large tlilfcrence is relatively easy to detect, and therefore 
requires a smaller sample size. The mean score for urban and rural sample 
was computed from data generated through pilot testing. The actual mean 
scores for urban and rural samples were 5.00 and 4.1 1, respectively, which 
Were rounded off to 5 and 4 owing to Iimitations of IBM SPSS Power Tool 
software. 
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2. The dispersion of scores: Another factor that determines the required sample 
size is the dispersion of scores within each group. If scores within each 
group are clustered in a narrow range, differences between the groups are 
more obvious and the required sample size is relatively low. By contrast, if 
the scores within each group fall over a wider range, the difference between 
groups is less obvious and the required sample size is relatively high. The 
dispersion is quantified using the standard deviation of the scores. The actual 
within group standard deviation was 1.7 but it was rounded off to 2 owing to 
limitation of IBM SPSS Power Tool software. 
3. The extent of missing data: Another factor that determines the required 
sample size is the percent of missing data which was assumed to be nil for 
the present study. 
4. Alpha: It is the criterion used for statistical significance and it too has an 
impact on the required sample size. The value frequently used in social 
sciences i.e. (1.05 was considered. 
5. Tails: The 5nal factor considered was whether the significance test is one-
tailed or two-tailed. Keeping in mind nature of the study; it was assumed to 
be two-tailed. 
With the above parameters set, the software tool retuned a sample size of 417 for 
each group (viz. total 834). 
4.11 DATA COLLECTION 
The sample comprised active customers of full service retail branches of banks 
operating either in urban or rural India who have a first-hand experience of various 
services offered by their respective banks and had experienced personal interaction 
with his/her preferred service provider at least once in the last four months. To 
ensure that the research instrument was being administered on intended respondents, 
screening questions were orally administered. Only those answering in the 
affirmative, qualified to be a pail of the study. 
' Branches of bank that typically offer full services such as savings and current hank accounts, locker 
facility and other tertiary services in its own building. 
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A list of 71 districts of Uttar Pradesh was generated from the Provisional Population 
Totals of Uttar Pradesh (('ensus of India, 201 1) with unique district code assigned to 
each of them. Five districts were randomly picked with the help of random number 
generated through 113M SPSS 21.0. The five districts, thus, identified were 
Ghaziahad (code- 09). Aligarh (code- 12), Kanpur (code- 33), Allahabad (code- 44), 
and Varanasi (code- 66). The questionnaires were personally administered on hank 
customers of' designated 'city' and 'rural' branches in these five districts and their 
adjoining rural areas. 
Keeping in mind practical difficulties, costs of sampling, absence of sample frame 
and peculiar nature of research, and differing respondent backgrounds i.e. urban and 
rural, it was thought proper to adopt researcher controlled purposive sampling for 
generating the data. Although such samples are not strictly representative, they are 
less likely to create any systematic bias (Douglas & Craig, 1983). 
Roughly 588 urban and 542 rural customers volunteered to participate in the survey. 
Questionnaire with missing responses were excluded from final analysis. Final 
resultant sample comprised 429 urban and 359 rural respondents. It is to be noted 
that according to \Vimmer & Dominick (2000). for multivariate studies, a sample 
size of 100 is considered to be good. It should also be noted th~'t according to 
Lindquist et al. (2001), for structural equation modeling (SEM), the recommended 
sample size range is 100- 200. 
C)ata was collected over a period of four months From August. 201 1 to second week 
of December, 2011 In order to minimize sample bias, data was not collected on a 
single clay. Urban respondents, infact. were approached at different weeks of the 
month. days of the week, hours of the day and places such as premises of banks, 
campuses of government f'undecl universities. pri\ ate educational institutions and 
shopping centres. \While. rural respondents in Aligarh were approached with the help 
of Centre for Continuing Adult Education and Extension (CCAE:F)-Aligarh, which is 
invoked in conducting outreach activities in the rural areas adjoining Aligarh. It has 
a team of dedicatcd team workers who are in regular contact with the villagers and 
also aware of the local topography. The good rapport of field workers with the 
villagers and one-to-one relationship with them, proved to he of' immense help in 
identifying the rural branches of banks which was of interest to the researcher. 
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Further, it was thought that it would be wise to enlist the help of these field workers 
of CCAEE in the conduct of the study as otherwise the villagers would not have 
agreed to share sensitive infonnstion pertaining to batik's service quality and 
satisfaction. As it was difficult to 'break-in' and get the desired information by 
directly approaching the villagers, the researcher made it a point to be present in all 
the events organised by CCAEE in the villages from August, 2011 to December, 
2011. CCAEE's field worker's worthy connections with the management of rural 
branches of banks, researcher stationed himself in the premises of rural branches and 
sought the necessary information through direct interaction with the customers. In 
case of other cities, rural respondents were approached at their residences, various 
campuses of government degree and inter colleges, rural health centres and Bharat 
Sanchar Nagar Limited (BSNL) rural telephone exchanges (where customers used to 
visit either with a complaint or to generate their monthly bill and payments, thereof). 
Out of a total of 1237 questionnaires, 588 were administered on urban while 542 on 
rural respondents having accounts with 26 banks operating in selected cities and 
adjoining coral areas. Of these 16 banks were public undertakings, 06 were private 
banks and 04 banks had foreign origins. The respondents had accounts with State 
Bank of India, Punjab National Bank, Jammu & Kashmir Bank, Allahabad Bank, 
IDBI, United Bank of India, Batik of Baroda, ICICI Bank, HDFC Batik, Citi Bank. 
Axis Bank, Syndicate Bank, Corporation Bank, Standard Chartered Bank, IISBC 
Batik etc. to name a few. 
While filling up the questionnaires, many customers shared with the researcher their 
experiences with the service quality and also the treatments by employees at their 
preferred bank. This helped the researcher to have a deeper insight into the problems 
faced by customers, particularly in rural areas. Questionnaires which were 
incomplete or had missing responses were excluded from further analysis. The final 
sample size that emerged was 429 and 359 for urban and rural respondents, 
respectively. Thus. the response rate was 72.6% and 66.2% for urban and rural 
respondents, respectively. Such a high response rate may have resulted from careful 
design and rigorous pre-testing of the questionnaire, and also from an apparent 
interest in the topic of banking (since some respondents offered passionate comments 
about hank's performance on various parameters). 
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4.12 SECONDARY SOURCES 
Even though for the purpose of our research we conduct a survey from which we 
collect primary data, secondary data is also examined because it provides its with 
needed information to answer the research questions (Saunders el al., 2001). When it 
comes to the secondary data, the possibilities of gathering information are enormous. 
Secondary sources relied upon for the present study included research articles, text 
and edited books, newspaper articles, printed advertisements, official websites, 
blogs. However, we based our research on hooks, scientific articles as well as 
encyclopedias, publications and reliable government and other agencies websites 
such as World Bank, IMF etc. Government publications and statistics about banks 
gave overall updated inlbrmation about the current scenario of Indian banking 
market and related statistics. The research articles considered for the study were 
published in reputed refereed publications and were accessed through databases like 
Emerald, Ebsco, Science Direct, Palgrave Macmillan, .TSTOR, Taylor & Francis, 
Inderscicnce, Wiley, Sage and Pro-Quest. The internet sources relied upon in the 
study was carefully chosen. We used only official websites of hank associations, 
Reserve Batik of India, and other ministries of Government of India. 
4.13 DATA EDITING AND CODING 
Using SPSS software version 21.0. data was edited by checking and adjusting for 
errors, omissions, legibility and consistency in order to ensure completeness, 
consistency, and reliability of the data. This was achieved by using fiequeney 
distribution" feature in SPSS. Data was coded by assigning character symbols, and 
edited before it was entered into SPSS. Each item in the questionnaire had a unique 
variable name. A coding sheet was used to maintain information about how each 
variable was coded. It comprised a list of all variables in the questionnaire, the 
abbreviated variable names that were used in SPSS and the way in which the 
responses were coded. In relation to data input into SPSS, screening and cleaning of 
data before furthering the data analysis stage was necessary to make sure that there 
were no errors at the stage of keying data. Ry using descriptive statistics in SPSS 
such as frequency analysis. the data was screened by checking each variable to see if 
the score was out of range for this category (checking frequencies), or for continuous 
variables (checking minimum, maximum, mean and standard deviation). After 
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finding errors, it was necessary to go hack to the questionnaires to confirm the data 
before correcting the error in the data file. Thus, after taking due care, researcher 
proceeded to the data analysis stage. 
4.14 MISSING DATA AND OUTLIERS 
Data cleaning procedure was performed before proceeding with the analysis (for 
details please refer Chapter 5). The missing values were replaced with the mean 
values in the database (Field, 2006). Moreover, outliers were detected by the help of 
box plots (also called box-whisker diagrams) in SPSS. An outlier is a score very 
different from the rest of the data. Researchers have to be aware of such values 
because they bias the model we fit to the data. 
4.15 DATA ANALYSIS 
During initial stages, descriptive statistics such as minimum, maximum, frequency, 
percentage, mean, standard deviation, skewness, kurtosis, Pearson correlation, T-test 
and ANOVA was obtained by using SPSS 21.0. Data analysis involved testing the 
reliability (inter-item consistency) and validity of the scales (convergent, 
discriminant and predictive validity). The second stage includes application of 
confirmatory factor analysis (CFA) to test how well measured variables represent a 
smaller number of constructs. A first-order factor model was employed to determine 
the covariation between latent constructs while second-order factor model was 
applied to determine a parsimonious structure. The third stage comprised testing the 
proposed research models through structural equation modelling (SEM) using 
AMOS 21.0. 
Statistical techniques used in this research were categorized into three major groups. 
The first set of techniques was used to explore differences between groups by using 
t'fest and ANOVA (Sekaran, 2003; Pallant, 2005); secondly, using CFA procedure, 
meaningful constraints were placed on the factor model and thirdly, SEM was used 
to estimate interrelated dependence relationships (Hair el aL, 2006). This technique 
is helpful in generating a model of relationships among variables (Ilayduk, 1987). 
Before analysing data by using these statistical techniques, it was considered 
important to explore the data together with test of reliability and validity of the 
research instrument. 
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1) Reliability: Reliability is defined as the degree to which measures are free from 
random error and therefore yield consistent results. However, it is to be noted that 
uniditnensionality is a necessary condition for reliability analysis and construct 
validation (Anderson & (lerbing, 1991). Hence, in the present study, reliability was 
assessed only after scale unidimensionality was established. 
2) Validitti ,  Ana!isis: Pearson correlation statistic was applied to determine the 
strenuth of association between two metric variables (Malhotra. 2005  
3) Principal Component Anah'.sis: Principal Component Analysis (PCA) was 
performed to check whether the items of each construct load on a single construct. 
Kaiser-Meycr-Olkin (KMO) and Bartlett's Tests were performed to determine if the 
data are likely to factor well (Malhotra, 20(15). KMO measure quantities the degree 
of inter correlations among the variables and hence the appropriateness of factor 
analysis. Another measure is Bartlett's test of sphericity which measures the 
presence of correlations among the variables. It provides the statistical probability 
that the correlation matrix has significant correlations among at least some of 
variables. Thus, a significant Bartlett's test of sphericity is required. 
4) T-test: Independent sample t-tests (Sekaran. 2003) were used to explore the 
differences between two groups. We deployed T-tests to compare the mean scores of 
urban male, urban female, rural male and rural female and find out whether 
sn.niIicant differences existed between them. 
5) ,-1.\'O! 1: The one-way ANOVA provides us with linearity tests and association 
measures to help us understand the structure and strength of the relationship between 
the groups and their means 
6) Confirn►atoxv Factor .l►zint•sis. Confirmatory Factor Analysis (('FA) seeks to 
determine if the number of factors and the loadings of measured (i.e. indicator) 
variables on them conform to what is expected on the basis of pre-established theory. 
A researcher's a' priori assumption is that each factor (the number and labels of 
which may be specified a 'priori) is associated with a specified subset of' indicator 
variables. The first-order factor model specifies just one level of factors (the first 
order) that are correlated. But this approach assumes that the Factors, although 
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correlated, are separate constructs. Second-order factor model demonstrates the 
structural relationships between the dimensions and the construct. It posits that the 
first-order factors estimated are actually sub-dimensions of a broader and more 
encompassing second-order factor, which in this case, is service quality (SQ). 
7) Structural Equation Model: Structural Equation Modelling (SEM) is an advanced 
multivariate statistical process with which a researcher can hypothesize and test a 
theoretical model and the associated relationships. It also takes into account 
measurement errors, and considers both direct and indirect effects of variables on one 
another. Latent variables are theoretical constructs that unite phenomena under a 
single term (Bollen, 1989). SEM analysis has been used to investigate which and 
how much some of the factors affect the customer's perceptions towards service 
quality at bank. By using SEM, the hypothesized model can be tested statistically in 
a simultaneous analysis of the entire system of variables to determine the extent to 
which it is consistent with the data. If the goodness of fit is adequate, the model 
argues for the plausibility of the postulated relations among variables, if it is 
inadequate, the tenability of such relations is rejected. However, despite the tact that 
a model is tested in each round, the whole approach is model generation rather than 
model testing (Byrne, 2001, 2006, 2010). SPSS 21.0 was used to conduct preliminary 
analyses of data together with SEM software package AMOS 21.0 which was used to 
test the proposed models related to service quality in banking industry. 
4.16 LIMITATIONS OF THE STUDY 
In designing the studs', though the researcher has attempted to be methodical and 
scientific, yet the present study suffers from limitations that are discussed below. 
Researcher controlled sampling (vi:. convenience sampling) may have 
restricted the possibilities of' taking a more homogenized sample in terms of 
occupation and other demographic factors as also restricts the generalizahility 
of the findings. 
Regardless of the attention and effort, the identified variables may have been 
influenced by the interests and the knowledge limitations of the customers 
and thus may not be considered to be exhaustive. 
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7 Collecting data regarding perceptions of service quality on a recall basis may 
have compromised the rcliabitity of the data. The time lag between the actual 
interaction and re-collection of negative incidents may have been subsided by 
the time the respondent was asked to recall them. 
➢ Respondents (particularly urban) were asked to fill out a paper-based 
survey and they were expected to recollect their past experiences vis-a-vis. 
services availed through bank. the quality as well number of responses 
would have improved if a web-based survey was administered 
concurrently. 
i+ This study did not include many socio-demographic variables in our 
analysis; though the variable gender was considered. Other variables such 
as level of education, income profile, age, marital status, etc. could have 
been included in our analysis and which would have helped in predicting 
customers' overall satisfaction and intention to remain loyal with the bank. 
➢ The model hypothesized in the present study contains selected variables. 
Other critical factors may have been ignored by the researcher. 
➢ This study did not examine the causality and interrelationship between the 
factors influencing customer loyalty. 
➢ The study did not consider the effect of gender as a moderating variable in 
the two models considered in the study. 
The study did not consider the eftcct of customer satisfaction as a 
mediating variable between service quality and customer loyalty in the two 
models considered in the study. 
Some amount of bias may have crept in as the sample, from the two areas 
were not identical in tens of socio-economic level. Majority of 
respondents from urban were graduates whereas most of the rural 
respondents were either in intermediate or high school level. 
➢ The study covered only one region of India viz. Uttar Pradesh. Thus, the 
findings of the study cannot he generalized to whole of the country. 
Further, the researcher also acknowledges that respondent sample from 
one region may not be representative of the whole country. 
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This study suffers from self-report bias as respondents were asked to 
remember incidents that occurred several months before, along with their 
evaluation and emotions. 
➢ A further limitation of the study is that the conclusions are based on 
findings from one service industry only. Caution must be exercised in 
extending the conclusions of this study to other services as the depth of 
emotions experienced by bank customers may not he comparable with the 
depth of emotions experienced by other service failures. 
Another limitation of the study is that the data are collected from 
individual customers ol'banks. Hence, the findings of this study may riot 
he generalizable to other contexts. 
➢ In spite of the best effort and due care while administering the 
questionnaire, some of the respondents from rural sample were 
apprehensive that this questionnaire was designed by the bank 
management to map their responses which may have had a bearing on 
responses. 
4.17 SUMMARY 
This chapter presents the methodology used in this research including information 
gathering, the instrument development, pre-tests, pilot study, data collection, 
limitations of the study and data analysis process. The reseawh instrument was pre-
tested twice, and the pilot study was conducted on urban and rural samples. In the 
data analysis section, the statistical techniques used in data analysis were examined 
for their purpose and benefits of uses in this study. The results of the data analysis 
using these statistical techniques will be discussed in the next chapter. 
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CHAPTER 5 
DATA ANALYSIS & INTERPRETATION 
5.1 CHAPTER OVERVIEW 
The present chapter has been divided into six main parts as shown in Figure 5.1, The 
first section deals with the data exploration, the second presents preliminary data 
analysis, the third covers t-test results, the fourth presents results of ANOVA, the 
fifth and sixth part deals with confirmatory factor analysis and structural modeling, 
respectively. 
Data exploration and detection of outliers is essential as they have strong influence 
on the estimates of the parameters of a model that is being tested. The preliminary 
data analysis presents the results related to (I) the reliability of the instrument based 
on internal consistency of the measures by testing the Cronbach's alpha together with 
inter-item correlation, (2) the convergent, discriminant and predictive validity of the 
constructs, and (3) the descriptive analysis associated with respondent's demographic 
data. The purpose of t-tests was to examine whether there exist significant 
differences between the urban and rural respondents in terms of the constructs of the 
study. On the other hand, ANOVA was employed to examine whether there exist 
significant differences between respondents based on gender i.e among urban male, 
urban female, rural male, and rural female. 
In the last part of this chapter, IBM AMOS 21.0 was used to implement Structural 
Equation Modelling (SEM) to assess the relationship between factors and 
consequences of service quality, which constitutes the core of this research. It 
attempts to investigate as to which dimension/s of service quality influences 
customer satisfaction and loyalty, respectively, as those (actors were expected to play 
important roles in explaining level of customers' overall behavioural intentions from 
the services offered by banks. 
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Figure 5,1: Schematic Presentation of Data Analysis Chapter 
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5.2 DATA EXPLORATION 
Very often the statistical procedures (viz, parametric tests) that are commonly used in 
social sciences research are based on the normal distribution. A parametric test is one 
that require data from one of the large catalogue of distributions that statisticians 
have described and for data to be parametric certain assumptions must be true (Field, 
2005). 
5.2.1 Normally Distributed Data 
Researchers rarely report checking for outliers of any sort (Osborne et al., 2004). 
This inference is supported empirically by Osborne el nl. (2001) who found that 
authors reported testing assumptions of the statistical procedure(s) used in their 
studies—including checking for the presence of outliers— only 8% of the time. 
Given what we know of the importance of assumptions to accuracy of estimates and 
error rates, this in itself is alarming. There is no reason to believe that the situation is 
different in other social science disciplines (Osborne et al., 2004). 
Statistical outliers are unusual observation in a sample that differ substantially from 
the bulk of the sample data (Lavrakas, 2008). An outlier could be different from 
other points with respect to the value of one variable (eg. the breaking strain for a 
beam that broke at exceptionally low load) or, in multivariate data. it could be 
unusual in respect of the combination of values of several variables (Caroni & 
Karioti, 2004). Data can become skewed because there are extreme scores in one end 
of the distribution resulting in an asymmetrically shaped distribution. In fact, it can 
be argued that, in many cases, data commonly collected in educational, behavioral 
and health research do not meet the assumption of normality or symmetry (Bradley, 
1977; Micceri, 1989; Nordslokke et al., 2011). 
Coleby & Dully (2005) suggest that the outliers' could be reduced with the help of 
box plots. A box plot graphically summarises much of the numerical data as it 
exhibits the median, the inter-quartile range, outliers, maximum and minimum 
(Field, 2009). The inter-quartile range shows where the bulk of the data lies and also 
the dispersion of the data (Brochado, 2(09). Thus, data exploration procedure was 
performed before proceeding with the final analysis and outliers were detected with 
the help of box plots in SPSS Figure 51(a) and 5.2 (b) show the box plots for each 
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of the five dimensions of service quality along with responses related to customer 
satisfaction, customer complaint behaviour and loyalty for urban and rural sample, 
-espcctivcly. 
Figure 5.2 (a): Result of Box Plot for Urban Sample 
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Figure 5.2 (b): Result of Box Plot for Rural Sample 
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There is a great deal of debate as what to do with identified outliers (Osborne etal., 
2004). Where outliers are illegitimately included in the data, it is only common sense 
that those data points should be removed (Judd & McClelland, 1989; Barnett & 
Lewis, 1994). Thus, post identification of outliers in the present study, extreme 
influential data points were removed from the sample so as to reduce the error rates 
or substantial distortions of parameter and statistic estimates. 
In order to further check the normality of the remaining data for the present study, 
skewness. kurtosis and Kolmogorov-Smirnov (K-S) tests were carried out. Skewness 
refers to the unequal distribution of positive and negative deviations from the mean, 
while kurtosis is a measure of' the relative peakedness or flatness of the curve 
(Malhotra, 2003). Therefore, in a normal distribution, both kurtosis and skewness 
happen to be zero (Field, 2005). By statistical convention, skewness and kurtosis 
both should fall between -2 to +2 (Cameron, 2012) while K-S value should be non-
significant (i.e. p>O.5) for data to he normal (Field, 2005). Table 5.! shows the 
summary results for I est of Normality for the data employed in the present study. 
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Table 5,1: Results of Descriptive Analysis 
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5.2.2 Homogeneity of Variance 
When conducting assessments or evaluations in the social, psychological or 
educational context it is often required that groups be compared on some construct or 
variable (Nordstokke et a1., 201I). Nordstokke & Zumbo (2007, 2010) posit that 
when conducting these comparisons, typically using means or medians, we must be 
cognizant of the assumptions that are required for validly making comparisons 
between groups. It was further highlighted by these authors that the assumption of 
homogeneity of variances is of key importance and must be considered prior to 
conducting these tests. 
The assumption of equality of variances is based on the premise that the population 
variances on the variable being analysed for each group are equal. The assumption of 
homogeneity of variances is essential when comparing two groups, because if 
variances are unequal, the validity of the results are jeopardized (i.e., increased Type 
I error rates leading to invalid inferences) (Glass et al., 1972; Nordstokke et al., 
2011). When there is reasonable evidence suggesting that the variances of two or 
more groups are unequal, a preliminary test of equality of variances i.e. Levene'e test 
is conducted prior to conducting the t-test or ANOVA (Nordstokke et al., 2011). If 
Levene's test is non-significant (i.e_ j> > 05) then one may conclude that the 
difference between variances is zero i.e. variances are roughly equal and the 
assumption of homogeneity is tenable. The description of Levene's test can be seen 
in Table 5.1 for urban as well as rural samples. 
5.2.3 Independent 
The assumption is that data from different participants are independent (Field, 2005), 
which means that the behavior of one participant does not influence that of another 
(Malhotra, 2003). Utmost care was taken that the respondents didn't get any chance 
to interact with each other. So. this assumption was also taken care of We can 
conclude from above discussion that the data collected for the study conforms to all 
the assumptions. So, parametric testing was considered to be a viable option for the 
present study. 
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5.3 PRELIMINARY DATA ANALYSIS 
5.3.1 Exploratory Factor Analysis 
In social sciences, a researcher often tries to measure things that cannot directly he 
measured. Thus, comes the relevance of factor analysis in to picture— a technique 
for identifying groups or cluster of variables. "Factor analysis refers to a class of 
procedures primarily needed for data reduction and summarization" (Malhotra, 2003) 
while, Hair et al. (2006) defined factor analysis as "an interdependence technique 
whose primary purpose is to define the underlying structure among the variables in 
the analysid". According to Malhotra (2003) and Field (2005), this technique may be 
used for (a) understanding the structure of a set of variables, (b) construct a 
questionnaire to measure an underlying variable, (c) reduce a data set to a more 
manageable size while retaining as much of the original information as possible, and 
(d) identify a new, smaller .set of uneorrelated variables to replace the original set of 
correlated variables in subsequent multivariate analysis. 
Prior to selecting the appropriate extraction method from the available methods such 
as principal component analysis (PCA), principal axis factoring (principal factors 
analysis), unweighted least squares, generalized least squares, maximum likelihood. 
alpha factoring and image factoring (IBM SPSS, 2011), two things need to be 
considered: (a) whether one wishes to generalize the findings from a sample to a 
population, and (b) whether one is exploring a data or testing a specific hypothesis 
(Field, 2005). Where a researcher is interested in exploring the data and applying the 
findings to the sample collected (descriptive methods) or to generalize findings to a 
population (inferential methods), the preferred methods are PCA and principal axis 
factoring (principal factors analysis) as these methods usually tend to result in similar 
solutions (Field, 2005) and rest of the methods are complex and are not 
recommended for inexperienced users (Malhotra, 2003). The PCA considers the total 
variance and derives factors that contain small proportion of unique variance and in 
some instances, error variance (Hair etal., 2006). 
In the present study, various constructs were tested for validity using PCA with 
varimax rotation. PCA was carried out on each dimension separately to check if 
items load on one single factor. As each item deleted affects all other values, a very 
cautious approach was undertaken, deleting only one item per run, which resulted in 
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a higher number of analysis runs. Several items were dropped due to cross loadings 
and remaining items loaded on respective factors [see Table 5.2 (a) and 5.2 (b)]. 
Each multi-item scale was factor-analyzed to evaluate dimensionality, and reliability 
analysis was performed to determine if each item contributed to scale reliability. 
Besides, correlational analysis was applied to confirm the validity of the construct. 
We omitted items if they did not load with the majority of the other scale items or if 
they failed to improve internal consistency. A possible explanation for the low-item 
loadings may be the cultural specificity of certain items (Douglas et al., 2003; Ruvio 
et al, 2008). These results suggested that a reduction in number of items in the 
original scale was imminent. Nine items (TI, 13, R2, R5, A3, Rs2, Emil, Ern2, Em3 
and also Cl) from the urban sample and ten items (TI, T3, RI, R2, R5, Al, A3, Rs4, 
Earl, Em3 and Cl) from the rural sample were dropped. PCA was again carried out 
which confirmed the unidimensionality of each scale. (For more details please refer 
to Appendix C). Mentzer et al. (1999) suggest that a final scale may contain lesser, 
even une-fourth or one-fifth of the original items as was observed in the instant case. 
The results of PCA further prove that the constructs possess moderate levels of 
convergent validity as items within a construct were found to have satisfactory 
loadings. 
103 
Table 5.1 (a) Summary of Reliability and Validity Analysis and Factor Loadings for all Scale Items 
Measurement ,. bb. Area No, of Inter-Item Item-Total a K lO 'I'VE % Standardized 
Items Items Correlation Correlation Factor Loadings 
Urban 04 (1215-0.454 0,305- 6.476 0.592 0.612 55.26% 0.643- 0.821 
Tan,ihles TAN 
Rural 04 -(1044-0.485 0.151- (1478 0.402 0.571 41.86% 0.313-0.827 
Urban 05 0.193- 0.339 0.316.0.427 0.610 0.706 45.5%%0 0.618- 0.837 
Reliability REL 
Rural 05 0.171-0.348 0,314.0.441 0.594 0.723 39.99% 6.242-0.684 
Urban 04 0,187- 0.385 0.244- 0.488 0.526 0.563 38.23% 0.327- 0.760 
Assurance :ISU 
Rural 04 0.327.0.460 0,362-0.521 0,664 0.689 59.89% 0.717- 0.786 
Urban 04 0.305.6.393 0.241- 0.451 0.545 0.619 54.14% 0.657-0.754 
Responsiveness RES 
Rural 04 6.223- 0.407 0.287- (1445  0.63 0.667 61.35% 0.647- 0.720 
Urban 05 0.651-0.518 0.224.0.483 0.471 0.645 39.22% 0.246.0.781 
Empathy EMP 
Rural 05 0.030- 0.529 (12(J-0.463 0.390 0.617 38.14% 0.304- 0.783 
Customer Urban 02 0.542- 6.542 0.642- 0.542 0.703 6.500 77.100/0 0.878- 0.878 
SAT 
Satisfaction Rural 02 0.241- 0.241  0241.0 241 0.688 0.500 62.04% 0.788- 0.788 
Complaint Urban 03 (1236-0.459 0.3 1 	-0.488 0.599 0.600 55.79% 0.636-0.814 
CO\I 
Behaviour Rural 03 0.062.0.369 0.140- 0.380 0.433 0.516 47.840/0 0,438- 0.819 
Customer Urban 02 (1581-0.581 0.581- 0.581 0.135 0.500 79.07% 0.889- 0.889 
LOY 
Loyalty Rural 02 ((.614- 0.614 0.614- 0.614 0.761 0.500 80.70°% 0.801- 0.807 
li&1', U. Cronhach's .Ilnh:r, KyI0- Kaiser-;Meg er-Olkin 11easure of Sampling .Adequacy; TIE- Total Variance Explained (calculated dimension-wise) 
Vote: F.straction method- Principal Component Anahsis: Rotation method- Virimar with Kaiser Normalization; Rotation converged in 15 iterations 
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1'ahle 5.2 (h) Sumtnarr of Rcliahilit 	and 1 alidihv .Inals'sis and Factor Loadings for Retained Scale Items 
1lcasurentenl 	,1bb, 	Area \o. of Inter-Item Item-I'olal Correlation u h110 TVE % Standardiied 
Item  Items Correlation Factor Loadinbs 
Urban 
Tan;ibles 	TAN 
02 0.41• 0.471 0.471- 0.471 0.641 0.500 73.57% 0,856• 0.858 
Rural 02 0.543-0.543 0.543- 0.543 0.704 0.500 77.13% 0.878- 0.878 
Urban 03 0.232.0. 336 0.330- 0.360 0.4 0.552 0.613 51.82% 0.688- 0.172 
Reliability 	REL 
Rural 02 0.332.0.332 0.331.0.332 0.564 0.500 66.08% 0.813- 0.813 
Urban 1)3 0.316-0.402 0.384.0.431.0.452 0.618 0.638 56.73% 0.713-0.777 
Assurance ASU 
Rural 02 0.351- 0.351 0.351- 0.351 0.520 0.500 67.57% 0.822.0.82? 
Urban 03 0.19.0.356 0.329-0.337-0.447 0.559 0.619 53.30° 0 0.68?• 0.801 
Re;ponsivenes; RES 
Rural 03 0.280- 0.421 0,4011.0.419.0.513 0.635 0.667 57.91% 0.724- 0.815 
Urban 02 0,504- (1504 0.504- 0.504 0.671 0.500 75.22% 0.867- 0.867 
Empathy E\IP 
Rural 03 0.259.0.537 0.324-0.42l-0.600 0.61.7 0.524 58.00% 0.618- 0.880 
Customer Urban 02 0.542- 0.542 0.542- 0.542 0.703 0.500 77.10% 0.878- 0.878 SAT 
Satisfaction Rural 0- 0.341-0.341 0.341-0.341 0.688 0.500 62.04% 0.788-0.788 
Complains Urban 02 0.456- 0.456 0.456- 0.456 0.626 0.500 71.80% 0.853- 0.853 C(111 
Behaviour Rural 1)2 0.36')- 0.363 0.363- 0.363 0.533 0.500 68.17% 0.826- 0.826 
Customer Urban 02 0.581-0.581 0.581-0.581 0.735 0.500 79.0710 0.889-0.889 LOY 
Loyally Rural 02 0.614- 0.614 0,614.0.614 0.761 0.500 80.70% 0.807- 0.801 
her: a• Cronbach's .IIph.i; k\IO- Kaiser Heycr Olkin 11easarc of Sampling Adequacy; TVE- Total Variance Explained (calculated diWXnsion•wise1 
;Vote; E~tractiou method- Principal Component Analysis; Rotation method- Varimax with Kaiser Normalization; Rotation conserged in 07 iterations 
105 
5.3.2 Demographic Data of Respondent 
The purpose of quantitative data analysis is to reduce (i.e. categorize, order, 
manipulate and summarize) data to an intelligible and interpretable form, so that the 
relations of research problems can he drawn (Kruger et a1, 2005). For the purpose of 
the present study, descriptive and inferential statistics were used. Descriptive 
statistics was used to describe specific observations by presenting quantitative data in 
a manageable form (Trochim, 2006) (such as in table & graphs, and the calculation 
of numerical summaries such as frequencies, percentages, averages, standard 
deviations etc.). Inferential statistics was used to move beyond the mere description 
of specific observations in the sense that it was used to make inference about the 
populations from which the sample observations were drawn (Diamantopoulos & 
Schlegelmilch, 2000; Rabbie & Mouton, 2002). 
For the purpose of this study, the data is expressed in terms of frequencies and 
percentage where respondents had to select only one response option from a list of 
response options provided in the questionnaire. However, it should he noted that the 
data is expressed in terms of the number of responses obtained where respondents 
had to select multiple responses from the list provided by the researcher in the 
questionnaire. 
The demographic profile presented in Table 5.3 shows that majority of the sample 
comprised young respondents falling in the age band of 20-25 years (64.6% and 
45.1% for urban and rural samples, respectively). In general, young users easily 
accept new technology (Rogers, 1995)'thus, it was expected that such young users 
shall likely become active and influential consumers of bank services and also 
represent a new and important growth opportunity for proactive banks (Cisco IBSG 
Report, 2010). Therefore, understanding the needs and preferences of these future 
opinion leaders was not only desirable but important. 
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Table 5.3: Demographic Characteristics of Respondents 
Variable URBAN RURAL 
N= 429 (%) N= 359 
Male 218 50.8 241 67.1 Gender Female 211 49.2 118 32.9 
14-19 39 09.1 43 12.0 
20-25 277 64.6 162 45.1 
Age (years) 26-30 55 12.8 103 28.7 
31-40 34 07.9 35 09.7 
41-60 24 05.6 16 04.S 
10'" 03 00.7 13 03.6 
10+2 20 04.7 113 31.5 
Bachelors 113 263 92 25.9 Education Masters 262 611 89 24.8 
Ph.D. 22 05.1 02 00.6 _ Others 09 02.1 49 13.6 
Students 278 64.8 135 37.6 
Business 43 10.0 87 24.2 
Farming 14 03.3 79 22.0 
Occupation Doctor 14 03.3 II 03.1 
Engineer 13 03.0 02 00.6 
Professor 26 06.1 14 03.9 
Service 
Up to 10 000 
41 
84 
09.5 
19.6 
31  
43 
08.6 
12.0 Family 10.001- 25,000 154 35.9 163 45.4 Monthly 
Income (INR) 
25. 001-50,000 110 25.6 107 29.8 
50001 &above Rl 18.9 46 12.8 
Ghaziabad 76 17.7 44 12,3 
Respondent's Aligarh 95 22.1 58 16.2 
District Kanpur 51 11.9 63 17.5 Altahabad 133 31.0 109 30.4 
Varanasi 74 17.3 85 23.6 
Besides, it was observed that majority of coral respondents were male (67.1%). In 
contrast, for the urban sample, the gender representation was satisfactorily balanced 
(females= 49%; males=51%). In terms of educational profile, majority of urban 
respondents were Graduates (61.6%) whereas for rural sample, roughly 32% had 
education upto 10+2 (Intermediate) level; followed by 26% who were enrolled for 
graduate level courses while 25% were graduates. Students comprised roughly 65% 
and 38% of the urban and rural samples respectively. In the rural sample, about 22% 
of the respondents were farmers, while 25% were engaged in businesses of various 
types. Majority of the respondents from urban (35.9.,) and rural (45.4%) had their 
monthly family incomes between Rs. 10,001 to Rs. 25,000 followed by those 
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between Rs. 25,001 to Rs. 50,000 (urban= 25.6%; rural= 29.8%). Thus, it is evident 
that the sample was well balanced and represents the population of interest. 
5.3.3 Descriptive Analysis of Respondents for Preferred Bank 
The frequency distributions of transactions in a month as well as last visit to the 
preferred hank are shown in Table 5.4. The frequency of transaction of majority 
respondents from both urban (65%) and rural (64.9%) sample was up to 3; followed 
by roughly about 32 % 34%) of the urban and rural samples coming in for 4-6 visits 
in a month. 
Majority (-30%) from the urban sample had not paid a visit to their preferred bank 
branch for more than a month; whereas about 33% of rural sample had not felt the 
need to physically visit the branch for last 7-15 days. It should be noted that the 
urban customers have various bank service delivery options at their disposal such as 
ATMs, internet banking, mobile banking etc. Thus, perhaps they do not feel the need 
to personally visit their preferred hank branch often in comparison to rural sample. 
Table 5.4: Frequency Distribution & Personal Visits 
Variable 
	 URBAN 	RURAL 
Frequency of Transaction Up to 3 279 65.0 233 	64.9 
(per month) 
4-6 136 31.8 120 33.4 
above 6 14 3.2 06 01.7 
Last visit (iu days) Within last? 89 20.7 93 25.9 
Between 7-15 105 24.5 119 33.1 
Between 16-30 109 25.4 72 20.1 
More than 30 126 29.4 75 20.9 
Majority of the respondents from urban (80%) and rural (71%) samples personally 
visited a bank branch to avail services like 'withdrawal'; while for 'deposit' the 
figures were on the lower side (urban= 70% and rural— 40%). Interestingly, few 
respondents indicated that they had visited the bank for securing ' loans' (urban= 8% 
and rural= 6.7%). 
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Table 5.5: Different Services Availed by Respondents 
URBAN RURAL Variable 
YES % NO % YES % NO 
Services 	Withdrawal  41 79.5 88 20.5 253 70.5 106 29.5 
Availed 	Deposits 300 69.9 129 30.1 144 40.1 215 59.9 
Loons 35 08.2 394 91.8 24 06.7 335 93.3 
Scheme 'Funds 38 08.9 391 91.1 13 03.6 346 96.4 
Insurance 16 03.7 413 96.3 28 07.8 331 92.2 
Payments 70 16.3 359 83.7 33 09.2 326 90.8 
Other 55 12.8 374 87.2 36 10.0 323 90.0 
Complaint 167 38.9 262 61.1 78 21.7 281 78.3 
Interestingly, majority of the respondents from urban (61%) and rural (78.3%) 
samples had never filed a complaint with the bank despite them being dissatisfied 
with the quality of service being offered (refer Table 5.5 & 5.6). 
fable 5.6: Preferred Mode of Complaint 
- - 	\'ariablc _URBAN N= 429  (%' 
RURAL 
:V-_359 
Mode of 	Never complained 262 61.1 281 78.3 
Complain 	I'e'rhal Face to /ace 110 25.6 63 17.5 
Telephone/mobile I3 03.0 04 01.1 
11 "ritten (Paper) 29 06.8 11 03.1 
E-mail 15 03.5 - - 
In general, they seemed dissatisfied with unprofessional attitude of the frontline hank 
employee. But despite dissatisfaction, they did not deem it proper to lodge a k)rmal 
complaint with their preferred batiks. In case of the minority who in fact did file 
complaints, majority conveyed it during their face to face interaction (urban- 25.6% 
and rural= 17.5%) and rarely in written form (urban= 7% and rural= 3°/o). Even from 
the urban sample, only about 4% of' the respondents had ever lodged complaint 
through e-mail to express their discontentment with the bank services. 
5.4 CONFIRMATORY FACTOR ANALYSIS 
('onfirmator\ factor analysis (CFA) is theory or hypothesis driven and tests how well 
measured variables represent a smaller number of constructs (Albright & Park, 
2009). With CIA it is possible to place substantively meaningful constraints on the 
factor model. Researchers can specify the number of factors or set the effect of one 
latent variable on observed variables to particular values. It allows researchers to test 
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hypotheses about a particular factor structure (e.g., factor loading between the first 
factor and first observed variable is zero). The hypothesized measurement model 
tests model fit through investigation of model specification, model identification, 
model estimation, model evaluation and model modification, presented below in five 
main steps (see; Figure 5.3): 
Figure 5.3: Steps Involved in Testing Hypothesized Model 
Model Model Model Model Model 
Specification Identification Estimation Evaluation Modification 
Source: AdiI. Akhtar & Khan (2013 b) 
.11ode! specification: Before making model estimation, the researcher first sets the 
assumed relationship between variables and establishes the initial theoretical model 
based on the theory and past research results. 
Model identification:  One essential step in CFA is determining whether the specified 
model is identified. If the number of the unknown parameters to be estimated is 
smaller than the number of pieces of information provided, the model is under-
identified while provision of more than one independent equation will make it over-
identified. Therefore, without introducing some constraints any confirmatory factor 
model is not identified. The problem lies in the tact that the latent variables are 
unobserved and hence their scales are unknown. To identify the model, it therefore 
becomes pertinent to set the metric of the latent variables from either of the 
constraints (a) to set the variance of the latent variable or (b) one of its factor 
loadings to one. 
Model estimation: Estimation proceeds by finding the parameters i. (lambda), (J) 
(phi), and o (theta) so that predicted x covariance matrix s (sigma) is as close to the 
sample covariance matrix S as possible. Several different fitting functions exist for 
determining the closeness of the implied covariance matrix to the sample covariance 
matrix, of which maximum likelihood estimation (Ni [F) is the most common 
(Albright & Park. 2009). Therefore, in the present study, the MLE method was used 
to assess the overall model with goodness-of-fit measures. 
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Model evaluation: Unlike ETA. CFA produces many goodness-of-fit measures to 
evaluate the model but does not calculate factor scores (Albright & Park, 2009). 
After getting the parameter estimation values, we must evaluate the model fit, and 
compare it with the recommended fit indices (eg. Hair eta!,. 2006: Arbuckle, 2003; 
Byrne, 2001 and Kline, 1998). Assessing whether a specified model fits the data is 
one of the most important steps in CFA as well as Structural Equation Modelling 
(SEM) (Yuan, 2005). While assessing model fit, it is not necessary or realistic to 
include every index included in the AMOS's output. There are no golden rules for 
assessment of model fit because different indices reflect different aspects of model 
fit, thus reporting a variety of indices is necessary (Crowley & Fan, 1997). In a 
review by McDonald & Ho (2002) it was found that the most commonly reported fit 
indices are the CFI, GFI, NFI and the NNFI. Furthermore, Kline (2005) and Hayduk 
et al. (2007) asserted that the y2 along with its degrees of freedom and associated p-
value, should at all times be reported. 
Table 5.7: Fit Indices and Acceptable Thresholds 
Fit Index Acceptable Sources Threshold Levels 
Chi-Square ;f' Lower y,` relative to df Hooper et at 2008 
2.1 Tabachnik & Fidell, 
Normed x' (//d0 2007 
3.1 Kline, 2005 
Goodness of Fit Index (GFQ _0.90 Joreskog & Sorbmn, 
21)02 
Adjusted Goodness of Fit Index > 0.90 Bentler & Bonett. 1980 
(AGP I) 
Root Mean Square Error of 
Approximation (RMSEA) 
Standardized Root Ni can Square 
Residual (SRMR) 
Comparative Fit Index (C 1) 
Non-Normed Fit Index (NNEJ 
Parsimony Normed Fit Index IP_NfQ 
Standardized Residuals 
	
> 0.07 	 Steiger, 2007 
> 0.08 	 Ho & Rootler. 1999 
>0.90 Bentler & Bonett. 1980 
>0.95 Hu & Rentler. 1999 
No threshold levels l looper et al., 2008 
C 2.58 Joreskog & Sorbom, 
2002 
Moreover, it is suggested by Hooper, Coughlan. & Mullen (2008) that it is sensible 
to report the x2 statistic, its degrees of freedom and p-value, the RMSEA and its 
associated confidence interval, the SRMR, the CFI and one parsimony fit index such 
as the PNFL These indices (Table 5.7) have been chosen over other indices as they 
have been found to be the most insensitive to sample size, model tnisspecification 
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and parameter estimates (Hooper et al., 2008). In the light of the above, it was 
decided to report the xz and its degree of freedom, Normcd , RMSEA, SRMR. GFI, 
AGFI, CFI, NNFI and the PNFI.  
Model modification: If the model does not fit the data well, we need to amend the 
model and retest. 
5.4.1 Assessment of Reliability and Validity 
A multi-item scale should be evaluated for accuracy and applicability (Kim & 
Frazier, 1997). Malhotra (2003) posits that scale evaluation involves an assessment 
of the reliability, validity and gencralizabitity of the scale. Reliability refers to the 
extent to which a scale produces consistent results if measurements are made 
repeatedly (Jun & Cal, 2001; Saunders et al., 2003; Malhotra, 2004; Saha & Zhao, 
2005; Brochado, 2009) while validity signifies the extent to which differences in 
observed scale scores reflect true differences among objects on the characteristic 
being measured, rather than systematic or random error (_Malhotra, 2003; Zikmund, 
2003). 
From a number of differing approaches for assessing scale reliability such as test-
retest, alternative forms and internal consistency methods, the latter approach is the 
most widely used approach in social science researches (Malhotra, 2005). The 
simplest way to took at reliability is to use split-half reliability (Field, 2005). this 
method randomly splits the data set into two. A score for each participant is then 
calculated based on each half of the scale. However, the method is not free from 
criticism. Split-half method splits a set of data in to two in several ways and hence 
the results were product of the ways in which the data were split. To overcome this 
limitation, Cronbach (1951) proposed an alternative measure that is loosely 
equivalent to splitting data into two, in every possible way, and calculating 
correlation coefficients for each split. The average of these values is equivalent 
Cronbach's alpha (a) which is the most common measure of scale reliability (Hair et 
al., 2006). 
Having ensured that the scale confirms to the minimum required values of reliability, 
the researcher make one final assessment: scale validity (Hair el al., 2006). Usually, 
all forms of validity are measured empirically by the correlation between 
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theoretically defined sets of variables (Hair et al., 2006). The three most common 
accepted forms of validity are convergent. discriminant and nomological validity 
(Peter, 1981; Lehmann, 1988; Hair et al, 2006; Trochina, 2006; Zait & 13crtea, 
2011). Convergent validity assesses the degree to which the two measures of the 
same concept are correlated while discriminant validity is the degree to which two 
are conceptually distinct ([lair et al., 2006). Finally, nomological validity refers to 
the degree that the summated scale makes accurate predictions of other concepts in a 
theoretically based model ([Iair et L. 2006). 
Hence, the purpose of preliminary data analysis in the present study was to present 
the results of (1) the reliability of the instrument based on internal consistency of the 
measures by testing the Cronbach's alpha together with inter-item correlation and (2) 
the convergent and discriminant validity of the constructs. 
5.4.1.1 Reliability Analysis 
The reliability of items was assessed by computing the coefficient alpha (Cronbach, 
1951) that measures the internal consistency of the items. Owing to 
multidimensionality of service quality construct, coefficient alpha was computed 
separately for all the dimensions identified. Before scale refinement, the reliability 
estimates i.e. Cronbach's Alpha values of three constructs i.e. tangibles (TAN) 
(urban sample only), complaint behaviour (CAM) (rural sample only) and empathy 
(EMP) (urban and rural samples) were Less than 0.5. For other scales, the values were 
between .52 and -76 [Please, see Table 5.2 (a) & Table 5.2 (b)]. After scale 
refinement, internal consistency reliabilities based on Crunbach's alpha values were 
acceptable for most of the items. A value of Cronbach's alpha of 0.60 or more has 
been used as a criterion for a reliable scale (Hair et al., 2006) indicating that items in 
each set were positively correlated to one another (Sekaran, 2003). to other words, 
items in each set arc independent measures of the same concept, and therefore, 
indicate accuracy in measurement in the main survey. 
Indicator and Construct Reliability 
Once the unidimensionality of the scales is established, an assessment of the 
statistical reliability is necessary before any further validation analysis is performed 
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(Anderson & Gerbing, 1991). Peterson (1994) opines that there is a virtual consensus 
among researchers that for a scale to be valid, it must first be reliable. Reliability 
assures the consistency, not accuracy, of the measurement scale (Churchill & Peter, 
1984). It refers to the degree of dependability and internal consistency of a scale 
(Gatewood & Field, 1990). 
• Indicator Reliability 
Indicators are items to measure a particular latent variable or construct. Indicator 
reliability refers to the reliability of individual indicators. Commonalities or indicator 
reliability are the squared factor loadings for an indicator, it is measured for every 
single indicator (Wu, 2005). In SEM terms, the reliability of an indicator is defined 
as the variance in that indicator that is not accounted for by measurement error. It 
usually ranges from 0 to I (Joreskog & Sorbom, 2002). By convention, indicator 
reliability should preferably be 0.5 or greater (Long, 1983; Schumacker & Lomax, 
2004). Even values close to the recommended are considered acceptable (Wu, 2005). 
Table 5.8 illustrates indicator reliability for indicators in each scale. 
Table 5.8: Indicator Reliability of the Study Scales 
fl -DIMENSIONS-`-~_ 
Indicators- 
 TAN REL ASL' RES EMP SAT COM LOV 
CRBAN 
1 0J36 0.473 0.503 0752 l)_770 0.728 0.790 
2 0.736 0.502  0.752 0.770 0.728 
  .
(770 4620 0.682 1)661  0.382 
0.770 0.661  0487 0.620 
0.774 
f1.682 
 
5.4.1.2 Validity Analysis 
Correlational or convergent analysis is one way of establishing construct validity. 
Correlational analysis assesses the degree to which two measures of the same 
concept are correlated. High correlations indicate that the scale is measuring its 
intended concept (Hair etal., 2006). It is recommended that the inter-item correlation 
exceeds 0.30 (Robinson et al., 1991). After the refinement of the scale by deleting 
items from some constructs, the inter-item correlation values of the indicators in each 
construct were found satisfactory (higher than 0.30) except few inter-item correlation 
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values. Item-total correlations were satisfactory as well and only some of them were 
less than 0.30 [see Table 5.2(a) and Table 5.2 (b)]. Cohen (1999) suggested that 
correlation (r) = 0.10 to 0.29 (small correlation), r = 0.30 to 0.49 (medium 
correlation), and r — 0.50 to (large correlation). Tn fact, reliability and validity are 
separate but closely related conditions (Bollen, 1989). More importantly, reliability 
does not guarantee validity and validity does not guarantee reliability. A measure 
may be consistent (reliable) but not accurate (valid). On the other hand, a measure 
may be accurate but not consistent (Holmes- Smith et al., 2006). Thus, the results of 
correlational analysis also support the results of reliability analysis. So, the retained 
items of the questionnaire were proved as a reliable and valid measurement tool. 
There are three forms of validity that can be related to self-reported questionnaires: 
content, construct and criterion (Sallis & Saclens, 2000, Morrow, 2002). 
• Construct Validity 
Construct validity involves the measurement of the degree to which an 
operationalization correctly measures its targeted variables (O'Leary-Kelly & 
Vokurka, 1998; Seth et al., 2008): According to O'Leary-Kelly & Vokurka (1998), 
establishing construct validity involves the empirical assessment of 
unidimensionality, reliability, and validity (convergent and discriminant validity). In 
the present study, in order to check for unidimensionality, a measurement model was 
specified for each construct and Confirmatory Factor Analysis (CFA) was employed 
for all the dimensions. Individual items in the model were examined to see how 
closely they represent the same factor. A comparative fit index (CFI) of 0.90 or 
above for the model implies that there is a strong evidence of unidimcnsionality 
(Byrne, 1994). The CFI values obtained for all the five dimensions in the scale are 
equal to or above 090 as shown in Table 59 This indicates a strong evidence of 
unidimensionality for the scale. Once unidinvensionality and reliability of a scale is 
established, it is further subjected to validation analysis (Ahire et a)., 1996). 
• Convergent Validity 
Convergent validity is the degree to which multiple methods of measuring a variable 
provide the same results (O'Leary-Kelly & Vokurka, 1998)_ It can be established 
using a coefficient called Bentler-Bonett coefficient (A). Scale with values A> 0.90 
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shows strong evidence of convergent validity (Bentler & Bonett, 1980). The values 
for A are summarized in Table 5.9. All the five dimensions have a value of more 
than 0.90, thereby demonstrating strong convergent validity. 
Convergent validity was also re-examined according to the criteria suggested by 
Fornell & Larcker (1981) i.e. (a) the loadings should be statistically significant, and 
(b) Average Variance Extracted (AVE) for each of the dimensions should be greater 
than 0.50. The results in Table 5.2 (b) reveal that in case of urban sample, 
standardized loadings ranged from 0.585 to 0.837, while for rural it was 0.644 to 
0.875, with values being statistically significant at a p-level of 0.05. The AVEs for 
all fivc dimensions were greater than 0.50 (Table 5.9). Thus, it can be safely 
surmised that the scale possesses convergent validity. 
Table 5.9: Unidimensionality and Convergent Validity Indices 
Comparative Fit 	Bentler-Bonett 	Composite A%erage Variance 
Dimensions 	Index ((FI)' 	Coefficient (A) 	Reliability (( R)3 	i Extracted (A\ F)4 
Urban Rural 	Urban 	Rural 	Urban 	Rural Urban 	Rural 
Tam-,ibles 	0.936 0.896 	0.921 	0.$N6 	0.871 	0.791 0.739 	0.670 
Reliability • 0.980 0.997 	0.978 	i 	0.988 	0.840 	0.749 0.724 	+ 	0.710 
Assurance 	0.991 0.988 	0.989 	0.980 	0.844 	(1.869 0.682 	! 	0.649 
Responsiveness 	0.987 1.000 	0.980 	0.990 	0.748 	0.862 	! 0.657 	0.606 
Empathy 	0.956 I.000 	0.989 	0.99! 	0.861 	0.847f 0.677 	0.644 
Notes: 	' CFI value of 0.9 above testifies strong uniditnensionality (Byrne, 1994). 
2 A of 0.9 predicts strong convergent validity (Bentler & 13onett. 1980). 
CR value above 0.7 predicts adequate convergence or internal consistency (Hair rt al., 
2006) 
AVE value > 0.5 suggest adequate convergent validity (Hair et al., 2006) 
• Discri,11inarnt Validity 
Discriminant validity is the degree to which the measures of different latent variables 
are unique. It ensures if a measure does not correlate very highly '% ith other measures 
from which it is supposed to differ (O'1_eary-Kelly & Vokurka, 1998). Discriminant 
validity was, thus, evaluated in accordance with the procedures described by Fornell 
& Larcker (1981). The findings showed that the AVE for each pair of the five 
dimensions was greater than the squared correlation for the same pair (refer to Table 
5. I I ). These results suggest that the scale possesses discriminant validity. 
Further, in order to test and re-test the discriminant ' alidity of the present scale, three 
chi-square comparison models procedure suggested by Seth cet al. (2008). was 
adoptcd. The three comparison models, referred as Model 1, Model 2, and Model 3, 
are shown in Figures 5.4 (a) & (b). Model I comprises a structure consisting of no 
116 
%L,del 2 
traits i.e. 13 unique factors for urban sample and 12 factors for rural sample; Model 2 
proposes a structure consisting of a single trait (overall service quality. OSQ) and 13 
and 12 unique factors for urban and rural sample, respectively. Finally. Model 3 
comprises a structure corresponding to research model that was subjected to CFA in 
the present study. Each urban and rural model consists of five traits and 13 and 12 
unique factors, respectively. The comparison of chi-square statistic for Model 2 and 
Model 3 provides support for discriminant validity (refer Table 5. 10). 
Figure 5.4 (a): Result of Discriminant Validity- Urban Sample 
\LWbI? 
60 \I 
\ote: Model ;= 0 trait, 13 factors: Model 2 - I trait. 13 factors: 11ode1 3= _5 traits, 13 factors 
Figure 5.4 (b): Result of Discriminant Validity- Rural Sample 
11 	1 	I t 	• 
ED  CD CD CD  ID  
.lodcl 2 
," 	. 	I / / 
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P: m 
Note. Model I 0 trait. 12 I'act&lr,. \lodel 2- I trait. 12 factors: Model 3- 5 traits. 12 factors 
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Table 5.10: Discriminant Validity Indices 
Comparison 	Urban sample 	 Rural sample 
of Models 	Model I Model 2 .t1odel3 Model I Model 2 .11odel3 
63.36 	39.67 	23.52 	159.71 	95.01 	 83.60 - 
dJ 	9 	7 5 36 	25 ~ 22 Difference 	63.36 - 39.67 	- 	189.71 - 95.01 	_ 
of 	IL 39.67 - 23.52 - 	95.01 - 83.60 
Difference 	9 - 7 	1 	- 	36 - 25 	7 	-- 
ofdf - 	7-5 - 	25-22 
Table 5.10 presents the chi-square comparison for Model 1. 2, and 3. Chi-square 
differences are statistically significant thereby demonstrating adequate discriminant 
validity. 
• Predictive Validity 
Further, in line with the suggestions of Ladhari (2009), the scale was tested for 
predictive /criterion validity which is established when a criterion, external to the 
measurement instrument, is correlated with the factor structure (Nunnally, 1978). In 
the present study, criterion validity was established by undertaking the correlation 
analysis of each of the five dimensions of service quality with dependent variables 
viz, customer satisfaction and loyalty, respectively which were considered to be 
significant outcome of these five dimensions. 
Table 5.11: Results of Correlation Analysis and AVE 
Dimension TAN REI, 1St: RFS E\IP SAT LO 
n V 	(0.859) 0 4(9*  0.455." 0.455" 0.449" " 0.43 I 
RE1, 0.013 (0.851) O.r,(,O" O:651' 0.436" 0.532.. 1 	0.435" 
1St' 0.048 0.011 (0.826) 0.626" 0.541" 0.435" 0.429" 
RI ;c C).~~,5'. -0.04 0.075 (0,811) 01 0 S72"' _ 	0.479" 
EMP -0.127' -0.(1IS 0.I31)` -0.154" (0.829) 	11.444" 0.430" 
5,-1 T 0.522" -0.058 0,033 OASO " -0.034 	- 0.716*" 
LO}' n-(31)•' -0.018 0.08O 0.495" -0.I 	0.o23,. 
A 1'1: (.818) (.843) (.806) (.778) (.803) 	- - 
lieti: **- Values are significant at the 0.OI lc%cl 1'-tailed l; *- Values are >igniticant at the 0.05 level 
(2-tailed) 
.\'ure.s: Bold outlined cells exhibit correlation for rural sample; \on-bold cells signify correlation for 
urban sample; Value of -AVE' 	for urban sample is given in bold diagonal parantheses and 
rural sample in bold parantheses 
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The correlations are presented in Table 5.11, which shows that all the five 
dimensions have significant positive correlations with customer satisfaction and 
loyalty at 0.01 significance level for urban sample. While, for rural sample, tangibles 
and responsiveness were found to be positively correlated with customer satisfaction 
and loyalty whereas empathy was negatively correlated with loyalty. Although other 
dimensions do not appear to have significant correlation with criterion constructs still 
with some caution it can be surmised that service quality dimensions in rural sample 
too holds predictive criterion related validity. 
5.4.2 First-Order Factor Model 
A First-Order Factor Model (FOFM) means the covariances between the measured 
items, explained with a single latent factor layer (I lair et al., 2006). Empirically, first 
order factor accounts for covariation between observed variables (Babin et al., 2000). 
Figure 5.5 (a) shows a conventional conceptual factor model with ten unique 
covariances between five latent factors (TAN. REL, ASU, RES, & EMP). The 
covarinace terms were left free (l lair et u!., 2006) while the factor loading of the first 
item in each construct was fixed to 1.0O (Anderson & Gerbing. 1988; Narayan ct al., 
200). 
Thus. using two headed arrows, an estimation of constructs' covariance correlation 
matrix with MLF. on service quality five construct comprising 13 and 12 item scales 
for urban and rural respondents, respectively, was carried out under first order 
measurement model. Figure 5.5 (h) depicts results of measurement model for both 
urban and rural sample. 
In the present study, to assess how these models represented the data, absolute fit 
indices such as the y statistic and the goodness-of-lit index (GFI) as \tell as 
incremental tit statistics such as the comparative fit index (CFI) and the root mean 
Square 
 
error of approximation (RMSEA) Were used. (11:1 and CFI values - 0.95 
constitute ;good fit, while values 	0.90 acceptable tit (\tedsker et at., 1994). For 
RMSEA. it has been suggested that values -' 0.05 consti'ute good fit values in the 
range 0.05 to 0.08 indicate acceptable tit: values inthe range 0.08 to 0.10 represent 
marginal tit: while poor fit is indficated by values 0.!0 (Browne & Cudeck, 1992). 
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Rnrul 
Figure 5.5 (a): Conceptual Models (First Order) for Urban and Rural Samples 
.Vote: Measured variables are shown in a box. Latent constnicts arc encircled. Two-headed 
connections indicate covariance between constructs while one headed connections indicate a causal 
path t -om a construct to an indicator. 
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Figure 5.5 (b): Results of Measurement Models for Urban and Rural Samples 
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The measurement model showed that the five-factor service quality model produced 
an acceptable fit for the data (see Table 5.12) from rural sample with values of 
selected indices being x2 (69) = 291.592, GFI = 0.917 CFI = 0.927 and RMSEA = 
0.078. The fit for urban sample was comparatively better with x2 (113) = 263.199, 
GFI = 0.934, CFI = 0.969 and RMSEA — 0.054. The results were not surprising as 
problematic items had already been screened out during exploratory factor analysis 
stage. 
"Fable 5.12: Fit Indices for Measurement Models 
Fit indicators Observed value Urban 	Fit I 	Rural 	Fit 
Chi-square (d/) 263.199 (113) 291.592 (69) 
Ch1INid/' 2.329 ✓  4.226 	X 
RMSEA 0.054 ✓  0.079 	✓  
SRMR 0.045 ✓  0.066 	✓  
GFI 0.928 ✓  0.910 	✓  
AGFI 0.877 X 0.887 	X 
NNFI 0.903 ✓  0.882 	X 
CFI 0.935 ✓  0.919 	✓  
PNFI 0.809 ✓  0.754 	V 
Vote: p < 0.005: ✓: reasonably good fit: X: poor fit 
5.4.3 Second-Order Factor Model 
Researchers are increasingly employing higher order factor analyses (Kerlinger, 
1980) as it imposes a more parsimonious structure to account for the 
interrelationships among the factors identified by the lower order confirmatory factor 
analysis (Brown, 2006) and perform better on indices (eg. PNFI, RMSEA etc.). A 
Second-Order Factor Model (SOFM) is defined as consisting of two layers of latent 
constructs, modeled as causally impacting a number of first-order factors (Roy & 
Shekhar, 2010), i.e. a second order latent factor(s) causes multiple first-order latent 
factors, which in turn causes the measured variables (I lair et ail., 2006). 
Both theoretical and empirical considerations are associated with second-order (`FA 
that requires, two criteria to be taken into account: first, the second-order must be 
identified with at least three first-order factors, and second, each individual first-
order factors must possess a minimum of two observed variables (Kline. 2005). In 
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this regard, Bagozzi (1992) stated that a second-order model is useful when the first-
order factors are distinctive and contain a significant shared variance. The number of 
higher order factors that can be specified is dictated by the number of lower order 
factors. Unlike first-order UFA, higher-order ('FA tests a theory-based account for 
the patterns of relationships among the first-order factors (Roy & Shekhar, 2010). 
These specifications assert that higher-order factors have direct effects on lower-
order factors, these direct effects and the correlations among higher-order factors are 
responsible for the co-variation among the lower-order factors (Brown, 2006). 
Figure 5.6 (a): Conceptual Models (Second Order) for Urban and Rural Samples 
\use: Measured rariable` are 	n in a box. t.atent constructs are encircled. Sinele headed 
arrows indicate a causal path From it construct to an indicator 
Figure 5.6 (a) depicts a hypothesized second order factor model that explains five 
first-order factor~ 1 TAN. RFI., ASU. RFS. & EMP). each indicated by reflective 
items. In line \\ ith the cons ention, the variance  of the second order factor was fixed 
to 1.00 (Anderson & Gerhine. I98x: Narayan et u!., 200x). 
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Figure 5.6 (b): Results of Structural Models for Urban and Rural Samples 
2l 	 Urban 	 48 	 Rural 
TAN 	 7 	TAN 
T4 	 Ty 
Since the correlations between the first order factors were high and the second order 
node! did not result in a significant decrease in the model tit, it can be concluded 
that the hypothesised second order model provided a good account for the 
correlations among the first order factors. Results from the first-order confirmatory 
factor analysis provide the correlations among the factors. It should be noted here 
that the pattern of correlations reflect the validity of the posited second-order factor 
model. Next the hypothesized second-order model was estimated using AMOS 21.0. 
Figure 5.6 (b) exhibits the result of structural model (CFA) for urban and rural 
sample. 
The AMOS output yielded x'— 363.154. df - 196. p < 0.001 for urban sample while 
= 375.5x7. df'= 167. p < 0.001 for rural sample. Fit indices for both the structural 
models presented in Table 5.6 (b) reflect an adequate model fit with the data. Hair ti 
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al. (2006) stated that since the higher-order factor models are more parsimonious, it 
should perform better on the indices like PNFI. PCFI. RMSEA, etc. A close look at 
the model fit indices of both the models in Table 5.13 reveal that the PNFI, PCFI and 
RMSEA values of the second-order factor model are better than that of the first-order 
factor model. Since the second-order solution did not result in a significant decrease 
in the model fit, it can be concluded that the hypothesized second-order model 
provided a good account for the correlations among the first-order factors. 
'Table 5.13: Fit Indices for Structural Model (CFA) 
Observed value  F it indicators C"ncanr Fit Rural Fit 
Chi-square (cl/j 363.154 375.587 (167) 
CAIINidf 1.853 ✓  2.141 X 
RNISEA 0.048 ✓  0.059 ✓  
SRMR 0.052 ✓  0.057 ✓  
(11:1 0.934 ✓  0.917 ✓  
AGFI 0.919 ✓  0.850 X 
N N I: I 0.949 ✓  0.911 ✓  
('Fl 0.969 ✓  0.927 ✓  
PN I: I 0.860 ✓  0.83 I ✓  
.Vote: p 	0.005: ✓: reasonably good tit: X: poor fit 
5.5 STRUCTURAL EQUATION MODELLING (SEM) 
Several researchers ha  suecstcd that causal relationships of ~actors and 
behavioural intention can best he analyzed wing SEM (Schumacker & Lomax. 1996; 
I lair c't al.. 2006). Thus. SIiM was employed to analyse the data and generate the 
models. SF\1 technique provides more realistic models than standard multivariate 
statistics or multiple regression models alone. By using AN'IOS 21.0, as has been 
done for the present study. users can specify, estimate, assess. and present the model 
in an intuitive path diagram to show hypothesized relationships among variables. An 
attempt has been made to investigate, separately for each sample i.e. urban and rural, 
factors of service quality that influence customer satisfaction and long-term customer 
loyalty. 1`he proposed re,carch model was tested with careful consideration 
associated with the goodness of tit of the model to the data. ('onsequently, a specific 
model of service quality, that best fit,, the available data. was expected to be 
generated. 
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5.5.1 CONSTRUCTS CONSIDERED IN THE RESEARCH MODELS 
The proposed service quality research model comprised eight constructs viz. six 
exogenous latent constructs (TAN, REL, ASU, RES, EMP & COM) and two 
endogenous latent construct (SAT & LOY) [see; Table 5.14 and Figure 5.7 (a)]. 
Table 5.14: Constructs of Service Quality Research Model 
Description of the Items Construct No. of Items Construct Urban Rural 
TAN u Tagiblcs 2, 02 12 T2  T4 T4 
RI 
RFI Reliability' 3, 02 R3 R3 
R4 R4 
Al A2 ASU Assurance* 03,02 A2 
A4 A4 
Rs1 Rsl 
RLS Responsiveness* 03,03 Rs3 Rs2 
Rs4 Rs3 
Ern4 Em2 EMP Fmp.Ihy 02,03 Ems E.m4 F.mS 
Customer Complaint C2 C2 C'.UM Behaviour" 02 02 C3 C3 
SAT Customer Satisfaction** 02,02 Si SI S2 S2 
LOY Customer Loyalty*' 02,02 L1 LI L2 L2 
Key: ** = Endogenous Latent Construct; * = Exogencous Latent Construct 
An exogenous construct is a latent, multi-item equivalent to independent variables; it 
is not affected by any other construct in the model. Endogenous construct is latent, 
nmlti-item equivalents to dependent variables; it is a construct that is affected by 
other constructs in the model (Sharma. 1996; Hair et at., 2006). A latent construct 
cannot be measured directly but can be measured by one or more variables. These 
measured variables are used as the indicators of latent constructs (Hair et al., 2006). 
In this study, latent construct were identified based on extant literature. Each 
construct comprised at least two items and not more than four items. 
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Figure 5.7(a): Theoretical Path 11odels for Urban and Rural Samples 
r..ti .. 	 - 	. 	Rural 
.'site: Single headed connections indicate dependence relationship as also a causal path from a 
construct to an indicator 
This research anal%sed the data based on the two-step approach as recommended by 
Anderson & Gerbing (1988). Firstly, the measurement models depicted in Figure 5.7 
(a) were evaluated usinw SPSS 21.0 (already discussed in this chapter in section 5.3-
Prelimiturr.t - .4na/rsi.$) to ensure the uni-dinmenstoitality. reliability and validity of 
each construct. The second step involved the assessment of the structural model 
usinuu AM1OS 21.0 which demonstrated the relationships between the constructs. By 
using this two-step approach. the typical problem of not being able to localize the 
source of poor model fit associated With the single-step approach was overcome 
(Kline. 2005). The single-step approach, which was not followed, involves assessing 
measurement and structural models simultaneously (Singh & Smith. 2001). Based on 
the arguments presented in the literature (Chapter 3), conceptual models were 
proposed for urban and rural sample see Figure 5.7(a)]. 
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The critical point in SEM is assessment of model fit. A large class of omnibus tests 
exist for assessing how well the model matches the observed data. The conventional 
overall test of goodness-of-fit assesses the discrepancy between the hypothesized 
model and the data by means of a x- test (Srinivas & Kumar, 2010). However, X2 
value is widely recognized to be problematic (Joreskog, 1969) and sensitive to 
sample size (Vigoda, 2002). In large samples, the x test observes even trivial 
differences between the data and the hypothesized model, leading to rejection of the 
model (James et al., 1982; Bollen & Long, 1992, Browne & Cudeck, 1993: Hayduk, 
1987, 1996; Srinivas & Kumar, 2010). The y test may also be invalid when 
distributional assumptions are violated, leading to the rejection of good models or the 
retention of bad ones (Brown, 2006). Due to these drawbacks of x2 test, a number of 
alternative fit indices —RMSEA, GFI, AGFI, CFI. and NFI — have been proposed 
(Bollen & Long, 1992; Hu & Bentler, 1999, Hooper et al., 2008; Srinivas & Kumar, 
2010) and used successfully in social research (e.g.. Alkadry, 2003; Vigoda, 2002; 
Yuan, 2005). Contrast to the y2 test that provides a strict ves or no decision regarding 
acceptance of the model, most of these alternative indices focus on the degree of fit 
(Hu & Bentler, 1999). Although each of these indices have their own advantages and 
disadvantages but are relatively unaffected by sample size (Albright & Park, 2009). 
Root Mean Square Error of Approximation (RMSEA) is the most commonly 
reported indices introduced by Steiger & Lind ( 1980). RMSEA "incorporates a 
penalty function for poor model parsimony" and thus becomes sensitive to the 
number of parameters estimated and relatively insensitive to sample size (Brown, 
2006). The AMOS User's Guide (201 1) suggests that "a value of the RNISEA of 
about 0.05 or less would indicate a close fit of the model in relation to the degrees of 
freedom," although "this figure is based on subjective judgment" and "cannot be 
regarded as infallible" (Arbuckle, 2005). The Akaike Information Criterion (Akaike, 
1987) and Schwarz's Bayesian Information Criterion (Schwartz, 1978) can be also 
used to compare models with respect to model parsimony. 
Comparative fit index (CFI) evaluates "the/it of a used--.specified solution in relation 
to a nwre restrietc'(l. nested baseline mode!," where covariances among all input 
indicators are fixed to zero or no relationship among variables is posited (Brown 
2006). ('Fl ranges from 0 for a poor fit to I fora good fit. 
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Figure 5.7(b(i)J: Standardized Path Estimates for Urban Model 
Tucker-Lewis index (TLI) is another index for comparative fit that "includes a 
penalt y function fir adding freely estimated parameters" (Brown. 2006). I LI can be 
interpreted in it similar fashion its ('FL but it can have it value outside of the range of 
0 to I ( Brown. 2006). 
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There is no single evaluation rule on which everyone agrees. Hu & Bentler (1999) 
provide rules of thumb for deciding which statistics to report and choosing cut-off 
values for declaring significance. When RMSEA values are close to 0.06 or below 
and CFI and 'I'LI are close to 0.95 or greater, for example, the model may have a 
reasonably good fit. Therefore, it is recommended to report not only y`' but RMSEA 
and cFliTLI. 
Figure 5.71b(ii)J: Standardized Path Estimates for Rural Model 
73 
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The model,, (urban and rural) in the present study were investigated for goodness of 
fit index (GFI) with the help of SEM abilities of AMOS 21.0 package. The critical 
point in SEM is assessment of model fit, i.e., the extent to which the sample data 
adequately being describe by the hypothesized model. A number of fit indices -
RMS A, Gil, AGFL ('El and NH- were considered as measures of fit. The 
standardized and final structural model result is presented in Figure 5.7b (i), (ii). As 
already discussed, Maximum Likelihood Estimation (MLE) was used to assess the 
overall model with goodness-of-fit measures. 
Overall summary of the key tit indices for the proposed model is presented in Table 
5.15. As evident, the values of the fit indices clearly exceed the minimum 
recommended values suggested for a good model fit. Hence, service quality model 
proposed for the present study adequately fits the data. 
Table 5.15: Fit Indices for Structural ' Models (SEM) 
Observed value Fit indicators -- 	— U rhan Fit Rural Fit 
C'hi-square (dl) 564.225 (/"O 508.$13 (/43) 
(MIN d/ 3.205 ✓  3.558 ✓  
RMSEA 0.056 ✓  0.067 ✓  
SRNIR 0.033 ✓  0.046 ✓  
GFI 0.957 ✓  0.970 ✓  
0.914 ✓  0.947 ✓  
N N F 1 0.963 ✓  0.968 ✓  
('II 0.983 ✓  0.992 ✓  
PNFI 0.884 ✓  0.891 ✓  
\te: t, _: U.0ui5: V. rca:onablv -,00d tit: X: poor tit 
5.5.2 PATH ANALYSIS AND HYPOTHESES TESTING 
I he structural model \gas estimated b\ AMOS 21.0. A standardized path estimate 
was used with Maximum Likelihood (NILE). Two separate models were nun— one 
for urban and the other for rural sample. The path coefficients (parameter estimates 
or standardized loadings) ere used to assess the magnitude and direction of 
relationships and thus test the research hypotheses. If model fit was acceptable. the 
parameter estimates were examined. 
Table 5.16 shows the standardized path coefficient of each construct along with their 
respective significance. The standardized path, coefficient were found to be 
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significant and positive at p < 0.01 and p < 0.05, which indicated that there existed a 
strong evidence in support of the hypotheses considered except H 13ni (urban model) 
and H7m, H9,t, H 12, t, and H 13M (rural 	model). 	The 	significant 	paths include 
TAN-SAT (13 = 0.30' and 13 = 0.43h), REL-SAT (13 = 0.20 	and 0 = 0.48"), 
ASU-SAT (13 = 0.34' and 13 = 0.456), RES-SAT ([3 = 0.17' and (3 = 0,71b), 
EMP-SAT ([3 = 0.71' and 03 = 0.35"). TAN-LOY ([3 = 0.73' and [3 = 0.281). 
REL-*LOY ([3 = 0.43' and 13# = 0.11'), ASU-LOY ([3 = 0.24a and [3 = 0.38b), 
RES-LOY ((3 = 0.29' and [3# = 0.121), EMP-CLOY ((3 - 0.57' and 13 = 0.48h), 
SAT-LOY ([3= 0.65a and 03 = 0,306), COMSAT (p = -0.23' and [3' _ -0.48b), and 
COM-LOY ([3# = -0.40' and 13" = -0.35b), Critical ratios ranged between 6,505 to - 
0.883 and 12.129 to -2.844 for urban and rwal models, respectively. Except for a 
few values, majority of them were greater than prescribed limit of I.96 (Hair et al., 
2006) and thus indicated support for hypotheses except H 12\t and H 13~t (urban 
model) and H9.i, H 12» and 1113,t (rural model). 
'fable 5.16: Summary of SEM Results and Hypothesis "Testing 
Urban 	 Rural 
Hypothesis 	Paths 	
/1 	P 	CR 	tnt 	/i 	P 	CR 	hit 
1 f I„ TAN -3SAT 0.30 *** 3.430 ✓  0.43 "** 7.934 
H2„ REL-* SAT 0.20 *** 2.897 ✓  0.48 *** 8.860  
ASU4 SAT 0.34 *** 3.853 ✓  0.45 *** 8.129 
H4„ RES-) SAT 0.17 ** 2.552 ✓  0.71 *** 12.129 
H5. EMP- SAT 0.71 *** 6.403 ✓  0.35 *** 7.114 
H6,1 TAN-LOY 0.73 *** 6.505 ✓  0.28 *** 5.077 
H7,-,1 REL- LOY 0.43 *** 4.323 ✓  0.11 0.153 2.134 
Il8~, ASU- LOY 0.24 *** 3.084 ✓  0.38 *** 7.647 
H9\a RES- LOY 0.29 *** 3.242 ✓  0.12 0.227 1.207 
1110m EMP- LOY 0.57 *** 4.730 ✓  0.48 ** 4.207 
1111„ SAT- LOY 0.65 *** 5.318 ✓  0.30 *** 5.322 
1112y, ('OM- SAT -.23 ** -0.445 ✓  -.48 0.287 -2.84 
H13\, ('OM- LOY -.40 .311 -3.783 X -.35 0.377 -1.48 
.Vote: (✓) hypothesis Supported; (X) hypothesis Not Supported: *** - p 	0.001 le\rl (two-tailed): 
** p < 0.05 level (two tailed): Int. = Interpretation, CR- Critical Ratio 
5.6 INDEPENDENT SAMPLES T-TEST 
f-test \\as rmpIoy'edi on the constructs of the study to clitterentiate between urban 
and rural respondents. To analyze the data using independent samples t-test. the 
'-Urban model; b- Rural model; "- Insignificant (3 path coefficient 
X 
V 
x 
X 
X 
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SPSS 21.0 package was used. Before applying t-test. Levene's test for equality of 
variances was applied to check for assumption of homogeneity of variance. If the 
Levene's test result was significant i.e. 0.05 or below, "Equal Variances Not 
Assumed" test results were used, otherwise the "Equal Variances Assumed" test 
results were interpreted (Field. 2006). 
The American Psychological Association (APA) is now recommending that all 
researchers report the effect size in the results of any published work. Field (2006) 
posits that just because a test statistics is significant doesn't mean that the effect it 
measures is meaningful or important. The solution to this criticism is to measure the 
size of the effect that we arc testing in a standardized way. Effect sizes are useful 
because they provide an objective measure of the importance of an effect. So, when 
we measure the size of an effect (the strength of relationship between variables) it is 
known as an effect size. The suggested formula to calculate the effect size considered 
is given below: 
, — r'-+df 
Cohen (19RK) has suggested what constitutes a large or small effect. That is, (r=- .10: 
small effect), (r= .30: medium effect), and (r= .50: large effect). 
5.6.1 PERCEPTION TO\\'. RDS SERVICE QUALITY AND SATISFACTION 
ytcan scores close to 5. on a 7 point Likert scale where I signifies s:rongh disagree 
and 7 stands for .ct' un lr aswec>. show that perceptions towards dimensions of service 
quality (vv_. TAN. R11- ASU. RES and F`1P) as also attitude towards customer 
satisfaction, customer complaining behaviour and loyalty, require close attention 
from the marketers. 
The data for the present stud has been analyzed from the point of view of research 
objectives and following hypotheses which have been discussed at length in Chapter 
4 that eleal.c with Research Afethodolo;cv. The hypotheses framed and empirically 
tested in this context are given below: 
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HID - Significant differences do not exist between urban and rural 
respondents regarding perception towards service quality dimension-
Tangibles (TAN). 
H2n - Significant differences do not exist between urban and rural 
respondents regarding perception towards service quality dimension-
Reliability (REL). 
Han - Significant differences do not exist between urban and rural 
respondents regarding perception towards service quality dimension-
Assurance (ASU). 
Hon - Significant differences do not exist between urban and rural 
respondents regarding perception towards service quality dimension-
Responsiveness (RES). 
H5D - Significant differences do not exist between urban and rural 
respondents regarding perception towards service quality dimension-
Empathy (IMP). 
H6D - Significant differences do not exist between urban and rural 
respondents regarding attitude towards Customer Complaint 
Behaviour (COM). 
117u - Significant differences do not exist between urban and rural 
respondents regarding attitude towards Customer Satisfaction (SAT). 
H8D - Significant differences do not exist between urban and rural 
respondents regarding attitude towards Customer Loyalty (LOY). 
'fable 5.17: Results of Group Statistics and Independent Sample Test 
(.ruull 5(ati%lic♦ 
Sil1. Dimen u1,n ,Sample \ can D.•, iulinn 
I rb.ul 324 4.$1•I' I I6142 1 \\ Rural ?54 J (:s04, 1.14135 
1.rhan 424 4.995 0.444S$ NFI. Hu, ',54 4 	614 1).`17;611 
l d'311 4=b '*l'6 (1.'K1i44 \Sl Rui.tI 354 4 )u)62 u.s;h4I 
l rt'an 424 4.61;4 I NF.`  
Rural 4.~\'(1 Ill"11 
l rI'in - 42'I  4 c64I I Oct01 F \11' I(ur.tl -;4 4 4047 I) 4(,\44 
I rhan 424 .1 2510) I_3725$ ((1~1 Rurl :;4 4 7(171 I 	25141) 
I rh:m 424 c 1515 - 118561 ti\ 1 ') > I*11 J 1.111310' 
l rhan 424 5 I(41 145'07 LO1 Rural 3;4 5, I4' . 1.45623 
It;. lndcpendeni 1-tc.t F-li-,1 for equlil% of mean 7 e%1 
Sid. l:rr. r I uriunrt l 	sir. I J( sit'. Neon 
IIII;I'" I,prd,en,lncr,a.,tuteftcd • t,4Z1_r1,1111 I6:# '$6 II IW 
11064 	'4  I. qual %31IJnciS not assumed I.61' '34 124) 0.11" 
o.Wtb? IquaI,aliance,assumed 0.574 	(1.44') 1.501 "r6 0.114 
((.1462) I*qual %ari.lIcs. ii.') u.'.urncd I.'iI 	I '''847 0.131 
11.1130., 1 qual tan:mc:> a.5unxd 5.4!14 	0.014 1.954 'c(, (1(146 
0.O44) 0 I quill ,.in.alrr.:lot a,.wncd 1.034 ' (d)8 (0)4') 
fl.(WI44 I.  qual ,ananrr,a„umcd 11.(1'.' 	11.'$1 O.i"i, -$6 0."11-1 
I1.(I5hsS I ,fu:rl ,anaar, aol a„u;itd (1.366 • '40.502 0.710 
I gtiiI t:ina,ic.•. f 	u mrJ  1.701 	0.14'  2 tic • 7S6 0114 
I'll; l 14 •1 ,111.11 sjrijm:. not a„umcd ?.:(_' '•'$ 485 1101 i 
IquaI%.m,IIlct,a„umcd %.nul 	0.(X13 11.53: ?"6 0,601 
0.(1 ,1.1 \ I qual t,in.uicc, It') ;l"ullll'tl W;1" • "4'0{4 0.848 
Il.pc724 I tend tan:mc.•, a„umcd 8.50(1 	0.0(14 I .X26 '! 6 ((g48 
(1.1)51{26 I1 ual t:Ir i.ui 	a of (.Y 28 USJ ll I'41 
0.070:5 I qual %ananic, aistumd (1.131 	0.')29 0.161) '$6 IIR'7 1 
11.07686 I quaI tanance, It') as timed 1),I('4 '61.854  
Significant differences were not observed between urban and rural respondents at 
p>0.05 for tangibles (TAN), reliability (REL), responsive/less (RES), customer 
complaint behaviour (COM) and customer lava/ti' (LOY). Both types of respondents 
134 
were found to have a high positive attitude towards the various dimensions of service 
quality as also the customer complaint behaviour and loyalty. Thus, the hypotheses-
Jiln, 1121), 1-140, H6u and 1180 ('0111(1 ,,ot be r(''j('('ic!. 
The urban and rural samples exhibited significant differences for service quality 
dimensions-- assurance (ASU), empafht• (EMP) as also customer satisfaction (SAT) 
[p < 0.05]. It is evident from Table 5.17: both the groups (i.e. urban and rural) had 
almost similar mean scores and standard error values. Thus, hypotheses H3n, H5n 
and H7D were rejected. 
5.7 ONE-WAY ANOVA 
l'o explore the differences between the urban and rural samples in terms of gender 
vis-a-vis dimensions of service quality, customer complaint behaviour, customer 
satisfaction and loyalty, Analysis of Variance (ANOVA) procedure was applied. The 
SPSS 21.0 statistical package was used to analyze the data using one-way ANOVA 
module. In addition, post-hoc analyses for multiple comparisons were carried out by 
using Scheffe's procedure as there was a slight difference in the sample sizes (Field, 
2006). All statistical analyses were tested at (0.05) significance level. The hypotheses 
framed and empirically tested in this context are given below: 
Ill,; - Significant ditierences do not exist bet%%een genders with respect to 
perception towards service quality dimension- Tangibles (TAN). 
112(; - Significant differences do not exist between genders with respect to 
perception towards service quality dimension- Reliability (RHa.). 
113; - Significant differences do not cxi.t between genders with respect to 
perception towards service quality dimension- Assurance (ASI'). 
114(; - Significant differences do not exist between (lenders with respect to 
perception towards service quality dimension- Responsiveness (RES). 
H5c - Significant differences do not exist between Blenders with respect to 
perception towards service quality dimension- Fmpathy (EN1P). 
H6c; - Significant differences do not exist between genders 	with respect to 
attitude towards Customer Complaint Behaviour (COM). 
H7(;  - Significant differences do not exist between ,genders with respect to 
attitude towards Customer Satisthction (SAT). 
118<;  - Significant differences do not exist between genders with respect to 
attitude towards Customer Loyalty t LOY ). 
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The scores for service quality dimensions viz. tangibles (TAN), responsiveness 
(RES), and complaint behaviour (COM) were calculated [refer Table 5.18 (a)] for 
urban male (Mean=4.771', 4.5701, and 4.265; S.D= 1.0751, 1.0672 and 1.319`), 
urban female (Mean = 4.860'. 4.663' and 4.250; S.D= 1.0501, 0.9942, and 1.4313), 
rural male (Mean = 4.682', 4.7192, and 4.273; S.D= 1.148', 1.0792, and 1.399) and 
rural female (Mean = 4.552', 4.3532, and 4.366; S.D= 1.1271, 1.0372, and 0.9431) 
respondents. In addition, the Scheffe's post-hoc analysis [Table 5.18 (b)] was 
conducted to investigate the differences between the means. 3It showed that urban 
male, urban female, rural male, and rural female respondents did not exhibit 
significant differences with respect to the dimensions of service quality vi:. TAN, 
ASU, RES and customer complaint behaviour (COM). 
The ANOVA results [Table 5.18 (a)] indicate absence of significant differences at p 
> 0.05 resulting in non-rejection of hypotheses Hlcj. H4c;, and H6c. Thus, the two 
genders in the urban and rural sample can be said to be equally sensitive to various 
dimensions of service quality and complaint behavior. 
The scores of reliability (REL), assurance (ASU), empathy (EMP), customer 
.satisfaction (SAT) and customer bra/ti' (LOY) were calculated [refer Table 5.1 1 (a)] 
for urban male (Mean = 4.773a, 4.9681', 4.370c 5.013d and 4.921e; S.D= 0.976, 
1.01 1b, 1.1 12`, l89' and 1.528e). urban female (Mean — 4.827', 5.049b, 4.770`, 
5.2981 and 5.423e: S.D = 0.9129, 0.899 '', 0.948c, 1.048d and 1.3331), rural male 
(Mean - 4.755a, 4.952x', 4433c 5.080 and 5.139e : S.D= 0.906a, 0851b 0.938c. 
1 026 1` and 1.413`) and rural female (Mean = 4.606a, 4.797 '', 4.603c, 4.861`' and 
5.163`': S.D 0.8l2, 1.037', 1.017c, 1.222d and 1.536t') respondents. The ANOVA 
results [Table 5.18 (a)] indicated significant differences at p < 0.05. Thus, the 
following hypotheses I14~;, I15ci, II7c; and I I8GG were rejected. 
The Scheffe's post-hoc analysis [Table 5.18 (b)] revealed that mean scores of rural 
female respondents on the service quality dimension reliability (REL) were 
significantly lower in comparison to other genders group (vi:. urban male, urban 
female and rural male). Multiple comparisons also revealed that there were 
insignificant differences for REL between urban male and urban female, between 
': Tangibles, 2: Responsiveness. ; : Customer Complaint Behaviour 
':Reliability. t': Assurance, : Empathy, d: Customer Satisfaction, : Customer Loyalty 
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urban male and rural male, between urban female and rural male respondents. Thus, 
the hypothesis H2c was rejected 
Moreover, the Scheffe's post-hoc analysis [Table 5.18 (b)] showed that mean scores 
of urban male respondents on the service quality dimensions empathy `EMP' were 
significantly higher than urban female and rural male respondents. However, 
multiple comparisons indicated that there were insignificant differences between 
urban male and rural female, between urban female and rural male, between urban 
female and rural female, between rural male and rural female. Thus, the hypothesis 
1-156 was rejected. 
[he Schcffc's post-hoc analysis [Table 5.19 (b)] revealed that mean scores of urban 
female respondcnts on customer satisfaction (SAT) were significantly higher than 
rural female respondents. However, multiple comparisons revealed that there were 
insignificant differences between urban male and urban female, between urban male 
and rural male, between urban male and rural female, between urban female and 
rural male, between rural male and rural female. Thus the hypothesis H76 was 
rejected. 
Further, Scheffe's post-hoc analysis [Table 5.18 (h)] showed that mean scores of 
urban male respondents on custon'icr loyalty (LOY) were significantly higher than 
urban female respondents. f lowev er, multiple comparison analysis indicated that 
there were insignificant differences between urban male and rural male, between 
urban male and rural female. between urban female and rural male, between urban 
female and rural female, between rural male and rural female. Thus, the hypothesis 
I l8c, was rejected. 
137 
Table x.18 (a): Results of One-11'av .NOVA (Gender) 
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Table 5.18 (b): Scheffe Post Hoc Test (Gender) 
Dimensions \lcltiple Comparisons Stil. Error  
I 'rhan I ema:c (1.1-424 0.937 
('rhan .Male Rural Male 0.I3$c) 0.823 
Rural Female 0.1629 0.741  
I' :~\ Rural Male 0.141 1 0.470 
('ncarr Female Rural l-enlale 0.1647 0.429 
Rural .%lulc' Rural: cnialc 0.1618 0.993 
----i--------- - l rhan Female U. 11131  0.959 
Urban .Mule Rural Male 0.1006 (1.569 
Rural Female O.I 179 	, 0.0(K) 
Rural Male O.1022 0.281 
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I 'r•has Female ! 	0.0950 I .OUO 
Urban .Mule Rural Male 0.0927 0.975 
Rural Female U.I0.87 0.166 
Rural Male 0.0942 0.985 
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Rural_. !alc' 	1 Rural Female 0.1O79 7.069 
t'rhan Female 0.I I2` O.731 
I'rhan huh' Rural \lair (1.111)1 0.664 
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I'rhan Female (1.I502 (1987. 
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.8 SUMMARY 
This chapter started with the exploration of the data as well as a principal component 
analysis of the survey instrument. Each multi-item scale was factor-analyzed to 
evaluate dimensionality, and reliability analysis was performed to determine if each 
item contributed to scale reliability. Besides, correlational analysis was applied to 
confirm the validity of the construct. After the refinement (by deleting some items), 
the scales were further tested for reliability through confirmatory factor analysis 
(CFA) approach. The CFA indices showed that results were acceptable and also 
confirmed that the instrument was reliable and valid. Using CFA, reliability and 
validity of the scales were tested. 
The findings associated kkith the descriptive analysis of demographic characteristics 
shows that majority of the sample comprised young respondents falling in the age 
band of 20-25 years (64.6% and 45.1% for urban and rural samples, respectively). 
Majority of rural respondents were male (67.1%). In contrast, for the urban sample, 
the gender representation was balanced (females= 49%, males=51%). Majority 
(61.6%) of urban respondents were graduates while roughly 32% from rural sample, 
had education upto 10+2 (Intermediate) level. Majority of the respondents from 
urban (61°-0) and rural (78.3%) samples had never complained to the bank. 
Besides, CFA was applied to test how well measured variables represent a smaller 
number of constructs. A first-order factor model determined covariation between 
observed variables and the results in the present study suggest that measurement 
models (urban and rural sample) indicated a reasonable fit of the measurement model 
with data. In addition, all the indicators loaded significantly on the latent constructs. 
Further, second-order factor model was applied to determine the parsimonious 
structure. The second-order ('FA model was found to be fitting equally good with the 
data as the first-order model. Moreover, as the second-order solution did not result in 
a significant decrease in the model fit, it can be concluded that the hypothesized 
second-order model provided a good account fier the correlations among the first-
order factors. Thus, in short, the structural model confirms the five-factor structure of 
the service quality. 
Furthermore, in this chapter, results of SEM are presented and discussed along with 
the results of hypotheses testing. The two theoretical path models (urban and rural) 
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were tested to explore dependence relationship. Hypotheses related to causal 
relationship between constructs and behaviour intention for each model were also 
tested. 
Furthermore, independent samples (-test was employed to investigate the differences 
between urban and rural respondents. The results indicated that there were 
insignificant differences between them for all constructs except 1) assurance 2) 
empathy, and 3) customer satisfaction. Thus, three null hypotheses (H31), H5D and 
H70) were rejected out of eight hypotheses related to differences between urban and 
rural respondents (l l 1 u- HKn). Please, see Table 6.1 in Chapter 6. 
Moreover, a one-way- Analysis of Variance (ANOVA) was applied to determine 
whether urban males, urban females, rural males and rural females differ 
significantly from one another vis-a-vis the constructs and variables considered in the 
study. The results showed that differences were insignificant for all the constructs 
except 1) reliability. 2) assurance. 3) empathy. 4) customer satisfaction, and 5) 
customer loyalty. Thus, five null hypotheses were rejected (H2G. H3c;, H5(;, 117;, & 
1-l8) out of eight (II k-118u) constructs considered in the present study (Please, see 
Table 6.2 in Chapter 6). 
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CHAPTER 6 
DISCUSSION AND CONCLUSIONS 
6.1 INTRODUCTION 
The purpose of this chapter is to summarise and discuss the key findings of the study. 
The findings associated with demographic characteristics, differences between urban 
and rural respondents. as well as differences between urban male, urban female, rural 
male, and rural female respondents are also presented. The findings based on the 
models, have also been summarised and discussed. 
6.2 DEMOGRAPHIC CHARACTERISTICS 
1) Age and Gender 
The majority of the sample comprised young respondents falling in the age group of 
20-25 years (64.6% and 45.1% for urban and rural samples, respectively). Besides, it 
was observed that majority of rural respondents were male (67.1%), while in 
contrast, in the urban sample, the gender representation was satisfactorily balanced 
(females= 49%; males=51%). 
2) Education Level 
In terms of educational profile, majority of urban respondents were graduates 
(61.6%) whereas for rural sample, roughly 32% have had education till 10+2 
(Intermediate) level; followed by 26°o who were enrolled for graduate level courses 
while 25% were graduates. 
6.3 PREFERENCE AND FREQUENCY OF RESPONDENTS VISIT 
1) Type of Bank: Of the banks that were considered in the present study, public 
(government owned) banks seem to dominate in both the samples. The figure was 
slightly higher (86.7%) for rural in comparison to urban (72.4%) sample. 
2) Association with Bank: Majority of the respondents from urban sample (65.3%) 
had been customers of preferred bank for period ranging from I to 5 years while the 
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figure for rural sample was slightly lower (41%) %) for the same period whereas 27% 
respondents from rural sample were found to be associated with their bank for less 
than a year while figure for urban sample was about 17%. 
3) Frequency of Visits and Transactions: The frequency of transactions of majority 
of respondents from both urban (65°x,) and rural (64.9%) sample was tip to 3. 
followed roughly by about 32°-, of the urban and 34% of rural customers coming in 
for 4-6 visits in a month. 
4) Last Visit to Bank: Majority (--30° %>) from the urban sample had not paid a visit 
to their preferred bank branch for more than a month: whereas about 33% of rural 
sample had not felt the need to physically visit the branch for last 7-15 days. It 
should be noted that the urban customers have various bank service delivery options 
at their disposal such as AT`1s. Internet banking, mobile banking etc. Thus, they 
might not he feeling the need to personally visit their preferred bank branch quite 
often as is the case with rural sample. 
5) Complaint Redressal and Satisfaction: More than one-fifth of the respondents 
(ti:. urban= 20.1% and rural= 27.3" „) who had lodged a proper formal complaint 
with the hank were dissatisfied with the way their complaints had been addressed. 
Also. over one-third of the respondents (vi:. urban— 30.2°c and rural== 43.7%) felt 
that their bank does not encourage them to lodge a proper complaint. 
6.4 RESULTS OF HYPOTHESES TESTING 
SLtmmary re,ults of' hvpothese- 111/) to 1181) (testing significant differences between 
the urban and rural respondents). II1 , to II8 (testing significant differences with 
respect to gender) and H1.,1 10 1I131, (testing significant paths between key factors 
and belm ioural intention) are presented below. 
6.4.1 HN potheses Testing: Differences Between Respondents 
Independent samples t-te.t ww a c►nplo% L d to investigate the differences between 
urban and rural respondents. The results indicated that significant differences did not 
exist between them on various constructs except I ) tangibles. 2) assurance, 3) 
customer complaint behaviour. and 4) customer satisfaction. Thus. out of eight (Hln 
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— I-M n), three null hypotheses (H3rn. H5, and H7D) were rejected (Please see Table 
6.1). 
Table 6.1: Summary of Hypotheses Testing: Differences between Respondents 
llhpothesis Constructs Results 
111 a Tangibles Not Rejected 
1121) Reliability Not Rejected 
H3u Assurance Rejected 
114u Responsiveness Not Rejected 
1151) Empathy Rejected 
1161) Customer Complaint Behaviour Not Rejected 
1171) Customer Satisfaction Rejected 
1181) Customer Loyalty Not Re jected 
6.4.2 Hypotheses Testing: Differences Between Genders 
One-way Analysis of Variance (ANOVA) procedure was applied to determine 
whether urban males, urban females, rural males, and rural females differ 
significantly from one another in terms of the various constructs of the study. The 
results showed that there were insignificant differences between them except for 1) 
reliability, 2) assurance, 3) empathy. 4) customer satisfaction, and 5) customer 
loyalty. Thus, out of eight (Hl(; — H8(;), five null hypotheses (H4(;. H5c:. H7;. & 
1H8(;) were rejected (Please, see Table 6.2). 
Table 6.2: Summary Results of Hypotheses Testing: Differences in Genders 
Hypothesis Constructs Results 
III 	; -1-am,i61ws  Not Reiccted 
112(; Reliability Rejected 
H3c Assurance Rejected 
1144; Responsiveness Not Rejected 
HST: Empathy Rejected 
116. Customer Complaint Beha\ iour Not Rejected 
H7c Customer Satisfaction Rejected 
NSc: Customer Loyalty Rejected 
6.4.3 Hypotheses Testing: Service Quality Models 
The 	following 	section 	presents 	results 	of 	hypotheses 	testing 
between criterion and predictor variables as depicted in Figure 3.3 (in Chapter 3) 
analysed using the structural equation modelling technique. The main effect model 
has also been explained using the path analysis under SENt (Figure 6.1 & 6.2). 
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Table 6.3: Results of Hypotheses Testing of Service Quality Model (Urban) 
Hypothesis 	Paths 	p 	P 	CR 	Results 
H1„ TAN-SAT 0.30 *** 3.430 Not Rejected 
112%, RE.- SAT 0.20 *** 2.897 Not Rejected 
113Nt ASU-) SAT 0.34 *** 3.853 Not Rejected 
114 RF.S- 	SAT 0.17 ** 2.552 Not Rejected 
H51 F,MP-) SAT 0.71 *** 6.403 Not Rejected 
116NI T.\N4LOY 0.73 *** 6.505 Not Rejected 
H7-,1 RI:L- LOY 0.43 *** 4.323 Not Rejected 
H8%1 ASU-* LOY 0.24 *** 3.084 Not Rejected 
H9„ RES-) LOY 0.29 *** 3.242 Not Rejected 
H 10„ IMP- LOY 0.57 *** 4.730 Not Rejected 
111 I„ SAT- LOY 0.65 *** 5.318 Not Rejected 
H12„ ('OM 	SAT -.23 ** -0.445 Not Rejected 
1113, C'O\4-3 LOY -.40 .311 -3.783 Rejected 
.Vote: CR- Critical Ratio: *** - p • 0.001 level (two-tailed); **- p < 0.05 level (two-tailed) 
L igure 6.1: Service Qua1it Model for Urban Sample 
1) Service Quality \lodel for l than Sample 
T%%el' e out of thirtcen t 111 •,s - III 3•. 	mill 1h\ hot4he,"is were not rejected. lhu. 
hypothesized relationships show that the following paths - TAN-LSAT, 
RFL-SAT. ASt?-)SAT, RFS-LSAT. FMP-)S.AT. TAN-)LOY. REL-)LOY. 
. SU4LOY. KI;S-~LOY, I Ml'-~LOY, S:\ l'- LOY. C'OM-*SAM 	were found to 
he positive and significant except for (OM- l.O for urban sample (Please, see 
Table 6.3 & I: ioture h. I ). 
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2) Service Quality Model for Rural Sample 
Nine out of thirteen (H 1;,1 - H 13Nt) null hypothesis were not rejected. Thus, 
hypothesized relationships show that the paths -- TAN-SAT, REL-SAT, 
ASU-LSAT, RES-SAT, EMP-LSAT, TAN4LOY, ASU4LOY, EMP-~LOY, & 
SAT-)LOY - N~ere found to be positive and significant except for REL-~LOY, 
RF.S-CLOY, COM-LSAT, & COM-3LOY in case of rural sample (Please, see Table 
6.4 & Figure 6.2). 
Table 6.4: Results of Hypotheses Testing of Service Quality Model (Rural) 
Hypothesis Paths 13 P CR Results 
H11 TAN-SAT 0.43 *** 7.934 Not Rejected 
H2>, RFL4 SAT 0.48 *** 8.860 Not Rejected 
113" ASU- SAT 0.45 *** 8.129 Not Rejected 
H4„ RES4 SAT 0.71 *** 12.129 Not Rejected 
H5>1 EMP- SAT 0.35 *** 7,114 Not Rejected 
Ii6>, T'AN-LOY 0.28 *** 5.077 Not Rejected 
H7., REL- LOY 0.11 0.153 2.134 Rejected 
H8~1 ASU- LOY 0.38 *** 7.647 Not Rejected 
H9 1 RES- LOY 0.12 0.227 1.207 Rejected 
H10%, EMI'- LOY 0.48 ** 4.207 Not Rejected 
HI I%, SAT- LOY 0.30 *** 5.322 Not Rejected 
H 12„ COM- SAT -0.48 0.287 -2.84 Rejected 
1113 COM- LOY -0.35 0.377 -1.48 Rejected 
Note: ('R 	Critical Ratio. *** = p < 0.001 level (two-tailed); **= p < 0.05 lcvel (tWo-tailed) 
Figure 6.2: Service Quality Model for Rural Sample 
.1'AN 
ttt:t. s.a~i 	I 
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6.5 SUMMARY OF KEY FINDINGS AND DISCUSSION 
A Summary of the key findings of the study together with discussion is presented 
below. 
1) Tangibles 
Both urban and rural respondents were found to have no differences in attitudes 
towards service quality dimension— tangibles. Similarly, no differences were 
observed between genders. Tangibles was found to be most important factor in case 
of urban and third important motivating factor influencing customer loyalty in rural 
sample. 
These results are consistent with the findings of previous researchers in the domain 
of service quality (Cronin & Taylor. 1992; Dabholkar et al. 1996; Bahia & Mantel, 
2000; Dabholkar et al.. 2000; Brady & Cronin. 2001; Jamal & Naser, 2002; Ijaz et 
al., 2011; Adil, 2012: Adil. 7013). They too observed that tangibles was an important 
factor influencing customer satisfaction and behavioural intentions. 
The banking sector in India, although has matured considerably over the past decade, 
but still lays more emphasis on basic aspects of service quality, such as tangibles 
(i.e.• exterior and interior of bank premises and visual appealing pamphlets etc.). In 
future. other dimensions of service quality such as reliability and responsiveness are 
likely to become more important. Similar trends have been observed in China (Wang 
cat al.. 2003) and Tunisia (Ladhari ci al., 20I I ). 
Furthermore. the results are also consistent with the various theories of service 
quality that have evolved over the time i=. S1:RVQUAL (Parasuraman cat al., 1985. 
1988) and SLRVPLRI- (Cronin & Taylor. 1992). 
2) Reliability 
Both urban and rural respondents were found to be having, similar positive attitudes 
towards scr\ ice quality dimension -- I cliabilin- . In tact, reliability was found to be 
third most significant predictor of customer loyalty in urban sample while being 
second most important predictor of customer satisfaction in rural sample. In line with 
the findings of Ladhari ci al. ( 201 1). the results of the present study too highlight the 
importance of service quality dimension---- reliability, as it emerged to be the 
significant determinant of overall customer satisfaction and loyalty. The results also 
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agree with the findings of Karatepe etal. (2005), where reliability was the third-most 
important determinant of overall batik service quality in Northern Cyprus. Amin & 
Isa (2008) reported that reliability was the most important dimensions of service 
quality in Malaysian Islamic banks. The above findings are also in line with those of 
several other researchers in the domain of service quality (Parasuraman et al., 1998; 
Berry et al., 1990; Cronin & Taylor, 1992; Braga, 1995; Levesque & McDougall, 
1996; Soteriou & Zenios, 1997; Shemwell et al., 1998; Lovelock, 1999; Dabholkar et 
al., 2000; Brady & Cronin, 2001; Jamal & Naser, 2002; Landrum et al., 2010; Ijaz et 
al., 2011; Adil & Khan, 2011; Khan & Adil, 2011; Adil, 2012; Adil & Ansari, 2012; 
Adil & Khan. 2012, Adil, 2013). The researchers in these studies too observed that 
reliability was an important factor influencing customer satisfaction and behavioural 
intentions. Furthermore, the results are also consistent with the various theories of 
service quality that have evolved over the time vi:. SERVQUAL (Parasuraman et al., 
1985. 1989), SERVPERF (Cronin & Taylor, 1992), and Antecedents and Mediator 
Model (Dabholkar cat al., 2000). 
3) Assurance 
Urban and rural respondents were found to have differences in attitude towards 
service quality dimension— assurance. Similar differences were observed with 
respect to the two genders. Assurance emerged as second most important predictor of 
customer satisfaction in urban sample while it was third and second most important 
factor predicting customer satisfaction and customer loyalty for rural sample. 
respectively. 
These results are consistent with the findings of previous researchers in the domain 
of service quality (Parasuraman et al., 1985, 1988; Cronin & Taylor, 1992; Soteriou 
& Zenios, 1997; Dahholkar ct al., 2000: Brady & Cronin, 2001; Jamal & Naser. 
2002; Landrum et al.. 2010; Ijaz et al., 2011; Adil & Khan, 2011; Khan & Adil. 
2011: Adil, 2012; Adil & Khan, 2012; Adil, 2013). They too suggested that 
assurance was an important factor influencing customer satisfaction and behavioural 
intentions. Furthermore, the results are also in line with the various theories of 
service quality that have evolved over time viz. SERVQUAL (Parasuraman et (1l.. 
1985. 1988) and SLRVPERF (Cronin & Taylor, 1992). 
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4) Responsiveness 
Both urban and rural respondents were found to be having similar positive attitude 
towards service quality dimension - responsiveness and no differences were 
observed in between the genders. Responsiveness appeared to have significant 
impact on customer satisfaction both in urban and rural samples while impact of 
loyalty was observed only in urban sample. Interestingly, responsiveness was found 
to having little impact on customer loyalty in the context of rural sample. 
These results are in consonance with the findings of previous researchers (Lane & 
Distefano, I988; Parasuraman et al., I98K; Berry et al., 1990; Hart et al., 1990; 
Cronin & Taylor, 1992; Soteriou & Zenios, 1997; Dahholkar cat ul., 2000; Swanson 
& Kelley, 2001; Berry et ul., 2002; Jamal & Naser. 2002; Landrum et al., 2010; Ijaz 
etal., 2011; Adil, 2012, Adil & Ansari, 2012; Adil & Khan, 2012; Adil, 2013). They 
too observed that responsiveness was an important factor influencing customer 
satisfaction and behavioural intentions. Furthermore, the results are also in line with 
the various theories of service quality that have evolved over time viz. SERVQUAL 
(Parasuraman etal.. 195. 1988) and SERVPERF (Cronin & Taylor, 1992). 
5) Empathy 
Urban and rural respondents were found to be having differing attitudes towards 
service quality dimension— ('Input/n. Similar differences were observed with respect 
to the two ,genders. In urban sample. empathy emerged as most important factor 
affecting customer satisfaction and second most important predictor of customer 
loyalty. It appeared as most important factor predicting customer loyalty in case for 
rural sample. 
These results are in line with the findings of previous researchers (Parasuraman et 
u!.. 198X; ('ronin & Taylor. 1992: Dabholkar et al., 2000: Jamal & Naser. 2002; 
Landrum c't al., 2010; Ijaz et al., 2011: Add. 2012; Adil. Adil & Khan, 2012). They 
too observed that e'mpfat/iY w as an important factor influencing customer satisfaction 
and behavioural intentions. Furthermore. the results are also in line with the various 
theories of service qualit\ that have e\ ol\ ed over time vi:. SERVQUAL 
(Parasuraman et al., 1955. 1988) and SE RVPE:RF (('ronin & Taylor, 1992). 
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6) Customer Complaint Behaviour 
Both urban and rural respondents were found to be having similar positive attitude 
towards customer complaint behaviour. Further, no differences were observed with 
respect to the two genders. In urban sample, complaint behaviour was found to be 
having a significant and an inverse relationship with customer satisfaction and 
loyalty, while for rural sample the relationship was insignificant. 
These results are in line with those of previous researchers (Singh, 1989, Maute & 
Forrester, 1993; Dick & Basu, 1994; Fisher et al., 1999. Forrester & Maute, 2001; 
homburg & Gering, 2001, Bennett & Rundle-Thiele, 2002; Cho et al., 200"); 
Reichheld, 2003; (iodin et al., 2004; Panther & Farquhar, 2004; Patterson, 2004; 
Luarn & Lin, 2005; Sciders et al., 2005, Bell & Luddington, 2006; Evanschitzky et 
al., 2006; Bandyopadlryay & Martel, 2007; Blodgett & Li, 2007; Fernandes & dos 
Santos, 2007; Ladhari, 2009; Liang el al. 2009; Uppal, 2010). Some of these 
researchers found that complaint shares an inverse relationship with customer 
satisfaction and behavioural intentions. 
7) Customer Satisfaction 
(hough responses of both urban and rural samples were highly positive and too 
close, significant differences in attitude towards customer satisfaction were observed. 
Moreover, differences were observed with respect to genders as ,vell. Both in urban 
and rural sample, all five dimensions of' service quality were found having direct, 
positive and significant impact on customer satisfaction. It also was satisfaction was 
found to have a significant and positive relationship with customer loyalty. 
These results are in line with the findings of several previous researchers (Oliver, 
1981, Bagozzi, 1992; Cronin & Taylor, 1992; Patterson & Johnson, 1993: Anderson 
& Fornell. 1994: Anderson cet al.. 1994; Taylor & Baker, 1994; ShemwelI etal. 1998; 
Jones & Sub, 2000, Brady & Robertson, 2001; Lovelock et al., 2001. Boshotf & 
Gray, 2004; Venetis & (Ihauri, 2004; Yang & Peterson, 2004; Yi & La, 2004, Adil & 
Khan, 2011: Adil, 2012). They too observed that satisfaction has a positive and 
significant relationship with behavioural intentions such as customer loyalty. 
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8) Customer Loyalty 
Although, both urban and rural respondents were found to be having similar positive 
attitude towards customer loyalty. significant differences were observed with respect 
to comparison between genders. Both in urban and rural sample, all five dimensions 
of service quality (except reliability and responsiveness in rural sample) along with 
customer satisfaction were found to be having a direct, positive and significant 
impact on customer loyalty. 
These results are in line with the findings of previous researchers (Bitner, 1990; 
Bolton & Drew. 1991a: Cronin & Taylor. 1992, 1994: Levesque & McDougall, 
1996; Zeithaml et al., 1996; Bolton, 1998; Cronin et al. 2000; McDougall & 
Levesque. 2000; Mittal & Kamakura, 2001; Szymanski et al., 2001; Reichhcld, 
2001; Berry et al., 2002; Jones & Farquhar, 2003; Pullman & Gross, 2003; Reichheld 
Et al., 2003; Choi et al.. 2004; Rayport & Jaworski, 2004). They too observed that 
dimensions of service quality are significant predictors of customer loyalty and that 
customer satisfaction has a direct, positive and significant impact on customer 
loyalty. 
6.6 SUMMARY 
This chapter highlighted the key findings of the present study together with 
discussion. In case of service quality model fir urban retail batiks, the constructs that 
emerged as critical determinants of customer satisfaction were emImthv (EMP), 
assurance (ASU). and tan_(,ihlec (TAN) while significant determinants of customer 
loyalty were found to he tangibles (TAN). empathi (EMP), and reliahilitt• (REL). 
I lowever. in case of rural ser%ice quality model, responsiveness (RES), reliahility 
(REL). and assurance (ASU) were found to be playing a significant role in 
determining customer satisfaction while eun1)uthl' ( EMP ), assurance (.ASU) and 
tangihle'.s (TAN) were significant determinants of customer loyalty. Further, 
customer complaint behaviour (C OM was found to have direct, negative and 
insignificant impact on customer loyaliv both in urban and rural sample while a 
significant impact on satisfaction emerged in urban model. 
The five dimensions of service quality were found to be significant predictors of 
customer loyalty both in _urban and rural context except rellahi/itv (RFL) and 
re.cpon.clve es.c (RES) which were fi,und to be insignificant in rural context. 
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CHAPTER 7 
STUDY IMPLICATIONS AND FUTURE 
RESEARCH DIRECTIONS 
7.1 CHAPTER OVERVIEW 
This chapter presents a detailed idea about how the findings of the present research 
shall contribute to the existing compendium of knowledge and also how managers, 
marketing practitioners, researchers and academicians may employ the findings of 
the research for the benefit of banks: its customers and society in general. The 
chapter also presents a section on directions for future research. 
7.2 THEORETICAL IMPLICATIONS OF THE STUDY 
From a theoretical perspective, the two (viz, urban and rural) service quality models 
provide deeper insight into the relationships between latent factors and behavioural 
intentions and increase the power of explanation of impact of customer complaint 
behaviour on customer satisfaction and loyalty across the two samples 
As already discussed, five factors in the proposed service quality research model 
were conjectured on the lines of extant literature. The contributions of this 
comprehensive service quality mode] from a theoretical perspective are listed below: 
1) Both empathy (EMP) and tangibles (TAN) were found to be strongest 
influencers of customer satisfaction and customer loyalty for urban 
sample while responsiveness (RES) and assurance (ASU) emerged as 
having least impact. 
2) Responsiveness (RES) and empathv (EMP) were found to he strong 
influencers of customer satisfaction and customer loyalty for rural sample 
while empathy (EMP) and reliability (REL) emerged as having least 
impact. 
3) Both reliability (REL) and responsiveness (RES) were not found to be a 
determinant of customer loyalty in rural context. 
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4) Customer complaint behaviour (COM) was found to have direct, negative 
and significant impact on customer satisfaction in urban context while its 
effect was insignificant in rural context. 
5) Customer complaint behaviour (COM) was found to have direct, negative 
and insignificant impact on customer loyalty both in urban as well as rural 
samples. 
6) 'Pangibles (JAN), reliability (REL), assurance (ASU), responsiveness 
(RES). and empathy (EMP) were found to be significant predictors of 
customer loyalty in urban context, while only three dimensions viz. 
tangibles (TAN), assurance (ASU), and empathy (EMP) were significant 
determinants of loyalty in rural sample. 
7) Of the twenty-two item and five dimensional original service quality scale 
adopted for the present study, only 13 item in case of urban sample [ viz. 
TAN (02). REL (03), ASU (03), RES (03), and EMP (02)1 and 12 items 
in case of rural sample [viz. TAN (02), REL (02), ASU (02), RES (03), 
and EMP (03)], were found to be having high standardized factor 
loadings resulting in unidimensional sub-constructs. 
An understanding of how the gender influences the various factors under 
consideration was important. three of the five constructs from service quality model 
viz. reliability (REL), assurance (ASU), and empathy (EMP) and customer 
behavioural intentions (viz, customer satisfaction and loyalty) were found to be 
interacting with gender. However, other two constructs i.e. tangibles (TAN), and 
responsiveness (RES) together with customer complaint behaviour were found not to 
be affected by gender. The contributions of the study in the context of gender from a 
theoretical perspective are listed below: 
First, mean scores of female respondents from ntral sample were found to be 
significantly lower on service quality dimension—reliability (REL) in 
comparison to urban male, urban female and rural male respondents. 
Secondly, mean scores of both urban female and rural male respondents were 
Ibrmd to be significantly lower on service quality dimension- empathy (EMP) 
than urban male respondents. 
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Thirdly, urban female respondents showed significantly higher levels of customer 
satisfaction (SAT) with their preferred service provider compared to rural 
male respondents. 	 _ 
Fourth, urban female respondents showed significantly lower customer loyalty 
(LOY) towards their preferred service provider than urban male respondents. 
In addition, knowing the differences between the two samples regarding each single 
construct in isolation from other is important. Urban and rural respondents were 
found to be similar on five constructs viz. tangibles (TAN), reliability (RF.r.), 
responsiveness (RES), customer complaint behaviour (COM), and customer loyalty 
(LOY). However, they were significantly different on other three constructs viz. 
assurance (ASU), empathy (EMP), and satisfaction (SAT). In this context, from a 
theoretical perspective, the contributions of the present study are listed below: 
First, both urban and rural respondents showed positive attitude towards service 
quality dimension—tangibles (TAN), but urban respondents exhibited 
slightly higher positive attitude than respondents from rural sample. 
Secondly, both urban and rural respondents showed positive attitude towards 
service quality dimensimr—re/Lability (REL), but urban respondents 
exhibited slightly higher positive attitude than respondents from rural sample. 
Thirdly, ur ban respondents showed a higher positive attitude towards service 
quality dimension—assurance (ASU) than rural respondents. 
Fourthly, both urban and rural respondents showed positive attitude towards 
service quality dimension —responsiveness (RES), but urban respondents 
exhibited slightly higher positive attitude than respondents from rural sample. 
Pijthly, urban respondents showed a higher positive attitude towards service 
quality dimension—enipathy (EMP) than rural respondents. 
Sixthly, both urban and rural respondents showed positive attitude towards 
customer complaint behaviour (COM), but rural respondents exhibited 
slightly higher level of dissatisfaction from the preferred service provider 
than respondents from urban sample. 
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Sevens Ali, urban respondents showed a higher level of customer satisfaction 
(SAT) than rural respondents. 
Eighth/v, both urban and rural respondents showed positive attitude towards 
customer loyalty (LOY), but urban respondents exhibited slightly higher 
levels of loyalty towards their preferred service provider than respondents 
from rural sample. 
7.3 MANAGERIAL IMPLICATIONS OF THE STUDY 
The findings provide valuable insights on measures and critical underlying 
dimensions of service quality in the context of retail banks operating in urban and 
rural parts of India. These can he of immense value not only to academic researchers 
but also marketing professionals and banks in the two diverse samples i.e. urban and 
rural. The proposed model provides a deeper understanding of the relationships 
between key factors of service quality and overall customer satisfaction at bank. This 
study, apart from, bridging the gap in extant literature on customer perceptions of 
service quality, customer complaint behaviour, customer satisfaction and loyalty, 
may also help marketing professionals and banks to identify the relevant intrinsic and 
extrinsic cues used by customers in order to communicate the relevant quality 
indication to them. Therefore, managerial priority should he to identify the most 
important performance cues used by consumers in evaluating service duality, and 
thereafter ensure continuous improvement vis-a-vis these cues. 
7.3.1 Managerial Implications Based on Interpretation of Results 
1) t rhan Sample: With increasing privatisation and glohalisation, banking sector in 
India is experiencing intense competition. 'Therefore, bank professionals need to 
understand how people rate service quality and which of these dimensions contribute 
to improving it. In the context of service quality dimensions in urban India, as 
mentioned earlier, the three factors that significantly determine customer satisfaction, 
in decreasing order of importance. were found to be ( I ) empathy (EMP). (2) 
assurance (ASI.J). and (3) tangibles (TAN) while three critical determinants of 
customer loyalty were (I) tangibles (TAN). (2) empathy (FMP). and (3) reliability 
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(REL). These findings may provide impetus to bank management to offer a proper 
solution to their customers: 
Fist, bank managers, practitioners and academicians can utilise this information 
to identify the dimensions of service quality that determine satisfaction and 
loyalty as also to effectively re-structure and prioritise delivery of service. 
Secondly. as the present study has shown that 13-item SERVPERF scale is a 
suitable instrument for assessing bank service quality in Indian urban context: 
batik managers can, therefore, confidently use this instrument to undertake 
continuous evaluation of offered service quality. 
Thirdly, it is expected that refined and shorter version of the original instrument 
would allow managers and researchers alike to use more elaborate set of 
scales for other constructs with minimal respondent fatigue and boredom. 
Fourt/ili , shorter version of scale is easier to embed among other measures thus 
decreasing potential demand effects and hypothesis guessing. 
Fifthly, it is expected that the suggested refined and validated service quality 
scale shall facilitate scholars in operationalization and development of' 
cumulative research with greater confidence. Moreover, it may ensure that 
fail points in customer encounters are reduced, leading to a positive 
experience and strong customer referrals. 
Si.vthly, as empathy, assurance and tangibles emerged as critical factors 
predicting customer satisfaction and loyalty, advertisements and other visual 
materials should emphasize the same to improve the effectiveness of these 
dimensions of service quality in order to enhance urban customer's overall 
satisfaction and intention to remain loyal to their service provider. 
Seventh!►•, as over 66% customers have expressed discontent on account of long 
queues, batiks need to re-channelize their cash deposit and withdrawal 
delivery system so that customers do not have to wait for long. 
Eighth/•. as customer complaint behaviour is found to have a negative and direct 
relationship with overall customer satisfaction and loyalty, banks should 
appreciate and encourage customers to complain. This may help the bank in 
addressing the problem on time and also enhancing overall customer loyalty. 
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Lastly, of those customers who opted to complain, majority (-52%) were found 
dissatisfied with the way their complaints was addressed. Thus, banks need to 
revisit them and take appropriate steps to address the consumer concerns in 
order to retain such customers as also prevent them from engaging in 
negative word of mouth. 
2) Rural Sample: Though initial developments in India's financial sector had largely 
been confined to urban affluent customers, however post nationalisation, banks were 
forced to undertake aggressively various programs including branch expansion in the 
rural, reallocation of bank credit in favour of priority sectors like agriculture, small-
scale industry and transportation etc. However, some studies of recent past show that 
rural customers are still not aware of the purpose for which the loans are available 
and how they can be availed. Customers also do not know the complete rules, 
regulations and procedures of the banks. Thus, in the present study, the three factors 
that significantly determine customer satisfaction in rural context, in decreasing order 
of importance, were found to be (1) responsiveness (RES), (2) reliability (REL), and 
(3) assurance (ASU) while three critical determinants of customer loyalty were (1) 
empathy (EMP), (2) assurance (ASU), and (3) tangibles (TAN). These findings may 
assist bank managers in carefully understanding the rural consumers, how and where 
they live, and what are their special needs, interests and motivation. 
First, in the context of service quality dimensions in rural India, three of the five 
factors, in decreasing order of importance, were identified as most important 
detenuinants of customer satisfaction viz. 1) responsiveness (RES), 2) 
reliability (REL), and assurance (ASU) while three critical determinants of 
customer loyalty were (I) empathy (FM?), (2) assurance (ASU). and (3) 
tangibles (TAN). Bank managers. practitioners and academicians can utilise 
this information to identify the dimensions of service quality that determine 
satisfaction and loyalty as also to effectively re-structure and prioritise 
delivery of service. 
Secondly, as the present study has shown that 12-item SERVPERF scale is a 
suitable instrument for assessing bank service quality in the case of banks 
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operating in rural areas; bank managers can use this instrument to undertake 
continuous evaluation of their service quality. 
Thirdly, it is expected that the suggested refined and validated service quality 
scale shall facilitate scholars in undertaking research with greater confidence. 
Fourthly, responsiveness, reliability and empathy emerged as critical factors 
predicting customer satisfaction and loyalty. Thus, after the banks have 
worked on improving on these dimensions, batik advertisements and other 
visual materials should highlight such improvements in order to inform and 
enhance overall satisfaction of rural customers so that they remain loyal to 
their service provider. 
Fifthly, as over 37% rural bank customers felt that bank employees lack 
professionalism, frontline employees should be better trained to give prompt 
service, show care and interest in helping customers, and respond 
appropriately to their requests. 
Sixthly, as over 60% customers have complained about waiting time and queue 
mis-management, banks need to re-channelize their cash deposit and 
withdrawal delivery system so that customers do not have to wait for long. 
Seventhly, as over 4S% rural bank customers felt that bank employees are not 
prompt in providing up-to-date statement, bank should chalk out a proper 
plan to redress this grievance speedily on a permanent basis. 
Eighthly, as customer complaint behaviour was observed to be having a negative 
and direct relationship with overall customer satisfaction and loyalty, hanks 
should appreciate and encourage customers to lodge complaints. This may 
help the bank in correcting the problem in time before things get out of 
control and also enhance overall customer loyalty. 
Last/v. of those customers who opted to complaint, majority (-69°G%) of them 
were found dissatisfied with the way their complaint was addressed. It is 
indeed an alarming situation for banks. Thus, banks need to revisit the issue 
and take appropriate steps to address the consumer concerns in order to 
prevent customers from leaving them. 
15S 
It can be safely surmised that above findings can he of invaluable help to 
academicians. marketing practitioners and bank managers alike in formulating 
appropriate marketing strategies to attract and retain existing customers. 
7.3.2 Managerial Implications Based on Interaction of Researcher with 
Respondents 
During data collection process, researcher made it a point to make a note of the 
critical comments and feedback provided by the respondents from both urban and 
rural sample. Insights gained by the researcher in this context may provide bank 
management a better understanding of expectations and demands of the customer. 
First, banks need to organise C'ustorners ;Deets' in order to enable the customers 
to air their grievances so that they can be resolved before they assume 
alarming proportions. 
Secondly, in-house training sessions must be conducted for staff to equip them to 
enhance their services skills as also their level of awareness regarding issues 
that are of concern. 
Thirdly, floor manager concept should be adopted whereby a staff member can 
receive important customers or reach out to customers in need. 
Fourthly, customer service sections at zonal level and head office levels of banks 
need to he established to look tutu customer grievances and possible 
solutions. 
Filth/v. manager should arrange a display board, preferably in vernacular 
language, so as to assist rural customers in approaching the right desk. 
SLCtIiy, the necessary pay-in-slip remittance ehalans may he printed in vernacular 
language to enable rural customers to till them in hassle free manner. 
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7.4 FUTURE RESEARCH DIRECTIONS 
The limitations of a study pave the way for future studies. Thus, future researcher 
may design their studies in a manner that addresses these limitations. Further, future 
research can certainly be of help in providing a better insight into grounded 
theoretical framework for overall service quality, customer complaint behaviour, 
customer satisfaction and loyalty: 
> Geographical extent of this study was limited to a particular state of India, 
similar studies in other cities and regions of India and world would add to 
both breadth and depth to our understanding of perceptions customer 
towards retail bank service quality as also the determinants of satisfaction 
and loyalty. 
r Researchers may consider using a more general and representative 
population of bank customers through probability sampling and 
investigate the factors that could further explain perceptions toward 
service quality, satisfaction, and behavioural intention. 
Researchers can attempt to diversify the sample across different regions, 
ethnic groups, income, and education which may provide more robust 
convergent reliability. 
.- Alternative and complementary research approaches like observational 
studies, interactive interviewing and focus group interviews can also be 
adopted to supplement findings from purely quantitative studies as the 
present one. 
- Subsequent empirical researches should look for other scales which may 
fit best in Indian scenario to map perceived service quality at banks. 
. Another interesting avenue for further research could be that future 
studies on mapping complaining behaviour should be undertaken right 
after the incidents. 
Future researchers may include more variables such as customer trusts. 
re-purchase intention, word of mouth, recommendations, service charges. 
advertisement etc. in the proposed model to get a complete picture. 
In order to paint a complete picture, future researchers can attempt to 
study the effect of customer complaint behaviour, satisfaction, gender. 
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occupation etc. as a mediator or as a moderating variable in the service 
quality model. 
In addition, similar study as the present one may be replicated in other 
regions and countries, specifically those with different cultural, social and 
economic environments so as to get a more elaborated conceptualisation 
of service quality model. 
7.5 SUMMARY 
This chapter presents theoretical and managerial implications of the study. The key 
findings from this research together s ith the service quality models are expected to 
provide valuable insights to academicians, marketing practitioners, consultants and 
bank management alike, in formulating appropriate marketing strategies to attract 
and retain existing customers. Further, taking a cue, future researchers may replicate 
the study in the context of other regions of the country. as also other countries and 
cultures. 
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MEASURING SERVICE QUALITY AT RURAL BRANCHES OF RETAIL BANKS: 
AN EMPIRICAL STUDY 
Mohd. Adil* 
Dr. Mohammed Naved Khan** 
Abstract 
The Indian consumer, irrespective of'urban-rural divide, has become attitudinally affluent and 
seeks to fulfil  his life stile aspirations. This is leading to a growing detnancl for competitive, sophisticated 
and quality retail banking services in urban as well as rural India. Quality has come to be I•ecogni_ed as 
a strategic too/ for attaining operational efflciencv and improved business pertbrnlance. Consumer goods 
companies arc' already tapping this potential and now it is fur o the hanks to slake the most of the opportunity 
to deliver qualitv solutions to this market. However; keeping in mind the inherent characteristics of 
which make thent different  from goods and create p/ohlc'ms with management of service quality in service 
firms, various scales for measuring service qua/ih have been suggested by 1Z'seuIz•hc'p•. In this context, 
SER VQUAL and SER VPERF constitute two major service qualiti' measurement scales. Hott'ever keeping 
in mind the demographic profile of subjects and observations of previous researchers especial/• in the 
Indian context, for present study SF.RVPERF scale was deployed. The present study strives to propose u 
,nodi/ied and validated version of 	quality scale i.e. 'Modified SCRVPERF'more relevant from the 
point of view of retail banks operating in rural India. The study has an applied bias as the findings can be 
of help to banks operating in rural areas in assessing their qualitt of service along with 1/lc re-structuring 
and prioritizing Sei-viCe quality dimensions and strategizivg promotional activities. 
Keywords: Service quality. Rural, Retail bank, SERVPL:RF, India 
Introduction 
Demographic shifts in terms of income levels and cultural shifts in term of life-style aspirations are 
changing the profile of Indian consumer not only in cities but also in rural hinterland and are expected to 
be the key drivers of economic growth (Ravichandran, 2003). The Indian consumer irrespective of urban-
rural divide now seeks to fulfill his litc styles aspirations at a younger age with an optimal combination of 
equity and debt to finance consumption and asset creation. This is leading to a growing demand for 
competitive, sophisticated retail banking services. The consumer represents a market for a xvide range of 
products and services- he needs a mortgage to finance agricultural land, fertilizers, loan for his tractors, 
personal two-wheeler; a long-term investment plan (fixed deposit) to finance his child's marriage; a life 
insurance policy- the possibilities are endless. And. this consumer does not 11  just in India's top ten 
cities. He is present across cities, towns and villages as improving communications increases awareness 
even in small towns and rural areas. Consumer goods companies are already tapping this potential- it is for 
the batiks to make the most of the opportunity to deliver solutions to this market. In fact the biggest 
opportunity for the Indian banking system today is the rural consumer. 
* Research Scholar, Dept of Business Administration, Faculty olManagement Studies & Research. Aligarh Muslim University, 
Aligarh, India 
**Senior Faculty. [)epartment of Business Administration, Faculty of Management Studies & Research. Aligarh Muslim 
University. Aligarh. India 
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Empirical studies focusing on service quality at rural retail banks are few and far between. The 
extant literature primarily delves into service quality attributes important for urban consumers. Thus there 
is a pressing need to bridge this gap by carrying out studies encompassing rural consumers. This is all the 
more required in case of emerging economy like India which has been witnessing a sustained growth in 
income of rural consumers. As such, this research strives to identify and prioritize dimensions of service 
quality relevant from the point of view of rural customers. 
Literature Review 
On a simplistic note, it can be said that services are activities or benefits that one party can oiler to 
another that are essentially intangible and do not result in ownership of anything. So services are deeds, 
processes and perlormances (Gronroos 1984, Zeitharnl 2000). 
Service quality is increasingly recognized as being of key strategic value by organizations in both 
the manufacturing and service sectors- Service quality is "the outcome of an evaluation process, where the 
customers compare their expectations with the service they have received" (Gronroos 1984). On the other 
hand Parasuraman e7 al. (1988) define quality of service as "the global overarching judgment or attitude 
relating to the overall excellence or superiority of the service". Banking is a high involvement industry and 
delivering quality services and products to the customer, is essential for success and survival in today's 
global and highly competitive banking environment (Wang at at, 2003). It is service quality that allows the 
company to differentiate itself from its competitors (Arasll eta). 2005, Baumann etal. 2006). Customers 
tend to measure a bank's service quality in terms of the personal support they receive, rather than the 
technical support. Other researchers have supported that service quality depends on individual perceptions 
(Schneider and White, 2004). Aldaigan et al. (2002) observed that service quality in the retail banking 
environment has been the focus of a number of studies but none of these studies has taken the Gronroos 
(1984) model of service quality as its organizing framework to develop a method of measuring customers' 
service quality perceptions. Furthermore, researchers suggest that user perception is the most important 
determinant of consumer's value perception. These value perceptions thus formulated tend to impact the 
future purchase intentions of consumers (Bolton & Drew; 1988, 1991). As service quality improves, the 
probability of customer satisfaction increases. Increased customer satisfaction leads to behavioral outcomes 
such as commitment, intent to stay (customer retention), creation of a mutually rewarding relationship 
(bond) between the service provider and the user, increased customer tolerance for service failures and 
positive word-of-mouth advertising about the organization_ "Service quality is at the root of customer 
sutislaction and is linked to such behavioural outcomes as word of mouth, complaint, recommending, and 
switching" (Yavas e7 at 2004). 
There has been much interest in the relationship between service quality and outcomes such as 
retention, loyalty, and profitability. In order to examine these relationships, researchers fist needed to 
measure service quality- As the services possess the element of intangibility it is very difficult to have a 
standardized and scientific tool for measurement (Parasuraman of al., 1991). However, Paroruranian et aL 
(1985, 1988) developed SERVQUAL, a 22-itern scale (Parasuraruan et aL, 1988) to measure service quality 
along five dimensions: reliability, responsiveness, assurance, empathy. and tangibles. The instrument has 
been revised and used extensively in a variety of service settings such as banking, credit card services, 
repair and maintenance and long distance telephone services in developed nations. 
loregrnl Review-A Journal of Management, ✓ol.4 No. 7-2. June - December-2011 	 26 
Measuring Service Quality at Rurai Branches of Retail Banks: An Empirical Study 
Angur et at (1999) and Cronin et al. (1994) examined the applicability of alternative 
measures of service quality in the emerging economies and observed that simply measuring 
performance provides a better measure of service quality than the difference score suggested by 
Parasuranam et al. (1988) and hence proposed a performance-based scale SERVPERF, a 22-items 
scale to measure service quality. Furthermore the most telling evidence to date which testifies 
the above claim is one of the original co-authors of SERVQUAL recently reported results that 
appear to support the conclusions of Cronin & Taylor (1994) over that of SPRVQUAL, Our 
results are incompatible with both the one-dimensional view of expectations and the gap Jannation 
for service quality. Instead, we find that service quality is directly influenced only by perceptions 
[ofperformancej". Hence, it can be concluded that to measure service quality in banking industry 
SERVPERF is a better scale (Jain and Gupta, 2004) and thus it was decided to use the same for 
the present study too. 
Review of extant literature reveals that very few empirical studies (Yavas et al., (997; Augur 
et al., 1999; Sureshchandar et al.. 2003) in the context of emerging economies have been published 
in reputed peer reviewed academic journals, in contrast to innumerable studies made by researchers 
in the context of western world (Aldaigan & Bottle, 2002; Arsti et al., 2005; Baumann er al., 2006; 
Campbell, & Roberts, 2006; Glaveli at at 2006, Kumar er al.,2010; Lee & Hwan, 2005; Thuy, P.N. 
& Ilau, L.N, 2010; Yap'et al., 2010). It is interesting to note that very rarely the above referred 
studies have touched upon service quality perceptions of rural bank customers, irrespective of the 
context. 
The present paper attempts to fill the gap by providing an insight into service quality perceptions of 
bank patrons residing in rural areas. From a pragmatic viewpoint, then, the paper will serve as a useful 
information source for researchers interested in modelling patterns of service quality in the context of rural 
bank customers. 
Research Methodology 
Obj ectives 	 - 
The objectives of the present study are listed below: 
To explore the psychometric properties of Original SERVPERF' scale in the context of customers 
of rural retail bank brandies. 
To explore the psychometric properties of `Refined SERVPERF' scale in the context of customers 
of rural retail bank branches. 
To explore the service quality dimensions using Original SERVPERF' scale in the context of 
customers of rural retail bank branches. 
➢ To explore the service quality dimensions using 'Refined SERVPERF' scale in the context of 
customers of rural retail bank branclies. 
➢ Fe prioritize relevant service quality dimensions from the point of view of customers of rural retail 
bank branches 
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Hypotheses 
Based on the extant literature, the following research hypotheses were considered for the study: 
H,: Significant differences do not exist in psychometric properties of 'Original SERVPERE' and 'Refined 
SERVPERF scale'. 
Hi Significant differences do not exist between the leading bank (SBI) and other banks on the service 
quality dimension- tangibility. 
H,: Significant differences do not exist between the leading bank (SBI) and other banks on the service 
quality dimension- reliability. 
Ha Significant differences do not exist between the leading bank (SBI) and other banks on the service 
quality dimension- assurance. 
H5: Significant differences do not exist between the leading bank (SBI) and other banks on the service 
quality dimension- responsiveness. 
H6: Significant differences do not exist between the leading bank (SBI) and other banks on the service 
quality dimension- empathy. 
H,: Significant differences do not exist in the importance of various service quality dimensions- tangibility, 
reliability, assurance, responsiveness and empathy for customer of rural retail bank branches. 
The Research Instrument 
The SERVPERF measuring instrument developed by Cronin et aL (1994) was adapted and used for 
the present study. A number of empirical studies covering service industries other than bankutg (Bolton 
and Drew 1991a,b; Churchill and Surprenant 1982; Mazis, Ah-tola, and Klippel 1975; Woodruff Cadotte, 
and Jan-kips 1983, Angur et al., 1999; Agarwal et at, 2004; Seth et al., 2005; Kumar el uL, 2010) too have 
been conducted using SERVPERF Model. They generally pertain to car retailing, travel and tourism, 
hospitality, banks, and medical services. SERVPERF was, therefore, considered to be an appropriate 
instrument for studying service quality in the context of patrons of rural banks for the present study. 
The research instrument consisted of structured questionnaire and the respondents were required to indicate 
their level of involvement with the help of a seven-point rating scale where l= Strongly Disagree and 7—
Strongly Agree. Seven-point Liken scale was employed so that the findings could be compared with those 
ofprevious studies which have primarilyrelied on the use of such measurement tool. The research instrument 
consisted of two categories of questions. Thefirst set of questions was related to demographics while the 
second set dealt with various items of standard SERVPERF scale used also by previous researchers (Gan 
et al., 2006; Vatmiarajan etal., 2008; ) for measuring service quality_ 
Initially, the research instrument was developed in English and given independently to three subject 
experts from the subject area to obtain feedback regarding the content, layout, wording and case of 
understanding the measurement items. They were also asked to offer suggestions for improving and 
simplifying the language to enhance clarity, readability and content adequacy. In general, the comments 
were positive with some suggestions which were taken into account while revising the questionnaire to 
ensure content validity. 
The English version of the research instrument was later translated into Hindi which is commonly 
spoken in villages of Western Uttar Pradesh (where Aligarh district is situated). As an additional precaution, 
the Hindi version was first pre-tested on a representative sample of 10 customers of rural banks; and 
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finther tested for originality by "back-translation" method (McGarry, 2000; Aulakh & Kotabe, 1993; Green 
& White, 1976), whereby the English original is translated into the foreign language (Hindi) and then back 
translated into English to check tar questionnaire dissimilarities. No difficulties were detected with the 
understanding of the semantic meaning of each item or with the use of the seven-point scale. This was 
deemed necessary since the concern was not so much with a literal translation but with generating meaning 
which was as similar as possible to the original English version. It should be noted that translators were 
fluent in both written and spoken English & Ilindi. 
Pilot Testing of the Research Instrument 
During pilot administration of the questionnaire it was observed that some of the respondents were 
randomly indicating their responses on the traditional `grid' that is generally placed alongside the items of 
the scale- Thus to increase the reliability of the responses it was decided to request the respondents to 
indicate their level of agreement by writing the appropriate scale value (tor literate respondents) in the 
research i strument or the same was entered by the researchers (for semi and illiterate respondents). 
The Sampling Plan 
The 'population' of interest for the present study comprised all the villagers of India i.e. 
700,000,000 individuals residing in 6,27,000 villages. the entire country consists of 29 states in 
which about 1,073,000,000 individuals reside and it exhibits great diversity in terms of language, 
culture and climate (Census of India, 2001). As it was not feasible to cover all these states due to huge 
geographic spread, inaccessible terrain, diversity of spoken languages, cultural differences, as well as 
time and monetary constraints, it was decided to focus on the northern state of Uttar Pradesh (UP) 
which is the most populous state in the entire country, with a population of 166,197,921 individuals. 
According to last Census of India carried out in 2001, the total rural population of UP stands at 
131,658,339 individuals. 
The state of UP exhibits a rich diversity in terms of composition of its rural population vis-a -vis 
income, education, age, gender and occupation Further, its inhabitants speak a language (Hindi) which 
was not alien to the researchers and also the cultural nuances which otherwise would have seriously hindered 
research. Interestingly, the literature review also revealed paucity of research focusing on rural India in 
general. 
The state is divided into 70 districts and 300 sub-districts or h locks, which are basically administrative 
divisions consisting of 97,942 villages. It was decided to select Aligarh district consisting of 12 blocks 
comprising 334,714 rural households and a total rural population of 2,127,592 individuals (Census of 
India, 2001). Due care was taken while administering the questioiumire in order to prevent bias from the 
point ofview of any particular demographic group as also a particular bank. The respondents were approached 
at different locations with the objective of having a representative sample as also minimize bias owing to 
proximity to the urban centre (Aligarh). 
For survey research, probability sampling is preferred over non-probability sampling (Saunders et 
al. 2000). However according to Trochim (2006) there maybe circumstances, as in the present case, where 
it is not feasible. practical or theoretically sensible to undertake probability sampling specially in situations 
where a reliable sample frame is non-existent. Here too, the lack of a reliable sampling frame necessitated 
the adoption of a non-probability based purposive sampling procedure. 
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Data Collection 
For three months of 2011 (May-July), the authors of this study collected the required information 
on a one-to-one basis from "willing respondents". A `willing respondent" in this research was defined as a 
bank customer who owns an account, maintains and operates himself, and the bank branch is located in 
rural areas around Aligarh. 
The Hindi version of the questionnaire was personally administered on roughly 200 respondents 
having their bank accounts in designated rural bank branches located around Aligarh city residing in rural 
areas adjoining Aligarh city. The researchers made it a point to personally fill up the questionnaire in case 
of the illiterate respondents after explaining to them the contents of the questionnaire. 
Table 1: Profile of Respondents 
Variable Frequency 
Gender 
Male 70 53.8 
Female 60 46.2 
Total 130 100 
Age 
14-19 14 10.8 
20-25 57 43.8 
26-30 28 21.5 
31-40 23 17.7 
41-60 8 6.2 
Total 130 100 
Marital Status 
Single 73 56.22  
Married 57 43.8 
Total 130 100 
Occupation 
Students 47 36.2 
Business 13 10.0 
Farming" 21 16.2 
Professional 12 09.2 
Service 37 28.4 
Total 130 100 
In all, 170 completed questionnaires were returned: of these 130 responses were found suitable for 
further analysis gig mg a satislactory response rate of 65 per cent. The rest of the questionnaires had to be 
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discarded as they were incomplete in various respects such as missing information pertaining to critical 
questions etc. 
Scale Refinement and Validation 
A crucial aspect in the evolution of a fundamental body of knowledge in any management theory is 
thedevelopment of genuine measures to obtain valid and reliable estimates. Unless reliability and validity 
are established, it is difficult to know whether the scales actually measure what they are, suppose to measure. 
In present research, data was collected through a field survey. Then the instrument was subjected to tests of 
reliability and validity, thereby ensuring operationalization and standardization. 
Reliability 
Though the SERVPERF Scale is a standard measure, keeping in mind the respondents, it was 
decided to further check for reliability of the measurement instrument. Reliability is operationalized as 
internal consistency, which is degree of inter correlations among the items that constitute the scale (Nunnally, 
1978). Among other measures, internal consistency can be estimated using reliability coefficient Cronbach's 
alpha (Cronhach, 195 I). Internal consistency refers to the ability of a scale item to correlate with other 
items in the scale that are intended to measure the same construct. Items measuring the same construct are 
expected to he positively correlated with each other. If the reliability is not acceptably high, the scale can be 
revised by altering or deleting items that have scores lower than a pre-detennined cut-off point. If a scale 
used to measure a construct has an alpha value greater than 0.70, the scale is considered reliable in measuring 
the construct (Hair et al., 1998; Nunnally, 1978; Leedy, 1997). According to Schuessler (1971), a scale is 
considered to have good reliability if it has an alpha value greater than 0.60. 
Table 2: Reliability of Original and Modified SERVPERF Scale 
S. Q. Dimensions Original SER VPERF Modified SER VPERF 
Cron bi •h 
Alpha 
o. of , 
Ik'ms 
C~ onbach 
Alph« 
No. vt 
items 
Tangibles 0.516 4 0.594 3 
Reliability 0.507 5 0.625 3 
Assurance 0.539 4 0.571 3 
Responsiveness 0.523 4 0.579 3 
Empathy 0.486 5 0.593 2 
Total 22 14 
Hair et «l. (1998) suggest that reliability estimates between 0.6 and 0.7 represent the lower limit of 
acceptability iizr reliability estimates. The decision was made to use an alpha value greater than 0.7 for the 
reliability estimates for the whole as well as refined scales for each of the dimensions i.e. RAFER. 
Validity 
The validity of a measurement instrument refers to how well it captures what it is designed to 
measure (Rosental & Rosnow, 1984). Validity is important in descriptive studies: tithe validity of the main 
variables is poor, you may need thousands rather than hundreds ofsubjects. 
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Table 3: Results of Exploratory Factor Analysis 
Original SERVPERF 
K!1() .11I. 1 actors 
L; meigeel 
T.a:VGIBILITY 0.599 1 
Up-to-date 
equipment 
0.361 
Neat Employees 0.332 
Physical Facilities 0.378 
Visual Service 
1 ate rial 
0.557 
RELIABILITY 0.588 2 
Provides services at 
promised time 
0.476 
Bank provides 
services as promised 
0.600 
Error tree records 0.405 
Service right at 
the first time 
0.575 
Solving customer's 
problem 
0.405 
ASSURANCE 0.588 
Trustworthy 0.395 
Safe in Transaction 0.614 
Courteous 0.253 
Knowledgeable 0.373 
RESPO.\;SII E.VESS 0.583 1 
Prompt service 0.573 
Customer request 0.285 
Tells in acl~ance 0.358 
Willing to hell) 0.363 
EMP.-I TII F 0.442 3 
lWcliViduaI attention  
Specific needs 0.405 
Personal assistance 0.734 
Operating hours 0.670 
Best interest 0.783 
Modified SERVPEF 
Items 
1('tUilTe(1 
Ka1O AVL' Factors 
La1('ige'd 
0.603 1 
0.506 
0.532 
0.516 
0.611 1 
0.504 
0.611 
0.584 
0.589 1 
0.521 
0.634 
0.506 
0.587 1 
0.527 
0.571 
0.620 
0.500 1 
0.591 
VO 0.591 
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The validity of a scale may be defined as the extent to which differences in observed scale scores 
reflect true differences among objects on the characteristic being measured rather than systematic or random 
error. In this research, as already explained, the content validity of the measurement instrument was assessed 
by asking three subject experts from the subject area to examine it and provide feedback so as to, in a way, 
localise the language of the research instrument. As already discussed, after they had reviewed the 
questionnaire, changes were made in line with the suggestions. 
Results of Exploratory Factor Analysis and Discussion 
Descriptive statistical techniques were used to assess bank customers' perceptions. I'rc-analysis 
testing for the suitability of the entire sample for factor analysis was computed as recommended by Comrey 
(1978). The Kaiser-Meyer — Olkin measure of sampling adequacy was 0.865 and the Bartlet tests of sphericity 
was significant at p, 0.001. The results of these tests indicate that the sample was suitable for factor analytic 
procedures. On the basis of Catch's (1966) study criterion, factors with eigen values greater than 1.0 and 
factor loadings that are equal to or greater than 0.50 were retained. A factor analysis was conducted on 
perception scales using varimax rotation. In all 14 items loaded cleanly onto five dimensions of service 
quality. 
Table 4: Psychometric Properties of Original and Modified Scales 
Variable Original SERVPERF Modified SERVPERF 
Mean S.D. Mean S.D. 
O crull 4.50 0.81 4.63 0.85 
T.4 NGIBILI TY 4.66 1.24 4.69 1.13 
RELIABILITY 4.58 1.40 4.74 1.23 
ASSURANCE 4.52 1.20 4.58 1.05 
RE'SPONS1 VE'NESS 4.56 1.15 4.60 0.97 
EMP4 THY 4.28 0.89 4.35 1.08 
Psychometric properties of the scale depicted in the above table clearly show that diflerences do 
exist in the original and refined SERVPERI: scale across all the five dimension of service quality. Further, 
it is to he noted that the reliability values for refined SFRVPERF scale are better. 
Data Analysis and Results of Hypotheses Testing 
This study set out to understand and identity the dimensions of custonier-perceived service quality 
in the context of  developing economy. the Indian rural retail banks. The current study reinforces the facts 
that service quality is a complex and multidimensional construct. The analysis of the 14 items comprising 
the various aspects of.service quality in this study suggests that customers distinguish five dimensions of 
service quality in the case of the rural retail banking industry in India. These five dimensions of customer-
perceived service quality arc: tangibles, reliability, assurance, responsiveness and empathy. All the five 
dimensions have their own unique service quality characteristics inherent in the Indian retail banking 
environment. 
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Factor analysis revealed that the responsiveness, assurance, reliability, empathy and tangibles' 
dimensions were explanatory variables in predicting rural customer perception for bank. The identified 
variables/ sub- dimensions in the modified SERVPERI- are up-to-date equipments, physical facilities, 
communication material, providing services at promised time, keeping records correctly, being sincere to 
solve problem,. employees are trustworthy, tccling safe in bank transaction, knowledgeable employees, 
prompt services to customers, employee oblige the requests of customers, personal assistance and employees 
has customer's best interest at heart. Tangibles and responsiveness in addition to reliability were also 
found to be significant predictors of customer satisfaction in a study conducted by Yavas el al. (1997) on 
bank customers in a developing country like India. 
To determine whether or not any possible differences exist for customer of rural retail hank branches in the 
importance of various service quality dimensions- tangibility, reliability, assurance, responsiveness and 
empathy, two sets of analyses were performed. In the first step, Levene's test for Equality of Variances was 
performed. It was found that except in reliability, no other dimension of service quality has sig 2 tailed t-test 
value less than 0.05. Hence it indicates that the data are close to normal distributed curve. 
Table 5: "[-test Results 
Independent Levene's Test for t-test for Equality of Means 
Samples Test Equality of Variances 
N Sig. "T df Sig. (2-tailed) 
Equal variances 1.304 .256 .909 128 .365 
iM 	Tan 
assumed 
Equal variances .909 127.990 .365 
not assumed 
Equal variances 1.794 .183 2.098 128 .038 
assumed 
M Rel _ 
Equal variances  2 09 5 125.7 6 .038 
not assumed 
i_qual variances .265 .607 .815 129 .417 
\l_Assu assumed 
Equal variances .815 127.983 .416 
not assumed 
Equal variances .016 .899 .483 129 .630 
MRes 
assumed 
Equal variances AS 127.915 .630 
not assumed 
Key: ..'ii Tan. aIoei/uc'il tntgibles, Al Rel: f1oqifuca Jzeliuhilit ..11_,1sst1: ,ludi/ic'cl ussuialue, .tl_Res: 
.LluJ;/i('c responsiveness, 1l1_lain.:.tloclif u'cl empathi• 
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In the second step, Group statistics was performed. The table reveals that rural customer pays more 
importance to reliability dimension than the rest. 
Table 6: Group Statistics 
Bank Comp N Mean Std. Deviation 
M Tan SBI 64 4.6979 1.22696 
Others 66 4.5000 1.25439 
Ni Rel SBI 64 4.8125 1.15451 
Others 66 4.4091 ' 1.03576 
1\1 Assu SBI 64 4.6875 1.19357 
Others 66 4.5152 1.21695 
M Res SBI 64 4.5625 1.15298 
Others 66 4.4646 1.15895 
n1_Emp SBI 64 4.0859 1.08947 
Others 66 4.3182 1.0764 
Key: :4f Tan. Modified tangibles, Xf Rel: Modified mliabilih; M_Assu: A=fodigied assurance, 
M_Rcc: Mod/fled responsiveness, M Emp. Mocli/iccl empathy 
To determine whether or not any possible differences exist between SBI and other banks on th( 
service quality dimensions- tangibility, reliability, assurance, responsiveness and empathy. A close look it 
the above table reveals that barring reliability no other service quality dimensions had a significant ditferencL 
between SB1 and other banks. SRI performs better in Reliability dimension (Mean— 4.81) than its' other 
counterparts (4.40). It is easy to see how other banks with a seller's market mentality would be weak in 
these areas. Their organizational culture is just not attuned to looking at things from the rural customer's 
perspective. Furthermore, emerging from a seller's market era, they are not structured to deliver excellent 
service at promised time, individualized service quality, error free records. This situation may be depressing 
at first glance, but in reality offers excellent prospects for those banks willing to change and wish to he at 
par with SRI in their service othcrings. 
Table 7: Order of Importance of Service Quality Dimensions 
Dimensions Glean Rank 
Reliability 4.74 1 
Tangibles 4.69 2 
Responsiv eness 4.60 3 
Assurance 4.58 4 
Empathy 4.35 5 
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The study also suggests that customers could distinguish, Jive dimensions of service quality and 
attached varying importance to them. Reliability and tangibles emerged as the two most important service 
quality dimensions in the context of the Indian rural retail banking sector comprising of items such as 
competent service, error free records, employees taking interest in solving customer problems followed by 
appealing interior facilities, attractive visual service materials and the ability of the firm and its employees 
to inspire trust and confidence. 
Table 8: Summary Results of Hypotheses Testing 
11r7)otheses Interpretation Status 
II I Differences were found Rejected 
1I, No difference Not Rejected 
1i. Significant difference found Rejected 
114 No difference Not Rejected 
I1_ No ditlerence Not Rejected 
i1, No difference Not Rejected 
11, Rural customers give importance to Reliability Rejected 
Managerial Implications 
The findings of this study can be of immense help to marketing practitioners in understanding of 
the service quality dimensions associated with customer satisfaction. Some of the major managerial 
implications based on the findings are listed below: 
Banks operating in rural areas need to re-structuring and prioritizing service quality dimensions in 
the following order reliability-'tangibles -'responsiveness -'assurance -'empathy ranging from most 
important to least important. 
a 
	
	"First impressions count!" keeping the importance of this in mind, banks in the rural, need to go for 
a make over % is -, ~ Is atmospherics of their banks so that they portray a more contemporary up-market 
image similar to their urban counterparts. 
.- 	Promotional strategies need to he naked highlighting relevant aspects of service quality dimensions 
of importance to rural customers. 
1 	Since it is more expensi\e to find and attract a new Customer than it is to retain an existing one 
(Schlesinger and Heskett, 1991), banks in rural areas need to redefine their image to one that emphasizes 
reliable service quality by Introducing standards for service excellence. 
Limitations 
Though, a number of precautions have been taken to increase the reliability of the present study, yet 
the study sutlers from certain limitations which may he given due consideration: 
Limitations of time, funds and willingness of the respondents dictated that the sample could not he 
larger than the present one. Although this tact limits the generalizab1lity of results, the researchers 
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believe that it represents a necessary and economical first step in identifying relevant service quality 
dimension that can later be tested in larger, more representative samples in the Indian rural context. 
Purposive sampling procedure was employed to collect data from customers of rural banks and this 
may restrict the generalizability of findings. 
The limited sample and geographic extent of the study necessitates that findings be viewed with 
caution. 
r 
	
	The study does not examine the effect of a number of other variables such as price (service charges), 
customer satisfaction, customer trust, relationship strength and demographic characteristics which 
might have a role to play in differing perceptions of service quality. 
Analysis of customer' switching behaviour, which otherwise might provide valuable insights, too 
has not been covered under the study. 
r 	Since the results pertain to respondents from a particular geographic region, there exists a strong 
need for additional work. 
India being a multilingual and multi-regional country. the sample drawn may not be representative 
of the entire Indian population and therefore, generalisation has to be done with caution. 
There is a possibility of respondent's bias as respondents might have given feedback desirable from 
the researcher's point of view. 
A- 	There is a possibility of respondent's bias from another angle. They may have given replies that 
were desirable from their point of view. 
Future Research Directions 
Based upon the insights gained and limitations of the present study, the following directions for 
future researchers are being suggested: 
As the geographical extent of this study was limited to the villages around Aligarh city, similar 
studies in other regions of the country would add both breadth and depth to our understanding of 
perceptions of rural customer towards banks service quality (Halan, 2004). 
Considering the fact that the rural respondents are sometimes semi-literate and illiterate, the researchers 
need to reorient their enquiry approaches to get a more insightful outcome for e.g.innovative research 
tools like pictorial scales can he deployed (Krishnamurthy, 2000, Krishnamacharyulu & 
Ramakrishnan. 2002). 
Alternative and complementary research approaches like observational studies, interactive interviewing 
and focus group interviews can also he adopted to supplement findings from purely quantitative 
studies as the present one. 
Given the heterogeneous ethnicity ti)u nd within rural India, as well as different levels of economic 
development, additional replicative and extension efforts will be necessary to "paint" it more complete 
picture of service quality dimension relevant from the point view of rural hank customers. 
Future researcher need to study association between customer satisfaction and other variables such 
as price (service charges), customer trust, relationship strength and demographic characteristics. 
To conclude, exploratory researches as the present one are necessary to provide the impetus for 
future studies that can provide additional information about the subject matter of study. 
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To, 
The Visa Officer 
The British High Commission, 
New Delhi, India. 
Dear Sir/Madam, 
With Reference to: UK Border Agency, NEW DELHI\3392541 
DATED: 23/04/2013, REFUSAL OF ENTRY CLEARANCE (Encls: 
1) to my application for visit to UK for 16 days from 
28/05/2013,1 have to submit the following:- 
1. 1 wish to emphasize that I am not seeking immigration to 
UK, but to visit it for sightseeing purposes only. 
2. 1 am on sabbatical at Aligarh Muslim University (A.M.U.) 
(for doing M.'l'ech.) from my permanent job as System 
Engineer at Tata Consultancy Services (TCS) (Encls: 2) and 
will join back my permanent job at TCS after completing 
M.Tech expected by July 2013. 
3. 1 am enclosing my personal bank account statement and 
FDR receipt (Encls: 3 (i) and (ii)]. Also an affidavit that my 
father owns a house(Bungalow), a car, a scooter and is a 
permanent employee of Aligarh Muslim University 
(Central Government University)as Senior Professor of 
Computer Engineering Department at Z.H. College of 
Engineering & Technology (Encls: 4 (i), (ii)). This should 
satisfy the personal & economic circumstances of my 
father and me. 
4. 1 had submitted a confirmed returned air journey tickets 
(Delhi-London-Delhi) for which I have already paid. 
5. Money in pocket is needed for sightseeing and no fixed 
itinerary is needed. Anyway my interest in seeing 
Museums, Gardens, Parks, Heritage sites etc. and I have 
booked for short stays there (Encls:.) 
Given to the above facts I neither have the intention nor the need 
nor desire to stay back in UK for any purpose, especially given 
my permanent job in a reputed Multinational Company, 
property and family in India. 
I had planned only to visit UK for sightseeing some interesting 
places and being denied even that is definitely your prerogative 
but I am disappointed and surprised at the reasons given. 
