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Resum
Segons el Population Reference Bureau el 51 % de la poblacio´ humana
al 2012 vivia en zones urbanes (PRB, 2012). A l’estat espanyol aqueix
percentatge pren forc¸a, un 77% viu en nuclis urbans. L’illa de calor
urbana (ICU) e´s un dels exemples de la modificacio´ del clima local
que implica el proce´s d’urbanitzacio´. I es defineix com la difere`ncia de
temperatura entre la zona urbana i la zona rural que l’envolta. Quan
una ciutat s’expandeix, les superf´ıcies naturals es reemplacen per
superf´ıcies artificials, amb propietats te`rmiques i estructurals distintes.
Aleshores, el comportament radiatiu de l’a`rea canvia. L’evaporacio´ es
redueix i l’escalfament de l’aire en la capa me´s baixa de l’atmosfera ve
regulat ara per una superf´ıcie amb major capacitat calor´ıfica i major
admita`ncia te`rmica. Aix´ı, l’energia calor´ıfica retinguda durant el dia
e´s major i va alliberant-se a poc a poc durant la nit. L’estructura
tridimensional dels nuclis urbans tambe´ juga un paper important en el
balanc¸ energe`tic de la ciutat. La unitat ba`sica de l’estructura urbana
e´s el cano´ urba`, format per les parets dels edificis i el carrer. Aquesta
disposicio´ afavoreix les mu´ltiples reflexions de la radiacio´ abans de
ser alliberada a les capes me´s altes de l’atmosfera, afavorint doncs,
l’escalfament de l’aire en la capa dosser (capa de l’atmosfera compresa
entre el so`l i l’alc¸ada mitjana dels edificis). No obstant aixo`, durant
el dia la prese`ncia dels edificis i de les ombres que ells projecten,
fan que moltes vegades la temperatura de l’aire enregistrada en la
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ciutat siga menor que la registrada en una estacio´ rural, exposada
directament a la radiacio´ solar.
La formacio´ de l’ICU te´ efectes sobre el consum energe`tic, si be´ en
climes freds l’escalfament de l’a`rea urbana pot provocar un descens de
l’u´s de la calefaccio´, en climes ca`lids el sobreescalfament que implica
l’ICU dispara el consum energe`tic a causa de la refrigeracio´ utilitzada
per a assolir un confort te`rmic dins dels habitatges. L’ICU tambe´
repercuteix sobre la contaminacio´, ja que els ambients ca`lids propicien
l’augment d’elements fotoqu´ımics nocius. No obstant aixo`, els efectes
me´s cridaners de l’ICU so´n aquells que repercuteixen directament
a la salut humana. Des d’episodis d’insomni a causa de l’exposicio´
a altes temperatures nocturnes fins a problemes greus que poden
portar a la mort amb motiu de l’augment excessiu de la temperatura
(Curriero et al., 2002, Johnson et al., 2009, Simon et al., 2005).
L’efecte d’ICU pot definir-se a distints nivells atmosfe`rics, depe-
nent si la temperatura de l’aire es pren dins de la capa dosser urbana
o si es fa en la capa l´ımit (capa superior a la dosser). No obstant
aixo`, quan s’utilitza la teledeteccio´ te`rmica per a quantificar i seguir
l’evolucio´ del fenomen, l’ICU es defineix a nivell de superf´ıcie (ICU de
superf´ıcie, ICUS) i es mesura com la difere`ncia entre la temperatura
de la superf´ıcie del terra (TST) de la zona urbana i la TST de la
zona no urbana.
Els objectius d’aquest treball so´n quantificar l’efecte d’ICUS de la
ciutat de Madrid a partir de les dades adquirides durant la campanya
DESIREX, que va tindre lloc a Madrid els mesos de juny i juliol de
2008; comprovar l’efica`cia de l’algoritme Temperature and Emissivity
Separation (TES) (Gillespie et al., 1998) sobre una zona urbana; i
determinar les caracter´ıstiques de resolucio´ espacial i hora de pas
ido`nies que deuria de posseir un sensor destinat a l’estudi de l’efecte
ICUS. La importa`ncia del treball recau no sols en la combinacio´
de distintes dades (atmosfe`riques i superficials a diferent resolucio´
espacial) per a calcular l’ICU, sino´ en l’ana`lisi de l’adequacio´ de la
teledeteccio´ te`rmica per a observar un medi urba` i la proposta de
les condicions que s’haurien de complir per obtindre una observacio´
satisfacto`ria del fenomen ICUS.
En el cap´ıtol 1 fem una descripcio´ de la campanya DESIREX
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2008 a la ciutat de Madrid. Es presenten totes les dades recollides
durant el per´ıode experimental i que ara s’utilitzen en aquest estudi.
Un total de 30 imatges d’alta resolucio´ van ser recollides pel sensor
AHS (Airborne Hyperspectral Scanner), cobrint la ciutat en dues
passades, una de sud a nord i l’altra de nord-oest a sud-est. En el
present treball tambe´ utilitzarem les imatges provinents del sensor
ASTER, de resolucio´ espacial mitjana, i del sensor MODIS, de baixa
resolucio´ espacial. Pel que fa a les mesures in situ, es van desenvolupar
activitats de calibratge i validacio´ aix´ı com de caracteritzacio´ espectral
de materials urbans. Coincidint amb els vols a me´s es disposa d’un
perfil atmosfe`ric d’aerosols i vapor d’aigua per tal de poder corregir
les imatges dels efectes atmosfe`rics. La temperatura de l’aire va
ser caracteritzada a dos nivells, a la capa l´ımit amb punts fixos de
mesura disposats en diferents sostres al llarg de la ciutat i dins de
la capa dosser amb recorreguts mo`bils, quatre cotxes es van equipar
amb l’instrumental necessari per a mesurar temperatura i humitat
de l’aire i temperatura radiome`trica.
En el cap´ıtol 2 s’exposa la metodologia seguida per a efectuar la
correccio´ atmosfe`rica de les imatges de teledeteccio´ en el rang te`rmic.
El proce´s de correccio´ atmosfe`rica ens permet passar de valors de
radia`ncia a nivell de sensor a radia`ncia a nivell del so`l. A continuacio´
s’elegeixen, entre els algoritmes que trobem a la bibliografia, tres
metodologies per a obtindre l’emissivitat de la superf´ıcie del terra
(EST): El Normalized Difference Vegetation Index me`tode de llindars
(NDVIML) (Sobrino et al., 2008a), l’algoritme TES (Gillespie et al.,
1998) i l’algoritme Temperature Independent Spectral Indices (TISI)
(Becker and Li, 1990). A pesar de que so´n tres metodologies bastant
utilitzades, la seua resposta sobre a`rees urbanes esta` poc estudiada.
Els tres me`todes analitzats es diferencien en la manera de resoldre
l’acoblament entre la TST i l’EST. Per fer-ho, el me`tode NDVIML
utilitza informacio´ auxiliar, procedent d’un ı´ndex de vegetacio´. En
segon lloc, el TES utilitza el contrast espectral en la regio´ del te`rmic
infraroig (TIR), i es basa en la relacio´ entre el rang d’emissivitats
observades i el seu mı´nim valor. Finalment, el TISI utilitza la
reflecta`ncia en la regio´ de l’infraroig mitja` per resoldre l’acoblament
entre TST i EST. La comparacio´ dels productes d’EST obtinguts
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i els valors d’EST mesurats in situ ens donen un error quadra`tic
mitja` (RMSE de les seues sigles en angle´s) de 0.06 per a l’NDVIML,
de 0.04 per al TES i de 0.03 per al TISI. El funcionament menys
acurat del primer me`tode era d’esperar, ja que s’esta` utilitzant un
ı´ndex de vegetacio´ per determinar les propietats d’una zona urbana.
Quan utilitzem els tres producte d’EST per obtindre la TST a partir
d’un algoritme Split Window (SW) (Sobrino et al., 2006) i validem el
producte tambe´ amb valors in situ sobre materials artificials, obtenim
un RMSE de 2.9 K en el cas del NDVIML, i de 2 K en el cas del TES
i del TISI. Finalment escollim l’algoritme TES per desenvolupar tot
el nostre treball, ja que ha demostrat tindre un comportament millor
que l’NDVIML i semblant al TISI, sols que la informacio´ temporal
requerida per a aquest darrer (una imatge de dia i una de nit), no
ens cal per al TES. A me´s, els productes de sortida del TES so´n tant
l’EST com la TST.
En el cap´ıtol 3 presentem els productes de TST obtinguts d’aplicar
el TES a les imatges d’alta resolucio´ espacial de l’AHS. El sensor ha
estat calibrat amb un RMSE de 1.0 K i la TST validada amb un
RMSE de 1.4 K. Amb aquests productes i diferenciant la zona rural
de la urbana en cada imatge, es calcula el valor de l’ICUS, que es
presenta quasi nul o fins i tot negatiu al migdia i positiu a la nit i
matinada, abans de sortir el Sol. El valor de l’ICUS tambe´ s’obte´ de
les imatges ASTER i de les imatges MODIS, seleccionant d’aquestes
l’a`rea corresponent al vol de l’AHS. Finalment, l’ICU es determina
tambe´ per a les dues capes de l’atmosfera, obtenint valors similars
en ambdues, encara que lleugerament majors durant el dia a la capa
l´ımit i a la capa dosser durant la nit.
En el segu¨ent cap´ıtol, el cap´ıtol 4, es presenten els resultats fruit de
l’estada al centre ONERA a Tolosa (Franc¸a). En el cap´ıtol s’analitza
l’impacte que tenen sobre l’algoritme TES les possibles fonts d’error
que trobem en tota la cadena de processament de les nostres imatges
AHS. L’ana`lisi es fa mitjanc¸ant simulacions utilitzant el model de
simulacio´ radiativa TITAN (Fontanilles et al., 2008), que ens descriu
tots els termes radiatius que participen en observar una escena,
tant a nivell de superf´ıcie com a nivell de sensor. La primera font
d’error estudiada e´s l’algoritme TES mateix i la seva resposta front
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a materials artificials, aquells que normalment trobem a la ciutat.
L’ana`lisi ens mostra que l’algoritme te´ tende`ncia a sobreestimar
el valor d’EST. La segu¨ent font d’error estudiada e´s la correccio´
atmosfe`rica. Estudiem quin error s’introdueix al nostre producte de
TST i EST quan corregim els efectes de l’atmosfera sobreestimant o
subestimant la quantitat de vapor d’aigua. Observem que la influe`ncia
de la quantitat de vapor d’aigua sobre l’EST depe´n del tipus de
material observat i de la longitud d’ona, obtenint major incertesa per
a les longituds d’ona me´s baixes. Tambe´ s’obte´ que el valor d’EST
sera` tambe´ sensible a la TST real de la mostra observada. Per a una
sobreestimacio´ del vapor d’aigua, l’EST disminuira` a mesura que la
TST de la mostra augmenta i quan es subestima, l’EST augmentara` a
mesura que la TST tambe´ ho fac¸a. Finalment, amb totes les mostres
avaluades, una incertesa del 20% en el vapor d’aigua ens do´na un
RMSE del 0.5% en emissivitat i de 0.4 K en temperatura. Els darrers
errors que s’analitzen so´n els que es cometen en aplicar l’algoritme
TES considerant la superf´ıcie observada com si fo´ra bidimensional,
quan, en realitat, e´s tridimensional. Aix´ı, amb l’ajuda de TITAN
modelitzem allo` que ocorre en un cano´ urba`. Obtenim que el RMSE
come´s en la TST i l’EST depe´n de les dimensions del cano´ i de la
temperatura del murs dels edificis. En una situacio´ esta`ndard on la
temperatura dels murs a l’ombra e´s igual a la de l’aire i al sol e´s 10
K major que aquesta, s’han trobat errors menuts. L’error ma`xim
d’EST s’ha estimat del 0.5% i el de la TST de 0.2 K.
En l’u´ltim cap´ıtol, el cinque`, s’obtenen , a partir de la resolucio´
original de 4 m de les imatges AHS, productes de TST agregada,
fins a 1 km de resolucio´. D’una manera qualitativa i visual, l’efecte
d’ICUS s’observa fins i tot a aquesta resolucio´, no obstant aixo` es
detecta una pe`rdua d’informacio´ molt clara a mesura que la resolucio´
va disminuint. Aquest empobriment de la informacio´ ens impedeix,
a certes resolucions espacials, diferenciar el comportament te`rmic de
distintes zones de la ciutat. No obstant aixo`, l’heterogene¨ıtat dels
barris e´s important, ja que ens demostra que el confort te`rmic pot
variar considerablement dins d’una mateixa ciutat. Per determinar la
resolucio´ llindar a la qual es pot observar encara aquesta variabilitat,
introdu¨ım el concepte d’ICUS ma`xima, com la difere`ncia entre la
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TST ma`xima d’un barri i la TST rural. Els nostres ca`lculs ens
indiquen que trobem dificultats en apreciar les difere`ncies entre barris
a resolucions menors a 50 m. Despre´s s’analitza la correlacio´ entre
la temperatura de l’aire i la temperatura radiome`trica mesurades
en els pals fixos muntats durant la campanya. En establir una
correlacio´ linear entre ambdues, el coeficient de correlacio´ e´s ma`xim i
la difere`ncia entre ambdo´s mı´nima a la matinada, abans d’eixir el
Sol. Aqueixa sera` doncs l’hora ido`nia per a observar l’ICUS, ja que
el seu valor sera` aleshores me´s semblant al valor atmosfe`ric de l’ICU.
Tambe´ e´s aleshores quan la geometria d’observacio´ de l’escena urbana
influeix menys en la TST obtinguda.
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Summary
According to the Population Reference Bureau,in 2012, the 51% of
human population was living in urban areas(PRB, 2012). In Spain
that percentage gains in strength, 77 % was living in urban areas.
The urban heat island (UHI) is an example of the local weather
modification which involves the process of urbanization. It is defined
as the temperature difference between the urban zone and the rural
surroundings. When a city expands, the natural surfaces are replaced
for artificial ones, with different structural and thermal properties.
So the radiative behaviour of the area changes. The evaporation
is reduced and the heating of the air in the lowest layer of the
atmosphere is regulated by a surface with higher heat capacity and
greater thermal admittance. Thus, heat energy is retained throughout
the day and it is released slowly overnight. The three-dimensional
structure of city centres also play an important role in the energy
balance of the city. The basic unit of the urban structure is the
urban canyon, formed by the walls of the buildings and the street.
This arrangement assists the multiple reflections of radiation before
being released in the highest layers of the atmosphere, favouring
the warming of the air in the canopy layer (layer of the atmosphere
between the average height of the buildings and the land). However,
during the day, the presence of buildings shadows, often makes the
air temperature recorded in the city lower than the one recorded in
xi
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rural areas, directly exposed to sunlight.
The UHI phenomenon has effects on energy consumption. While
in cold climates it can cause a reduction in the use of heating, in
warm climates, the overheating of the UHI means the rise of the
energy consumption due to cooling systems used to achieve thermal
comfort inside the buildings. The UHI also concerns about pollution,
as warm temperatures increase photochemical harmful elements.
However, the most striking effects of the UHI are those that directly
affect human health, like episodes of insomnia by exposure to high
night temperatures or more serious problems that can lead to death
(Curriero et al., 2002, Johnson et al., 2009, Simon et al., 2005).
The UHI effect can be defined at different atmospheric levels,
depending on if the air temperature is taken within the urban canopy
layer or if it is in the boundary layer (layer above the canopy one).
However, when using thermal remote sensing, the phenomenon is
defined at surface level (surface UHI, SUHI) and it is measured as
the difference between the land surface temperature (LST) of the
urban and the LST of the non-urban area.
The objectives of this study are to quantify the effect of the SUHI
of Madrid from the data obtained during the DESIREX campaign,
which was held in Madrid in June and July 2008; to test the effi-
cacy of the algorithm Temperature and Emissivity Separation (TES)
(Gillespie et al., 1998) over a urban area; and to determine the char-
acteristics of spatial resolution and time overpass that should possess
a suitable sensor designed to study the ICUS effect.
In Chapter 1, we describe the DESIREX 2008 campaign. A total
of 30 high-resolution images were collected by the sensor AHS (Air-
borne Hyperspectral Scanner), covering the city in two passes, one
from the south to the north and the other one from the north-west to
the south-east. The space borne imagery used in this work comes from
the ASTER and the MODIS sensors. During the campaign in-situ
calibration and validation activities were also developed. Moreover,
atmospheric profiles of aerosols, temperature and water vapour con-
tent were launched synchronised with the flights acquisitions. Finally,
the air temperature was characterized at two levels. In the boundary
layer with fixed measuring points arranged in different roofs through-
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out the city, and within the canopy layer with mobile routes, four
cars were equipped with instruments to measure temperature and
humidity and radiometric temperature.
Chapter 2 explains the methodology used to perform the atmo-
spheric correction of remote sensing data in the thermal infrared
(TIR) range. The atmospheric correction process allows us to trans-
form radiances values at-sensor level to radiances at-ground level.
Then, three methos to obtain the emissivity of the surface (LSE) are
selected among the algorithms found in the literature: the Normalized
Difference Vegetation Index Thresholds Method (NDVITM ) (Sobrino
et al., 2008a), the TES algorithm (Gillespie et al., 1998) and the
Temperature Independent Spectral Indices (TISI) algorithm (Becker
and Li, 1990). They are three methods quite used but their response
on urban areas is poorly understood. The three algorithms differ
in the way that they solve the coupling between the LST and the
LSE. First, the NDVITM uses auxiliary information from a vegetation
index. Second, the TES uses the spectral contrast in the TIR region
and is based on the relationship between the range of emissivities
observed and its minimum value. And third, TISI uses the reflectance
in the mid-infrared region to solve the coupling problem. The com-
parison between the LSE products obtained and the LSE values
measured in-situ gives a root mean square error (RMSE) of 0.06
for the NDVITM , of 0.04 for the TES and of 0.03 for the TISI. The
lower accurate performance of the first method was expected, since it
uses a vegetation index to determine the properties of a urban area.
Lastly, we use the three LSE products to retrieve the LST from a
Split Window algorithm (Sobrino et al., 2006) and we validate the
LST product with in-situ values measured over artificial materials.
We obtain an RMSE of 2.9 K in the case of the NDVITM and 2K
for the TES and the TISI. From all the analysis, we choose the TES
algorithm to develop all aur work, as it has a better performance
than the NDVITM and similar to the TISI. Moreover, for the last
one, a daytime and a night time images are required, while they are
not for the TES. In addition, LSE and LST are retrieved at the same
time with the TES algorithm.
In Chapter 3 we present the LST maps retrieved with the TES
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from the AHS high spatial resolution images. The sensor has been
calibrated with an RMSE of 1.0 K and the LST validated with an
RMSE of 1.4 K. With these products and the distinction between
rural and urban areas in each image, we estimate the SUHI value,
which is near zero or even negative at noon and positive at night and
at early morning, before sunrise. The SUHI value is also obtained
from ASTER and MODIS images, selecting the area corresponding
to the AHS overpass. Finally, the UHI is determined in the two
atmosphere layers. Obtained values are similar in both, although
slightly higher during the day in the boundary layer and overnight
in the canopy layer.
In the next chapter, Chapter 4, we present the results of the
work developed within the collaboration of the ONERA laboratory in
Toulouse (France). We examine the impact of the errors made during
the remote sensing imagery processing on the TES algorithm. The
analysis is done through simulations using the simulation radiative
model TITAN (Fontanilles et al., 2008), which describes all the
radiative terms, at-surface level and at-sensor level, involved when
observing a rough scene. The first source of error studied is the
TES algorithm itself and its response over artificial materials, usually
those who are in the city. The analysis shows that the algorithm
has a tendency to overestimate the value of the LSE. The next
source of error is the atmospheric correction. We study the error
introduced in LSE and LST products when the water vapour content
is overestimated or underestimated. We notice that the influence
of the water vapour on the LSE retrieval depends on the type of
material and on the wavelength, obtaining greater uncertainty for
lower wavelengths. The retrieved LSE would be also sensitive to
the real LST of the observed material. Finally, with all the samples
evaluated, an uncertainty of 20 % for water vapour gives an RMSE
of 0.5 % in emissivity and 0.4 K in temperature. The last errors
analysed are the ones committed when applying the TES algorithm
considering the surface observed as a two-dimensional surface, when,
in fact, it is a three-dimensional one. We use TITAN to model what
happens in a urban canyon. We obtain that the RMSE obtained
for the LST and the LSE depends on the size of the canyon and
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the temperature of the walls. For a standard situation, when the
temperature of the walls in the shade is equal to the air temperature
and in the sunny area is 10 K higher than the AT, small errors were
found. The maximum error for the LSE was estimated to be of 0.5
% and the one for the LST of 0.2 K.
In the last chapter, we obtain, from the original 4 m resolution
AHS images, maps of aggregated LST up to 1 km of spatial resolution.
From a qualitative visual exploration, the SUHI effect is observed
even at this resolution. However, a clear loss of information is
detected, which impedes differentiation of the thermal performance
of the different areas inside the city. However, the heterogeneity
of neighbourhoods is important because thermal comfort can vary
greatly within a city. To determine the spatial resolution threshold
at which we can still see this variability, we introduce the concept
of maximum SUHI as the difference between the maximu LST of a
neighbourhood and the rural LST. The values indicate a difficulty
to appreciate the differences between neighbourhoods at resolutions
lower than 50 m. Finally, the suitable overpass time is analysed from
the linear correlation between the air temperatures and the surface
temperatures obtained in the fixed points of measurements during
the DESIREX campaign. The correlation coefficient is maximum and
the difference between both temperatures minimum in the morning,
before sunrise. This would be the suitable time to observe the SUHI,
since its value will then be more similar to the value of the atmospheric
UHI. It is also the time when the geometry of observation of the
urban scene has less influence on the LST products.
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Introduccio´ a l’efecte d’Illa de Calor Urbana
Els e´ssers humans interaccionen amb el seu entorn i esdevenen un
agent actiu dels canvis que ocorren al planeta. La modificacio´ del
clima n’e´s un exemple. D’una banda, en alguns casos, les interven-
cions en sistemes clima`tics naturals es planegen per millorar l’entorn
atmosfe`ric. Alguns exemples d’aquesta modificacio´ intencionada del
clima s’exposen en Oke (1987): preparar els edificis per proporcionar
un entorn segur i controlat tant per als humans com per als ani-
mals dome`stics; utilitzar hivernacles per a obtindre les condicions
te`rmiques favorables a l’agricultura o l’u´s de barreres per a protegir
del vent. D’altra banda, en molts altres casos, la intervencio´ no esta`
planejada. Les modificacions atmosfe`riques so´n consequ¨e`ncia d’una
activitat humana no intencionada. Aquests canvis poden ser deguts
a alteracions de la coberta de la superf´ıcie (per exemple en activitats
de ramaderia, urbanitzacio´ o en actuacions forestals) o a la interaccio´
directa a l’atmosfera amb contaminants. Siga com siga, la l´ınia que
separa les accions intencionades de les no premeditades es desdibuixa.
Per exemple, una casa es planifica per oferir als seus habitants un
clima intern controlat, pero`, al mateix temps, la seua prese`ncia en el
paisatge condueix a alteracions imprevistes del vent i l’entorn te`rmic
extern.
L’any 2012, segons l’informe del Population Reference Bureau
(PRB) (PRB, 2012), el percentatge total de poblacio´ mundial que
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vivia en a`rees urbanes era del 51%. Tot i que la definicio´ de zona
urbana varia segons els pa¨ısos (entre nuclis amb me´s de 100 habitants
o sols poblacio´ que viu en capitals provincials i nacionals), una cosa
esta` clara: el mo´n esta` en proce´s d’urbanitzacio´. El creixement d’una
ciutat comporta reemplac¸ar materials naturals per altres artificials,
amb propietats te`rmiques distintes. D’aquesta manera, es produeixen
canvis radicals en la natura de les superf´ıcies i en les propietats
del clima de la regio´. El fenomen d’Illa de Calor Urbana (ICU)
n’e´s un exemple (Oke, 1981). Aquest efecte es caracteritza per
l’escalfament de les zones urbanes en comparacio´ amb els seus entorns
no urbanitzats.
Els estudis d’Oke (1982) i d’Oke et al. (1991) suggerien algunes
causes de l’ICU que me´s tard Voogt (2002) va adaptar i que expliquem
en les segu¨ents l´ınies. Una d’aquestes causes e´s la geometria de la
superf´ıcie. En les regions urbanes, a causa de la geometria del
cano´ urba`, la superf´ıcie efectiva s’augmenta i la radiacio´ solar queda
atrapada per les mu´ltiples reflexions que porten a l’escalfament de
l’aire. A me´s, la redu¨ıda separacio´ entre les construccions redueix el
factor de visio´ del cel i minva la pe`rdua radiativa de calor. Els edificis
tambe´ actuen com a barrera reduint l’intercanvi de calor per conveccio´
des de la superf´ıcie i des de les capes d’aire pro`ximes a la superf´ıcie.
Uns altres factors que hi contribueixen so´n les propietats te`rmiques i
les caracter´ıstiques dels materials. Els materials urbans acostumen a
emmagatzemar millor la calor que els naturals, ja que tenen major
capacitat i admita`ncia te`rmica. Tanmateix, els materials sinte`tics de
les ciutats so´n a¨ıllants i a prova d’aigua, fet que redueix l’evaporacio´,
me´s energia e´s canalitzada a calor sensible, que pot escalfar l’aire,
que a calor latent. Tambe´ hem de considerar la calor antropoge`nica,
aquella calor alliberada de l’u´s energe`tic dels edificis i dels vehicles.
La darrera causa atribu¨ıda al fenomen d’ICU e´s l’efecte hivernacle
urba`. L’atmosfera urbana esta` contaminada, humida i escalfada i
llavors emet me´s radiacio´ te`rmica descendent vers la superf´ıcie de
la ciutat. L’ICU te´ consequ¨e`ncies positives i negatives, depenent de
l’e`poca de l’any, de la latitud i de l’a`rea clima`tica on ens situem.
Per exemple, la relacio´ entre energia consumida i ICU e´s clara: a
ciutats de climes freds s’estalviara` energia en escalfar els habitacles,
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mentre que a ciutats de climes ca`lids, el fenomen provocara` un cost
extra en refrigeracio´. A me´s, s’entra en un proce´s de retroalimentacio´
positiva ja que els sistemes de refrigeracio´, com els equips d’aire
condicionat, poden augmentar l’efecte ICU i, fins i tot, accentuar
el canvi clima`tic (WHO/WMO/UNEP, 2003). La Figura 2 mostra
una imatge te`rmica presa a la ciutat d’Atenes durant la campanya
de camp Thermopolis 2009 (Rapsomanikis et al., 2010), es poden
veure aparells d’aire condicionat sobre una fac¸ana i, en alguns casos,
aquests apareixen me´s calents que la paret de l’edifici.
Figure 1: Temperatura de la superf´ıcie d’una fac¸ana amb aparells d’aire condi-
cionat. La imatge te`rmica es va prendre durant la campanya Ther-
mopolis 2009 a Atenes.
Un dels impactes me´s importants de l’ICU e´s la seua influe`ncia
sobre el benestar huma`. Les temperatures altes estan relacionades
amb problemes de salut de les persones. Per exemple, l’exposicio´ noc-
turna a elevades temperatures pot augmentar els episodis d’insomni.
Les malalties humanes i les illes de calor urbanes estan tan connec-
tades que fins i tot l’Organitzacio´ Mundial de la Salut (OMS) en
parla (WHO/WMO/UNEP, 2003). Aquesta defineix l’estre`s te`rmic
i la contaminacio´ de l’aire com uns dels principals motius del canvi
clima`tic i la variabilitat de la salut a Europa. Ambdo´s problemes,
l’estre`s te`rmic i la contaminacio´ de l’aire, estan associats a l’entorn
urba` i estan estretament vinculats a l’escalfament de l’atmosfera
urbana, fet que pot amplificar la produccio´ de boirum fotoqu´ımic
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nociu. Aix´ı que les poblacions me´s vulnerables a la calor so´n les de
les a`rees urbanes. En moltes ciutats europees la mortalitat dia`ria
augmenta a mesura que ho fan les temperatures a l’estiu i l’estudi
de WHO/WMO/UNEP (2003) s’il·lustra amb alguns exemples. Les
onades de calor pel juliol de 1976 i pel juliol-agost de 1995 van dur a
un augment del 15% en la mortalitat a Londres i, en particular, a
causa de malalties cardiorespirato`ries en poblacio´ d’edat avanc¸ada.
A Atenes, durant l’onada de calor al juliol de 1987, es va enregistrar
un exce´s de 2000 morts. No obstant aixo`, una de la me´s llargues
i intenses onades de calor experimentades a Europa es va produir
a l’estiu de 2003. Per l’agost es van calcular me´s de 50000 morts
addicionals a tota Europa (Bru¨cker, 2005), que afectaren els grups
socials me´s vulnerables, en particular els ancians, els malalts cro`nics
i les persones a¨ıllades (Kosatsky, 2005). Pel que fa a l’estat espanyol,
Simon et al. (2005) van estudiar els registres de temperatura i de
mortalitat entre l’1 de juny i el 31 d’agost de 2003 a 50 capitals
de prov´ıncia, que representen el 35% de la poblacio´ total i tots els
espectres de clima a l’estat. L’estudi va detectar un augment de
la mitjana de les temperatures, de la mitjana de les temperatures
mı´nimes i de la mitjana de les temperatures ma`ximes durant aquest
per´ıode (si s’expressa la temperatura en ◦C, els rangs queden de
la segu¨ent manera: de 3.7% a 33.1% pel que fa a les temperatures
mitjanes, de 2.7% a 24.8% pel que fa a les temperatures mı´nimes i
de -0.6% a 23.7% pel que fa a la mitjana de temperatures ma`ximes).
Finalment, l’estudi parla d’un exce´s de mortalitat del 8%, que nome´s
va afectar les persones de 75 anys o me´s (15% me´s morts que les
esperades en el grup d’edat de 75 a 84 i 29% me´s en el de 85 o me´s
anys). A la ciutat de Madrid el percentatge d’exce´s de morts va ser
del 12.2%.
No obstant aixo`, l’augment de la temperatura urbana pot tenir
efectes positius. Per exemple, en el treball de Martens (1998) l’efecte
de les variacions de temperatura sobre la mortalitat es va estudiar en
combinacio´ amb les projeccions de canvi de les condicions clima`tiques
de 20 ciutats (incloent Madrid). La investigacio´ va concloure que a
la majoria de les ciutats estudiades, el canvi clima`tic probablement
condueix a una reduccio´ de les taxes de mortalitat, amb motiu
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del descens de morts per l’hivern, sobretot en el cas de problemes
cardiovasculars en les persones de major edat.
Una pregunta que sembla raonable e´s plantejar quin e´s el paper
de l’ICU en l’escenari clima`tic actual. El Quart Informe d’Avaluacio´
publicat l’any 2007 pel Grup Intergovernamental d’Experts sobre el
Canvi Clima`tic (IPCC, de les seves sigles en angle`s) (IPCC, 2007)
es refereix al canvi global (tambe´ anomenat escalfament global en
la literatura popular) com a qualsevol canvi en el clima a trave´s del
temps, ja siga a causa de les variacions naturals o com a resultat
de l’activitat humana. L’informe adverteix sobre la continuacio´ de
l’escalfament antropoge`nic durant segles, fins i tot si es redueixen
els gasos d’efecte hivernacle (GEH) suficientment perque` les seves
concentracions s’estabilitzen, a causa de les escales de temps associ-
ades als processos clima`tics i a la retroalimentacio´. La majoria de
les emissions de GEH s’originen a les zones urbanes, pero` les ICUs
en si mateixes no so´n les responsables del canvi global ja que, com
s’ha dit anteriorment, so´n una modificacio´ del clima local. I malgrat
el previsible escalfament de les ciutats a causa del canvi global, e´s
poc probable que la intensitat de l’illa de calor augmente, ja que el
gradient de temperatura entre la ciutat i el seu entorn es mantindra`
similar (Voogt, 2002). No obstant aixo`, alguns autors com Oke (1997)
parlen de l’ICU com un ana`leg de l’escalfament global, i suggereixen
que les modificacions clima`tiques que es produeixen dins de les a`rees
urbanes poden ser utilitzades com un assaig per a esbrinar, de manera
anticipada, els canvis que comportara` el canvi clima`tic global.
Despre´s de tota la informacio´ exposada e´s evident que l’estudi
del medi ambient urba` e´s de gran importa`ncia. No obstant aixo`,
quantificar els efectes del proce´s d’urbanitzacio´ no e´s una tasca fa`cil.
D’una banda, normalment no tenim bases de dades amb mesures
anteriors a la urbanitzacio´. En lloc d’aixo`, el me´s comu´ e´s comparar
les dades del centre d’una ciutat amb les de les a`rees rurals de la seua
zona circumdant. Pero` aquestes comparacions urba`/rural tan sols so´n
una aproximacio´ del proce´s de modificacio´ urbana. D’altra banda, la
xarxa d’estacions meteorolo`giques a l’interior d’una ciutat no acos-
tuma a ser tan completa com seria desitjable, i les estacions no sempre
estan uniformement distribu¨ıdes dins de la ciutat. En consequ¨e`ncia,
5
Introduccio´ a l’efecte d’Illa de Calor Urbana
algunes grans a`rees poden romandre sense cobertura. En aquest
sentit, les dades de teledeteccio´ so´n una poderosa eina per a estudiar
l’entorn urba` i resoldre les dificultats plantejades anteriorment. De
fet, alguns treballs destaquen la importa`ncia de les dades te`rmiques
de teledeteccio´ en l’estudi de l’ambient urba`, per tal d’aconseguir un
entorn a les ciutats me´s acollidor i confortable per als seus habitants
(Johnson et al., 2009). Els primers quatre estudis de teledeteccio´
sobre les illes de calor urbanes van apare`ixer en els anys setanta. Van
ser publicats en revistes d’a`mbit meteorolo`gic. Rao (1972) va ser el
primer a demostrar que les zones urbanes podien ser identificades
a partir de l’ana`lisi de les dades te`rmiques adquirides mitjanc¸ant
un sate`l·lit. Les dades TIR adquirides pel sate`l·lit TIROS es van
utilitzar per examinar els patrons de temperatura de la superf´ıcie de
les ciutats de la costa atla`ntica dels Estats Units d’Ame`rica (EUA).
Carlson et al. (1977) van realitzar una ana`lisi de la temperatura de la
superf´ıcie al mat´ı i a la nit a la zona de Los Angeles utilitzant dades
TIR d’un quilo`metre de resolucio´ espacial del NOAA 3 VHRR (de
les sigles en angle`s de Very High Resolution Radiometer). L’estudi
va mostrar que les temperatures me´s altes es trobaven sobre la zona
industrial al mat´ı. En canvi, a la nit, aquestes van ser enregistrades
al districte central de negocis i a les a`rees residencials d’alta densitat.
Matson et al. (1978) van utilitzar les dades del sensor NOAA 5 VHRR
per detectar me´s de 50 illes de calor urbanes a l’oest i al nord-est dels
EUA incloent St. Louis, Washington, DC i Baltimore. Posteriorment,
en apare`ixer nous sensors de teledeteccio´ i noves publicacions de re-
vistes especialitzades, el nombre d’estudis al voltant de la teledeteccio´
urbana es va incrementar significativament. Voogt and Oke (2003)
realitzen una revisio´ completa de la teledeteccio´ te`rmica en climes
urbans. En aquesta s’han identificat tres tema`tiques principals. En
primer lloc, l’u´s de la teledeteccio´ te`rmica per a examinar l’estructura
espacial dels patrons te`rmics urbans i la seva relacio´ amb les car-
acter´ıstiques de la superf´ıcie urbana. En segon lloc, l’aplicacio´ de
la teledeteccio´ te`rmica per a l’estudi dels balanc¸os energe`tics de la
superf´ıcie urbana. I en tercer lloc, l’aplicacio´ d’aquesta per a estudiar
la relacio´ entre les illes de calor atmosfe`ric i les illes de calor de les
superf´ıcies urbanes. En efecte, aquests tres temes so´n recurrents a
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la bibliografia i a continuacio´, n’afegim alguns exemples me´s recents
que els citats per Voogt and Oke (2003)). Per a la primera podem
trobar gran quantitat d’exemples i una de les difere`ncies entre ells
rau en la font d’on s’extreu la informacio´. En Stathopoulou et al.
(2009), la base de dades CORINE Land Cover 2000 s’utilitza per
diferenciar set tipus de formacions diferents (cinc urbanes i dos rurals)
i obtenir el seu valor de temperatura de la superficie del terra (TST)
per tal de calcular l’efecte d’illa de calor. En Pu et al. (2006) els
usos del so`l s’obtenen d’un classificador de ma`xima versemblanc¸a util-
itzant imatges ASTER (de les sigles en angle`s d’Advanced Spaceborne
Thermal Emission and Reflection Radiometer) i mitjanc¸ant classes
d’entrenament extretes d’un sensor aeroportat. No obstant aixo`, en
Chen et al. (2006) la cobertura del terra es discrimina pel ca`lcul dels
diferents ı´ndexs com l’NDVI (de les sigles en angle`s de Normalized
Difference Vegetation Index ), NDWI (de les sigles en angle`s de Nor-
malized Difference Water Index ), NDBaI (de les sigles en angle`s de
Normalized Difference Vegetation Index ) i NDBI (de les sigles en
angle`s de Normalized Difference Build-up Index ) a partir d’imatges
Landsat TM i ETM+. Un exemple de la segona tema`tica, el balanc¸
energe`tic en les superf´ıcies urbanes, es troba al treball desenvolupat
per Kato i Yamaguchi (2007) on es fa una estimacio´ semi-teo`rica dels
fluxos de calor de la superf´ıcie utilitzant imatges ASTER i dades
meteorolo`giques. Finalment, es proposen dos exemples de la relacio´
entre les illes de calor atmosfe`rica i de superf´ıcie: el treball de Hartz
et al. (2006) te´ com a objectiu provar la viabilitat de l’u´s d’imatges
ASTER per a l’estudi de la climatologia urbana a nivell de barri i la
validacio´ dels resultats amb mesures radiome`triques i temperatura de
l’aire in situ. L’estudi demostra que la utilitzacio´ d’imatges de sensors
remots durant el dia e´s menys adequada per a establir relacions amb
la temperatura de l’aire a la capa dosser. De la mateixa manera,
Tiangco et al. (2008)) utilitzen productes de TST obtinguts a partir
d’imatges ASTER i dades de temperatura de l’aire de les estacions
meteorolo`giques. La correlacio´ lineal que estableixen entre ambdues
temperatures do´na un coeficient de correlacio´ de 0.55.
Els objectius d’aquest treball so´n: quantificar l’efecte ICU a la
ciutat de Madrid a partir de les dades de teledeteccio´ obtingudes
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durant la campanya DESIREX 2008 (de l’angle`s Dual-use Euro-
pean Security IR Experiment 2008 ), comprovar el funcionament de
l’algoritme Temperature and Emissivity Separation (TES) (Gillespie
et al., 1998) sobre les a`rees urbanes quan s’utilitzen imatges d’alta
resolucio´ espacial i determinar l’adequada mesura del p´ıxel aix´ı com
la frequ¨e`ncia de pas d’un sate`l·lit dissenyat per a fer el seguiment
del fenomen d’ICU. La importa`ncia del treball no sols recau en la
combinacio´ de diferents dades per a obtindre el comportament te`rmic
de la ciutat de Madrid, sino´ en l’ana`lisi de la viabilitat de l’u´s de
la teledeteccio´ te`rmica per a estudiar el medi urba` i en proposar
els requisits que un sensor dissenyat per a l’observacio´ urbana ha
d’acomplir i que cap dels sensors actuals ho fa.
En el cap´ıtol 1 es presenta la campanya DESIREX 2008 desen-
volupada a Madrid durant l’estiu de 2008 aix´ı com una descripcio´ de
totes les dades adquirides durant la fase experimental i utilitzades
per desenvolupar aquest treball.
En el cap´ıtol 2 s’analitzen tres me`todes comunament utilitzats en
la bibliografia per obtenir l’emissivitat de la superf´ıcie del terra. Els al-
goritmes seleccionats so´n el me`tode del llindar NDVI, l’algoritme TISI
(de l’angle`s Temperature Independent Spectral Indices) i l’algoritme
TES. El resultat de cada metodologia es valida amb les mesures in
situ i s’examina la seva efica`cia en obtindre la TST de les zones
urbanes.
Finalment, es selecciona l’algoritme TES i en el cap´ıtol 3 es
mostren els seus mapes de TST. S’analitza l’efecte d’ICU en els
diferents nivells de l’atmosfera i tambe´ a nivell de superf´ıcie amb
imatges de teledeteccio´ d’alta, mitjana i baixa resolucio´ espacial.
En el cap´ıtol 4 es realitza una ana`lisi de sensibilitat de la cadena de
processament d’imatges de teledeteccio´ d’a`rees urbanes. S’analitzen
les diferents fonts d’error: la capacitat de l’algoritme de reproduir els
para`metres associats als materials urbans, la correccio´ atmosfe`rica i
la resposta radiativa d’una estructura tridimensional (3D), s’estudia
l’error come`s quan una escena 3D, com per exemple una ciutat, e´s
tractada com una superf´ıcie plana.
En l’u´ltim cap´ıtol, el cap´ıtol 5, s’obtenen mapes de TST agregada
a partir de les imatges d’alta resolucio´ espacial. El cap´ıtol aprofundeix
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en l’adequada resolucio´ espacial i la frequ¨e`ncia de pas que un sensor
remot ha de tenir per tal de controlar l’efecte ICU. Per acabar, aquest
treball finalitza amb un cap´ıtol de conclusions.
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Introduction to the Urban Heat Island effect
Humans interact with their environment, becoming an active partici-
pant in the changes that occur on the planet. Weather modification is
one of those events. On the one hand, the interventions in otherwise
natural climatic systems are planned to improve the atmospheric
environment for specific human uses. Some examples of this inten-
tionally modified climates are exposed in Oke (1987): preparation of
buildings to provide a safe and controlled atmospheric environment
for humans and domestic animals; the use of greenhouses to obtain
thermal benefits for agricultural purposes or the use of barriers to pro-
vide shelter from the wind. On the other hand, in many other cases
the intervention is not planned. The atmospheric modification occurs
as an unintentional side-effect of human activity. This inadvertent
modification of climate is brought about either through alteration of
the surface cover (e.g. by farming, forestry, urbanization, etc.), or
by direct atmospheric contamination by pollutants. Anyway, the di-
viding line between intentional and inadvertent climate modification
is obscure. For example a house is planned to provide a controlled
interior climate, but its presence on the landscape leads to unplanned
alterations to the exterior thermal and wind environments.
In 2012, according to the Population Reference Bureau’s (PRB)
world population data sheet (PRB, 2012), the percentage of the total
world population living in urban areas was 51 %. Despite countries
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define urban in many different ways, from population centers of
100 or more dwellings to only the population living in national and
provincial capitals, what is clear is that the world is being urbanised.
The growth of a city implies the replacement of natural surfaces
for artificial ones, with different thermal properties. In this way, the
process produces radical changes in the nature of surface and climate
properties of the region. The Urban Heat Island (UHI) phenomenon
is one example of this local climate change (Oke, 1981). This effect
is characterised by the heating of urban zones in comparison to its
non-urbanised surroundings.
Oke (1982) and Oke et al. (1991) studies suggest some causes of
the UHI, which are adapted in Voogt (2002) and explained in the
following lines. One of these causes is the surface geometry. In urban
regions, due to the urban canyon geometry, the effective surface is
increased and solar radiation is trapped by multiple reflections which
leads to warming. Moreover, the closely spaced buildings reduce
the sky view factor and reduce radiative heat loss. The buildings
also serve as shelter elements reducing convective heat loss from
the surface and near-surface air. Another contributing factor is the
surface thermal properties and conditions. Urban materials are better
stores of heat than the natural ones, as they have higher heat capacity
and larger thermal admittance. In addition, man-made materials in
the city are insulating and waterproof materials, which reduce the
evaporation, more energy is channelled into sensible heat that can
heat the air rather than into latent heat. We also should considerate
the anthropogenic heat which is the heat released by urban energy
use in buildings and vehicles and from humans. The last cause
attributed to the UHI effect is the urban greenhouse effect. The
polluted, humid and warmer urban atmosphere emits more thermal
radiation downwards towards the city surface.
UHI can provide both positive and negative effects for cities, de-
pending on the latitude, the climatic area and the time of the year.
For example, the relation between energy consumption and UHI is
well defined. Cities in cold climates can anticipate energy savings
for space heating. Conversely, cities in hot climates will face extra
costs for air conditioning, which may lead to a positive feedback
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process as conventional air-conditioning systems can increase the
urban heat-island effect and might even exacerbate climate change
itself (WHO/WMO/UNEP, 2003). Fig. 2 shows a thermal picture
taken in the city of Athens during the Thermopolis campaign (Rap-
somanikis et al., 2010) where air conditioning units are placed on the
outer walls of the houses and the ones which are switched on appear
warmer than the wall itself.
Figure 2: Land surface temperature image of a wall with air conditioning units
on it. The picture was taken during the Thermopolis campaign in
Athens, Summer 2009.
One of the most important impacts of the UHI is the influence
on human health. High temperatures are related to human health
complaints, for instance the exposure to high temperatures during
night time may increase the episodes of insomnia. Human diseases
and urban heat islands are so connected that even the World Health
Organization (WHO) informs about them (WHO/WMO/UNEP,
2003). It classifies the phenomenon as a land-use impact over the
climate at local and regional scale, and defines the thermal stress
and air pollution as ones of the major impacts of climate change and
variability on health in Europe. Both problems, thermal stress and air
pollution, are associated to urban environment and are strongly linked
as hot weather would amplify the production of noxious photochemi-
cal smog. So the most vulnerable populations within heat-sensitive
regions are urban populations. In many European cities total daily
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mortality rises as summer temperatures increase and the study of
WHO/WMO/UNEP (2003) is illustrated with some examples. Heat-
waves in July 1976 and July–August 1995 were accompanied by a 15%
increase in mortality in Greater London and particularly from car-
diorespiratory diseases at older age. A major heatwave in July 1987 in
Athens was associated with 2000 excess deaths. Nevertheless, one of
the longest and severe heat wave experienced in Europe occurred dur-
ing Summer 2003. More than 50000 excess deaths were registered for
Europe in August 2003 (Bru¨cker, 2005), affecting vulnerable groups,
particularly the old, the chronically ill, and the isolated (Kosatsky,
2005). Particularly for the Spanish State, Simon et al. (2005) studied
the temperature and death registers between 1st June and 31st Au-
gust 2003 of 50 provincial capitals, which represent 35% of the total
population and all climate spectra in the State. The work detects an
increase in mean, mean minimum and mean maximum temperatures
during this period (range: 3.7% to 33.1% for mean temperatures,
range: 2.7% to 24.8% for minimum temperatures and range: -0.6%
to 23.7% for mean maximum temperatures, when temperatures are
expressed in ◦C). Finally the study talks about an 8% of associated
excess deaths, that only affected those aged 75 years and over (15%
more deaths than expected for the age group 75 to 84 and 29% for
those aged 85 or over). In the city of Madrid the percentage of excess
deaths was of 12.2%.
However, the increase of the urban temperature may have positive
effects. For example in Martens (1998) the effect of a change in
temperature on mortality is studied combined with projections of
changes in climate conditions of 20 cities (including Madrid). The
research found that for most of the cities included, climate change
was likely to lead to a reduction in mortality rates due to decreasing
winter mortality, mainly because of cardiovascular mortality in elderly
people.
A question that might reasonably appear is what is the role of the
UHI in the current global climate scenario. The Fourth Assessment
Report, published in 2007, of the Intergovernmental Panel on Climate
Change (IPCC) (IPCC, 2007) refers to the global change (also called
global warming in the popular literature) to any change in climate over
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time due to natural variability or as a result of human activity. The
report warns about the continuation of the anthropogenic warming
throughout centuries even if greenhouse gases (GHG) emissions were
to be reduced sufficiently for GHG concentrations to stabilise, due
to the time scales associated with climate processes and feedbacks.
Urban areas are the sites of most GHG emissions, nevertheless UHIs
themselves are not responsible of global change, as already said,
they are a local climate modification. And despite the expected
warming of the cities due to the global change, it is unlikely that
the intensity of the heat island will increase because the temperature
gradient between city and country is expected to remain similar
(Voogt, 2002). Nevertheless, some authors as Oke (1997) talk about
the UHI as an analogue for global warming, suggesting that the
climate modifications that occur within urban areas may be used as
an analogue for examining changes anticipated from global climate
change.
After all the information exposed, it is obvious that the study of
the urban environment is of prime importance. However, quantifying
the effects of the urbanisation process is not an easy task because
normally we do not have a database of pre-urban measurements.
It is common to compare the data from the centre of a city with
those from rural stations in the surrounding area instead. Such
urban/rural comparisons are at best only an approximation of the
urban modification. Moreover, the meteorological network inside a
city is not always as complete as desirable, and stations are not always
evenly distributed spatially within the city. Consequently, some large
areas may remain without coverage. In this sense, the remote sensing
data are a powerful tool to study the urban environment, solving
previous difficulties. In fact, some works highlight the importance of
thermal remote sensing data to study the urban environment and to
achieve a more friendly and comfortable ambiance for its inhabitants
(Johnson et al., 2009).
The first four remote sensing studies about urban heat islands
appeared in the seventies. Papers were published in journals with a
meteorological scope, related with the atmosphere environment. Rao
(1972) was the first to demonstrate that urban areas could be identi-
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fied from analyses of thermal data acquired by a satellite. Thermal
Infrared (TIR) data acquired by the Improved TIROS Operational
Satellite was used to examine surface temperature patterns for the
cities along the Atlantic coast of the USA. Carlson et al. (1977) per-
formed a morning and evening surface temperature analysis for Los
Angeles area using 1 km resolution TIR data from the NOAA 3 Very
High Resolution Radiometer (VHRR). The analysis showed that the
highest morning temperatures were found over the industrial zone
and in the evening the highest temperatures over the central business
district and high-density residential areas for morning. Matson et al.
(1978) used the data from NOAA 5 VHRR sensor to detect more than
50 urban heat island in the Midwest and Northeast USA including
St Louis, Washington, DC and Baltimore.
Afterwards, with the birth of new remote sensing sensors and
the publication of remote sensing specific journals, the number of
urban related works have been significantly increased. A completed
review of thermal remote sensing of urban climates can be found
in Voogt and Oke (2003). In that review three main themes were
identified. First, the use of thermal remote sensing to examine the
spatial structure of urban thermal patterns and their relation to
urban surface characteristics. Second, the application of thermal
remote sensing to the study of urban surface energy balances. And
third, the application of thermal remote sensing to study the relation
between atmospheric heat islands and surface urban heat islands.
These three themes are recurrent in the bibliography and we are
going to add to the Voogt and Oke (2003) review some more recent
examples to illustrate them. For the first one, we can find lots of ex-
amples and one of the differences between them lies in the source from
where the information is extracted. In Stathopoulou et al. (2009) the
Corine Land Cover 2000 data base is used to differentiate seven urban
classes (five urban and two rural) and calculate their Land Surface
Temperature (LST) value to calculate the heat island effect. In Pu
et al. (2006) the land use is obtained from a maximum likelihood
classifier using ASTER (Advanced Spaceborne Thermal Emission
and Reflection Radiometer) imagery and training classes from an
airborne sensor. All the same, in Chen et al. (2006) the land cover
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is discriminated by the calculation of different indices as the NDVI
(Normalized Difference Vegetation Index), NDWI (Normalized Differ-
ence Water Index), NDBaI (Normalized Difference Bareness Index)
and NDBI (Normalized Difference Build-up Index) from Landsat TM
and ETM+ images. An example for the second theme, the energetic
balance in urban surfaces is given by the work developed by Kato and
Yamaguchi (2007) where a semi-theoretical estimation of the surface
heat fluxes is done using ASTER imagery and meteorological data.
Finally, we propose two examples of the relation between atmospheric
heat islands and surface ones: Hartz et al. (2006) aims to test the
feasibility of using ASTER images for the study of urban climatology
at the neighbourhood level, validating the results with radiometric
measurements and air temperature in-situ. The study shows that the
use of remote sensing images in daytime is less suitable to establish
relations with air temperature in the canopy layer. In the same way,
Tiangco et al. (2008) use LST products retrieved from ASTER im-
ages and air temperature data from meteorological stations. A linear
correlation between both temperatures was established obtaining a
correlation coefficient of 0.55.
The objectives of the current work are to quantify the UHI effect
of the city of Madrid from remote sensing data during the period
of the DESIREX 2008 (Dual-use European Security IR Experiment
2008) campaign; check the performance of the temperature and
emissivity separation (TES) algorithm (Gillespie et al., 1998) over
urban areas when high resolution imagery is used and determine the
suitable spatial resolution and overpass time of a satellite designed
to monitor the UHI phenomenon. The importance of the work lies
not only in the combination of different data to monitor the thermal
behaviour of the city of Madrid, but on the analysis of the feasibility
of using thermal remote sensing to study the urban environment and
on the proposal of the requirements that a sensor designed for urban
observation should fulfil, and however, none of the current sensors
does.
In Chapter 1 the DESIREX 2008 campaign developed in Madrid
during Summer 2008 and a description of all the data acquired during
the experimental experience (and used to develop this work) are pre-
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sented. In Chapter 2 we present three methodologies commonly used
in the literature to retrieve the land surface emissivity (LSE). The
algorithms selected are the NDVI threshold method (NDVITM), the
Temperature Independent Spectral Indices (TISI) algorithm and the
TES algorithm. The performance of each methodology is validated
with in-situ measurements and their effectiveness in retrieving the
LST of urban areas is tested. Finally, the TES algorithm is selected
and in Chapter 3 the LST maps retrieved with it are exhibited. The
UHI effect is analysed at different atmospheric levels and also at
surface level for high, medium and low spatial remote sensing im-
agery. In Chapter 4 we carry out a sensitivity analysis of the chain of
processing of remote sensing imagery of urban areas. Different error
sources are analysed. In the firs place the algorithm capabilities to
have a good performance over urban materials, then, the atmospheric
correction and finally the radiative response of a 3D structure, we
analyse the error committed when a 3D structure as a city is treated
as a flat surface. In the last chapter, Chapter 5, we present aggregated
LST maps obtained from the high spatial resolution imagery. The
chapter delves into the appropriate spatial resolution and overpass
time that a remote sensor must possess to monitor the UHI effect.
This manuscript finally ends wit a concluding chapter.
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The DESIREX experimental campaign
1.1 Introduction
In the framework of its Earth Observation (EO) Programmes , the
European Space Agency (ESA) carries out a number of ground-
based and airborne campaigns to support geophysical algorithm
development, calibration/validation and the simulation of future
spaceborne earth observation missions for applications development
related to land, oceans and atmosphere. DESIREX 2008 was con-
ceived as an experimental campaign in the city of Madrid which
was carried out in support of the proposed activities for the Reori-
entation of the Fuegosat Consolidation Phase of the Earth Watch
Programme. The aim of the DESIREX 2008 campaign was to an-
ticipate generation of thermal data sets to address coming trade-off
studies supporting the Urban Heat Islands and Urban Thermography
project(http://www.urbanheatisland.info).
The data produced during the DESIREX 2008 campaign have
served the following main objectives of the Urban Heat Islands and
Urban Thermography project :
· Analysis of necessary datasets to perform a preliminary mission
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analysis for a dedicated TIR sensor that would feature the
necessary higher spatial resolution and revisiting time for a
more adequate provision of LST retrievals in the metropolitan
areas of European cities.
· LST and Air Temperature (AT) retrieval of urban and surround-
ing rural areas.
· Analysis of comprehensive validation data sets (together with
the data from the urban weather stations and from ad-hoc field
campaigns) for the quality assessment of the UHI information
products.
· Study of energy balancing of the cities for a better response to
the energy efficiency policies.
The above objectives required the collection of quality and coordi-
nated airborne hyper-spectral, spaceborne and in-situ measurements
to generate a spectrally and geometrically representative data set.
The period June-July 2008 was chosen to optimise good weather
conditions in Madrid, where the campaign was carried out.
Madrid is the largest city of the Iberian Peninsula. It is located in
a relatively flat area about 50 km south of the Spanish Central Ridge.
The main topographic feature is the River Manzanares, which crosses
the city roughly from west to east. The Manzanares valley causes
a small, narrow depression with shoulders rising approximately 75
meters to the north and less than 50 meters to the south. A secondary
feature is a small valley from a tributary stream (Arroyo del Abron˜igal,
now buried below the M-30 road), which crosses the city from north
to south, joining the Manzanares in the Nudo Sur area of the city.
This valley has a depth of 25 to 30 meters. It is important to notice
that both valleys work frequently as channels for air masses from the
cooler northern rural areas. The city districts not affected by the
valley slopes are fairly flat, with a gentle slope to the north and to
the east, so that the maximum city height is located in the northern
limit of the city, topping roughly to 700 m above sea level, whereas
the lower occurs in the river Manzanares, around 550 meters. The
population of the city is of 3.2 million (January 2008), while the
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estimated urban area population is 5.1 million. The city spans a
total of 607 km2. Madrid has a temperate Mediterranean climate
with cool winters with temperatures that sometimes drop below 0◦C.
Summer tends to be hot with temperatures that consistently surpass
30◦C in July and that can often reach 40◦C. Summer and winter are
the driest seasons, with most rainfall occurring in the autumn and
spring. The coordinates of the centre of the test area are 40◦23’ N,
3◦43’ W. In the following sections the data collected in the DESIREX
campaign and used in this work is exposed.
1.2 Airborne data
The AHS (Airborne Hyperspectral Scanner) sensor is an airborne
imaging 80-band radiometer, developed and built by SensyTech
Inc., (currently Argon ST, and formerly Daedalus Ent. Inc.). It
is property of INTA (Instituto Nacional de Te´cnica Aeroespacial)
and it is operated by technical staff of its Remote Sensing Lab. The
AHS is a line scanner with a concept shared with classical airborne
line-scanners, like Airborne Thematic Mapper, Multispectral Infrared
and Visible Imaging Spectrometer and MODIS Airborne Simulator.
The sensor has been installed in the INTA’s C-212 200 EC-DUQ
airplane, and has been integrated with a GPS-INS POS/AV 410 V5
provided by Applanix.
AHS spectrometer has been configured with very distinct spectral
performances depending on the spectral region considered. It contains
four types of detectors organized in five optical ports (Table 1.1).
Port 1 covers the VNIR (Visible and Near infrared) range. Its
bands are relatively broad (28-30 nm wide). The spectral coverage is
continuous from 443 nm up to 1025 nm. In the SWIR (Short-Wave
infrared) range, port 2A has an isolated band centred at 1.6 µm and
90 nm wide, used to simulate the corresponding spectral channel
that can be found in a number of satellite missions. Next, port 2,
has a set of continuous, fairly narrow bands (17-18 nm wide) laying
between 1907 nm and 2558 nm, well suited for soil/geologic studies.
In the MWIR (Medium-Wave Infrared) region, port 3 with 7 bands
operating from 3.1 to 5.5 µm, gathers the energy through an Indium
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Antimonide – InSb 7- elements detector array, cooled with liquid
nitrogen. The mean bandwidth is 350 nm. The LWIR (Long-Wave
Infrared) photons, from 8.1 to 13.4 µm, are collected by optical port
4, with a 10-element Mercury Cadmium Telluride – MCT detector
array that needs as well to be kept at cryogenic temperature to
optimize its performance. Its average bandwidth is 480 nm. Spectral
arrangement of the AHS thermal bands is given in Table 1.2.
Table 1.1: AHS spectral configuration during DESIREX 2008 experimental
campaign.
Port 1 Port 2A Port 2 Port 3 Port 4
Spectral coverage (µm) 0.443 - 1.025 1.55 - 1.65 1.90 - 2.55 3.3 - 5.4 8.2 - 13.4
FWHM∗ (nm) (average) 29 90 17 300 450
Number of bands 20 1 42 7 10
∗Full Width at Half Maximum.
Table 1.2: AHS thermal bands (Port 4) used in the DESIREX 2008 experimental
campaign.
Band
Effective
wavelength (µm)
71 8.18
72 8.66
73 9.15
74 9.60
75 10.07
76 10.59
77 11.18
78 11.78
79 12.35
80 12.93
Electronic signals coming from the detectors, pre-amplifiers and
amplifiers are digitized at 12 bits, and sampled every 2.1 mrad along
the field of view (FOV) (90◦-1.57rad), that results 750 pixels samples
per scanline. AHS instantaneous field of view (IFOV) is 2.5 mrad
determined by a square field-stop placed in the middle of its optical
path.
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Radiometric calibration is achieved by at-lab measurements look-
ing at an integrating sphere for the reflective channels (port 1, port
2A and port 2). Nevertheless, the radiometric response of the emis-
sive detectors, port 3 and port 4, is calibrated comparing the signal
gathered by the detectors when looking to the known reference ther-
mal sources integrated in the scan head frame: the sensor looks at
two black bodies every scan line, before and after each scan line is
collected.
Two more features have been implemented to enlarge the dynamic
range of the emissive infrared detectors: a bi-linear amplification
curve that provides lower gain at high radiance levels, and a set of
thermal attenuating filters that can be placed at the entrance of the
thermal infrared ports to prevent detector saturation when looking
at high temperature targets.
During the DESIREX experimental campaign, the AHS flights
took place on 25th, 26th, and 28th of June and on 1st, 2nd, and 4th of
July, with a total of 30 AHS images divided into two different pat-
terns, one from north-west (geographic Latitude/Longitude, datum
WGS84 UTM zone 30N: N 40◦28’48.8”/W 3◦48’15.2”) to south-east
(geographic Latitude/Longitude, datum WGS84 UTM zone 30N: N
40◦20’56.0”/W 3◦33’53.5”) (named from now on as flight P01) and
the other one from south (geographic Latitude/Longitude, datum
WGS84 UTM zone 30N: N 40◦16’57.4”/W 3◦41’50.9”) to north (geo-
graphic Latitude/Longitude, datum WGS84 UTM zone 30N: N 40
◦33’42.3”/W 3◦41’7.3”) (named from now on as flight P02). These
give a total length of roughly 1000 km along track recorded data at
different flight altitudes (1641, 2497, and 3409 m above sea level) and
at different times (at noon, at midnight, and before sunrise). The
description of the different flights is given in Table 1.3.
1.3 Satellite data
In addition to the airborne acquisitions and within the same time
period, high and low spatial resolution spaceborne images were ac-
quired. The imagery schedule is shown in Table 1.4. Only images
used in this study are shown, which are cloud free images from the
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Table 1.3: Description of the AHS flights carried out during the DESIREX
2008 campaign.
Date
Day of Time
Flight
Altitude
Pixel
(dd/mm/yyyy)
the year (hh:mm)
Identification
(m above
size (m)
(DOY) (UTC) the sea level)
25/06/2008 177 11:11 P01I1 2497 4
25/06/2008 177 11:27 P02I1 2497 4
25/06/2008 177 22:15 P01I2 2497 4
25/06/2008 177 22:31 P02I2 2497 4
26/06/2008 178 04:12 P01ID 2497 4
26/06/2008 178 04:26 P02ID 2497 4
28/06/2008 180 11:32 P01I1 2497 4
28/06/2008 180 11:53 P02I1 2497 4
28/06/2008 180 12:13 P01AD 3409 6
28/06/2008 180 12:31 P02AD 3409 6
28/06/2008 180 20:57 P01BD 1641 2
28/06/2008 180 21:12 P02BD 1641 2
28/06/2008 180 21:29 P01I2 2497 4
28/06/2008 180 21:44 P02I2 2497 4
01/07/2008 183 11:21 P01I1 2497 4
01/07/2008 183 11:44 P02I1 2497 4
01/07/2008 183 21:01 P01BD 1641 2
01/07/2008 183 21:15 P02BD 1641 2
01/07/2008 183 21:29 P01SD 1641 2
01/07/2008 183 21:43 P02SD 1641 2
01/07/2008 183 21:59 P01I2 2497 4
01/07/2008 183 22:12 P02I2 2497 4
02/07/2008 184 04:09 P01ID 2497 4
02/07/2008 184 04:26 P02ID 2497 4
04/07/2008 186 11:16 P01I1 2497 4
04/07/2008 186 11:32 P02I1 2497 4
04/07/2008 186 21:59 P01I2 2497 4
04/07/2008 186 22:14 P02I2 2497 4
04/07/2008 186 22:40 P01AD 3409 6
04/07/2008 186 22:55 P02AD 3409 6
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sensors ASTER and MODIS (Moderate Resolution Imaging Spec-
troradiometer). In the following lines we give a description of both
sensors, which deepens in the TIR spectral range of the sensors.
Table 1.4: Satellite data acquisitions during the DESIREX 2008 campaign.
Date Day of ASTER MODIS
(dd/mm/yyyy) the year (hh:mm) (hh:mm)
(DOY) (UTC) (UTC)
25/06/2008 177 11:13, 22:18 11:00, 22:06
26/06/2008 178 10:06, 21:06
27/06/2008 179 10:48, 21:54
28/06/2008 180 11:30, 22:36
29/06/2008 181 10:36, 21:47
30/06/2008 182 11:18, 22:24
01/07/2008 183 10:24, 21:30
03/07/2008 185 10:12, 21:12
04/07/2008 186 22:12 10:54, 22:00
1.3.1 ASTER
The ASTER sensor (http://asterweb.jpl.nasa.gov) is an imaging in-
strument on board the Terra platform, the flagship satellite of NASA’s
Earth Observing System (EOS) launched in December 1999. ASTER
data are used to create detailed maps of land surface temperature,
reflectance, and elevation. ASTER captures high spatial resolution
data in 14 bands, from the visible to the thermal infrared wavelengths,
and provides stereo viewing capability for digital elevation model
creation.
The ASTER instrument consists of three separate instrument
subsystems (see Table 1.5 and 1.6 for specifications). Each subsys-
tem operates in a different spectral region, has its own telescope(s),
and was built by a different Japanese company. ASTER’s three
subsystems are: the VNIR, the SWIR, and the TIR.
The first subsystem we are going to see is the VNIR subsystem,
which operates in three spectral bands at visible and near-IR wave-
lengths, with a resolution of 15 m. It consists of two telescopes,
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Table 1.5: ASTER technical characteristics.
VNIR SWIR TIR
Ground resolution (m) 15 30 90
Data rate (Mbps) 62 23 4
Cross-track pointing (◦) ±24 ±8.55 ±8.55
Cross-track pointing (km) ±318 ±116 ±116
Swath width (km) 60 60 60
Detector type Si PtSi-Si HgCdTe
Quantization (bits) 8 8 12
Stereo Yes Yes No
one nadir looking with a three spectral band detector and the other
backward looking with a single band detector. The backward-looking
telescope provides a second view of the target area in Band 3 for
stereo observations. Thermal control of the CCD detectors is pro-
vided by a platform-provided cold plate. Cross-track pointing to 24
degrees on either side of the track is accomplished by rotating the
entire telescope assembly. Band separation is through a combination
of dichroic elements and interference filters that allow all three bands
to view the same ground area simultaneously. The data rate is 62
Mbps when all four bands are operating. Two on-board halogen
lamps are used for calibration of the nadir-looking detectors. This
calibration source is always in the optical path.
Secondly, the SWIR subsystem operates in six spectral bands in
the near-IR region through a single, nadir-pointing telescope that
provides 30 m resolution. Cross-track pointing is accomplished by a
pointing mirror. Because of the size of the detector/filter combination,
the detectors must be widely spaced, causing a parallax error of about
0.5 pixels per 900 m of elevation. This error is correctable if elevation
data, such as a digital elevation model, are available. Two on-board
halogen lamps are used for calibration in a manner similar to that
used for the VNIR subsystem, however, the pointing mirror must
turn to see the calibration source. The maximum data rate is 23
Mbps.
Finally, the TIR subsystem operates in five bands in the thermal
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Table 1.6: ASTER spectral configuration.
Spectral Region Band Band Width (µm)
VNIR
1 0.52-0.60
2 0.63-0.69
3 0.76-0.86
SWIR
4 1.60-1.70
5 2.145-2.185
6 2.185-2.225
7 2.235-2.285
8 2.295-2.365
9 2.360-2.430
TIR
10 8.125-8.475
11 8.475-8.825
12 8.925-9.275
13 10.25-10.95
14 10.95-11.65
infrared region using a single, fixed-position, nadir-looking telescope
with a resolution of 90 m. Unlike the other instrument subsystems,
it has a ”whiskbroom” scanning mirror. Each band uses 10 detectors
in a staggered array with optical bandpass filters over each detector
element. The maximum data rate is 4.2 Mbps. The scanning mirror
functions both for scanning and cross-track pointing (to ± 8.55
degrees). In the scanning mode, the mirror oscillates at about 7
Hz and, during oscillation, data are collected in one direction only.
During calibration, the scanning mirror rotates 90 degrees from
the nadir position to view an internal black body. Because of the
instrument’s high data rate, restrictions have been imposed so that the
average data rate is manageable by the spacecraft data management
system. This restriction is a one-orbit maximum average rate of 16.6
Mbps and a two-orbit maximum average rate of 8.3 Mbps, which
results in approximately a 9.3% duty cycle.
The TIR subsystem uses a Newtonian catadioptric system with
a spheric primary mirror and lenses for aberration correction. The
telescope of the TIR subsystem is fixed with pointing and scanning
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done by a mirror. Each band uses 10 Mercury-Cadmium-Telluride
(HgCdTe) detectors in a staggered array with optical band-pass
filters over each detector element. Each detector has its own pre-and
post-amplifier for a total of 50.
In addition, this subsystem uses a mechanical split Stirling cy-
cle cooler for maintaining the detectors at 80K. The waste heat it
generates is removed using a platform supplied cold plate.
The scanning mirror functions both for scanning and pointing. In
the scanning mode the mirror oscillates at about 7 Hz. For calibration,
the scanning mirror rotates 180 degrees from the nadir position to
view an internal black body which can be heated or cooled. The
scanning/pointing mirror design precludes a view of cold space, so
at any one time only a one point temperature calibration can be
effected. The system does contain a temperature controlled and
monitored chopper to remove low frequency drift. In flight, a single
point calibration can be done frequently (e.g., every observation)
if necessary. On a less frequent interval, the black body may be
cooled or heated (to a maximum temperature of 340 K) to provide
a multipoint thermal calibration. Facility for electrical calibration
of the post-amplifiers is also provided. Another major technical
challenge facing the ASTER team is to establish before flight that
the elements of the inflight calibration and subsystem design will
permit high quality accurate thermal radiometry.
For the TIR subsystem, the signal-to-noise can be expressed in
terms of a noise equivalent delta temperature (NE∆T). The require-
ment is that the NE∆T has to be less than 0.3 K for all bands with
a design goal of less than 0.2 K. The signal reference for NE∆T is
a black body emitter at 300 K. The accuracy requirements on the
TIR subsystem are given for each of several brightness temperature
ranges as follows: 200 - 240 K, 3 K; 240 - 270 K, 2 K; 270 - 340 K, 1
K; and 340 - 370 K, 2 K.
The total data rate for the TIR subsystem, including supplemen-
tary telemetry and engineering telemetry, is 4.2 Mbps. Because the
TIR subsystem can return useful data both day and night, the duty
cycle for this subsystem has been set at 16%. The cryocooler will
operate with a 100% duty cycle.
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1.3.2 MODIS
The MODIS sensor (http://modis.gsfc.nasa.gov) is a key instrument
aboard the Terra and Aqua satellites. Terra’s orbit around the Earth
is timed so that it passes from north to south across the equator
in the morning, while Aqua passes south to north over the equator
in the afternoon. Terra MODIS and Aqua MODIS are viewing the
entire Earth’s surface every 1 to 2 days, acquiring data in 36 spectral
bands, or groups of wavelengths. In this study we are going to work
with MODIS-Terra imagery.
The MODIS instrument provides high radiometric sensitivity (12
bit) in 36 spectral bands ranging in wavelength from 0.4 µm to 14.4
µm. The responses are custom tailored to the individual needs of the
user community and provide exceptionally low out-of-band response.
Two bands are imaged at a nominal resolution of 250 m at nadir,
with five bands at 500 m, and the remaining 29 bands at 1 km. A
±55 ◦scanning pattern at the EOS orbit of 705 km achieves a 2.330
km swath and provides global coverage every one to two days.
The Scan Mirror Assembly uses a continuously rotating double-
sided scan mirror to scan ±55◦and is driven by a motor encoder built
to operate at 100 percent duty cycle throughout the 6 year instrument
design life. The optical system consists of a two-mirror off-axis afocal
telescope, which directs energy to four refractive objective assemblies;
one for each of the VIS (visible), NIR (near infrared), SWIR/MWIR
and LWIR spectral regions to cover a total spectral range of 0.4 to
14.4 µm. In Table 1.7 the spectral configuration for the LWIR bands
is shown.
A high-performance passive radiative cooler provides cooling to
83 K for the 20 infrared spectral bands on two HgCdTe Focal Plane
Assemblies (FPAs). Photodiode-silicon readout technology for the
visible and near infrared provides unsurpassed quantum efficiency
and low-noise readout with exceptional dynamic range. Analog
programmable gain and offset and FPA clock and bias electronics
are located near the FPAs in two dedicated electronics modules,
the Space-viewing Analog Module and the Forward-viewing Analog
Module. A third module, the Main Electronics Module provides
power, control systems, command and telemetry, and calibration
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electronics.
The system also includes four on-board calibrators as well as a view
to space: a Solar Diffuser, a v-groove Blackbody, a Spectroradiometric
calibration assembly, and a Solar Diffuser Stability Monitor.
Table 1.7: MODIS TIR spectral configuration.
Band Band Width (µm)
Spatial
resolution (m)
29 8.400-8.700 1000
30 9.580-9.880 1000
31 10.780-11.280 1000
32 11.770-12.270 1000
33 13.185-13.485 1000
34 13.485-13.785 1000
35 13.785-14.085 1000
36 14.085-14.385 1000
1.4 In-situ data
1.4.1 Atmospheric data
Atmospheric profiles
Two balloons per day were launched (geographic Latitude/Longitude,
datum WGS84 UTM zone 30N: N 40◦27’ 15” / W 3◦32’ 39”), at
noon and at midnight in order to characterize water vapour vertical
profiles . This obtained data will be used to correct the thermal
imagery from the atmospheric effects. The aerosol vertical profiles
which are needed to correct the visible imagery, were measured by
a LIDAR (Laser Imaging Detection and Ranging). Moreover, the
meteorological network stations of Madrid city council provided data
of wind direction, wind speed, solar radiation, relative humidity,
atmospheric pressure, AT and precipitation.
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Measurements in fixed masts
Fixed points of data collection were set up for continuous measure-
ments, stored every 5 minutes, in rural, urban-medium and urban-
dense spots in Madrid. AT, relative humidity (RH) and ground
radiometric temperature were acquired in 5 masts, named as M1,
M2, M3, M4 and M5. Table 1.8 describes them.
For urban sites, the instruments were placed approximately 3
m above the top of the buildings using masts. (see Fig.1.1 for the
instrumental assembly). In addition, Fig.1.2 shows an RGB composi-
tion extracted from the AHS (see Section 1.2 for more information
about the sensor) bands 9, 5, and 3, at 681 nm, 568 nm and 510 nm,
respectively, of each mast location. In this way, we can observe the
level of housing density at each place.
(a) Rural area. (b) Urban area.
Figure 1.1: Fixed masts assembly.
Finally, Fig. 1.3 shows the temporal evolution of the atmospheric
parameters registered at site M5. We can observe that no strong
wind gusts were detected and that the behaviour of AT and RH is
quite constant and uniform along the campaign. Only around the
2nd of July a drop of AT (of 5 K) and of RH is registered.
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(a) M1: Low housing density and
green grass surface.
(b) M2: Low housing density and
urban artificial surface.
(c) M3: Medium housing density
and urban artificial surface.
(d) M4: High housing density
and urban artificial surface.
(e) M5: Medium housing density
and urban artificial surface.
0 1
Km
Figure 1.2: RGB composition from AHS channels 9, 5 and 3, respectively, each
mast position is indicated with the intersection of both red lines.
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(a) Air temperature evolution. (b) Relative humidity evolution.
(c) Wind speed evolution.
Figure 1.3: Evolution of the atmospheric parameters during the DESIREX
campaign.
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1.4.2 Land surface data
A total of twenty one natural and artificial surfaces were selected to
obtain their spectral reflectance and emissivity signature by means of
applying TES algorithm to the data obtained with the CIMEL CE312-
2 radiometer. The CIMEL CE312-2 is a TIR radiometer composed
of an optical head and a data storage unit. Its detector includes 6
bands, a wide one, 8-13 µm (effective wavelength of 10.54 µm), and
five narrower filters, 8.1 – 8.5µm (effective wavelength of 8.44 µm),
8.5 – 8.9 µm (effective wavelength of 8.69 µm), 8.9 – 9.3 µm (effective
wavelength of 9.15 µm), 10.3 – 11 µm (effective wavelength of 10.57
µm) and 11 – 11.7 µm (effective wavelength of 11.29 µm). A thermal
single band radiometer was installed in each of the five fixed points
of measurements described in the previous section. Additionally,
calibration and validation activities were carried out simultaneously
with every AHS overpasses. Fig. 1.4 shows the 4 sites of validation
used during the campaign.
1.4.3 Mobile traverses
Four different itineraries were defined to perform mobile traverses
with four vehicles instrumented with air temperature and humidity
sondes (HMP45AC) in ventilated shields measuring at 3 m high.
A thermal single band radiometer(APOGEE IRR-P and OPTRIS
CS) measuring the radiometric temperature of the ground in front
of the cars. The vehicles also included a GPS (Global Positioning
System) in order to geo-locate the measurements. Fig. 1.5 shows
the instrumentation assembly on one of the cars used during the
campaign. The traverses were carried out three times per day around
04:00, 11:00 and 22:00 UTC, always at the same time of the AHS
overpass, during all the field campaign with a frequency of data
acquisition and storage of 5 seconds. Security distance was kept in
front of the cars and the driving speed depended on the type of way
and traffic, but was mainly centred at 40-50Km/h.
The routes were designed to cover different zones of the city,
included in the coverage area of the AHS overpasses. The morphology
and structure of the streets and buildings in each route are not
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(a) Bare soil, general
view.
(b) Bare soil, surface de-
tail.
(c) Green grass, general
view.
(d) Green grass, surface
detail.
(e) Roof, general view. (f) Roof, surface detail.
(g) Roof, general view. (h) Roof, surface detail.
Figure 1.4: Sites of validation.
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homogeneous, in order to characterize the temperature and humidity
within different structures. Fig. 1.6 shows the different routes drawn
over the images of the city. Traverse 1 runs along the North-South
vertical axis of Madrid, where wide avenues and high buildings are
found, but also narrow streets and old-style buildings. Traverse 2
runs basically in Madrid old city centre, a urban dense area with
narrow streets with 3-4 floor buildings and high altitude variations.
It also goes next to some vegetated areas. Traverse 3 runs generally
in wide spaces, close to vegetated areas, but also in medium dense
urban areas. Finally, Traverse 4 runs in an area with wide streets
and new and high buildings.
Figure 1.5: Assembly of the instrumentation used during the mobile traverses.
Traverse 1
Traverse 2
Traverse 3
Traverse 4
Figure 1.6: Mobile traverses drawn over the AHS overpasses.
37

CHAPTER 2
Assessment of different procedures to retrieve
the LSE over urban areas
2.1 Introduction
The surface emissivity is a measure of the inherent efficiency of the
surface in transforming the energy accumulated into radiant energy.
The term of emissivity is introduced to characterize the emission of
a surface taking as a reference a black body with the same surface
temperature:
ελ =
Lg,λ(T )
Bλ(T )
, (2.1)
where Lg,λ(T ) is the radiance of the surface at a temperature T and
Bλ(T ) is the radiance of a black body at surface temperature T (Eq.
2.6), both at a wavelength λ.
According to Becker and Li (1995), in natural conditions, surfaces
are seldom homogeneous at a pixel size and each heterogeneous surface
or pixel can be divided into N sub-pixels considered homogeneous.
Thus they define the emissivity for a given wavelength and for a
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heterogeneous surface as:
ελ =
N∑
k=1
ελk
dωk
Ω
, (2.2)
where ελk is the surface spectral emissivity of each k homogeneous
element and dωk is the small solid angle from which the homogeneous
area k is observed at ground level by a radiometer having a field of
view of Ω,
Ω =
N∑
k=1
dωk (2.3)
The emissivity is an intrinsic property of the surface and is in-
dependent of irradiance. It is a function of many factors, including
water content, chemical composition, structure and roughness (Snyder
et al., 1998).
Measurements of parameters from thermal remote sensors, such
as the LST, strongly depend on the characteristics of the surface,
specially its emissivity and geometric form (Voogt and Oke, 2003).
In fact, an inaccuracy of 1% in emissivity estimation can cause an
error of up to 0.78 K in LST (Vandegriend and Owe, 1993).
The correct retrieval of the emissivity of urban surfaces is of
utmost importance because a city is very heterogeneous and because
the derived LST is the key to study urban phenomena such as the
UHI. In this chapter, three methodologies to retrieve LSE are applied
in the framework of the DESIREX campaign (Oltra-Carrio´ et al.,
2012).
The LSE retrieval methodologies are the NDVITM (Sobrino et al.,
2008a), the TES algorithm (Gillespie et al., 1998) and the TISI
algorithm (Becker and Li, 1990). Each algorithm selected uses one
type of separation method to solve the problem of the combined
effects of the LST and the LSE. Firstly, the NDVITM uses auxiliary
information derived from a vegetation index. We can find several
examples of application of the NDVITM in the literature, even for
urban surfaces (e.g. Rigo et al., 2006, Stathopoulou et al., 2007)
where a correlation coefficient (r2) of 0.79 and a root mean square
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error (RMSE) of 0.010 were find when the emissivities retrieved
with the NDVITM method were compared with published values.
Secondly, the TES uses the TIR spectral contrast. It relies on an
empirical relation between the range of observed TIR emissivities
and their minimum value. The TES was designed for the ASTER
sensor. Based on numerical simulation, TES should be able to recover
temperatures within about ±1.5 K and emissivities within about
±0.015 in homogeneous areas (Gillespie et al., 1998). Hence in almost
all the papers where ASTER imagery is used, the TES algorithm
is applied for both LSE and LST retrieval. We can mention some
examples over urban areas: Nichol et al. (2009), Tiangco et al. (2008).
Finally, the TISI algorithm uses the MIR surface reflectance as a
key to solve the emissivity/temperature separation problem. In Dash
et al. (2005) the TISI method is applied to the Advanced Very High
Resolution Radiometer (AVHRR), while in Petitcolin and Vermote
(2002) it is implemented for the MODIS sensor over Southern Africa,
where emissivity and surface temperature were derived within ±0.01
and ±1 K, respectively. None of the three algorithms considers the
3D structure of the city, so in this chapter, we will not analyze
the contribution of a neighboring surface to the radiation balance
of a particular material, this issue is developed in Section 4.3.3.
Finally, the accuracy of each method is tested by using each LSE
map to retrieve the LST by applying a Split Window (SW) algorithm
(Sobrino et al., 2008b).
2.2 Atmospheric correction
2.2.1 TIR region
Fig. 2.1 shows the atmospheric transmittance for a standard MOD-
TRAN (Moderate Resolution Atmospheric Transmission) Mid Lati-
tude Summer atmosphere, for the total atmosphere path (Fig. 2.1(a))
and for the intermediate flight altitude level at the DESIREX cam-
paign, 2497 m above the sea level (Fig. 2.1(b)). As we can observe,
thermal bands on remote sensing instruments work in an atmospheric
window region of the electromagnetic spectrum, approximately be-
41
Chapter 2. Assessment of different procedures to retrieve the LSE over
urban areas
tween 8 and 14 µm. Nevertheless, an atmospheric window does not
mean that the atmospheric effect is negligible. The radiant energy
detected by thermal sensors is a composite of energy emitted and
reflected by the land surface that is transmitted through the atmo-
sphere and energy that is emitted by the atmosphere. The radiative
transfer equation for the TIR region is given by Eq. 2.4.
Lλ(Tλ) = Lg,λτλ + L

λ, (2.4)
where Lλ(Tλ) is the radiance measured at sensor level, Tλ is the at-
sensor brightness temperature, τλ is the atmospheric transmittance
of the surface-sensor path, Lλ is the up-welling path radiance. The
term Lg,λ is the land-leaving radiance (LLR) or radiance measured
at ground level, whose definition for the thermal infrared region is
given by Eq. 2.5. The subindex λ refers to the spectral character
of each parameter, that is each parameter is referred at an effective
wavelength λ
Lg,λ = ελBλ(Ts) + (1− ελ)Lλ, (2.5)
where ελ is the surface emissivity, Bλ(Ts) is the Planck radiance (Eq.
2.6) at surface temperature Ts , and L

λ is the downwelling hemispheric
atmospheric irradiance divided by pi. In Eq. 2.5, the term (1− ελ)Lλ
approximates the part of the down-welling atmospheric radiance
reflected by the surface.
Bλ(Ts) =
c1λ
−5
ec2/λTs − 1 , (2.6)
where c1 = 2hc
2 = 1.19104 · 108 W µm4 m−2 sr−1 and c2 = hc/k =
14387.7 µm·K, with h the Planck constant (6.626 · 10−34 J·s), c the
speed of light (2.9979 · 108 m/s), k the Stefan-Boltzmann constant
(1.38 · 10−23J/K) and λ given in µm. Therefore, the units of the
Planck function are W m−2µm−1 sr−1.
Eqs. 2.4 and 2.5 indicate that it is necessary to take into account
the atmospheric effects and advantages to make measurements in
a spectral region where the atmospheric contribution is as small as
possible. When this condition is met, the first term of Eq. 2.5 will be
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least affected, the second one is related to the surface characteristics:
the larger the emissivity, the smaller the contribution. And the
relative importance of the second term of Eq. 2.4 will be very
variable depending upon meteorological conditions. The thermal
signals are sensitive to the water vapour content and temperature
profiles (Kerr et al., 2004).
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(a) For the total atmosphere.
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above the sea level.
Figure 2.1: Atmospheric transmittance for the most important absorber compo-
nents for a standard Mid Latitude Summer atmosphere.
To characterize radiative components due to the atmosphere for
the AHS imagery, we use the atmospheric profiles obtained by the
soundings launched twice a day during the DESIREX campaign.
These profiles provide information about pressure, temperature and
humidity and are used as input to the radiative transfer code MOD-
TRAN 4.0 (Berk et al., 1999). Our profiles do not include information
about other atmospheric absorbers, such as CO2 and O3. Neverthe-
less, the MODTRAN code has them into account and they are set to
the values of the standard Mid-Latitude Summer Atmosphere.
When we are working with a remote sensing sensor with i channels,
the channel radiance, Li, in channel i is a weighted average given by
Li =
∫
fi(λ)L(λ, T ) dλ∫
fi(λ) dλ
, (2.7)
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where fi(λ) is the spectral response of each i channel of the sensor.
And Eq. 2.4 can be written as
Li(Ti) = Lg,iτi + L

i (2.8)
where the subindex i indicates that each parameter is weighted
average of the corresponding spectral quantities defined in the same
manner as Li in Eq. 2.7. The LLR for channel i will be given by Eq.
2.9:
Lg,i = εiBi(Ts) + (1− εi)Li , (2.9)
The at-sensor brightness temperature Ti and surface brightness
temperature Tg,i in channel i are respectively defined from Li and
Lg,i as
Li = Bi(Ti)
Lg,i = Bi(Tg,i),
(2.10)
where Bi are approximated by the Planck function (Eq. 2.6).
Finally, the atmospheric correction leads to the estimation of the
bottom of atmosphere radiance:
Lg,i =
Li(Ti)− Li
τi
. (2.11)
2.2.2 VNIR region
The VNIR region is out of the field of study of this work. However,
the retrieval of the NDVI in the Section 2.3.1 demands the use of
data in the VNIR region, so a brief mention about the atmospheric
correction in the VNIR region is given in the following lines. The
radiative transfer equation for the VNIR range is given by Eq. 2.12.
L =
[
ρo +
(τ  + τsd)ρsτdo
1− ρsρdd
]
Es
pi
+
(τ  + τsd)
1− ρsρdd
Es
pi
ρsτ
, (2.12)
where L is the radiance at sensor level; Es is the direct solar irradiance;
ρo is the bidirectional reflectivity of the atmospheric layer; τ
 is the
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down-welling direct transmittance; τsd is the diffuse transmittance
in the solar direction; τdo is the diffuse transmittance in the viewing
direction; ρdd is the atmospheric spherical albedo; τ
 is the up-welling
direct transmittance and ρs is the surface reflectivity.
Thus, the surface reflectivity can be obtained according to
ρs =
ρTOA − ρo
(τdo + τ )(τ  + τsd) + ρdd(ρTOA − ρo) , (2.13)
where the top of atmosphere reflectivity (ρTOA) and the atmospheric
parameters are obtained using the MODTRAN code following Verhoef
and Bach (2003) methodology. The aerosol optical thickness was
obtained following the method of Guanter et al. (2008).
2.3 LSE retrieval methodologies
2.3.1 NDVITM
The NDVITM was developed for the sensor NOAA-AVHRR by So-
brino and Raissouni (2000). Afterwards the algorithm was applied to
other sensors like AATSR (Advanced Along-Track Scanning Radiome-
ter), SEVIRI, MODIS or LANDSAT TM5 (Sobrino et al., 2008a).
The methodology has also been applied to sensors with higher resolu-
tion, as the DAIS (Digital Airborne Imaging Spectrometer) (Sobrino
et al., 2002), or to the sensor concerning this work, the AHS (Sobrino
et al., 2008b).
The methodology distinguish between three types of pixels de-
pending on their value of NDVI. The NDVI has been calculated with
the well-known equation that uses reflectivity values from the red
region (ρred) and near infrared region (ρNIR) (Tucker, 1979):
NDV I =
ρred − ρNIR
ρred + ρNIR
. (2.14)
NDVI lower than 0.2
For NDVI values lower than 0.2 the pixel is considered as bare soil
and the emissivity is obtained from reflectance values in the red
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region:
εi = ai + biρred, (2.15)
where a and b are coefficients obtained from spectra included in the
ASTER spectral library (http://speclib.jpl.nasa.gov), their values for
each AHS band during the DESIREX campaign can be seen in the
Eq. 2.16.
ε71 = 0.944− 0.021ρred
ε72 = 0.958− 0.095ρred
ε73 = 0.947− 0.022ρred
ε74 = 0.947− 0.005ρred
ε75 = 0.960 + 0.003ρred
ε76 = 0.968 + 0.006ρred
ε77 = 0.972 + 0.005ρred
ε78 = 0.972 + 0.005ρred
ε79 = 0.980 + 0.001ρred
ε80 = 0.976 + 0.004ρred.
(2.16)
NDVI greater than 0.2 and lower than 0.5
When the NDVI is greater than 0.2 but lower than 0.5, the pixel is
assumed to be composed of a mixture of bare soil and vegetation.
We are going to consider the work done by Sobrino et al. (1990)
to evaluate the emissivity for these mixed pixels. In that work, a
rough and heterogeneous system was considered. The rough system
is composed by a cavity with ground, wall and top elements. When
top and wall surfaces of the system are considered as vegetation, the
emissivity of the system is given by the Eq. 2.17
εi = εv,iPv + εbs,i(1− Pv) + Ci, (2.17)
where the εv,i and the εbs,i are the emissivity of the vegetation and
of the bare soil, respectively, for the channel sensor i and Pv is the
proportion of vegetation obtained according to Carlson and Ripley
(1997) by the Eq. 2.18. The term Ci , appears due to the effect of
cavity caused by the system. The evaluation of this term can be
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carried out by considering a nadir view of the system, that is, the
wall elements are not observed but they are still emitting. With this
constraints, the effective emissivity of the system is done by the Eq.
2.19.
Pv =
(
NDV I −NDV Imin
NDV Imax −NDV Imin
)2
(2.18)
εi = εv,iPv + [εbs,i + (1− εbs,i)εv,iF ](1− Pv), (2.19)
where F is a geometric factor. So, from Eqs. 2.17 and 2.19, the
cavity term is given by Eq. 2.20
Ci = (1− εbs,i)εv,iF (1− Pv). (2.20)
The F factor can not be retrieved from remote sensing data, so
a median value is considered. The values of F are between 0 an 1
and a medium value of 0.55 is assumed for the DESIREX campaign.
Consequently, the emissivity for the pixels with NDVI values between
0.2 and 0.5, can be defined for each AHS band as showed in the
following equation:
ε71 = 0.945 + 0.045Pv
ε72 = 0.967 + 0.023Pv
ε73 = 0.971 + 0.019Pv
ε74 = 0.969 + 0.021Pv
ε75 = 0.974 + 0.016Pv
ε76 = 0.979 + 0.011Pv
ε77 = 0.980 + 0.010Pv
ε78 = 0.981 + 0.009Pv
ε79 = 0.985 + 0.005Pv
ε80 = 0.985 + 0.005Pv.
(2.21)
NDVI greater than 0.5
Finally, when the NDVI obtained is higher than 0.5, the pixel is
considered as fully vegetated. Then, the Eq. 2.17, considering fully
vegetated pixel (Pv = 1), leads to the Eq. 2.22 . So, if we assume
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constant values of εv = 0.985 and C = 0.05 (Sobrino et al., 2008a), a
value of 0.99 for fully vegetated pixels is finally set.
εi = εv,i + Ci. (2.22)
Briefly, the retrieval of the emissivity, for each channel i, with the
NDVITM is done by Eq. 2.23.
εi =
 ai + biρred if NDVI < 0.2εv,iPv + εbs,i(1− Pv) + Ci if 0.2 ≤ NDVI ≤ 0.50.99 if NDVI > 0.5 (2.23)
2.3.2 TES
The TES algorithm was developed by Gillespie et al. (1998). As it
has been said, it was designed for the ASTER thermal imagery (with
five thermal channels) but it can be adapted to any sensor with more
than four thermal bands. The TES methodology solves the problem
of the coupling between the LST and the LSE and brings a solution
for both parameters. The input parameters are the LLR corrected
from the atmospheric effects(Lg,i), and the downwelling atmospheric
radiance (Li ) through every channel i. The methodology combines
features of two precursors: the NEM (Normalized Emissivity Method)
(Gillespie, 1985) and the method of the alpha residuals (Hook et al.,
1992). According to numerical simulations, in Gillespie et al. (1998)
it is said that the TES can recover temperatures within about ±1.5
K, and emissivities within about ±0.015. The method is based on
three modules. The NEM obtains preliminary values of LST and
LSE. The second module, module RATIO, estimates the emissivity
normalized spectrum (β spectrum). Finally, the third module, the
MMD (Maximum Minimum Difference), transforms the β spectrum
into the absolute LSE and recalculates the LST, by using an empirical
relation between the minimum emissivity and the spectral contrast,
which is the hypothesis that solves the coupling problem.
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The NEM module
To start with the algorithm, an initial emissivity is assumed for all the
spectral bands, εmax. With this value, a first guess of the temperature
(T ′) and then of the new emissivities (ε′i) are given. These new values
allow for an iterative correction of reflected downward atmospheric
radiance (Li ).
Radiance Ri in each band i is estimated by R
′
i = L
′
g,i − (1 −
εmax)L

i . Subtracting (1− εmax)Li accounts for part of the reflected
sky radiance.We are going to use R′, T ′s and ε
′ to refer to interim
values of R, Ts and ε, before iterative correction for L

i is complete.
The NEM temperature is taken to be the maximum temperature
calculated from R′i for all channels i, by inversion of Planck’s Law:
Ti =
c2
λi
[
ln
(
c1εmax
R′iλ
5
i
+ 1
)]−1
T ′s = max(Ti)
(2.24)
Once T ′s is known, NEM emissivities are calculated (see Eq. 2.25)
and used to re-estimate R′i (R
′
i = L
′
g,i− (1−ε′i)Li ). Finally, Ti values
are recalculated with the new R′i and ε
′
i values and the whole process
is repeated until the change in R′i between steps is less than 0.05
Wm2sr−1µm−1 or until a maximum of 12 iterations.
ε′i =
R′i
Bi(T ′s)
(2.25)
The RATIO module
The relative emissivities, βi, are found by ratioing the NEM emissivi-
ties.
βi =
εi
1
N
∑N
i=1 εi
, (2.26)
where N is the number of thermal channels considered.
Watson et al. (1990) and Watson (1992) showed that emissivity
band ratios were insensitive to errors in temperature estimation, and
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this is true for the normalized β spectra also. The β spectrum pre-
serves the shape, but not the amplitude, of the actual emissivities. In
the next module the amplitude of the emissivities must be recovered.
The MMD module
The β spectrum must be scaled to actual emissivity values and the
surface temperature must be recalculated from these new emissivities
and from the atmospherically corrected radiances. An empirical
relationship predicting εmin from MMD (Eq. 2.27) is used to convert
βi to εi.
MMD = max(βi)−min(βi). (2.27)
The relationship has the structure given by Eq. 2.28
εmin = a+ bMMD
c, (2.28)
where the constants a, b and c are obtained empirically using spectral
data of emissivity. This relation is the key point of the TES algorithm.
Finally, the emissivities values are obtained as
εi = βi
(
εmin
min(βi)
)
. (2.29)
And the TES temperature will be retrieved as
Ts =
c2
λi∗
[
ln
(
c1εi∗
Ri∗λ5i∗
+ 1
)]−1
, (2.30)
where the i∗ is the band for which emissivity εi is maximum, therefore,
the correction for the term Li is minimum. Then, the final emissivities
can be recalculated as εi,f = Ri(εi)/B(Ts).
The εmin and MMD relationship
Coefficients a, b and c of the expression 2.28, are measured empirically.
The relationship between the εmin and the MMD is different for each
sensor and for each spectral band configuration. In the literature
we can find some examples of the adaptation of the algorithm to
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the AHS spectral configuration (Sobrino et al., 2008a, 2006, 2008b).
The spectral configuration of the AHS during the DESIREX cam-
paign was the same as the one disposed for the SEN2FLEX field
campaign (Sobrino et al., 2008b), so the same empirical relationship
has been considered. The AHS TIR bands chosen to perform the
TES methodology are bands 72, 73, 75, 76, 77, 78, 79. Channels 71
(8.18 µm), 74 (9.60 µm) and 80 (12.93 µm) are not included because
they are more affected by the atmospheric absorption (see Fig. 2.1).
Despite in the AHS flights the ozone absorption is not observed
because the maximum absorption of the ozone is usually located at
atmospheric altitudes higher than 10 km, band 74, located in the
region of ozone absorption has been removed from the study. With
this spectral configuration and using 108 emissivity spectra from the
ASTER spectral library (including soils, vegetation, water, ice and
whole rock chips), the Eq. 2.28 leads to the relationship used for the
AHS imagery:
εmin = 0.999− 0.777MMD0.815. (2.31)
The statistical fit of this relation with the spectra considered,
gives a correlation coefficient of 0.997 and a standard deviation of
0.005.
2.3.3 TISI
For modest temperature variations around a reference temperature
T0, the Planck function Bλ(T ) (Eq. 2.6) can be written with a good
approximation as Eq. 2.32 (Price, 1989).
Bλ(T ) ∼= mλ(T0)T nλ(T0). (2.32)
Therefore, from the previous equation and Eq. 2.10 the channel
radiance Lg,i can be approximated around a reference temperature
Tg by
Lg,i ∼= miT nig,i, (2.33)
where mi and ni are channel constants.
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Using the approximation 2.33 it is possible to rewrite expression
2.9 as
Lg,i = miT
ni
g,i = εimiT
ni
s + (1− εi)Li (2.34)
At the beginning of the nineties, Becker and Li (1990) proposed
a method to retrieve land surface emissivity by comparing day and
night TISI. Despite the method has experimented some changes later,
we will use the algorithm proposed by them and adapted for two
channels.
Two channel Temperature Independent Thermal Infrared Spec-
tral Indices.
If, for the channel radiance Lg,i, the atmospheric reflected radiance
could be neglected, expression 2.34 could be written for a generic i
channel
Lg,i = εimiT
ni
s (2.35a)
or
T nig,i = εiT
ni
s (2.35b)
From these expressions it is simple to obtain temperature-independent
thermal infrared indices with two channels i and j by rationing the
two-channel radiances with adequately chosen powers ai and aj.
Laig,i
L
aj
g,j
=
εaii m
ai
i
ε
aj
j m
aj
j
(2.36a)
or
T ainig,i
T
ajnj
g,j
=
εaii
ε
aj
j
(2.36b)
with
aini − ajnj = 0, (2.37)
this relationship between the ratios makes the TISI independent
of temperature.
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Even if the effect of the reflected atmospheric radiance is very
small, neglecting it would induce on the emissivity deduced from
these ratios a relative error given by
∆εi
εi
=
(1− εi)Li
εiBi(Ts)
. (2.38)
Therefore, in order to take care of this effect to first order, the
Eqs. 2.35a and 2.35b are rewritten as
Lg,i = εimiT
ni
s Ci (2.39a)
or
T nig,i = εiT
ni
s Ci (2.39b)
where
Ci = 1 + γi(1− εi)/εi (2.40)
with
γi =
Li
Bi(Ts)
. (2.41)
This leads to a correction factor Caii /C
aj
j in expressions 2.36a and
2.36b.
Since there are two unknowns, namely, ai and aj for Eq. 2.37,
several solutions can be obtained from this equation. One particular
obvious solution is ai = 1/ni and aj = 1/nj. This solution has the
advantage to lead to the simple ratio of brightness temperature, but
leads to complicated powers to both emissivities. The methodology
propose to introduce a solution with one of the powers equal to 1,
namely, ai = 1 and therefore, aj = ni/nj = nij. A temperature-
independent thermal infrared spectral index TISIij is defined by
TISIij =
m
nij
j
mi
Lg,i
L
nij
g,j
= Mij
Lg,i
L
nij
g,j
(2.42a)
or
TISIij =
(
Tg,i
Tg,j
)ni
. (2.42b)
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From Eqs. 2.36a or 2.36b, this index would be equal to
TISIEij =
εi
ε
nij
j
, (2.43)
which is independent of Ts.
Taking account of the reflected atmospheric radiance leads to
TISIij = CijTISIEij, (2.44)
with
Cij = Ci/C
nij
j . (2.45)
Theoretically, Cij, depends on emissivity, atmospheric condition
and surface temperature, being strictly equal to 1 when Ts →∞ or
when εi = εj = 0. TISIE is therefore the asymptotic value of TISI.
However, it is worth noting that this variation is very small and can
be neglected with good accuracy (for Ts between 300 K and 324 K,
differences between TISI and TISIE are around the 1%). Therefore,
assuming that Cij is independent of surface temperature and is equal
to 1 makes good approximations for a large range of emissivities and
surface temperatures.
Reflectivity retrieval in AHS channel 66
We have chosen the channel i as the channel 66 of the AHS. This
band has an effective wavelength of 3.9 µm and is located in the Port
3 of the instrument, in other words, in the MWIR region. So, for
daytime measurement, the reflected part of the Sun irradiation must
be taken into account and the land leaving radiations leads from Eq.
2.5 to Eq. 2.46.
Lg,66 = ε66B66(Ts) + (1− ε66)(L66 + Lsun,66)
+ρ66(θ, ϕ, θs, ϕs)cos(θs)Esun,66τ66(θs, ϕs),
(2.46)
where ρ66(θ, ϕ, θs, ϕs) is the bidirectional reflectivity in channel 66
for the view and solar zenith and azimuth angles (θ, ϕ and θs, ϕs),
Esun,66 is the direct Sun irradiation at ground level and τ66(θs, ϕs) is
the atmospheric transmittance in channel i and in the solar direc-
tion. Lsun,66 is the channel downward solar diffusion radiation over
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hemisphere divided by pi. We can rename part of the Eq. 2.46 as
L′g,66:
Lg,66 = L
′
g,66 + ρ66(θ, ϕ, θs, ϕs)cos(θs)Esun,66τ66(θs, ϕs), (2.47)
so the bidirectional reflectivity in channel 66 is given by Eq. 2.48
ρ66 =
Lg,66 − L′g,66
cos(θs)Esun,66τ66
. (2.48)
Lg,66 can be computed by inverting Eq. 2.4 and Esun,66 and
τ66 are calculated, as the other atmospheric parameters, using the
atmospheric profiles with the radiative transfer code MODTRAN 4.0.
The key parameter to calculate the ρ66 is the term L
′
g,66.
Assuming that TISIE does not change between day and night,
Eqs. 2.44 and 2.42a lead to the following equation:
Ldg,i =
Cdij
Cnij
(
Ldg,j
Lng,j
)nij ,d
Lng,i, (2.49)
where superscripts d and n indicate day and night measurements,
respectively. Therefore, including Eq. 2.49 to Eq. 2.48, with the
assumption of Cij = 1, we obtain
ρ66 =
Lg,66 −
(
L
′d
g,j
L
′n
g,j
)n66j
L
′n
g,66
cos(θs)Esun,66τ66
. (2.50)
This equation means that the bidirectional reflectivity in the
MIR channel can be obtained directly from day and night radiances
measurements, the n66j values depending only on spectral responses
(see table 2.1 for the AHS values) and the Esun,66 and τ66 values being
evaluated carefully with atmospheric quantities.
According to Kirchhoff’s law, AHS channel 66 emissivity is related
to channel 66 directional hemispherical reflectivity (equation 2.51,
with i = 66).
εi(θ) = 1− ρi(θ). (2.51)
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And assuming Lambertian behaviour of the surface, we obtain
the relation for the bidirectional hemispherical reflectivity.
ε66 = 1− piρ66(θ, ϕ, θs, ϕs). (2.52)
Retrieval emissivities in AHS TIR bands
The two-channel TISIE66j index is defined from Eq. 2.43 as
TISIE66j = (ε66)/(εj)
nij , (2.53)
where j = 71, 72, 73, 74, 75, 76, 77, 78, 79 or 80.
It can be also defined using the TISI definition given by Eq. 2.42a
TISIE66j =
(
Lg,66
m66C66
)(
Lg,j
mjCj
)−nij
(2.54)
At night (without the radiative terms from the Sun) the previous
TISIE66j can be easily measured with an adequate correction of the
atmosphere effect. So, calculating the TISIE66j at night, assuming
that it does not change between day and night, and combining Eqs.
2.53 and 2.54, one gets:
εj =
(
ε66
TISIE66j
)nj/n66
. (2.55)
For the DESIREX campaign, the constants values of mi and ni
are calculated by linear regression using look up table (LUT) values
as input. The LUT has been created relating temperatures and
radiances for a range of temperature between 240 K to 360K with
an interval of 0.1 K according to Eq. 2.7 and for all AHS channels
used for this study, that is for channels 66, 71, 72, 73, 74, 75, 76, 77,
78, 79 and 80. The table 2.1 gives their values for the concerned
channels.
2.4 Comparative analysis of the LSE products
In this point we are going to see the performance of the LSE retrieval
methodologies in urban areas, we selected three different urban
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Table 2.1: Value of the mi and ni factors for each AHS band, calculated by
linear regression using a LUT.
AHS band mi ni
66 3.1589 10−28 11.8261
71 1.2470 10−11 5.6017
72 6.8421 10−11 5.3093
73 3.0789 10−10 5.0487
74 1.1368 10−09 4.8203
75 3.6607 10−09 4.6141
76 1.1649 10−08 4.4081
77 4.0114 10−08 4.1857
78 1.1518 10−07 3.9937
79 2.9473 10−07 3.8207
80 7.0857 10−07 3.6570
surfaces: a target of asphalt along a large avenue inside the city,
asphalt shingle (just shingle from hereafter), specifically we have
used the shingle shown in Figs. 1.4(g) and 1.4(h) and tile. The last
two surfaces are the most common roofing materials used in Madrid.
The in-situ emissivity of the asphalt and the shingle was retrieved
applying the TES algorithm to the in-situ data, registered with the
CIMEL CE312-2 (see Section 1.4.2 for specifications). Nevertheless,
there were no in-situ measurements for the tile, so its spectrum
was extracted from the ASTER spectral library, details on sample
preparation and sample measurements can be found in Baldridge
et al. (2009). Notice that no metallic surfaces have been included in
the study because they do not follow the empirical relation between
the minimum emissivity and the spectral contrast required for the
TES implementation as will be shown in section 4.3.1.
Fig. 2.2 shows the spectral behaviour of the three surfaces. Re-
sults from AHS images have been obtained by averaging the emissivity
value of the pixels that comprised each surface, selecting them ac-
curately from the 4 m of spatial resolution image. Finally, all the
emissivity spectra were convolved with the CIMEL CE312-2 spectral
response functions (see Eq. 2.7), in order to obtain comparable results
between the in-situ, or ground truth, values and the AHS values.
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Figure 2.2: Spectral emissivity of different surfaces retrieved from AHS data
with NDVITM , TES method and TISI method.
Fig. 2.3 displays the scatterplots of AHS and ground truth es-
timations of LSE. Table 2.2 shows the statistical results of these
scatterplots. Classic statistical parameters, such as the mean differ-
ence between the AHS LSE and the ground truth LSE (bias mean)
and the standard deviation (σ), are shown (Eq. 2.56). In addition,
robust statistical parameters, which are less affected by anomalous
values than the classic ones, are presented, such as the median of the
differences between the AHS LSE and the ground truth LSE (bias
median) and the median absolute deviation (MAD). The RMSE (Eq.
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2.56) for each validation process is also given.
RMSE =
√
x¯2 + σ2
x¯ =
1
N
N∑
j=1
xj
σ =
√√√√ 1
N − 1
N∑
j=1
(xj − x¯)2,
(2.56)
where j subindex refers to the j LSE value from the N spectrum
points considered. And in the case at hand: x¯ = Bias and xj =
Biasj = LSEAHS,j − LSEground truth,j.
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Figure 2.3: Validation of the LSE retrieved from AHS imagery versus in-situ
measurements (LSE in-situ).
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Table 2.2: Statistical values from the validation activity of the LSE products
retrieved with the NDVITM , the TES and the TISI.
NDVITM TES TISI
r2 0.25 0.64 0.73
Bias mean 0.024 0.015 -0.008
σ 0.051 0.036 0.029
Bias median 0.009 -0.003 -0.007
MAD 0.033 0.025 0.023
RMSE 0.056 0.039 0.030
The LSE ground truth values go from 0.775 at 9.154 µm for the
shingle to 0.977 at 8.695 µm for the asphalt. Despite it, the range of
emissivities retrieved with the three algorithms is not so broad. For
the TISI the range is between 0.817 and 0.974, while for the TES
it is between 0.881 and 0.969 and for the NDVITM the range is the
narrowest, between 0.939 and 0.972. Furthermore, Fig. 2.3 shows
that especially the NDVITM and the TES do not reproduce properly
low values of LSE. In fact the TES gives good values over 0.93.
We can observe that NDVITM does not distinguish among different
urban materials; different surfaces lead to equal plots (see Figs. 2.2(a)
and 2.2(b)). The statistical indicators for the NDVITM (Table 2.2)
showed low correlations between both retrievals, i.e. r2 of 0.25 and
RMSE of 0.06. These results were expected because this methodology
is based on a vegetation index and it would not be the best way to
characterize man-made materials.
Regarding TES and TISI algorithms, the correlation is improved:
0.64 and 0.73, respectively. For the TES the bias-mean and bias-
median values are acceptable: 0.015 and -0.003, respectively. And
for TISI are -0.008 and -0.007, respectively. Nevertheless, the RMSE
obtained in both cases is higher than the accuracy estimated for each
algorithm in previous studies (see Section 2.1).
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2.5 Comparison in terms of LST.
It would be interesting to study how the inaccuracies shown in Section
2.4 are transmitted to the LST retrieval. For this reason, in this
section we are going to validate the LST products retrieved with the
three LSE maps.
The Split Window algorithm
The SW algorithm, uses two thermal bands typically located in the
atmospheric window between 10 and 12 µm. The basis of the SW
technique is that the atmospheric attenuation suffered by the surface
emitted radiance is proportional to the difference between the at-
sensor radiances measured simultaneously in two different thermal
channels (Sobrino et al., 2006). In this work, the algorithm used
takes into account the emissivity and water vapour effects:
Ts = Ti + c1(Ti − Tj) + c2(Ti − Tj)2 + c0
+(c3 + c4w)(1− ε) + (c5 + c6w)∆ε, (2.57)
where Ti and Tj are the at-sensor brightness temperatures (see Eq.
2.10) for channels i and j, respectively, all the temperatures are
expressed in K; ε = (εi + εj)/2 and ∆ε = (εi − εj) are the mean
effective emissivity and the emissivity difference, where εi and εj are
the ones for bands i and j, respectively; w is the total atmospheric
water vapour content (in g/cm2); finally, ck (k=0 to 6) are the
numerical coefficients of the SW algorithm. The algorithm given
by Eq. 2.57 comes from the mathematical structure proposed by
Sobrino et al. (1996), where a single-channel double-angle model
was presented. This algorithm was later modified by Sobrino and
Raissouni (2000).
SW coefficients are calculated after statistical fits as explained in
Sobrino et al. (2006). For this case, 108 emissivity spectra and 61
atmospheric soundings were used (Sobrino et al., 2008b). AHS TIR
bands 75 (10.07 µm) and 79 (12.35 µm) were selected to apply to
Eq. 2.57 because, according to the sensitivity analysis presented in
Sobrino et al. (2006), this combination of bands provides the best
results. The SW coefficients and the errors obtained in the sensitivity
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analysis of the SW algorithm using AHS bands 75 and 79 are given
in Sobrino et al. (2008b) and are shown in Eq. 2.58 , for our flight
altitude. Moreover, the LST sensivity test gave an RMSE of 0.8 K for
the 108 spectra and 61 atmospheric soundings used for the statistical
fits.
Ts = Ti + 0.723(Ti − Tj) + 0.04275(Ti − Tj)2 − 0.08463
+(45.49− 5.17w)(1− ε) + (−60.81 + 16.93w)∆ε. (2.58)
The w measured from the soundings (see Section 1.4.1), the LSE
maps of July 4th and the at sensor temperature of each day of flight
have been used as input for the SW algorithm. Notice that the same
LSE map is used to retrieve all the LST maps, as we have already
said that the LSE is supposed to be constant over time. So finally,
we obtain a LST for each flight at 4 m of spatial resolution (see table
1.3).
Comparative analysis
Fig. 2.4 shows the difference between the LST values derived from
each method by applying the SW over a portion of downtown Madrid
the 4th of July at noon. If we observe the images we can see that the
TISI emissivity provides higher temperatures than the TES emissivity.
On the contrary, both methodologies are coincident for lower LST
points such as vegetation or shadows. Additionally, higher differences
of temperature are detected between TISI and TES than between
TES and NDVITM .
Finally, Fig. 2.5 shows the validation plots of the airborne LST
maps versus the in-situ values. For validation purposes, only night-
time images have been chosen, thus avoiding the errors committed
because of the heterogeneity of the LST during daytime. The study
has been divided into two groups. Firstly, taking into account 4
validation targets (see Fig. 1.4), including 2 natural surfaces (green
grass and bare soil) and 2 man-made surfaces (two different roofs
inside the city) for all the night-time images, giving a total of 18
validation values (Figs. 2.5(a), 2.5(c), 2.5(e)). And secondly, taking
into account just the man-made surfaces, which give a total of 8
62
Chapter 2. Assessment of different procedures to retrieve the LSE over
urban areas
validation values (Figs. 2.5(b), 2.5(d), 2.5(f)). For the man-made
surfaces, LST values were extracted from the LST maps over regions
of 2Ö2 pixels accurately selected, since the area had a small extent.
For the natural targets, the values were extracted over regions of 3Ö3
pixels. In-situ values were obtained from the average value of LST
registered from 10 min before the overpass of the plane to 10 min
after it. The variation of each value (both in-situ and airborne) is
determined by the standard deviation of each average. This value
is represented as the bar error of each point of the validation plots.
Nevertheless, no significant errors were observed.
Table 2.3 shows statistical values of the validation process. The
LST retrieved with the NDVITM emissivity presents the highest
dispersion of the data (the highest MAD and σ values), as well as
the highest bias and RMSE values in both groups of study. When
natural and man-made surfaces are studied, the LST retrieved with
the TES and the TISI emissivities present similar behavior, with
equal values of MAD and very similar values of σ. However, regarding
artificial urban surfaces, the LST retrieved with the TES emissivity
presents higher bias than the TISI one, but lower dispersion of the
data and also higher linear correlation between the airborne and the
in-situ LST. Focusing on the RMSE, we can observe that when all the
surfaces are analyzed, the TES and the TISI present similar values
(1.7 K and 1.6 K, respectively). Considering only man-made surfaces,
the RMSE is the same for both algorithms (2 K). However, in both
cases, the RMSE for TES is in more agreement with its theoretical
accuracy than TISI does.
Table 2.3: Statistical values from the validation activity of the SW LST products.
18 validation points (natural
and man-made materials)
8 validation points (natural
materials)
NDVITM TES TISI NDVITM TES TISI
r2 0.86 0.92 0.90 0.83 0.88 0.67
Bias mean (K) -1.5 -1.0 -0.7 -2.1 -1.6 -0.6
σ (K) 1.7 1.3 1.4 1.9 1.2 1.9
Bias median (K) -1.2 -1.1 -0.5 -1.9 -1.6 0.3
MAD (K) 1.4 1.1 1.1 1.7 0.9 1.4
RMSE (K) 2.3 1.7 1.6 2.9 2.0 2.0
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(a) TES-TISI.
(b) TES-NDVITM .
(c) TISI-NDVITM .
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Figure 2.4: LST differences obtained from different emissivity sources.
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(a) LST retrieved from
NDVITM emissivities.
Natural and man-made
points of validation.
(b) LST retrieved from
NDVITM emissivities.
Man-made points of
validation.
(c) LST retrieved from TES
emissivities. Natural and
man-made points of vali-
dation.
(d) LST retrieved from TES
emissivities. Man-made
points of validation.
(e) LST retrieved from TISI
emissivities. Natural and
man-made points of vali-
dation.
(f) LST retrieved from TISI
emissivities. Man-made
points of validation.
Figure 2.5: Plot of the LST obtained from a SW algorithm applied to the AHS
data (LST AHS) versus in-situ measurements of temperature (LST
in-situ).
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2.6 Conclusions
In this chapter we compared three algorithms (NDVITM , TES, TISI)
for the estimation of LSE using the AHS sensor. Results show
the unsuitability of using the NDVITM , as it presents the highest
errors and it does not distinguish artificial surfaces with different
composition, while TES and TISI algorithms permit to distinguish
them. For TES and TISI algorithms, RMSE values of 0.04 and 0.03,
respectively, are obtained. When comparing LST estimations, we
still observe better agreements with in-situ values for TISI and TES
algorithms than for NDVITM . The RMSE computed for the TISI
is 1 K higher than its accuracy when only man-made surfaces are
observed. For TES this difference is just 0.5 K.
Additionally, TISI algorithm requires more spectral information
(TIR bands and at least 1 band in the MIR region) and temporal
information (one night and one day image) than the other two meth-
ods. On the contrary, the TES algorithm can be applied with only
5 TIR bands and only one image. In addition, this algorithm has
the advantage that the LST can be retrieved at the same time as the
LSE. Regarding these facts and the results obtained, TES algorithm
has been selected to continue with our study in the next sections.
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The study of the Urban Heat Island over the
city of Madrid
3.1 Introduction
As we mentioned in the Introduction chapter, the UHI phenomenon is
one example of the local climate change which occurs as a consequence
of the urbanization process. It is characterised by the heating of
urban zones in comparison to its non-urbanised surroundings. As a
result the UHI is defined as the difference of the AT within the city
and the AT of its surroundings (Morris et al., 2001)(Eq. (3.1)). The
effect is more relevant at night when urban surfaces, with higher heat
capacities than rural surfaces, release energy that has been stored
during the daytime with less efficiency than do the rural areas.
UHI = ATurban − ATrural (3.1)
Urban heat island can be defined for different layers of the urban
atmosphere, and for various surfaces. Atmospheric heat islands may
be defined for the urban canopy layer (UCL), that layer of the urban
atmosphere extending upwards from the surface to approximately
mean building height, and the urban boundary layer (UBL), that
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layer above the UCL. Fig. 3.1 shows a representation of the urban
atmosphere illustrating both urban atmospheric layers.
Figure 3.1: Schematic representation of the urban atmosphere illustrating a
two layer classification of urban atmosphere (adapted from Oke
(1987)).
On the other hand, when the UHI is monitored with remote
sensing data, we must consider surface urban heat island (SUHI)
(Voogt and Oke, 2003) because the parameter studied is no longer
the AT but the LST:
SUHI = LSTurban − LSTrural (3.2)
There are several examples of experimental campaigns whose aim
is to study urban climates and in most cases to quantify the UHI
of different urban zones. One strategy to achieve this purpose is to
record AT, humidity and wind speed measures using fixed stations or
mobile transects (Ferna´ndez et al., 2004, Jasche and Rezende, 2007,
Masson et al., 2008, Najjar et al., 2004, Oke, 1973, Voogt and Oke,
1998b). Many other studies applied remote sensing technology, using
satellite images (Hartz et al., 2006, Li et al., 2009, Stathopoulou et al.,
2009, Voogt and Oke, 2003) or airborne sensor imagery (Lagouarde
et al., 2004, Masson et al., 2008, Voogt and Oke, 1997), to describe
the behaviour of urban surfaces.
Regarding the city of Madrid, UHI has been studied using AT
data inside the urban canopy layer (Ferna´ndez et al., 2004, Yague
et al., 1991) and also using satellite images (Pe´rez-Gonza´lez et al.,
2003). However the DESIREX campaign went far away providing
for the first time a large amount of ground measurements (fixed and
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mobiles), low, medium and high resolution thermal remote sensing
data (Sobrino et al., 2013), so both effects SUHI and UHI can be
evaluated, and a comparison between them can be established. Our
study focuses on the high resolution data acquired from the AHS.
First, the vicarious calibration of the sensor will be shown, then the
validation of the TES algorithm used to retrieve the LST and the
LSE from the AHS imagery. The SUHI effect is measured from the
AHS imagery and compared to the SUHI obtained from the ASTER
medium resolution data and from the MODIS low resolution data.
Finally, the UHI value is retrieved and compared with the AHS SUHI
at two atmospheric levels: over the buildings in the urban boundary
layer, from the fixed points of measurements established during the
campaign and at street level, in the urban canopy layer, from the
mobile traverses.
3.2 Land Surface temperature retrieval
3.2.1 Vicarious Calibration of the AHS thermal bands
Before the application of algorithms it is convenient to compare the
data provided by the sensor with the data acquired in-situ. According
to Tonooka et al. (2005), the conditions required for calibration sites
are: (i) targets should be homogeneous in both surface temperature
and emissivity, and (ii) atmospheric conditions should be stable and
cloud-free, with a small total amount of water vapour. In agreement
with this criteria, two sites were selected as calibration targets: water
and green grass.
To calibrate the sensor, we made a comparison between the at-
sensor temperatures values measured with the AHS bands (Tsensor, AHS)
and the at-sensor temperatures values that we reproduce from ground-
based measurements (Tsensor, in situ). The last ones are obtained using
Eqs. 2.4 and 2.5 with the surface temperatures obtained from
measurements in-situ, the emissivity for each water and green grass
surfaces are extracted from the ASTER spectral library and the at-
mospheric parameters are obtained from the atmospheric soundings
and the MODTRAN code. Then, from at-sensor radiances values,
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at-sensor temperatures are obtained from Planck’s equation (2.6).
The two temperatures spectra were almost coincident, showing a
good performance of the AHS TIR bands. Fig. 3.2 displays the com-
parison between both temperatures for all the tests points. Moreover,
the statistical results of the calibration process are summarized in
Table 3.1, where the bias, σ and RMSE values are defined by 2.56,
with x¯ = Bias and xj = Biasj = TradAHS,j − Trad ground truth,j. We
can observe that the RMSE values are bigger during daytime than
at night, this is due to the thermal homogeneity at night. An RMSE
of 1.0 K and a bias of 0.1 K were obtained from the 11 test points
and for the 10 AHS TIR bands considered.
Table 3.1: Statistical values from the vicarious calibration of AHS TIR bands.
Day of Time
Target
Bias σ RMSE
the year (hh:mm)
(K) (K) (K)
(DOY) (UTC)
177 11:27 Green Grass 0.8 1.5 1.7
177 22:31 Green Grass 0.02 0.6 0.6
178 04:26 Green Grass -0.5 0.9 1.0
180 11:53 Green Grass -0.1 1.4 1.4
180 11:53 Water 0.9 0.9 1.3
180 11:53 Water 0.1 0.9 0.9
180 21:44 Green Grass -0.8 0.7 1.0
183 11:44 Water 0.2 0.9 0.9
183 22:12 Green Grass -0.1 0.5 0.5
184 04:26 Green Grass -0.2 0.7 0.8
186 11:32 Water 1.0 0.8 1.3
All days All measures All surfaces 0.1 1.0 1.0
3.2.2 TES results
In this section an example of the LST maps retrieved with the
TES methodology is shown. Figs. 3.3 and 3.4 display two mosaics
of both AHS overpasses at noon and at night, respectively. The
main difference between both relies on the difference of interval of
temperature. While the nocturnal map has temperatures between
70
Chapter 3. The study of the Urban Heat Island over the city of Madrid
275 280 285 290 295 300 305 310 315275
280
285
290
295
300
305
310
315
T s
e
n
so
r,
 A
H
S 
(K
)
T
sensor, in situ (K)
Figure 3.2: Comparison between the at-sensor temperatures obtained from
ground based measurements (Tsensor, in situ) and the ones extracted
from the AHS images (Tsensor, AHS).
290 K and 304 K, these boundary values are increased to 300 K and
328 K, respectively, for the noon image. In both maps, the contour
of the city is indicated with a black line. Inside the city, a large
vegetated area stands out in the middle of the images, due to the
difference of temperature between this surface and the man-made
materials.
The common area between the P01 and the P02 overpass (Fig.
3.5) and the wide FOV of the instrument (90◦) give us the challenge
of talking about the urban surface anisotropy or effective anisotropy.
Voogt and Oke (1998a) propose this term to distinguish between
the directional variations of radiance exhibited by the large scale
structure of the surface, with that of the surface characteristics
of an individual component of the urban surface (which may or
may not exhibit isotropic behaviour). Horizontal and unobstructed
surfaces are generally viewed by remote sensors, while building walls
or obstructed horizontal surfaces are often unseen or undersampled.
Nevertheless the proportion of vertical and horizontal surfaces seen
will change depending on the observational conditions, an off-nadir
observation will be more propitious to observe vertical surfaces than
a nadir one. As said by Voogt and Oke (1997) remotely sensed urban
surface temperatures are subject to strong variations due to viewing
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Figure 3.3: Map of LST applying TES algorithm to AHS image of 28th June
2008 at noon time. Limits of urban zone are indicated by a black
line.
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Figure 3.4: Map of LST applying TES algorithm to AHS image of 28th June
2008 at night time. Limits of urban zone are indicated by a black
line.
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restrictions of the urban surface structure and remotely sensed LST
observations are necessarily biased from a complete urban LST, which
is the temperature of the entire three-dimensional surface. So, even
if the same area is observed by both AHS overpasses, they are not
seeing the same surfaces. The P02 AHS overpass overflew the city
from south to north, so the south walls facets were seen by the sensor.
And at off-nadir observations, east walls were observed on the left
side of the image while west walls on the right side. In the case of the
P01 overpass, which goes from north-west to south-east, north-west
facets will be seen; and at off-nadir viewing angles, south-west facets
at left side and north-east at right side.
On the one hand, Figs. 3.5(a) and 3.5(b) correspond to the
noon overpasses while Figs. 3.5(d) and 3.5(e) correspond to the
night ones. The urban anisotropy is mainly evidenced for daytime
images. If we pay attention on the Fig. 3.5(a) we can observe that
the central points of the overpass, corresponding to a nadir view
geometry are at higher LST than the pixels corresponding to an
off-nadir observation, that is exactly what the work of Voogt and
Oke (1997) determined from experimental measurements. That study
says that in general, except for the most directly irradiated facet,
all vertical surfaces have temperature distributions that are cooler
than those in the horizontal. Temporarily, the difference between
the horizontal and vertical distributions is strongest near solar noon
when, because of the relatively small solar zenith angle, even the
most directly irradiated vertical facet has a distribution significantly
cooler than the horizontal. On the other hand, for the P02I1 overpass
(Fig. 3.5(d)), a large avenue almost covered by a vegetation canopy
is placed at the central path of the image, corresponding to the
nadir view, so the rise of the LST is not so evident than in the
P01I1 overpass. However, the left side of the image seems warmer
than the right one, as the vertical facets observed on the first one
have been directly irradiated while the ones on the right have not
yet received direct irradiation. Nevertheless, for night images, as
there are not directly irradiated areas and consequently there are
not shadows, we may not appreciate any difference between the
nadir viewed pixels and the off-nadir viewed ones. The comparison
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between both flight patterns is given in Figs. 3.6 and 3.7, where
the histograms of the common area of both overpasses are plotted
together for each flight. For the day images (Fig. 3.6) two peaks are
observed. The highest one, around 320 K, corresponds to the urban
surfaces observed by the sensor. While the other one, around 305 K,
corresponds to the shadowed and green areas. Mainly two differences
are observed between both flights. In first place, the movement to
higher temperatures of the P02 curve due to the time lag between
both observations. Secondly, the shadow peak is weaker for the P02
overpass, due to the the geometry of observation. More shadows are
observed when the city is swept from north-west to south-east (flight
P01) than from south to north (flight P02). Despite that, between
the sunset and the sunrise (Fig. 3.7), no influence of the lag time or
of the observation geometry is observed between both overpasses.
Validation of the algorithm
The validation process is a comparison between temperatures re-
trieved from in-situ measurements and those retrieved from airborne
or satellite thermal infrared data. In the present case, we are going
to compare the LST retrieved with the TES algorithm from the AHS
imagery (LSTAHS) and the LST measured (LSTin situ). Two natural
surfaces (green grass and bare soil) and two artificial surfaces (2
different roofs inside the city) were selected as validation points (see
Fig. 1.4). These surfaces were chosen because they were large enough
to be seen by the airborne sensor. Moreover, because of their location,
they have no influence from their surroundings and the algorithm
can be tested over urban surfaces without the influence of the 3D
structure of the city.
As done in Section 2.5, LSTAHS values of natural surfaces were
extracted over regions of 3x3 pixels. On the other hand, the values
at urban sites were extracted over regions of 2x2 pixels accurately
selected, since the extension of the area is small and the structure of
the neighbourhood is complex.
Fig. 3.8 plots both LST, differentiating between daytime and
night time values. In Table 3.2 we present the statistical values of the
validation process divided into two grops: day flights and night flights.
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(a) P01I1 overpass. (b) P02I1 overpass.
(d) P01I2 overpass. (e) P02I2 overpass.
Figure 3.5: LST of the common area between both AHS overpasses, 28th June.
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(a) June 25th. (b) June 28th.
(c) July 1st. (d) July 4th.
Figure 3.6: Land surface temperature histograms from the common zone of both
AHS overpasses at midday.
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(a) June 25th. (b) June 28th.
(c) July 1st. (d) July 4th.
Figure 3.7: Land surface temperature normalized histograms from the common
zone of both AHS overpasses at night.
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For day flights we obtain a value of RMSE higher than 3 K due to
the presence of shadows, but for night flights the RMSE improves,
being lower than 1.5 K, which indicates the good performance of
TES. When all the data are considered, the RMSE obtained is of 2.4
K. Note that the bias value is negative, indicating that the LSTin situ
values are higher than the AHS retrieved ones.
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Figure 3.8: Comparison between the LST obtained from ground based measure-
ments (LSTin situ) and the ones retrieved applying TES algorithm
to the AHS images (LSTAHS); n indicates the number of points
used in the validation process.
Table 3.2: Statistical values from the validation of the LST retrieved applying
the TES algorithm to the AHS imagery.
Data
Number of Bias σ RMSE
points (K) (K) (K)
Night time 21 -0.7 1.25 1.4
Daytime 27 0.0 3.0 3.0
All 48 -0.3 2.4 2.4
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3.3 The SUHI effect
3.3.1 SUHI from the AHS high resolution data.
The LSTurban in Eq. 3.2 is considered as the average LST of the
urban area in the AHS images and the LSTrural is the average LST
of the area which results when the urban zone is removed. Limits
between urban and rural zones were established according to urban
contours and neighbourhood limits (black line in Figs. 3.3 and 3.4).
Fig. 3.9 displays the SUHI phenomenon. It is calculated for both
overpasses of the AHS. Despite each overpass includes different urban
and rural zones (see Figs. 3.3 and 3.4) and they do not see the
same surfaces, as explained previously, the behaviour of both plots is
similar. Positive values of SUHI are obtained at night time, as the
city appears warmer than its surrounding. At day time, low SUHI
values are achieved, sometimes negative values, since in that case
the rural surfaces appear warmer than the urban ones. The negative
island characterizes some inner-city urban areas, such as Madrid, in
the middle of the day due to the slow uptake of heat by the city
and large shaded areas from the tall buildings (Voogt, 2002). The
maximum SUHI value is near 5 K for both overpasses.
3.3.2 SUHI from medium and low resolution data.
Taking advantage of the different data recorded during the DESIREX
campaign, in this section we calculate the SUHI effect from the
spaceborne imagery recorded by the sensors ASTER and MODIS.
First we explain the processing of each product to obtain the LST
maps, then we plot the SUHI effect and we compare it with the result
obtained from the AHS sensor.
LST from ASTER data
The LST has been retrieved from the ASTER imagery by applying
the TES algorithm described in Section 2.3.2. The εmin and MMD
relationship used was the one proposed by Gillespie et al. (1998):
εmin = 0.994− 0.687bMMD0.737, (3.3)
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Figure 3.9: SUHI effects obtained from the AHS data during the DESIREX
campaign.
To quantify the SUHI effect with the ASTER LST maps and to
compare the value obtained with the value retrieved with the AHS
imagery, a region of interest (ROI) has been created covering the
area of the P02 AHS overpass. Then, the area outside the ROI has
been cut out of the ASTER images. Fig. 3.10 shows an example of
the LST retrieved from the 4th July 2008 at 22:12 UTC.
LST from MODIS data
For the MODIS LST maps, the Level 3 products delivered by the
land process data archive center (https://lpdaac.usgs.gov/) have
been used. The product MOD11A1 is tile-based and gridded in the
Sinusoidal projection, and produced daily at 1 km spatial resolution.
The city of Madrid is placed between two tiles named as h17v04
and h17v05. After the data acquisition process, and to make easier
the comparison with the AHS data, both tile images were putted
together and projected to the Universal Transverse Mercator (UTM)
zone 30N, Datum WGS 84, using the MODIS reprojection tool
(see https://lpdaac.usgs.gov/tools/modis reprojection tool for further
information).
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(a) (b)
288 290 292 294 296 298 (K)
Figure 3.10: ASTER LST map of the 4th July at night. (a) Entire image with
the P02 AHS overpass drawn on it. (b) Detail of the ASTER
image corresponding to the P02 AHS overpass and used to retrieve
the SUHI effect.
The specifications for each LST product can be found in the LST
algorithm theoretical basis document (Wan, 1999). In particular, the
1 km level 3 LST product is the result of the generalized SW LST
algorithm (Wan and Dozier, 1996) applied using bands 31 and 32
(see Table 1.7 for bands specifications) (Wan et al., 2002). Band emis-
sivities are calculated using a land-cover product and an emissivity
knowledge base.
The same ROI used for the ASTER imagery was used to select
the P02 AHS overpass area over the MODIS data. Fig. 3.11 shows
an example of the MODIS LST image from the 4th July 2008 at 22:00
UTC and the corresponding ROI area.
Furthermore, the MOD11A1 product is delivered with a quality
control indicator, which specifies if the algorithm results were nominal,
abnormal, or if other defined conditions were encountered at the pixel
level and the information should help determine how the LST product
is useful to end-users. In our case, for the daytime image of the 25th
June, the 23.6% of the urban pixels have an average LST error lower
or equal to 3 K. While for the other images the LST error achieved
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Madrid
(a) (b)
288 290 292 294 296 298 (K)
Figure 3.11: MODIS LST map of the 4th July at night. (a) Entire image.
(b) Detail of the MODIS image corresponding to the P02 AHS
overpass and used to retrieve the SUHI effect.
is always lower and considered lower or equal to 2 K or to 1 K,
depending on each pixel. So, we consider that the LST product has
enough quality to achieve our goal of quantifying the effect SUHI.
Finally, the view zenith angle for the MODIS data used is indicated
in Table 3.3. According to the satellite path, the orientation of the
vertical facets which could be seen for each image is also given.
Discussion
Once we have all the LST maps, we calculate the SUHI as done
with the AHS overpass. Since we have selected from the spaceborne
images the area of the P02 AHS overpass, the same rural and urban
zones than in the AHS analysis are now considered for the SUHI
retrieval. Fig. 3.12 shows the SUHI calculated from the AHS data
(SUHIAHS), the ASTER data (SUHIASTER) and the MODIS data
(SUHIMODIS).
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Table 3.3: View geometry of the MODIS data.
Day of
View
Orientation Day of
View
Orientation
the year
zenith
of the horizontal the year
zenith
of the vertical
(DOY)
angle
facets observed (DOY)
angle
facets observed
(◦) (◦)
177.46 0 - 181.91 -38 North and East
177.92 0 - 182.47 31 North and West
178.42 -65 South and East 182.93 33 South and West
178.88 -64 North and East 183.43 -53 South and East
179.45 -22 South and East 183.90 -51 North and East
179.91 -20 North and East 185.43 -62 South and East
180.48 46 North and West 185.88 -60 North and East
180.94 48 South and West 186.45 -11 South and East
181.44 -40 South and East 186.92 -9 North and East
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Figure 3.12: SUHI effect from different remote sensing sensors.
In general terms, the same behaviour of the SUHI effect is repro-
duced for all platforms: high values at night and low values near
noon time, even negative values of SUHI are also reached for some
day time SUHIMODIS values. Nevertheless, the direct comparison of
the results for the different sensors is not straightforward. Even if
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the same areas are selected, different numeric results are expected,
not only because of the different spatial resolution, but because the
surfaces observed would not be the same due to the viewing angle
and the urban anisotropy. For the P02 AHS overpass we have already
described the surfaces seen in Section 3.2.2. For the MODIS imagery,
the viewing geometry changes for each acquisition (Table 3.3), so
even with the same sensor the observed surfaces are not always the
same as is also indicated in the mentioned table. However, ASTER
images are acquired almost at nadir and almost synchronized with
the MODIS acquisitions, so comparing the two is indeed possible.
In fact both SUHI measurements are almost the same: for the only
daytime ASTER image (DOY = 177.46), the SUHIASTER and the
SUHIMODIS coincide; overnight, SUHIASTER value is about 0.5 K
higher than the SUHIMODIS. In Section 3.2.2 we have seen that
after sunset the differences of LST observed at different geometries
of acquisitions are minimized, so, in light of the values plotted in
Fig. 3.12 we can say that, at night, there is an underestimation of
the SUHI effect when the spatial resolution decreases, as SUHIAHS is
always higher than SUHIASTER and SUHIMODIS. Table 3.4 displays
the relative deviation (RD) measured from Eq. 3.4, of the values
retrieved from the spaceborne sensors and the ones retrieved with
the airborne sensor.
RDspaceborne sensor =
| SUHIAHS − SUHIspaceborne sensor |
| SUHIAHS | ·100 (3.4)
Table 3.4: Overnight differences between the SUHI retrieved with the AHS
sensor and the ASTER and MODIS sensors.
DOY RDASTER (%) RDMODIS (%)
177 12.8 21.9
180 27.6
183 13.1
186 12.0 33.2
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3.4 The UHI effect
The urban fixed points of measurements established during the cam-
paign (see Section 1.4.1) were placed on the top of the buildings,
with the instruments mounted on a mast of 3 m high. Therefore,
the data are registered in the UBL. The UHI effect (Eq. 3.1) in this
atmospheric layer (UHIUBL) is then obtained as the AT difference
between the average of AT registered in the urban points and the
rural one. Both temperatures are hourly averaged.
For the UHI retrieval in the UCL (UHIUCL), that is the atmo-
spheric layer between the buildings, the urban AT is taken as the
average AT measured from the mobile traverses during the campaign.
The group of the four car traverses covers an important part of the
city, so the temperature registered can be considered as representative
of the urban environment. The ATrural is taken as an average of all
the temperatures registered at the fixed mast in the rural location,
during the course of the mobile traverses (which initial and final
times are known).
Fig. 3.13 displays the evolution of the UHI effect at both atmo-
spheric levels coinciding with the AHS overpasses. For comparative
purposes, the SUHIAHS is also plotted.
For the atmospheric phenomenon, we observe some differences
between the two atmospheric layers. At noon, both values are almost
coincident, being the UHIUCL value a bit lower due to shadows
projected by the buildings. Nevertheless, at night, the UHIUCL is
greater than the UHIUBL. The biggest difference are reached at
morning time, before the sunrise. This behaviour can be justified
by the low cooling rate (CR) of the air inside a urban canyon. In
Giannopoulou et al. (2010) the cooling rate of three different urban
canyons of Athens is estimated by the slope of the linear regression-
fitting curve of the temporal variation of the air temperature in
each canyon for the 01:00 a.m. to 04:00 a.m. time period. Their
results shown an average value of CR that depended on the size of
the canyon, defined as the ratio between the height of the buildings
and the with of the street (H/W). For values of H/W of 3, 2.1 and
1.7, values of CR 0.38 K/h, 0.49 K/h and 0.61 K/h, respectively
86
Chapter 3. The study of the Urban Heat Island over the city of Madrid
were obtained. So the urban structure influences the air temperature,
which explains the differences of UHI values between the UCL and
the UBL at morning time, before sunrise. While the air at the UBL
has cooled, the UCL’s air is kept warm by the urban arrangement.
An other relevant aspect to highlight from Fig. 3.13 is the differ-
ences observed between UHI and SUHI values retrieved simultane-
ously. It is observed that at noon measurements, the UHI and SUHI
have maximum discrepancies, while at night we found reasonable
agreement between both effects. Thus, the land surface data may
indicate the UHI pattern in surface, boundary and canopy layers
during night time.
Note that for UHI effect, no negative values are registered at noon,
but values around 1 K are measured. So in Madrid, a decrease in the
heat island effect at noon is also noticed by the atmospheric data, as
it is also noticed for other cities, e.g. Shanghai (Liu et al., 2007). We
can see that the SUHI maximum (5 K) and the UHI maximum (6
K) agree within 1 K, although the SUHI maximum is achieved some
hours after the UHI maximum. Taking into account to the 3.2 million
inhabitants of Madrid, the expected UHI maximum according to Oke
(1973) is 9 K, which is 3 K over the obtained UHI maximum. In
summary, the UHI intensity is deepest at night and UHI disappears
by day, when the city is cooler than the rural surroundings, which is
the same behaviour that Arnfield (2003) observed in his review of
two decades of urban climate research.
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Figure 3.13: SUHI and UHI effects obtained during the DESIREX campaign.
3.5 Conclusions
The urban surfaces show an effective anisotropy during daytime due
to the presence of directly irradiated and shadowed surfaces, so the
LST retrieved from the remote sensing imagery will depend on the
geometry of observation. Nevertheless, overnight, when all the surface
temperatures are similar, the anisotropy is minimized. The SUHI
retrieved from different platforms and different spatial resolutions
during the DESIREX campaign is positive at night and near zero
or negative at noon. Moreover, we observe an underestimation of
the SUHI effect when the spatial resolution decreases. Regarding
the UHI, similar results are found in both atmospheric layers. The
UHIUCL is slightly lower than the UHIUBL at daytime due to the
building shadows and slightly higher at night due to the low cooling
rate of the air inside a urban canyon. The UHI’s behaviour is found
similar to the SUHI one, nevertheless, both phenomena match better
at night than at daytime.
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Impact of the error sources on the TES
performance over urban areas
4.1 Introduction
In the previous chapter the TES algorithm has been applied for the
AHS imagery and validated with in-situ data. Nevertheless, our
instruments and methods are not ideals and we should make a more
accurate sensitivity study by detecting several sources of error that
must be taken into account to quantify the accuracy of our results,
in this case, the maps of temperature and emissivity over Madrid.
The first source of error lies in the atmospheric correction. AHS
images were atmospherically corrected using an atmospheric profile.
Despite the sounding has been launched in synchronization with the
sensor overpass, it is a profile obtained in the specific area of Barajas
and may therefore differ from the values inside the city. So we are
going to study how small variations in water vapour content may
affect the final LST and LSE maps. The next step is to analyse the
error committed when applying the TES algorithm with a εmin-MMD
relationship that has not been generated from urban surfaces. To
conclude, we are going to study the uncertainty introduced due to
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the 3D structure of the city. The TES algorithm has been applied
considering the observed image as a flat surface. However, a urban
scene contains heterogeneous structures mostly arranged following
a structure of urban canyon. We are going to use the tool TITAN
(Thermal Infrared radiance simulaTion with AggregatioN modelling)
to simulate, from synthetic 3D scenes, the radiance observed by a
sensor when radiative interactions introduced by the 3D structure
of the scene and the interaction between neighbouring materials are
taken into account.
4.2 TITAN model
The TITAN (Fontanilles et al., 2008) is a model which aims to
understand all the main radiative contributions participating in the
signal of a urban area. It evaluates all the radiative components
contributing to the total signal received by a sensor observing a rough
and heterogeneous surface in the infrared domain from 3 µm to 14
µm. Nevertheless in this study only the contribution of the TIR
region (from 8 µm to 14 µm) is evaluated.
The inputs required by TITAN describe geometric scene and at-
mosphere. The input surface to TITAN is a synthetic scene modelled
by triangular facets. Each facet is considered as homogeneous and
isotropic in terms of optical properties and temperature. As a conse-
quence, a facet is either in shadow or sunlit. All computations are
done at the facet centers. The user must define the coordinates of
the facets and their optical properties (reflectance or emissivity) and
temperatures. The atmosphere is composed of plane, parallel and
homogeneous layers, whose characteristics depend only on altitude.
TITAN uses the MODTRAN code to estimate the following terms
and therefore, the usual MODTRAN inputs have to be defined: atmo-
spheric model (either MODTRAN standard models or user-specified
model can be used), time and day, locations (latitude and longitude),
scene altitude and sensor height.
TITAN computes every component of incident irradiance and at
bottom of atmosphere and at-sensor level radiances for each facet and
for all wavelengths. In the following lines we describe each component,
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preserving the notation in section 2.2. An accurate description is
given in Fontanilles et al. (2008). A schematic view of all the radiative
terms simulated by TITAN is shown in Fig. 4.1(a) at bottom of
atmosphere (BOA) level and in Fig. 4.1(b) at-sensor level.
Lsun L
em
i,
n
E
Latm,nLsun,n εB
(T
s
)Latm
Esun
En
(a) At BOA level.
τLsunτLn
τLatm
τε
B
(T
s)
L
(b) At-sensor level.
Figure 4.1: Radiances and irradiances simulated by TITAN at BOA and at-
sensor level. Each parameter depends on the wavelength, it is not
indicated to simplify the notation.
At ground level, TITAN simulates the incident components (irra-
diance) followed by the reflection components(BOA radiance): the
downwelling atmospheric irradiance (Eλ); the direct Sun irradiation
at ground level (Esun,λ); the irradiance that arrives to each facet from
the neighboring facets (En,λ); the atmospheric BOA radiance (that
is after reflected by the observed facet) (Latm,λ); the direct Sun radi-
ance after the reflection by each facet (Lsun,λ); the radiance emitted
by each facet at BOA level (ελBλ(Ts)); the radiance that arriving
from the atmosphere is reflected by the neighboring facets and then
reflected by the observed facet (Latm,n,λ); the direct Sun radiance
reflected by the neighboring facets and then reflected by the observed
facet (Lsun,n,λ); the radiance emitted by the neighboring facets and
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reflected by the observed facet (Lemi,n,λ = εn,λBn,λ(Tn,s)(1−ελ)); the
total radiance that arriving from the neighboring facets is reflected
by the observed facet (Ln,λ = Latm,n,λ + Lsun,n,λ + Lemi,n,λ); and the
total radiance at the bottom of the atmosphere, after reflection and
emission, (Lg,λ = ελBλ(Ts) + L

atm,λ + Lsun,n,λ + Ln,λ). So, the term
Lλ in Eq. 2.5 is given by Lλ = (Latm,λ + Lsun,λ + Latm,n,λ)/(1− ελ).
At sensor level, TITAN simulates the total radiance observed by
a sensor (Lλ) and its components: the atmospheric radiance that
arrives to the sensor after being reflected by the facet (τλL

atm,λ); the
Sun radiance that arrives to the sensor after being reflected by the
facet (τλLsun,λ); the radiance emitted by the facet that arrives to the
sensor (τλελBλ(Ts)); the radiance that coming from the neighboring
facets, is reflected by the observed facet and arrives to the sensor
(τλLn,λ). The τλ parameter is the atmospheric transmittance from
the surface to the sensor, it is computed by MODTRAN and given
as an output of TITAN, as well as the atmospheric transmittance
from the top of the atmosphere to the surface (τ λ). The last output
of TITAN, coming also from the MODTRAN computation, is the
upwelling atmosphere (Lλ). The at sensor radiance obtained from
TITAN is: Lλ = τλ(ελBλ(Ts) + L

atm,λ + Lsun,λ + Ln,λ) + L

λ.
4.3 Error budgets
4.3.1 εmin and MMD relationship
In this section we are going to estimate the sensitivity of our MMD
relationship (Eq. 2.31) over urban surfaces, that is over man-made
materials. From the ASTER spectral library we selected 54 man-
made spectra, excluding reflectance targets. This library contains
directional-hemispherical reflectance spectra so emissivity spectra
were deducted from Kirchhoff’s law (see Eq. 2.51). Moreover, all the
spectra were integrated with the spectral response of the AHS.
The εmin and the MMD (see Eq. 2.27) are obtained for each
spectrum. Then, from each MMD a new ε′min value is retrieved using
Eq. 2.31. Comparison of both εmin values is given in Fig. 4.2. Apart
from three materials which εmin is slightly underestimated by our
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MMD relationship (in order of increasing underestimation we have
reddish asphalt, shingle roofing , terra cotta tile and brick), the εmin
is overestimated for all the materials. We notice that metal surfaces
(identified by circles and squares) are badly modeled by the empirical
relationship. The unsuitable performance of the TES algorithm over
metallic surfaces has already been stated in the literature (e. g. by
Payan and Royer (2004), Sobrino et al. (2012)).
0 0.2 0.4 0.6 0.80
0.2
0.4
0.6
0.8
1
MMD
ε m
in
 
 
0 0.05 0.1 0.15 0.20.8
0.84
0.88
0.92
0.96
1
MMD
ε m
in
 
 
Manmade spectra
ε
min=0.999−0.777MMD
0.815
Metallic silver paint
Metal roofing material
Figure 4.2: MMD relationship used in the DESIREX campaign which was
assesed on 54 man-made materials from the ASTER library. Right
plot is a detail of left plot.
Excluding metal materials and comparing both εmin values plotted
in Fig. 4.2, we obtain that the man-made emissivities spectra can
be recovered within an RMSE of 0.025, defining RMSE by Eq. 2.56
with j subindex referring to the jth material from the N spectra
considered. And in the case at hand: xj = Biasj = ε
′
min,j − εmin,j.
Similar values of RMSE are achieved in the literature.
In Payan and Royer (2004) the TES accuracy is investigated with
numerical simulations using ASTER spectral library (including 521
spectra of soils, minerals, vegetation, water and man-made materials
excluding metals) and MODTRAN code. They carried out a multi-
band study, all the spectra considered were interpolated to match
the spectral response of the CIMEL 312-2 multiband radiometer,
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which bands are very similar to ASTER bands, plus one broad band.
The study showed that the original MMD relationship proposed by
Gillespie et al. (1998) (εmin = 0.994− 0.687MMD0.737) allows εmin
retrieval within an RMSE of 0.024. Which is slightly lower than our
RMSE value.
In the light of these results and taking into account the relationship
between the εmin and the emissivity retrieved by the TES algorithm
(see Eq. 2.29), for most of the urban materials, the use of our MMD
relationship will lead to an overestimation of the output LSE.
4.3.2 Atmospheric Correction
Methodology
Fig. 4.3 shows the overview procedure followed to estimate the sensi-
tivity of our algorithm to the error of uncertainties in the atmospheric
correction. A geometrical scene, with defined LST and LSE values,
and an atmospheric profile, describing specific atmospheric condi-
tions (Lλ, Lλ and τλ), are introduced as input to TITAN. Among
the different outputs of TITAN (section 4.2) we will focus on the
total radiance observed by the sensor (Lλ). From this radiance and
following an inversion procedure, we will obtain new LST and LSE
values to be compared with the input ones. The first step of the
inversion procedure is to interpolate the Lλ with the AHS spectral
response (see Eq. 2.7) obtaining at-sensor radiance for each i thermal
channel of the AHS (Li). Then, new atmospheric parameters (L
′
i ,
L
′
i and τ
′
i) are generated by introducing a variation of the input
atmospheric profile to the MODTRAN code. The next step is to
correct Li from the atmospheric effects using L
′
i and τ
′
i in Eq. 2.11.
The at-surface radiances obtained and the new L
′
i values are used as
TES inputs. Finally, the TES LST and LSE outputs are compared
with the LST and LSE inputs.
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Figure 4.3: Procedure overview for the evaluation of the atmospheric correction
effects on the estimation of LSE and LST.
Scene description
To generate a dataset of thermal infrared radiances, nine man-made
materials, representative of the urban surfaces, have been selected
from the ASTER spectral library: brick, glass, tile, 2 types of as-
phalt, concrete, asphalt shingle, marble and cement. Their spectral
emissivity is plotted in Fig. 4.4(a). Four different LST values have
been assigned to each material, varying from 295 K to 310 K in steps
of 5 K. The 36 targets (nine different materials at four LST) have
been disposed over a flat surface with a total length and a total width
of 60 m, as shown in Fig. 4.4(b). Notice that a flat surface has been
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selected to leave out the errors committed when a 3D structure is
viewed by a sensor. All the neighbouring terms described in section
4.2 will be zero.
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(a) LSE plots of the materials used
in the analysis of the atmospheric
correction and extracted from the
ASTER spectral library.
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(b) Distribution of the
materials over the
flat surface.
Figure 4.4: Description of the materials analysed and their distribution over
the flat surface.
The atmospheric conditions of the scene introduced in the TITAN
model are described by an atmospheric sounding acquired during
the DESIREX campaign (total column of atmospheric water vapour
content of w = 1.59g/cm2 and air temperature at the BOA of 300.8
K). The Sun position was similar to its position during the AHS
image acquisition: zenith angle θs = 20.11
◦and azimuth angle ϕs =
144.5◦. The sensor is set up at the same altitude than the AHS, 1866
m over the surface, with a nadir viewing.
Results
In section 2.2 we have said that water vapour is one of the primary
atmospheric factors contributing to the thermal signal. Two different
water vapour profiles will be considered in the atmosphere compensa-
tion process to simulate the error done on the estimation of the water
vapour content. One with a 20% of total water content less than the
original profile (w = 1.27g/cm2), and the second one with a 20% of
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total water content more than the original profile (w = 1.91g/cm2).
LSE analysis. Table 4.1 shows the statistical values (defined by
Eq. 2.56, with xj = Biasj = LSEoutput,j − LSEinput,j) from the
comparison between the input LSE and the output LSE when all
the targets are used. Results are shown for the three different cases,
first, for the ideal case, when the atmospheric conditions do not
change during all the procedure (LSEw hereafter). Second, when the
atmospheric water content is increased a 20% in comparison with the
original atmospheric profile (LSE+20%w hereafter). And third, when
this value is decreased a 20 % (LSE−20%w hereafter). For the ideal case,
we obtain an RMSE of 0.017, which indeed indicates the accuracy of
the TES algorithm. This value is within the interval of error of the
algorithm, considered as 0.015 in terms of LSE retrieval (see section
2.3.2). This global value is improved a little for the atmosphere with
higher w, RMSE+20%w=0.015 and it gets worse when lower w is used
during the atmospheric correction (RMSE−20%w=0.020). So we can
expect a variation of 0.3% of the global accuracy in the retrieval
of the LSE when we determine the w within an accuracy of 20%.
Moreover, with the atmospheric conditions used, an overestimation
of w seems to lead to a better global result. However a more accurate
analysis has to be carried out. In the following lines, we will analyse
what happens when we examine the validation results material by
material.
Table 4.1: Statistical values from the comparison between the input TITAN LSE
and the LSE retrieved from TES, when different water content is
used for the atmospheric correction. All materials considered.
w = 1.27g/cm2 w = 1.59g/cm2 w = 1.91g/cm2
r2 0.95 0.94 0.94
Bias 0.013 0.009 0.004
σ 0.015 0.014 0.014
RMSE 0.020 0.017 0.015
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Figure 4.5: Validation of the LSE for different values of atmospheric water
vapour content.
Fig. 4.5 plots the output LSE values against the input LSE values
for the three atmospheric conditions. Each material is represented
by a different symbol with the goal of distinguishing each behaviour.
The TES algorithm performs well for surfaces such as concrete and
asphalt. Values for brick and tile surfaces are hardly underestimated,
(see the negative bias in Table 4.2). For the rest of materials, LSEw
values are overestimated. These results agree with the conclusions
extracted from the analysis of the MMD relationship in section 4.3.1.
We obtain a wide range of bias values, from -0.012 to 0.026 for the
LSE+20%w points, and from -0.005 to 0.038 for the LSE−20%w values.
The highest ones are achieved for glass and marble, while the lowest
one corresponds to brick. The materials with the bias closest to 0
are tile for the driest atmosphere and both asphalts for the wettest
one. We also point out that for the highest w case, the materials
with underestimated LSE are not only brick and tile, but concrete
and both asphalts also.
Notice from Fig. 4.5 that the same value of LSEw is retrieved for
all the targets of the same material, even when the input LST changes.
Nevertheless, this is not the general performance when w value is
modified. For the same input of LSE and for some wavelengths, we
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Table 4.2: Statistical values from the comparison between the input TITAN LSE
and the LSE retrieved from TES, when different water content is
used for the atmospheric correction. Analysis by materials.
w Material r2 Bias σ RMSE
1.27g/cm2
Brick 0.97 -0.005 0.002 0.005
Asphalt 1 0.95 0.004 0.002 0.005
Glass 0.99 0.038 0.005 0.038
Tile 0.99 -0.001 0.002 0.002
Asphalt 2 0.98 0.004 0.002 0.005
Concrete 0.99 0.005 0.002 0.005
Asphalt Shingle 0.99 0.022 0.004 0.022
Marble 0.80 0.034 0.005 0.034
Cement 0.97 0.017 0.003 0.018
1.59g/cm2
Brick 0.99 -0.008 0.002 0.008
Asphalt 1 0.99 0.001 0.001 0.001
Glass 0.99 0.032 0.004 0.032
Tile 0.99 -0.004 0.001 0.005
Asphalt 2 0.99 0.001 0.001 0.001
Concrete 0.99 0.001 0.001 0.001
Asphalt Shingle 0.99 0.015 0.002 0.016
Marble 0.84 0.030 0.005 0.031
Cement 0.99 0.015 0.002 0.015
1.91g/cm2
Brick 0.97 -0.012 0.004 0.013
Asphalt 1 0.95 -0.004 0.004 0.005
Glass 0.99 0.024 0.007 0.025
Tile 0.99 -0.009 0.004 0.010
Asphalt 2 0.97 -0.004 0.003 0.005
Concrete 0.99 -0.005 0.004 0.006
Asphalt Shingle 0.99 0.007 0.006 0.009
Marble 0.83 0.026 0.006 0.027
Cement 0.94 0.011 0.004 0.011
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obtain different values of LSE+20%w which differ up to 0.01 for marble
and for cement, and up to 0.009 for brick and for both asphalt surfaces.
When the presence of the atmosphere is reduced, the variation of the
LSE−20%w retrieved for the same material is lower and goes up to
0.007 for brick, both asphalts, marble and cement. Fig. 4.6 shows the
difference between the maximum output LSE value retrieved and the
minimum output LSE retrieved (both for the same input LSE) versus
the wavelength. We observe that higher differences, and therefore
higher fluctuations, are obtained when water vapour is increased,
that is when the atmospheric effects are over-corrected. Moreover
the uncertainty depends on the wavelength, being higher at lower λ.
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Figure 4.6: Difference between the output LSE maximum and the output LSE
minimum for each effective wavelength of the AHS.
If we plot the retrieved LSE versus the input temperature, we
observe that, for all the materials, the LSE+20%w values decrease
when the input LST increases, while for the LSE−20%w retrievals we
have the opposite trend, higher inputs of LST result in higher values
of LSE−20%w. One example of this plot is given in Figs. 4.7 and 4.8
for the Asphalt 2 material. According to the trend of the data, we
propose a linear fit: LSE±20%w=a·LSTinput+b. Linear parameters and
the correlation coefficient are shown in table 4.3 for each wavelength.
We obtain high correlation coefficients, nevertheless in all cases the
slope (a) is small. Therefore we must conclude that although there is
a trend and the error introduced in the LSE retrieval depends of the
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LST of the surface, when the atmospheric correction is done with an
uncertainty on the water vapour content, this dependence is not very
strong.
Table 4.3: Linear fit parameters between the output LSE and the input LST for
the Asphalt 2 material: LSE=a·LST+b; r2 indicates the correlation
coefficient.
λ w = 1.27g/cm2 w = 1.91g/cm2
(µm) r2 a b r2 a b
8.66 0.95 4·10−4 0.819 0.98 -6·10−4 1.107
9.15 0.99 5·10−4 0.787 1.0 -6·10−4 1.102
10.07 1.00 4·10−4 0.833 0.99 -5·10−4 1.082
10.59 1.00 4·10−4 0.843 1.00 -4·10−4 1.076
11.18 0.98 3·10−4 0.883 0.98 -3·10−4 1.063
11.78 0.90 1·10−4 0.937 1.00 -2·10−4 1.028
12.35 0.8 8·10−5 0.953 0.8 -8·10−5 1.001
To isolate the error introduced by a wrong atmospheric correction
from the error of the TES algorithm, we make a comparison between
the results and the LSEw, which we show in Fig. 4.9. An uncertainty
of -20% on water vapour content leads to an overestimation of the
LSE with an RMSE of 0.005, while an incertitude of +20% leads to
an underestimation with an RMSE of 0.006. We can conclude that,
when the at-sensor radiances are atmospherically corrected using an
atmosphere with an overestimation or underestimation of the 20%
of the total water content, the output LSE obtained differs around
0.5% from the output LSE that must be retrieved with the correct
atmospheric conditions.
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(b) At λ = 9.15 µm.
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(c) At λ = 10.07 µm.
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(d) At λ = 10.59 µm.
Figure 4.7: Output LSE versus the input LST for the material Asphalt 2.
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(a) At λ = 11.18 µm.
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(b) At λ = 11.78 µm.
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Figure 4.8: Output LSE versus the input LST for the material Asphalt 2.
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Figure 4.9: Comparison between the LSE values retrieved with the original at-
mosphere (LSEw) and the LSE retrieved with the other atmospheres
considered.
Table 4.4 presents the statistical values of the comparison be-
tween LSEw and the LSE±20%w material by material. We observe
that the highest error introduced by the atmospheric correction is
0.008 or 0.009, for LSE−20%w and for LSE+20%w, respectively, and
corresponds to asphalt shingle. Materials with the lowest value (0.004
for LSE−20%w and 0.005 for LSE+20%w) are brick, asphalt, marble
and cement.
LST analysis. In Fig. 4.10 we can observe the comparison between
the LST used as input for each target on the flat surface and the
LST obtained from the TES algorithm, after the inversion procedure.
From Table 4.5, we can observe that, for all three atmospheres, the
RMSEs obtained when the output LSTs are compared with the input
ones are inside the error range of the algorithm (1.5 K, see section
2.3.2). The general bias, when all the targets are considered, shows
that for all three cases, TES underestimates the LST. This result
was expected due to the overestimation of the emissivity observed in
the previous sections. Moreover, as has been seen in section 3.2.2,
during the LST validation process for the DESIREX campaign, the
bias achieved was also negative: -0.7 K.
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Table 4.4: Statistical values from the comparison between the LSEw and the
LSE±20%w, when different water content is used for the atmospheric
correction. Analysis by materials.
w Material r2 Bias σ RMSE
1.27g/cm2
Brick 0.98 0.004 0.003 0.004
Asphalt 1 0.95 0.003 0.003 0.004
Glass 0.99 0.006 0.003 0.007
Tile 0.99 0.004 0.003 0.005
Asphalt 2 0.98 0.003 0.003 0.004
Concrete 0.99 0.004 0.003 0.005
Asphalt Shingle 0.99 0.007 0.004 0.008
Marble 0.96 0.003 0.002 0.004
Cement 0.97 0.003 0.002 0.004
1.91g/cm2
Brick 0.97 -0.004 0.003 0.005
Asphalt 1 0.96 -0.004 0.003 0.005
Glass 0.99 0.008 0.004 0.009
Tile 0.99 -0.005 0.003 0.006
Asphalt 2 0.98 -0.004 0.003 0.005
Concrete 0.99 -0.005 0.003 0.006
Asphalt Shingle 0.99 -0.008 0.004 0.009
Marble 0.96 -0.004 0.003 0.005
Cement 0.97 -0.004 0.003 0.005
Table 4.5: Statistical values from the comparison between the TITAN input LST
and the LST retrieved from TES, when different water content is
used for the atmospheric correction.
w = 1.27g/cm2 w = 1.59g/cm2 w = 1.91g/cm2
r2 0.98 0.98 0.98
Bias (K) -0.8 -0.5 -0.2
σ (K) 0.7 0.7 0.8
RMSE (K) 1.1 0.9 0.8
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Figure 4.10: Validation of the LST for different values of atmospheric water
vapour content.
Table 4.6 gives the results regarding each individual material.
When no atmospheric uncertainties are taken into account (w = 1.59
g/cm2), four materials (cement, asphalt shingle, marble and glass)
have differences around 0.8 K to 1.8 K between the input LST and the
output LST (LSTw hereafter). For the other materials (brick, both
asphalts, tile and concrete) both LST values are almost coincident.
As was expected, LST has been underestimated for the materials
which LSE was overestimated by TES approach.
On the one hand, when the water content of the atmospheric
profile is increased a 20 % (w = 1.91 g/cm2), the bias ranges from
-1.6 K for the glass surface to 0.7 K for the brick one, while output
LST (LST+20%w hereafter) for concrete is closest to its input LST.
On the other hand, when the water content is decreased a 20 % (w
= 1.27g/cm2) during the inversion procedure, all the output surface
temperatures (LST−20%w hereafter) are underestimated, except the
one for the brick material, which is coincident with the input LST
(bias=0 K). The highest bias value is once again achieved for the
glass material (-2 K).
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Table 4.6: Statistical values from the comparison between the input TITAN LST
and the LST retrieved from TES, when different water content is
used for the atmospheric correction. Analysis by materials.
w Material
Bias σ RMSE
(K) (K) (K)
1.27g/cm2
Brick 0.0 0.2 0.2
Asphalt 1 -0.4 0.2 0.4
Glass -2.0 0.3 2.0
Tile -0.1 0.2 0.2
Asphalt 2 -0.4 0.2 0.4
Concrete -0.4 0.2 0.4
Asphalt Shingle -1.2 0.3 1.2
Marble -1.8 0.3 1.8
Cement -1.0 0.3 1.1
1.59g/cm2
Brick 0.3 0.0 0.3
Asphalt 1 -0.1 0.0 0.1
Glass -1.8 0.1 1.8
Tile 0.1 0.0 0.1
Asphalt 2 -0.1 0.0 0.1
Concrete -0.1 0.0 0.1
Asphalt Shingle -1.0 0.1 1.0
Marble -1.5 0.1 1.5
Cement -0.8 0.1 0.8
1.91g/cm2
Brick 0.7 0.3 0.7
Asphalt 1 0.3 0.3 0.4
Glass -1.6 0.1 1.6
Tile 0.5 0.3 0.5
Asphalt 2 0.3 0.2 0.4
Concrete 0.2 0.2 0.3
Asphalt Shingle -0.7 0.2 0.7
Marble -1.2 0.1 1.2
Cement -0.5 0.2 0.5
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Figure 4.11: Comparison between the LST values retrieved with the original
atmosphere (LSTw) and the LST retrieved with the other atmo-
spheres considered.
Fig. 4.11 shows the comparison between LST±20%w and LSTw,
with the statistical values of the comparison still defined by Eq. 2.56.
The plotted points are distributed in four groups, corresponding to
the 4 different input LST. The LST+20%w values are overestimated
while the LST−20%w ones are underestimated. In both cases, for the
lowest input LST, temperatures are almost coincident with LSTw
values , while the difference between them grows until 0.6 K for the
highest input LST. The same bias (although with a different sign: ±
0.3 K), σ (0.2 K) and RMSE (0.4 K) are obtained in both cases. In
short, if we validate the LST retrieved when an uncertainty of the
20% in the water vapour content is introduced (with the LST that
we should obtain with the correct atmosphere) we obtain an RMSE
of 0.4 K. Which is in fact the error introduced by the atmospheric
correction. Nevertheless we have noticed that the error will depend
on the input LST.
Finally, table 4.7 gives the results of the LSTw and the LST±20%w
comparison differentiating between materials. The RMSE values
oscillate between 0.3 K and 0.4 K depending on the material.
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Table 4.7: Statistical values from the comparison between LSTw and LST±20%w,
when different water content is used for the atmospheric correction.
Analysis by materials.
w Material
Bias σ RMSE
(K) (K) (K)
1.27g/cm2
Brick -0.3 0.2 0.4
Asphalt 1 -0.3 0.2 0.4
Glass -0.2 0.2 0.3
Tile -0.3 0.2 0.3
Asphalt 2 -0.3 0.2 0.4
Concrete -0.3 0.2 0.3
Asphalt Shingle -0.2 0.2 0.3
Marble -0.2 0.2 0.3
Cement -0.3 0.2 0.3
1.91g/cm2
Brick 0.4 0.2 0.4
Asphalt 1 0.3 0.2 0.4
Glass 0.3 0.2 0.3
Tile 0.3 0.2 0.4
Asphalt 2 0.3 0.2 0.4
Concrete 0.3 0.2 0.4
Asphalt Shingle 0.3 0.2 0.4
Marble 0.3 0.2 0.4
Cement 0.3 0.2 0.4
4.3.3 3D effects
Methodology
Five different 3D scenes and its atmospheric conditions have been
modelled and used as input to TITAN. As in the previous section
(section 4.3.2), we will use the TITAN output that gives the total ra-
diance arriving to the sensor (Lλ). This value of radiance includes the
information that, coming from the observed 3D surface, is detected
by the sensor. Then, to check the efficiency of the TES algorithm
to retrieve the thermal properties of urban scenes, we will start the
inversion procedure. First, the values Lλ and the atmospheric param-
eters are convolved with the spectral response of the i channels of
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the AHS, according to Eq. 2.7. Secondly, the atmospheric correction
is done to retrieve the Lg,i (Eq. 2.11). The atmospheric parameters
used in this process correspond to the parameters measured from
the bottom of the canyon, in order to be consistent with the flat
surface assumption. So, with the flat assumption, the term Li in Eq.
2.5 is obtained from the TITAN output atmospheric parameters as
Li = (Esun,i + Ei )/pi. Finally, the radiances Lg,i and Li are used
as input to the TES algorithm and the output LST and LSE values
are retrieved. In the following lines we will analyse the results of
comparing the input LST and LSE, both defined for each input scene,
and the output LST and LSE, for the materials placed at the bottom
of the scene. Some differences between input and output magni-
tudes are expected, not only because of the performance of our TES
methodology over urban materials (section 4.3.1) but because of the
assumption of flat surface when the TES is applied. The procedure
overview is similar to the onw shown in Fig. 4.3 but with the same
atmospheric parameters used to define the scene and to perform the
atmospheric correct during the inversion procedure.
Description of the scenes
As mentioned previously, spectral data from five different scenes have
been simulated with TITAN. For all the cases the same atmospheric
profile is introduced in MODTRAN. This profile is coincident with
the one used in section 4.3.2, that is a total water vapour content
of 1.59 g/cm2 and 300.8 K for air temperature at the BOA. The
Sun position also coincides to its position during the AHS image
acquisition: zenith angle θs = 20.11
◦and azimuth angle ϕs = 144.5
◦. The sensor is set up at the same altitude than the sensor, 1866
m above the surface, with nadir viewing. The materials used are
the same for all scenes: asphalt for the street, red brick for the
walls and red terracotta tiles for the roofs. The material spectra are
extracted from the ASTER spectral library. Temperatures for the
sunlit and shaded areas are described in table 4.8. Seven different
tests are simulated and only the wall temperature (LSTwall) varies
from one test to the other. The street temperature (LSTstreet) has
been selected in accordance to the LST and AT recorded during
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the mobile traverses in the DESIREX campaign. Regarding the
LSTwall, the first Test has been chosen to have the sunlit and the
shaded brick facets cooler than the AT. Then their temperature
increases 5 K each test. For Test 2 the sunlit facets have the same
temperature (LSTsunlit wall)than the air. For Test 3 the temperature
of the wall shaded facets (LSTshadowed wall) and the LSTsunlit wall are
lower than the asphalt shaded facets temperature (LSTshadowed street)
and the asphalt sunlit temperature (LSTsunlit street), respectively.
LSTshadowed wall is equal to the AT and to the LSTshadowed street at
Test 4. For Test 5 the LSTsunlit wall and the LSTsunlit street values
are coincident. For Test 6 LSTshadowed wall and LSTsunlit wall are
higher than the LSTshadowed street and LSTsunlit street , respectively.
Finally, for Test 7 both brick’s temperatures are higher than the
LSTsunlit street.
Table 4.8: LST and AT for each Test.
Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7
Wall (Brick)
Sunlit LST (K) 296 301 306 311 316 321 326
Shaded LST (K) 286 291 296 301 306 311 316
Street (Asphalt)
Sunlit LST (K) 316
Shaded LST (K) 301
Roof (Tile) Sunlit LST (K) 311
AT (K) 300.8
Fig. 4.12 shows the five 3D scenes, with their corresponding
shaded areas. In the following lines we are going to describe them.
Table 4.9: Geometric configuration of each canyon. Building height is measured
from the street to the top of the wall.
Canyon A Canyon B Canyon C Canyon D
Street width (m) 10 10 10 10
Buildings width (m) 15 15 15 15
Left building height (m) 15 22 30 50
Right building height (m) 12 16 24 44
Scene 1 (Fig. 4.12(a)) represents a building with a width of 15 m
and a height of 15 m (height measured from the street to the top of
the wall) and a pitched roof. The building is placed in the middle of
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0 m
25 m
40 m
65 m
(a) Scene1.
15 m 25 m
(b) Canyon A.
15 m 25 m
(c) Canyon B.
15 m 25 m
(d) Canyon C.
15 m 25 m
(e) Canyon D.
Figure 4.12: 3D models of the 5 simulated scenes.
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the scene, orientated in the North-South direction. The scene has
the following dimensions: width 65 m and length 20 m.
The other four scenes, named as Canyon A, Canyon B, Canyon
C and Canyon D, are four urban canyons. A urban canyon is a basic
urban surface that consists of the walls and ground between two
adjacent buildings (Nunez and Oke, 1977). As an example, in Fig.
4.13 we can observe different urban canyons seen by the sensor AHS
during the DESIREX campaign. The dimensions of each simulated
canyon are 10 m width and 40 m length. The height of each building
(i. e. the canyon height) varies depending on the canyon, see Table
4.9 for each canyon geometry. The street in all cases is orientated
from North to South. With these configurations we are going to
study the influence of the temperature of the wall facets over the
thermal properties of the bottom of the canyon (asphalt), when the
height of the buildings changes. In other words, when the sky view
factor from the bottom of the canyon changes.
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Figure 4.13: Detail of an AHS image over the city of Madrid, urban canyons
structures are distributed forming a rectangular grid.
Fig.4.14 shows a top view of each scene with the triangular facets.
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(a) Scene 1.
(b) Canyon A. (c) Canyon B.
(d) Canyon C. (e) Canyon D.
Figure 4.14: Top view with the facets distribution. Blue lines indicate shaded
facets, yellow lines indicates sunlit facets.
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Results
This section analyses the results of the influence of the urban structure
over the retrieval of the LSE and the LST at the bottom of the urban
structure. Figs. 4.15 and 4.16 show the at-sensor radiance coming
from the neighbouring elements after the reflection by the asphalt
facets (τλLn,λ), at two different wavelengths. Three preliminary
comments must be mentioned: first, only the central facets of the
canyon (facets from 19 m to 21 m, measured in the direction of
the length of the canyon, i. e. direction y, and from 9 m to 11
m for the scene 1) have been taken into account in order to avoid
the facets placed near the limits of the scenes. Second, the plotted
radiance is the average of the radiance registered for all the facets
considered at the same x position in the canyon, we average these
values to obtain one single value of radiance by position (x,y) inside
the canyon (therefore one single profile for the y range considered)
and to avoid possible noise signal. Third, the triangulation of the
surface is not uniform (see Fig. 4.14), so all the facets do not have
the same size, this is the reason why, when a magnitude is plotted
versus the position of the facet, we do not have equidistant points on
the graph.
We observe that the Ln,λ increases when the LST of the walls
increases, due to the growth of the emitted radiation of the walls.
On the one hand, for λ=8.66 µm, the radiance increases around 0.05
Wm−2µm−1sr−1 from Canyon A to Canyon D, that is an increase of
about 75% for Test 1 and about 25% for Test 7. On the other hand,
for λ=12.35 µm the increase of Ln,λ between Canyon A and Canyon
D is around 0.01 Wm−2µm−1sr−1, which means a 30% deviation for
Test 1 and a 20% for Test 7. For the four canyons we observe that
near both walls the radiance decreases.
In the following lines, we describe the plots of RMSE and the bias
as a function of the position of the facets inside each urban scene.
We want to evaluate the errors introduced due to the 3D geometry,
without the influence of the error that the TES itself introduces to
the LST and LSE for the asphalt material. So RMSE and bias are
obtained from the comparison between the LSE (LST) retrieved with
the TES over the asphalt material on a flat surface (LSEflat and
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(a) Scene 1.
(b) Canyon A. (c) Canyon B.
(d) Canyon C. (e) Canyon D.
Figure 4.15: At-sensor radiance coming from the neighboring facets to the
asphalt facets along the urban canyon (λ=8.66 µm).
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(a) Scene 1.
(b) Canyon A. (c) Canyon B.
(d) Canyon C. (e) Canyon D.
Figure 4.16: At-sensor radiance coming from the neighboring facets to the
asphalt facets along the urban canyon (λ=12.35 µm).
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LSTflat hereafter) and the output LSE (LST) when the 3D scene is
analysed. Remark that the output LSE and LST have been retrieved
from the average value of the at-sensor radiances, which, as explained
previously, come from all the facets at the same distance from the
walls, avoiding those placed at the limit of the scenes. LSTflat and
LSEflat correspond to LST and LSE retrieved for the asphalt material
in section 4.3.2 with the correct atmospheric water vapour content.
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LSE analysis. For all scenes, the main contribution to the RMSE
is the bias for the sunlit facets, while for the shaded area, σ prevails
for some points. Figs. 4.17 and 4.18 plot Test 4 output LSE versus
the LSEflat for each scene, distinguishing between the sunlit and the
shaded facets. Except for some points of Scene 1, which are points
far from the wall, the sunlit LSE points are overestimated. However,
in the shade the output values of LSE which correspond to the lowest
input LSE (values between 0.92 and 0.94, or 0.95 for the Scene 1
case) are sometimes underestimated. Similar behaviour is observed
for the other tests (not shown).
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(a) Scene 1. Sunlit zone.
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(c) Canyon A. Sunlit zone.
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(d) Canyon A. Shaded zone.
Figure 4.17: Test 4. Output LSE versus the input LSE for all the asphalt facets
considered for the study.
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(a) Canyon B. Sunlit zone.
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(e) Canyon D. Sunlit zone.
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(f) Canyon D. Shaded zone.
Figure 4.18: Test 4. Output LSE versus the input LSE for all the asphalt facets
considered for the study.
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For Scene1, RMSE remains lower than 0.7 % (Fig. 4.19). The
RMSE decreases when going away from the walls. Moreover, from
around 20 m from both walls the RMSE achieved for all the Tests is
similar and around 0. So, facets placed more than 20 meters away
from the wall seem to have no neiborhood influence. In the shade,
for the facets next to the shaded wall (wall position of 25 m), the
RMSE decreases while increasing the wall temperature. Nevertheless,
close to the sunny wall (wall position of 40 m), the RMSE increases
as the wall temperature increases due to the radiative impact of the
wall which contribute to the signal measured. From the bias study,
we emphasize that the output LSE is underestimated for the shaded
facets.
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(b) LSE Bias.
Figure 4.19: Scene 1. Spatial distribution along the urban canyon of the RMSE
and bias. The vertical dotted line indicates the separation between
the sunlit zone (left) and the shaded zone (right).
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For Canyon A (Fig. 4.20), due to the triangular mesh distribution,
we do not have information on the behaviour of positions closer than
1.5 m to the sunlit wall. Far from the wall (in the middle of the
canyon) the RMSE goes from approximately 1.7·10−3 for Test 1 to
4.7·10−3 for Test 7. When going from the sunlit facets to the shaded
ones, the RMSE increases for Tests 1, 2 and 3, while it decreases
for Tests 4, 5, 6 and 7, and then it increases when approaching the
shaded wall. As for Scene 1, RMSE decreases with the increase of
the shaded wall LST. Regarding the bias, for every test at the sunny
area we obtain an overestimation of the output LSE. Moreover, for
Tests 1, 2, 3 and 4 all the shaded facets are underestimated.
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(b) LSE Bias.
Figure 4.20: Canyon A. Spatial distribution along the urban canyon of the
RMSE and bias. The vertical dotted line indicates the separation
between the sunlit zone (left) and the shaded zone (right).
Regarding Canyon B (Fig. 4.21), for all positions, the RMSE
is the same for Tests 7 and 6 and for Tests 2 and 3. The RMSE
decreases near the sunlit wall. In the middle of the canyon, the
RMSE for the Test 7 is around 50% greater than that for the Test 1.
The shady values are lower than those in the sunlit area for tests 4,
5, 6 and 7. Again, near the shaded wall the RMSE decreases with
the increase of LSTwall. Regarding the bias we must say that the
values are overestimated except for the shaded points of the Tests
1,2 and 3. The bias decreases near the walls and at the shady area.
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(b) LSE Bias.
Figure 4.21: Canyon B. Spatial distribution along the urban canyon of the
RMSE and bias. The vertical dotted line indicates the separation
between the sunlit zone (on the left and the shaded zone (right).
The results for Canyon C are shown in Fig. 4.22 and we observe
that for Tests 1 and 2 they coincide. RMSE values are slightly higher
than for Canyon B although the observed behaviour is similar. The
error rises when going away from the directly irradiated wall and
almost stabilizes, being the RMSE for Test 7 near 3 times higher
than for Test 1. Finally, it decreases at the shaded zone, except for
Tests 1 and 2. Once again, bias is lower in the shaded area than in
the sunlit one, and it decreases next to both walls. All the values
retrieved in the shaded area for Tests 1 and 2 are underestimated.
Finally, we present the results for Canyon D (Fig. 4.23). Results
for Tests 5 and 6 are similar. Again the near the shaded wall the
RMSE grows when the wall LST decreases. Again, the minimum
values of RMSE are found next to both walls (apart from Tests 1 and
2, when it increases next to the shady wall). For this canyon only
one asphalt facet is directly irradiated, and the RMSE obtained for
the other ones are lower than the maximum RMSE of the Canyon C.
However, if we compare both shadowed areas, Canyon D RMSE is
higher than Canyon C error. Every shadowed LSE facets of Test 1
are underestimated.
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(b) LSE Bias.
Figure 4.22: Canyon C. Spatial distribution along the urban canyon of the
RMSE and bias. The vertical dotted line indicates the separation
between the sunlit zone (left) and the shaded zone (right).
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Figure 4.23: Canyon D. Spatial distribution along the urban canyon of the
RMSE and bias. The vertical dotted line indicates the separation
between the sunlit zone (left) and the shaded zone (right).
From the analysis of the retrieval of the LSE we draw seven main
conclusions: (1) the RMSE gets bigger when the wall temperature
increases, except for the points closest to the shaded wall; (2) except
for Canyon D, where only one facet is in the sunlit area, when going
from the sunlit to the shaded facets, the RMSE increases for Tests 1
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and 2 (and also for Test 3 in Canyons A and B) while it decreases for
Tests 4, 5, 6 and 7; (3) in the shaded area, the influence of the wall
LST is lower than it is in the sunlit zone; (4) at the center of the
canyon, we observe a tiny increase of the RMSE with the canyons
height, this increase would be probably higher if we had considered
multiple reflections inside the canyon; (5) even though the maximum
RMSE, considering all tests, is always lower than 1%, these maximum
values measured on the middle of the canyons are around 2 and 6
times (for Tests 1 and 7, respectively) the RMSE obtained for the
asphalt when a flat surface is observed; (6) the mean bias between
the output and the LSEflat values decreases next to both walls; (7)
while our procedure overestimates the asphalt emissivity (see section
4.3.1), when a 3D scene is observed, the LSE of the shaded facets is
underestimated for the tests with lower wall LST (Test 1, Test 2 and
in some cases, Test 3).
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LST analysis. For the LST only the bias is presented, as from the
averaged radiance only one value of LST is retrieved for each position
(so the σ computation makes no sense).
Results for Scene 1 are plotted in Fig. 4.24, almost all the points
for every test are underestimated. The lowest value is achieved next
to the shaded wall, where we obtain bias values between -0.17 K and
-0.20 K for all tests.
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Figure 4.24: Scene 1. Spatial distribution along the urban canyon of the LST
bias. The vertical dotted line indicates the separation between the
sunlit zone (left) and the shaded zone (right).
The LST results for all canyons are presented in Fig. 4.25. Similar
behaviour is detected in all four cases. Values of LST are underesti-
mated except for the central points (those points far from the walls)
of Tests 7 and 6 (also Test 5 for the Canyon D case), which bias is
near zero and positive. The lowest values (highest in absolute value)
of bias are registered near both walls. Moreover, differences between
Test 7 and Test 1 are always around 0.1 K.
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Figure 4.25: Spatial distribution along the urban canyon of the LST bias. The
vertical dotted line indicates the separation between the sunlit zone
(left) and the shaded zone (right).
Finally, we can extract some conclusions from our LST analysis
(statements are written in terms of the absolute value of the bias):
(1) the bias rises when the wall LST decreases; (2) the bias plot
along the street canyon is more or less symmetric, with a maximum
next to the walls and a minimum around the central facets; (3) the
maximum value is around twice the error introduced by the algorithm
for the asphalt; (4) the bias for Tests 6 and 7, that is when both wall
temperatures are higher than the street ones, is always the lowest
one and it is around zero; (5) in general terms, the retrieved LST at
the bottom of a urban canyon is underestimated.
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4.4 Conclusions
This chapter presents a sensitivity analysis of the entire process-
ing line of remote sensing images over a urban environment. The
atmospheric conditions, sun position, sensor altitude and spectral
configuration have been extracted from the DESIREX campaign,
where the AHS sensor flew over the city of Madrid. Three different
error sources have been identified: the accuracy of the TES algo-
rithm over urban materials has been analysed; the accuracy of the
atmospheric correction and finally, the three-dimensional structure of
the urban environment. To carry out our study different structures
and situations have been simulated with the TITAN model and with
MODTRAN radiative transfer model.
The synthesis of the error budgets when different urban materials
are considered, is presented in table 4.10.
Table 4.10: Synthesis of the error budgets (RMSE).
Error source LSE RMSE LST RMSE (K)
TES Algorithm 0.017 0.9
Atmospheric correction
0.005 0.4
(water vapour content uncertainties)
We have seen that the TES algorithm used for the data of the
DESIREX campaign tends to overestimate the value of urban LSE
materials retrieving it within an RMSE of 1.7%. For LST, the
error obtained is almost 1 K, with a tendency to underestimate the
values. The uncertainty of the water vapour content during the
atmospheric correction process introduces an error to the LSE and
LST retrieval that depends on the ground truth temperature of the
target and, in the case of the LSE, on the wavelength. An uncertainty
of 20% of the water vapour content may introduce a general RMSE
of 0.5% on LSE retrieval and of 0.4 K on LST. LSE values will
be overestimated or underestimated depending if the water vapour
content is underestimated or overestimated, respectively. And we find
the opposite effect for the LST: an overestimation (underestimation)
of the w will lead to an overestimation (underestimation) of the LST
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product. The Root Sum Square (RSS) is defined as the square root
of the sum of the squares and can be used to calculate the average
accuracy of a measurement when the accuracies of all the sources of
error are known and independent. In our case, the RSS of the TES
algorithm and the atmospheric correction is (
√
0.0172 + 0.0052) 0.018
for LSE and (
√
0.92 + 0.42) 1 K for LST. We see that the maximum
contributor to the final error is the algorithm itself and its behaviour
over urban materials. Finally, we have analysed the problem of the
retrieval of LST and LSE at the bottom of a urban canyon. We have
seen that the error depends on the canyon geometry, on the position
inside the canyon and also on the thermal properties of the vertical
surfaces. The at-bottom material considered was the asphalt and
Table 4.11 shows the estimation of the different errors obtained for
this material. For the 3D structure, the error shown is approximately
the highest one committed when Test 4 was analysed, that is when
the shadowed walls are at the same LST than the AT and the sunlit
walls LST is 10 K higher. Therefore, the RSS of the LSE retrieval at
the bottom of a urban canyon is (
√
0.0012 + 0.0052 + 0.0052) 0.007
and of the LST retrieval is (
√
0.12 + 0.42 + 0.22) 0.5 K. For Test 4,
the highest error for the LST is introduced by the wrong atmospheric
correction, while the influence of the 3D structure and the atmospheric
correction is the same as for the LSE.
Table 4.11: Synthesis of the error budgets for the asphalt surface (RMSE).
Error source LSE RMSE LST RMSE (K)
TES Algorithm 0.001 0.1
Atmospheric correction
0.005 0.4
(water vapour content uncertainties)
3D structure 0.005 0.2
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CHAPTER 5
Requirements of a suitable remote sensing
sensor to analyse the UHI effect
5.1 Introduction
There are several studies in the literature that report on the SUHI
effect using different spaceborne platforms, for example ASTER
(Hartz et al., 2006, Lu and Weng, 2006, Stathopoulou et al., 2009),
AVHRR (Streutker, 2003), MODIS (Pu et al., 2006) and Landsat
(Rajasekar and Weng, 2009, Weng et al., 2004, Yuan and Bauer, 2007).
However, existing satellite remote sensing capabilities (visitation time,
spatial and spectral resolutions) are not the best to properly monitor
the SUHI effect. With this in mind, the main objective of the present
chapter is to give recommendations on the optimal characteristics in
terms of spatial resolution and the time of acquisition that a satellite
must possess to properly monitor the SUHI effect.
5.2 Spatial resolution
To analyse the impact of the spatial resolution to properly monitor the
SUHI phenomenon inside a city, the AHS images have been upscaled.
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An aggregation process (see the Fig. 5.1 for an overview) was applied
to the geometrically corrected at-sensor radiance images provided
by the INTA by averaging all the pixel values that contribute to the
output pixel. This exercise has been done using the Resampling Pixel
Aggregate tool of the ENVI application. This tool does not take into
account any influence of neighbour pixels. Once the aggregation has
been finished, the following procedures are employed to obtain the
LST maps at different spatial resolutions. First, the image must be
corrected for the atmospheric effects to obtain ground-level radiances
(see Section 2.2).The next step is to retrieve the LST applying the
TES algorithm (see Section 3.2).
Figure 5.1: Overview of the agreggation process.
Fig. 5.2 shows the LST maps generated by the aggregation process.
Ten images are shown with spatial resolutions of 10 m, 20 m, 30
m,40 m, 50 m, 100 m, 200 m, 300 m, 500 m and 1000 m for the
nocturnal P02 AHS overpass at 4 m spatial resolution corresponding
to the 28th of June at 21:44 h. There is a clear loss of information
when the spatial resolution decreases. This is especially evident in
the 1000 m aggregated image, where the thermal structure of the
different districts cannot be distinguished. This indicates that the
utility of sensors on board satellites at 1 km spatial resolution to
resolve thermal structure of the SUHI effect in big cities is limited,
which, of course, will be more critical for small cities.
This finding is corroborated quantitatively from Table 5.1, which
reports the standard deviation of LST for the urban zone (the area
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inside the limit drawn over the 4-m resolution image in Fig. 5.2)
at the different aggregations. We can observe the strong variation
of 3.6 K (from 4.4 K for the original 4-m resolution image to 0.8
K for the aggregated to 1 km). This again proves that there is an
important loss of information and detail when the spatial resolution
of the image decreases.
Table 5.1 also shows the SUHI effect measured for each aggregated
image of the 28th June. We can observe that the SUHI hardly
decreases with the resolution, a difference of only 0.3 K is obtained
between the SUHI at 4 m spatial resolution and the one at 1000 m
of resolution.
Table 5.1: SUHI effect from the aggregated images.
Spatial
σ (K) SUHI (K)
resolution (m)
4 4.4 4.56
10 3.3 4.56
20 2.8 4.55
30 2.5 4.54
40 2.4 4.54
50 2.2 4.53
100 1.7 4.49
200 1.4 4.49
300 1.2 4.51
500 1.0 4.40
1000 0.8 4.25
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A more detailed analysis is given in Figs. 5.3 and 5.4. In Fig. 5.3,
different districts of the city of Madrid are shown at 10 m, 50 m, 100
m, 500 m and 1000 m. Thermal structures, such as streets or small
gardens, can be clearly detected at 10 m and 50 m of spatial resolution.
When we look at the 100 m resolution image, these patterns become
mixed up, but we can still differentiate between some structures
inside the district. For 500 m and 1 km of spatial resolution, the
neighbourhoods appear homogeneous and the heterogeneity between
them is lost.
D1
D2
D3
(a) 10 m.
D1
D2
D3
(b) 50 m.
D1
D3
D2
(c) 100 m.
D1
D2
D3
(d) 500 m.
D1
D2
D3
(e) 1000 m.
Figure 5.3: Detail of districts D1, D2 and D3 in the LST images
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(a) District 1. (b) District 2.
(c) District 3.
Figure 5.4: LST histograms for three different districts of the city of Madrid.
Fig. 5.4 shows the histograms of LST. To simplify the analysis,
only three representative districts have been selected (see their lo-
cation in Fig. 5.3). The downtown district (D1) in the old city is
characterised by narrow streets and small buildings with red tiles
at the top. District 2 (D2) is characterised by wide streets and tall
buildings with insulating materials over the roofs, such as asphalt
shingle; and the district 3 (D3) is almost completely covered by a
garden. For districts 1 and 2 (Fig. 5.4(a) and 5.4(b)), a clear decrease
in the FWHM of the histogram is observed from 10 m to 100 m, while
there is no loss of information for district 3 since the large extension
of the vegetation area covers almost the entire area. The analysis of
the histogram for 500 m and 1000 m does not make any sense since
there are very few pixels by district at these spatial resolutions.
Usually in the literature (and also in chapter 3 and in Table
5.1), SUHI effect is defined as an average value that represents the
difference between the mean surface temperature of a city and the
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temperature of a rural surrounding area. This is in part because of
the low spatial resolution of the remote sensing images used. However,
the thermal comfort can vary substantially between different areas
inside the same city (Toy et al., 2007). To observe the differences
between the different districts, a new approach of the SUHI effect
is now introduced: the maximum SUHI (SUHIM). This value is
obtained from the difference between the maximum LST inside each
district and the LST of the rural zone:
SUHIM = LSTmax(LSTdistrict) − LSTrural (5.1)
Fig. 5.5 plots the SUHIM for each of the tree representative
districts as a function of the spatial resolution.
Figure 5.5: Maximum SUHI for the three districts considered at different spatial
resolutions.
It is clearly noticed from LST images of 10 m to 40 m of spatial
resolution that SUHIM is higher than 10 K for the different districts;
at spatial resolution of 50 m, a SUHIM near 10 K, can be considered
as the critical spatial resolution to detect the differences inside the
different areas of the city. Finally, resolutions lower than 50 m present
lower SUHIM values (from 8 K for 100 m to 4 K for 1000 m).
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5.3 Overpass time
At the moment of the satellite overpass, certain conditions must be
fulfilled to achieve an appropriate observation to detect the SUHI
phenomenon. The geometry of observation should influence as little
as possible in the recorded data, so the values registered on different
days will be more easily compared. In this respect, the analysis
performed in Section 3.3.1 gives us a first impression. We have seen,
by comparing the common area between the two AHS overpasses,
that during the night, the urban surface anisotropy decreases. The
other condition to be imposed is that the UHI and the SUHI should
not be too different, or at least the UHI should be simply and
accurately obtained from SUHI. The reason for this condition is
that the atmospheric effect, especially in the UCL, is what directly
influences the comfort of the inhabitants. In Section 3.4 the urban
heat island has been compared at atmospheric and at surface level and
we have obtained that it is during the night when the two phenomena
have a similar value. Therefore night-time is shaping up as the best
option for the satellite overpass. A more in-depth study based on
data recorded on the fixed points of measurements (section 1.4.1)
can be carried out.
In Figs. 5.6 and 5.7 we present an hourly comparison between
air and surface temperatures measured simultaneously during the
DESIREX campaign over different urban surfaces. The values plotted
in both figures are time averaged, for example, for a time equal to 4
in the abscissa axis, the value plotted is measured as the average of
the values registered from 4:00 h (UTC) to 4:55 h (UTC) every day
during the campaign.
Fig. 5.6 shows the values of the LST-AT difference for each mast.
For all sites the differences are lower between 20:00 UTC and 6:00
UTC, that is during night time. In that moment, at sites M1 (low
housing density and green grass surface) and M5 (medium housing
density and artificial surface) the AT is higher than the LST, while
the contrary situation is found for sites M2 (low housing density and
artificial surface) and M4 (high housing density and artificial surface).
For the M3 location (medium housing density and artificial surface),
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even if the LST is higher than the AT, the difference is nearly zero.
During daytime, the value starts to grow reaching highest differences
of up to 40 K (due to the kind of surfaces where masts 3, 4 and 5
are placed) at noon (12 h UTC), while the minimum temperature
difference is registered for the sites with lower housing density (M1
and M2).
0 2 4 6 8 10 12 14 16 18 20 22−10
0
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LS
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M3
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M5
Figure 5.6: Hourly evolution of the differences between LST and AT values of
the five fixed measurements points. Vertical black lines show sunrise
and sunset times.
A complementary analysis of the correlations between LST and AT
temperatures is given in Fig. 5.7, which shows the hourly evolution
of the correlation coefficient and the RMSE obtained when a linear
correlation is assumed between the two for the five fixed masts. The
RMSE now is also defined by Eq. 2.56. Nevertheless the bias, which
is obtained as the difference between the AT retrieved from the linear
fit and the in-situ measured AT, is almost zero and then the RMSE
is given by the σ value. The correlation coefficients are lower and
errors are higher for daytime than for night time. Higher correlation
coefficients are obtained from 21 h to 5 h UTC for the masts located
over artificial surfaces (Fig. 5.7(a)). Moreover, the RMSE for all
masts is approximately of 1 K around sunrise (Fig. 5.7(b)). Therefore,
it is clear that an overpass time immediately before sunrise is the
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best choice to estimate a SUHI effect that can be compared with the
UHI effect obtained from air temperature data. Table 5.2 presents
the linear coefficients of the LST versus AT fit (LST=a·AT+b) before
sunrise.
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(a) Correlation coefficient.
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(b) RMSE of the AT.
Figure 5.7: Daily evolution of correlation coefficient and RMSE in the determi-
nation of AT for every linear fit and for the 5 sites where masts
were installed. Vertical black lines show sunrise and sunset times.
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Table 5.2: Linear fit parameters between the LST and the AT (both in K) just
before sunrise.
Mast
a b (K)
identification
M1 0.51 143.20
M2 1.50 -152.83
M3 0.81 55.72
M4 1.07 -25.95
M5 0.77 68.42
5.4 Conclusions
In this chapter, we have shown the characteristics, in terms of spatial
resolution and satellite overpass time, that a spaceborne sensor has
to comply to properly monitor the SUHI effect at the district level
in a big city. LST maps at different spatial resolutions have been
obtained from the AHS images using aggregation techniques. In
addition, in-situ data of air and surface temperature measured in
different areas of the city have been considered.
The results show that spatial resolutions greater than 50 m are
needed to properly estimate the SUHI effect at district level. Spatial
resolution lower than 50 m underestimate the effect and does not
distinguish between the different zones inside the city. Note that
higher spatial resolutions, which may offer higher amount of infor-
mation, involve a lower frequency of revisit time and lower swath
at nadir. The proposed 50 m of resolution can be achieved with a
revisit time of 2 days (one day if two satellites are operative) and
a swath of approximately 25 km (Lagouarde et al., 2010), which is
sufficient to monitor most of the large towns. Besides, it has been
shown that an overpass time immediately before sunrise is the best
choice to estimate the SUHI effect that can be compared with the
UHI effect obtained from air temperature data. At present, no space-
borne thermal sensors satisfy these spatial and time conditions at
the same time, so these conclusions must be considered for future
space missions planning.
141

General Conclusions
Finally we propose a summary of the work done and the most im-
portant conclusions drawn in each chapter.
The proposed objectives were to evaluate the urban heat island
effect in the city of Madrid, to select from the algorithms in the
literature the one that best estimates the LSE and the LST of urban
scenarios, to detect and quantify the error sources of the overall
remote sensing processing, and to propose the conditions that a
satellite must accomplish to properly monitor the heat island effect.
These goals have been solved from the analysis and exploitation
of the data registered in the DESIREX campaign, which took place
in Madrid from 23rd June to 6th July 2008. Different remote sensing
images were acquired at high (AHS), medium (ASTER) and low
(MODIS) spatial resolution. The atmosphere was characterized with
atmospheric soundings and air and radiometric temperature were
measured in both fixed points and mobile traverses inside the city.
Moreover, spectral emissivity of different surfaces was evaluated and
used to validate our LST and LSE retrieval algorithms.
Three algorithms (NDVITM , TES and TISI) have been used to
retrieve the LSE from the AHS imagery. Results have been compared
with in-situ data obtaining an error of 5.6% for the NDVITM , of 3.9%
for the TES and of 3.0% for the TISI methods. Then, LSE maps have
been introduced in the SW algorithm to obtain the LST of the city,
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which has been validated against in-situ measurements, obtaining
an RMSE of 2.9 K for the NDVITM and of 2.0 K for the TES and
TISI approaches when man-made materials are used in the validation
process. According to the results, the recommended algorithm would
be either the TES or the TISI method. Nevertheless, taking into
account the spectral and temporal necessities of each of them, we
finally recommend the TES algorithm.
Therefore, the TES method is used to retrieve LST and LSE
from all the acquired AHS high resolution images. The vicarious
calibration of the thermal bands of the sensor gave an RMSE of 1
K and the validation of the LST product showed an RMSE of 1.4
K for night images, when the scene is more homogeneous. From
the observation of the LST maps we concluded that the urban areas
present an effective anisotropy that is clearly reduced at night, when
there are no directly irradiated surfaces and LSTs are more similar.
The SUHI is analysed at different spatial resolutions. The results
from different platforms are not directly comparable, as the different
view zenith angle of each acquisition leads to the observation of
different surfaces even if the same area is examined. Nevertheless the
SUHI values perform similarly for all the platforms, with positive
values (maximum below 5 K) during the night and near zero or even
negative values during daytime. AT registered over the buildings has
been used to estimate the atmospheric UHI at the UBL, while at
the UCL it has been retrieved from mobile traverses inside the city.
Both phenomena evolute quite similar and, when compared with the
SUHI effect, we have concluded that at night the atmospheric and
the surface effects match better than at midday.
Once we have processed all the AHS imagery and the SUHI has
been analysed from the LST maps obtained, we studied the errors
introduced in the LST and LSE products during all the processing
procedure. Three different sources are proposed. First, the algorithm
itself, which may not perform well for all the man-made materials
found in a city. Second, the atmospheric correction performed with
atmospheric soundings may not reproduce the urban atmosphere.
And third, the 3D structure of the urban environment is taken into
account. The influence of the roughness of the surface has been
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studied over the asphalt, which is the material commonly found at
the bottom of the urban canyons. Therefore the three error sources
over the asphalt material lead to a global error of 0.7% in LSE and
of 0.5 K in LST. The error introduced by the TES algorithm is quite
small and the highest influence is due to the atmospheric correction
and by the urban structure itself. When the most representative
urban materials are considered, only the first two error sources are
considered and the overall error obtained is of 1.8% for the LSE and
1 K for the LST, the TES algorithm itself being the main source of
error.
Finally, we obtained aggregated spatial resolution images from
the 4 m AHS imagery. We introduced the SUHIM to evaluate the
suitable spatial resolution to observe a city and we found that 50 m
is the boundary resolution to differentiate the thermal performances
between different areas of the city. The visit time that minimises
the influence of the acquisition geometry and facilitates the relation
between the heat island phenomenon at surface and at atmosphere
levels is before sunrise. In addition, is at night when the thermal
discomfort affects more the citizens, as it can perturb the cycle of
sleep. Therefore, for an adequate observation of the UHI phenomenon,
a sensor should have at leas a spatial resolution of 50 m, and placed
aboard a sunsynchronous platform which acquires data before sunrise,
with similar requirements as for NE∆T than existing sensors.
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