Abstract. On a closed manifold of dimension greater than one, every smooth weak Riemannian metric on the space of smooth positive probability densities, that is invariant under the action of the diffeomorphism group, is a multiple of the Fisher-Rao metric.
Introduction. The Fisher-Rao metric on the space Prob(M ) of probability densities is of importance in the field of information geometry. Restricted to finitedimensional submanifolds of Prob(M ), so-called statistical manifolds, it is called Fisher's information metric [1] . The Fisher-Rao metric has the property that it is invariant under the action of the diffeomorphism group. The interesting question is whether it is the unique metric possessing this invariance property. A uniqueness result was established [4, p. 156 ] for Fisher's information metric on finite sample spaces and [2] extended it to infinite sample spaces.
The Fisher-Rao metric on the infinite-dimensional manifold of all positive probability densities was studied in [5] , including the computation of its curvature. A consequence of our main theorem in this article is the infinite-dimensional analogue of the result in [4] :
Theorem. Let M be a compact manifold without boundary of dimension ≥ 2. Then any smooth weak Riemannian metric on the space Prob(M ) of smooth positive probability densities, that is invariant under the action of the diffeomorphism group of M , is a multiple of the Fisher-Rao metric.
The situation for a 1-dimensional manifold is described at the end of the paper. Our result holds for smooth positive probability densities on a compact manifold. However, the proof can be adapted to a suitable (and there are many choices) space of densities on a non-compact manifold. In [2] the authors prove a related result about the uniqueness of an invariant 2-tensor field on the space of probability densities. However they assume that the tensor is defined also on non-smooth densities and is invariant not only under smooth diffeomorphisms, but under all sufficient statistics. This is a stronger invariance assumption, allowing the authors to consider probability densities that are step functions, thus reducing the problem to the finite-dimensional case of [4] .
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The space of densities. Let M m be a smooth manifold without boundary. Let (U α , u α ) be a smooth atlas for it. The volume bundle (Vol(M ), π M , M ) of M is the 1-dimensional vector bundle (line bundle) which is given by the following cocycle of transition functions:
Vol(M) is a trivial line bundle over M . But there is no natural trivialization. There is a natural order on each fiber. Since Vol(M ) is a natural bundle of order 1 on M , there is a natural action of the group Diff(M ) on Vol(M ), given by Sections of the line bundle Vol(M ) are called densities. The space Γ(Vol(M )) of all smooth sections is a Fréchet space in its natural topology; see [9] . For each section α of Vol(M ) of compact support the integral M α is invariantly defined as follows: Let (U α , u α ) be an atlas on M with associated trivialization ψ α : Vol(M )| Uα → R, and let f α be a partition of unity with supp(f α ) ⊂ U α . Then we put
The integral is independent of the choice of the atlas and the partition of unity.
The Fisher-Rao metric. Let M m be a smooth compact manifold without boundary. We denote by Dens + (M ) the space of smooth positive densities on M , i.e. Dens + (M ) = {µ ∈ Γ(Vol(M )) : µ(x) > 0 ∀x ∈ M }. Let Prob(M ) be the subspace of positive densities with integral 1 on M . Both spaces are smooth Fréchet manifolds, in particular they are open subsets of the affine spaces of all densities and densities of integral 1 respectively. For µ ∈ Dens + (M ) we have T µ Dens + (M ) = Γ(Vol(M )) and for µ ∈ Prob(M ) we have
The Fisher-Rao metric is a Riemannian metric on Prob(M ) and is defined as follows:
This metric is invariant under the associated action of Diff(M ) on Prob(M ), since
The uniqueness result for the Fisher-Rao metric follows from the following classification of Diff(M )-invariant bilinear forms on Dens + (M ).
Main Theorem. Let M be a compact manifold without boundary of dimension ≥ 2. Let G be a smooth (equivalently, bounded) bilinear form on Dens + (M ) which is invariant under the action of Diff(M ). Then
To see that this theorem implies the uniqueness of the Fisher-Rao metric, note that if G is a Diff(M )-invariant Riemannian metric on Prob(M ), then we can equivariantly extend it to Dens + (M ) via
Relations to right-invariant metrics on diffeomorphism groups. Let µ 0 ∈ Prob(M ) be a fixed smooth positive probability density. In [7] it has been shown, that the degenerate,Ḣ 1 -metric
is invariant under the adjoint action of Diff(M, µ 0 ). Thus the induced degenerate right invariant metric on Diff(M ) descends to a metric on
which is invariant under the right action of Diff(M ). This metric turns out to be the Fisher-Rao metric on Prob(M ). In [11] , theḢ 1 -metric was extended to a non-degenerate metric on Diff(M ), that also descends to the Fisher-Rao metric. A consequence of our uniqueness result is the following:
If a weak right-invariant (possibly degenerate) Riemannian metricG on Diff(M ) descends to a metric G on Prob(M ), i.e., the map (Diff(M ),G) → (Prob(M ), G) is a Riemannian submersion, then G has to be a multiple of the Fisher-Rao metric.
For M = S 1 the descending property is much less restrictive, since in this case the group of volume preserving diffeomorphism is generated by constant vector fields only. Thus any right invariant metric on the homogenous space Diff(S 1 )/S 1 descends to a Diff(S 1 ) invariant metric on Prob(S 1 ), e.g., the homogenous Sobolev metric of order n ≥ 1:
For n = 1 the metric descends to the Fisher-Rao metric and for n = 2 we obtain a higher order metric. For the one-dimension situation see also the last Section of this article, where relations between metrics on Dens + (S 1 ) and Met(S 1 ) are discussed.
Proof of the Main Theorem. Let us first reduce the case of a non-orientable manifold to orientable manifolds. If M is non-orientable, letM be the orientable double cover and τ :M →M the deck-transformation. We can decompose
and Dens + (M ) is isomorphic to the first summand. Any bilinear form G on Dens + (M ) can be extended to a bilinear formG on Dens + (M ) and the extension is Diff(M )-invariant. Thus we have reduced the proof to the orientable situation.
From now on we assume that M is orientable. Let us fix a basic probability density µ 0 . By the Moser trick [12] , see [10, 31.13] or the proof of [9, 43.7] 
Thus it suffices to show that for any c > 0 we have
for some constants c 1 , C 2 . Both bilinear forms are still invariant under the action of the group Diff(M, cµ 0 ) = Diff(M, µ 0 ) = {ψ ∈ Diff(M ) : ψ * µ 0 = µ 0 }. The bilinear form
can be viewed as a bilinear form
We will consider now the associated bounded mappinǧ
(1) Since we assume that M is orientable, each density is an m-form. The Lie algebra X(M, µ 0 ) of Diff(M, µ 0 ) consists of vector fields X with div µ0 (X) = 0, or di X µ 0 = 0. The mappingι µ0 : X(M ) → Ω m−1 (M ) given by X → i X µ 0 is an isomorphism. The Lie subalgebra X(M, µ 0 ) of divergence free vector fields corresponds to the space of closed (m − 1)-forms. Denote by X exact (M, µ 0 ) the space of 'exact' divergence free vector fields X =ι (2) If for f ∈ C ∞ (M ) and a connected open set U ⊆ M we have L X (f |U ) = 0 for all X ∈ X exact (U, µ 0 ), then f |U is constant.
Since we shall need some details later on, we prove this well-known fact. Let x ∈ U . For every tangent vector X x ∈ T x M we can find a vector field X ∈ X exact (M, µ 0 ) such that X(x) = X x ; to see this, choose a chart (U, u) near x such that µ 0 |U = du 1 ∧ · · · ∧ du m , and choose g ∈ C ∞ c (U ), such that g = 1 near x. Then X :=ι
So we can produce a basis for T x M and even a local frame near x. Thus L X f |U = 0 for all X ∈ X exact (M, µ 0 ) implies df = 0 and hence f is constant.
and a connected open set U ⊆ M we have L X A|U = 0 for all X ∈ X exact (M, µ 0 ), then A|U = Cµ 0 |U for some constant C, Since we are working on a coordinate chart, which is diffeomorphic to R m , we can write α = j f j dβ j with
In particular the vector fields 
To see (4) , for x ∈ U , choose a smooth function g on M with g = 1 in a neighborhood of M \ U and g = 0 on an open neighborhood V of x. Then for any X ∈ X exact (M, µ 0 ), that is X =ι
The vector field Y is again divergence free, equals X on a neighborhood of M \ U , and vanishes on V . Since f is constant on U , it follows that L X f = L Y f . Using the invariance of G c , we have for all h ∈ C ∞ (M ),
and thus also
Since U is connected, all the constants C V (f ) have to agree, giving a constant C U (f ), depending only on U and f . Thus (4) follows.
By the Schwartz kernel theorem,Ǧ c has a kernelĜ c , which is a distribution (generalized function) in
Note the defining relations
Moreover,Ĝ c is invariant under the diagonal action of Diff(M, µ 0 ) on M × M . In view of the tensor product in the defining relations, the infinitesimal version of this invariance is: L X×0+0×XĜc = 0 for all X ∈ X(M, µ 0 ).
(5) There exists a constant C 2 such that the distributionĜ c −C 2 µ 0 ⊗µ 0 is supported on the diagonal of M × M .
Now we can finish the proof. We may replaceĜ c ∈ D ′ (M ×M ) byĜ c −C 2 µ 0 ⊗µ 0 and thus assume without loss that the constant C 2 in (5) 
.g . Moreover, the A α in this representation are uniquely given, as is seen by a look at [6, Theorem 2.3.5] .
For x ∈ U choose an open set U x with x ∈ U x ⊂ U x ⊂ U , and choose X ∈ X exact (M, µ 0 ) with X|U x = ∂ u i , as in the proof of (2). For functions f, g ∈ C ∞ c (U x ) we then have, by the invariance of
Since the corresponding operator has again a kernel distribution which is supported on the diagonal, and since the distributions in the representation are unique, we can conclude that ∂ u i A α |U x = 0 for each α, and each i.
To see that this implies that
(U x ) with dω = f µ 0 . In coordinates we have ω = i ω i .du 1 ∧· · ·∧ du i ∧du m , and so
Hence A α , f = 0 for all f ∈ C ∞ c (U x ) with zero integral and as in the proof of (3) we can conclude that
with constant coefficients on U x . Now we choose g ∈ C ∞ c (U x ) such that g = 1 on the support of f . By the invariance of G c we have
vanishes on all functions of the form L X f , and by (3) we conclude that L( ). On Met(S 1 ) there exists a variety of Diff(S 1 )-invariant metrics; see [3] . We can take for example the family of Sobolev-type metrics. Write g ∈ Met(S 1 ) in the form g =gdθ 2 and h =hdθ 2 , k =kdθ 2 withg,h,k ∈ C ∞ (S 1 ). Then for any integer n, the following metrics are Diff(S 1 )-invariant,
here ∆ g denotes the Laplacian on S 1 with respect to the metric g. Due to the equivariance of Φ, the pullback via Φ of any of these metrics yields a Diff(S 1 )-invariant metric on Dens + (M ), given by For n = 0 we obtain 4 times the Fisher-Rao metric. For n ≥ 1 we see by the number of derivatives involved in the expression for G µ (α, β), that we obtain different Diff(S 1 )-invariant metrics on Dens + (M ) as well as on Prob(S 1 ).
