An original experimental approach is presented to automatically determine the average phase distribution around damage sites in multi-phase materials. An objective measure is found to be the average intensity around damage sites, calculated using many images. This method has the following benefits: no phase identification or manual interventions are required, and statistical fluctuations and measurement noise are effectively averaged. The method is demonstrated for dual-phase steel, revealing subtle unexpected differences in the morphology surrounding damage in strongly and weakly banded microstructures.
Introduction
Multi-phase materials typically consist of multiple phases with distinct mechanical and physical properties. Their fracture behavior is only partially understood, as the morphology -often complex -plays a crucial role (e.g. in multi-phase metals [1] , concrete [2] , and geophysics [3] ). Experimental approaches towards systematic characterization of the microstructural morphology in damaged regions are cumbersome, whereas a reliable methodology might yield new insights and more accurate input for (macroscopic) damage models [4] [5] [6] .
Different statistical descriptors have been developed for arbitrary (microstructural) morphologies. Well known examples are the two-point probability or auto-correlation function and the lineal path function [7, 8] . For an isolated inclusion phase (e.g. spherical particles) additional descriptors have been developed that convey more information, such as the two-point cluster function and the radial distribution function [9] . Almost all measures however require explicit knowledge of the spatial distribution of phases. This knowledge is difficult to obtain experimentally and requires extensive manual processing as the contrast between the phases is often low [10] . Furthermore, they are aimed at the quantification of the distribution and/or size of a single phase, while a conditional probability is needed to characterize the neighborhood of a phase (e.g. morphology around damage).
In a recent numerical study, De Geus et al. [11] characterized the spatial correlation between damage and phase distribution by calculating the average arrangement of phases around damage sites. Extending this analysis to an experimental setting faces the problem that [11] considered equi-sized grains in the model, corresponding to a finite set of discrete positions (distance measures) that coincide with the grains. In reality the position is continuous (finely discretized experimentally through digital images) and the grains are irregular in position and shape. Furthermore the interpretation in [11] made use of the explicit knowledge of the phases and damage as a function of the position, not available experimentally.
This letter presents a methodology to quantify the conditional spatial correlation between a uniquely identified feature (e.g. damage) and its surrounding morphology directly from a micrograph, without the need for an explicit description of the morphology. As a proof of principle the average arrangement of martensite and ferrite around damage in a dual-phase steel microstructure is characterized. It is well known that in commercial grades martensite often presents a banded structure, which has a strong influence on the damage [1] . Two different grades of steel are therefore compared that evidence strongly and weakly banded martensite. Tensile tests on these steel grades show that the weakly banded microstructure has a lower fracture strain, which is in disagreement with the common understanding. The proposed analysis provides novel insights into this topic.
Technique
The spatial correlation analysis 1 is discussed in detail in this section, using an artificial example for which the average distribution of two phases around damage sites is quantified based on an image. Several aspects have to be carefully considered to obtain statistically meaningful results. To simplify notation, the analysis is based on fields that are discretized in space.
Consider the example in Figure 1 (a), which shows part of a periodic microstructure comprising two phases: circular inclusions (white) embedded in a matrix (gray). The inclusions have been numerically generated by randomly perturbing the size and position of an initially regular grid of equi-sized circles with diameter 2R. Damage (black) is mimicked by shifting each inclusion to the right, applying a position perturbation, and shrinking it by a factor two. These dimensions are indicated in the zoom next to Figure 1 The phase probability P around damage is calculated as the weighted average
where the weight factor W( x i ) = D( x i ) for this example. The spatial average is obtained by looping over all pixels i (optionally excluding a boundary region of half the dimensions of the region-of-interest). It thus corresponds to the normalized discrete convolution between W and I. The result is the expectation value of the intensity, P, at a certain position ∆ x relative to the damage site. It scales with the image contrast.
In the limit case that I and W are separate fields that are both explicitly known (i.e. zero or one), P is the probability to find I at a certain position relative to W. The analogy of P with a probability allows the interpretation of its value based on simple statistical arguments. If there is no correlation between I and W, then P =Ī, withĪ the spatial average of I. If, at a position ∆ x relative to the damage site, more inclusion phase is found than its spatial average, then P(∆ x) >Ī and vice versa.
For the example the result is shown in Figure 1 (b), where the colormap recovers the extremes (black and white) of the image. Directly to the left of the center (where the damage is) P Ī , i.e. the inclusion phase is identified there. Directly around the center, in all other directions, P ≈ 0 which corresponds to damage (black in the image). At larger distance, P <Ī corresponding to predominantly matrix phase. Several lighter regions indicate a long-range correlation between damage and inclusion, an intrinsic property of the example for which the inclusion positions are not random but a random perturbation of an initially regular arrangement.
The most obvious artifact in this result is that directly around the damage in the center, damage is identified in a region that corresponds to the size of the damage sites,R. As the goal is to identify the phase around damage, this cross-correlation of damage should be avoided. It is accounted for through a mask M, which is defined such that I( x i ) is ignored for all pixels where M( x i ) = 0. To remove "damaged" pixels M( x i ) = 1 − D( x i ). The average phase around damage is now:
where the mask in the numerator ensures that the contribution of I in the damaged areas is omitted, and the mask in the denominator corrects the normalization for the reduced number of data-points. The interpretation of P is therefore unaffected. The result is shown in Figure 1 (c), where the cross-correlation between damage pixels is removed, i.e. the black central region in Figure 1(b) is absent. Instead, matrix phase is identified there, as expected. Although this result is qualitatively correct, quantitatively the statistical properties of the microstructure have not been preserved. To visualize this, the typical dimensions of the damage and inclusions are indicated in Figure 1(c) where the size of the region of elevated inclusion probability (directly to the left of damage) has a diameter of 3R, while, by statistical arguments, it should have a diameter of 2R. This results from equation (2), where every damage pixel is separately taken into account. Hence, the resulting phase distribution is smeared over an area equal to the average damage size, in this caseR.
To obtain a more accurate result, the damage site is collapsed to a single point by using the analogy to the pore-size probability density (the probability that a point lies at a certain distance of the closest pore-edge [12] ). The basic idea is to quantify the average phase P at position ∆ x relative to the edge of the damage site. Therefore equation (1) is modified to:
where the weight factor W( x i ) equals one only in the geometrical center of the individual damage sites and zero elsewhere, and δ i is the distance between the damage site center and its edge -it therefore depends on the orientation of ∆ x. This is illustrated in Figure 1 (i), wherein δ i (red) is that part of the relative position vector inside the damage site, and ∆ x (blue) is the part outside the damage site. The resulting P, defined in the region-of-interest (ROI), depends on the distance ∆ x only, as shown in Figure 1 (j). A mask is again used to account for the fact that I is undefined in the (other) damage sites. Note that the same weight has been assigned to each individual damage site, in different context other choices may be appropriatestraightforwardly applied to (3). The result is shown in Figure 1(d) . As observed, the global pattern is the same as in the earlier results (Figures 1(b,c) ). The essential difference is that the size of the region of elevated inclusion probability directly left to damage now has diameter 2R, which coincides with the average inclusion diameter.
Because this method compares the information of all damage sites at once, it is insensitive to (a high degree of) measurement noise and a low intensity contrast between the phases. It only relies on an explicit knowledge of the damage (not of the phases). This is demonstrated by extending the example to a more realistic setting. In Figure 1 (e), matrix and inclusions are changed to an intensity close to each other and Gaussian noise is added to mimic image noise. The resulting contrast is low, whereby the noise is of the same amplitude as the intensity contrast between the two phases. The results are shown in Figures 1(f-h) . The orange color is again chosen as the average intensityĪ. The results coincide with the results of Figures 1(bd) . A limited amount of noise is still visible in Figure 1 (h) due to reduced number of data-points (one per damage site). The noise reduces with increasing field-of-view: the root-mean-square of the noise decreases by a factor √ n -with n the number of damage sites. This dependency was verified using the example from this section (results not shown).
Proof of principle: the dual-phase steel case
As case study, the average arrangement of martensite and ferrite around damage in a dual-phase steel is characterized. Two grades are compared: one with strongly banded martensite (commercial DP600) and one which has been heat-treated to remove the martensite bands as much as possible. For both cases, a millimeter-sized tensile specimen is loaded to fracture. The microstructure is examined in the cross-section along the tensile direction, at least 50µm away from the fracture surface. A series of grinding, polishing, and etching steps are applied to create a small height difference between martensite and ferrite, providing contrast in the secondary electron mode of the scanning electron microscope (e.g. Figures 2(a,c) for the two grades). In the resulting images martensite is brighter than ferrite. Several damage sites are also image (zoom) convolution (damage masked) damage center collapse
eq. (2) eq. (3) eq. (2) eq. (3) (b) (f) eq. (1) eq. (1) convolution damage matrix inclusion Figure 1 . Virtual experiment in the ideal setting: no noise and high phase contrast (a-d), and the realistic setting: with noise and low phase contrast (e-h). From top to bottom: (a,e) the two-phase microstructure, (b-h) the average phase arrangement around a damage site calculated in three different ways. (i-j) An illustration of (3) (used in (d,h) ).
visible in Figures 2(a,c) , however they cannot be uniquely identified based on intensity alone. To avoid user intervention, a back-scatter electron image is simultaneously acquired to identify the damage uniquely and automatically (see Figure 2(b,d) ), as the brightness is zero in the damage sites. This was verified by detailed examination of multiple damaged cross-sections (e.g. Figure 2 (f)). To establish a statistically representative set, a series of 16 and 11 images were captured of the two grades respectively, whereby all the scan settings were kept constant within each batch of images, resulting in a large field-of-view with high spatial resolution. The different correlation measures (from Section 2) are compared for the strongly banded dual-phase steel in Figure 3 . Note that the color-scales are normalized with the standard deviation of the intensity, I σ . All results show the same characteristics: damage occurs in a band of martensite aligned with the tensile direction (horizontal) with ferrite in the other directions (top and bottom). However, several correlation measures reveal artifacts for the considered ensemble.
In Figure 3 (a) equation (2) is applied, showing a clear miss-correlation, with P Ī in a ring of approximately 2µm around the center. This ring corresponds to the edge-effect around damage (e.g. Figure 2 (e)), caused by the intrinsic artifact of electron microscopy imaging yielding a strong edge-effect at sharp edges especially in secondary electron mode. This bright ring can be misidentified as martensite and the smearing effect, discussed above, amplifies this artifact.
To resolve the edge-effect, the mask covering each damage site is expanded using standard image dilation. To minimize the loss of information, the number of dilation iterations varies from damage site to damage site and is equal to the square-root of the number of pixels in that damage site. The result is shown in Figure 3(b) , in which the artifact is almost completely removed. What results is the observation that damage occurs in-between regions of martensite that are aligned in the tensile direction with ferrite domains in all other directions.
The applied convolution (equation (2)) has two disadvantages: the result is smeared over a region which scales with the size of the damage, and by definition large damage sites contribute more to the result. In particular the latter may lead to misleading interpretations. To remove this artifact, equation (3) is applied to collapse the damage to a single point in Figures 3(c-d) . As explained, also with the edge-effect unmasked, its influence is substantially reduced as its size is no longer increased during the correlation. The final result, with edge effect masked, is shown in Figure 3(d) . It has the same characteristics as Figure 3 
eq. (2) eq. (2) eq. (3) eq. (3) tension -0.5 0.5 0.0 Figure 3 . Expectation value of the intensity around damage sites in the strongly banded steel using different approaches (columns) and different masks (rows).
Finally, the two different grades -with strongly and weakly banded martensite -are compared. The average arrangement of phases around damage for the two grades is shown in Figure 4 , wherein different axes are used to correct for the different grain sizes of the grades. The results have the same overall pattern: damage occurs in-between martensite aligned with the tensile direction with ferrite in the other directions. For the strongly banded microstructure, the martensite appears in bands (Figure 4(a) ), whereas for the weakly banded microstructure the martensite confined in a relatively small region (Figure 4(b) ). This implies that even if the bands are not present, damage still occurs in-between martensite domains.
The two grades of steel are quantitatively compared to reveal a surprising difference. Whereby the scaling of expectation value, P, with the image contrast, I σ , is employed to obtain a probability measure that is independent of the image contrast. For Figure 4 this implies that the difference in color between the two results may be interpreted as a difference in martensite and ferrite probability around the damage sites. The darker regions above and below the damage sites in Figure 4 (b) compared with Figure 4 (a) indicate that the probability of ferrite is lower for the strongly banded microstructure, i.e. the martensite bands are located in clusters. This gives rise to a hypothesis: as the fracture strain is 6% higher for the strongly banded microstructure, the presence of clusters of martensite above and below the damage may delay propagation. Revisiting the images, e.g. Figure 2 , confirms this observation. Although further analysis is needed, it is interesting to see how new insights and hypotheses can originate from the presented, objective, analysis. 
Conclusion and outlook
A methodology has been presented to quantify the spatial arrangement of phases around damage sites directly using images. This technique is quite general: it may correlate different microstructural features such as phases, cavities, etc. in the fields of materials science, geophysics, medicine and many others. It requires no phase identification, no user interaction, and automatically averages out noise. The interpretation of the result is straightforward as it retains the properties of the original images. In the context of materials, this technique can readily be applied to three-dimensional tomographic or serial sectioning measurements, e.g. from [10, 13, 14] , for which it is nearly impossible to perform systematic identifications without an automated analysis technique. Finally the approach does not rely on a high contrast, which is usually hard to obtain experimentally. A case study resulted in the average arrangement of martensite and ferrite around damage in the microstructure of a dual-phase steel. This has led to a surprising observation, easily overlooked otherwise. This is the key added value of this methodology.
The results also open up the possibility to use the identified average arrangement of phases as a predictive tool. Indeed in a preliminary study, using the numerical results of [11] , the fracture initiation sites have been identified accurately.
