Introduction
A weight two vector v of a vertex operator algebra is called a conformal vector with central charge c if the component operators L v (n) for n ∈ Z of Y (v, z) = n∈Z L v (n)z −n−2 satisfy the Virasoro algebra relation with central charge c. In this case, the vertex operator subalgebra Vir(v) generated by v is isomorphic to a Virasoro vertex operator algebra with central charge c ( [FZ] , [M] ).
Let V √ 2R be the vertex operator algebra associated with √ 2 times an ordinary root lattice R of type A l , D l , or E l . In [DLMN] , several sets of mutually orthogonal conformal vectors in V √ 2R were constructed and studied. It was shown that the Virasoro element of V √ 2R can be written as a sum of l + 1 mutually orthogonal conformal vectors ω i , 1 ≤ i ≤ l + 1. Since these conformal vectors are mutually orthogonal, the subalgebra T generated by them is a tensor product T = ⊗ l+1 i=1 Vir(ω i ) and Vir(ω i ) is isomorphic to L(c i , 0) with c i the central charge of ω i . Here, we denote by L(c, h) the irreducible highest weight module for the Virasoro algebra with highest weight h ∈ C and central charge c. Moreover, V √ 2R is completely reducible as a T -module and each irreducible direct summand is in the form ⊗ l+1 i=1 L(c i , h i ). Hence one can study the structure of the vertex operator algebra V √ 2R from a point of view that V √ 2R is a T -module. Along this line, the decomposition of V √ into a direct sum of irreducible T -modules has been determined in [KMY] and [DLY] . See also [DMZ] , in which the moonshine module V ♮ is studied as a module for L( 1 2 , 0)
⊗48 . In this paper we determine the decomposition of V √ 2D l into a sum of irreducible Tmodules for general l. There are many ways to choose a set of the mutually orthogonal conformal vectors in [DLMN] (see Remark 3.1). In this paper, we shall choose a set of conformal vectors so that c 1 = 1/2, c 2 = 7/10, c 3 = 4/5, and c i = 1 for 4 ≤ i ≤ l + 1. Such a choice enables us to use the ideas and methods for the decompostion of V √ 2A 3 in [DLY] with suitable modifications.
We briefly explain how the decompostion of V √ 2D l is obtained. We consider a sublattice N of L = A ⊕l 1 isomorphic to √ 2D l in a standard way. We show that there exists an automorphism ρ of the vertex operator algebra V L which maps V N onto V + L (the fixed point subspace of the involution of V L induced from the involution β −→ −β of L). Thus, the decomposition of V N as a T -module is equivalent to the decomposition of V + L as a T -module, where T = ρ(T ). The decomposition of V + L as a T -module is relatively easy and is completely determined in Section 4. For the purpose of completeness we also review the necessary results on the decomposition of a vertex operator algebra associated with a positive definite rank one lattice as a module for L(1, 0) in Section 5, most of which are taken from [DG] and [KR] .
The authors would like to thank Masaaki Kitazume and Masahiko Miyamoto for helpful advice.
Some automorphisms of V L
We shall use standard notation for the vertex operator algebra V L = M(1) ⊗ C{L} associated with a positive definite even lattice L [FLM] . Note that if the square length of any element in L is a multiple of 4 or if L is a rank one lattice then the central extension L of L by the cyclic group of order two is split and C{L} in the notation of [FLM] is isomorphic to the group algebra C[L].
In [DLY] three automorphisms θ 1 , θ 2 , σ of order two of the vertex operator algebra V Zα associated with a rank one lattice Zα, where α, α = 2, are considered. They are determined by
The automorphism θ 1 maps u ⊗ e β to (−1) α,β /2 u ⊗ e β for u ∈ M(1) and β ∈ Zα and θ 2 is the automorphism induced from the isometry β −→ −β of Zα. Note also that
Let L be a lattice with basis {α 1 , α 2 , . . . , α l } such that α i , α j = 2δ ij . Then, L = Zα 1 ⊕ · · · ⊕ Zα l and each Zα i is isomorphic to a root lattice of type A 1 . Since α i , α j = 0 for i = j, the vertex operator algebra V L is a tensor product
Using the automorphisms θ 1 , θ 2 , and σ of V Zα i described above, we can define three automorphisms ψ 1 , ψ 2 , and τ of V L of order two by
for u ∈ M(1) and β ∈ L, ψ 2 is the automorphism induced from the isometry β −→ −β of L, and τ ψ 1 τ = ψ 2 . We shall calculate the images of some elements in V L under the automorphism τ , which will be used in the next section.
We also have
and thus
Then, w ± (β) = w ± (−β). From the above calculation, we have
Conformal vectors
Let us consider a sublattice
of L, which is isomorphic to the root lattice of type √ 2D l . We choose the following elements as the simple roots of type D l :
is the set of positive roots. Using the notation w ± (β) defined in (2.2), we set
It was shown by [DLMN] that the elements
are mutually orthogonal conformal vectors. Their central charges c(ω i ) are as follows:
The subalgebra Vir(ω i ) of the vertex operator algebra V N generated by ω i is isomorphic to the Virasoro vertex operator algebra L(c(ω i ), 0) which is the irreducible highest weight module for the Virasoro algebra with central charge c(ω i ) and highest weight 0. Since ω 1 , ω 2 , . . . , ω l+1 are mutually orthogonal, the subalgebra T of V N generated by these conformal vectors is a tensor product of Vir(ω i )'s, namely,
As a T -module V N is completely reducible. Our purpose in this paper is to determine all the irreducible direct summands of V N .
Remark 3.1. In [DLMN] it is shown that corresponding to a chain · · · ⊂ Φ ′′ ⊂ Φ ′ ⊂ Φ of root systems of type A, D, or E, one has a decomposition of the Virasoro element of the vertex operator algebra V √ 2R , where R denotes a root lattice of type Φ, into a sum of mutually orthogonal conformal vectors (see also [M, Lemma 5 .1]). In our notation
Note that Φ r is a root system of type A r for 1 ≤ r ≤ 3 and of type D r for 4 ≤ r ≤ l.
There is another choice of conformal vectors. Namely, if one considers a chain of root systems of type
, and c(ω
The images of the conformal vectors ω 1 , . . . , ω l+1 under the automorphism τ of V L can be calculated by (2.3). In fact, we have Lemma 3.2. Let s 1 , s 2 , and s r , 3 ≤ r ≤ l be defined as in (3.1). Then,
Next we shall consider the images of these elements under the automorphism ϕ of V L , where ϕ is defined by
for u ∈ M(1) and β ∈ L. The automorphism ϕ acts as θ 2 on V Zα 2 and V Zα 3 and acts as the identity on V Zα i for i = 2, 3. Set ρ = ϕτ .
Remark 3.3. The automorphism ρ here is slightly different from the automorphism ρ of [DLY] . In [DLY] ρ is defined to be a composite of θ 2 ⊗ 1 ⊗ 1 and ϕτ . The symmetry α 1 ←→ −α 1 and α i ←→ α i for 2 ≤ i ≤ l induces a Z 2 -symmetry of the Dynkin diagram of type D l , and the restriction of the automorphism θ 2 ⊗ 1 ⊗ · · · ⊗ 1 of V L to V N corresponds to this symmetry. In this paper we do not consider it.
The following lemma is easily obtained from Lemma 3.2 and the definition of ϕ.
Lemma 3.4. We have
Let ω i = ρ(ω i ) and set
Lemma 3.5.
(1) The vectors ω 1 , ω 2 , and ω 3 are the mutually orthogonal conformal vec-
Proof (1) is shown in [DLY, Lemma 3.6] . For 3 ≤ r ≤ l − 1 we have
Note that for 3 ≤ r ≤ l, the element ω r+1 is the Virasoro element of the vertex operator algebra V Zγr associated with a rank one lattice Zγ r .
Set
(1) and (2.1) imply (2). Since τ ψ 1 = ψ 2 τ and the automorphisms ψ 2 and ϕ commute, we have ρψ 1 = ψ 2 ρ. Hence (3) holds.
The last assertion of the above lemma implies that the decomposition of V N into a direct sum of irreducible T -modules is equivalent to that of V + L as a T -module, where T = ρ(T ) is of the form
The decomposition of V + L as a T -module will be accomplished in the next section.
In this section, we shall study the decomposition of V + L into a direct sum of irreducible T -modules. As in [DLY] we set
The elements α 1 − α 2 , α 2 − α 3 , γ 3 , . . . , γ l form a basis of the lattice D.
as another basis. The lattices E, Zγ 3 , . . . , Zγ l are mutually orthogonal, so the vertex operator algebra V D associated with the lattice D is a tensor product
Next, we want to describe the cosets of D in L. Set ξ r = 1 r(r + 1) γ r , 1 ≤ r ≤ l − 1, and
Clearly γ r , ξ r = 2 and we have
Moreover, α r − α r+1 = 1 r (−γ r−1 + γ r ) = −(r − 1)ξ r−1 + (r + 1)ξ r , and so
To simplify the notation, we set η = −ξ 1 + ξ 2 .
Lemma 4.1. |D + Zα 2 : D| is equal to the least common multiple of 3, 4, . . . , l.
Proof Since α 1 − α 2 , α 2 − α 3 , γ 3 , . . . , γ l are linearly independent over Q, the assertion follows from (4.1) and (4.2).
Lemma 4.1 is valid even for l = 3 if we consider a lattice of type A 3 as of type D 3 . Note that D + Zα 2 = L for 3 ≤ l ≤ 5. Indeed, the coset D + α 2 contains α 1 , α 2 , and α 3 . Moreover, α 4 ∈ D + 9α 2 if l = 4, and α 4 ∈ D + 21α 2 and α 5 ∈ D + 36α 2 if l = 5. Hence nα 2 , 0 ≤ n ≤ d − 1, where d denotes the least common multiple of 3, 4, . . . , l, form a complete system of representatives of the cosets of D in L in these three cases. However, D + Zα 2 = L for l ≥ 6. We shall use the following elements to describe all the cosets of D in L. For m 3 , ..., m l−2 , n ∈ Z we let (2) Every element in the coset D + λ can be uniquely written in the form
for ν ∈ E and µ i ∈ Zγ i .
is a complete system of representatives of the cosets of M r−1 in M r . Hence (1) holds. For i = 1, 2, the elements α i − α i+1 , γ 3 , . . . , γ l are mutually orthogonal, and so each element of D + λ is uniquely decomposed into an orthogonal sum of the form stated in (2). By Lemma 4.2, we have V L = ⊕ λ V D+λ where the sum runs through the coset representatives of D in L, and
for λ = λ(m 3 , . . . , m l−2 , n). Since E, η = 2Z, the tensor factor of the form V E+kη is an irreducible module for V E [D] . Likewise, V Zγ i +kξ i is an irreducible module for V Zγ i . Thus (4.5) holds as a module for (1) n = 0, and m r = 0 if r is odd and m r = 0 or r/2 if r is even.
(2) n = l(l − 1)/2 and 2m r + l(l − 1) ≡ 0 (mod r). Such an m r is unique if r is odd and there are exactly two such m r if r is even.
Then 2nα 2 ∈ M l−2 since λ and nα 2 are congruent modulo M l−2 . Now the quotient group L/M l−2 is a cyclic group of order l(l − 1) generated by the coset M l−2 + α 2 . Thus n = 0 or l(l − 1)/2. First, we assume that n = 0. In this case, since α 1 − α 2 , α 2 − α 3 , 3(α 3 − α 4 ), . . . , (l − 2)(α l−2 − α l−1 ), γ l−1 , γ l form a basis of the lattice D, we have 2λ ∈ D if and only if 2m r is divisible by r for 3 ≤ r ≤ l − 2.
Next, assume that n = l(l − 1)/2. In this case
by (4.4). Hence 2λ ∈ D if and only if 2m r + l(l − r − 1) is divisible by r for 3 ≤ r ≤ l − 2.
The automorphism ψ 2 fixes the conformal vectors ω 1 , . . . , ω l+1 , and so
. . , m l−2 , n), then m 3 , . . . , m l−2 , and n satisfy the conditions in Lemma 4.3. In this case (4.5) is in the following form:
} depending on whether l is odd or even.
For ε = (ε 0 , ε 3 , . . . , ε l ) with ε i = + or −, set
where ε runs over all ε = (ε 0 , ε 3 , . . . , ε l ) such that even number of ε i 's are −. The decomposition of V ± E and V E+η as T ′ -modules, where
, can be found in [KMY, Lemma 4 .1] and [DLY, (3.2) , (3.3)]. In fact, V + E is a direct sum of four irreducible T ′ -modules, which are isomorphic to
), 8) and V − E is a direct sum of four irreducible T ′ -modules, which are isomorphic to
),
Similarly, V E+η is a direct sum of four irreducible T ′ -modules, which are isomorphic to
).
(4.10)
For 3 ≤ i ≤ l, the decomposition of V ± Zγ i and V Zγ i +γ i /2 as Vir( ω i+1 )-modules is given in Appendix (see also [DG] ).
We divide a complete system of representatives of the cosets of D in L into three subsets Λ 1 , Λ 2 , and −Λ 2 so that D + λ = D − λ if and only if λ ∈ Λ 1 . Then
By the above argument, we conclude that Theorem 4.4. As T -modules,
Furthermore, the decomposition of V + D+λ , λ ∈ Λ 1 , and V D+λ , λ ∈ Λ 2 , into a direct sum of irreducible T -modules is given by (4.5) through (4.10) and (5.1) through (5.7).
By the same method, we also have the decomposition of V
We illustrate the first two cases, namely l = 3 and 4, and leave the details for the other cases to the interested reader. In case of l = 3, N = √ 2A 3 and the decomposition of V + L as a T -module given by Theorem 4.4 is identical with the decomposition of V √ 2A 3 as a T -module obtained in [DLY, Theorem 3.7] . If l = 4, then D = E + Zγ 3 + Zγ 4 , where γ 3 = α 1 + α 2 + α 3 − 3α 4 and γ 4 = α 1 + α 2 + α 3 + α 4 . By Lemma 4.2, {λ = λ(n) = nα 2 | 0 ≤ n ≤ 11} is a complete system of coset representatives of D in L with Λ 1 = {0, 6α 2 } and Λ 2 = {jα 2 | 1 ≤ j ≤ 5}. Thus
Hence the decomposition of V + L into a direct sum of irreducible T -modules follows from (4.8) through (4.10) and (5.1) through (5.7).
Appendix
We review the decomposition of a vertex operator algebra associated with a rank one lattice and its modules into a direct sum of irreducible L(1, 0)-modules. Most materials discussed here can be found in [DG] , [KR] .
Let Zγ be a rank one positive definite even lattice with γ, γ = 2n and n a positive integer. Set ξ = γ/2n. Then V Zγ+aξ , 0 ≤ a ≤ 2n − 1, are the inequivalent irreducible modules for the vertex operator algebra V Zγ [D] . We remark that Zγ is denoted by L 2n in [DG] . The element ω = γ(−1) 2 /4n is the Virasoro element of V Zγ . The subalgebra Vir(ω) generated by ω is isomorphic to the Virasoro vertex operator algebra L(1, 0) of central charge 1. Note that
and each direct summand M(1) ⊗ e (m+a/2n)γ is completely reducible as a Vir(ω)-module ( [KR, Proposition 3.1 
]).
If W is a Vir(ω)-module, the q-dimension of W is defined by dim q W = n (dim W n )q n . Let L(1, h) be the irreducible highest weight module for L(1, 0) with highest weight h ∈ C.
(1 − q j ) (see [DG] ). On the other hand, the weight of e (m+a/2n)γ is
Then dim q M(1) ⊗ e (m+a/2n)γ = q (2mn+a) 2 /4n /φ(q). Comparing this with dim q L(1, h), we know how M(1)⊗e (m+a/2n)γ decomposes into a direct sum of irreducible modules L(1, h)'s. As usual we consider the automorphism θ of order two induced from the automorphism β −→ −β of the underlying lattice. Since θ fixes ω, it is in fact an automorphism for Vir(ω)-modules. In particular, θ(M(1) ⊗ e kγ ) = M(1) ⊗ e −kγ is isomorphic to M(1) ⊗ e kγ as Vir(ω)-modules. If U is a θ-invariant subspace, the eigenspace with eigenvalue ±1 is denoted by U ± . Then U = U + ⊕ U − . Note that (2mn + a) 2 /4n = j 2 /4 for some integer j if and only if n = k 2 for some nonnegative integer k and a = 0, n. We divide the calculation into three cases.
Case 1: n = k 2 for some 0 < k ∈ Z and a = 0. In this case the weight of e (m+a/2n)γ = e mγ is m 2 k 2 and
As a special case, we have M(1) = ⊕ and we have (see [DG] ) Case 2: n = k 2 for some 0 < k ∈ Z and a = n. The weight of e (m+a/2n)γ = e (m+1/2)γ is (2m + 1) 2 k 2 /4 and 
