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Abstract
We explicitly construct the general multivariate Pad$e approximants to the function
Gq(x; y) :=
∞∑
j=1
1
xy + qjx + q2j
; |q|¿ 1; q ∈ C
by using the residue theorem and the functional equation method. Then we prove some convergence properties of the
approximants. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The general multivariate Pad$e approximants to some q-functions which satisfy some functional
equations have been explicitly constructed in [11,12], by using the residue theorem and the functional
equation method, e.g.,
Fq(x; y) :=
∞∏
j=0
(1 + q−jx + q−2jxy); |q|¿ 1; (1.1)
a two variable version of a well-known in?nite product discussed by Bundschuh [2], Wallisser [10]
and many other researchers;
Eq(x; y) :=
∞∑
i; j=0
xiyj
[i + j]q!
; |q|¿ 1; (1.2)
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a two variable version of the q-exponential function discussed by Borwein [1], Mahler [9], Wallisser
[10] and many others (see (1.12) below for the notation of [n]q! for integers n) and
Tq(x; y) :=
∞∑
i; j=0
q(i+j)(i+j−1)=2xiyj; |q|¡ 1; (1.3)
a two variable version of the partial theta function discussed by Lubinsky and SaL [8], Borwein [1]
and many others. As the situation is complicated when we deal with multivariate functions, especially
meromorphic functions, there are only few explicit examples of multivariate Pad$e approximants. Our
intention in this paper is to show how to construct general multivariate Pad$e approximants to a
meromorphic function which satis?es a simple functional equation, and then prove some convergence
properties of the approximants. In order to avoid notational diMculties to introduce the de?nition of
general multivariate Pad$e approximant, we restrict ourselves to the case of bivariate functions. The
generalization to more than two variables is straightforward (see [5]).
Denition. Let
F(x; y) :=
∑
(i; j)∈N2
cijxiyj; cij ∈ C (1.4)
be a formal power series, and let M;N; E be index sets in N×N=:N2. The (M;N ) general multi-
variate Pad4e approximant to F(x; y) on the 6nite set E is a rational function
[M=N ]E(x; y) :=
P(x; y)
Q(x; y)
(1.5)
with polynomials
P(x; y) :=
∑
(i; j)∈M
aijxiyj; aij ∈ C; (1.6)
Q(x; y) :=
∑
(i; j)∈N
bijxiyj; bij ∈ C; (1.7)
and an interpolation set E, such that
(FQ − P)(x; y) =
∑
(i; j)∈N2\E
dijxiyj; dij ∈ C (1.8)
with
M ⊆E; (1.9)
#(E \M) = #N − 1 (1.10)
and E satis?es inclusion property:
(i; j) ∈ E; 06k6i; 06l6j ⇒ (k; l) ∈ E: (1.11)
One may ?nd properties of general multivariate Pad$e approximants in [3,4]. We need here the
standard q analogues of factorials and binomial coeMcients. The q-factorial is
[n]q! := [n]! :=
(1− qn)(1− qn−1) · · · (1− q)
(1− q)n ; (1.12)
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where [0]q! := 1. The q-binomial coe7cient is[
n
k
]
q
:=
[
n
k
]
:=
[n]!
[k]! · [n− k]! : (1.13)
We note that
[n]q−1 ! = q
−n(n−1)=2[n]!; (1.14)
[
n
k
]
q−1
= q−k(n−k)
[
n
k
]
; (1.15)
n∏
h=0
h=k
(q−k − q−h) = (−1)kq−k(k−1)=2−n(n+1)=2[n]![k]!(1− q)n; (1.16)
and (see [7]) for |t|¡q−n,
1∏n
k=0(t − q−k)
= (−1)n+1qn(n+1)=2
∞∑
l=0
[
n+ l
l
]
tl: (1.17)
We also need the Cauchy binomial theorem
n∑
k=0
[
n
k
]
qk(k+1)=2xk =
n∏
k=1
(1 + qkx): (1.18)
We state our main results in Section 2 and prove the results in Section 3 and Section 4.
2. Results
The diMculty in ?nding explicit formulae for multivariate Pad$e approximants to a function,
by using the residue theorem and the functional equation method, lies in ?nding the appropriate
functional equation the function satis?es and constructing the appropriate integral. It also lies in the
determination of appropriate index sets for the numerator and denominator polynomials (see [12] for
more examples). In the Proof of Theorem 2.1, we present diagrams of the interpolation, numerator
and denominator index sets.
Let |q|¿ 1, q ∈ C
G(x; y) :=Gq(x; y) :=
∞∑
j=1
1
xy + qjx + q2j
; (2.1)
F(x; y) := xyG(x; y) =
∞∑
j=1
xy
xy + qjx + q2j
; (2.2)
Fn(x; y) :=
∞∑
j=n+1
xy
xy + qjx + q2j
; (2.3)
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Rn(x; y) :=
2n−1∏
j=0
(xy + qn−jx + q2n−2j); (2.4)
and
Sk(x; y) :=
n+k∑
j=1
xy
xy + qjx + q2j
: (2.5)
Then the poles of G(x; y) and F(x; y) are on
|xy|= q2j; j = 1; 2; : : : :
So there is no pole of G and F inside the ball {(x; y) : |x|; |y|¡q}, and there is no pole of Fn inside
the ball {(x; n) : |x|; |y|6|q|n}.
Theorem 2.1. Let |q|¿ 1; q ∈ C and G; F; Fn; Rn; Sn be de6ned by (2:1)–(2:5); respectively. Let
m; n ∈ N; m¿2n+ 4; n¿1; and
B := {(x; y): 0¡ |x|; |y|¡ |q|n}; (2.6)
W := {(i; j): 06i + j6m− 2; i; j;¿0}; (2.7)
N := {(i; j): 06i; j62n}; (2.8)
M :=N ∪W; (2.9)
E := {(i; j): 06i + j6m+ 2n− 2; i; j¿0}: (2.10)
Let
I(x; y) :=
1
2i
∫
|t|=|q|
Rn(tx; ty)Fn(tx; ty) dt
(
∏n
k=0(t − q−k))tm+1
; (2.11)
Q(x; y) :=
qn(n+1)=2
(1− q)n[n]!
n∑
k=0
(−1)k
[
n
k
]
qmk+k(k+1)=2Rn(q−kx; q−ky); (2.12)
and
P(x; y) :=
qn(n+1)=2
(1− q)n[n]!
n∑
k=0
(−1)k
[
n
k
]
qmk+k(k+1)=2Rn(q−kx; q−ky)Sk(x; y)
+
1
m!
dm
dtm
{
Rn(tx; ty)Fn(tx; ty)∏n
k=1(t − qk)
}
t=0
: (2.13)
Then for (x; y) ∈ B
(i)
I(x; y) = Q(x; y)F(x; y) + P(x; y); (2.14)
(ii)
Q(x; y) =
∑
(i; j)∈N
aijxiyj; aij ∈ C; (2.15)
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P(x; y) = xy
∑
(i; j)∈M
bijxiyj := xyP∗(x; y); bij ∈ C; (2.16)
where P∗(x; y) :=
∑
(i; j)∈M bijx
iyj is a polynomial on set M.
(iii)
I(x; y) = xy
∑
(i; j)∈N2\E
dijxiyj; dij ∈ C; (2.17)
(iv)
M ⊆E; and #(E \M)¿#N − 1; (2.18)
and then the (M;N ) general multivariate Pad4e approximant to G(x; y) on the set E is
[M=N ]E(x; y) =−
P∗(x; y)
Q(x; y)
:
Note. We need to prove the irreducibility of P∗(x; y)=Q(x; y) in order to call them the (M;N )
general multivariate Pad$e approximants to G(x; y) on the set E. Although in the multivariate case,
the irreducible form of the approximants need not be unique anymore, the proof of the irreducibility
is not easy. We can see for some particular n; P∗=Q are irreducible, but the result for any integer
n¿1 is not proved in this paper.
The convergence properties of the multivariate Pad$e approximants to a meromorphic function in
its analytic region are always concerned (see [5,6]). For the meromorphic function we de?ned in
Theorem 2.1, we have the following results.
Theorem 2.2. Let G(x; y); Q(x; y); Rn(x; y) and set B be de6ned in Theorem 2:1. Let n be a 6xed
integer and {m} be a sequence of integers with m → ∞; and corresponding interpolation sets
M; N; E be de6ned in Theorem 2:1. Let
S := {(x; y): Rn(x; y) = 0} ∪ {(0; 0)}: (2.19)
(i)
lim
m→∞
(
max
(x;y)∈B
|(1− q)n[n]!Q(x; y)− Rn(x; y)|
)
= 0; (2.20)
(ii) For any compact subset K⊂B \ S;
lim
m→∞
(
max
(x;y)∈K
|G − [M=N ]E|(x; y)
)
= 0; (2.21)
and then the Pad4e approximants [M=N ]E(x; y); with N 6xed and M and E growing; converge to
G uniformly on compact subsets of B \ S.
3. Proof of the Theorem 2.1
Proof of the Theorem 2.1. (i). For k¿0 integer,
Fn(q−kx; q−ky) =
∞∑
j=n+1
q−2kxy
q−2kxy + qj−kx + q2j
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=
∞∑
j=n+1
xy
xy + qj+kx + q2j+2k
=F(x; y)−
n+k∑
j=1
xy
xy + qjx + q2j
=F(x; y)− Sk(x; y); (3.1)
where Sk(x; y) is de?ned by (2.5). Now,
Rn(tx; ty)Fn(tx; ty) =

2n−1∏
j=0
(t2xy + qn−jxt + q2n−2j)

 ∞∑
j=n+1
t2xy
t2xy + qjxt + q2j
; (3.2)
so the poles of Rn(tx; ty)Fn(tx; ty) are on
|t2xy|= q2j; j = n+ 1; n+ 2; : : : :
So for (x; y) ∈ B, i.e. |x|; |y|¡ |q|n, the poles of Rn(tx; ty)Fn(tx; ty) are in the region
{t: |t|¿ |q|};
and then the integrand in (2.11) has simple poles at t=1; q−1; q−2; : : : ; q−n, and a pole of order m+1
at t = 0, inside the circle {t: |t| = |q|}. By the residue theorem and the functional equation (3.1),
and (1.16), we have
I(x; y) =
1
2i
∫
|t|=|q|
Rn(tx; ty)Fn(tx; ty) dt
(
∏n
k=0(t − q−k))tm+1
=
n∑
k=0
Rn(q−kx; q−ky)Fn(q−kx; q−ky)
(
∏n
h=0
h=k
(q−k − q−h))q−k(m+1) +
1
m!
dm
dtm
{
Rn(tx; ty)Fn(tx; ty)∏n
k=0(t − q−k)
}
t=0
=
qn(n+1)=2
(1− q)n[n]!
n∑
k=0
(−1)k
[
n
k
]
qmk+k(k+1)=2Rn(q−kx; q−ky)(F(x; y)− Sk(x; y))
+
1
m!
dm
dtm
{
Rn(tx; ty)Fn(tx; ty)∏n
k=0(t − qk)
}
t=0
=Q(x; y)F(x; y) + P(x; y):
(ii). It is easy to see from the forms of Q(x; y) and Rn(x; y) in (2.12) and (2.4) that (2.15) holds.
Now for 06k6n,
Rn(q−kx; q−ky) =
2n−1∏
j=0
(q−2kxy + qn−j−kx + q2n−2j)
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= q−4nk
2n−1∏
j=0
(xy + qn−j+kx + q2n−2j+2k)
= q−4nk

n+k∏
j=1
(xy + qjx + q2j)



n−k−1∏
j=0
(xy + q−jx q−2j)

 ;
then
Rn(q−kx; q−ky)Sk(x; y) = xy

n−k−1∏
j=0
(xy + q−jx + q−2j)

 n+k∑
h=1
n+k∏
j=1
j =h
(xy + qjx + q2j); (3.3)
and then
Rn(q−kx; q−ky)Sk(x; y) =
∑
(i; j)∈N
sijxiyj; sij ∈ C: (3.4)
Now for |t|6|q|, and (x; y) ∈ B,
Fn(tx; ty) =
∞∑
j=n+1
t2xy
t2xy + qjxt + q2j
=
∞∑
j=n+1
t2xy
q2j(1 + (xyt2 + qjxt)=q2j)
=
∞∑
j=n+1
t2xy
q2j
∞∑
l=0
(−1)l
(
xyt2 + qjxt
q2j
)l
=
∞∑
j=n+1
∞∑
l=0
(−1)l t
l+2xl+1y
qj(l+2)
(
1 +
yt
qj
)l
=
∞∑
j=n+1
∞∑
l=0
(−1)l t
l+2xl+1y
qj(l+2)
l∑
k=0
(
l
k
)(
yt
qj
)k
=
∞∑
j=n+1
∞∑
l=0
l∑
k=0
(−1)l
(
l
k
)
xl+1yk+1
qj(l+k+2)
tl+k+2
=
∞∑
l=0
l∑
k=0
(
l
k
)
(−1)lxl+1yk+1tl+k+2
qn(l+k+2)(ql+k+2 − 1) ; (3.5)
and
Rn(tx; ty) =
2n−1∏
j=0
(xyt2 + qn−jxt + q2n−2j)
=
2n∑
i; j=0
gq(i; j)xiyjti+j; (3.6)
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where gq(i; j) is a coeMcient function of q; i and j. Now from (1.17), (3.8) and (3.9),
Rn(tx; ty)Fn(tx; ty)∏n
k=0(t − q−k)
= (−1)n+1qn(n+1)=2
∞∑
h;l=0
l∑
k=0
2n∑
i; j=0
(−1)l
(
l
k
)[
n+ h
h
]
×gij(q)x
i+l+1yj+k+1ti+j+h+l+k+2
qn(l+k+2)(ql+k+2 − 1)
:= (−1)n+1qn(n+1)=2
∞∑
h;l=0
l∑
k=0
2n∑
i; j=0
(−1)l
(
l
k
)[
n+ h
h
]
×g∗q(h; i; j; k; l)xi+l+1yj+k+1ti+j+h+l+k+2;
where gq(h; i; j; k; l) is a coeMcient function of q; h; i; j; k and l. So
1
m!
dm
dtm
{
Rn(tx; ty)Fn(tx; ty)∏n
k=0(t − q−k)
}
t=0
= (−1)n+1q−n(n+1)=2
∑
i+j+h+l+k+2=m
06h;l6m;06k6l
06i; j62n
(−1)l
(
l
k
)[
n+ h
h
]
g∗q(h; i; j; k; l)x
i+l+1yj+k+1
= (−1)n+1q−n(n+1)=2xy
∑
i+j+h+l+k=m−2
06h;l6m;06k6l
06i; j62n
(−1)l
(
l
k
)[
n+ h
h
]
g∗q(h; i; j; k; l)x
i+1yj+k ; (3.7)
and
1
m!
dm
dtm
{
Rn(tx; ty)Fn(tx; ty)∏n
k=0(t − q−k)
}
t=0
= xy
∑
(i; j)∈W
rijxiyj; rij ∈ C: (3.8)
Then (2.16) follows from (3.8) and (3.4).
(iii). From (2.11), (3.8) and (3.9),
I(x; y) =
1
2i
∫
|t|=|q|
Rn(tx; ty)Fn(tx; ty) dt
tm+n+2(
∏n
k=0(1− 1=(qkt))
=
1
2i
∫
|t|=|q|
Rn(tx; ty)Fn(tx; ty)
tm+n+2

 ∑
j0 ;:::; jn¿0
n∏
k=0
(
1
qkt
)jk dt
=
∑
j0 ;:::; jn¿0
q−
∑n
k=0
kjk 1
2i
∫
|t|=|q|

 1tm+n+2+( j0+···jn)
∞∑
l=0
l∑
k=0
2n∑
i; j=0
(−1)lgq(i; j)
×
(
l
k
)
xi+lyj+k ti+j+l+k
qn(l+k+2)(ql+k+2 − 1)
}
dt
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Fig. 1. (for 2n+ 1¡m− 2¡ 4n).
=
∑
j0 ;:::; jn¿0
g−
∑n
k=0
kjk
∑
i+j+l+k−(m+n+j0+···jn+2)=−1
06l6∞;06k6l;06i; j62n
gq(i; j)
(
l
k
)
(−1)lxi+lyj+k
qn(l+k+2)(ql+k+2 − 1)
= xy
∑
i+j+l+k=m+n+j0+···jn+1
06l6∞;06k6l;06i; j62n
j0+···jn¿0
q−
∑n
k=0
kjk gq(i; j)
(
l
k
)
(−1)lxi+l−1yj+k−1
qn(l+k+2)(ql+k+2 − 1) :
So (2.17) holds.
(iv). M ⊆E is obvious. Now,
#W =#{(i; j): 06i + j6m− 2; i; j¿0}
=
m(m− 1)
2
;
and
#N =#{(i; j): 06i; j62n}
= (2n+ 1)2
= 4n2 + 4n+ 1:
For 2n+ 1¡m− 2¡ 4n (see Figs. 1 and 2), we have 2n+ 46m64n+ 1,
m− 2n¿4; and 4n− m+ 1¿0; (3.9)
and
#M =#N + 2
(m− 2n)(m− 2n− 1)
2
=m2 + 8n2 − 4mn− m+ 6n+ 1;
#E =
(m+ 2n− 1)(m+ 2n)
2
;
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Fig. 2. (for m− 2¿4n).
so
#(E \M) = #E − #M
= 6mn− 12m2 − 6n2 + 12m− 7n− 1
= 2mn− 12m(m− 2n) + 3n(m− 2n) + 12(m− 2n)− 6n− 1
= 2mn+ 12(m− 2n)(6n− m+ 1)− 6n− 1
¿ 2mn+ 12 · 4 · 2n− 6n− 1 (by ( ))
¿ 4n2 + 8n− 2n− 1 (as m¿2n+ 4)
¿ 4n2 + 4n
= #N − 1:
Now for m− 2¿4n, we have N ⊂M , and
E \M = {(i; j): m− 16i + j6m+ 2n− 2; i; j¿0};
then
#(E \M) = (m+ 2n− 1)(m+ 2n)
2
− m(m− 1)
2
= n(2m+ 2n− 1)
¿ n(10n+ 3) (as m¿4n+ 2)
¿ 4n2 + 4n
= #N − 1:
Then for all m¿2n+ 4,
#(E \M)¿#N − 1:
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Combining (i)–(iv), we have
Q(x; y)F(x; y) + P(x; y) = xy
∑
(i; j)∈N2\E
dijxiyj:
So
xyQ(x; y)G(x; y) + xyP∗(x; y) = xy
∑
(i; j)∈N2\E
dijxiyj;
i.e.
Q(x; y)G(x; y)− P∗(x; y) =
∑
(i; j)∈N2\E
dijxiyj;
and then the (M;N ) general multivariate Pad$e approximant to G(x; y) on the set E is
[M=N ]E(x; y) =−
P∗(x; y)
Q(x; y)
:
This completes the proof of Theorem 2.1.
4. Proof of Theorem 2.2
Lemma 4.1. There exists C1¿ 0 such that for 06k6n;∣∣∣∣
[
n
k
]∣∣∣∣6C1|q|nk−k2 : (4.1)
Proof of Lemma 4.1. From (1.13), we have[
n
k
]
=
(1− qn)(1− qn−1) · · · (1− qn−k+1)
(1− q)(1− q2) · · · (1− q−k) ;
= qnk−k
2 (1− q−n)(1− q−n+1) · · · (1− q−n+k−1)
(1− q−1)(1− q−2) · · · (1− q−k) ;
so ∣∣∣∣
[
n
k
]∣∣∣∣ 6 |q|nk−k2
∞∏
j=1
(
1 + |q|−j
1− |q|−j
)
:= C1|q|nk−k2 ;
where
C1 :=
∞∏
j=1
(
1 + |q|−j
1− |q|−j
)
is a constant depending only on q.
Lemma 4.2. There exists C2¿ 0 depending only on q such that for 06k6n and |x|; |y|6qn;
|Rn(qkx; qky)|6C2|q|4n(n+k): (4.2)
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Proof of Lemma 4.2. For 06k6n and |x|; |y|= qn;
|Rn(qkx; qky)| =
2n−1∏
j=0
|q2kxy + qn−j+kx + q2n−2j|
6
2n−1∏
j=0
(|q|2k+2n + |q|2n−j+k + |q|2n−2j)
6 |q|4n(n+k)
2n−1∏
j=0
(1 + |q|−j−k + |q|−2j−2k)
6 |q|4n(n+k)
∞∏
j=0
(1 + |q|−j + |q|−2j)
:= C2|q|4n(n+k);
where
C2 :=
∞∏
j=0
(1 + |q|−j + |q|−2j) (4.3)
is a constant depending only on q. The maximum-modulus principle shows that the same estimate
holds for |x|, |y|6qn.
Proof of Theorem 2.2. (i). From Lemmas 4.1 and 4.2, we have for n ?xed and |x|, |y|6qn,
|(1− q)n[n]!Q(x; y)− Rn(x; y)| =
∣∣∣∣∣
n∑
k=1
(−1)k
[
n
k
]
qk(k−1)=2−k(m+n)Rn(qkx; qky)
∣∣∣∣∣
6C1C2|q|4n2
n∑
k=1
|q|−k(k+1)=2−k(m−4n)
6C1C2|q|4n2
n∑
k=1
|q|−k(m−4n)
= C1C2|q|4n2 1− |q|
−n(m−4n)
|q|m−4n − 1
6
C1C2|q|4n2
|q|m−4n − 1
→ 0; m→∞ and n ?xed: (4.4)
So (2.20) follows from (4.4).
(ii). Now recall that for (x; y) ∈ B,
xyQ(x; y)G(x; y) + xyP∗(x; y) =Q(x; y)F(x; y) + P(x; y)
=
1
2i
∫
|t|=|q|
Rn(tx; ty)Fn(tx; ty) dt
(
∏n
k=0(t − q−k))tm+1
:
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Then for (x; y) ∈ B,
|xy| |QG + P∗|(x; y)6 max|t|=|q||Rn(tx; ty)Fn(tx; ty)||q|m+1∏nk=0(|q| − |q|−k)
=
max|t|=|q||Rn(tx; ty)Fn(tx; ty)|
|q|m+n+2∏nk=0(1− |q|−k−1)
6C3|q|−(m+n+2) max|t|=|q| |Rn(tx; ty)Fn(tx; ty)|; (4.5)
where
C3 :=
1∏∞
k=0(1− |q|−k)
is a constant depending only on q. Now,
max
|t|=|q|
|Rn(tx; ty)| = max|t|=|q|
2n−1∏
j=0
|t2xy + qn−jxt − q2n−2j|
6
2n−1∏
j=0
(|q|2|xy|+ |q|n−j+1|x|+ |q|2n−2j)
6
2n−1∏
j=0
(|q|2n+2 + |q|2n−j+1 + |q|2n−2j)
6C2|q|4n(n+1); (4.6)
where C2 is de?ned by (4.3). Now for |t|= |q|, and (x; y) ∈ B, we have from (3.8) that
|Fn(tx; ty)|6
∞∑
l=0
l∑
k=0
(
l
k
) |q|l+k+2
|q|l+k+2 − 1
∣∣∣∣ xqn
∣∣∣∣
l+1 ∣∣∣∣ yqn
∣∣∣∣
k+1
6 2
∞∑
l=0
l∑
k=0
(
l
k
) ∣∣∣∣ xqn
∣∣∣∣
l+1 ∣∣∣∣ yqn
∣∣∣∣
k+1
= 2
∞∑
l=0
∣∣∣∣ xqn
∣∣∣∣
l+1 ∣∣∣∣ yqn
∣∣∣∣
(
1 +
∣∣∣∣ yqn
∣∣∣∣
)l
= 2
∞∑
l=0
∣∣∣∣ xqn
∣∣∣∣
∣∣∣∣ yqn
∣∣∣∣
(∣∣∣∣ xqn
∣∣∣∣+
∣∣∣∣ xqn
∣∣∣∣
∣∣∣∣ yqn
∣∣∣∣
)l
6 2
∞∑
i=0
(
3
4
)l
= 8: (4.7)
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So
max
|t|=|q|
|Rn(tx; ty)Fn(tx; ty)|6C4|q|4n(n+1); (4.8)
where C4 := 8C2 is a constant depending only on q; x and y. Putting (4.8) into (4.5), we have for
(x; y) ∈ B,
|xy||QG + P∗|(x; y)6C3C4|q|
4n(n+1)
|q|m+n+2 : (4.9)
Now for (x; y) ∈ K, where K is a compact subset of B \ S, there exist a1; a2; b1; b2, such that
0¡a16
∣∣∣∣ xqn
∣∣∣∣6a261; 0¡b16
∣∣∣∣ yqn
∣∣∣∣6b261;
and
|Rn(x; y)| =
2n−1∏
j=0
|xy + qn−jx + q2n−2j|
= |q|4n2
2n−1∏
j=0
∣∣∣∣ xqn yqn + q−j xqn + q−2j
∣∣∣∣
= |q|4n2
∣∣∣∣ xqn
∣∣∣∣
2n ∣∣∣∣ yqn
∣∣∣∣
2n 2n−1∏
j=0
∣∣∣∣∣1 + q−j
(
y
qn
)−1
+ q−2j
(
xy
q2n
)−1∣∣∣∣∣
¿C5|q|4n2a2n1 b2n1 ;
where
C5 :=
∞∏
j=0
|1− |||q|−jb−11 − |q|−2ja−11 b−11 ||
is a constant depending only on q; x; y. From part (i) of this theorem, we have
|Q(x; y)|¿ |Rn(x; y)||(1− q)n[n]!|
¿C3C5|q|4n2−n(n+1)=2a2n1 b2n1 ; (4.10)
and then from (4.9) and (4.10), we have (x; y) ∈ K,∣∣∣∣G + P∗Q
∣∣∣∣ (x; y)6 C4|q|4n(n+1)C5|q|m+n+2|q|4n2−n(n+1)=2a2n1 b2n1
=
C4|q|n(n+1)=2+3n
C5|q|m+2a2n1 b2n1
→ 0;
as m→∞ and n ?xed
This completes the proof of Theorem 2.2.
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