Surrogate testing is used widely to determine the nature of the process generating the given empirical sample. In the present study, the usefulness of phase-randomized surrogates, amplitude adjusted Fourier transform (AAFT) and iterated amplitude adjusted Fourier transform (IAAFT) surrogates on statistical inference of linearly correlated noise with non-Gaussian innovations and their static, invertible nonlinear transforms from their empirical sample s is discussed. Existing surrogate testing procedures which retain the auto-correlation function in the surrogates may not be appropriate in the presence of non-Gaussian innovations.
Introduction
Surrogate testing has been used widely to statistically infer the nature of the process generating the given data [1] [2] [3] [4] [5] . In experimental settings, one often has access only to a single realization of the dynamical process. This single realization is assumed to be representative of the underlying dynamics and shall be termed as empirical sample in the subsequent sections. Such an assumption is valid especially for stationary processes whose statistical properties are time invariant.
Surrogate Algorithms
In studies, it is common to use a hierarchy of surrogate algorithms in a systematic manner [1] [2] [3] [4] [5] in order to determine the process generating the given empirical sample. Essential ingredients of surrogate testing include (1) a surrogate algorithm that retains certain statistical properties of the given empirical sample (2) a null hypothesis, and (3) a discriminant statistic that can discern the empirical sample from their surrogate counterparts when the null hypothesis is violated.
Surrogate algorithms commonly used include random shuffled surrogates, phase-randomized surrogates (FT), amplitude adjusted Fourier transform (AAFT) and iterated amplitude adjusted
Fourier transform (IAAFT) [1, 3] . The null hypothesis addressed by random shuffled surrogates is that the given process is generated by uncorrelated noise. Rejecting the null using a chosen discriminant statistic sensitive to correlations indicates existence of linear or nonlinear correlations in the given empirical sample. A more sophisticated algorithm is phase-randomized surrogates. The null hypothesis addressed by phase-randomized surrogates is that the given data is generated by a linearly correlated noise with Gaussian innovations [1] . Power-spectrum is related to the second order statistics (i.e. linear correlation) by Weiner-Khinchin theorem [6] .
Thus retaining the power-spectrum of the given data in the FT surrogates implies retaining the auto-correlation function. However, there is no constraint on retaining either the amplitude distribution or nonlinear/higher order correlations in the surrogates. Rejecting the null using a 3 discriminant statistic sensitive to nonlinearities (static or dynamical) often leads to the conclusion that the given empirical sample exhibits nonlinear correlations. Subsequently, algorithms such as AAFT and IAAFT [1, 3] are used to infer the nature of the nonlinearity. The null hypothesis addressed by AAFT and IAAFT surrogates is that the given empirical sample is generated by a static, invertible, nonlinear transform of linearly correlated noise with Gaussian innovations.
Recently, IAAFT surrogates has been claimed to be superior to AAFT surrogates [3] in retaining the power-spectrum. Unlike phase-randomized surrogates, AAFT/IAAFT surrogates retain both the amplitude distribution and the power spectrum to a high degree of precision [3] . Rejecting the null using a discriminant statistic sensitive to dynamical nonlinearities is attributed to the existence of dynamical nonlinearity in the empir ical sample. IAAFT often forms a precursor to inferring deterministic chaos [1] . As a comment, it should be noted that deterministic chaos is an instance of dynamical nonlinearity and does not encapsulate the entire class of dynamical nonlinearities. Several discriminant statistics have been proposed in the past. In the present study, we use approximate entropy (ApEn) [7] . Its ability to discern dynamics among a wide-range of linear and nonlinear processes [7] are reasons for its choice. The parameters (m, r, N) in the approximate entropy ApEn(m, r, N) estimation procedure were chosen as : m = 2; r = 0.2 times the standard deviation of the given data and N = 4096 for all the data sets in the present study. A detailed description can be found elsewhere [7] .
Statistical Inference
In classical surrogate testing [1] [2] [3] [4] non-parametric testing has also been proposed [1] [2] [3] to reject the null at a given significance level (α). In the present study, t he p-value is determined by the number of instances where the discriminant statistic estimated on the empirical sample is strictly greater than those estimated on the surrogates. The number of surrogates was fixed at 99 and corresponds to a significance level of (α = 0.01) [1] [2] [3] . Since the present study, focuses on synthetic data sets whose model is known we use traditional parametric (ttest) and non-paramteric (wilcoxon-ranksum) test at (α = 0.01) [8] to directly compare the distribution of the discriminant statistic obtained on the independently generated empirical samples (100 realizations) to those obtained on their surrogate counterparts [4] .
The results presented in this study bring out the fine distinction between nonlinearity and non- It is important to note that each sample n x generated by (1) is a linear combination of innovations n ∈ , whose weights are determined by the process parameterθ . Thus the above expression represents a linearly correlated feedback process, also known as linearly correlated noise. While classical definition of linearly correlated noise implicitly assumes Gaussianity of n ∈ , such an assumption need not necessarily be true in general [9] . The correlation decay is governed by the sign and magnitude of the process parameterθ . It can be shown that the above process is
In the present study, we focus on non-Gaussian processes generated by: is encouraged by the seminal report on IAAFT surrogates [3] . While the result of NAWGN is already documented [3] , we include it in order to establish the subtle difference between non-Gaussianity brought about by static, invertible nonlinear transform (a) and nonGaussian innovations n ∈ inherent in the processes (b) and (c). Process (c) is generated similar to that of (a), however the innovations n ∈ were samples from non-Gaussian distribution. The inclusion of NAWGN also justifies the choice of approximate entropy as a discriminant statistic.
Results
NAWGN, AWNGN and NAWNGN processes were generated as described above. After discarding the initial transients the length of the data was fixed at (N = 4096) points. Quantilequantile (QQ) plots are used widely i n statistical literature for qualitative assessment of discrepancy in the distribution across samples [8] . QQ plots of similar distributions are represented by diagonal lines, also shown as a reference in the accompanying figures in the present study. 
