Signal frequency estimation is a problem of significance in many applications including audio signal processing. Compressed domain audio frequency estimators that directly use the modified discrete cosine transform (MDCT) coefficients are suitable for low-complexity audio applications. A new frequency estimation approach, which can obtain the estimated value from a simple combination of three MDCT coefficients, is proposed herein. It exploits the underlying relation among adjacent MDCT values and provides a general form of this type of estimators. The estimator manifests obvious computational advantages over other MDCT domain estimators and is suitable for high signal-to-noise ratio (SNR) conditions.
Introduction
Frequency estimation is a basic problem in signal processing research and has been widely used in various applications such as economics, meteorology, astronomy, industry, and consumer electronics [1] . In recent years, lowcomplexity frequency estimators, which are suitable for low-cost applications, have been proposed in addition to so-called high-resolution (or even super-resolution) frequency estimation techniques such as Pisarenko [2] , MUSIC [3] and ESPRIT [4] . A typical class of the lowcomplexity algorithms operates in the frequency domain (via discrete Fourier transform, DFT) and uses several DFT bins to obtain the estimated value [5] [6] [7] [8] .
For audio signals, frequency estimation plays a crucial role in parametric audio processing, which has been reported in various applications such as synthesis [9, 10] , recognition [11] , enhancement [12] , and frame-loss concealment [13, 14] . In particular, in audio coding, the following two major profiles in MPEG-4 audio coding are based on the sinusoidal analysis of an audio signal: HILN (Harmonic and Individual Lines plus Noise) [15] and SSC (SinuSoidal Coding) [16] . Using the low-complexity frequency estimator can effectively lower the resource requirement of the entire processing system, which is significant for massive amount multimedia data processing and portable ultra-low-power media devices. However, the aforementioned frequency estimation algorithms are not applicable for most low-cost audio applications.
Audio data that are used in most audio applications are stored and transmitted in compressed format, but the compression is not based on DFT. Thus, estimating the parameters of an audio signal, which includes the frequency estimation, is considerably complex. The time-domain signal samples should first be recovered from the compressed data before the estimation, but the recovery generally has a relatively high degree of computational complexity. For high-quality audio compression standards such as MPEG2/4 AAC, Dolby AC-3, WMA, and IETF Opus, the compression is conducted in the modified discrete cosine transform (MDCT) [17] domain, where an overlap of 50% between successive blocks and time domain alias cancellation (TDAC) are used to mitigate the block effect. To recover one block of the time samples, the inverse MDCT (IMDCT) of three successive blocks is required. Although the frequency estimation algorithm is simple, the IMDCT significantly adds the computational complexity during the recovery of the time domain samples.
To reduce the complexity, several approaches have been proposed. One is to directly calculate the DFT from MDCT with a fast algorithm [18] , and the frequency estimation is performed with these DFT values. However, computing the DFT of every block requires the MDCT values of the corresponding block, previous block, and succeeding block, which causes an inevitable algorithm delay of one block. Another approach is to use the odd-DFT as an intermediate domain between the time domain and the MDCT domain. The frequency is estimated with the odd-DFT coefficients; then, the MDCT is obtained from the odd-DFT by a simple conversion [19] [20] [21] . Using the odd-DFT, the system complexity of an audio application can effectively be decreased, but this scheme is not fit for the applications that take the compressed audio as their input. Another approach is to directly estimate the frequency with the MDCT coefficients. With the analysis of the MDCT coefficients of a sinusoid [22] , several MDCT domain estimators have been proposed in the last decade [23] [24] [25] , which shows great convenience for the low-complexity implementation of an estimator. All estimators are based on the ratio of two coefficients using the mapping relationship between the frequency value and the coefficient ratio. Effective estimation is restricted in the monotone mapping region. However, in practice, the noise is unavoidable, which leads the estimation to the nonmonotonic region and produces a wrong result.
The major objective of this paper is to propose a three-point interpolation-based estimator, which avoids the effect of non-monotonic mapping and further reduces the complexity of the MDCT domain frequency estimator to render a simple method for various applications. The contributions are summarized as follows: (i) derive an analytical expression of the MDCT of a singletone sinusoid based on the sine window's centered DFT (CDFT); (ii) propose an MDCT domain three-point interpolation-based low-complexity approach for the signal frequency estimation problem. The proposed algorithm estimates the frequency from three MDCT bin values with only simple calculations and is significantly less complex than the existing methods. The method is effective for the sine window case and exhibits an estimation error lower than 1 Hz when the signal-to-noise ratio (SNR) is above 20 dB. This paper is organized as follows. In Section 2, we provide the MDCT analysis of a sinusoid, which is the basis of the MDCT domain estimators. The proposed algorithm is presented in Section 3. In Section 4, the Monte-Carlo simulation results are shown and the complexity is analyzed. The conclusions are summarized in Section 5.
MDCT analysis of sinusoids

Signal model of the estimation
Audio signals are commonly modeled as a combination of several sinusoidal frequency components, which can be expressed as
where n is the signal index; P is the number of components; A m , f m , and ∅ m are the amplitude, normalized frequency, and phase of each component s m (n), respectively. The problem of the audio signal parameter estimation is to obtain the values of each parameter set {A m , f m , ϕ m } for m = 0, 1, …, P − 1. In general, the frequency estimation is the most important. These frequencies can be estimated together as most time domain methods do or estimated one by one as the frequency domain methods commonly do. When these components are well separated in the frequency scale, the estimation of each component in the frequency domain can be treated as the problem of estimating each single frequency component where all other components act as interference noise. Thus, the signal model may be simplified to a single-component model. In this paper, we concentrate on the frequency estimation of a single tone. Given a discrete sinusoid, the single-tone signal is expressed as
where A, f, and ∅ are the magnitude, frequency, and initial phase of this sinusoid, respectively. Considering the noisy case, the observed signal is
where w(n) is generally assumed as the additive white Gaussian noise (AWGN) with zero mean and variance σ 2 . The SNR is A/(2σ 2 ). To estimate the parameters in the MDCT domain, the signal x(n) is framed by weighting a window function h(n) of length 2 N, which satisfies the Princen-Bradley perfect reconstruction conditions [17] , and converted to its N point MDCT coefficients,
where k = 0, 1, …, N − 1 is the MDCT bin index. The problem of MDCT domain frequency estimation is to estimate the value of f from MDCT coefficients X(k). f is commonly expressed as
where f s is the sampling frequency, l 0 ∈Z þ 0 , and δ ∈ [0, 1) is the integer and fractional part of the digital frequency l. Thus, the estimation of l is to obtain the values of l 0 and δ.
Generalized MDCT analysis
The MDCT analysis of a sinusoid is the basis of the frequency estimator in the MDCT domain. It exhibits the underlying relationship between the MDCT coefficients and the parameters of the sinusoidal signal. This relationship was first explored by Daudet [22] for the sine window case and generalized by Zhang [25] to other window cases. Here, we briefly describe the generalized MDCT analysis. The analysis is similar to that of [25] , but the signal model uses Eq. (3).
Considering the noiseless case, the signal is shown in (2); the general form of the MDCT coefficient X(k) of the signal with window h(n) is the real part of an expression Z(k) in the form of [25] 
where
where ξ is not restricted to integer. If h(n) is evensymmetric (a common case in MDCT analysis), the values of its CDFT H(ξ) are real. The MDCT coefficient of the signal in (2) is expressed as
where ϕ 0 is defined as
Equation (9) provides the precise result of the MDCT coefficient for a given sinusoidal signal with an arbitrary symmetric window function case.
To build a simple relation between the sinusoidal frequency and the MDCT coefficients, we must simplify (9) . Such simplification can be performed based on the features of the window and its CDFT H(ξ). The window function has fast fading sidelobes, which makes the significant values of its CDFT coefficients appear only at approximately ξ = 0 [25] . For k = 0, 1, …, N − 1 and l far from 0 or N−1, only the first term in (9) is significant. Thus, the simplified expression of (9) is
MDCT analysis for sine window case
The sine window is commonly used in audio signal processing and coding. The frequency estimator for the sine window case is important for practical applications. The analytical expression of the CDFT coefficient H(ξ) for the sine window can be derived; thus, the analytical expression of the MDCT coefficient X(k) can also be derived. The expression of X(k) is the basis of the proposed three-point interpolation-based low-complexity frequency estimator. The sine window is defined as
where n = 0, 1, …, 2N − 1 has the identical length as the MDCT input data. The sine window is even-symmetric, and its CDFT is real-valued. Substituting (12) into (8) and simplifying, we obtain the following expression of the CDFT
For ξ near 0, which implies that the bin index k is near the digital frequency l, Eq. (13) can be approximated as
Values at ξ = {0, −1} are obtained using L'Hospital's rule. This approximation leads to an error less than 1.25 × 10 −7 . Substituting (14) into (11), a simplified MDCT bin value X(k) is obtained
This result is the basis of the proposed frequency estimator.
Proposed frequency estimator
General form
To obtain the estimator, we reform (15) as
In (16), X(k) is composed of three parts: a constant valued part
and a phase modulation factor −1 ð Þ kþ1 ⋅cos ϕ 0 − 3π 2 k À Á . The phase modulation factor has a period of 4 and can be listed as
, and M + = M(k 0 + 2), we construct a combination of these three values in the form of
where a i and b i (i = 1, 2, 3) are real-valued coefficients. Then, the constant part and phase modulation factor in (15) are canceled out, and only combinations of (k−l)(k −l + 1) remain. Defining δ 0 = l − k 0 and substituting it into (17), we obtain
; and
If the coefficients a i and b i are properly set, a simple relation between λ and δ 0 can be obtained and δ 0 can be estimated. For example, if we set A 2 = A 1 = 0 and B 2 = B 0 = 0 by properly selecting the coefficients a i and b i , then λ = δ 0 ⋅ B 1 /A 0 , B 1 /A 0 is a constant determined by a i and b i . An estimation to δ 0 is λ/(B 1 /A 0 ). Thus, the frequency valuel (we use^to denote an estimated value) can be estimated byl ¼ k 0 þδ 0 .
Proposed estimator
In the proposed estimator, k 0 is set to the index of the maximum MDCT magnitude |X(k)|. δ 0 is estimated using the following formula:
To simplify the computation, we convert formula (20) to a form that directly uses X(k). For i = −2, 0, 2, denoting X(k 0 + i) as X − , X 0 , and X + , respectively, we obtain a new form of (20)
The key steps of the proposed estimator are summarized as follows:
(1)Find the bin index of the MDCT magnitude peak,
(2)Estimate δ 0 with the MDCT values of X − , X 0 , and X + according to formula (21) . (3)Finally, obtain the estimated value of l,
It is noted that (20) is not the only formula to estimate δ 0 ; we have derived a set of such formulas; for example,
However, the coefficients in (20) are the most suitable for a simple calculation.
Results and discussion
Comparison benchmarks
Four reported MDCT domain estimators [23] [24] [25] [26] and one simplified estimator were used as the performance comparison benchmarks. The four reported estimators are as follows:
Merdjani [23] , a method based on the analytical expression of the MDCT coefficient; Zhu [24] , a computationally efficient version of [23] ; Zhang [25] , an envelope-function-based method with a look-up table (the single-frame-based envelop method without iteration is used); and Dun [26] , an improved version of the above envelope function method.
We have implemented the estimators of Merdjani and Zhu and obtained Zhang's from its author. Based on our previous work (Dun), we have noticed that all of these estimators involve conditional constructs, i.e., the specific algorithm is chosen according to one criterion or several criteria. The decision algorithm verifying the criteria and the conditional branch instructions selecting specific algorithm increases the complexity of the program flow especially for pipelined processing. Thus, in our verification tests, one additional benchmark, which is a simplified estimator derived from Merdjani [23] , is used and labeled as "Simplified" in the following tests. This simplified estimator has no conditional branch (similar to the proposed estimator), and the frequency is estimated by,
where k 0 is the frequency bin that locates the maximum of the so-called pseudo-spectrum S(k),
and α is the ratio of two MDCT coefficients,
Complexity comparison 4.2.1 General
Complexity refers to the resources that an executable program of the algorithm requires; it includes time complexity and space complexity. Here, the time complexity is compared by accounting the required operations to estimate the frequency, and the space complexity refers to the storage space size required by the algorithm. To compare the time complexity, operations such as addition, multiplication, division, square root, comparison, and bit-shift are accounted for each algorithm. Most . We set l 0 = 46 for (a) and l 0 = 510 for (b). There were averages of 10,000 runs for each frequency set existing MDCT domain frequency estimation algorithms [23] [24] [25] [26] consist of two steps: find the frequency bin k 0 that corresponds to the integer part l 0 and estimate the fractional part δ using a decision method. Note that finding the bin index of the peak location is a common step for all algorithms and the operations are identical, so the operations to find this peak are not included in the comparison.
To compare the space complexity, the required space size to store the look-up table is accounted. The required space to locate the variables and intermediate results is not included in the comparison.
The proposed estimator
According to the proposed frequency estimator in Section 3.2, with the bin index of the maximum |X(k)|, the operations to obtain the estimated valuel is shown in (21) , which includes three MDCT-coefficient-multiplications (X _ X 0 , X 0 X + , and X _ X + ), three constant-coefficientmultiplications (with 3 and 2), four additions, and one division. A multiplication with numbers such as 2 and 3 is usually substituted by one bit-shift and addition. Thus, in practice, three multiplications, five additions, one division, and three bit-shifts are used. Neither additional information nor other operation is required.
Other MDCT domain estimators
First, all compared estimators find a peak location. [24] [25] [26] use other criteria after locating the initial maximum to obtainl 0 , whereas Merdjani [23] and the simplified estimator locate the maximum of pseudo-spectrum that is converted from MDCT spectrum. The use of a pseudo-spectrum helps to find the exactl 0 , but it also adds a certain amount of operations, which must be accounted in the comparison. Then, always with some decision algorithms (particularly in Zhu [24] and Dun [26] ), the value ofδ is solved from a quadratic equation or computed from a look-up table with polynomial fitting.
We have compared the complexity of these methods as shown in Table 1 . The given numbers are the typical values of every algorithm. The size of the look-up table relates to the step. The data in the table present how many values should be stored according to a step of 2 −13 as reported in [26] . Table 1 shows that the proposed estimator only requires several addition, multiplication, and division operations aside from three bit-shift operations (the simplest operation among the list). Neither comparison nor saving space is required. Obviously, the proposed estimator has the lowest complexity. The simplified algorithm has a similar complexity with the proposed estimator if the calculation of S(k) is not considered. 
Simulation results and discussion
Simulations were conducted to verify the proposed frequency estimator and compare with other estimators. Herein, the results for both noiseless and noise-polluted cases are presented. In all simulations, parameters were set according to the audio applications. The block size and window length were set to 2N = 2048, the sampling frequency was f s = 44.1 kHz, and the magnitude was A = 1. The initial phase ϕ was randomly generated in the range of (−π, π), which obeyed the uniform distribution. The estimation error of the frequency value, i.e., ε ¼f −f in Hertz (Hz), where f is the sinusoidal frequency andf is the estimated value, was measured by the maximum value ε max and mean square error (MSE). An MSE of 0 dB represents an error of 1 Hz.
With expression (5), we compared the precision of the estimators when δ varied from 0 to 1 with a step of 0.05. The signal frequency l partially decides the model error when simplifies the original form (9) to expression (11); therefore, two values, 46 and 510, were used for its integer part l 0 in this test. The value of 46 is a bin number that corresponds to approximately 1 kHz according to values of f s and N. The value of 510 is approximately half of the MDCT bin index, which can minimize the interference caused by the negative frequency of a realvalued sinusoidal input. The results of the noise-free condition are shown in Fig. 1 .
As expected, both MSE and maximum error are larger for all estimators when l 0 = 46. In this frequency domain, the proposed estimator exhibits a slightly larger MSE and maximum error compared to Merdjani, Zhu, and Dun's methods but significantly less than Zhang's method and the simplified method. In other words, although no conditional construct is used, the proposed estimator exhibits similar precision to the ones that have conditional branches, whereas other existing estimators significantly lose their accuracy. When l 0 = 510, the maximum error of the proposed estimator remains similar to other estimators that have conditional branches.
For both cases, the proposed estimator has a slightly larger MSE than the other branched method. The degradation in performance is mainly caused by the third coefficient. In [23, 24, 26] , additional decisions are made to select the largest two values. In the proposed estimator, three values are required; neither decision algorithm nor conditional branch instruction is used. Thus, an ultra-lowcomplexity approach is obtained. Fortunately, the MSE remains near or below 10 −10 for most frequencies. Then, the corresponding test of the noise-polluted counterparts was performed. This test shows the performance of each estimator under the condition of noisy interference. For the frequency estimation of a real audio signal, the noise originates from other sound sources, environmental noise, and other frequency components of the audio signal. For multicomponent signals, the interference to greater than 10
. A level of 10 −2 is shown for the proposed estimator, which corresponds to an error of 0.1 Hz.
A test of MSE vs. SNR was also conducted. In this test, l 0 was set to 46, which corresponded to approximately 1 kHz; δ was set to be randomly uniformly distributed in (0, 1). The results are shown in Fig. 3 . Basically, for SNR higher than 20 dB, the MSEs of the proposed estimator are less than 1 Hz. The maximum sidelobe level of the sine window is −23 dB; thus, for two frequency components, a distance greater than one and a half bin guarantees that the interference is less than −23 dB. According to the parameter settings, this 1.5 bin distance corresponds to 32.3 Hz frequency offset, which is similar to the frequency difference of two music notes: C1 (261.6 Hz) to D1 (293.7 Hz). But in practice, the distance between the notes of a chord is greater than this value. Thus, the proposed estimator is suitable for the lowcomplexity frequency estimation at such high SNR situation.
Evaluation with real audio signals
In this part, the proposed algorithm is evaluated with real audio signals. After estimating the major components of an audio signal with sinusoidal model parameters (frequency, amplitude, and phase), the signal is reconstructed by the estimated components. The performances of the various methods are evaluated by comparing the original and the reconstructed signals.
In general, the major components of an audio signal are obtained by the following steps: firstly, finding the largest peak in the spectrum and estimating single-tone parameters from it; secondly, subtracting this estimated tone from the spectrum. These two steps are repeated until all major tones are estimated. This procedure is recommended in multiple component estimation algorithms because it enables detection of any tones that are initially masked by leakage from nearby large peaks.
In specific, the frequency of each component is estimated firstly; then, the amplitude and phase are estimated with the method given in Merdjani [23] . The proposed algorithm and the five benchmarks are used to get the estimated frequencies. To make comparison in a uniform framework, the components of an audio signal are estimated in the same order by all of the algorithms.
The test has been conducted with audio set that is used in the verification test of MPEG audio, which contains 12 mono audio files as listed in Table 2 An overlap of 50% is used between subsequent frames both in MDCT analysis and in waveform reconstruction. Figure 4 presents a detailed part of the reconstructed signal of "es01" when the proposed frequency estimation algorithm is used, and compares it with the original signal. It can be observed that the reconstructed waveform is almost the same with the original audio.
To evaluate the performance of the proposed algorithm, not only the errors between the original and the reconstructed signals are compared but also the audio qualities of the reconstructed signals are measured. The errors are compared by using MSE between the original and the reconstructed audio signals, and the result is plotted in Fig. 5 . The audio quality is evaluated by using formal objective test with PQevalAudio software, which is used for perceptual evaluation of audio quality (PEAQ) specified in ITU BS.1387-1. The Objective Difference Grade (ODG), which has a range from 0 to −4, is used to indicate the audio quality. A score of 0 means no perceptible difference compared with a reference audio, and a score of −4 means that apparent performance degradation can be perceived. The test results are shown in Fig. 6 .
The results of Figs. 5 and 6 show that the performance of the reconstructed audio signal remains similar to other estimators except the two most complexed ones although the proposed algorithm reduces the complexity greatly. The proposed algorithm avoids the spectrum conversion (from MDCT to pseudo-spectrum) used in Merdjani [23] and the simplified algorithm so that the algorithm complexity is irrelevant to the frame length N (as shown in Table 1 , typical frame length of audio signal is 1024, 512, or so). At the same time, the proposed algorithm avoids the conditional constructs, which is beneficial to the speed of a frequency estimator in pipelined processor.
Conclusions
A low-complexity frequency estimator that operates with three MDCT coefficients and only several simple calculations is proposed in this paper. The analytical expression of the MDCT coefficients, which is the basis of the proposed estimator, is also presented. The proposed estimator shows a great reduction in complexity compared to other MDCT domain estimators and provides a good complexity/performance tradeoff. Without using conditional branch instructions, this estimator is especially fit for pipelined operators.
