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Re´sume´ – La me´thode de la matrice circulante est une me´thode de synthe`se exacte de processus gaussiens stationnaires base´e
sur la transforme´e de fourier rapide. Dans ce travail, il est montre´ qu’elle est efficace pour les bruits gaussiens fractionnaires de
parame`tre 0 < H < 1, et donc pour le mouvement brownien fractionnaire. Il en re´sulte un algorithme exact et efficace de synthe`se
du mouvement brownien fractionnaire. Cet algorithme a une complexite´ en O(N logN) et une occupation me´moire en O(N),
alors que ces deux caracte´ristiques sont en O(N2) pour la classique factorisation de de Cholesky.
Abstract – The circulant embedding matrix method is used to generate exact realisations of Gaussian and stationnary process.
In this work, it is shown that it can be applied to generate effciently 1D fractional Gaussian noises. Thus 1D fractional Brownian
motion can be recovered directly by decrementing the generated process. This result leads to an exact and efficient algorithm for
generating fractional brownian motion realisations. The computational effort is O(N logN) and the memory size is O(N) to get
two exact realisations of length N while this two characteristics are of O(N2) for the classical Cholesky factorisation.
1 Introduction
De nombreuses me´thodes de synthe`se des bruits gaus-
siens fractionnaires 1D (bgf) et donc du mouvement brow-
nien fractionnaire 1D (mbf) [1] ont e´te´ de´crites dans la
litte´rature. Celles-ci se groupent en deux classes princi-
pales. D’une part, la de´composition de Cholesky de la ma-
trice de covariance du bgf me`ne a` des signaux synthe´tise´s
gaussien ayant la meˆme covariance que le mode`le bgf. La
me´thode est alors qualifie´e d’exacte. Cette me´thode a un
couˆt de calcul en O(N2) pour une occupation me´moire
en O(N2). D’autre part, il existe une gamme de me´thodes
nume´riquement plus efficaces, comme par exemple des tech-
niques spectrales [2], par ondelettes [3], par mode`les au-
toregressifs [4], ou par d’autres approches plus spe´cifiques
[5]. Dans tous ces cas, la covariance du signal simule´ n’est
qu’une approximation de la covariance du bgf, meˆme si
certaines de ces me´thodes sont asymptotiquement effi-
caces.
Re´cemment, il a e´te´ montre´ qu’une alternative rapide a`
la de´composition de la matrice de covariance est possible
[6, 7]. Cette me´thode, dite Me´thode de la Matrice Circu-
lante (MMC), permet de synthe´tiser des re´alisations d’un
processus gaussien et stationnaire a` partir de sa fonction
d’autocorre´lation au moyen d’une transforme´e de Fourier
rapide (TFR). Les re´alisations seront exactes sous condi-
tion que la matrice circulante associe´e soit de´finie non
ne´gative.
L’objet de cette communication est de montrer que cette
me´thode de synthe`se s’applique au mbf, et qu’en plus elle
est efficace (rapide et pouvant ge´ne´rer de longues traces).
Nous commencerons par de´crire la me´thode de la matrice
circulante pour comprendre les conditions d’exactitude et
d’efficacite´ de cette me´thode. Puis nous montrerons que
ces conditions sont remplies par le bruit gaussien frac-
tionnaire, ce qui nous permet de de´crire un algorithme de
synthe`se exact et efficace du mouvement brownien frac-
tionnaire. Des exemples de signaux exacts bgf et mbf de
grande taille illustreront ce travail.
2 Me´thode de la Matrice Circu-
lante
2.1 Construction
Wood et Chan (1994) [6] et Dietrich et Newsam (1997)
[7] ont propose´ une me´thode de synthe`se exacte et rapide
de re´alisations de taille N d’un processus gaussien sta-
tionnaire de´crit par la covariance r[k]k=0,... ,N−1 sur un
domaine re´gulie`rement e´chantillonne´. R est la matrice de
covariance du processus a` synthe´tiser, telle que
Rpq = r [|p− q|] . (1)
La MMC propose d’inclure la matrice R de taille N ×
N dans une matrice S circulante de´finie de taille 2M ×
2M tellle que M ≥ N − 1. S e´tant circulante, elle est
entie`rement de´finie par les e´le´ments de sa premie`re ligne
s[k]k=0,... ,2M−1 tels que
s[k] = r[k] k = 0, . . . ,N − 1,
s[k] = α[k] k = N, . . . ,2M −N + 1 (2)
s[2M − k] = r[k] k = 1, . . . ,N − 2,
ou` α[k] est arbitraire (e.g. α[k] = 0,∀k), ou soigneusement
choisi.
Remarque 1. Notons que toute matrice de taille N ×N
extraite le long de la diagonale de S est une copie de R.
2.2 Proprie´te´s
Comme S est circulante, elle peut eˆtre de´compose´e com-
me
S = FDFT , (3)
ou` F est la matrice standard de taille 2M×2M de la TFR
bidimensionnelle et D est une matrice diagonale de meˆme
taille. Les e´le´ments s˜[k] avec k ∈ {0, . . . ,2M − 1} de la
diagonale de D sont obtenus comme
s˜ = Fs, (4)
c’est a` dire par une TFR unidimensionnelle de la premie`re
ligne de la matrice S. Ils sont aussi appelle´s valeurs propres
de la matrice S.
Remarque 2. Pour M = N − 1, les e´le´ments s˜ forment
la densite´ spectrale de puissance du processus de´fini par
r[k] avec k ∈ {0, . . . ,N − 1} .
2.3 Synthe`se du processus
Soit x un vecteur de taille 2M distribue´ comme N (0,I).
Le vecteur y de taille 2M tel que
y = FD1/2x, (5)
est distribue´ suivant N (0,S). En effet,
E
[
yyT
]
= E
[
FD1/2xxTD1/2FT
]
= FD1/2E
[
xxT
]
D1/2FT
= FD1/2ID1/2FT
= S.
Comme toute matrice N ×N extraite de S le long de sa
diagonale est e´gale a` R, alors, tout sous-vecteur g de N
points est ditribue´ comme N (0,R). Par conse´quent, il est
dit exact, car gaussien et de covariance R.
2.4 Conditions d’exactitude de la me´thode
La me´thode pre´ce´dente me`ne a` une synthe`se exacte du
processus si (5) est possible, c’est a` dire si toutes les va-
leurs propres s˜ sont positives ou nulles. De manie`re equi-
valente, S est dite de´finie non ne´gative.
En the´orie, pour un processus gaussien stationnaire, il
existe toujours une taille d’inclusion M ≥ N − 1 telle
que les valeurs propres s˜[k] deviennent positives [8]. Mais
en pratique, ce n’est utile que si M n’est pas trop grand
devant N − 1.
2.5 Efficacite´ de la me´thode
Pour e´viter ces contraintes de taille, les auteurs prefe`rent
forcer a` zero les valeurs propres qui seraient ne´gatives pour
une taille de la matrice d’inclusion deM = N−1. Concer-
nant le bgf, c’est ce qui a e´te´ propose´ par Davies et Harte
[9]. Toutefois, l’exactitude au second ordre du processus
synthe´tise´ n’est plus assure´e.
La me´thode sera donc dite efficace si elle est montre´e
exacte pour l’inclusion minimale M = N − 1. Dans ce
cas, il suffit de de´montrer que ∀k ∈ {0, . . . ,N − 1}:
s˜[k] = r[0]− (−1)kr[n− 1] + 2
N−2∑
j=0
r[k] cos
(
2pijk
2M
)
≥ 0.
(6)
3 Synthe`se exacte du mouvement
brownien fractionnaire 1D
L’objectif de cette partie est de montrer que la MMC
s’applique aux bgf pour l’inclusion minimale M = N − 1.
Un mbf exact est alors reconstruit par inte´gration. Nous
commencerons par rappeller quelques proprie´te´s du mbf
et des bgf.
3.1 Proprie´te´s du mbf et des bgf
Le mouvement brownien fractionnaire {BH(t), t ≥ 0}
est un processus de´crit par le parame`tre H ∈]0,1[ tel que
[1] :
BH(t)−BH(0) =
1
Γ(H + 12 )
{ ∫ 0
−∞
[
(t− u)H− 12 − (−u)H− 12
]
dB(u)
+
∫ t
0
(t− u)H− 12 dB(u)
}
, (7)
ou` Γ est la fonction Gamma. Le mbf est continu, a` moyenne
nulle, gaussien et non stationnaire. Le mouvement brow-
nien fractionnaire n’est pas de´rivable et donc ses incre´ments
pour un de´calage m sont plus facilement utilisables.
Les incre´ments du mbf, nomme´s bruits gaussiens fraction-
naires (bgf), sont de´finis comme
GH(t) = ∆mBH(t) = BH(t)−BH(t−m). (8)
Les bgf sont a` moyenne nulle, gaussiens et stationnaires
car leur covariance s’e´crit pour m = 1 :
r[k] =
σ2
2
(|k + 1|2H − |k − 1|2H − 2|k|2H) . (9)
Remarque 3. Pour 1/2 ≤ H ≤ 1, la fonction de cova-
riance des bgf est convexe, de´croissante et non ne´gative.
Remarque 4. Pour 0 ≤ H ≤ 1/2, la fonction de cova-
riance r[k] des bgf est non ne´gative ∀k > 0.
3.2 Synthe`se exacte et efficace du bgf
Pour que la MMC soit exacte et efficace pour le bgf, il
suffit de montrer que l’e´quation (6) est vraie pour la co-
variance de´finie en (9).
The´ore`me 1. Soit R la matrice de covariance de taille
N × N du bruit gaussien fractionnaire de parame`tre 0 <
H < 1, et S la matrice circulante correspondante de taille
2M × 2M , incluant R tel que M = N − 1, alors S est
de´finie non ne´gative.
Preuve : Il suffit de montrer que s˜ est toujours non ne´gative
pour le bgf. Nous conside`rerons deux cas en fonction de la
valeur de H.
1. Pour 1/2 ≤ H ≤ 1, selon la remarque (3), la cova-
riance r[k] est convexe, de´croissante et non ne´gative.
Alors d’apre`s le The´ore`me 2, page 1094, de [7], s˜ est
nonne´gative.
2. Pour 1/2 ≤ H ≤ 1, il est suffisant de montrer (6).
D’apre`s la remarque (4), il vient :
s˜[k] ≥ r[0]− (−1)kr[n− 1] + 2
N−2∑
j=0
r[k]. (10)
En inse´rant (9), on abouti a`
r[0]− (−1)kr[n− 1] + 2
N−2∑
j=0
r[k] =
σ2
2
(
N2H − (N − 2)2H) . (11)
Comme H, σ2 sont positifs, N2H ≥ (N − 2)2H pour
N > 1. s˜ est alors non ne´gative.
3.3 Algorithme exact et rapide de synthe`se
du mbf
Pour synthe´tiser un mbf de taille N , on commence par
ge´ne´rer un bgf de taille N−1. En pratique, 2M = 2(N−1)
est une puissance de 2 pour be´ne´ficier de la TFR.
L’algorithme pour ge´ne´rer le bgf de taille N − 1 est le
suivant :
1. cre´er un vecteur s de taille 2(N − 1) puissance de 2,
avec s[k] = r[k] pour k = 0, . . . ,M et s[2M − k] =
r[k] pour r[k] de´fini en (9) et pour k = 1, . . . ,M −1,
2. calculer la densite´ spectrale de puissance s˜ = Fs de
taille 2M par un algorithme de TFR,
3. former le vecteur s˜1/2, pour lequel aucun proble`me
de calcul ne se produit conforme´ment au The´ore`me
1,
4. ge´nerer un vecteur x = x1 + ix2, un vecteur com-
plexe de taille 2M , avec x1 et x2, deux vecteurs
inde´pendants N (0,I),
5. calculer le vecteur y˜ = s˜1/2x,
6. calculer le vecteur complexe y = F−1y˜. Les parties
re´elles et imaginaires sont deux vecteurs de taille
N − 1 inde´pendants distribue´s suivant N (0,R).
7. pour ge´ne´rer deux re´alisation supple´mentaires, re-
tourner a` l’e´tape 4.
Pour synthe´tiser un mbf, il suffit a` l’e´tape 6 d’inte´ger le
vecteur g pour obtenir un mbf f de taille N avec comme
contrainte premier point f [0] = 0 comme de´fini dans [1].
Le vecteur g e´tant gaussien, il est dit exact au second
ordre.
Notons finalement que cet algorithme a une complexite´
de O(N logN). Il a un couˆt initial e´gal a` celui de la TFR
de taille 2M requise pour calculer la densite´ spectrale de
puissance s˜ (e´tape 2). Puis, pour chaque couple de vecteur
synthe´tise´, l’algoritme a le couˆt additionnel de la TFR de
taille 2M inverse ne´cessaire a` l’obtention de g (e´tape 6).
Rapellons que la me´thode Cholesky a une complexite´ en
O(N2).
3.4 Exemples de signaux
La figure 1 montre un exemple de synthe`se de bgf avec
une taille de N = 217 − 1 = 131071 points pour trois
valeurs de H.
Apre`s inte´gration suivant
f [k] = g[k] + f [k − 1], (12)
avec la contrainte initiale f [0] = 0, on obtient en figure 2
un mbf de taille N = 217 = 131072 points pour chacune
des valeurs de H.
4 Conclusion
Dans ce travail, il a e´te´ montre´ qu’une synthe`se exacte
et efficace du mouvement brownien fractionnaire par la
me´thode des matrices circulantes est possible avec la com-
plexite´ de calcul et l’occupation me´moire de l’ordre d’une
TFR.
Des travaux sont actuellement en cours sur l’application
de cette me´thode sur des extensions des mbf/bgf en 1D,
comme par exemple celle propose´e dans [10], et sur des
me´thodes de synthe`se 2D, comme par exemple la synthe`se
incre´mentale de Fourier propose´e en [11].
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Fig. 1: Trois re´alisations d’un bgf de taille N = 217− 1 =
131071 e´chantillons pour H = 0.2 (a), H = 0.5 (b) et
H = 0.8 (c).
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