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In this dissertation, we investigate the limitations of several methods that have been pro-
posed for variable selection in recent decades, and in particular we explore how these limitations
arise in genome-wide association studies (GWAS). Three often discussed categories of methods in-
clude ordinary least squares, penalized regression, and Bayesian approaches, but while there have
been efforts in the past to apply these techniques to GWAS, it remained unclear whether or not
one approach was superior to the others, or if certain scenarios might favor a given method. In this
research, our results from two real data sets reveal that the three categories of approaches do not
yield consistent sets of selected variables, so we use simulations to determine which factors might
be driving this inconsistency and subsequently to assess how these factors could also be impacting
accuracy. Specific issues that are considered in this dissertation in terms of their effects on method
performance are: 1) the relationship between the number of variables (p) and the sample size (n), 2)
the level of correlation among variables, 3) family structure among samples, 4) measurement errors,
and 5) the complexity of the true underlying model. After evaluating the impact of these five factors
on variable selections using a full factorial experimental design, we found that the n-p relationship
and the model complexity had the biggest influence on all of the methods. Because both of these
factors commonly occur in real world genetic data sets, our findings indicate that biologists should
be wary of accepting results from any single given test, and that new methods will be needed to
address the problems of modern genomics.
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1.1 Overview and Motivation
In genetic studies, scientists are often interested in learning about the underlying genetic
architecture of traits (i.e., phenotypic values) and in some cases predicting future phenotype values.
One important technique for learning this architecture and for making predictions is developing
models in which the phenotypic values are statistically associated with genetic markers, in what is
typically referred to as a genome-wide association study (GWAS). In GWAS, we sample individuals
and record a phenotypic value (Y ) along with many genetic marker values (X’s). Genetic markers
represent locations in the genome where information differs among the individuals in a sample. The
markers can be anything from a single base mutation to a long DNA sequence that differs among
the individuals.
GWAS has many important applications. For instance, markers associated with a disease
can be used to determine the level of risk among healthy patients in human medicine. In agriculture,
it is usually the phenotype of the hybrid offspring of animals or plants that we wish to predict so
that those with the best breeding value can be selected as parents of the next generation. More
generally, identifying causal variants increases our understanding of the biology of complex traits
and may allow for their treatment or maniputation in the future. Thus, GWAS provides an overview
of the genetic architecture of complex traits that is useful in medicine, agriculture and evolution.
While the statistical models used to associate genotypes to phenotypes are critical, they
are not always easy to build. Modern genotyping and sequencing technologies can produce an
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extremely large number of markers. As a common example, one specific type of marker is called a
single nucleotide polymorphism (SNP). Hundreds of thousands or even millions of SNPs (X’s) can
be recorded on a single individual, and each SNP is a potential term to include in a model associating
X’s with Y . When not only first order terms (i.e., linear), but also second order terms of X are
considered (i.e., quadratic and /or interaction), the number of potential model terms (dimensionality)
grows dramatically into ultra high dimensional data and quickly becomes intractable. When this
occurs, selecting a subset of k model terms from the many potential model terms is an important
step; we must hopefully choose only those X’s that are truly associated with the given Y . In GWAS,
this selection is especially difficult because the number of terms in the model (p) is often much greater
than the number of individuals in the sample (n) and only a small proportion of the X’s are actually
in linkage disequilibrium with loci causing the given Y . This is often referred to as the “big p, little
n” issue or the “p n” issue, and also the “sparsity” issue.
The problem of selecting k out of p predictors when k < p can be viewed as a model
comparison problem. Ideally, we would fit all possible models and select the one that is best according
to some model comparison criterion (e.g., Akaike information criterion (AIC) [1]). However, when
p is large, fitting all possible models is not feasible. Instead, we use model search algorithms.
Several statistical learning methods have been proposed in recent decades for “big data”,
and these methods have been modified and used for selecting among the many possible X terms
when p  n. These model search algorithms can be grouped in three major categories, detailed
below.
The first category is based on a series of single marker linear models [11]. This category
actually contains only a single, very simple search algorithm that varies by selecting different associa-
tion measures. The algorithm separately regresses response (Y ) on each of the predictors (X) (single
marker regression). Because these regressions yield a rankable measure of association between SNPs
and phenotype, we can form our final model by using the first k most strongly associated predictors.
Specific association measures commonly used in GWAS include p-values, AIC, and BICc.
The second category is based on multiple marker linear models. As mentioned previously,
ultra high dimensional data causes problems when including all possible SNPs in a phenotypic linear
model. Thus, the basic objective of this category is to allow all of the p potential model terms to be
“approximately” estimated and tested simultaneously. This category of methods is generally called
penalized regression because a penalty or regularization term is added when estimating the model
2
terms. Specific penalized methods commonly used in GWAS include ridge regression [24], LASSO
[39], elastic-net [49], and adaptive LASSO [48].
The third category is based on Bayesian approaches for multiple marker linear models or
for linear mixed models. This category’s basic objective is to deliver reasonable predictions of
complex traits by using some “prior” information. Specific methods in this category include the
Bayesian Alphabet consisting of Bayesian ridge regression [22], BayesA [22], Bayesian LASSO [34],
BayesB [22], BayesC [20] and the spike-slab model [27]. The Bayesian sparse linear mixed model
(BSLMM) [47] is another Bayesian method that treats the SNPs effects as random. All the Bayesian
approaches differs mostly in their choice of “prior” information. Like, Bayesian ridge regression used
a IID (independent and identically distributed) normal prior; BayesA and Bayesian LASSO used a
thick family of priors (scaled-t distribution for Bayesian LASSO and double exponential for BayesA);
and a mixture of mass densities for BayesB and spike-slab models.
All three categories of methods have limitations when dealing with the “big p, little n” issues
encountered with modern genetic datasets. The limitations are easily demonstrated by the fact that
methods within and among the categories can choose different combinations of X’s (sometimes
completely different sets of X’s) for association with Y on the exact same sample of individuals.
Additionally, some other factors like correlation among the markers, family structure, measurement
error, and underlying model complexity were also mentioned in some literature as being problematic
in GWAS [9, 28, 33, 37, 38]. These factors could combine together in some form to violate the
implicit and explicit assumptions for each category of methods and result in different choices of
associated markers. Understanding how each method is affected by a particular set of factors will
aid geneticists who are trying to determine the best model to use on their data in order to achieve
the most accurate results.
Therefore, the objectives of this dissertation are: 1) to compare the performance of three cat-
egories of predictive models (single marker regression, penalized regression and Bayesian approach)
in terms of detecting markers in linkage disequilibrium with causative loci for a quantitative pheno-
typic value; 2) to quantify the impact of several factors that may contribute to these inconsistencies
and provide possible solutions for model selection in big data with sparsity in GWAS. Azevedo et
al. [3] compared the performance of 10 additive-dominace predictive models, fitted using Bayesian,
LASSO and ridge regression approaches; Howard et al. [26] in 2014 also assessed the relative merits
of 14 parametric and non-parametric methods in terms of accuracy and mean squared error (MSE)
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using simulated genetic architectures. But both of them didn’t stress the inconsistency selection of
markers for each category of method; Howard [26] pointed out that the greatest impact on estimates
of accuracy and MSE was due to genetic architecture while proportion of phenotypic variability, had
the second greatest impact on estimates of accuracy and MSE. However, our work will evaluate all
the possible causes combined together, a scenario more likely to occur in real biological data.
1.2 Methodology Details
Generally, one can model phenotypic values (y) on marker values (X) as: yi = f(xi1, xi2, · · · , xip)+
εi, where xij is the genotype of the i
th individual (i = 1, 2, · · · , n) on the jth marker (j = 1, 2, · · · , p),
yi is the phenotype of the i
th individual, and εi is the random error.
When the sample size n is large relative to p and there aren’t too many correlated xi’s
(multicollinearity), the simplest form of f(xi1, xi2, · · · , xip) is a linear model




for which ordinary least squares (OLS) can be used to give the estimates of βj ’s that are best linear
unbiased estimates (BLUE).
The matrix form of the linear model can be expressed as
y = Xβ + ε, (1.1)
where y is a vector of phenotypes, X = {1,x1, · · · ,xp} is an incidence matrix for the vector
of regression coefficients, β = (β0, β1, · · · , βp)′ is a vector of coefficients to estimates, and ε =
(ε1, · · · , εn)′ is a vector of random error.
The ordinary least squares estimate of β is the solution to the optimization problem
β̂OLS = argmin
β
‖ y −Xβ ‖2, (1.2)
where the error term RSS =‖ y −Xβ ‖2 is called residual sums of squares. We obtain (1.2) by
solving the normal equations
XTXβ = XTy. (1.3)
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Solving the normal equations (1.3), we get
β̂OLS = (X
TX)−1XTy if X is full rank,
and
β̂OLS = (X
TX)−XTy if X is not full rank,
where (XTX)− is the generalized inverse of XTX.
The mean-squared error (MSE) of an estimator θ̂ is defined as
MSE(θ̂) = E(θ − θ̂)2,
where θ is the true value of the parameter and θ̂ is the estimator. The MSE of θ̂ can be decomposed
into two components,
MSE(θ̂) = Var(θ̂) + Bias(θ̂)2 = Var(θ̂) + (E[θ̂]− θ)2.
The expected value of the OLS estimates of regression coefficients are E[β̂OLS ] = β, therefore
OLS gives unbiased estimates of regression coefficients, i.e., Bias(β̂OLS) = 0. The other term of the
MSE formula, Var(β̂OLS), is a measure of uncertainty and reflects the variability of the estimator
over repeated sampling. The variances of OLS estimates are affected by sample size, n, and, the
number of predictors, p.
Figure 1.1 shows how the MSE of estimates of regression coefficients changes with n and
p. In genomic models the number of predictors (p) is large relative to sample size (n). This
relationship induces high variance and, consequently, large MSE for the estimates. This problem of
large MSEs can be confronted either by reducing the number of predictors or by using regularized
regression methods from one of our three categories: single marker regression, penalized regression,
and Bayesian based approaches.
5






1.2.1 Single Marker Regression
One straightforward and fast solution to address the p n issue is simple linear regression,
and it is usually called single marker regression in GWAS. For each SNP xj , f has the form
f(xi1, xi2, · · · , xip) = fj = β0 + xijβj .
Then from the p potential terms, we select k terms using the Benjamini Hochberg [5] method to
control finding too many false markers.
While this is straightforward and computationally undemanding, there are two primary
disadvantages to this approach [17]: 1) Many SNPs are likely to be in linkage disequilibrium with a
single loci controlling the phenotypic value, 2) there are typically so many loci actually controlling
the trait for each complex trait that a SNP may be in linkage disequilibrium [23] with more than
one causative locus.
1.2.2 Penalized Regression
Penalized regression plays a central role in developing models. Ordinary least squares (OLS)
estimates are derived by maximizing the goodness of fit of a model to a set of training data, i.e.,
minimizing the error term. When the number of predictors (p) is large relative to the sample size
(n), OLS methods can result in large sampling variance, and consequently, high mean-squared error.
Penalized regression methods are commonly used to confront some problems emerging from high
dimensional regression. They include ridge regression, bridge regression [16], least absolute shrinkage
and selection operator (LASSO) [39], elastic net [49] and the smoothly clipped absolute deviation
(SCAD) penalty [15]. Penalized regression estimates are the solutions to optimization problems





‖ y −Xβ ‖2 +Pλ(β)
}
, (1.4)
where Pλ(β) is the penalty term, a measure of model complexity, and where residual sum of squares
(RSS) is a measure of model fitness.
A particular case proposed by Hoerl and Kennard [24] is ridge regression which minimizes
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the RSS term subject to
∑p





where λ ≥ 0 is a regularization parameter controlling the trade-off between model fitness and model




where Ip is the identity matrix with p entries on the diagonal.
Compared to OLS, ridge regression adds a constant λ to the diagonal entries of the coefficient
matrix, (XTX)−1. This constant shrinks the estimates of β towards zero because small changes
to the diagonal elements of X lead to large changes in (XTX)−1. Shrinkage induces bias of the
estimator, β̂, but reduces the estimates’ variance, potentially reducing the estimates’ MSE. For
the problem of multicollinearity, ridge regression improves the prediction performance but cannot
produce a model with only the relevant predictors, i.e., variable selection. And shrinkage for ridge
regression is a continuous shrinkage because from (1.6), we know that β̂RR is a smooth function of
λ: change λ a little bit, β̂RR will change a little bit. Hence, there are an infinite number of possible
models. Thus, this is a continuous process and you can smoothly go from one model to the other
by changing λ.
Among penalized methods that can do both continuous shrinkage and variable selection, a
promising technique called the least absolute shrinkage and selection operator (LASSO) was proposed
by Tibshirani [39]. The LASSO is a penalized least squares procedure that minimizes the RSS term
subject to a non-differentiable constraint expressed in terms of the L1 norm of the coefficients. That





The LASSO has shown excellent performance in many situations; however, it has some
limitations. As Tibshirani argued, if multicollinearity exists among predictors, then ridge regression
dominates the LASSO in prediction performance. Also, in the p > n case, the LASSO cannot select
more than n variables because it is the solution to a convex optimization problem. Furthermore, if
there is a group of variables among which the pairwise correlations are very high and if we consider
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the problem of selecting grouped variables for accurate prediction, then the LASSO tends to select
individual variables from the group or the grouped variables [29].
In a GWAS of complex traits, there is no reason to restrict the number of markers with
nonzero effect to be limited by n, and when predictors are correlated, LASSO is usually outper-
formed by ridge regression [12]. In order to combine the advantages of ridge regression with those
of the LASSO in a single estimation framework, Zou and Hastie [49] proposed the elastic-net, a
new regularization of the LASSO, for both an unknown group of variables and for multicollinear








where λ1 and λ2 are tuning parameters which must be specified. The elastic-net estimator can be
interpreted as a stabilized version of the LASSO. Also, the elastic-net estimator is useful when p n
[29].
Note that there are no closed form solutions for the LASSO and the elastic-net estimator;
the estimates of β must be obtained by using cross-validation to solve their respective optimization
problems. Cross-validation is a process to divide the sample data into two parts: training dataset
and validation dataset; then build a model based on the training data and test predictions on the
validation data.
Many other penalized regression methods also exist that we will not directly address here.
For example, Frank and Friedman [16] introduced bridge regression which minimizes RSS, subject
to
∑p
j=1 |βj |γ ≤ t, γ ≥ 0. Also, Fan and Li [15] proposed the Smoothly Clipped Absolute Deviation
(SCAD) penalty for penalized least squares to reduce bias and to satisfy certain conditions to yield
continuous solutions. Candes and Tao [8] gives the Dantzig selector, which is a solution to an
optimization problem and was believed [6] to be surprisingly accurate for variable selection when p
is much larger than n.
1.2.3 Bayesian Approach
Bayesian variable selection regression models [19, 31] can also be used in GWAS. Assume
that a relatively small proportion of all variables affect a given phenotype (y); this characteristic is
usually refereed to as data sparsity. In developing models for continuous y’s, a standard practice is
9
to assume that random errors follow IID (independent and identically distributed) normal density
with mean 0 and variance σ2. This assumption yields the likelihood function













j=0 xijβj , σ




Because of the number of markers (p) often exceeds the sample size (n) in GWAS, penal-
ized or shrinkage estimation methods are commonly used. In a Bayesian setting, the shrinkage is
controlled by the choice of prior density assigned to the marker effects. The joint prior density of
unknown marker effects is commonly structured as
Prior = p(β, σ2|df, S, ω) ∝
p∏
j=1
p(βj |θβj , σ2)p(θβj |ω)χ−2(σ2|df, S), (1.10)
with the following assumptions: χ−2(σ2|df, S) is a scaled-inverse Chi-squared density assigned to
the residual variance, with df degrees of freedom and with scale equal to S; p(βj |θβj , σ2) denotes
the prior density of the jth marker effect, βj , and θβj is a vector of parameters indexing the prior
density assigned to marker effects; and p(θβj |ω) is the prior density assigned to θβj ; and ω are
constant parameters. The marginal prior density of the marker effects is obtained by integrating
out θβj ,
p(βj |σ2, ω) =
∫
p(βj |θβj , σ2)p(θβj |ω) ∂θβj .
Using Bayes rule, the posterior density of parameters given by the data is proportional to
the product of the likelihood, given in (1.8), and the prior density given in (1.9). That is,














p(βj |θβj , σ2)p(θβj |ω)χ−2(σ2|df, S).
A group of Bayesian linear regression methods used for simulation and real data analysis is
called the Bayesian Alphabet; the Bayesian Alphabet can be divided into three groups, 1) Bayesian
ridge regression (BRR) [22], 2) BayesA [22] and the Bayesian LASSO (BL) [34], and, 3) BayesB [22]
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and the spike-slab models [27]. In Bayesian ridge regression, Meuwissen et al. [22] used IID normal
densities as the conditional priors assigned to the marker effects. BayesA and the Bayesian LASSO,
Park and Casella [8] use priors from the thick-tail families (scaled-t densities in BayesA and Double
Exponential densities in the Bayesian LASSO); these priors induce a different type of shrinkage than
that induced by the Bayesian ridge regression. BayesB and the spike-slab models use priors that are
mixtures of a peak, or a spike, and mass at zero with a continuous density (e.g., t or normal).
There are other Bayesian approaches produced by viewing the effects of factors other than
markers as either fixed or random effects. A fixed effects model is a statistical model in which the
model parameters are fixed or non-random quantities. This is in contrast to random effects models
and mixed models in which all or some of the model parameters are considered as random variables.
One example is the Bayesian sparse linear mixed model (BSLMM) [47]. The BSLMM consists of a
standard linear mixed model with one random effect term and, with sparsity inducing priors on the
regression coefficients,
y = Xβ + u+ ε, (1.11)
u ∼MVNn(0, σ2b τ−1K),
ε ∼MVNn(0, τ−1In),
where u is an n-vector of random effects with known n×n covariance matrix K. Instead of referring
to β as “fixed effects” from Linear Mixed Models (LMMs), the author of [47] uses the term “sparse
effects” for these parameters in order to emphasize the sparsity-inducing prior.
In a special case K = 1pXX
T (the default in GEMMA), marker effect sizes can be decom-
posed into two parts: α that captures the small effects that all markers have and β that captures the
additional effects of some large effect markers. In this special case, u = Xα can be viewed as the
combined effect of all small effects, and the total effect size for a given marker is αi + βi. GEMMA
uses Markov chain Monte Carlo (MCMC) to estimate β’s.
Table 1.1 is a summary of different Bayesian methods corresponding to different priors.
Note that the reference list contains only a selection of relevant publications.
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By carefully defining and explaining the three categories of methodologies, we are able to
understand more about the methods for objective 1) of Section 1.1.
1.3 Methodology Comparison
In GWAS, when comparing methods from the three categories, we need a quantity that
measures the variable selection “quality” for each method. We adopted two types of measures:
consistency and accuracy to achieve this.
1.3.1 Consistency
We define the measure of consistency as the average number of overlaps of markers that are
selected for each pair of methods.
1.3.2 Accuracy: False Positive Rate and True Positive Rate
In statistics, when performing multiple comparisons, or simultaneous comparisons of many
different null hypothesis, a false positive rate is the probability of falsely rejecting the null hypothesis
for a particular test. The false positive rate (FPR) is calculated as the ratio between the number
of negative events wrongly categorized as positive (false positives) and the total number of actual
negative events (regardless of classification).
Let p denote the total number of predictors to consider for each method, then we would
have p null hypothesizes for comparison. Suppose that we reject the null hypothesis if the test
is declared significant (positive) and that we do not reject the null hypothesis if the test is non-
significant (negative). Assume that m predictors are actually positive (P), then p−m predictors are
actually negative (N). For each method, under reasonable threshold condition, which we will discuss
later, assume k predictors were declared to be positive, then p−k predictors were declared negative.
Figure 1.2 summarized all the possible results for markers from our regression methods.
Defining measurements to compare the methodology allows us to evaluate the impacts of
several factors for three categories of methods, which is our objective 2) from Section 1.1. The false
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Figure 1.2: Summary of Actual and Test Results
where FP is the number of false positive, TN is the number of true negative. Similarly, we can also















where TP is the number of true positive, FN is the number of false negative. We use FPRs and
TPRs to check detect ability to do variable selection for the three categories of methods. We seek
specific n and p settings where both FPR is very high and where TPR is low relative to 1. These












































































































































































































































































































































































































































































Variable Selection in GWAS
2.1 Introduction to GWAS
In genetics, a genome-wide association study (GWAS) examines a genome-wide set of genetic
variants in different individuals to determine whether any variant (X) is associated with a trait
(Y ). A GWAS typically focuses on associations between single-nucleotide polymorphisms (SNPs)
and a complex trait such as a major human diseases, but it can be applied to any phenotype in
any organism. In order to use statistical methods to discover genes by examining SNPs that may
contribute to a certain trait or phenotype of interest, we need to translate some genetic values to
statistical forms first.
Suppose at a certain locus (Locus 1) controlling a phenotype value of interest that there
are two alleles, (A, a) resulting in three possible genotypes: AA, Aa, aa. We define a variable x1 as
the number of copies of allele “a” such that x1 = 0 is genotype AA, x1 = 1 is genotype Aa, and
x1 = 2 is genotype aa. Let µ
1
x1 be the corresponding phenotype means of the three genotypes, where
x1 = 0, 1, 2, respectively. Then we can model the relationship between the genotype and phenotypic
value of the ith individual in the xth1 genotype as
Yi,x1 = µ
1
x1 + εi,x1 = µ+ α
1
x1 + εi,x1 ,
where µ is the overall phenotype mean, α1x1 is the effect of genotype x1 on the phenotype mean
(α1x1 = µ
1
x1 − µ), and εi,x1 is random error from the effects of other loci on the phenotype, from
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environmental effects, and from any interaction effects between the locus and the environment.
Suppose at a second locus (Locus 2) controlling the phenotype value of interest that there
are three possible genotypes, BB, Bb, and bb. Define variable x2 as the number of copies of allele
“b”. The two loci combine to produce nine possible genotypes, AABB, AABb, AAbb, AaBB,
AaBb, Aabb, aaBB, aaBb, and aabb. Let µx1x2 be the corresponding phenotype means of the nine
genotypes. Then we can model the relationship of the genotype and phenotype of the ith individual
using x1x2 (i.e., x1x2 ∈ {00, 01, 02, 10, 11, 12, 20, 21, 22}) as the genotype








x2 + εi,x1x2 ,

















x2 + µ is the effect
of the interaction between locus 1 and locus 2. This interaction is often called epistasis in genetics
literature, where epistasis more precisely refers to the contribution of multiple gene interaction to a
single phenotype.
Epistatic effects can be summarized into four forms: 1) when genes partially suppress or
completely override the effects of other genes; 2) when one gene enhance the effects of another gene;
3) when multiple genes must all be simultaneously activated before they produce any effect; and 4)
when individual genes have small effects, but their combined additive effect drives the phenotype.
This last is the most problematic in GWAS, and likely the most common scenario biologically [36].
Figure 2.1 and Figure 2.2 are two figures describing epistasis effects. The first figure shows
no epistasis effect between locus 1 and locus 2, while the second figure has a large epistasis effect for
the two loci.
If we continue including additional loci, up to p, then the corresponding phenotype means
can be denoted as µx1x2...xp , and the model becomes
Yi,x1x2...xp = µx1x2...xp + εi,x1x2...xp
= µ+ α1x1 + α
2













To use the three categories of statistical methods we mentioned in Chapter 1, we need to





interaction terms will cause problematic if we have more than markers with value 2 and no marker
with value 0, we will only consider the first order effects. Consider a data set with phenotype values
y1, y2, ..., yn and with SNPs values x1,x2, ...,xp. Then we have the design matrix
X =
x1 x2 · · · xp

2 1 · · · 1
1 1 · · · 0
















With this matrix notation, we can represent a complete model
yi = µ+ β1xi1 + β2xi2 + ...+ βpxip + β12xi1xi2 + ...+ β12...pxi1xi2...xip + εi, i = 1, 2, · · · , n
(2.2)
as
y = µ+Xβ + ε, (2.3)
where µ = (µ, µ, · · · , µ)T , ε = (ε, ε, · · · , ε)T , and β = (β1, β2, · · · , β1,2,··· ,p)T .
If xj has a “large” estimated value of βj , we assume xj is close to a locus controlling the
phenotype of interest; this is the basic concept of GWAS. Recall that βjxj is the main effect α
j
xj ,
while βj1j2···jkxij1xij2 · · ·xijk is interaction effect αj1xj1α
j2
xj2
· · ·αjkxjk in (2.1). In the ideal case, we
would like to use all combinations of marker effects (X) in the model. However, this is computa-
tionally intractable for modern statistical software, especially when p is already very large. Instead,
begin by selecting all possible terms that have a main effect on phenotype values y or only fitting
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the p “main effects” variables.
2.2 Methodology
In a GWAS, the problem of selecting k out of p (k < p) predictors can be viewed as a
model comparison problem. Ideally, we would fit all possible models and select the one that is best
according to some model comparison criterion (e.g., AIC [1]). However, when p is large, fitting all
possible models is not feasible. Instead, model search algorithms are used.
As mentioned in Chapter 1, fitting all possible terms to a designated phenotype of interest
using a linear model is not possible in high dimensional data, and in GWAS, the nature of data
collection techniques generally produces ultra high dimensional data. The categories of methods
used to overcome this dimensional issues are: 1) Single marker regression where each SNP is con-
sidered on at a time; 2) Penalized regression methods such as LASSO, which does shrinkage and
variable selection at the same time by using the L1 penalty; and 3) Bayesian methods, in which
variable selection and differential shrinkage of effect estimates can be obtained using priors other
than Gaussian (e.g. finite mixture, or priors from the thick tailed family).
The three categories of model building algorithms often result in different subsets of k terms
chosen from the p possible terms, but it is often difficult to determine which k terms are the “right”
ones. To determine this, we applied the methods from these three categories to two real datasets and
one simulated dataset. The difference in the subsets of k terms will be defined as inconsistency. The
overall objective of this dissertation is to compare methods among our three categories, determine
possible advantages and disadvantages of each category, and make recommendations regarding which
methods to use in GWAS research.
2.3 Variable Selection for Real Data
2.3.1 Bird Data
The bird dataset was the subject of a manuscript by Chaves, Cooper, et al. [10]. It consists
of 87 individual birds and 32,233 SNPs measured on the birds. Phenotypic information on each
bird includes beak and body size, which are both complex traits likely to involve more than one
gene. Only beak size is considered in this dissertation. The authors of [10] selected individual birds
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with small (n = 20), medium (n = 55) and large (n = 12) beak sizes to investigate a wide range
of beak sizes. Using a Bayesian approach (specifically, BSLMM), a small fraction of the SNPs,
approximately 11, were found to be possibly linked to genes related to beak size.
To demonstrate the inconsistency of markers associated with phenotypes when using dif-
ferent marker selection techniques, the data were reanalyzed in several ways for associations with
phenotypic values. Single marker regression was used first and the results were used to rank the
markers as M1,M2, · · · ,M32,233, where M1 has the strongest association, M2 has the next strongest
association, and M32,233 has the weakest association. Note that the Mi here is actually the xi in
our single marker regression model. Then the markers (strongest association to weakest association)
were chosen by the other methods; the subscripts were based on the single marker regression. This
allowed comparison of the markers chosen by several different methods. The seven methods, chosen
as representatives of our three categories, were single marker regression (SMR), ridge regression
(RR), LASSO, elastic-net, Bayesian ridge regression (BayesRR), BayesA regression and Bayesian
sparsed linear mixed model (BSLMM). To summarize the comparison, only the top 10 markers were
chosen, for simplicity, and because the concept of sparsity suggests that only a small fraction of
markers are important. A more precise cutoff for important markers in each method will be dis-
cussed in Chapter 3.
Table 2.1: Top 10 markers found by analyzing the bird data for association using different methods
SMR RR LASSO Elastic-Net BayesRR BayesA BSLMM
M1 M1648 M12 M13 M7 M12 M1
M2 M67 M33 M12 M13 M16 M13
M3 M820 M1795 M4 M23 M2 M4224
M4 M474 M4 M33 M48 M7 M274
M5 M1126 M1 M1795 M3 M15 M11
M6 M900 M13 M1 M16 M10 M640
M7 M603 M603 M27 M12 M5 M2
M8 M943 M27 M11 M4 M13 M27
M9 M736 M900 M603 M27 M33 M33
M10 M138 M143 M226 M10 M6 M99
Table 2.1 indicates that the number of marker overlaps found by all seven methods are small,
i.e., we notice that M13 is the only one marker that appears five times among the seven methods.
Five markers (M1, M4, M12, M33, M27) appear four times, while five markers (M2, M1, M7, M10,
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Figure 2.3: Scatter-plots for rankings of the top 10 SNPs picked by each method
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M603) appear only three times. Most of the results of the seven methods are very inconsistent;
Note the inconsistency in which k (here k = 10) terms are estimated to be associated with the
phenotype values, y. Figure 2.3 contains scatter-plots showing the relationships of the ranking of
the top 10 SNPs found with each of the seven methods. Note that there are no obvious relationships
or correlations between the SNPs found by each pair of methods.
2.3.2 Sorghum Data
The sorghum dataset was the subject of a manuscript by Brenton, Cooper, et al. [7]. It
consists of 335 individual plants and 232,302 SNPs measured on each plants, which is again believed
to be a complex trait likely to involve more than one gene. The phenotype of interest was plant
height. Again, using BSLMM, the authors found a small fraction of the SNPs, approximately eight,
to be possibly contributing to the phenotype. We adopt marker ordering techniques similarly to the
bird data, and reanalyze the sorghum data by the seven methods.
Table 2.2: Top 10 markers found by analyzing the sorghum data for association using different
methods
SMR RR LASSO Elastic-Net BayesRR BayesA BSLMM
M1 M7418 M1430 M124391 M8224 M5514 M28349
M2 M1430 M87 M70224 M87 M52953 M28350
M3 M87 M22185 M22185 M2998 M1430 M28170
M4 M22185 M7419 M65400 M57719 M2130 M28171
M5 M9700 M7420 M8588 M12806 M7418 M14996
M6 M943 M7418 M5514 M7419 M5517 M13493
M7 M23050 M943 M35949 M65729 M7420 M39671
M8 M638 M9700 M93714 M56189 M124391 M53474
M9 M13817 M5514 M93715 M2693 M87
M10 M68 M2113 M7419 M3491 M102945
Table 2.2 indicates that subsets of SNPs detected by the seven methods are mostly incon-
sistent. Here, Table 2.2 shows that inconsistency was even worse in the sorghum data than in bird
data (Table 2.1). For example, in Table 2.2, M87 is the only marker that appears four times in all
seven methods, and only four makers appear in three methods.
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2.4 Variable Selection for Simulated Data
Variable selection results from the two real datasets indicate the inconsistency among se-
lected methods. However, real data can be very complicated since multicollinearity, family structure,
missing values, etc., might be present. In order to examine some proposed methods, some simple sim-
ulations were conducted as follows. Suppose p = 1000 binomial variables (Binom(2, 0.5)) were ran-
domly generated with sample size n = 10. By design only six of these variables, x1,x2,x3,x4,x5,x6,
contribute to the response variable in the following form
yi = 3 + β1x1i + β2x2i + β3x3i + β4x4i + β5x5i + β6x6i + εi, for i = 1, . . . , 10, (2.4)
or
y = µ+Xβ + ε (2.5)
where µ = (3, 3, · · · , 3)′, β = (β1, β2, β3, β4, β5, β6, β7, · · · , βp)′ = (0.25, 0.5, 0.75, 1, 2, 5, 0, · · · , 0)′,
and X = (x1,x2, · · · ,xp). ε = (εi, εi, · · · , εi) is random error. The value of the β’s mean, in GWAS
sense, that we have small effects (0.25, 0.5, 0.75), medium effects (1, 2), and large effects (5) for six
SNPs related to the phenotype of interest and for 994 unrelated SNPs.
By fitting the generated response variable to the 1000 predictors, we see the top 10 predictors
identified by each method.
Table 2.3: Top 10 markers found by analyzing the simulated data for association using different
methods
SMR RR LASSO Elastic-Net BayesRR BayesA BSLMM
x6 x610 x6 x6 x6 x566 x564
x564 x278 x5 x564 x74 x46 x6
x840 x77 x268 x268 x6 x268
x5 x6 x840 x300 x610 x5
x300 x564 x564 x576 x215 x215
x275 x300 x657 x667 x840
x268 x497 x504 x199 x404
x215 x275 x628 x927 x286
x9 x73 x404 x842 x583
x235 x199 x46 x805 x667
In Table 2.3, we see that every method identified the largest effect (x6). Single marker
regression, LASSO, and BSLMM identified only one of the medium effects x5. However, all of our
23
methods failed to identify the majority of the markers with small and medium relationships to the
phenotype, and the methods also are inconsistent in variable selections for even this very simple
data.
Thus, in the next chapter, discovering possible factors causing this inconsistency is our
primary objective. Here, we investigate some possible explanations for this simple example. First,
notice that x564, x840, x300, x275, x268, x215, x9, and x286 appear more than once in all of the
methods. An initial guess for the explanation might be that they are correlated with some of the
markers related to the phenotype. (x1,x2,x3,x4,x5,x6). To investigate this possible correlation,
we created a heatmap for the first 50 variables.
From Figure 2.3a we see that there are indeed some such correlations and that a few of them
are quite strong. Thus, we generated the scatter plots between significant variables (x1,x2,x3,x4,x5,x6)
and variables x564, x840, x300, x275, x268, x215, x9, x286, and we reordered them so pairs with the
strongest correlations were closest to the diagonal.
Figure 2.3b shows that x840 is highly correlated with x5 and x6; x564 is highly correlated
with x6; x268 is highly correlated with x5; and x300 is highly correlated with x3 and x5. At the
same time, x215 is highly correlated with x5 and x6; while x275 is highly correlated with x3, x5 ;
and x9, x286 is highly correlated with x6. This suggests our guess was correct, and that correlations
among variables, contribute to some of the inconsistency, but does not explain all of it.
In this chapter, we introduced the basic concepts of GWAS and possible challenges encoun-
tered in this area. We applied some methods from the three categories to two complicated published
data sets and one simple simulated data set. All results from the three data sets indicated a lot
of inconsistency for variable selection among the three categories methods. This motivated us to
carefully evaluate possible factors that might impact the inconsistency of the methodology, which
will be discussed in Chapter 3.
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Figure 2.4: Heatmap for first 50 variables generated by simulation in Figure 2.3 a.
Reordered scatter-plots by correlations of significant variables and possible correlated variables in
Figure 2.3 b.
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A simulation study was performed to evaluate the problematic characteristics of a data
set which we will denote as factors that could contribute to the inconsistency among the variable
selection methods. A literature review suggested several possible factors. Teo [38], in 2008, indicated
that sample size, measurement error, and family structure can introduce misleading signals that
mimic genuine association. These three factors were also mentioned in Spencer et al. [37] and
Cappa et al. [9]. Cappa et al. [9] and Manolio and Collins [33] argued that the true underlying
genetic model complexity also impacts the ability of statistical models to detect the correct set of
markers. A brief review of biological factors, including sample size and linkage disequilibrium, are
presented in Korte [28]; linkage disequilibrium (LD), or correlation among the markers, was also
discussed in [9, 37, 38]. Measurement error, or data quality was also discussed in Barendse [4].
So to summarize, a review of literature suggests that the following five factors should be
included in the designed simulation experiment. The first factor is sample size (denoted n). When
p is much larger than n, “unintentional” correlations can exist among the markers or the X’s.
“Unintentional” means correlations among X’s due to the relationship of p and n rather than a true
underlying genetic meaning. A discussion of why “unintentional” correlation exists can be found
in Appendix A. In our simulation study, we fixed p = 1000, and changed n to simulate this factor.
The second factor is “intentional” correlations among the X’s (denoted rx) which are due to linkage
disequilibrium as discussed earlier. Statistically, these two factors are considered multicollinearity
among the variables. Multicollinearity is known to cause interpretability and estimation issues. The
third factor is family structure, or correlation among the Y -values (denoted ry). Statistically, this
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means that there is clustering of the observations with differences among the clusters and correlation
of observations within the clusters. Clustering of observations is also known to cause interpretability
and estimation issues. The fourth factor is measurement error or data quality (denoted data).
Measurement error can occur when marker values are missing and imputation techniques are used
to estimate the missing X’s, or due to technology or human error. The fifth factor is complexity
of the true underlying genetic model producing the Y -values (denoted model). The complexity of
the true generating model may be inconsistent with some implicit assumptions used in the analysis
methods and lead to incorrect marker choice.
In our simulation study, the assessment measurements are based on the markers selected by
the methods. There are several assessment measurements considered in the simulation. The first
three assessment measurements are measures of consistency between the methods using the number
of selected markers that overlap between each pair of methods. The first is denoted SL for single
marker regression and LASSO overlap. The second is denoted SB for single marker regression and
BayesA overlap. The third is denoted LB for LASSO and BayesA overlap.
The next three assessment measurements are measures of how accurately the methods detect
markers actually associated with the phenotypic value. These assessment measurements are, the true
positive rate (TPR), the false positive rate (FPR), and the difference between the TPR and the FPR.
To be more specific, suppose we have m markers that are actually associated with the
phenotypic values (and denoted positive markers) and the rest p−m markers are not associated
with the phenotypic values (and denoted negative markers). In our analysis methods, there are
four possible results. True positives (TP) are markers the methods designate as positive that are
actually positive; False negatives (FN) are markers that the methods designate as negative that are
actually positive markers; False positives (FP) are markers that the methods designate as positive
that are actually negative markers; and True negatives (TN) are markers that the methods designate
as negative that are actually negative markers. Then, similar to Chapter 1, FPR = FPFP+TN ,
TPR = TPTP+FN and FDR =
FP
FP+TP . Note that FNR = 1 − FPR is often called specificity and
that TPR is often called as sensitivity. The final assessment measurement is the mean square error
(MSE) of the estimated coefficients for the markers. The MSE is a combination of the variance and
bias of the estimated coefficients.
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Figure 3.1: Plots of False Positive Rate, False Discovery Rate, True Positive Rate
3.1 Experimental Design
Wass, in 2010 [42], described an experimental “design matrix” as a matrix with rows that
represent experimental runs and columns containing the corresponding factor levels of each experi-
mental run. In our design matrix, we set three levels, very bad (VB), bad (B), and good (G) for each
of the five factors (n, rx, ry, data, model). We also included other columns in the design matrix
indicating the interactions (or cross products) of the factors. This type of design matrix allows
estimation of the “main effects” and “interaction effects” of the factors. In addition to factor level
and interaction columns, one or more columns of response variables are recorded for each trial.
The three levels of the first factor (n) were based on a pilot study. In the study, p was fixed
at 1000 and n was changed in increments from 25 to 250 with a step size 25. False positive rates,
false discovery rates, and true positive rates were calculated for several analysis methods; and the
results can be shown in Figure 3.1. From this figure, we noted that around n = 100 is where the false
discovery rate and the false positive rate began to decrease for all methods, and the increase in the
true positive rate began to slow down. This suggested that n = 100 would provide “good” results
for marker selection in all analysis methods. We also noted that around n = 10, false discovery rate
was very high (close to 1) and true positive rate was very low. This suggested that n = 10 would
28
provide “very bad” results in all methods. Thus, we set our three levels of n as “very bad” (n = 10),
“good” (n = 100), and the midpoint (n = 45) as “bad” for the first factor, all with p fixed at 1000.
The three levels of the second factor (rx) and the third factor (ry) were chosen based on
the range of correlation values. We choose a correlation close to 1 (0.8) to be the “very bad” level.
We choose a correlation of 0 to be the “good” level. The midpoint (0.4) was chosen as the “bad”
level. Here, we note that due to the symmetric results we get from Appendix A, positive correlation
covers the negative situation. To simulate the levels of the second factor, we estimated three pairs
of important markers: x1 and x2, x3 and x4, x5 and x6 to be correlated with the three levels of
correlation coefficient. To simulate the levels of the third factor, we added three different constant
vectors to the mean effect, making individuals come from three families.
The three levels of the fourth factor (data) were based on [4] and discussion with computa-
tional biologists and geneticists. We chose 20% marker measurement error to be the “very bad” level.
No marker measurement error was chosen as the “good” level. Once again, the midpoint (10%) was
chosen as the “bad” level. The amount of measurement error could be caused by imputation quality
or technology issues. In our simulation, we ignored how exactly the measurement error occurred
and randomly selected 20%, 10% markers to have the wrong value.
The three levels of the fifth factor (model) were chosen as follows. Since positive markers
should be easy to select if the true generating model is very simple, the “good” level of model was a
simple model with only first order terms were included. Specifically the “good” model was defined
as: yi = 3 + β1x1i + β2x2i + β3x3i + β4x4i + β5x5i + β6x6i + εi, where (β1, β2, β3, β4, β5, β6) =
(0.25, 0.5, 0.75, 1, 2, 5), εi ∼ N(0, 1). If the true generating model has second order terms (either
interaction terms or quadratic terms), it should be more difficult to select the positive markers. The
“bad” level of model was a model including some of these terms. Specially the “bad” level of model
was defined as: yi = 3 + β1x1i + β2x2i + β3x3i + β4x4i + β5x5i + β6x6i + x1ix6i + x2ix5i + 2x
2
3i + εi,
where (β1, β2, β3, β4, β5, β6) = (0.25, 0.5, 0.75, 1, 2, 5), εi ∼ N(0, 1). If the true generating model was
based on certain combinations of markers, then it should be extremely difficult to select the positive
markers. The “very bad” level of model was defined as: yi = 1, x1i + x2i + x3i = odd; and yi = 0,
otherwise because the “discontinuity” and “non-linearity” of the model.
Table 3.1 is a summary of the three levels of the five factors. The basic plan of the study
was to simulate combinations of the factor levels and determine the effects of the factors on the
ability of the three different categories of methods (Single Marker Regression, Penalized Regression
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Table 3.1: Summary of Factor Levels for the Simulation
Factor Very Bad Bad Good
n 10 45 100
rx 0.8 0.4 0
ry 0.8 0.4 0
Data 20% 10% 0
Model Complex Interaction Simple
Methods, and Bayesian Methods) to select the positive markers.
LASSO was chosen as the representative of penalized methods. It is used in many GWAS
studies [3, 26, 30] and has some very good properties. As demonstrated by Tibshiani [39], LASSO
can do shrinkage and variable selection simultaneously. BayesA was chosen as a representative of
the Bayesian approaches. In some previous studies [3], BayesA was found to perform best in the
prediction of GWAS data sets.
One of the statistical challenges when comparing the three categories is determining the
proper “threshold” for choosing markers as positive. For example, the p-value cut-off choice in
single marker regression is the threshold for choosing positive markers. In Chapter 2, for the real
data and the simulated data, the threshold was simply the top 10 markers chosen for each category.
However, this might not be the best threshold for determining how the factors impact each of the
category’s ability to select positive markers. In subsequent simulations we used thresholds typically
recommended for the categories. For single marker regression, we used a threshold based on the
Benjamini Hochberg [5] method to adjust the p-value thresholds in order to control the false discovery
rate. LASSO’s threshold is based on the tuning parameter λ. We chose the tuning parameter λ1se,
which is one standard error away from λmin that minimizes the cross-validation error [46]. For
BayesA, data sets were simulated with markers having no association with the phenotype and β’s
were estimated. The threshold was based on the 99th quantile of the estimated β’s.
3.2 Simulation Results
3.2.1 Optimal Fraction
Fractional factorial (screening) designs include fewer trials than a corresponding full facto-
rial design. For the first simulation experiment we choose 22 of the 243 possible combinations of
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the factor levels based on a D-optimal fraction [18] to provide initial estimates of how the factors
impact the ability of the three different categories of methods (single marker regression, penalized
regression methods, and Bayesian methods) to select the positive markers. The threshold in this
first experiment was the top ten variables selected by each method.





SL SB LB SL SB LB
S1(G,G,G,G,G) 2.8 2.4 6.3 S12(B,G,VB,G,G) 2.4 5.2 3.1
S2(VB,G,G,G,G) 1.8 3.6 1.1 S13(VB,G,VB,VB,B) 1.25 3.4 0.7
S3(G,VB,G,G,G) 2.9 2.9 6.0 S14(G,G,B,B,B) 4.1 3.5 7.1
S4(G,G,VB,G,G) 2.8 3.0 4.4 S15(VB,VB,G,B,G) 2.52 3.79 1.4
S5(G,G,G,VB,G) 2.8 2.5 6.2 S16(B,B,G,VB,B) 4.6 7.5 4.8
S6(G,G,G,G,VB) 1.5 7.8 1.5 S17(B,VB,B,G,B) 4.7 7.0 5.2
S7(B,G,G,G,G) 2.5 2.7 4.1 S18(B,B,VB,B,VB) 9.4 7.6 9.0
S8(G,B,G,G,G) 2.9 2.7 6.2 S19(VB,B,B,G,VB) 7.1 3.3 3.8
S9(G,G,B,G,G) 2.8 2.6 5.8 S20(G,VB,VB,VB,VB) 7.2 7.8 7.1
S10(G,G,G,B,G) 2.8 2.4 6.2 S21(G,B,VB,G,B) 4.6 4.0 6.5
S11(G,G,G,G,B) 4.0 3.4 7.2 S22(G,B,B,VB,G) 2.9 2.8 5.9
Table 3.2 is the consistency results of each pair of approaches for the 22 combinations. S1
is the control (all factors set at “good”), while S2 through S11 are combinations that each change
one factor from the “good” level to the “very bad” or “bad” level. From this table, we have three
main conclusions. The consistency measure is the average number of markers chosen in common for
the 1000 simulations of each combination.
The first conclusion is that consistency results do not change very much as the levels of
factors rx (intentional correlations), ry (family structure), and data (measurement error) change.
However, when the factors n (n, p relationship) and model (model complexity) change from the
“good” level to the “very bad” level, consistency measures decreased dramatically from 6 to 1 and
1.5. So, the factors n and model appear to be the two most important factors impacting consistency,
while the other three factors appear to be less important.
The second conclusion is that the consistency measure will increase if we change the model
from the “good” to the “bad” level. This result (increase as the model changes from goes good to
bad) also appears later for our consistency measures. While this is initially counterintutive, this is
because all the statistical methods turn out to be good at finding positive markers in models with
interaction terms.
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Figure 3.2: FPR plot for fractional design
The third conclusion is that for simulation S18, when every factor is at the “bad” or the
“very bad” level, the consistency measures are very high. This is because even though all the
methods are very consistent, they all choose the wrong markers as positive.
Main effects of the factors and methodology on accuracy, variance, and bias measures are
evaluated in Figure 3.2 — 3.4. Figure 3.2 and 3.3 are the false positive and true positive rates. This
is also called the 1-specificity and sensitivity. Figure 3.4 is the average MSE. These figures indicate
that when factors n and model change from the “good” to the “bad” and “very bad” level, there
are important changes to the TPR and FPR; while changes to ry and data have much less impact
on TPR and FPR. Methodology (single marker regression, penalized regression, and Bayesian) are
very different for FPR, but not as different for TPR.
Main effects of the factors and methodology on accuracy, variance, and bias measures are
evaluated using and an ANOVA analysis, followed by pairwise t-tests. These results are shown in
Table 3.3. The results also indicated that the most important factors for TPR are n and model.
Methodology is important to the FPR. This may be due to certain methodologies choosing no
positive markers, and thereby having a low FPR. The factor n and methodology are important for
the MSE.
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Figure 3.3: TPR plot for fractional design
Figure 3.4: MSE plot for fractional design
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Table 3.3: ANOVA Table for fractional design
Factor Level
TPR FPR MSE
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3.2.2 Full Factorial Design
After completing an optimal fraction to evaluate the effects of the factors and to compare the
methodologies, a simulation experiment was performed with all 243 combinations. In this simulation,
the thresholds discussed earlier were used. A plot of the number of markers that matched variables
for each pair of methods is displayed in Figure 3.5. We can see from Figure 3.5 that single marker
regression and Bayesian methods (SB) always choose more consistently than the other two pairs.
However, we know that only 6 markers are actually positive. So even though single marker regression
and Bayesian methods choose consistently, they may both be choosing several of the wrong markers.
Figure 3.6 gives the true positive rate for all 243 combinations as the five factors change from “good”
to “bad” then to “very bad” levels. Figure 3.6 indicates that when factors n and model change from
the “good” to the “bad” and “very bad” level, there are important changes to the TPR, while
changes to other factors have much less impact on TPR.
Note that Bayesian methods have a larger TPR than LASSO and single marker regression.
However, Figure 3.7 also indicates that Bayesian methods have the largest FDR and that single
marker regression has the smallest FDR (due to the Benjamini Hochberg [5] threshold used to control
the FDR). Since there was some inconsistency in how the methods compared when considering TPR
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Figure 3.5: Number of Matched Variables for Each Pair (Consistency)
and FPR, a combination of these two measures, the difference in TPR and FPR, is displayed in
Figure 3.8. The conclusion from Figure 3.8 are very similar to the conclusion from Figure 3.3 of the
first simulation. Figure 3.8 indicates that changes in the levels of factors n and model are associated
with large changes in the difference accuracy measures. Changing in the level of rx, ry and data do
not seem to be associated with large changes in TPR, FPR, FDR, and MSE. Another result that
is similar to the first simulation is the relationship of changes in the level of model and changes in
TPR, FPR, FDR, and MSE. The responses are better for the “bad” level than for the “good” level
of model. Again this appears to be due to the fact that all three categories of statistical methods
can detect positive markers in models with interaction terms. ANOVA analysis results can be found
in Table 3.4.
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Figure 3.6: TPR plot for full factorial design
Figure 3.7: FPR plot for full factorial design
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Figure 3.8: FDR plot for full factorial design
Figure 3.9: MSE plot for full factorial design
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Table 3.4: ANOVA Table for full factorial deisgn
Factor Level
TPR FPR DIFF MSE
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3.2.3 Big p
The first two simulations in sections 3.2.1 and 3.2.2 used p = 1000. However, in GWAS,
p can often be much larger, and we already know that the factor n (the n, p relationship) has a
strong relationship with consistency and accuracy of choosing positive markers. To confirm this
relationship, we increased p to 100,000, and set n to be 100, 500 and 1000 as the “very bad” level,
the “bad” level, and the “good” level, respectively. All other factors were set at the “good” level.
Similar figures and conclusions resulted with respect to the n factor. Figure 3.10 shows that for the
TPR for the three methods, LASSO has the largest TPR, while Figure 3.11 shows that LASSO has
the largest FDR. We can also notice that single marker regression has the lowest FDR because of
the Benjamini Hochberg threshold.
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Figure 3.10: NMV plot for big p
3.3 Conclusions
Combining the results from all the simulations, some overall conclusions were reached for
the two objectives. The first objective was comparing the performance of single marker regression,
penalized regression and Bayesian approaches in terms of detecting positive markers. For this
objective we found that the three categories were inconsistent in the choices of positive markers,
and none appeared to be the overall best choice to select all the positive markers. The second
objective was to quantify the impact of several factors that contribute to inability to select the
positive markers. For this objective we found that changes in the factors had important impacts on
marker selection performance characteristics (such as TPR, FPR, FDR, and MSE). We were able
to conclude that the factors n, p relationship and the model complexity have the greatest impact on
the performance of the three categories of statistical methods used in GWAS. The multicollinearity
factor (correlation among markers) has the next greatest impact, while the factors family structure
and data quality had the least impact. We also found that the impacts of the factors were often
quite different among the three categories of methods. The magnitude of the impacts, and even the
direction of the impacts, sometimes changed.
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Figure 3.11: TPR plot for big p
Figure 3.12: FRR plot for big p
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Figure 3.13: MSE plot for big p
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Chapter 4
Implication and Future Research
4.1 Implication
To combine our results from Chapter 2 using the real data sets with what we now know
based on our simulation results from Chapter 3, it seems likely the inconsistency of the bird data
and sorghum data were caused by the factor n, p relationship and model complexity since the large
p and small n of these two data sets. Furthermore because of the n, p discrepancy in the sorghum
data set was much larger than the bird data set, the inconsistency was even worse for the sorghum
data. We can also conclude that even for markers that were consistently chosen in common by
almost all the methods, e.g. M13 for the bird data, there is still a large probability it is the wrong
marker. In Chapter 3, we found that the methods could be most consistent when they were all
wrong, and in fact that this was a more likely occurrence than the methods being all correct. This
not only highlights potential problems with previous studies, but also provides a cautionary example
for biologists trying to validate findings from one method with another (especially when they are
working with traits known to be complex).
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Figure 4.1: An exmaple of ROC curve
.png
4.2 Determining the Proper Thresholds for the Three Cate-
gories of Methods
In Chapter 2 and Chapter 3, we used two different thresholds for the three categories of
methods (Single Marker Regression, Penalized Regression, Bayesian Methods). These two thresholds
were: 1) top 10 markers selected by each method, and 2) Benjamini Hochberg corrections for Single
Marker regression, λ1se for LASSO, and 99th percentile of estimates of negative marker β’s for
BayeA. The first threshold method was used to have a common threshold for each category, and the
second threshold method was used to give each category a reasonable chance of detecting most of
the positive markers. In order to get an optimal chance for methods to detect most of the positive
markers, another approach to developing the thresholds is to use a receiver operator curve (ROC)
to find the optimal point which balances the false positive rate and true positive rate. The ROC
curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at
various threshold settings. ROC analysis provides tools to select possibly optimal models. Figure
4.1 is an example of what a ROC curve looks like. And one method to find the optimal threshold is
to maximize the difference between TPR and FPR.
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4.3 Two Stage Method
From our simulation study chapter, we found that LASSO or BayesA would have a large
TPR, as well as a large FPR, compared to single marker regression. We also found that single marker
regression can maintain the FDR at a very low level. Thus, we could consider a two-step strategy
in GWAS to hopefully detect most of the actual positive markers. Step 1: Use LASSO or BayesA
to choose a set of possible markers (p′). The simulation chapter results suggest this set would likely
contain the actual positive markers and also a large number of negative markers. However, this set
of markers should be much less than the original p, and possibly even less than n. Step 2: Apply
single marker regression (or possibly multiple regression if n > p′) to the p′ markers.
This two step approach has been discussed by several other authors. Meuwissen et al.
performed single marker regression as Step 1 and then multiple linear regression as Step 2. Paul et
al. [35] used supervised principal component analysis as Step 1 and Bayesian LASSO [34] as Step 2.
In Wasserman and Roeder’s two step approach [43] the data are randomly split to two equal sized
parts by individuals. LASSO is performed on the first part of the data (with the cross validation
to select the shrinkage factor) and then single marker regression (or possibly multiple regression) is
used on the second part of the data, but only the p′ markers chosen in the first part are considered.
The impact of the splitting is not clear in this method.
A very interesting direction of future research would be to compare these two step approaches
with all factors at “good” levels and then determine the impact of changing the factors to the “bad”
or “very bad” levels.
4.4 More Methods
We only adopted three representative methods from our three categories methods: single
marker regression, LASSO and BayesA. However, there are many more methods in each category,
such as adaptive LASSO, SCAD and Danzitig for penalized regression methods, Bayesian LASSO,
Bayesian mixed models for Bayesian methods.
Since the initial problem was caused by “big” p, which is the high dimensional data. We
could apply other methods for dimension reduction, such as some machine learning algorithms





Appendix A Unintentional Correlations
As we discussed before in Chapter 3, correlations between SNPs can be a reason causing
existing methods to fail in variable selection. Correlations between SNPs can be divided into “in-
tentional” and “unintentional” correlation in simulation study. “Intentional” correlation means just
setting the correlation coefficient of two correlated SNPs equal r in simulation study while “unin-
tentional” correlation means even though we generate all the SNPs independently, they still can be
correlated somehow by accident. This is reasonable since there are only three possible values (0,
1, 2) for SNPs with sample size n and number of SNPs p. So, how likely they will be correlated
is of interest. In other words, the probability that any two SNPs are correlated and the value of
the correlation coefficient could be of concern. Since we only care about variable selection, we will
mainly investigate the probability that any one SNP is correlated with the significant SNP and the
scale of the correlation.
A.1 Perfect Matching
In extreme cases, two SNPs could be completely equal, and this correlation coefficient is
1. The probability that any one SNP is correlated with an important SNP with 1 is of interest.
Suppose at a certain locus (Locus 1) controlling a phenotype value of interest, there are two alleles
(A, a) resulting in three possible genotypes: AA, Aa, aa. We define a variable M1 as the number
of copies of allele “a” such that M1 = 0 defines genotype AA, M1 = 1 denotes genotype Aa, and
M1 = 2 denotes genotype aa. Assume the probability distribution for allele A and a is Pa = q1,
PA = 1 − q1 and they are independent. Then PAA = (1 − q1)2, Paa = q21 and PAa = 2q1(1 − q1).
Suppose at a second locus (Locus 2) controlling the phenotype value of interest, there are three
possible genotypes BB, Bb and bb. Define variable M2 for the number of copies of allele “b” with
probability distribution: Pb = q2, PB = 1−q2 and PBB = (1−q2)2, Pbb = q22 , PBb = 2q2(1−q2). The
two loci combine to produce nine possible genotypes AABB, AABb, AAbb, AaBB, AaBb, Aabb,
aaBB, aaBb and aabb. This can be extended to number p of loci.
Suppose we have n individuals and p SNPs and assume the genotypes for different individuals
are independent. If SNP M1 is the important SNP that is relevant to the phenotype of interest,
then the probability that genotype of SNP 2 is completely equal to genotype of SNP 1, which we
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will say that they are matching, can be calculated as follows:
P (M1 match M2)
=P (M1 = M2 individual 1)× P (M1 = M2 individual 2)× · · · × P (M1 = M2 individual n)
=[P (M1 = M2)]
n
=[P (M1 = 2 ∩M2 = 2) + P (M1 = 1 ∩M2 = 1) + P (M1 = 0 ∩M2 = 0)]n




(1− q1)2(1− q2)2 + 4q1(1− q1)q2(1− q2) + q21q22
]n
So, similarly, the probability for any SNP i, i = 2, 3, · · · , p, is matching with SNP 1 is
Pi = P (M1 match Mi) =
[
(1− q1)2(1− qi)2 + 4q1(1− q1)qi(1− qi) + q21q2i
]n
, i = 2, 3, · · · , p (1)
Let Si be the event that SNP i is perfectly matching with SNP 1 with success probability
Pi, i = 2, 3, · · · , p, then S = S2 + · · · + Sp is the number of SNPs that is perfectly correlated with
SNP 1, then S is a random variable with expected value E[S] = P2 + · · · + Pp . By the Poisson
Paradigm [2], we can estimate the probability that at least one SNP is perfectly matching with SNP
1 is 0, that is there is no perfect matching.
A.2 Correlation Coefficient Equals r
Next, the probability of at least one of SNP correlated with significant SNP 1 with r (0 <
r ≤ 1) is concerned. However, it is difficult to calculate directly in algebra since the relationship
will be complicated in correlations for SNPs. A simulation study was conducted to estimate this
probability by empirical frequency. By dividing interval (0, 1) into four intervals: (0, 0.25], (0.25, 0.5],
(0.5, 0.75] and (0.75, 1], this probability can be estimated when |r| falls in one of these four intervals
respectively. As we changing n from 10 to 100 and p from 50 to 1000, 1000 of simulations were ran
and empirical mean was calculated. Here, for convenience, we only look at plots of this probability
as n changes for p = 50, 500, and 1000, respectively. Similar graphs can be generated for other
values of p.
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Figure A.1: Probability of at least one SNP correlated with one significant SNP when p = 50 with
r, r ∈ (0, 0.25], (0.25, 0.5], (0.5, 0.75], (0.75, 1] respectively
Figure A.1 — A.4 shows that even though there are some minor differences for different
p, the probability is close to 1 for interval (0, 0.25] and (0.25, 0.5] and it will decrease to 0 rapidly
in (0.5, 0.75] and is approximately 0 in (0.75, 1]. This means medium “unintentional” correlation
does exist with high probability close to 1 while large “unintentional” correlation barely exists with
probability close to 0. We also have another similar simulation for interval [0.2, 0.6] and it indicates
that this “medium” correlation can be at least as high as 0.6. So this proves that “unintentional”
correlation (> 0.6) does exist with high probability between SNPs, but it won’t be very high (< 0.75).
Then whether this amount of “unintentional” correlations will be enough to cause classical and
modern statistical methods to fail will be of concern.
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Figure A.2: Probability of at least one SNP is correlated with one significant SNP when p = 500
with r, r ∈ (0, 0.25], (0.25, 0.5], (0.5, 0.75], (0.75, 1] respectively
Figure A.3: Probability of at least one SNP is correlated with one significant SNP when p = 1000
with r, r ∈ (0, 0.25], (0.25, 0.5], (0.5, 0.75], (0.75, 1] respectively
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Figure A.4: Probability of at least one SNPs is correlated with one significant SNP when p = 1000
with r ∈ [0.2, 0.6]
Figure A.5: Probability of at least one SNPs is correlated with one significant SNP
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Appendix B Intentional Correlations and Family Structure
Our next step is to analyze relationships between estimates and true parameters in the
model. Suppose we have two markers x1, and x2 contributing to the phenotype and we have n
individuals where k individuals are from family 1 and other n − k individuals are from family 2.
Then the true underlying model can be written as:
yi = β0 + β1x1i + β2x2i + γ1z1i + γ2z2i + β12x1ix2i + εi,
where z1i = 1, if 1 6 i 6 k and z1i = 0 otherwise, z2i = 1− z1i, i = 1, 2, · · · , n.
Assume we have p markers for association (p > n) and use single marker regression for
variable selection procedure. We would like to see how is the estimate of marker effects for x1 (β̂1)
is related to β1. We already know that
β̂1 =
∑
(x1i − x1)(yi − y)∑
(x1i − x1)2
and
















β1(x1i − x1) + β2(x2i − x2) + (γ1 − γ2)(z1i − kn ) + β12(x1ix2i −
∑
x1ix2i






(x1i − x1)(x2i − x2)∑
(x1i − x1)2
+ (γ1 − γ2)
∑















(x1i − x1)(εi − ε)∑
(x1i − x1)2
=β1 + β2 Corr(x1,x2) + (γ1 − γ2)
∑
(x1i − x1)(z1i − kn )∑
(x1i − x1)2
+ C,
where C is a constant and
∑
is the summation from i = 1 to i = n.
From the justification above, we can see that, when Corr(x1,x2) 6= 0 or γ1 − γ2 6= 0,
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β̂1 will be a biased estimator for β1 for single marker regression. Thus, considering correlations
among markers or correlations among individuals for model inconsistency and low quality in variable
selection is reasonable.
Appendix C R Code
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####Read Bird Data ########### 
Phenotype = read.table(file = "Phenotype.txt", header = T, stringsAsFactors = FALSE); 
Markers = read.csv(file = "Finches_numeric_impute_1.csv", header = T); 
M = Markers[, -2];  X = t(M[,- 1]); XX = data.frame(rownames(X), X); 
names(XX)[1] =' SampleID'; 
mergedata = merge(XX, Phenotype, by = 'SampleID', all = TRUE, sort = FALSE); 
Y = mergedata$Beakdepth; 
#########single marker regression############## 
p = ncol(X); pValues = numeric(); 
for(i in 1:p){ 
    fm = lm(Y ~ X[, i]) 
    pValues[i] = summary(fm)$coef[2, 4] 
    print(paste('Fitting Marker ',  i ,  '.' , sep = '')) 
} 
result1 = Markers[rank, 1] 
####LASSO##### 
library(glmnet) 
fit1 = cv.glmnet(X, Y, alpha = 1) 
fit2 = glmnet(X, Y, alpha = 1, lambda = fit1$lambda.1se) 
betahat = coef(fit2)[-1] 
id = order(abs(betahat), decreasing = TRUE) 
result2 = Markers[id, 1] 
#####Elastic Net################### 
fit.en1 = cv.glmnet(X, Y,  alpha = 0.5) 
fit.en2 = glmnet(X, Y, alpha = 0.5, lambda = fit.en1$lambda.1se) 
betahat2 = coef(fit.en2)[-1] 
id2 = order(abs(betahat2), decreasing = TRUE) 
result3 = Markers[id2, 1] 
####Ridge Regression### 
fit.RR1 = cv.glmnet(X, Y, alpha = 0) 
fit.RR2 = glmnet(X, Y, alpha = 0,lambda = fit.RR1$lambda.1se) 
betahat3 = coef(fit.RR2)[-1] 
id3 = order(abs(betahat3), decreasing = TRUE) 
result4 = Markers[id3,1] 
########Bayesian Alphabet##### 
N = 12000; n = 2000 
library(BGLR) 
#####BayesRR###### 
ETA1 = list(X = list(X = X, model = " BRR")) 
fmBRR = BGLR(y = Y, ETA = ETA1, nIter = N, burnIn = n) 
a = fmBRR$ETA$X$b 
idxa = order(abs(a), decreasing = TRUE) 
result5 = Markers[idxa, 1] 
###BayesA(Scaled-t prior)### 
ETA2 = list(X = list(X = X, model = "BayesA")) 
fmBA = BGLR(y = Y, ETA = ETA2, nIter = N, burnIn = n) 
b = fmBA$ETA$X$b 
idxb = order(abs(b), decreasing = TRUE) 
result6 = Markers[idxb,1] 
result = cbind(result1, result2, result3, result4, result5, result6) 
#####finding top 10 index and scatterplot###### 
which(result[,1] ==12259347) 
index_simple = c(1:10) 
index_RR = c(1648,67,820,474,1126,900,603,943,736,138) 
index_lasso = c(12,33,1795,4,1,13,603,27,900,143) 
index_en = c(13,12,4,33,1795,1,27,11,603,226) 
index_BR = c(7,13,23,48,3,16,12,4,27,10) 
index_BA= c(12,16,2,7,15,10,5,13,33,6) 
index_GEMMA = c(1,13,4224,274,11,640,2,27,33,99) 
data=cbind(index_simple,index_RR,index_lasso,index_en,index_BR,index_BA,index_GEMMA) 




##########Running Sorghum Data on cluster#################### 
setwd("/home/tianhui/GWAS/") 
.libPaths(c('/home/tianhui/MyRlibs/',.libPaths())) 
#########read data into R###### 
Phenotype = read.csv(file = "BAP_phenotypes.csv", header = T, sep = ",", quote = "\"", 
dec = ".", fill = TRUE); 
Markers = read.table(file = "BAP_impute_numeric.hmp.txt", header = T, stringsAsFactors = 
FALSE) ; 
M = Markers[, -c(1:11)]; X = t(M); XX = data.frame(rownames(X), X); 
names(XX)[1] = 'Taxa'; Y1 = Phenotype[,-3]; 
mergedata1 = merge(XX, Y1, by = 'Taxa', all = TRUE, sort = FALSE) 
newdata1 = mergedata1[1:345, ]; mydata1 = na.omit(newdata1) 
X1 = mydata1[, 2:(ncol(mydata1)-1)]; Y1 = mydata1$height 
#########single marker regression###################### 
p = ncol(X1); pValues = numeric(); 
for(i in 1:p){ 
    fm = lm(Y1 ~ X1[, i]) 
    pValues[i] = summary(fm)$coef[2,4] 
} 
rank = order(pValues); 




fit1 = cv.glmnet(as.matrix(X1), Y1, alpha = 1) 
fit2 = glmnet(as.matrix(X1), Y1, alpha = 1, lambda = fit1$lambda.1se) 
betahat = coef(fit2)[-1] 
id = order(abs(betahat), decreasing = TRUE) 
result2 = Markers[id, 1] 
#####Elatic Net####### 
fit.en1 = cv.glmnet(as.matrix(X1), Y1, alpha = 0.5) 
fit.en2 = glmnet(as.matrix(X1), Y1, alpha = 0.5, lambda = fit.en1$lambda.1se) 
betahat2 = coef(fit.en2)[-1] 
id2 = order(abs(betahat2), decreasing = TRUE) 
result3 = Markers[id2, 1] 
####Ridge Regression########### 
fit.RR1 = cv.glmnet(as.matrix(X1), Y1, alpha = 0) 
fit.RR2 = glmnet(as.matrix(X1), Y1, alpha = 0,lambda = fit.RR1$lambda.1se) 
betahat3 = coef(fit.RR2)[-1] 
id3 = order(abs(betahat3), decreasing = TRUE) 
result4 = Markers[id3, 1] 
########Bayesian Alphabet####### 
nIter = 12000; burnIn = 2000 
library(BGLR) 
set.seed(12345) 
X1 = scale(X1, center = TRUE, scale = TRUE) 
####Bayesian Ridge regression############# 
ETA = list(MRK = list(X = X1, model = 'BRR')) 
fmBRR = BGLR(y = Y1, ETA = ETA, nIter = nIter, burnIn = burnIn, saveAt = 'BRR_') 
a = fmBRR$ETA[[1]]$b 
id5 = order(abs(a), decreasing = TRUE) 
result5 = Markers[id5, 1] 
###BayesA(Scaled-t prior)### 
ETA$MRK$model = 'BayesA' 
fmBA = BGLR(y = Y1, ETA = ETA, nIter = nIter, burnIn = burnIn, saveAt = 'BA_') 
b = fmBA$ETA[[1]]$b 
id6 = order(abs(b), decreasing = TRUE) 
result6 = Markers[id6, 1] 
############save result################ 
result = cbind(result1, result2, result3, result4, result5, result6) 




sims = 4   #number of replication 
p = 1000  # number of markers 
n = c(10, 45, 100)  #number of individual 
lenn = length(n) 
h = c(200, 100, 0)  #number of misimputated marker 
lenh = length(h) 
nIter = 12000; burnIn = 2000 
beta.true = c(0.25, 0.5, 0.75, 1, 2, 5, rep(0, p-6)) 
p.cutoff = c(1:p)*0.05/p 
beta.cutoff = 0.01563455 
r = c(0.8, 0.4) 
lenr = length(r) 
fp1 = fp2 = fp3 = matrix(0, sims, 243) 
tp1 = tp2 = tp3 = matrix(0, sims, 243) 
fdr1 = fdr2 = fdr3 = matrix(0, sims, 243) 
fpr1 = fpr2 = fpr3 = matrix(0, sims, 243) 
tpr1 = tpr2 = tpr3 = matrix(0, sims, 243) 
mse1 = mse2 = mse3 = matrix(0, sims, 243) 
nmv1 = nmv2 = nmv3 = matrix(0, sims, 243) 
s2 = s3 = matrix(0, sims, 243) 
q = runif(p, min = 0, max = 1) 
for(s in 1:sims){ 
count = 1 
    for(i in 1:lenn){ 
        for(j in 1:lenh){ 
            for(l in 1:3){ # loop over cor_x 
                 if(l == 3){ 
                    X = t(matrix(rbinom(n[i]*p, 2, rep(q, n[i])), ncol = n[i])) 
                 } 
                 else{ 
                    Z1 = rnorm(n[i], 0, 1) 
                    Z2 = r[l]*Z1 + rnorm(n[i], 0, sd = sqrt(1 - r[l]^2)) 
                    Z.1 = c() 
                    for(k in 1:n[i]){ 
                   if(Z1[k] < -0.67){Z.1[k] = 0}   
                   else if(Z1[k] >= -0.67 & Z1[k] <= 0.67){Z.1[k] = 1}  
                        else{Z.1[k] <- 2}  
                    } 
                    Z.2 = c() 
                    for(k in 1:n[i]){ 
                    if(Z2[k] < -0.67){Z.2[k] <- 0}   
                    else if(Z2[k] >= -0.67 & Z2[k] <= 0.67){Z.2[k] = 1}  
                    else{Z.2[k] <- 2}  
                    } 
                    Z3 = rnorm(n[i], 0, 1) 
                    Z4 = r[l]*Z3 + rnorm(n[i], 0, sd = sqrt(1-r[l]^2)) 
                    Z.3 = c() 
                    for(k in 1:n[i]){ 
                        if(Z3[k] < -0.67){Z.3[k] <- 0}   
                        else if(Z3[k] >= -0.67 & Z3[k] <= 0.67){Z.3[k] <- 1}  
                        else{Z.3[k] <- 2}  
                    } 
                    Z.4 = c() 
                    for(k in 1:n[i]){ 
                    if(Z4[k] < -0.67){Z.4[k] <- 0}   
                    else if(Z4[k] >= -0.67 & Z4[k] <= 0.67){Z.4[k] <- 1}  
                         else{Z.4[k] <- 2}  
                    } 
                    Z5 = rnorm(n[i], 0, 1) 
                    Z6 = r[l]*Z5 + rnorm(n[i], 0, sd = sqrt(1-r[l]^2)) 
                    Z.5 = c() 
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                    for(k in 1:n[i]){ 
               if(Z5[k] < -0.67){Z.5[k] <- 0}   
                    else if(Z5[k] >= -0.67 & Z5[k] <= 0.67){Z.5[k] <- 1}  
                    else{Z.5[k] <- 2}  
                    } 
                    Z.6 = c() 
                    for(k in 1:n[i]){ 
               if(Z6[k] < -0.67){Z.6[k] <- 0}   
               else if(Z6[k] >= -0.67 & Z6[k] <= 0.67){Z.6[k] <- 1}  
                    else{Z.6[k] <- 2}  
                    } 
                  Z = t(matrix(rbinom(n[i]*(p-6), 2, rep(q[-(1:6)], n[i])), ncol = n[i])) 
                    X = cbind(Z.1, Z.2, Z.3, Z.4, Z.5, Z.6, Z) 
                } 
                for(t in 1:3){# loop over cor_y 
                      if(t == 3){ 
                          mu = rep(0, n[i]) 
                      } 
                      else if (t == 1){ 
       mu = c(rep(5, floor(n[i]/3)), rep(1, floor(n[i]/3)), rep(5, n[i]-2*floor(n[i]/3))) 
                      } 
                      else{ 
       mu = c(rep(4, floor(n[i]/3)), rep(3, floor(n[i]/3)), rep(2, n[i]-2*floor(n[i]/3))) 
                      } 
                       for(m in 1:3){ 
                            if(m ==3){  
                                 Y = mu + 3 + X %*% beta.true + rnorm(n[i], 0, 1) 
                            } 
                            else if(m ==2){  
Y = mu + 3 + X %*% beta.true + X[,1]*X[,6] + X[,2]*X[,5] + 2* X[,3]^2 + rnorm(n[i], 0, 1) 
                            } 
                            else { 
               Y = ((X[,1] + X[,2] + X[,3]) %% 2) * (X %*% beta.true) + rnorm(n[i], 0, 1) 
                            } 
                           idx = sample(7:p, h[j], replace = F) 
                           for(c in 1:p){ 
                                if(c %in% idx){ 
                                id_c  = sample(1:n[i], floor(n[i]/2), rep = F)  
                                X[id_c, c] = X[id_c, c] + 1 
                                X[-id_c, c] = X[-id_c, c] + 2                    
                                } 
                           } 
                           X = X%%3 
                          ###single marker regression## 
                          pValues=c(); beta.hat1 = c();  
                          for(a in 1:p){ 
                                fm = lm(Y ~ X[,a]) 
       if(length(unique(X[,a])) == 1){ 
                                 pValues = c(pValues, 1) 
                                 beta.hat1 = c(beta.hat1, 0) 
       } 
       if(length(unique(X[,a])) > 1){ 
                                 pValues = c(pValues, summary(fm)$coef[2,4]) 
                                 beta.hat1 = c(beta.hat1, summary(fm)$coef[2,1]) 
       }        
                          } 
                          index = order(pValues) 
                          p.sort = sort(pValues) 
                          if(length(which(p.sort < p.cutoff)) == 0 ){ 
                               Positive = 0 
                          } 
                          else{ 
                               Positive = index[which(p.sort < p.cutoff)] 
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                          } 
                          fp1[s,count] = sum(Positive > 6) 
                          tp1[s,count] = sum(Positive <= 6) 
                          fdr1[s, count] = sum(Positive > 6)/length(Positive) 
                          fpr1[s, count] = sum(Positive > 6)/(p - 6) 
                          tpr1[s, count] = sum(Positive <= 6)/6 
                          mse1[s,count] = var(beta.hat1) + sum((beta.hat1 - beta.true)^2) 
                          marker1 = Positive 
                          ##### LASSO with glmnet ###### 
                    cv.fit = cv.glmnet(X, Y, alpha = 1) 
     fit.lasso = glmnet(X, Y, family = "gaussian", alpha = 1, lambda = cv.fit$lambda.1se) 
                         beta.hat2 = coef(fit.lasso)[-1] 
                         fp2[s,count] = sum(beta.hat2[7:p] != 0) 
                         tp2[s,count] = sum(beta.hat2[1:6] != 0) 
                         s2[s,count] = sum(beta.hat2 != 0) 
                         fdr2[s,count] = sum(beta.hat2[7:p] != 0) / max(s2[s,count],1) 
                         tpr2[s,count] = sum(beta.hat2[1:6] != 0) / 6   
                         fpr2[s,count] = sum(beta.hat2[7:p] != 0) / (p - 6)   
                         mse2[s,count] = var(beta.hat2) + sum((beta.hat2 - beta.true)^2) 
                         id.l = order(abs(beta.hat2), decreasing = TRUE) 
                         marker2 = id.l[1:s2[s,count]]   
                         ##########BayesA######################################## 
                         ETA = list(MRK = list(X = X, model = 'BL')) 
                         ETA$MRK$model = 'BL' 
          fmBA = BGLR(y = Y, ETA = ETA, nIter = nIter, burnIn = burnIn,   saveAt = 'BL_') 
                         beta.hat3 = fmBA$ETA[[1]]$b 
                         fp3[s,count] = sum(abs(beta.hat3)[7:p] > beta3.cutoff) 
                         tp3[s,count] = sum(abs(beta.hat3)[1:6] > beta3.cutoff) 
                         s3[s,count] = sum(abs(beta.hat3) > beta.cutoff) 
              fdr3[s,count] = sum(abs(beta.hat3)[7:p] > beta.cutoff) / max(s3[s,count],1) 
                         tpr3[s,count] = sum(abs(beta.hat3)[1:6] > beta.cutoff) / 6   
                         fpr3[s,count] = sum(abs(beta.hat3)[7:p] > beta.cutoff) / (p - 6) 
                         mse3[s,count] = var(beta.hat3) + sum((beta.hat3 - beta.true)^2) 
                         id.b = order(abs(beta.hat3), decreasing = TRUE) 
                         marker3 = id.b[1:s3[s,count]] 
                         nmv1[s,count] = sum(marker1 %in% marker2) 
                         nmv2[s,count] = sum(marker1 %in% marker3) 
                         nmv3[s,count] = sum(marker2 %in% marker3) 
                         count = count + 1 
     #M = rbind(M, c(i,l,t,j,m)) 
                  } 
              } 
          } 
       } 
    } 
} 
#write.csv(M, file = "design.csv") 
result1 = rbind(fdr1, fdr2, fdr3) 
result2 = rbind(fpr1, fpr2, fpr3) 
result3 = rbind(tpr1, tpr2, tpr3) 
result4 = rbind(mse1, mse2, mse3) 
result5 = rbind(nmv1, nmv2, nmv3) 
result6 = rbind(fp1, fp2, fp3) 
result7 = rbind(tp1, tp2, tp3) 
save(result1, file = "fdr.RData") 
save(result2, file = "fpr.RData") 
save(result3, file = "tpr.RData") 
save(result4, file = "mse.RData") 
save(result5, file = "nmv.RData") 
save(result6, file = "fp.RData") 
save(result7, file = "tp.RData") 
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r1 = 0.2 
r2 = 0.6 
rep = 1000 
n = seq(10, 100, by = 10) 
p = seq(50, 1000, by = 50) 
lenn = length(n) 
lenp = length(p) 
sum = matrix(0, ncol = lenp, nrow = lenn) 
for (j in 1:lenp){ 
      q = runif(p[j], min = 0, max = 1) 
      for(i in 1:lenn){ 
  for (k in 1:rep){ 
      X = t(matrix(rbinom(n[i]*p[j], 2, rep(q, n[i])), ncol = n[i])) 
   Cor = cor(X)[1, 2:p[j]] 
   Cor[is.na(Cor)] = 0 
                  c1 = rep(r1, p[j] - 1) 
   c2 = rep(r2, p[j] - 1) 
   sum[i,j] = sum[i,j] + sum(sum(abs(Cor) <= c2 & abs(Cor) > c1) > 0) 
  } 
 } 
} 
prob = sum / rep 
write.csv(prob, file = "appendix1_probb.csv") 
#############read result ######################## 
prob = read.csv(file = "appendix1_prob.csv")[,-1] 
prob1 = read.csv(file = "appendix1_prob1.csv")[,-1] 
prob2 = read.csv(file = "appendix1_prob2.csv")[,-1] 
prob3 = read.csv(file = "appendix1_prob3.csv")[,-1] 
prob4 = read.csv(file = "appendix1_prob4.csv")[,-1] 
par(mfrow = c(2,2)) 
plot(n, prob1[,20], type = "o", lty = 3, col = "red", ylab = "probability", ylim = c(0, 
1), lwd = 2, pch = 1, main = "(0,0.25], p = 1000") 
plot(n, prob2[,20], type = "o", lty = 3, col = "red", ylab = "probability", ylim = c(0, 
1), lwd = 2, pch = 1, main = "(0.25,0.5], p = 1000") 
plot(n, prob3[,20], type = "o", lty = 3, col = "red", ylab = "probability", ylim = c(0, 
1), lwd = 2, pch = 1, main = "(0.5,0.75], p = 1000") 
plot(n, prob4[,20], type = "o", lty = 3, col = "red", ylab = "probability", ylim = c(0, 
1), lwd = 2, pch = 1, main = "(0.75,1], p = 1000") 
par(mfrow = c(2,2)) 
plot(n, prob[,1], type ="o", lty = 3, col = "red", ylab = "probability", ylim = c(0, 1), 
lwd = 2, pch = 1, main = "[0.2,0.6], p = 50") 
plot(n, prob[,10], type = "o", lty = 3, col = "red", ylab = "probability", ylim = c(0, 
1), lwd = 2, pch = 1, main = "[0.2,0.6], p = 500") 
plot(n, prob[,15], type = "o", lty = 3, col = "red", ylab = "probability", ylim = c(0, 
1), lwd = 2, pch = 1, main = "[0.2,0.6], p = 750") 
plot(n, prob[,20], type = "o", lty = 3, col = "red", ylab = "probability", ylim = c(0, 
1), lwd = 2, pch = 1, main = "[0.2,0.6], p = 1000") 
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r1 = seq(0, 1, by = 0.01) 
r2 = seq(0, 1, by = 0.01) + 0.01 
rep = 1000 
n = 100 
p = 50 
lenr = length(r1) 
sum = matrix(-99, ncol = rep, nrow = lenr) 
q = runif(p, min = 0, max = 1) 
for (i in 1:lenr){ 
      for (j in 1:rep){ 
  X = t(matrix(rbinom(n*p, 2, rep(q, n)), ncol = n)) 
  Cor = cor(X)[1, 2:p] 
  Cor[is.na(Cor)] = 0 
            c1 = rep(r1[i], p - 1) 
            c2 = rep(r2[i], p - 1) 
  sum[i,j] =sum(sum(abs(Cor) <= c2 & abs(Cor) > c1) > 0) 
  } 
} 
prob = apply(sum, 1, mean) 
write.csv(prob, file = "appendix1_Prob5.csv") 
#############read result ######################## 
prob1 = read.csv(file = "appendix1_Prob5.csv")[,-1] 
prob2 = read.csv(file = "appendix1_Prob6.csv")[,-1] 
prob3 = read.csv(file = "appendix1_Prob7.csv")[,-1] 
prob4 = read.csv(file = "appendix1_Prob8.csv")[,-1] 
prob1 = stepfun(r1[-1], prob1, f = 0) 
prob2 = stepfun(r1[-1], prob2, f = 0) 
prob3 = stepfun(r1[-1], prob3, f = 0) 
prob4 = stepfun(r1[-1], prob4, f = 0) 
par(mfrow = c(2,2)) 
plot(prob1, lty = 3, col = "red", xlab = "r", ylab = "probability", ylim = c(0, 1), lwd = 
2, pch = 1, main = "n = 100, p = 50") 
plot(prob2, lty = 3, col = "red", xlab = "r", ylab = "probability", ylim = c(0, 1), lwd = 
2, pch = 1, main = "n = 100, p = 100") 
plot(prob3, lty = 3, col = "red", xlab = "r", ylab = "probability", ylim = c(0, 1), lwd = 
2, pch = 1, main = "n = 100, p = 500") 
plot(prob4, lty = 3, col = "red", xlab = "r", ylab = "probability", ylim = c(0, 1), lwd = 
2, pch = 1, main = "n = 100, p = 1000") 
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