ABSTRACT In this paper, we investigate the robust control of multi-motor driving cutterhead system for tunnel boring machines (TBMs) with distributed model predictive control (MPC). By analyzing the working procedures of the induction motor, coupling, reduction gear box, and spur gear, a dynamical model of cutterhead system is established. The model is then represented into a state-space model with additional loads. A sequential and iterative distributed MPC algorithm is established for optimizing the input torques for the driving motors. To design the distributed MPC, the whole system is decomposed into several subsystems according to the distribution of input torques. The future system outputs are predicted by using the system model and the distributed MPC optimizes the input sequence at each time instant in a recursive fashion. The model errors are corrected by comparing the actual outputs and predicted outputs. A sequential and iterative algorithm is proposed to coordinate the distributed MPC controllers. Finally, simulations are carried out to validate the distributed MPC algorithm on torque optimization of cutterhead system in TBMs.
I. INTRODUCTION
TBM is a large-scale underground equipment which is used to excavate tunnels to provide a capacity for water transfer, railway tunnels and mine boring. TBM excavation method is high safety, rapid excavation and low manual labor [1] and can reduce the cost of the project [2] . TBM has become one of the most common tools for tunneling [3] . As shown in Fig. 1 , the main components of a typical TBM are the cutterhead driving system, support and thrust system, auxiliary system. Among them, the cutterhead system undertakes the task of excavating rocks and soil [4] , which plays an important role in TBM.
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The cutterhead driving system is generally driven by three-phase AC asynchronous induction motor [5] . Motor drive system is effective in mechanical design, installation and maintenance. If one of the motor angular velocity is lower or higher than the other motor angular velocity for a long time, the motor will be overheating and probably get damaged [6] . To achieve stability of cutterhead driving, angular velocity control is of crucial importance [7] . Induction motors are difficult to control and not suitable for high dynamic performance applications because of their complex nonlinear dynamics [8] . Vector control provides decoupled control of the flux magnitude and the torque producing current, which is commonly used in asynchronous motor [9] . The local control of induction motor is guaranteed by the high efficient vector control. However, for the cutterhead driving system, due to the varying working environments (such as disturbance, weakness zones or hard/soft rock), inevitable uncertainties and loads change often emerge and has great effects on the performance. It is difficult to decide the torque settings for the vector control under the complex working environments, which is critical for improving the tunneling efficiency of TBM. To the best of our knowledge, the control of TBM cutterhead driving system has not yet attracted wide attentions.
For a cutterhead driving system, model uncertainties and disturbances are inevitable due to the complex tunneling environment, which can severely affect the control performance. MPC is an effective control scheme in practice since it is being able to handle multi-variable, uncertain and constrained systems [10] . The applications of MPC include the chemical processes, power systems, urban traffic systems and irrigation canals [11] . In mechanical design area, MPC also has attracted wide attentions [12] - [14] . However, the applications are limited to simple systems, for example, an effective MPC algorithm was designed for robot manipulators with integral sliding modes generation in [15] . Generally, the diameter of the cutterhead is more than five meters and more than thirty motors are used to drive the cutterhead. The control of these motor-driving cutterhead systems could be very complex. For the large-scale systems, the computation time could be a challenge since the MPC controller is solved online for each sampling time [16] . To address this problem, different kinds of high effective MPC methods have been proposed, i.e., the explicit MPC [17] , the decentralized MPC [18] and the distributed MPC [19] .
Decentralized MPC is one of the approaches to reduce the computational complexity, in which subsystem design local controller independently of each other [20] - [22] . Information exchange is not allowed during the controller design process. Nevertheless, it is known that such a completely decentralized MPC may result in unacceptable control performance, especially when the couplings between subsystems are strong [23] . The centralized and the decentralized MPC are the two design extremes for the control of largescale systems [24] . The centralized MPC structure takes into account all possible interactions and the decentralized MPC ignores them partially or completely. Additionally, both the decentralized and the centralized MPC structures allow no information communication between subsystems [25] .
An alternative control method for the large-scale systems is distributed MPC structure [26] - [29] . The distributed MPC can preserve the topology of centralized MPC and flexibility of decentralized MPC and at the same time may offer a nominal closed-loop stability guarantee [30] . The distributed MPC techniques require decomposing the entire plants into subsystems and solving each subsystem with coordination to reach a global control performance. The performance of the cooperative distributed MPC algorithm is better than fully decentralized MPC when the interactions among the subsystems are strong [18] , [31] , [32] . With the ability to deal with system constraints, model uncertainties and disturbance, it can be expected that distributed MPC can be used to control the cutterhead system of TBM effectively. In general, there are two different approaches to handle the distributed MPC problems. The first one is based on tube based control [33] . This approach attempts to reach the centralized MPC performance via communicating with other subsystems [34] . The second approach is known as parallel distributed MPC, in which each subsystem cooperates to obtain a consensus [35] . For example, an effective distributed MPC algorithm was presented for nonlinear systems with asynchronous and delayed measurements in [36] ; A distributed MPC was investigated for local and global constrained systems in [37] ; For the communication for the distributed MPC, the tolerant to communication loss was discussed in [38] and [39] .
In this paper, a distributed control structure is presented for multi-motor driving cutterhead system of TBM, which integrates sequential and iterative distributed MPC strategy with torque allocation technique. The paper presents a detailed and complete dynamic modeling process, and a state-space linear model form is further derived. To design the distributed MPC, the future system outputs are predicted by using the system model; Based on the predicted outputs, the MPC controller optimizes the input sequence at each time instant in a recursive fashion; The model errors are corrected by comparing the actual outputs and predicted outputs. Finally, a distributed MPC structure is proposed for optimizing the motor torques to address synchronous control scheme.
The remainder of this paper is organized as follows: in Section 2, modeling procedures of TBM cutterhead system are presented; The sequential and iterative distributed MPC structure is proposed in Section 3. The simulation results are given in Section 4 and Section 5 concludes this paper.
II. MODELING OF TBM CUTTERHEAD SYSTEM
In this section, a linear dynamic model of TBM cutterhead driving system is built by analyzing the procedures of induction motor, coupling, reduction gear box and spur gear. The model description follows from [5] and forms the background of the control problem. The cutterhead geometry for driving motor i is given in Fig. 3 .
The multiple active pinions mesh the center passive large gear, which is multi-gear transmission structure. Each active pinion is driven by an induction motor. The electrical magnetic torque of the induction motors is synthesized via multigear transmission structure. The large gear and cutterhead have the same rotary angular speed since the large gear and the cutterhead are rigidly connected. The induction motor's speed is reduced by the reducer to amplify the output torque.
For driving motor i(i = 1, · · · , n), the electrical magnetic torque balance equations can be established as:
where 
where
The input-output relationships of the ith reducer can be described as follows:
where q is the transmission ratio of reducer i; θ p,i denotes the angular displacement of ith after the reducer i.
The torque balance equation of the ith pinion is given as:
where k t,i , c t,i respectively denote the mesh torque coefficients of ith pinion and gear; θ m denotes the angular displacement of large gear; i m,i is the gear transmission ratio; k t,i , c t,i and e i (t) are period time-varying parameters that can be expressed as the Fourier series [5]
where k 0 , c 0 and e 0 are average mesh stiffness, mesh damping ratio and transmission error respectively; f z is the meshing frequency; φ k i , φ c i , φ e i represent the phase angles of mesh stiffness, mesh damping ratio and transmission error; and [5] 
represents the relative backlash; i b is the backlash of the ith gear pair.
The torque balance equations of large gear are obtained as:
where T L is total load torque. The load torque has great influence on the cutterhead driving system. During the operation, if the load torque is larger than the maximum designed driving torque of the cutterhead, the cutterhead components could be damaged.
From (1)- (12), we have:
where i = 1, 2, · · · , n and
Due to the period time-varying parameters k t,i , c t,i , e i (t) and the multi-sector nonlinear factors ϕ i , β i , the nonlinear models (13)- (14) are not directly suitable for a model based controller design, as e.g., MPC. To reduce the model complexity, the following assumptions are considered [5] , [40] :
(i) The backlash is generally very small and has litter effect on the motor output. When the backlash of the ith gear pair i b = 0, we have ϕ i = 1 and 
w p,n w m T , the state space form of cutterhead system model is obtained as follows:
where A 11 = B 11 = C 11 = 0 (n+1)×(n+1) and 
Then, the generalized linear dynamic model of the cutterhead system is established.
To test the established system model, testing simulations are given. Since the load torque has great influence on the cutterhead driving system, different loads T L = 0 kN·m, T L = 500 kN·m, T L = 1500 kN·m are considered respectively. The torques are set as constant T e,i = 900 N·m and n = 4. The parameters are selected from [5] and shown in Table 1 the different loads will results in different steady output speeds. The outputs of the nonlinear system and linear model are compared under T L = 100 kN·m. The result is tested in Fig. 6 , demonstrating that the responses of the two models are very similar, which means that the model (15) can be used for optimizing the torques if we design a robust controller.
Remark 1: It is noted that the torques of the induction motors T e,i , i = 1, · · · , n should be strictly limited to ensure the safety of the boring processes. The system will be shut down immediately when the torque exceeds 80% of the nominal torque T N e,i for more than five seconds or exceeds T N e,i . Thus, the constraints are mainly on the inputs T e,i . That is 0 ≤ T e,i ≤ 0.8 * T N e,i with i = 1, · · · , n. Remark 2: The control problem of the cutterhead system becomes: how to decide the electrical magnetic torques of the induction motors T * e,i , i = 1, · · · , n, so that the cutterhead system can successfully track the expected w * m subject to the load disturbances and system constraints.
Remark 3: Due to the uncertain excavation environment underground, the loads acting the cutterhead change frequently. The random load disturbances are described as T L = 90 * [1 + 0.25 * (2 * rand − 1)] kN· m, which means that the load changes around 90 kN· m with ±25% fluctuant of load disturbances. The load disturbances make the speed tracking control critical difficult. A robust control method is necessary for the TBM cutterhead system to handle the robustness issue under complex excavating environment.
Remark 4: The dimensions of the cutterhead system model will increase with increasing number of the driving motors. The control of the motor-driving cutterhead system could be very complex. The computation time could be a challenge if we directly apply the MPC method. Thus, we consider the tracking problem of cutterhead system with distributed MPC. The advantages are: (1) The computational burden will be reduced by designing distributed MPC controllers compared with the centralized MPC; (2) The flexibility and robustness of the control system will be improved.
Remark 5: A multi-layer control structure is considered with distributed MPC tracking layer and PID control layer: (1) the expected output speed w * m of the cutterhead system is given by the Real Time Optimization (RTO) layer; (2) the electrical magnetic torques of the induction motors T * e,i , i = 1, · · · , n are optimized by distributed MPC in the supervisory control layer and given as the setpoints of the regulatory control layer; (3) the regulatory control layer (local PID control) of induction motors is designed for tracking the setpoints received from distributed MPC.
III. CONTROL STRAGEGY
The TBM cutterhead system control problem can be reduced to control of discrete-time, linear system:
The nominal system model is written as
The nominal system model is used to predict the future dynamics of the system. Taking the model uncertainties and disturbances into account, a robust feedback control law u k = F k x k should be given. At each time instant, all the control inputs are computed simultaneously. The conventional MPC algorithm requires on-line optimization, in which computational complexity can become a challenge when applying MPC to the cutterhead systems with fast response times. Motivated by the deficiency of the centralized MPC algorithm, we propose a distributed MPC scheme for the cutterhead system in TBMs.
A. DISTRIBUTED MPC STRATEGY
In distributed MPC scheme, model (16) is represented as:
where Q ∈ R n , R i ∈ R m i and R j ∈ R m j respectively denote the weighting matrices of states, ith inputs, and jth inputs. The term P i,f x i,k+N |k = x T i,k+N |k P i,k x i,k+N |k with P i,k = P T i,k > 0 is a suitably chosen terminal cost coefficient to ensure the closed-loop stability [42] .
Minimizing J i,k without imposing other restrictions is not attractive, since it requires an infinite number of degrees of u i,k+l|k , ∀l ≥ 0. To avoid this problem, the parameterization of the input is switched to a state feedback law beyond the control horizon N :
The input constraints as described in Remark 1 can be described as follows:
where U i is equal to polyhedral set
. Then, N step forward predictions of states are obtained as follows:
; U j,k refer to the control action received from the neighbor subsystem and
. . .
At time interval k, obtain the ith subsystem's input by solving the following optimization problem:
Lemma 1: By solving the following quadratic programming optimization (QP) problem, the distributed MPC controller can be obtained:
where the positive define matrix H i has the following form
and matrix f i has the following form (27) For the system without constraints, an analytical solution can be obtained as follows:
The first input in U * i,k|k can be represented as
Proof: Substituting (23) into J i,k|k , we have:
Then, the optimization problem (24) is represented as a standard quadratic programming optimization problem (25) . This completes the proof. Generally, we consider the tracking control of cutterhead system, the control objective is to steer the output speed of cutterhead to the time-varying expected speed ω r m under different excavating conditions. Then, the optimization problem (25) is generally transformed into the tracking MPC with the tracking performance index (30) where Q y ∈ R n y , R i,y ∈ R m i , R j,y ∈ R m j denote the weighting matrices of states and inputs, respectively; y r k+l|k represents the set-points of the cutterhead system, generally y r k+l|k = ω r k+l|k . The prediction horizon H P is typically chosen in a way that the main dynamic behavior of the system can be covered. H P step forward predictions of states can be represented as follows:
where L y y k − y k|k−1 accounts for unmeasured disturbance and the difference between the nominal model (17) . . .
. . . 
B. SEQUENTIAL AND ITERATIVE ALGORITHM
Note that there are couplings in the (23) when solving the optimization problem (25) . We introduce a sequential and iterative algorithm to coordinate the distributed MPC controllers. As shown in The computation time will increase with increasing iterations. Hence, there is a trade-off between computation time and the control performance. Compared with the parallel distributed MPC algorithms [28] and [35] in which all the feedback laws obtained at the same time, the proposed sequential and iterative method is more easy to achieve better control performance with less iterations. This is due to the fact that the controller u down i,k of the downstream subsystems is solved not only based on the initial guesses, but also based on the real control input u up i,k of upstream. However, the parallel distributed MPC are based on the initial guessed controllers of the neighbor subsystems.
Remark 6: The communications are required to transmit the control actions U j,k|k of the neighbor subsystems at each time interval. Based on the neighbor U j,k|k , the agent is able to solve the local controllers. A key component of the distributed MPC is the exchange of controller information at each time interval. The exchange is required for one or several times at every time interval.
C. FEASIBILITY AND STABILITY
Next, the feasibility and the stability are discussed. 
If (33) or p = p m,k is satisfied, go to step 5; Otherwise, update the distributed controllers with u
i,k and set p = p + 1, go to step 2; 4: The optimal control action u 1,k , u 2,k , · · · , u M ,k are applied to the plant. 5: Set k = k + 1 and go to step 1.
Theorem 1:
The distributed MPC controllers obtained by solving the Algorithm 1, can ensure the stability of the closedloop system if P i,f (·) satisfies
Proof: The feasibility is ensured if there exists a feasible solution at the initial time interval [43] . Let
represents the optimal solution of (25), x * k+l|k represents the corresponding state and J * i,k denotes corresponding cost function at time k. A candidate input sequence at time interval k + 1 is
is used to denote the performance index at time interval k + 1. Then, we get:
Thus, the controllers solved in Algorithm 1 can ensure the closed-loop stability if (34) holds. This ends the proof.
Condition (34) is a general condition to ensure the closedloop stability of distributed MPC. We select
where (34) is automatically satisfied [42] .
IV. SIMULATIONS
In this Section, we give simulations to test the effectiveness of the proposed distributed MPC with sequential and iterative coordination algorithm.
A. SIMULATION SETUP
It is assumed that there are four driving motors (n = 4). To derive the torque optimization for multi-motor driving cutterhead system of TBM using distributed MPC, model (16) is represented with system matrices: A 11 = B 11 = C 11 = 0 5×5 ,
The driving system is decomposed into two subsystems based on the control inputs with subsystem 1: T e,1 , T e,2 and subsystem 2: T e, 3 , T e, 4 . The corresponding input matrices are obtained as:
Then, the distributed form (18) of cutterhead is constructed and ready for distributed MPC design.
The parameters of cutterhead systems used in this simulation follow form [5] and are shown in Table 1 Then, the QP solver quadprog function in MATLAB is used to solve the T * e,i . The required speed is given by the operator by evaluating the excavating environment. The angular velocity of cutterhead system is tracked under distributed MPC. The distributed MPC controllers provide the setpoints T * e,i for the local PID control layer. The following three cases are discussed in the simulation: -SET 1: The operation data of 'Yin Song Water Supply Project' in China is used to test the proposed torque optimization of cutterhead system using distributed MPC. The given expected output speed ω m is used as the settings of the cutterhead system and measured load is injected into the plant to test the performance; -SET 2: The speed of cutterhead is required to track the given trajectories under the control constraints. 
B. SIMULATION RESULTS
For SET 1, the angular velocity is used as the set-point of the cutterhead system. The load is applied to the system as the additional measurable input. The results are compared with the parallel distributed MPC method. The tracking performance is shown in Fig. 8 and the controller are shown in Fig. 9 . The results show that, by using distributed MPC with two iterations, the angular velocity of TBM cutterhead system is well tracked. For the parallel distributed MPC method, since controllers of neighbor subsystems are based on the initial guessed ones, the performance with only two iterations are not enough to ensure the tracking the expected trajectories. This shows that the proposed sequential and iterative method is more easy to achieve better formance with less iterations. For SET 2, the distributed MPC method is implemented with one iteration and three iterations, respectively. The desired speed ω * m tracking performances are shown in Fig. 10 , demonstrating the good tracking performance of cutterhead system under distributed MPC. It is found that the tracking error could be 0.1 r/min when the distributed MPC is implemented with only one iteration, which is not acceptable in practice. The proposed distributed MPC controller with three iterations can achieve very small tracking errors, which indicates that the proposed distributed MPC controller can meet the speed control performance requirement in this situation.
For SET 3, simulations are further tested with persistent load disturbances T L = 90 * [1 + 0.25 * (2 * rand − 1)] kN · m added to the cutterhead system. Similarly, the distributed MPC is implemented with three iterations. The simulation results are compared with the decentralized MPC method where the couplings are not considered in the controller design. The results are presented in Fig. 11 and show that the tracking errors meet the requirements under the distributed MPC tracking control, which demonstrate the robustness of the controller to persistent load disturbances. The tracking errors with distributed MPC is much better than the fully decentralized MPC method. The results also show that the constraints 0 ≤ T e,i (i = 1, 2, 3, 4) ≤ 1500 N · m of driving torques are all satisfied and the tracking error is acceptable.
V. CONCLUSION
This paper presents the torque optimization framework for multi-motor driving TBM cutterhead system with distributed MPC. A linear dynamic model of TBM cutterhead system is established. A sequential and iterative distributed MPC is proposed for optimizing the input torques of the driving motors. The testing results show the effectiveness of the proposed distributed MPC framework.
