Abstract. Let R be a commutative ring with identity. An edge labeled graph is a graph with edges labeled by the ideals of R. A generalized spline over an edge labeled graph is a vertex labeling by the elements of R, such that the labels of adjacent vertices agree modulo the label associated to the edge connecting them. The set of generalized splines has a ring and R-module structure. We show the existence of flow-up bases for generalized spline modules on any edge labeled graph over principal ideal domains by using a new method based on trials of a graph. We also give an algorithm to determine flow-up bases on arbitrary ordered cycles over any principal ideal domain.
Introduction
Classical splines are piecewise polynomial functions defined on polyhedral complexes that agree up to a smoothness degree at the intersection of faces. They are used in many areas related with industry, computer based animations and geometric design. Classical spline theory is studied by many mathematicians as Alfeld [1] , Schumaker [12] , Billera [2, 3, 4] , Rose [4, 10, 11] and Schenck [12] . While classical splines are defined on polyhedral complexes, generalized splines are defined on edge labeled graphs (G, α) with a base ring R, where G is a graph and α is an edge labeling function, introduced by Gilbert, Polster and Tymoczko [7] . Billera and Rose [3] introduced a description of classical splines in terms of dual graph of a polyhedral complex. Many others used Billera and Rose's approach. This is the starting point of generalized spline theory. The set of generalized splines on an edge labeled graph has a ring structure and R-module structure as in the case of classical splines. Here we study the module structure of generalized splines.
The main problem of the theory of generalized splines is to determine whether the module structure is free or not, and if so, to characterize the bases of the generalized spline modules. If R is a principal ideal domain, then the generalized spline module R (G,α) has a free R-module structure independently of the graph type. Also if G is a tree, then R (G,α) is free independently of the base ring. In this paper we refer to generalized splines as splines A special type of splines, which is called flow-up classes, is a useful tool to find module bases for R (G,α) . Flow-up classes are first introduced on cycles by Handschy, Melnick and Reinders in 2014, [8] . They studied integer splines and showed the existence of flow-up classes on cycles over Z. They also proved that the smallest flow-up classes exist and formed a basis for Z (Cn,α) . The smallest leading entries of flow-up classes have a big role to determine a basis. In [6] , Bowden and Tymoczko showed not only the existence of a certain flow-up classes for any graph over the quotient ring Z/mZ but also proved that these flow-up classes form minimum Zmodule generators. In [9] , Philbin and the others studied splines on any connected graph and gave an algorithm to find a minimum flow-up generating set for Z/mZ (Cn,α) . They also extended some of their results to Z (Cn,α) .
In this paper we introduce a method to determine the smallest flow-up classes on arbitrary graph over a principal ideal domain by using special trials, which is a new approach compare to Bowden and Tymoczko in [6] . If R is not a PID, then R (G,α) may not have any flow-up basis even if it is free. We give an example to illustrate this fact in Section 3.
In the last section we give an algorithm to determine flow-up bases on arbitrary ordered cycles over principal ideal domains as an application of our trial method.
Generalized Splines
In this section, we give some basic definitions and properties of generalized splines.
Definition 2.1. Let G = (V, E) be a finite graph, R be a commutative ring with identity and α : E → {ideals in R} be a function that labels the edges of G with ideals in R. We call the pair (G, α) as an edge labeled graph. The ring R is called the base ring.
Each edge of (G, α) is labeled with a generator of the ideal I when the corresponding ideal I is principal. Throughout the paper we assume that G is a simple and connected graph.
Definition 2.2.
A generalized spline on an edge labeled graph (G, α) is a vertex labeling F ∈ R |V | such that for each edge v i v j ∈ E, we have
where f i denotes the label on vertex v i . The collection of all generalized splines on a base ring R over the edge labeled graph (G, α) is denoted by R (G,α) .
From now on we refer to generalized splines as splines. Let (G, α) be an edge labeled graph with n vertices. We denote the elements of R (G,α) by column matrix notation with ordering from bottom to top as follows:
We also use vector notation as
Example 2.3. Let (G, α) be as the figure below: Figure 1 . Example of generalized spline A spline over (G, α) can be given by
If we label all vertices of (G, α) by a fixed r ∈ R, we get a spline since the difference on every edge is zero. We call such splines as trivial splines. Let e ij be the edge that connects the vertices v i and v j . If α(e ij ) = 1, then spline condition on e ij holds for any
We introduce a special type of splines, which is called flow-up classes, is a useful tool to find R-module bases for R (G,α) below. 
It can be easily observed that flow-up classes for all i exist. To see this, let L be the product of all edge labels on (G, α). For all 1 ≤ i ≤ n, define a labeling on the vertices of (G, α) with f j = 0 for j < i and f t = L for t ≥ i. Hence the resulting labeling gives an element of F i . This construction of flow-up classes is very trivial and not so useful. We will give another method to construct special types of flow-up classes.
The next theorem shows the importance of flow-up classes.
Theorem 2.6.
[5] Let R be integers and (G, α) be an edge labeled graph with n vertices. The following are equivalent:
. . , g n ), the entry g i is a multiple of the entry
Proof. See Theorem 3.1 in [5] . Theorem 2.6 shows that the leading entries of flow-up classes has a big role to determine whether a set of flow-up classes forms a basis or not. We define certain trials to determine such leading entries in the next section.
Existence of Special Flow-up Classes
Let the base ring R be a principal ideal domain. In this section we introduce special trials to determine the smallest leading entries of flow-up classes. We show that we can construct flow-up classes with smallest leading entries when the base ring is a PID.
3.1. Trials. Definition 3.1. Let (G, α) be an edge labeled graph with n vertices. A trial is a sequence of vertices and edges
We use the notation p (i,j) for the greatest common divisor of edge labels on p (i,j) and [ ] for the least common multiple. We denote the set of greatest common divisors of edge labels on v j -trials of v i by p
. Example 3.2. Let (G, α) be the edge labeled graph in Figure 3 and (0, 0, f 3 , f 4 , f 5 ) ∈ F 3 . The red and blue arrays illustrates the zero trials of v 3 . The zero trials of v 3 are listed below:
As an example of above notation, p
Consider the spline conditions induced by zero trials. For instance, for the zero trial l 7 l 4 , we have the following conditions.
It implies that
This holds also for other zero trials of v 3 .
This observation leads us to the following proposition. Proposition 3.3. Let (G, α) be an edge labeled graph with n vertices and let
. . , f n ) ∈ F i with i > 1 on an edge labeled graph with n vertices. Let v j be a vertex with j ≥ i and let p
In general, we may not find a flow-up class
. If such a flow-up class exists, then f i is called the smallest leading entry of the elements of F i . If i = 1, then we can set the smallest leading entry of the elements of F 1 as 1. Notice that the smallest leading entry satisfies the condition in Theorem 2.6 (b) for all i. As we will prove at the end of this section; we can always construct flow-up classes F (i) ∈ F i with the smallest leading entry if the base ring R is a PID. So in this case, zero trials are sufficient to determine the leading entries. For j > i they are not enough to determine the other entries f j of a flow-up class F (i) . In order to illustrate this fact, consider the following example.
Example 3.5. Let (G, α) be an edge labeled graph as in Figure 4 and let F (3) = (0, 0, g 3 , g 4 , g 5 , g 6 , g 7 ). We try to determine the entries of Figure 4 . Examle 3.5
Zero trials of v 3 are l 4 , l 5 l 3 and l 5 l 2 . So by Proposition 3.3,
and the smallest value for g 3 = x − 2, 1, 1 = x − 2. Now we try to determine g 4 by zero trials. Zero trials of g 4 are l 2 , l 3 and l 5 l 4 . So
Here
While determining entries of a flow-up class
. Then we determine f i+1 , . . . , f n inductively by considering trials to vertices with smaller indices. The following two lemma show that we do not have to consider all v j -trials of a vertex v k to determine f k with i ≤ k. 
Proof. It is clear that (p
. Hence the spline condition from p (i,j) 2 is already satisfied by the spline condition from p (i,j) 1 and we do not need to consider p (i,j) 2 . Lemma 3.7. Let (G, α) be an edge labeled graph and let p (i,j) be a v j -trial of v i with j < i. If there exists a vertex v k on p (i,j) with k < j then it is sufficient to consider the trial
Proof. We show that
As the main theorem of this section, we prove the existence of flow-up bases for R (G,α) when the base ring R is a PID. Theorem 3.8. Let (G, α) be an edge labeled graph with n vertices and the base ring R be a PID. Let v i be a vertex of G with i > 1 and the vertex labels f j = 0 for all j < i.
, then there exists a flow-up class
. We want to show the existence of f i+1 , . . . , f n . We can assume that G is connected. Otherwise we consider each connected components of G seperately.
We prove by induction. In order to see the existence of f i+1 , we have to consider the following modular equations:
We know that by Chinese Remainder Theorem, there exists f i+1 satisfying these equations if ( * , * * ) divides f i . To see this, let ( * , * * )
and hence
Here p (i+1,0) is a zero trial of v i+1 and p (i+1,i) is a v i -trial of v i+1 . So the union of these trials p (i+1,0) ∪ p (i+1,i) is either a zero trial of v i or contains a zero trial of v i , say
. In order to see this, notice that one can go from v i to v i+1 by p (i+1,i) and then goes from v i+1 to 0 by p (i+1,0) . The union of these trials may contain cycles; so in this case, the union itself is not a zero trial of v i , but contains a zero trial of v i . So the number of edges of p (i+1,0) ∪ p (i+1,i) ≥ the number of edges of p
Since p j α j is chosen arbitrary, we have p j α j f i for all 1 ≤ j ≤ m and hence
Thus we conclude the existence of f i+1 . Moreover, f i+1 is unique up to modulo [ * , * * ], so we can set f i+1 as smallest relative to f i . Now assume the existence of f i+2 , f i+3 , . . . , f n−1 by induction hypothesis. In order to see the existence of f n , we consider the following modular equations
. . .
By Chinese Remainder Theorem, there exists f n satisfying these equations if
To see Equation 3.1 holds, first take a factor p α of L j , L 0 and see
is either a zero trial of v j or contains a zero trial of v j . Hence one can conclude that Equation 3.1 holds by the same observation as in the proof of the existence of f i+1 . Similarly, notice that if p (n,j) and p (n,k) are v j and v k -trials of v n respectively with j, k ∈ {i, i + 1, . . . , n − 1}, then p (n,j) ∪ p (n,k) is either a v j -trial of v k or contains a v j -trial of v k . So it can be shown that Equation 3.2 holds by taking a factor of L j , L k and the same observation. Thus we conclude the existence of f n .
Finally, we show that this construction yields a spline. Let v i , v j be two adjacent vertices of G. Without loss of generality assume that i < j. Here the edge e ij is a v i -trial of v j . By construction, we have
Thus we get a flow-up class
. Corollary 3.9. Let (G, α) be an edge labeled graph with n vertices. If the base ring R is a PID, then there exist flow-up basis {F (1) , . . . , F (n) } where
for 1 < i ≤ n and F (1) = (1, . . . , 1).
Proof. It follows directly from Theorem 2.6.
We conclude that if R is PID, then we can construct flow-up basis for R (G,α) . But if R is not a PID, then R (G,α) may not have a flow-up basis even it is free. The following example illustrates this case. We can compute R-module generators of R (G,α) by Macaulay2 as
Here since |G| = |V (G)|, then we can conclude that R (G,α) is a free R-module. We also check the freeness of R (G,α) by Hilbert series. Hilbert series P(R (G,α) , t) is computed by Macaulay2 as follows:
Since there exists no negative coefficients in the numerator of P(R (G,α) , t), we can conclude that R (G,α) is a free R-module. But there is no flow-up basis for R (G,α) , because we cannot find any flow-up class F (2) ∈ F 2 with smallest leading entry.
Spline modules on trees always have a flow-up basis even R is not a PID. For a detailed proof of this fact, see Theorem 4.1 in [7] .
In the next section we give an algorithm to determine flow-up classes on arbitrary ordered cycles.
Flow-Up Classes on Arbitrary Ordered Cycles
Bowden, Hagen, King and Reinders studied flow-up classes on ordered cycles over Z in [5] . They gave explicit formulas for the entries of flow-up classes with smallest leading entry on ordered cycles. In this chapter we first give the result of Bowden, Hagen, King and Reinders. Their result does not hold for arbitrary ordered cycles. Then we give an algorithm to determine the entries of flow-up classes with smallest leading entry on arbitrary ordered cycles.
In this section we assume that the base ring R is a PID. Before start to talk about flow-up classes on cycles, we first illustrate ordered and arbitrary ordered cycles with Figure 6 . The following theorem is given for ordered cycles in [5] .
. . , f n ) has entries as follows:
Proof. See Definition 4.1 and Theorem 4.2 in [5] .
Bowden, Hagen, King and Reinders showed that the vector F (k) ∈ Z (Cn,α) and then they proved that the set {F (1) , . . . , F (n) } form a basis for the set of splines on (C n , α) where F
(1) = (1, . . . , 1). They used the fact that on an ordered cycle all entries of a flow-up class can be determined by two modular equations in Equation 4.1. If
is an i-th flow-up class on an ordered cycle, then for k = i the leading entry f i = l i−1 , (l i , . . . , l n ) and the other entries f k (k > i)can be determined inductively by the following two modular equations.
We will give a method to determine the entries of a flow-up class with the smallest leading entry on an arbitrary ordered cycle. We first give an algorithm which simplifies the computations. on the new cycle and determine the other vertex labels on the new cycle by ascending order of indices.
As a result of Algorithm 4.2, we reduce the problem of finding the entries of a flowup class on C n to a cycle with one single zero labeled vertex. The next proposition illustrates that it is sufficient to consider two trials to determine the entries of a flow-up class on an arbitrary ordered cycle.
Let F (4) ∈ F 4 . The nearest left and right zero labeled vertices to v 4 are v 1 and v 3 . By Algorithm 4.2, we first connect v 1 and v 3 . This gives us two new cycles. We consider the cycle which does not contain v 4 . Then we label the vertices of this cycle by zero. In this case, f 5 = f 7 = 0. We can also turn the cycle that contain v 4 into a 4-cycle by combining v 1 and v 3 as in Figure 8 . We fix f 4 = [8, (9, 6, 5)] = 8 by zero trials. For f 6 , we have f 6 ≡ 2 mod 3 f 6 ≡ 0 mod 5.
We know the existence of f 6 by Theorem 3.8. Then 
