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Samenvatting
Op zoek naar nieuwemanieren van rekenen
Computers zijn vandaag de dag alomtegenwoordig. Terwijl de
vraag naar meer rekenkracht gestaag stijgt, lijkt de werkelijke
toename in rekenkracht te verzwakken sinds het midden
van de jaren 2000. Een bijkomend probleem is het stijgende
stroomverbruik dat gepaard gaat met de enorme hoeveelheid
rekenwerk die dagelijks wordt verricht. Daarom is het de moeite
waard onderzoek te doen naar nieuwe, hoogperformante, maar
vooral energie-efficiënte manieren van rekenen. Het brein van
een zoogdier kan worden beschouwd als een natuurlijk model
voor zoʼn computer. De laatste jaren heeft reservoir computing,
een op de hersenen geïnspireerd computerparadigma, aan
belang gewonnen als een nieuwe benadering van het berekenen
op een brede variëteit van fysieke materialen.
Bij physical reservoir computing wordt een fysiek dynamisch
systeem gebruikt om een bepaald tijdsignaal om te zetten
in een aantal tussensignalen. Wanneer deze tussensignalen
worden gecombineerd door middel van een geoptimaliseerd
readoutmechanisme, kunnen ze nuttige berekeningen uitvoeren.
De aangeleerde combinatie van tussenliggende signalen
benadert een gegeven gewenst signaal en veralgemeent
deze benadering tot eerder ongeziene gegevens. Photonic
reservoir computing, waarbij een lichtsignaal door optischemedia
verspreid wordt, is een van deze kandidaat-technologieën voor
hoogperformante, energie-efficiënte manieren van rekenen.
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Photonic reservoir computing, waarbij tussensignalen gegenereerd
worden via een netwerk van vertragingsleidingen, splitters en
combiners op een optische chip, heeft veelbelovende resultaten
laten zien als een opkomende technologie, in het bijzonder op
het gebied van optische telecommunicatie. Helaas wordt het
geplaagd door een reeks problemen die het ervan beletten om op
te schalen naar grotere en meer gecompliceerde taken met be-
houd van hun gunstige eigenschappen op het gebied van laag ver-
mogen/hoge bandbreedte. Terwijl integrated photonic reservoirs
oorspronkelijk zijn geïntroduceerd met een elektrische readout,
verbruiken opto-elektrische conversies stroom en beperken ze
de bandbreedte van het reservoir aanzienlijk. Momenteel worden
er inspanningen geleverd (bv. via het H2020 PHRESCO-project)
omvolledig optische readouts te construeren. Aangezien optische
signalen op een geïntegreerde chip op zich niet waarneembaar
zijn, is het trainen van een dergelijke geïntegreerde optische rea-
dout niet eenvoudig.
Er moeten alternatieve methoden worden gevonden
om geïntegreerde optische readouts te trainen, waarbij
zowel rekening moet worden gehouden met de beperkte
waarneembaarheid van het signaal als met het feit dat eventuele
analoge gewichten een eindige precisie hebben en niet tot in
het oneindige kunnen worden afgesteld. Hoewel een efficiënt
getrainde optische readout een belangrijke stap zou zijn in
de richting van hoogperformante, energie-efficiënte optische
berekening, blijven er uitdagingen bestaan die verhinderen
dat photonic reservoir computing op grote schaal kan worden
gebruikt. Fysieke verliezen en ontwerpcriteria vormen een extra
beperking bij het vergroten van de reservoirs op de chip. De
haalbare grootte van photonic reservoirs wordt beperkt door de
vertraging en de combiner-verliezen tussen de knooppunten.
Bovendien vormt de fabricage van grote photonic reservoirs een
enorme ontwerpuitdaging op het gebied van lay-out, bedrading,
chipgrootte, enzovoort.
In dit proefschrift voeren we een aantal simulaties uit om die
uitdagingen aan te gaan. We stellen een aanpak voor om het
probleem van de beperkte waarneembaarheid op te lossen bij
het trainen van volledig optische geïntegreerde photonic reser-
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voirs. Verder stellen we verbindingsschemasʼ voor om photonic
reservoirs te combineren tot één enkele, krachtigere computer en
evalueren we de performantie ervan in een gesimuleerde omge-
ving. Tot slot introduceren we een trainingsmethodologie voor
een bredere klasse van netwerken aaneengesloten physical reser-
voirs. We zullen de behandelde onderwerpen verder uitwerken
in de volgorde zoals hierboven aangegeven.
Het trainen van integrated photonic reservoirs
We beoordelen de geschiktheid van verschillende trainingsme-
thoden voor passive photonic reservoirs met integrated optical rea-
dout. De belangrijkste voorwaarde voor dit type hardware is het
feit dat de signalen binnenin het reservoir niet rechtstreekswaar-
neembaar zijn. Bovendien maken kleine productieverschillen
tussen afzonderlijke apparaten, zelfs als die van hetzelfde type
zijn, het noodzakelijk om de training op de eigenlijke hardware
uit te voeren, d.w.z. dat elk afzonderlijk apparaat individueel
moet worden getraind. Om deze reden richt onze analyse zich op
de totale trainingstijd, terwijl we onder de maximaal toegestane
bit-error rate blijven.
Onze simulatieswijzeneropdat black-box-optimalisatiebenaderingen,
waarbij het niet nodig is het signaal binnen het reservoir waar
te nemen, aanvaardbare prestaties leveren, maar moeten
worden uitgesloten vanwege de lange trainingstijden. Ook
de bijkomende toepassing van benaderingen waarbij men in
simulatie traint en verfijnt op het eigenlijke apparaat, om die
trainingstijd te verkorten, blijkt niet erg veelbelovend omdat de
foutenpercentages snel toenemen, zelfs bij kleine verschillen
van apparaat tot apparaat. In plaats daarvan stellen we een
nieuwe methode voor om dergelijke reservoirs te trainen, die we
nonlinearity inversion noemen. Onze methode lost het probleem
van de waarneembaarheid van de signalen op door ze te schatten
door middel van één enkele photodetector aan de uitgang.
We itereren meerdere keren over de trainingsgegevens terwijl
we de gewichten volgens een bepaald patroon instellen. De ge-
registreerde outputsignalen stellen ons in staat om de complexe
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signalen vanhet reservoir in te schattenmet behulp van een klein
aantal iteraties over de trainingsgegevens. We laten zien dat deze
methode net zo goed presteert als een klassieke trainingsaanpak,
die volledige waarneembaarheid vereist, zij het voor een kleiner
bereik van de bitrates. We concluderen daaruit dat de door ons
voorgestelde methode een geschikte kandidaat voor de training
van integrated passive photonic reservoirs is.
Algemene aansluitschema's voor netwerken van
integrated photonic reservoirs
We simuleren voor elektronische en optische readouts telkens
vier connectieschemasʼ van de reservoirs, die we ensembling, boos-
ting, stacking en chaining noemen. We stellen vast dat de chai-
ning-aanpak, d.w.z. het doorgeven van het outputsignaal aan de
readout van een volgend reservoir, over het algemeen goedwerkt
voor alle koppelingstypes en -taken. Chaining is een aanpak die
op een eenvoudigemanier kanworden getraind,maar toch zowel
het geheugen als de signaalveelvormigheid van een bepaalde op-
stelling benut.
Ensembling daarentegen laat uitstekende resultaten zien voor alle
taken die worden geëvalueerd in het elektrische domein, aange-
zien het iets meer signaalveelvormigheid kan toevoegen aan de
reservoirstatusmatrix in vergelijking met een basisreservoir van 4
keer de grootte van een enkel reservoir dat in het ensemble wordt
gebruikt. Het is een eenvoudige, robuuste methode, waardoor ze
een voordeel heeft ten opzichte van chaining, stacking en boosting
in het elektrische domein. Boosting en stacking hebben slechts
kleine tot matige verbeteringen laten zien met toenemende aan-
tallen reservoirs op de onderzochte taken.
Op basis van deze observaties bevelen wij voor toekomstige
hardware-implementaties de toepassing van een chaining-
architectuur aan om de rekenkracht van volledig optische
passive photonic reservoir-systemen ten volle te benutten. Voor
reservoirsystemen die getraind zijn in het elektrische domein, is
ensembling een zeer efficiënt, goedkoop alternatief.
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Een trainingsalgoritme voor high-variability deep
physical reservoir-architecturen
Wij stellen eennieuwemethodologie en eennieuwe trainingsme-
thode voor die in principe gebruikt kunnen worden om om het
even welk netwerk dat uit meerdere fysieke reservoirs bestaat te
trainen. Daartoe behoren ook reservoirs waarvoor er normaal
gezien geen directe trainingmogelijk is door middel van backpro-
pagation. In plaats daarvan leiden we met behulp van onze me-
thodologie intermediate target signals af voor een bepaalde multi-
reservoirarchitectuur in simulatie. Daarna trainen we echte ap-
paratenmet klassiekemethodenmet behulp van die intermediate
target signals.
Wij stellen zoʼn mogelijke afleidingsmethode voor intermediate
target signals voor: ons trainingsalgoritme maakt gebruik van
backpropagation om het gewenste target signal af te leiden voor
het trainen van de individuele reservoirs in het netwerk. Wij
stellen vast dat een gespecialiseerdemulti-reservoir-architectuur
voor de gekozen taak beter functioneert dan een systeem met
een enkel reservoir. We hebben aangetoond dat het mogelijk is
om soortgelijke target signals af te leiden door gebruik te ma-
ken van backpropagation op dezelfde architectuur. Hoewel deze
trainingsmethode het over het algemeen slechts iets beter doet
dan de klassieke aanpak, kan het nuttig zijn om technologische
beperkingen te overwinnen die de productie van grotere reser-
voirs om de prestaties te verhogen, verhinderen. Bovendien ar-
gumenteren we dat deze methode een belangrijkere verbetering
kan opleveren voor verschillende, nog onopgeloste taken.
ix

Summary
Finding newmeans of computation
Computers are ubiquitous in today sʼworld. While the demand for
more computational power rises steadily, the actual increase in
computational power seems to attenuate since the mid 2000s. A
further important dimension of the problem is the rising power
consumption, which accompanies the enormous amount of com-
putation performed on a daily basis. Therefore, research towards
new high-performing, yet power-efficient ways of computing ap-
pears as a worthwhile endeavor. The mammalian brain can be
considered as a natural model for such a computer. Reservoir
computing, a brain-inspired computing paradigm, has gained
traction in recent years as a novel approach to compute on awide
variety of physical substrates.
Specifically, in physical reservoir computing, a physical dynam-
ical system is used to generate a number of transformed signals
from a given timeseries input. These transformed signals are
subsequently combined through an optimised readout mecha-
nism, in order to perform useful computations as their learned
combination approximates a given desired signal, and gener-
alises this approximation to previously unseen data. Photonic
reservoir computing, in which one uses light signals propagating
through optical media, is one of these candidate technologies for
high-bandwidth, low-power computing.
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Integrated photonic reservoirs, which generate said transformed
signals through a network of delay lines, splitters and combiners
on an optical chip, have shown promising results as an emerging
technology, particularly in the field of optical telecommunica-
tions. Unfortunately though, they are plagued by a series of is-
sues that prevent them to scale up to larger andmore complicated
tasks while retaining their beneficial low power/high bandwidth
properties.
While integrated photonic reservoirs have originally been intro-
duced with an electrical readout, optoelectrical conversions con-
sume power and significantly limit the bandwidth of the reser-
voir. Currently efforts are undertaken (e.g. through the H2020
PHRESCO project), to construct fully optical readouts. However,
as optical signals on an integrated chip are not per se observ-
able, training such an integrated optical readout is not straight-
forward.
Alternative methods of training integrated optical readouts need
to be found, where both limited state observability as well as
the fact that any analog weights have finite precision and cannot
be tuned to infinite precision needs to be taken into account.
Furthermore, while an efficiently trained optical readout would
be a significant step towards high-bandwidth low-energy optical
computing, challenges preventing photonic reservoir computing
at scale remain.
Physical losses and design criteria pose an additional limitation
when increasing the size of reservoirs on chip. The feasible size
of photonic reservoirs is constrained by the delay and combiner
losses between their nodes. In addition, the fabrication of large
photonic reservoirs poses an immense design challenge in terms
of layout, wiring effort, chip size and so on.
In this thesis, we conduct a series of simulation studies to address
these challenges. We propose an approach to solve the issue of
limited observability when training fully optical integrated pho-
tonic reservoirs. Furthermore, we propose connection schemes
to combine several photonic reservoirs into a single, more pow-
erful computing device and evaluate their performance in simu-
lation. Finally we introduce a training methodology for a wider
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class of networks of connected physical reservoirs. We will elab-
orate on the addressed issues in more detail in the order as given
above.
Training algorithms for integrated photonic
reservoirs
We assess the suitability of different trainingmethods for passive
photonic reservoirs with integrated optical readout. The most
important boundary condition for this type of hardware is the
fact that the internal reservoir states are not directly observable
in the electronic domain. In addition, the variability between
individual devices makes it necessary to perform the training
on the actual hardware, that is, every single device needs to be
trained individually. For this reason, our analysis focuses on the
total training timewhile staying below themaximally allowedbit-
error rate.
Our simulations indicate that black-box optimisation
approaches, which do not require state observability, deliver
acceptable performance, but have to be ruled out due to long
training times. The application of transfer learning approaches,
where one trains in simulation, and refines on the actual device,
to reduce the training time of black box approaches, does also
not seem very promising: we find that error rates increase
quickly, even for small amounts of device variability. Instead,
we propose a novel method for training such reservoirs which
we call nonlinearity inversion.
Our method essentially resolves the issue of limited state observ-
ability by estimating the reservoir sʼ states through a single photo-
detector at its output. We iterate over the training data several
times while setting the weights according to a certain pattern.
The recorded output signals allow us to estimate the reservoir sʼ
complex stateswithin a small number of iterations over the train-
ing data. We show that this method performs as well as a classic
training approach, which requires full observability, although for
a more narrow range of bitrates. We conclude that our proposed
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method is a suitable candidate for training integrated passive
photonic reservoirs.
General connection schemes for networks of
integrated photonic reservoirs
We simulate 4 reservoir connection schemes, ensembling, boost-
ing, stacking and chaining for electrical and optical readouts re-
spectively. We find that the approach we denote as chaining,
i.e. feeding a reservoirs prediction into the readout stage of a
subsequent reservoir performs overall well for all coupling types
and tasks. Chaining is a simple approach, which can be trained
in a straightforward way, but nevertheless exploits both memory
and richness of a given setup.
Ensembling on the other hand has shows excellent results for
all tasks evaluated in the electrical domain, since it might add
slightly more richness to the reservoir state matrix compared
with a baseline reservoir of 4 times the size of a single reser-
voir used in the ensemble. It is a simple robust method which
gives it an advantage over chaining, stacking and boosting in the
electrical domain. Boosting and stacking methods have shown
only small to moderate improvements with increasing numbers
of reservoirs on the investigated tasks.
Based on these observations, for future hardware implementa-
tions, we recommend the application of a chaining architecture
in order to leverage the performance of fully optical passive pho-
tonic reservoir computing systems. For reservoir systems trained
in the electrical domain, ensembling is a very efficient, cheap
alternative.
A training algorithm for high-variability deep
physical reservoir architectures
We propose a new methodology and training method that can
in principle be used to train any given multi-reservoir network
xiv
of physical reservoirs, that do not permit direct training through
backpropagation. Instead, using our methodology, one derives
intermediate targets for a given multi-reservoir architecture in
simulation, and trains real devices with classical methods us-
ing these targets. We propose such a possible target derivation
method: our training algorithm uses backpropagation to derive
desired signals for training the individual reservoirs in the net-
work.
We establish that a specialized engineered multi-ESN architec-
ture can outperform a general-purpose single reservoir system
for the chosen task, and show that it is possible to derive simi-
lar targets from scratch by using backpropagation on the same
architecture. While the proposed training method outperforms
the classical monolithic approach on average only by a small
margin, it can be of use to overcome technological constraints
which prevent the manufacturing of larger reservoirs to scale up
performance. Furthermore, we argue that for different, unsolved
tasks, thismethodmaybringmore significant improvements.
xv
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1
Introduction
Computers are ubiquitous in today sʼ world. Many of us reward
ourselves by streaming a movie or texting with friends after pay-
ing our bills on the cellphone at the end of a long day of monitor
work. As we do so, millions [1] of servers work in the back-
ground to ensure communication. Computers ensure and reg-
ulate, among others, health care [2], power supply [3], and public
transport [4]. As the popularity of the internet-of-things (IOT)
[5] paradigm increases, more and more everyday-appliances get
connected to the internet. The number of connected devices is
estimated to be in the order of several billions [6]. One could ar-
gue that almost every electrical device that we use on a daily basis
is a computer or contains a computer, and that we have trusted
computers to make almost every single aspect of our lifes more
amenable. In the process, vast amounts of newdata are acquired,
transmitted and processed daily. Recent estimates amount to
tens of zettabytes of newly generated data per day [7].
Therefore, despite the already enormous amount of processing
power at our hands, the demand of computational power is ex-
pected to rise even higher in the future. While the demand in
processing power rises, the performance increase of traditional
Von-Neumann computing, i.e., computers as we know them, ap-
pears to decline. The classic approach to design more perfor-
mant microprocessors was to build integrated circuits as small
as possible, in order to be able to combine as many digital com-
puting circuits as possible on a single chip. Moore sʼ law [8] states
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that the density of components per integrated circuit doubles
roughly every 14months. Since themid 2000s though, properties
intrinsic to the used semiconductor materials begun to set a nat-
ural boundary, which makes further minimization of integrated
circuits ever more challenging [9].
As one can see in Figure 1.1, recent data show that the increase in
single-thread performance of microprocessors has slowed down
significantly in the last decade. Due to the increasing design
challenges, manufacturers have moved from a processor which
executes all instructions sequentially (i.e., in a single thread)
to multicore processors, where several cores work in parallel.
While these designs can still achieve performance gains, these
gains are limited when the tasks to be executed can not be par-
alellized. Therefore, while Moore sʼ law still appears to hold in
terms of exponential growth of devices in a chip (again see Figure
1.1) improvements in performance appear to decline steadily. In
addition, a study of the National Bureau of Economic Research
has found that, while design costs per logic gate have steadily de-
creased for newer designs in the past, this is not the case anymore
[10]. One might argue therefore, that the ultimate constraint to
further scaling performance might be cost effectiveness. Given
the increasing demand for computation, it appears reasonable
to research new means of computation, be it to discover a new,
more powerful way to perform general computation, or to de-
velop highly specialized hardware that can be used to solve very
specific tasks at great speed and power efficiency.
A very important dimension of the problem is also the power
consumption of computing which has dramatically risen in the
past decade. A study from2013 [13] estimates the total power con-
sumption of consumer information and communication technol-
ogy (i.e., power consumption of devices and device manufac-
turing, networks and data centers) to 1.815 TWh per year with
a perspective to heavy growth in the future. Apart from the
energy consumption of day-to-day devices, new emerging tech-
nologies have proven to be energy-hungry as well: power con-
sumption of machine learning research has significantly risen
in previous years [14] and a recent study [15] indicates that the
worldwide efforts to mine bitcoin [16] have a yearly power con-
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Figure 1.1 Microprocessor trend data: While the amount of
transistors still rises exponentially according to Moore sʼ law,
single-thread performance and frequency stepping have atten-
uated, power consumption has been constant since the early
2000s. Original data up to the year 2010 collected and plotted
by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Ham-
mond, and C. Batten. New plot and data collected for 2010-2017
by K. Rupp [11]. Adapted and redistributed under Creative Com-
mons Attribution 4.0 International Public License [12]
sumption comparable to the one of the state of Austria. Since
generation of electrical energy is associated with significant CO2
emission, and therefore climate change [17], moving to clean en-
ergy while jointly reducing humanity sʼ energy consumption is a
pressing problem. Aswe havemade ourselves heavily dependent
on computers in many aspects of our lifes though, renouncing
computers completely might pose an almost impossible chal-
lenge. Therefore, high-performance computing at low energy
consumption, is a worthwile direction of research.
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Figure 1.2 Illustration of a neuron cell. Figure adapted from
[18], subject to Creative Commons Attribution-Share Alike 3.0
Unported license [19]
1.1 The brain as a power-efficient computer
When looking for inspiration on power-efficient computing in
nature, one cannot miss the mammalian brain. While the brain
is highly complex and only partly understood, considering it a
kind of analog computer is a useful perspective [20]. To under-
stand how power-efficient the human brain works, consider the
strategy board game Go as a human-intelligence-task: Alpha Go
Zero is a powerful artificial intelligence specialized in playingGo.
In 2016, it beat 18-time Go world champion Lee Sedol during a
publicly broadcasted match 4 - 1. Its power consumption, after
rigorous optimisation, has been stated to range around 1000 W
[21]. The human brain on the other hand consumes around 20%
of the energy available to the human body [22], which amounts
to an estimated average power consumption of 20 to 25W. One
could therefore argue, that Lee Sedols brain is at least 40 to 50
times more energy efficient when performing the task of playing
Go (deliberately neglecting all the remaining tasks it performs
in parallel such as regulating body function etc.). The human
brain can therefore be interpreted as a highly power-efficient
computer, and consequently, in the pursuit to find new means
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of computation, brain-inspired approaches to computing are on
the rise.
An essential part of the brain is formed by nerve cells or neu-
rons, which are highly interconnected and exchange signals via
electrical and chemical transmission. Consider the illustration
of a neuron in Figure 1.2: Roughly speaking, a neuron receives
input in the form of electrical spikes, i.e. changes in electrical
potential, through its dendrites. In response, the neuron itself
may or may not depolarize, that is, briefly change the electrical
polarization across its cell membrane, through which a similar
electrical spike propagates along the neuronsʼ axon, which is a
long slender extension of the cell itself. The axon branches out
and is connected to the dendrites of a large number of other neu-
rons, whose electrical potential in turn is affected by the spike.
In summary, populations of connected neurons act in the brain
as anatomical circuits. Having access to a wide array of sen-
sorical stimuli, such as visual, smell, heat and pressure, these
anatomical circuits organize perception by translating stimuli to
actions and memories [23]. To adjust to new circumstances and
stimuli, the transmission between neurons is not fixed, but per-
manently adjusted based on electrical and chemical properties
of other neurons in the circuit. As these connections between
neurons are adjusted, the brain learns to respondproperly to new
input stimuli. How this learning process happens precisely is still
an open research problem. Computational models of neural mi-
crociruits show that the immense interconnectedness of neurons
combined with constant sensory input results in complex non-
linear signal dynamics. Controlling these rich signal dynamics
poses a computationally intractable problem [24]. This implies
that it is unlikely that the brain applies some kind of global op-
timisation process adjusting transmissions of large numbers of
neurons in order to fit the target of one particular neuron, or a
small set of neurons (which could be, e.g, generating a motor
control signal in order to walk).
It is much more plausible that neurons adjust the connections
between them solely based on very local properties, that is, the
“weight” of a connection between two neurons is adjusted based
solely on input and output of the neurons in question. Naturally,
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the question arises, how populations of neurons can collaborate
to solve complex problems if they adjust their weights based only
on properties of themselves and their immediate neighbors. A
possible explanation, given the extremely dense interconnection
of cortical circuits, could be that a given neuron extracts relevant
information from the rich volume of input signals generated by
complex dynamics. The neuron acts as a filter and adjusts its
“weights” such that it recombines its very rich input in order to
generate useful output [25].
Therefore, one could argue that the human brain is such an
efficient computer, because neurons embrace the multitude of
occuring signals instead of controlling them. Maass et al. [25]
have shown that, given ideal circumstances, a simulated cortical
microcircuit which operates that way can be used as a universal
computer. Since the highly interconnected cortical circuits
transforming constant input signals act as a highly nonlinear,
asymptotically stable dynamical system, Maas et al. give the
analogy of the brain acting like a pertubed liquid, whose patterns
and ripples express salient information about its sensor input.
1.2 Brain-inspired approaches to computing
The notion of the brain acting as a perturbed liquid, has led to
the rise of the reservoir computing paradigm [26, 25, 27, 28]. The
basic idea of reservoir computing is to model a highly abstracted
circuit of neurons with fixed connection weights between them.
An input signal is injected into this fixed-connection-weight re-
current neural network (RNN), which transforms it and creates
an output signal at each neuron. We refer to these signals as
state signals, as they convey information about the inner state
of the network over time. Since an RNN constitutes a nonlin-
ear dynamical system, the resulting state signals usually exhibit
rich dynamics. To solve a given problem, e.g. recognize certain
patterns in the input signal, one or several output neurons are
trained to extract the necessary information from these rich state
signals and form a final answer of the system.
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Figure 1.3 Example of an integrated photonic swirl reservoir
with integrated optical readout. “PD”: photodiode, ”OM”: optical
modulator, ”OC”: optical combiner.
Proposed in the early 2000s, reservoir computing was primarily
a welcome approach to circumvent difficulties when training ar-
tificial RNNs. While the difficulties of training artificial neural
networks in software have been significantlymitigated in the past
20 years, reservoir computing has recently gained interest in the
unconventional computing research community. This interest
stems from the fact that one is not constrained to use an artificial
RNN to perform reservoir computing, but can use awide range of
nonlinear dynamical systems to generate the desired richdynam-
ics from the input signal. This has lead the computing research
community to the conclusion that it should be in principle possi-
ble to solve certain classes of tasks by exciting physical systems
with input signals, measure a set of state variables of the system,
and train a set of weighted readout connections to combine the
measured state signals in order to solve a predefined task.
In fact, in the past, many different physical substrates have been
used to perform reservoir computing [29]. Among them are sys-
tems implemented in memristive devices [30, 31, 32], spin elec-
tronics [33, 34], coupled mechanic oscillators [35] as well as op-
tical devices [36, 37, 38, 39, 40, 41, 42, 43, 44]. Especially these
optical systems have recently achieved promising results on time
series prediction, voice recognition, non-linear distortion com-
pensation and telecommunication tasks [38, 37, 41, 45, 46, 47].
A particular class of these systems, namely integrated photonic
reservoirs, consist of a network of optical splitters and combin-
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ers manufactured in Silicon-On-Insulator (SOI) technology. An
(amplitude- or phase-) modulated signal is injected into the chip,
which transforms it into many time-delayed versions of itself
which are mixed with each other. These transformed state sig-
nals can then be read out either using an electrical or optical
readout (see Figure 1.3).
For optical timeseries data, especially in telecommunications,
photonic reservoir computing holds the promise of high-
bandwidth (>10 Gbps), fully analog optical computing at
low power consumption. Here, passive integrated photonic
reservoirs are especially future proof with respect to even higher
data transmission rates since they contain only a small number
of bandwidth-critical components [41].
In a nutshell, integrated photonic reservoirs have achieved de-
cent results on a number of tasks [40, 41, 47] and are a promising
candidate for high-bandwidth, low-power computing. Unfortu-
nately though, they are plagued by a series of issues that prevent
them to scale up to larger and more complicated tasks while re-
taining their beneficial low power/high bandwidth properties.
First, integrated photonic reservoirs have originally [40, 41] been
introduced with an electrical readout: each reservoir node is
connected to a photodiode, which converts the optical signal on
the chip into an electrical signal. To read out reservoir states,
the electrical signals occurring at each photodiode are sampled
to create digital signals after which the training of the readout
weights and prediction of any future time series is performed
using a digital computer.
Unfortunately, this conversion from the optical to the electri-
cal domain consumes power and significantly limits the band-
width of the reservoir. Therefore, using a fully integrated optical
readout seems advisable. Currently efforts are undertaken (e.g.
through the H2020 PHRESCO project [48]), to construct optical
readouts. These optical readouts will be constructed from a set
of optical modulators placed in a silicon combiner tree structure.
Due to a variety of reasons, integrated photonic reservoirs op-
erate on coherent light. This implies that, in order to enforce
a weight on a signal, an optical modulator needs to manipulate
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both amplitude and phase. Together with a branch of the opti-
cal combiner tree, such an optical modulator acts as a weighted
connection. This way, the embedding combiner tree performs a
weighted sum of the reservoir sʼ signals.
While several research groups are working towards suitable op-
tical weighting elements [49, 50, 51] operating a reservoir with
such an integrated optical readout bears challenges as well. As
photonic reservoirs need tobe trained in order to performcertain
tasks, this requires observing the optical state signals on chip
in one way or the other. In general though, optical signals on
a silicon photonics chip can only be observed by converting the
signal to the electrical domain using a photodetector.
Moreover, the phases of complex signals, such as the one ocur-
ring in photonic reservoirs, determine the weighted sum of a
number of such signals to a large extent. This implies that one
cannot simply ignore the phases of these signals, and tune the
reservoir sʼ weights solely based on detected moduli. This would
likely result in poor performance of the reservoir. Instead, to
tune both phase and amplitude of the readout weights, coher-
ent photo detectors [52] would be necessary to measure both a
signal sʼ amplitude, and its phase on chip. As one would require
one coherent, i.e. several incoherent photodetector(s) per node,
this approach does not scale. While current integrated photonic
reservoirs have between 16 and 64 nodes, fitting each of these
nodes with a photodetector is expensive in terms of the required
equipment needed to process the signals of these photodetec-
tors (HS samplers, transimpedance amplifiers etc.) and poses
a design challenge in terms of chip footprint, wiring effort etc.
Building even larger reservoirs with hundreds of nodes to tackle
more complicated tasks appears infeasible using the approach
described above.
A possible solution could be to train the weights based on sim-
ulations of the behaviour of a virtual reservoir, using photonic
circuit simulation software, which will obviously have full ob-
servability of all the nodes. However, the fabrication tolerances
of these devices are such that the propagation phase of two nom-
inally identical waveguides could be completely different. This
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prohibits the successful transfer of weights trained using the ide-
alized simulated reservoir to actual hardware.
Therefore alternative methods of training integrated optical
readouts need to be found. Here, both limited state observability
as explained above, as well as the fact that any optical weights
have finite precision and cannot be tuned to infinite precision
need to be taken into account.
While an efficiently trained optical readout would be a signifi-
cant step towards high-bandwidth, low-energy optical comput-
ing, challenges preventing photonic reservoir computing at scale
remain. Physical losses and design criteria pose an additional
limitation when increasing the size of reservoirs on chip. The
feasible size of photonic reservoirs is constrained by the delay
and combiner losses between their nodes. Furthermore, the
fabrication of large photonic reservoirs poses an immense design
challenge in terms of layout, wiring effort, chip size and so on.
1.3 Contributions and outline
In this thesis, we investigate a number training approaches and
reservoir connection schemes to address the challenges listed
above by means of simulation studies. Our main contributions
can be listed as
• Simulation study on suitable training algorithms for limited
observability optical readouts.
• Simulation study onmulti-reservoir connection schemes in
order to solve more difficult tasks.
• Proof-of-concept in software for a training algorithm for
custommulti-reservoir architectures.
In more detail, we investigate the issue of state observability
when training integrated photonic reservoirs. We propose sev-
eral training approaches and investigate their suitability in terms
of performance and convergence time in a simulation study. We
find that an approach, which estimates the complex states inside
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the reservoir through selectively setting readout weights poses
the best tradeoff between the two.
Regarding the design challenge of fabricating larger photonic
reservoirs, design processes and materials can be expected to
improve in the future. However, this thesis approaches the prob-
lem from a different perspective. As the paradigm of deep learn-
ing [53, 54, 55] has yielded excellent results for many different
application domains, it appears reasonable to pursue a similar
approach for integrated photonic reservoirs. That is, to improve
the performance of photonic reservoirs, one might attempt to
combine several smaller reservoirs to match or exceed the per-
formance of a single larger one, as has previously been done for
other types of reservoirs or in software [56, 57, 58, 59]. We pro-
pose several possible connection schemes to combine integrated
photonic reservoirs. We evaluate their performance in compar-
ison to a single larger reservoir using numerical simulations.
To specify, we evaluate all investigated topologies on 3 different
tasks for both electrical and optical readouts. Our simulation
results suggest that one of our proposed architectures, where
a reservoir sʼ output is fed into the readout stage of the subse-
quent reservoir, poses the optimal tradeoffbetweenperformance
gain and ease of implementation across all investigated tasks and
readout technologies.
Nevertheless, whilewefind connection topologies that seemsuit-
able to match the performance of an equally larger reservoir,
one might argue that, again in analogy to deep learning, opti-
mal connection topologies may vary dependent on the task one
seeks to solve. Therefore it might be of greater advantage to
optimise the reservoir connection topology to a given task. As
a final contribution of this thesis, we also propose a more gen-
eral methodology to find suitable multi-reservoir architectures.
We use our proposed methodology to train a network of several
ESNs and analyze its performance. We find that it might be a
suitable alternative to using largermonolithic reservoirs, or task-
independent general-purpose multi-reservoir architectures.
This thesis is structured as follows: as reservoir computing is
essentially a machine learning technique, we give an introduc-
tion to machine learning with an emphasis on artificial neural
11
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networks in Chapter 2. We build upon these basics in Chapter
3, where we give an overview on reservoir computing with an
emphasis on photonic reservoir computing. Furthermore we
discuss our general setup for simulating and training of inte-
grated photonic reservoirs as well as the used benchmark tasks
and error measures. Chapter 4 deals with the problem of train-
ing integrated photonic reservoirs with optical readouts with an
emphasis on the difficulty of finding a feasible way to observe
all reservoir states as necessary for training. Chapter 5 deals
with using networks of smaller reservoirs in order to circumvent
the problem of saturating performance as integrated photonic
reservoirs are scaled beyond a certain size. Chapter 6 finally
gives an outlook on automatically designing more complicated,
task-specific multi-reservoir architectures in attempt to perform
a step towards deep physical reservoir computing. We conclude
on our findings in Chapter 7.
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2
Machine learning and neural
networks
As reservoir computing is essentially a machine learning
paradigm, i.e., a way to train recurrent neural networks, we
will give an overview on the most relevant machine learning
techniques and neural network models. We start out with a
general introduction to machine learning techniques in Section
2.1 as well as the importance of generalisation in Section 2.2.
Thereafter we show how to formulate and train a basic linear
model in Section 2.3. We proceed to nonlinear models in Section
2.4 and conclude the chapter with a section on artificial neural
networks, that is, Section 2.5.
2.1 Introduction tomachine learning and neural
networks
Since the advent of computers, they have been used to solve prob-
lems and create solutions in any thinkable human enterprise and
application. One could describe the general process of solving a
problemwith a digital computer from a high-level perspective as
follows:
• Transfer a problem to the computational domain by defin-
ing it in such a way, that it can be solved by a sequence
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of instructions, i.e. computations and operations on the
computer sʼ memory.
• Perform the sequence of instructions on a digital computer.
• Transfer the problem back into the domain of human un-
derstanding by making sense of the computer sʼ output ei-
ther in a conscious analytical way (e.g. read and interpret
text or graphs/figures) or in an unconscious way (e.g. look
at rendered images).
While this sketched algorithmic approach works very well for a
large class of problems, a sizeable amount of problems remains,
that cannot be solved this way. This concerns mostly problems
that are solvable by humans, but are not feasible to be formulated
as a sequence of instructions to be solved in a computer. Human
vision is an example of such a task. While humans have the
intrinsic ability to see, it is disputed among researchers how to
make a computer see as well and general as humans do.
Further examples include converting a recorded speech sample
to text, or performing adaptive echo cancellation on digital audio
signals, as used, for instance, by mobile phones. This class of
problems is usually approached using a combination of compu-
tational modelling and mathematical optimisation which is re-
ferred to as machine learning.
A possible solution to tasks which are not feasible to be trans-
lated into an exact sequence of computational instructions can
be found using mathematical optimisation. One presents the
input data together with a desireable result to the computer. This
happens with the intent to make the computer learn the set of
instructions necessary to solve the problem itself. This is usually
done by defining a computational model (that is, a function) with
adjustable parameters, and optimizing those parameters to find
a model that approximates the desired input-output relationship
as well as possible. The model function takes the input data as
a set of vectors in a high dimensional vector space where each
dimension of the vector space corresponds to a certain property
modelled by the input data.
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More formally, we can model the input data of such a discussed
task as an ordered set X of vectors x(t) ∈ X , where the ordering
is denoted by superscript t, and (usually) X ⊂ Rn. As it is the
intention that x(t) describes relevant features of the problem to
be solved, it is often referred to as a feature vector, and in analogy,
X , is referred to as the feature space.
Given thatwe know the desired output for each x(t), we can assign
that output to its corresponding input in the from of a vector
y(t) ∈ Y. Y denotes the set of possible solutions for any given in-
put vector x, and is therefore task dependent and can be, among
others, Y ⊂ Nm, Y ⊂ Zm or Y ⊂ Rm. For simplicity, within this
introductory chapter, we will assume the frequent special case
that m = 1 and therefore y(t) is a scalar. The ordered set Y of
vectors y(t) is usually called the labels or targets.
We denote a set of tuples (x(t), y(t)), which assigns a label or
target y(t) to each feature vector x(t) as a dataset (X,Y ). For each
element in X, we want to generate the corresponding element
in Y as defined in (X,Y ). We therefore define a parametrised
function
F(x, θ) : X → Y (2.1)
and adjust the parameters θ of F such that
θ = θopt = arg
θ
min J(X,Y,F(x; θ)), (2.2)
where J is termed loss function and measures the similarity be-
tween y and F(x, θ). It evaluates how well F(x, θ) approximates
the corresponding y on the whole dataset, and is usually de-
fined
J(X,Y,F(x; θopt)) = 1
T
T∑
t=1
d(y(t), F (x(t); θopt)). (2.3)
d is a distance measure, that determines the distance between
actual label y(t) and predicted label yˆ(t) = F (x(t); θopt). T is the
number of tuples in the dataset.
The choice of a good distance measure and therefore loss func-
tion is heavily task-dependent, and can be crucial in order to
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achieve satisfactory model performance. A very common loss
function for prediction tasks is the mean squared error eMSE:
eMSE(X,Y,F(x; θopt)) = 1
T
T∑
n=1
[y(t) −F(x(t); θopt)]2, (2.4)
which uses d(y, yˆ) = (y − yˆ)2, where yˆ is again shorthand for
the result predicted by F . To keep our notation uncluttered,
in the remainder of this thesis, whenever possible, we use J(θ)
and eMSE as shorthand for J(X,Y,F(x; θ)) and eMSE(X,Y,F(x; θ))
respectively.
2.2 Model generalisation
Concerning the minimisation of the loss function, one has to
consider a crucial fact. In order to be useful in context of solving
a certain task, amodel needs to be able to generalise to previously
unseen data. Any problem, where all possible input-output pairs
are known, can be easily solved using a lookup-table in place of
machine learning.
Therefore,minimizing the lossJ(θ)ona labelled dataset (X,Y ) is
not sufficient without furthermeasures to ensure generalisation.
Potentially, a given optimisation algorithm might minimise J
based on artifacts or noise in the data rather than finding the
actual relations between x and y. This behavior is commonly
known as overfitting. In order to avoid, or at least, mitigate over-
fitting, one splits the available labelled data (X,Y ) in training
data (Xtrain, Ytrain) and test data (Xtest, Ytest). In addition to com-
puting Jtrain(θ), the loss function on the training data, one usually
evaluates Jtest(θ) on the test data, which has not been presented
to the model. This way, one can ensure the performance of a
model is sufficient, and the results of the loss function of both
datasets match, i.e. the model generalises sufficiently well to
unseen data.
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2.2.1 Regularisation
The question arises what to do if one observes large differences
between train and test losses, and therefore overfitting, for a
machine learning model. A common practice to mitigate over-
fitting, is to add additional information about the problem to the
optimisation process, in order to findmodels that generalise well
on unseen data. This process of adding information about the
problem domain is termed regularisation.
A simple and common approach to incorporate information is
to add a regularisation term to the loss function J(θ). Often, one
wants to add a term which results in higher losses for large θ
e.g.
J(θ) =
1
T
T∑
n=1
[y(t) −F(x(t); θ)]2 + αθᵀθ. (2.5)
The rationale behind this practice is the observation, that over-
fittingmodels tend to have weight vectors which are significantly
larger than the ones of well-generalizing models, in order to fit
the noise in the training data.
The parameter α, which controlles how strong the model is pe-
nalised for large weights, is commonly called the regularisation
parameter. α is both data and model-dependent, and needs to
be optimised for each task individually. This is usually done by
trying out a range of possible α and evaluating the performance
of the resulting models on a separate, held-out data set. Tuning
this parameter on the test set though, would mean again that the
model has been actively adjusted in order to minimise the test
loss, which further implies that nomore assumptions in terms of
model generalisation can be made based on that test loss.
Therefore it is necessary to introduce a second held-out data set,
which is unseen by the training algorithm, in order to compare
differently tuned models by its resulting loss. This data set is
called the validation set (Xval, Yval). In general, all parameters of
an algorithm that need to be tuned in order to obtain a satisfac-
tory generalisation performance on a given data set, are referred
to as hyperparameters. α is therefore such a hyperparameter.
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In a nutshell, we need a train set (Xtrain, Ytrain), to train our al-
gorithms on, a validation set (Xval, Yval) to compare the perfor-
mances of the model tuned with different hyperparameters, as
well as a test set (Xtest, Ytest) to assess the generalisation perfor-
mance of the model.
2.2.2 Cross-validation
An alternative to holding out a separate validation set, and there-
fore reducing one sʼ amount of training data, is to use a cross-
validation approach. In cross-validation, instead of separating
all available labelled data into train, validation and test set, one
performs an inital split of the data into a train set and a test set.
The train set is then again split into a number of subsets of equal
size, which are referred to as folds. Now the following procedure
is used to obtain a validation loss. For each train set consisting
of n folds, a classifier is trained on (n-1) folds, and validated on
the remaining, held-out fold. This procedure is repeated, for
every single fold, i.e., every single fold is used as a validation set
once, and a validation loss J(θ)val is computed on it. Finally all
computed losses from the held-out folds are averaged to obtain
an estimated validation loss over the whole training set.
To find good hyperparameters for a given classifier, one com-
putes this average of held-out validation losses for every con-
sidered value of the parameter (or combination of parameters,
in case of several hyperparameters that need to be optimised),
and uses the set of hyperparameters that minimise the average
held-out validation loss to retrain the classifier on all training
data. Algorithm 1 gives a detailed description of the algorithm
in pseudocode.
Note that while the algorithm explained above is the most com-
mon flavor of crossvalidation, and is usually referred to as K-Fold
crossvalidation, there are other flavors and special cases like leave-
one-out-crossvalidation, where trainset containing T training sam-
ples is split into T individual subsets, and trained T times, where
the held-out validation set only consists of a single sample.
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Algorithm 1: K-fold crossvalidation
Data: train set (Xtrain, Ytrain) , test set (Xtest, Ytest), machine
learning model F , SetH containing tuples of
possible values for l hyperparameters (τ1, τ2, ...τl) to
be tuned
Result: tuned model Ffinal
Split training data into K disjoint subsets:
(Xtrain, Ytrain) =
(Xtrain,1, Ytrain,1)∪ (Xtrain,2, Ytrain,2)∪ ...∪ (Xtrain,K , Ytrain,K)
;
∀p, q ∈ [1,K] ⊂ N : (Xtrain,pYtrain,p) ∩ (Xtrain,qYtrain,q) = ∅ ;
Set lmin =∞
Set hmin = nil
foreach (τ1, τ2, ...τl)i ∈ H do
Set lcum = 0
foreach (Xtrain,j , Ytrain,j) in (Xtrain, Ytrain) do
Set
(Xholdout, Yholdout) = (Xtrain, Ytrain)\(Xtrain,j , Ytrain,j)
Train F onXholdout using (τ1, τ2, ...τl)i as
hyperparameters
Compute loss on model lmodel over (Xtrain,j , Ytrain,j)
Compute lcum = lcum + lmodel
end
Compute lavg = lcumK
if lavg < lmin then
Set lmin = lavg
Set hmin = (τ1, τ2, ...τl)i
end
Train Ffinal on full setXtrain using hmin as hyperparameters
Return trained Ffinal
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2.3 Linear models
In order to demonstrate how to train a simple linear model, we
consider the task of distortion inversion within a simple example:
we want to correct the transmission errors in a digital communi-
cation signal, which have been caused by delays and reflections
in the channel. Since the exact transmission behavior is different
for every instance of a given channel (e.g. copper cable, optical
fiber lines), tailoring the signal equalization algorithm specifi-
cally to every individual transmission line might give better re-
sults than just using standard forward error correction.
Consider a received, amplitude-modulated, discrete time digital
communication signal u′(t). In order to obtain the true signal
u(t), we model the transmission error as an inter-symbol inter-
ference (ISI): we assume that the current signal value of themea-
sured received signal u′(t) is a linear combination of the last k
symbols of the originally sent signal u(t). We therefore assume
u′(t) to be of the form
u′(t) = c0u(t)+ c1u(t− 1)+ c2u(t− 2)+ ...+ cku(t− k)+ d, (2.6)
where the coefficient c0 to ck are unknown parameters deter-
mined by the communication channel, and d is a bias term, i.e.,
a constant offset added to the signal by the channel. This implies
that Equation 2.6 can be inverted and the originally transmitted
signal u(t) can be estimated as
u(t) ≈ w0u′(t)+w1u′(t−1)+w2u′(t−2)+..+wku′(t−k)+b. (2.7)
w0 to wk and the bias term b are unknown, and need to be found
using mathematical optimisation.
Thus, we define a model F(x(t), (w, b)) to be optimised as
F(x(t), (w, b))) = x(t)ᵀw+ b, (2.8)
where x(t)ᵀ = (u′(t)u′(t − 1) .. u′(t − k)). As a target to be ap-
proximated we can set y(t) = u(t), such that we end up with a
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function
F((u′(t), u′(t− 1), .. u′(t− k)), (w, b)) = (2.9)
u′(t) · w0 + u′(t− 1) · w1 .. + u′(t− k) · wk + b = (2.10)
uˆ(t) ≈ u(t). (2.11)
To comprehend, we have established tuples of training
data (x(t), y(t)), as well as a parametrised function F and a
parameter set θ = (w, b). This procedure of modelling a linear
relationship between a set of assumed to be independent
variables x1, x2, ..., xn and a dependent variable y is often termed
linear regression. A linear regression model can be trained using
a selection of different optimisation algorithms. In the next
section we explore a very commonly used algorithm termed
ordinary least squares.
2.3.1 Training linear models: Ordinary least squares
Ordinary least squares (OLS) is a well-understood optimisation
method which has been known and investigated at least since
the early 19th century [60]. It is particularly popular in photonic
reservoir computing due to its simplicity. In order to use it on the
time series of our given example, we need to rearrange our input
data in a matrix.
We construct a (T − (k − 1) × k)matrix X from u′(t), where T is
the length of the signal and k is the dimension of w. We fill the
first row of the matrix with the values of u(t), starting with u(T ),
counting backwards until the row is competely filled. We then fill
the second row of thematrix in the sameway starting at u(T −1).
According to this scheme, we populate the entire matrix, which
results in a matrix of the form
X =

u′(T ) u′(T − 1) .. u′(T − k) 1
u′(T − 1) u′(T − 2) .. u′(T − k − 1) 1
...
u′(k) u′(k − 1) .. u′(0) 1

.
(2.12)
X can then be used to create a model of the form
Xθ = yˆ ≈ y, (2.13)
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where θ = (w, b) are the to-be-estimated weight coefficients
w0...wT as well as the bias b arranged as a column vector and y is
the column vector representation of the estimate for the target
signal y(t) = u(t). Take note of how we incorporated b into the
matrix multiplication by defining X to contain a column vector
of ones as the rightmost outer column. We seek to optimise
J(θ) =
1
2
(y− Xθ)ᵀ(y− Xθ). (2.14)
Note that this loss function actually implements eMSE as defined
in Equation 2.4, albeit in vector form and with a small modifica-
tion: as we seek tominimise eMSE, multiplications of the function
with scalar constants are irrelevant. For the same values of y and
yˆ = Xθ, θopt, the θ minimizing J(θ), always remains at the same
position as the whole function is scaled in size by amultiplicative
constant. We refer to θopt as theminimum of J(θ). By omitting the
factor 1N , and adding a factor of
1
2 to J(θ), we can obtain simpler
equations when looking for θopt.
We note that J(θ) is a convex function, that is, for any given 2
points θ1, θ2, where θ1 ̸= θ2, in the domain of J(θ), as well as any
two constants α, β ∈ R
J(αθ1 + βθ2) ≤ αJ(θ1) + βJ(θ2). (2.15)
For any two points in the domain of J , all values of J are either
on or below a straight line between the points. This significantly
simplifies the search for theminimum θopt, as the gradient vector
must be zero at that point. Therefore we can find θopt by setting
the derivative ∂J∂θ = 0 and solving for θ.
According to the chain rule of derivation for a function
(f ◦ g)(x),
df
dx
=
df
dg
· dg
dx
, (2.16)
we can compute ∂J∂θi as
∂J
∂θi
=
k+1∑
j=1
∂J
∂yˆi
· ∂yˆi
∂θi
= −
k+1∑
j=1
(yj(t)− xᵀjθ) · xji, (2.17)
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where θi and yˆj = xᵀjθ are dimensions i and j of the parameter
vector θ and the prediction vector yˆ = X · θ respectively. If we
define
∇
θ
J =

∂J
∂θ1
∂J
∂θ2
...
∂J
∂θk+1
 , (2.18)
we can write the derivative in vector notation as
∇
θ
J = Xᵀ(y− Xθ). (2.19)
In consequence, ifwe set∇
θ
J = 0 and rearrange for θweobtain
θ = (XᵀX)−1Xᵀy, (2.20)
andhave therefore found a set of parameters θoptwhich optimises
eMSE. (XᵀX)−1Xᵀ is oftencalled theMoore-Penrosepseudoinverse
X+ [61].
2.3.2 Regularizing ordinary least squares
We have discussed in Section 2.2.1, that, in order to ensure that
a model generalises well, it can be beneficial to add additional
information to the optimisation process.
To illustrate how amodel trainedwithOLS can be regularised, we
recall that OLS minimises the MSE between the original training
signal y and the prediction yˆ. Unfortunately, for training data
matrices Xtrain whose columns are not sufficiently uncorrelated
with each other, this approach is sensitive to noise and artifacts
in the data, which results in poor generalisation of the trained
weight vector θ. Hoerl and Kennard [62] therefore propose to add
small values to the diagonal of the correlation matrix XᵀX when
computing the Moore-Penrose inverse of X order to stabilise the
matrix:
(XᵀX+ αI)−1Xᵀy = θ. (2.21)
Interestingly, from an optimisation perspective, this is identical
with penalizing large θ by adding a regularisation term to the loss
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function as shown in Section 2.2.1. If we add a corresponding
penalty term to our loss function
J(θ) =
1
2
(y− X · θ)ᵀ(y− X · θ) + αθᵀθ, (2.22)
take its derivative and solve for θ as shown in Section 2.3.1, we
also obtain the result in Equation 2.21 as found by Hoerl and
Kennard.
This approach is commonly known as Ridge Regression, and finds
wide application in photonic reservoir computing due to its speed
and simplicity.
2.4 Nonlinear models
With linear regression, we have introduced a simple linearmodel
for which a set of parameters θ can be learned. While this model
has beenwidely used, is efficient and extremely well understood,
it is solely applicable whenever a linear relationship between
input data and output data exists. Consider again our error cor-
rection example from Section 2.3. Assume that, rather thanmod-
elling disturbances on a transmission line as a linear combina-
tion of current and previous signals, we model them as a linear
combination which is further distorted by some nonlinear func-
tion g(h):
u′(t) = g(c0u(t)+c1u(t−1)+c2u(t−2)+...+cku(t−k)+d). (2.23)
Consequently, we would need to make assumptions about g(h)
and thereforemodel our corresponding signal estimator utilizing
a suitable function f(h) inverting g(h):
u(t) ≈ f(w0u′(t)+w1u′(t− 1)+w2u′(t− 2)+ ..+wku′(t− k)+ b).
(2.24)
We therefore modify our previously defined model function to
F(x(t), (w, b))) = f(x(t)ᵀw+ b), (2.25)
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or, when arranging time-delayed samples of u′(t) to a matrix X as
previously shown in Section 2.3.1, in matrix vector notation
F(X, θ) = f(Xθ) = yˆ ≈ y. (2.26)
Note that f(h) is usually applied elementwise to each element hi
of the vector h = (Xθ). As we will see in Section 2.5 , functions
of this form are heavily utilised in artificial neural networks. In
this context, and therefore alsowithin this thesis, we refer to f(h)
as an activation function, and its corresponding input vector h is
referred to as the activation. In analogy to the approach in Section
2.3.1, we attempt to minimise eMSE in vector form as
J(θ) =
1
2
(y− f(Xθ))ᵀ(y− f(Xθ)) (2.27)
by setting ∂J∂θ = 0 and solving for θ, we find that we end upwith
y = f(Xθ). (2.28)
Therefore without any more information about the nature of f
we cannot find an optimal θ this way. Furthermore, for a very
large class of f , J(θ) is not convex anymore, which makes the
previously applied method to find a minimum unsuitable, and
implies we have to move on towards other methods of optimisa-
tion. Apart from the previously introduced optimisation meth-
ods, which allow the desired minimum of a function to be com-
puted in an explicit and efficient way, there are also optimisation
methods which attempt to find a suitable minimum through a
sequence of iterative steps.
2.4.1 Local optimisation algorithms
To find suitable methods to optimise nonlinear models, consider
the following analogy (see Figure 2.1): we place a metal ball
somewhere on the walls of a large bowl. According to the laws
of physics, the ball is immediately drawn to the lowest point of
the bowl. As the ball rolls down the wall, it converts its potential
energy into kinetic energy. Therefore, as the ball reaches the
lowest point of the bowl, it will be in movement, and therefore
pass this lowest point and climb the opposite wall, converting
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(a) Initial position left. (b) Initial position right. (c) Final position.
Figure 2.1 Optimisation analogy: Ball placed in a bowl. No
matter where the ball is set, by means of gravity and friction, it
always moves into a resting position at the lowest point of the
bowl.
its kinetic energy back to potential energy. From that opposite
wall the ball is again drawn to the deepest point, andmoves back
towards it. Assuming friction between the bowl and the metal
ball, this process can not continue indefinitely. A part of the ball sʼ
kinetic energy will be converted into thermal energy through
friction, as the ball moves over the surface of the ball. Since
this thermal energy can not be reconverted into potential energy,
after a number of oscillations in the bowl, all the ball sʼ potential
energy is spent, and it converges to a resting state, at the lowest
point of the bowl, its minimum.
If we transfer this analogy to our convex, bowl-shaped optimi-
sation function, we might find a suitable minimum by starting
out at an initial suboptimal starting point θinit, and take a small
step towards the direction ofminimum. Weobtain anewupdated
point θ from which we reevalute the direction of the minimum,
take again a step towards that direction, and so on. This proce-
dure should ideally be repeated until we arrive at the minimum.
But how can we know the direction of the minimum?
Local optimisation algorithms usually observe the characteristics
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(a) Caught in local minimum (b) Towards global minimum
Figure 2.2 Optimisation analogy (2): A ball placed on a odd-
shaped surface. Depending on where the ball is set, it might be
caught in the cavity and not proceed towards the deepest point.
of J(θ) in a small neighborhood around the current θ, and esti-
mate a direction of the minimum through these characteristics.
In such a way, θ is updated repeatedly until the algorithm con-
verges to a solution. An algorithm converging to a solution in
this case implies that subsequent optimisation steps and found
parameters do not yield any improvement for the loss function
to be optimised. This approach to optimisation bears a caveat
though. If we optimise a loss function which is not convex or
”bowl-shaped”, there is no guarantee that we actually find the
true minimum of the function. For illustration by means of our
ball-analogy, consider Figure 2.2. If we put the ball on a sur-
face which is not a bowl, but rather some arbitrary non-convex
function, whetherwe find the trueminimum is highly dependent
on where we set the ball on the surface. We call these locally
optimal points, which are not the true minimum of a function,
local minima. At times, to make an explicit distinction, we refer
to the true minimum as the global minimum.
Contrary to OLS, local optimisation methods have the advantage
that they work for non-convex loss functions. Nevertheless
whether the global or a good local minimum of the function can
be found, is highly dependent on the initial initialisation θinit.
In practice though, it is usually not necessary to find the global
minimum of a loss function. A good local minimum, which
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generalises to unseen data (i.e. gives approximately the same
values for train, validation and test losses), is sufficient (and the
only realistic goal based on current methods).
2.4.2 Stochastic gradient descent
A very common local optimisation algorithm is gradient descent.
Gradient descent estimates the direction of the closest minimum
by computing the gradient of the loss function with respect to
theweight vector ∂J(θ)∂θ . Its negative gives the direction of steepest
descent at the current location θ. The parameter vector θ is then
updated by moving it slightly towards the closest local minimum
by subtracting the computed gradient
θ = θ − η δJ(θ)
δθ
. (2.29)
η is a parameter used to control the stepsize towards the esti-
mated minimum and is called learning rate. This step is repeated
until the value of J(θ) is sufficiently small and thus a suitable
(often local) minimum has been found.
As many iterations can be required in order to find a good local
minimum, it is usually more efficient to estimate the direction
of the closest local minimum by computing the gradient over
a small subset of the training data rather than all of it. These
small subsets the training data is divided into, are referred to
as minibatches, which are usually presented in a randomly per-
muted order to themodel until the network has seen every single
minibatch available. Thereafter, the process is repeated for all
minibatches. The process of all available minibatches being pre-
sented to a model, and the model adjusting its weights iteratively
based on every batch presented, is referred to as a training epoch.
Usually several training epochs are necessary until a sufficiently
good solution is found. The exact number of epochs required
varies widely, and depends on the used model and the task.
The practice of using small batches of training data rather than
all training data at once adds a certain amount of noise to the
gradient. This noise can be beneficial in order to escape poor
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local minima, which, in combination with its computational
efficiency, has lead to wide application of this method termed
stochastic gradient descent (SGD).
To train our classifier as defined in Equation 2.28, we build a time-
delaymatrixX from u(t) as shown in Subsection 2.3.1. Thereafter
we divide both X as well as the desired sequence u(t) into many
smaller matrices Xbatch and subsequences ybatch respectively. We
assign the corresponding desired signals to the input data build-
ing a set of tuples (Xbatch, ybatch). We initialise our parameter
vector θ, usuallywith randomvalues of a certain distribution, and
compute the models prediction yˆbatch for the first Xbatch:
yˆbatch = f(Xbatchθ)
and compute the loss
J(θ) =
1
2
(ybatch − f(Xbatchθ))ᵀ(ybatch − f(Xbatchθ)).
As a next step, we compute the gradient of the loss J(θ) over the
minibatch in a similar way as shown in Subsection 2.3.1 as
∇
θ
J = −Xᵀbatch(∇h f ◦ (ybatch − Xbatchθ)), (2.30)
where ∇
h
f denotes the derivative of the activation function f
with respect to the activation vector h = Xbatchθ. ◦ denotes the
Hadamard product which takes account to the fact that f(h) is
applied elementwise to h.
We update the parameter vector θ as
θ = θ + ηXᵀbatch(∇h f ◦ (ybatch − Xbatchθ)). (2.31)
The whole procedure is repeated for subsequent minibatches
until a sufficiently low loss on the validation set has been
achieved.
The learning rate η is a hyperparameter of the algorithm and
needs to be found empirically such that it opimises the validation
loss. Regularisation can be applied here as well by forming the
derivative of the regularised loss function
J(θ) =
1
2
(ybatch − f(Xbatchθ))ᵀ(ybatch − f(Xbatchθ)) +
1
2
αθᵀθ.
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This results in the regularised parameter update rule
θ = (1− λ)θ + ηXᵀbatch(∇a f ◦ (ybatch − Xbatchθ)) (2.32)
where λ = ηα in this context is referred to as the weight decay.
2.5 Artificial neural networks
As the notion ofmachine intelligence has been inspired by learn-
ing in biological systems since its earliest beginnings [63, 64],
the idea of modelling a mammalian brain in a computer, though
complex, appears not too far fetched. More than half a century
of artificial intelligence research has resulted in a great manifold
of systems attempting to mimick animal intelligence, yet the ap-
proach of computiationally modelling neuron cells and combin-
ing these neurons cells to simulated circuits appears to be by far
the most common.
While there are a number of computational models of neurons,
the simplest and, in the discipline of machine learning, most
commonly used model is shown in Figure 2.3. We model the
neuron as a cell with several inputs and a single output. Based on
the signals the neuron recieves, it adjusts its output accordingly.
Note that the input signals to the cell do not contribute equally,
but are rather weighted by adjustable input weights of the neu-
ron. That way, all input signals form a weighted sum. From that
weighted sum, which is referred to as the neurons activation, the
output of the neuron is computed using an activation function (as
already introduced in Section 2.4).
In terms of a function this model therefore approximates a neu-
ron as a weighted sum transformed with a nonlinear activation
function. Note that such an approximation is identical to the
nonlinear classifier introduced in Equation 2.25, Section 2.4:
F(x, (w, b))) = f(xᵀw+ b). (2.33)
Common choices for the activation function f are functions that,
can, in a sense, emulate behaviour of neurons in themammalian
brain, assigning them an “active” or “inactive state”. Historically,
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Figure 2.3 Simple computational model of a neuron.
input
...
...
...
hidden output
Figure 2.4 Feed-forward neural network: Neurons are arranged
in layers, where each layer processes information from the previ-
ous layer in parallel. The input layer feeds data into the network,
which propagates through one, or as in the figure, several hidden
layers, after which the output layer extracts the answer of the
system.
sigmoid and tanh functions have been commonly used as acti-
vation functions. In more recent years, Rectified Linear Units
(ReLUs) [65] and variations thereof have become more popular
as networks using them are generally easier to train and more
efficient to compute.
Using such a neuron model as a building block, we can compose
large networks of neurons, which process given input data in
both a parallel and sequential manner. Consider the example
network from Figure 2.4. Its neurons are organised to so-called
layers, where all neurons in a layer process the input given to
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it in parallel and pass on the input to the next layer. When the
outputs of all neurons in a layer have been computed, the output
of the layer is passed on to the next layer. We distinguish input
layers, hidden layers and output layers. The input layer feeds the
input vector x into the network. This input vector is fed into one
or several hidden layers, which subsequently process and trans-
form the data layer by layer which results in vector hhid. Finally,
the output layer combines the dimensions of hhid to a result yˆ.
This whole procedure of propagating an input vector x through
the layers of the network is referred to as forward propagation.
In analogy, this type of neural networks are referred to as feed-
forward networks.
Constructing a classifier frommany small nonlinear classifiers in
this way results in a more powerful classifier, able to solve more
complex problems, i.e. to fit more complex data. An important
reason for this increased potential to fit more complex data is
given through subsequent nonlinear transformations of the input
data. In this process, the explaining factors in the input data
are ideally decorrelated as the data is transformed to a hidden or
latent vector space, where all explaining factors can be combined
using a simple regression model. This regression model is then
implemented by the output layer of the network. The concept of
stacking a large number of hidden layers with nonlinear activa-
tions in a network, in order to learn a suitable representation of
the input data in a latent space, is referred to as deep learning.
While feed-forwardneural networks are extremelypowerful clas-
sifiers and constitute the state-of-the-art formanymachine learn-
ing benchmarks, they are cumbersome when dealing with time-
series data. If we seek to process timeseries data, we need to par-
tition it into (overlapping) chunks which can then be presented
to the network as the input, just as we did when building the
time-delay matrix for our previous classifiers in Sections 2.3.1
and 2.4.
A more implicit way to deal with time-series data may be de-
sireable though. If we again take the mammalian brain as an
inspiration, we see that it deals naturally with timeseries data
by not constraining the flow of data in a certain direction. Our
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shown feed-forward architecture conveys the idea that informa-
tion in the brain is processed orderly and in stages, as happens,
for instance, in the visual cortex. The overwhelming amount of
cortical circuits though, does not appear to exhibit any recog-
niseable ordering at all, neurons appear to be connected at ran-
dom with other neurons, often forming recurrent connections
incorporating a number of neurons. Such recurrent connections
are highly beneficial when processing timeseries, as they enable
to incorporate information on current and previous values of a
signal at the same neuron.
Therefore, inspired by the recurring connections in the brain,
artificial recurrent neural networks have been proposed as fol-
lows. While input and output layers essentially stay identical,
the hidden layer consists of neurons which can be connected
in an arbitrary way, thus allowing recurrent connections. This
enables the hidden layer to contain information about previous
input signal values and create a hidden layer feature vector h
which incorporates both current and previous input signal values
and thus can inherently handle timeseries data. Figure 2.5 shows
an illustration of a recurrent neural network.
As a model, we define the RNN as
x(t+ 1) = f(Whiddenx(t) +winv(t)) (2.34)
where t is the timestep, x(t) is the vector of neuron states, v(t) is
the input signal at timestep t andwin andWhidden are holding the
weights of the input and hidden layers respectively. f(h) is the
nonlinear activation function which is computed elementwise
on the activation vector of the hidden layer h. In this model,
each row in the Whidden matrix models the input weights of a
single neuron. The neuronsʼ outputs are then transformed by an
activation function.
Theoutput layer of theRNN is definedon topof the reservoir state
vector x(t) as
y(t) = wᵀoutx(t) (2.35)
wherewoutmodels the output neuron. The innate ability of RNNs
to process timeseries without any necessary prepreprocessing
as well as their potential to contain relevant information about
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input hidden output
Figure 2.5 Recurrent neural network: Contrary to a feed-
forward NN, connections in the hidden layer are unordered. In-
formation is processed in parallel here as well: at every timestep,
each neuron of the hidden layer combines its inputs to form
an output which in turn feeds other hidden neurons, as well as
output neurons in the next timestep. Contrary to feed-forward
NNs, which often consist of many hidden layers, where only the
information of the last hidden layer is reported to the output, in
anRNN, all hiddenneurons can in principle feed the output layer.
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unroll ...
input hidden output
Figure 2.6 Unrolling RNNs in time: an RNN can be considered
a cascade of classifiers with shared parameters, which is built
through time in order to generate yˆ(tn) at every timestep tn, given
the sequence of previous inputs vˆ(tn − 1), vˆ(tn − 2) etc.
past inputs in an efficient way makes them powerful models for
timeseries prediction and filtering.
2.5.1 Error backpropagation
RNNs are usually trained using the SGD algorithm introduced in
Section 2.4. Since SGD requires gradient information, we need
to find a way not only to train the final output layer as previ-
ously done, but also the parameters of the hidden and input
layers. To understand better how the necessary gradients for
all parameters need to be computed to train our network using
SGD, we perform a so-called ”unrolling” transformation to our
recurrent neural network. Figure 2.6 illustrates the process. By
redrawing the recurrent block diagram of the network, we can
see that the recurrent neural network corresponds to a series of
cascaded nonlinear classifiers, similar to the nonlinear classifier
introduced in Section 2.4 and used in feed-forward architectures,
but with shared parameters for input, hidden and output layers.
We therefore treat the corresponding parametermatrices at each
timestep as if they would correspond to a distinct classifier, but
are updated with the constraint to have identical parameters for
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all input, hidden and output layers respectively. We use super-
scripts whenever we need to refer to a certain set of parameters
at a timestep t. For instance, the parameters of the hidden layer
of the RNN at timestep t are referred to asW (t)hidden.
In order to train our RNN with SGD, we split the input sequence
into subsequences, i.e. batches. If we again consider our system
identification example, we start by splitting the input data u′(t)
into minibatches
([u′(t0), ..., u′(t1)], [u(t0), ..., u(t1)]), (2.36)
or, in notation of the definition of our RNN in Equation 2.34 and
2.35
([v(t0), ..., v(t1)], [y(t0), ..., y(t1)]) (2.37)
We start again by initializing all parameters of the network with
randomweights and propagating aminibatch [v(t0), ..., v(t1)] for-
ward through the network in order to obtain all predicted output
values [yˆ(t0), ..., yˆ(t1)]. As a first step, for simplicity, we only want
to optimise the prediction of the very last input sample in the
minibatch yˆ(t1) to be as close as possible to the true label yˆ(t1)
J(θ) =
1
2
[y(t1)− yˆ(t1)]2, (2.38)
with yˆ(t1) = f(wᵀoutx(t1)). Similar to the derivations in Section
2.3.1 and 2.4 we compute the gradient ∇
wout
J necessary to update
wout as
∇
wout
J = −x(t1)[y(t1)− wᵀoutx(t1)], (2.39)
Therefore, we have found a way to compute gradients for wout,
but how to proceed on Whidden and win? As previously, we can
apply the chain rule of derivation to find the derivative of a single
weightW (t1)hidden,i,j in the hidden layer parameter matrix
∂J
∂W
(t1)
hidden,i,j
=
∂J
∂x(t1)i
· ∂x(t1)i
∂W
(t1)
hidden,i,j
. (2.40)
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∂J
∂x(t1)i
can be found as
∂J
∂x(t1)i
=
∂J
∂yˆ(t1)
· ∂yˆ(t1)
∂x(t1)i
= wout,i · −[y(t1)− yˆ(t1)] (2.41)
Given ∂J∂x(t1)i , we find
∂J
∂Whidden,i,j
as
∂J
∂Whidden,i,j
=
∂J
∂x(t1)i
· ∂f
∂h
(t1)
i
· ∂h
(t1)
i
∂W
(t1)
hidden,i,j
(2.42)
= w
(t1)
out,i · −[y(t1)− yˆ(t1)] ·
∂f
∂h
(t1)
i
· x(t1 − 1)j , (2.43)
where ∂f
∂h
(t1)
i
is the derivative of the elementwise computed acti-
vation function f(h) with respect to dimension i of h(t1).
In matrix-vector notation, we can write
∇
W(t1)hidden
J =
(
∂h(t1)
∂vec(W(t1)hidden)
)ᵀ
·
(
∇
h(t1)
f ◦ ∇
x(t1)
J
)
, (2.44)
where ∂h(t1)
∂vec(W(t1)hidden)
is the Jacobian of h(t1) with respect to the row-
major vectorised matrix vec(W(t1)hidden).
After computation of the derivatives and further simplification
we obtain
∇
W(t1)hidden
J = −[y(t1)− yˆ(t1)] ·
(
∇
h(t1)
f ◦w(t1)out
)
· x(t1)ᵀ, (2.45)
and in analogy forw(t1)in
∇
w(t1)in
J = −[y(t1)− yˆ(t1)] ·
(
∇
h(t1)
f ◦w(t1)out
)
· u(t1). (2.46)
We are now able to adjustw(t1)in andW
(t1)
hidden such that they approx-
imate y(t1) better with respect to v(t1) and x(t1).
Since we want our RNN to optimise its weight in order to adjust
the output also with respect to past inputs and network states,
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we need to find the gradients of the parameters with respect to
former inputs and states to the network. In terms of our un-
rolled network in Figure 2.6, we want to find the gradients for the
parameters of “earlier classifiers”, w(t1−m)in and W
(t1−m)
hidden , which
correspond to the parameters of the RNN reacting to input and
state vector m steps in the past. In analogy to Equation 2.44, we
can find the necessary gradient for these parameters as
∇
W(t1−m)hidden
J =
(
∂h(t1−m)
∂vec(W(t1−m)hidden )
)ᵀ
·
(
∇
h(t1−m)
f ◦ ∇
x(t1−m+1)
J
)
, (2.47)
and ∇
x(t1−m+1)
J can be found using the iterative update scheme
∇
x(t1−m+1)
J =
(
∂x(t1 −m+ 2)
∂x(t1 −m+ 1)
)ᵀ
∇
x(t1−m+2)
J, (2.48)
where
∂x(t1 −m+ 2)
∂x(t1 −m+ 1) = W
(t1−m+1)
hidden , (2.49)
is the Jacobian of x(t1 −m+ 2) with respect to x(t1 −m+ 1). As
equations 2.48 and 2.49 show a recurring pattern, we can formu-
late more specific, general update rules for all the parameters in
our unrolled network:
∇
x(t)
J =

wout · −[y(t1)− yˆ(t1)], if (t = t1)
W(t)ᵀhidden
(
∇
x(t+1)
J ◦ ∇
h(t)
f
)
, else
(2.50)
and
∇
W(t)hidden
J =
(
∇
x(t+1)
J ◦ ∇
h(t)
f
)
· x(t)ᵀ (2.51)
∇
w(t)in
J =
(
∇
x(t+1)
J ◦ ∇
h(t)
f
)
· v(t) (2.52)
Now, as a final step, we move beyond our simplified loss func-
tion
J(θ) =
1
2
[y(t1)− yˆ(t1)]2, (2.53)
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where we only optimise the prediction of the last desired value
of the batch. This implies that our unrolled network does not
only output a prediction at the final step, but at every step in the
process (see Figure 2.6), and therefore optimises the previously
used MSE equivalent loss
J(θ) =
1
2
(y− yˆ)ᵀ(y− yˆ).
We can take the prediction error at each timestep into account by
adding its gradient at each timestep to our previously computed
gradient vector
∇
x(t)
J
which results to an update in Equation 2.50 to
∇
x(t)
J =

wout · −[y(t)− yˆ(t)], if (t = t1)
W(t)ᵀhidden
(
∇
x(t+1)
J ◦ ∇
h(t)
f
)
+wout · −[y(t)− yˆ(t)], else .
(2.54)
Now, if we compute our gradients by the general pattern given
by equations 2.51, 2.52 and 2.54 we do not need to compute the
gradient from scratch for every parameter, but can just save the
value of a gradient
∇
x(t)
J (2.55)
computed by means of Equation 2.50, from which we can derive
gradients forW(t−1)hidden and w
(t)
in using equations 2.51 and 2.52. Fi-
nally we compute
∇
x(t−1)
J (2.56)
from the saved value of
∇
x(t)
J (2.57)
and repeat. This way, it is possible to efficiently compute gra-
dients for deep structures such as the one shown in Figure 2.6.
This algorithm has been discovered in various forms in the 20th
century [66, 67, 68, 69, 70, 71], most recently in the 1980s by
Werbos [70] and Rumelhart et al. [71]. In analogy of the forward
propagation of the data through the network, as we propagate
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its errors in the opposite direction, this algorithm is generally
known as error backpropagation or, briefly, backpropagation.
The variant discussed in this thesis, which unrolls a recurrent
neural network and treats it like a sequential neural network
with shared layer weights was initially introduced byWerbos [72,
73] and is commonly referred to as backpropagation through time
(BPTT). The full algorithm on how to update the weights of a re-
current neural network as introduced given an input and output
minibatch is given in Algorithm 2.
A more exhaustive explanation on backprop, how it can be ex-
tended to tensors of arbitrary dimension, and how it is imple-
mented in modern deep learning frameworks [74, 75, 76, 77] can
be found in [78].
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Algorithm 2: Backpropagation Through Time
Data: input sequence v(t0), ..., v(t1), label sequence
y(t0), ..., y(t1), RNN with parameterswin,Whidden,
wout
Result: Gradients to update network parameters: ∇
win
J ,
∇
Whidden
J , ∇
wout
J
Propagate input sequence forward through network;
Collect state trace x(t0), ...x(t1) ;
Collect output predictions y(t0), ...y(t1) ;
Unroll network, i.e., for gradient computations, consider
current parameterswin,Whidden,wout independently for
every timestep t ;
Set g = wout · −[y(t1)− y(t1)]
Set t = t1
while t ≥ t0 do
Compute ∇
w(t)out
J = x(t) · −[y(t)− yˆ(t)]
Compute ∇
W(t−1)hidden
J =
(
g ◦ ∇
h(t−1)
f
)
· x(t− 1)ᵀ
Compute ∇
w(t−1)in
J =
(
g ◦ ∇
h(t−1)
f
)
· v(t− 1)
Set
g = W(t−1)ᵀhidden
(
g ◦ ∇
h(t−1)
f
)
+w(t−1)out ·−[y(t−1)− yˆ(t−1)],
Set t = t− 1
end
Sum computed gradients per layer, e.g.
∇
Whidden
J =
∑t1−1
t=t0 ∇
W(t)hidden
J ;
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Reservoir computing
In this chapterwewill discuss reservoir computing. We startwith
a brief introduction to the fundamental aspects and history of
reservoir computingwith an emphasis on Echo State Networks in
Section 3.1. Thereafter, we discuss the transition from artificial
neural networks modelled in a computer, to real-world physical
systems, and give an introduction to integrated photonic reser-
voirs in Sections 3.2 and 3.3. Finally, since this thesis consists
entirely of simulation studies, we discuss how we simulate inte-
grated photonic reservoirs as well as the benchmark tasks and
error measures we use in Section 3.4.
3.1 Introduction to reservoir computing
In the early 2000s, recurrent neural networks were considered
difficult to train [79]. In response to this, Jaeger proposed that
instead of training the full RNN, one should just train the fi-
nal output layer of a randomly initialised RNN which could be
done in closed form using ridge regression. He coined the term
EchoStateNetwork (ESN) for sucha recurrent neural network[26,
80].
Around the same time, Maass et al. independently developed
the Liquid State Machine (LSM), a very similar approach using
a recurrent neural network consisting of populations of spiking
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neurons, where again connections between neurons were ran-
dom and only the output layer was trained.
Contrary to Jaeger, who sought to find a straight-forward way
to train recurrent neural networks, the approach of Maass et
al. was biologically motivated, attempting to find a tractable
computational model of the cortical microcircuits in the human
brain. Due to the high complexity of these highly interconnected
anatomical circuits, the arising nonlinear dynamics prevented
meaningful computation in previous comparable efforts [24].
Instead of attempting to control the arising manifold signals,
Maass et al. proposed to extract relevant information from this
rich manifold, by solely training a small population of readout
neurons rather than the entire network [25]. The very same
concept was also discovered independently from an entirely
different perspective: Shortly after Jaeger and Maass et al.,
Steil [27] proposed the Backpropagation Decorrelation (BPDC)
learning rule. In this learning rule, the weight update of the
network is restricted to only include output neurons though
which effectively separated the RNN into reservoir and output
layer.
All three approaches follow an identical common concept: while
the fixed neural network is not trained to compute the result,
it generates many different transformed signals from the input
signals, which are combined through a readout layer to approxi-
mate the desired result. In terms of statistical learning, this can
be considered as a transformation of the input data to a high
dimensional latent space, in which the problem at hand can be
solved by a simplemodel, most commonly a single linear readout
layer trained with linear or logistic regression.
A similar concept is utilized to leverage Support VectorMachines
(SVMs)[81]. The concept introduced here differs from the latter
though, in that, while this happens implicitly for SVMs through
the so-called “kernel trick”, RNNs compute the necessary
space transformations explicitly. Furthermore, contrary to
kernel-trick-SVMs, RNNs incorporate time information, i.e.,
information about previous values of the input signal, in a
natural way [28]. Therefore, a fixed-weight RNN acts as both
memory and a nonlinear transformation.
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Due to this common property of the described approaches, Ver-
straeten et al. argued to unify all these directions of research
into a common effort under the framework of reservoir com-
puting [28, 82]. The fact that this concept has been discovered
independently from different scientific viewpoints underlines its
universality and importance. Prior to thementioned discoveries,
variations and special cases of this concept have been proposed
and investigated since the early 1990s [83, 84, 85, 86, 29]
Thequestionariseswhichproperties this fixed-weightneural net-
work or nonlinear dynamical system needs to exhibit in order to
be suitable for computation. Jaeger states in his original work an
”Echo State property” as a necessary condition to perform useful
computations with a nonlinear dynamical system. Informally, it
states that the influence of the inputs to the Echo State Network
needs to fade away for inputs that lie further in the past, i.e., the
system needs to exhibit fading memory [26, 28].
The work of Maass et al. on the other hand can be interpreted as
implying the Echo State property, since they exclusively consider
systems with a single attractor at the origin [25]. Excited systems
with a single attractor at the origin will always return to their
initial resting state in finite time upon receiving no further input.
Therefore the impact of past inputs on such a system has faded
and the system fulfills the Echo State property.
In addition, Maass et al. give two conditions under which their
proposed Liquid State Machine (LSM) fulfills the criteria of a
universal approximator, a Separation Property (SP) as well as
an Approximation Property (AP). The SP addresses the amount
of separation between the trajectories of internal states of the
system that are caused by two different input streams. The AP
on the other hand addresses the resolution and adaptability of
the readout mechanisms. Verstraeten et al. argue that these
conditions are highly valuable froma theoretical perspective, but
are only of limited use to find actual good implementations of
reservoirs [28]. They suggest the use of suitable benchmark tasks
in order to find what makes a good reservoir in practice.
Within this work, whenever we talk about reservoirs
implemented in software, in contrary to simulated integrated
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reservoirs, we refer to ESNs, and use the corresponding
equations as defined by Jaeger [26]. We decided to do so, as ESNs
are closer in functionality to integrated photonic reservoirs,
which do not use spikes. We define an Echo State Network,
analog to an RNN, as
x(t+1) = (1−a) ·x(t)+a ·f(Wresx(t)+Winv(t+1)+bres) (3.1)
where t is the timestep, x(t) is the state vector of the ESNs
nodes, v(t) is a vector holding the input to each reservoir node
at timestep t andWin andWres are the matrices holding the fixed
weights of the input and hidden layers respectively. bres is the
random bias vector of the reservoir, f(h) is a nonlinear function
which is computed elementwise on the hidden layer activation
vector h = Wresx(t) + Winv(t+ 1) + b. a is the leaking decay
rate, which determines the response of the system to various
input timescales. The output layer of the reservoir is defined on
top of the reservoir state vector x(t) as
y(t) = Woutx(t) + bout. (3.2)
The leaking decay rate or short leak rate a, is one of several
hyperparameters to be tuned when training ESNs. As already
mentioned, it plays a crucial role in how the reservoirs respond
to input on various time scales. For applications where the in-
put data has little inter sample correlation (an extreme example
would be independent, identically distributed noise), reservoirs
with a leak factor close to 1will performbest since the state vector
adapts very quickly to new values and can respond to all recent
and possibly relevant changes. For slow, correlated input data
on the contrary (e.g speech data), the state vector will constantly
update to very similar input values and might therefore “forget”
relevant information about input in the past. Here a smaller leak
factor can cause a slower adaptation of the state vector to the
input data which enables it to retain relevant information about
current and previous input signals [26].
Another important parameter concerning the stability of the
reservoir, as well as which kind of tasks it is able to perform is the
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so-called spectral radius. In linear, time-invariant (LTI) systems,
the spectral radius is defined as ameasure of asymptotic stability.
In such systems, the spectral radius is defined as the absolute
value of the largest eigenvalue of the reservoir matrix:
|λmax(Wres)|. (3.3)
A spectral radius smaller than 1 indicates asymptotic stability,
i.e., an undriven linear system with |λmax(Wres)| < 1, will mini-
mize its state vector to 0. An analog parameter for ESNs would
come in handy since it allows to control the dynamics of the
system.
And indeed, this stability analysis can be extended to nonlinear
dynamical systems such as Echo State Networks, by linearizing
the system equations around x = 0. Given that for f = tanh as
well as bres = 0 one obtains a definition for the spectral radius
identical to the one given in Equation 3.3. Therefore, for Echo
State Networks using hyperbolic tangents as a nonlinearity, given
that its neurons are not driven by a bias term bres, the spectral
radius of a reservoir can be used to make assumptions about
the reservoir sʼ stability. Jaeger therefore recommends to set the
spectral radius just at the edge of asymptotic stability, i.e., around
0.9 in order to keep the ESN in a regime where it develops inter-
esting dynamics, but at the same time theEcho State property can
be guaranteed [26].
Unfortunately, this assumption does not hold for ESNs with dif-
ferent nonlinearities and/or bres ̸= 0, such as the ones we use in
later chapters of this thesis. Nevertheless, even for such reser-
voirs, the spectral radius as defined in Equation 3.3, is a very
useful hyperparameter, which yields addtional control on the
dynamics of the reservoir, and can be optimized in any case. One
solely has to keep in mind that one cannot make inference on
whether the Echo State Property is fulfilled for a given system
based on the value of |λmax(Wres)|, and should also consider val-
ues for |λmax(Wres)| > 1.
In order to find good reservoirs, additional parameters of the
Echo State Network can be optimised: A common approach is
to sparse out Win and Wres, i.e. to set a certain percentage of
connections in the weight matrices randomly to zero in order to
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find weight matrices that generate a signal composition suitable
to the task. Additionally, one can scale the input signal, or add a
bias to theESNsneuronswhich is useful to find the correct degree
of needed nonlinearity since it controls how strong input signals
and bias signals are transformed by the classic sigmoid and tanh
nonlinearties usually used.
Finally, choosing the correct type of non-linearity can also have
a significant impact to improve the performance of the Echo
State Networks. Apart from classic nonlinearties as sigmoid and
tanh, one can also use more recently used nonlinearities com-
mon in deep neural networks such as rectified linear units (Re-
LUs) [65] and exponential linear units (ELUs) [87]. While such
nonlinearities require adjustments of the remaining parameters
of the reservoir such as spectral radius and scaling outside of the
most commonly used ranges in order to preserve the echo state
property and prevent an indefinite growth of the state vector, we
show their benefits when backpropagating through reservoirs in
Chapter 6.
3.1.1 Future developments and trends in reservoir
computing
In recent years, the wide availablilty of large amounts of data as
well as a set of techniques to simplify neural network training and
regularisation has lead to a decline of classic reservoir computing
as a pure machine learning technique.
Nevertheless, as modern deep neural networks consume
much larger amounts of power and compute time [14], some
researchers argue that the future of reservoir computing as
a machine learning discipline might lie in providing energy
and time efficient processing of sequential data. For instance,
Gallicchio et al. [58] have developed an ESN extension called
DeepESN, which they find can solve certain tasks on sequential
data in only a fraction of the time usually required to train and
evaluate RNNs. In a DeepESN, a number of ESNs are connected
in a cascade, where each subsequent ESN receives a random
projection of the states of the previous ESNs as input. The
output of the system is trained using ridge regression on the
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concatenated states of all ESNs. The cascading of ESNs in this
architecture is intended to increase the fading memory of the
system. Preliminary results show reasonable perfomance of
DeepESNs in polyphonic music prediction [88], a task which
is considered difficult for vanilla RNNs [89]. Nevertheless,
whether DeepESNs can compete in terms of power-efficiency
and performance with fully trained deep networks on a wider
range of practical tasks requires further investigation.
While the role that reservoir computing will play in the future
as a paradigm in machine learning as a core discipline is still
unclear, in related fields reservoir computing has already estab-
lished itself as a field of many useful applications. Applications
of reservoir computing canbe found in neuroscience [25], uncon-
ventional computing [90] and neuro-inspired robotics [91] as well
as systems biology [92]. In some of these fields one can also wit-
ness an interest in going towards multi-reservoir computing and
hierarchical structures of physical reservoirs in order to leverage
performance and lower fabrication costs, e.g. [56]. We will give
a short overview of the application of reservoir computing for
physical systems in the next section, after which we focus on
integrated photonic reservoirs.
3.2 From neural networks to physical systems
Since reservoir computing is actually inspired by a physical com-
puting system, the mammalian brain, the idea also lies close to
use other actual physical systems to compute in a brain-inspired
way. The term reservoir computing also refers to liquids as exem-
plary dynamic systems. Big bodies of stored water are often re-
ferred to as reservoirs. Therefore, reservoir computing presents
itself as an ideal framework to compute with actual physical sys-
tems.
A very well known example of an early implementation of phys-
ical reservoir computing is the work of Fernando et al. [93], who
literally used a reservoir, i.e. a bucket of water which was excited
through motors creating vibration. The ripples which formed in
the bucket as a response to the input signal were recorded by a
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camera. The images of these ripples were fed to a perceptron,
which was trained to perform simple speech recognition tasks.
Implementations on a wide variety of substances have followed
in the last two decades.
v
R2
C2x2
R1
C1x1
Figure 3.1 An electrical circuit as an example for a real-world
dynamical system.
Consider the circuit shown in Figure 3.1 taken from an example
from an undergraduate textbook on control systems [94]. If we
define the state variables x1(t) and x2(t) as the voltage across the
capacitorsC1 andC2 respectively, in response to the input voltage
v(t), we can write the systemsʼ differential equations in standard
form as
dx(t)
dt
=
(− 1C1R1 1C1R1
1
C2R1
− 1C2R2 (1 + R2R1 )
)
x(t) +
(
0
1
C2R2
)
v(t) (3.4)
In a similar way, we can define the current flowing throughC2 as
the systems output and obtain the output as a function of x as
y(t) =
(
− 1R1 1R2
)
x(t). (3.5)
We set C1 = C2 = 10µF and R1 = R2 = 1kΩ and discretise
the system by approximating the differential operator dxdt through
the difference quotient x(t+δ)−x(t)δ , where we set δ = 10ms. We
obtain
x(t+ 1) =
(
0 1
1 −1
)
x(t) +
(
0
1
)
v(t) (3.6)
as well as
y(t) =
(
− 11000 11000
)
x(t) (3.7)
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for the state update and output of the discrete-time system re-
spectively.
Comparing the obtained time-discrete equations with Jaeger sʼ
formulation of an Echo State Network in Equations 3.1 and 3.2,
we can see that the circuit seen above could also be interpreted as
a recurrent neural network in continous time with fixed hidden
layer weights, a = 1 and f(h) = h, i.e., the identity map as an
activation function.
As the above approach to modeling real-world time-dependent
phenomena is successfully applied in many different scientific
disciplines, in theory there should be lots of physical systems that
can be used as a reservoir. In practice of course, it all depends on
the “hidden weights” of the reservoir, i.e., in which way the ob-
servable state variables of the physical system constitute a signal
transformation of the input signal, which is useful for a given task
at hand. Verstraeten et al. [28] suggest to rely onbenchmark tasks
in order to determine whether a given system constitutes a good
reservoir in practice. Therefore, in order to find good physical
reservoirs for a given task, one has to evaluate the performance
of a variety of possible reservoirs that can be built. Apart from
the necessity to find a suitable system to implement the right
reservoir state matrixWres, a suitable readout mechanism needs
to be found as well. Note that in the examples above, we could
not adjust our readout weights, as they are proportional to the
resistance R1 which in turn affects the reservoir state matrix
Wres, so we would need to find a different output channel for the
system in question.
Since the initial proposition of the reservoir computing
paradigm, there have been reservoir implementations for
many different physical substrates: in the field of robotics, a lot
of work has been done under the umbrella term of morphological
computation [91, 95, 96]. Within this framework, body and
controller of a robot are not viewed as separate units, but take
into account the interaction of the robot with its environments.
That is, a robot body is viewed as a reservoir on whose observed
states classifiers are trained to perform motor control, often
locomotion.
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Physical reservoirs as analog computers, on the other hand, that
are specialised to solve certain tasks have been sucessfully built
using memristive elements [30, 31, 32], spin electronics [33, 34],
coupledmechanical oscillators [35] as well as optical systems [36,
37, 38, 39, 40, 41, 42, 43, 44]. A broad review on physical reservoir
computing technologies is given in [29].
Photonic reservoir computing has been proposed for the first
time in [90], where the authors propose a photonic reservoir con-
sisting of a network of Semiconductor Optical Amplifiers (SOA),
which can be manufactured in silicon photonics and performs
well on simple speech recognition tasks as well as bit pattern
recognition. In a later iteration, Vandoorne et al. [41] removed
the SOAs at the reservoir nodes and replaced them with multi-
mode-interferometers acting as splitters and combiners of the
signals. This step bears the immense advantage that such a sys-
tem is only limited by the bandwidth of the opto-electrical output
conversion stage and can therefore process signals of almost ar-
bitrary baud rates. On the other hand, the fact that there is no
nonlinearity in the recurrent connection paths, limits the com-
putational power of the system.
A second possible implementation of a photonic reservoir “vir-
tualises” the reservoir nodes along a single optical delay line
using time-divisionmultiplexing. Signal richness is enhanced by
using a masking pattern through which for each virtual node an
individual bias value is added to the input signal and transformed
by a nonlinearity [36, 37, 38, 39]. Within this thesis, we focus on
the former systems which are usually implemented as a physical
network of nodes as an integrated circuit.
While it cannot be considered reservoir computing, a third class
of optical neural networks deserves to be mentioned here. In
recent years, efforts increase to implement feed-forward neural
networks in optical hardware. A notable example is the work of
Shen et al. [97], who demonstrate a electro-optical feed-forward
neural network, where all ocurring matrix multiplications
are performed fully optical. These matrix multiplications are
implemented through a programmable mesh of Mach-Zehnder-
interferometers recently proposed by Miller [98]. Since such
systems are intrinsically more suitable to process spatially
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Figure 3.2 Schematic of an integrated photonic reservoir as pro-
posed by Vandoorne et al. in greyscale, overlayed with a sketch
of its reservoir architecture in color. Input is injected at the node
marked with an arrow, reservoir states are read out from nodes
marked in red. Figure from [41].
correlated data such as images, contrary to the previously
mentioned photonic reservoir systems, which are better suited
for timeseries data, both approaches complement each other
well.
3.3 Passive photonic reservoir computing
Figure 3.2 shows the schematic of a photonic reservoir comput-
ing system on chip in greyscale, overlayed by the architecture
of the reservoir in color. In analogy to a digital reservoir, the
integrated reservoir consists of a number of connected reservoir
nodes. Due to material and fabrication constraints though, the
connections between reservoir nodes are not random, but form
a predefined, repeating pattern instead. Vandoorne et al. termed
this architecture a swirl architecture. The integrated reservoir is
realised as a silicon photonics chip, manufactured in silicon-on-
insulator technology.
A modulated optical signal is injected into the chip and
propagates through the optical circuit along the shown reservoir
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(a) strip waveguide (b) delay line
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Figure 3.3 Integral parts of an integrated photonic reservoir.
3.3a : silicon strip waveguide on top of a silicon oxide layer,
3.3b: spiralled waveguide forming an optical delay line, 3.3c:
multimode interferometer used as a optical combiner.
connections. Reservoir connections are implemented as planar
waveguides (see Figures 3.3a and 3.3b) which delay the signal
between nodes. Reservoir nodes are constructed using linear
optical elements, which combine all signals from incoming delay
lines and distribute them further along outgoing delay lines. This
summing and distributing of the signals can be implemented by
a number of integrated optical components such as directional
couplers or multimode interferometers (MMIs). While the first
passive design has been introduced using 2x1 and 2x2 MMIs
[41], a more recent design [99, 100] has been found to be more
power-efficient as it makes use of 3x3 MMIs (see Figure 3.3c).
Integrated photonic reservoirs are usually operated with coher-
ent light. This bears the advantage that each reservoir state has
both amplitude and phase, which doubles the internal degrees
of freedom compared to “real-valued” reservoirs, and increases
the richness in the reservoir state vector [41]. Additional rich-
ness is introduced through the intrinsic variabilities of the silicon
photonics manufacturing process. When manufacturing strip
waveguides like the ones used as delay lines in integrated reser-
voirs, the effective index of thewaveguide varies significantly due
to geometric variations of the manufactured chips.
For instance, Xing et al. find in [101], that the effective index of
strip waveguides in theirmanufactured devices varies by∆neff =
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0.015. For a 1mm strip waveguide transmitting light with a wave-
length of λ = 1500nm, this translates into a phase shift∆φ of
∆φ =
1
1.5 · 10−6 · 0.001 · 0.015 · 2pi ≈ 10 · 2pi. (3.8)
These large variations in the phase of the light signals passing
through the waveguides yield much richer reservoir states when
many differently delayed light signals are combined within
the reservoir. While this richness increases the computational
power of the reservoir significantly, it bears the drawback that
the readout of each reservoir needs to be trained individually,
since every single reservoir is different and generates different
state traces.
One can see that in that in Figure 3.2 a light direction is imposed
on the network, i.e. the light is supposed to propagate in a certain
direction within the chip. Yet, MMIs do not impose a certain
direction on the light flow i.e. they cannot act as an “optical
diode” and filter out light from a certain direction.
Therefore, the direction of light propagation needs to be con-
trolled by means of how the light is injected into the reservoir.
This happens for 3x3 MMIs as follows: 4 ports of the MMI are
connected to other reservoir nodes via the delay lines. Out of the
two remaining ports, one port receives a possible input signal,
and one port propagates the mixed signal resulting inside the
MMI to a physical readout layer with weighted connections. To
enforce a lightflow as illustrated in Figure 3.3c, light needs to be
injected into one of the 3 left pins (1,2,3 in 3.3c) for all MMIs in
the upper half of the reservoir, and into one of the right pins
(4,5,6 in Figure 3.3c) for the MMIs in the lower half of the reser-
voir, respectively. A possible configuration could be to choose
the outer ports (1,3,4,6) to connect nodes, and mix the delayed
signals, while the inner ports (2,5) are used to inject input and
lead the mixed signals to a readout stage.
This simple computing setup as shown above is potentially
future-proof with respect to low-power computing at even
higher data transmission rates since the reservoir itself does
not contain any bandwidth-critical components [41]. Of course,
one has to take into account the bandwidth limitations and
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power consumption of integrated photodetectors, as well as
optical nonlinearities and weighting elements. Here, despite
promising research efforts, feasible solutions yet have to be
found. Nevertheless, especially for data which naturally occurs
in the optical domain, such as high-speed telecommunications
data, integrated photonic reservoir computing has shown
promising results in the past [40, 41, 47].
One concrete application of delay-line as well as integrated pho-
tonic reservoir computing is to be found in signal equalisation
for Metro optical fiber lines [45, 46, 47]. The idea is here that,
not unlike our introductory machine learning example, which
we have given in Section 2.3 one seeks to train a photonic reser-
voir to perform distortion inversion on optical communication
data. Katumba et al. [47] have shown that integrated photonic
reservoirs can outperform standard forward error correction on
optical fiber lines with a length up to 200 km.
While the usage of coherent light bears considerable merits, it
also introduces challenges with respect to how we train our in-
tegrated photonic reservoirs. We will give an overview on these
challenges in the following sections.
3.3.1 Readout technologies
The state signals of an integrated photonic reservoir can be read
out either using an electrical (Figure 3.4a), or an optical readout
(Figure 3.4b). The original work of Vandoorne et al. assumes
an external electrical readout, were the signal from each node
is converted to the electrical domain by a photodetector and then
processed digitally. Inmore detail, for an electrical readout, each
readout signal at a node is connected to a photodiode, which
translates the optical signal into an electrical signal. This elec-
trical signal is thereafter sampled and further processed using a
digital computer or application-specific integrated circuit (ASIC).
Further processing usually consists of postprocessing and nor-
malisation steps of all sampled signals which are arranged in a
state matrix. This state matrix can then be used to train a model
which combines said matrix to approximate a given desired sig-
nal. The found weights of the trained model can then be directly
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(a) electrical readout
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Figure3.4 Swirl reservoir and readout system for electrical read-
out in Figure 3.4a as well as optical readout in Figure 3.4b. “PD”:
photodiode, “ADC”: AD converter, “MP”: Microprocessor, ”OM”:
optical modulator, ”OC”: optical combiner. The blue and orange
parts represent respectively the optical and electronic signals and
components.
applied to perform inference from state signals which have been
collected as described above and pose a reservoir sʼ response to
previously unseen data.
For an optical readout, things are a bit different. In an optical
readout, signals are led from the reservoir to optical modulators,
which adjust the phase and amplitude of the optical signals, after
which all signals are summed in an optical combiner tree and
sent to a single photodetector. The resulting signal, which is
transferred into the electrical domain, sampled and processed
by a digital computer, is already considered the final response of
the system. Apart fromminor post-processing steps (e.g. thresh-
olding if the desired output signal is value-discrete in nature) the
computation of the result signal is conducted fully optically in
contrast to the electrical readout, where processing by a digital
computer is required. Thus the inference process for an already-
trained optical readout is end-to-end analog and broadband.
While a fully optical readout therefore seems preferable from
an application perspective, several challenges are to be faced
to implement a reservoir with such a readout. First, a suitable
mechanism needs to be found in order to implement controlled
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optical modulation. More specifically, one desires an optical
modulator which manipulates the amplitude and phase of an
optical signal proportionally to a certain applied current or volt-
age. In this work, we comprehend all possible approaches to
implement such a mechanism under the term “optical weight”.
These optical weights in a integrated readout, in combination
with the optical combiner tree, compute a weighted sum of the
optical signals occurring on the reservoir chip. The resulting
output signals attempt to approximate the desired output signal
as close as possible and therefore solve the given task at hand.
While such an optical weight could in its simplest form be imple-
mented, e.g., by an inverse p-junction, under the premise of low
energy consumption, optical weights should be configurable in
a non-volatile way. By non-volatile, we mean here that it should
not be necessary to constantly apply energy (i.e., voltage/current)
in order for the weights to preserve their behavior with respect to
modulating a signal sʼ amplitude and shifting its phase. Currently
(2020), several research groups are working towards non-volatile
optical weighting elements in order to use them in optical neural
network implementations [49, 51, 50].
Furthermore, it can be considered a downside of integrated op-
tical readouts that, despite the fully-optical end-to-end inference
of a reservoir with integrated optical readout, the training of the
readout still needs to be performed on a digital computer. The
reservoir sʼ state matrix needs to be read out from the reservoir
and transferred to a digital computer, on which a weight vector
is trained to approximate a given desired signal. The found read-
out weight vector gets thereafter transferred back to the reser-
voir readout stage by adjusting the readout sʼ integrated optical
modulators accordingly. Only then the reservoir is trained and
can be used to solve the required task fully optical at very large
bandwidths. Also, the training of optical readouts bears a num-
ber of additional challenges, which we will address in the next
section.
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3.3.2 Training integrated photonic reservoirs
Similar to ESNs and other reservoirs implemented in software,
integrated photonic reservoirs are usually trained using ridge
regression [62]. The exact training process differs for electrical
and optical readouts.
In case of an electrical readout, all optical signals are converted
into the electrical domain using photodetectors, after which the
signals are sampled to be processed by a digital computer. To
train a reservoir with such a readout, one aligns the sampled
reservoir state vectors x(t) into a matrix
X =

x(t0)ᵀ, 1
x(t0 + δ)ᵀ, 1
x(t0 + 2δ)ᵀ, 1
...
x(t1)ᵀ, 1
 (3.9)
and solves for the weight vector θ as seen in Equation 2.21 using
ridge regression on a digital computer. Evaluation of the output
signal using the previously trained weight vector θ is performed
on a digital computer as well.
For optical readouts, the training process is more involved. Since
the reservoir evaluation is performed in the optical domain and
the optical modulators work with coherent light, the resulting
reservoir matrix X ∈ C(t1−t0)×k as well as θ ∈ Ck are complex-
valued. Therefore, as a first step, we need to extend ridge regres-
sion as introduced in Section 2.3.1, to the complex domain.
In order to obtain a real-valued loss, we define the l2-regularised,
mse-equivalent loss function as
J(θ) =
1
2
(y− X · θ)†(y− X · θ) + αθ†θ, (3.10)
where θ† denotes the conjugate transpose of the weight vector θ.
As J(θ) is still a convex function, we can solve this optimisation
problem in the same way as we did for real-valued ridge regres-
sion: we find∇
θ
J and set
∇
θ
J = −X†(y− Xθ) + αθ = 0. (3.11)
63
Chapter 3
We solve for
θ = (X†X+ αI)−1X†y, (3.12)
which implies that we can use the same solution as for the real-
valued case, with the exception that we have to use X† where we
would otherwise use Xᵀ.
After having addressed the issue of ridge regression in complex
space, we take a closer look at the training process itself. As al-
readymentioned in the previous section, despite the fully-optical
end-to-end processing of a reservoir with integrated optical read-
out, the training of θ still needs to be performed on a digital com-
puter. Therefore, X is read out from the reservoir and transferred
to a digital computer, on which a complex-valued weight vector
θ is trained from X as well as the desired signal y. θ gets there-
after transferred back to the reservoir readout stage by adjusting
its integrated optical weights accordingly. The reservoir is then
trained and can be used to solve the required task fully optical at
very large bandwidths.
Unfortunately, in practice, several complications occur within
this process. First, as one can see in Figure 3.4b, the schematic
for the integrated optical readouts only contains a single photo-
detector, used to transfer the final output signal into the electrical
domain for further processing. No photodetectors are provided
to read out the states for training. The main reason for this is to
maintain the scalability of integrated photonic reservoirs as the
number of reservoir nodes increases. As reservoirs featuring a
larger number of nodes get built, supplying every reservoir node
with its own photodetector is not feasible due to the necessary
expensive measurement equipment that would be needed for
every single photodetector to operate the reservoir in production
(HS samplers, transimpedance amplifiers etc.). Furthermore,
fabrication constraints (chip surface etc.) make the design of
integrated circuits with large amounts of photodetectors chal-
lenging.
Therefore, a way needs to be found to observe all reservoir states
for training using only the single photodetector at the output of
the combiner tree. Furthermore, phase information of the state
64
3.3 Passive photonic reservoir computing
signals gets lost during the conversion of the signals to the electri-
cal domain (given one does not use expensive coherent photode-
tectors). As this state information is required to properly train the
complex weight vector θ, a procedure to estimate the phases of
the state signals based on the detected electrical signals is neces-
sary. Additionally, while there are several possible mechanisms
to implement optical modulators, it can be safely assumed that
all of them are subject to limited weight precision.
The issues of state observability as well as estimating the state
signal sʼ phases which are lost during opto-electrical conversion
are addressed in Chapter 4. To address limited precision of pos-
sible optical weight implementations, Ma et al. [102] propose a
weight pruning scheme tomitigate the problem of limitedweight
precision.
A further limitation arising from using complex-valued ridge re-
gression to train optical readouts is the following: For fully op-
tical readouts, the signal weighting process happens before the
nonlinearity rather than after the nonlinearity. This limits the
computational power of reservoirs, which are trained using com-
plex ridge regression, in two ways. First, forming a weighted
sum of nonlinearly transformed signals is computationally more
powerful than a sumof signals which have formed through linear
combination of delayed versions of the input signal.
Second, in order to use complex ridge regression, which is a
linear method, in the complex domain, we need to transfer the
training labels into the optical domain by approximating an in-
verse function of the readout (see Section 4.3 for details). This
also implies that we have to assume a phase for our previously
real-valued training labels, i.e., in the simplest case, a phase of
zero. Due to the nature of complex weighted addition though,
the weighted sum of two complex input signals with fixed phases
and fixed weights exhibits varying phase as long as the input
signalsʼ amplitudes vary. See Figure 3.5 for illustration. While
this constant variation of the output phase signal is not relevant
for the final detector output (the detector transforms the signal
into the real domain), it is relevant when forcing a phase on
training labels to be approximated before the detector, as this
65
Chapter 3
0.0
0.5
1.0
π
−π
0
Im
Re
Magnitude of readout inputs
Phase of readout
Figure 3.5 Illustration of phase variations in a complex-valued
readout: Given two input signals with fixed weights and fixed
phases, as long as their amplitudes vary, the phase of the result-
ing output signal varies as well. Figure adapted from [103].
poses a constraint to the optimisation space, which is in principle
unnecessary.
The constraints mentioned above limit the reservoir sʼ
performance, which in turn limits the possible selection of tasks
that can be solved using integrated photonic reservoirs, given
that they are trained with rigde regression. A possible approach
to mitigate this constraint is the development of suitable optical
nonlinearities (to address the first constraint), or, alternatively,
to train the reservoir readout weights using stochastic gradient
descent (SGD) (to address the second constraint) [45, 103, 104,
102]. Using SGD, one can backpropagate through the readout,
and does not need to impose any constraints on the phase of the
training label. This results in a better performance on a wider
range of tasks using integrated optical readouts. Unfortunately,
this bears the drawback that the training time of SGD is usually
significantly larger than for ridge regression. This poses a
significant disadvantage, when we consider that, as stated in
Section 3.3, each reservoir needs to be trained individually.
In more recent work [104, 102], the authors tend to train
integrated photonic reservoirs using SGD (in combination with
the techniques proposed in Chapter 4) in anticipation of future
innovations to speed up training. In this thesis, we have chosen
a different path, and constrain ourselves to using complex-
valued ridge regression to train integrated optical readouts,
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in anticipation of future optical nonlinearities. In principle
though, while all the proposed algorithms and architectures in
this thesis build upon complex-valued ridge regression, they are
not dependent on it: Should the training time of SGD for optical
readouts be reduced in future, e.g. through frameworks such
as Photontorch [104], replacing ridge regression through SGD
is straight-forward for all proposed algorithms and connection
schemes. Also note that the limitations of complex ridge
regression as discussed here are entirely related to the fact that
one needs to make assumptions on the target signal phase when
training reservoirs with a readout where that phase information
gets lost. Systems with complex-valued target signals, where a
phase does not need to be assumed or enforced on the target
signal, can be trained using Equation 3.12 to reliably find a
parameter vector θ which minimises the convex loss function
J(θ) as defined in Equation 3.10.
A tempting idea might be to connect several reservoirs together
and train them using backpropagation in order to perform a kind
of “deep” reservoir computing, in analogy to the recently highly
successful paradigm of deep learning. Unfortunately, as each
reservoir needs to be trained individually, and the connection
weights (i.e. the exact phase shifting properties of the delay line
waveguides) within reservoirs are partly unknown, backpropa-
gation through integrated photonic reservoirs is in general not
feasible. In Chapter 5, we evaluate 4 general multi-reservoir
connection schemes instead, which can be trained in a straight-
forward way using ridge regression (or, alternatively, one reser-
voir at a time, SGD). Furthermore, we propose a methodology
which seeks to combine the strengths of both, ridge regression
and backprop in order to mitigate these limitations in Chapter
6.
3.4 Simulation of integrated photonic reservoirs
in this work
In this thesis we simulate all integrated photonic reservoirs using
Caphe [105]. Caphe simulates the optical circuit, which is the
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reservoir, as a graph. Intuitively, the optical splitters/combiners,
which constitute the reservoirs nodes, also form the nodes in
this graph, while the waveguides between them are modelled
by the graphsʼ edges. Waveguide and combiner losses are the
complex-valued weights of these graphsʼ edges. Since integrated
photonic reservoirs exhibit strong variations in the effective in-
dices of their waveguides, we account for this strong variability
by modelling the phase variation of these waveguides (i.e. the
phase of the complex weight along the corresponding edge in the
graph) to be random following a uniformdistribution in [0, 2pi].
This graph, which is internally represented by its adjancency
matrix, is thereafter transferred into a set of delay differential
equations according to the framework proposed in [105]. This set
of differential equations is solved numerically in order to find all
relevant signals at the splitters/combiners/reservoir nodes of the
simulated circuit. We obtain a sampled complex output signal of
each reservoir node as a result, denoting amplitude and phase of
the optical signal at that node at a certain instant in time.
In order to simulate the response to a given input sequence of
symbols, we upsample the input signal, and smoothen the up-
sampled signal using a low-pass filter. Thereafter, we multiply
the input signal with the desired power of a positive amplitude,
e.g. 0.8W and eventually add a signal bias, e.g. 0.2 W. We there-
after calculate the response of the optical circuit to this time-
series, mimicking a sampled amplitude modulated input signal
as explained above. We proceed differently with the resulting
complex-valued timeseries, which constitute the optical state sig-
nals, depending on whether we simulate an electrical or optical
readout.
In case of an electrical readout, we convert the complex-valued
optical signal at each of the N nodes of the reservoir from the
optical into the electrical domain using a photodetector model
which is described below. This results in the samplings of N
simulated electrical signals. These signals are then arranged into
a time series of real-valued reservoir state vectors, from which a
weighted linear combination (the classifier) is taken to obtain an
output signal solving the problem at hand.
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In case of an optical readout on the other hand, the obtained
complex-valued optical response signals from the circuit simu-
lation step are not converted to the electrical domain. Instead,
the signals at each reservoir node are arranged into a time se-
ries of complex state-node vectors, which form the matrix X ∈
C(t1−t0)×k. The integrated optical readout is simulated by com-
puting an inner product between each of these vectors and a
complex weight vector θ, which represents the complex optical
weights:
h = Xθ. (3.13)
The resulting complex-valued signal is passed to the
photodetector model to obtain the final electrical output
signal y:
y = fdet(h). (3.14)
The activation function fdet(h) : C(t1−t0) →R(t1−t0) stands for the
mapping from the optical to the electrical domain that is realised
by the photodetector.
We simulate the integrated photodetector for the electrical and
optical readouts, following themodel proposed in [106]: we com-
pute the electric current of a sampled complex-valued signal h
as
i = R|h|2, (3.15)
where R is the photodetector sʼ responsitivity. Thereafter a zero-
mean Gaussian noise vector n with a variance σ2n is added to i.
The variance σ2n is computed as
σ2n = 2qB(〈I〉+ 〈Id〉) + 4kBTB/RL. (3.16)
〈I〉 is the photocurrent, that is, the average of all elements of i ∈
RT
〈I〉 = 1
T
T∑
t
i(t). (3.17)
Furthermore, q is the elementary particle charge, B is the band-
width of the photodetector, 〈Id〉 is the dark current, kB is the
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Boltzmann constant, T is the temperature and RL is the load
impedance of the photodetector. We setR = 0.5 AW , 〈Id〉 = 0.1nA,
T = 300K and RL = 1MΩ in all our simulations. To model the
limited bandwidth B of the integrated optical detector, a fourth-
order Butterworth low-pass filter is applied to the resulting out-
put signal. In this thesis we assume B = 25GHz in Chapter 4 as
well as B = 70GHz in Chapter 5. These values where chosen for
the following reasons: in Chapter 4 we have chosen a compara-
bly lower value, in order to evaluate the performance of the ap-
proaches discussed there under the assumption of a widely avail-
able “off-the-shelf” photodetector, and have therefore used the
same parameters that have been used in [106], where this model
was introduced. In Chapter 5 on the other hand, we sought to
model the bandwidth of the simulated detector in such away that
it matches the bandwidth of the actual integrated photodetectors
which have been used in the latest PHRESCO [48] prototype.
In both the electrical and optical cases, the resulting electrical
output signal is downsampled to 1 sample per symbol at a prede-
termined sampling point. A common choice of sampling point is
in the middle of the symbol period. Alternatively, the sampling
point can also be optimised when training the reservoir. After
downsampling, the signal is thresholded for binary tasks, such
as the XOR and the header recognition tasks, in order to obtain a
clean binary output bit sequence.
3.4.1 On simulation accuracy
Due to the complexity of real-world physical systems, no simula-
tion can be assumed to be of absolute accuracy. Nevertheless, in-
tegrated photonic reservoirs have been successfully simulated in
earlierwork [41] using the samenode-based approachwe employ
in this thesis [105]. Vandoorne et al [41] show that for both the
header recognition andXOR tasks, whichweemploy aswell, their
simulations match well with the actual obtained experimental
results.
Furthermore we have taken the followingmeasures tomake sure
our simulation results reflect the behavior of real physical sys-
tems to the degree possible. Since we consider the variabili-
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ties in the phases of optical delay lines as the main source of a
possible “simulation-reality-gap”, we evaluate all our proposed
approaches and architectures for 10 distinct simulated photonic
reservoirs with random phase variations and average over the
results. Thatway, while said variabilities still prevent the transfer
of weight vectors trained in simulation towards real devices, we
hope to gain an impression on how the majority of photonic
reservoir systems can be expected to behave, given that a certain
proposed approach or architecture is applied. In order to be able
to verify these resultswith future experiments, we generally keep
all architectural parameters of a reservoir fixed within a single
chapter, and evaluate the behavior of the reservoir on various
timescales by varying the input bitrate rather than the length of
the reservoir delay lines, as one would do for a real reservoir
prototype. Especially the simulations in Chapter 5 have been
set up to predict the preformance of the introduced approaches
on the latest PHRESCO [48] prototype, which will enable a direct
comparison our obtained simulation results with actual experi-
mental results as soon as this prototype is available.
Onepossible limitationof the transferral of the simulation results
in this thesis to physical systems is posed by the used simple
model of an integrated optical readout, i.e. a inner product be-
tween reservoir states and a complex weight vector. We argue
though, that given several candidate technologies exist [49, 51,
50], but a working implementation optical readout implementa-
tion is still in development, a simple functional model that fo-
cuses on the properties and limitation one seeks to address (com-
plex domain, limited observability) is a reasonable choice.
3.4.2 Used tasks
In general, whether an implemented systemmakes a good phys-
ical reservoir is usually assessed by how well it can solve certain
benchmark tasks. As the main application field for photonic
reservoirs is optical telecommunication, in this thesis we have
focused mostly on bit recognition tasks. Especially the header
recognition task is very useful here, since it does not require
any optical nonlinearities in the reservoir, and is therefore a
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well attainable task when training an optical readout using ridge
regression. In order to maintain a broader viewpoint though, we
havenot constrainedourselves to bit pattern recognition, but also
utilise the well-known Santa-Fe and NARMA-10 benchmark tasks
to assess reservoir performance in our simulations.
Header recognition
An interesting and relevant task to assess the performance of
passive photonic reservoirs with respect to optical telecommu-
nication tasks is the header recognition task. In this task we
expect the reservoir to present 1 at the output whenever a certain
sought header bit sequence occurs in the input signal and 0 other-
wise. More precisely, given an input signal v(t) and a predefined
header bit pattern h(t)we define our ideal desired signal yideal(t)
to be
yideal(t) =
{
1 if
∑K−1
k=0 Jh((K − 1)− k) = u(t− k)K = K
0 else
(3.18)
where the notation above is Iversons bracket notation, defined
as
JP K = {1 if P true
0 else
(3.19)
and K is the length of h(t) in bits. To give an example, we set
K = 3 and h(t) = δ(t) + δ(t− 2), where δ denotes the dirac delta
function, thus seeking to detect the header bit pattern ”101”.
We train our reservoir readouts using a modified version of the
ideal desired signal
y(t) = yideal(t) · ptotal, (3.20)
where ptotal is the maximal attainable power (i.e. positive ampli-
tude + signal bias) of the input signal.
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XOR
Another interesting and relevant task with respect to optical
telecommunication tasks is the delayed XOR task, since it can
be considered a step towards computing n-bit parity (which is a
significiantly harder problem with increasing sequence length
through). For the delayed XOR task, the desired signal y(t) is
defined as
yideal(t) = v(t)⊕ v(t−K), (3.21)
where ⊕ is the binary XOR operator for two inputs
s1, s2 ∈ {0, 1}
s1 ⊕ s2 =
{
1 if s1 ̸= s2
0 else
(3.22)
and K is a constant which determines how many samples delay
there are between two samples to be XORed. Note that while this
task appears to be simple, it can pose an unexpected challenge
for machine learning classifiers due to its nonlinearity [78].
Again, the photonic reservoir readout is trained using amodified
version of the ideal desired signal
y(t) = yideal(t) · ptotal. (3.23)
NARMA-10
The Nonlinear AutoregressiveMoving Average system identifica-
tion task of order 10 (NARMA-10) [107] has been widely used as a
benchmark task to measure the performance of ESNs and other
reservoirs. In this task, the output of a givennonlinear dynamical
system should be approximated as close as possible.
Its desired signal is defined as follows:
y(t+ 1) =0.05 y(t)
9∑
k=0
y(t− k)+
0.3 y(t) + 1.5 v(t− 9) v(t) + 0.1,
(3.24)
where y(t) denotes the desired output signal and v(t) denotes a
random input sequence uniformly distributed in [0, 0.5]. For t <
0, v(t) and y(t) are by definition 0.
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Santa Fe laser prediction task
In the Santa Fe laser prediction task, the next sample needs to
be predicted for a timeseries, which has been obtained by mea-
suring the output of a NH3 laser driven in a chaotic regime. It
has been made available as part of a timeseries prediction com-
petition at the SantaFe institute in the early nineties [108]. It
is a commonly used task, that assesses the predictive strength
of models. The recorded timeseries is presented to the model,
which is supposed to predict the next sample based on the k last
presented input samples. The data consists of a train set of 1000
values as well as a test set containing 9093 additional values.
3.4.3 Error measures
The correct choice of error measure is very important in order
to train suitable classifiers. For prediction tasks, MSE is still
the most commonly used error measure as it is simple and well-
understood. In this thesis, for our prediction tasks, we use nor-
malised version of MSE, the NMSE. For the bit recognition tasks
on the other hand, we choose the bit error rate as it is the most
relevant performance indicator for telecommunication applica-
tions.
NMSE
While MSE is still the most commonly used error measure for
prediction tasks, it has a significant drawback concerning its in-
terpretability. In theory a classifier can minimise the MSE be-
tween its output signal and a target signal without actually follow-
ing the target signal by adjusting its weights in a way such that its
output signal is identical to the variance of the target signal. This
gives the impression that the classifier has learned a meaningful
mapping from input to target signal, while it solely has adjusted
the scaling of its output signal. Therefore, to asses the perfor-
mance for the NARMA-10 and Santa Fe tasks, we additionally
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normalise the MSE with the variance of the target signal which
results in the NMSE :
eNMSE =
1
T
T∑
t=1
(yˆ(t)− y(t))2
σ2y
, (3.25)
where yˆ(t) is the prediction of the trained network, and σ2y is the
variance of the desired signal y(t). This implies that a classifier
that only scales the output can never reach an error significantly
lower than 1.
Bit error rate
To asses the performance of our trained classifiers on bit tasks,
we use the bit error rate (BER). The BER is defined as
ebit =
1
T
T∑
t=1
Jyˆthres(t) ̸= yideal(t)K, (3.26)
where yˆthres(t) is the subsampled, thresholded output signal of
the reservoir and yideal(n) is again the ideal desired signal.
Note that the bit error rate, due to its binary nature, and the
inherent uncertainty and noise in digital communication sys-
tems, is often interpreted as the probability of bit errors for a
digital communication system. In order for this interpretation
to be appropriate though, we would need to compute the BER
on a sequence of infinite length, or at least on extremely long
sequences of bits. As this is not feasible, we need to take into
account that our computed BER is an estimate of this probability.
This fact is especially relevant whenever we obtain a perfect BER
(i.e. BER = 0) in our simulation results. Jeruchim [109] finds that
for a perfect BER (i.e. BER = 0), computed on 10000 bits of test
data, the actual probability of bit errors will lie below 10−3 with
a confidence level of ≈ 90%. Therefore, whenever we compute
a BER which is smaller than that value, in our simulations, we
state an estimated BER of 10−3 instead, acknowledging the fact
that while we did not measure any errors, a small probability of
bit errors remains. We term this error bar the smallest detectable
bit error rate.
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Training photonic reservoirs with
integrated optical readout
In Section 3.3.1 we have already briefly introduced the
advantages of an integrated optical readout, as well as the
challenges of training integrated photonic reservoirs which
make use of such a readout. In this chapter, we will specifically
address the challenge of limited observability when training
integrated optical readouts. We simulate the behavior of passive
photonic reservoirs with integrated optical readout and train
the simulated readouts of these reservoirs to perform 3 bit
header recognition. We evaluate the investigated approaches by
comparing their achieved bit error rates over a wide range of
input signal bit rates.
This chapter is structured as follows. We briefly repeat the ben-
efits and challenges of training an integrated optical readout in
Section 4.1 after which we discuss the methodology of our sim-
ulation approach in Section 4.2. In Section 4.3, we present our
baseline training algorithm based on classical reservoir training
approaches, which assumes full state observability.
In the three sections that follow, we investigate different
approaches to training with limited observability: Section
4.4 investigates the feasibility of standard black-box training
approaches for integrated photonic reservoir computing. As
such approaches are usually costly in terms of training time,
we assess the feasibility of a pretraining-retraining approach,
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i.e. pretraining in simulation, retraining on the actual device,
in Section 4.5. Upon the latter proving to be infeasible, we
finally propose an approach where the complex-valued reservoir
state matrix is estimated from real-valued outputs by repeatedly
presenting the input to the reservoir while selectively setting
readout weights in Section 4.6. We show that the estimated state
matrix can subsequently be combined with classical training
approaches to train the reservoir. We find this approach,
which we denote as nonlinearity inversion, to pose a tradeoff in
terms of performance and accuracy when training integrated
photonic reservoirs. Finally, in Section 4.7 we conclude on our
findings. The work discussed in this chapter has previously been
published in [110].
4.1 Challenges when training integrated optical
readouts
As discussed at length inChapters 1 and 3, despite its promise as a
future-proof technology platform, integrated photonic reservoir
computing in its current form is subject to a number of limita-
tions. One of these limitations is posed by the fact that the train-
ing, as well as the mixing of signals to solve a meaningful task,
has so far only happened in the electrical domain. Vandoorne
et al. [41] transferred the signal at each node from the optical
to the electrical domain using a photodetector, and then sent it
through an analog-to-digital (AD) converter. The required linear
combination of signals and readoutweightswas performed in the
electrical domain using a microprocessor. See Figure 4.1 for a
detailed illustration of the process.
In order to exploit the benefits of optical computing though, sig-
nals need to be processed at very high data rates in an energy-
efficient way. From that perspective, the utilisation of an electri-
cal readout is inefficient, since there is a significant energy and
latency cost associated to it. It is therefore desirable to perform
the weighting and summing of signals in the optical domain,
using an integrated optical readout.
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Figure 4.1 Swirl reservoir and readout system of RC photonic
chip prototypes with electrical readout. The node signals of the
reservoir are collected in the readout section, where optical out-
put signals are converted to electrical signals, and thenprocessed
to a final output. “PD”: photodiode, “ADC”: analog-to-digital con-
verter, “MP”: microprocessor. The blue and orange parts repre-
sent the optical and electronic components, respectively.
For such a readout, only a single photodetector is used, which
receives the weighted sum of all optical signals and transfers the
output signal into the electrical domain. The necessary sum-
ming of the individual weighted reservoir state signals can be
performed by a combiner tree, i.e. by summing signals pairwise
using a 2x1 optical combiner structure and repeating this step
on the resulting intermediate signals until a single optical output
signal is obtained. Figure 4.2 further illustrates the concept of a
fully optical integrated readout.
By employing such an integrated optical readout however, we
lose direct observability of the states of the photonic reservoir.
Observing all states ismandatory though, in order to use classical
linear readout training algorithms such as ridge regression [62]
and other least-squares approaches. At first glance, a possible
solution could be to add a separate high-speed photodetector to
each reservoir node, which is only used during training to ob-
serve the states. Theweightswould thenbe calculated in the elec-
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Figure 4.2 Illustration of a swirl reservoir connected to a fully
optical readout. Each optical output signal is modulated by an
OpticalModulator (“OM”) implementing the weights. The optical
outputs are then sent to a combiner structure where all signals
are summed and finally converted to an electric output signal
using a photo diode.
trical domain, while the trained reservoir could still be operated
entirely in the optical domain. This is unfortunately challenging
due to a number of reasons. First, high-speed photodetectors
tend to be costly in terms of the measurement equipment (HS
sampler, transimpedance amplifier etc.) they need to be oper-
ated in production. Therefore, such an architecture would not
scale well when increasing the number of nodes in the photonic
reservoirs to numbers common in classic echo state networks
[80]. Second, since passive photonic reservoirs make use of co-
herent light for added richness, the tunable readout weights in
the optical domain have to be complex-valued as well. However,
unless we go to even more complicated coherent detectors (de-
vices which are composed out of at least 2 incoherent detectors
[52]), these photodiodes can only measure the intensities of the
states and not their phases, so we cannot calculate the correct
complex-valued weights. Note that this is different from the ap-
proach in [41], which used real-valued weights on real-valued
signals, whereas here we need to use complex-valued weights on
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Simulation Parameters
Reservoir size 4× 4 nodes
Input nodes See Figure 4.3
Readout nodes All nodes
Delay line length 4.69mm
Delay line loss 3 dBcm
Photodetector responsitivity 0.5 AW
Photodetector bandwidth 25Ghz
Delay line phases Uniformly random in [0, 2pi]
Input power 0.1W
Readout bias power 0.02W
Input symbol rate 1− 31Gbps
Samples per bit 24
Table 4.1 Parameters used in the simulations in this chapter.
complex-valued signals.
A second possible solution could be to train the weights based
on simulations of the behaviour of a virtual reservoir, using pho-
tonic circuit simulation software, which will obviously have full
observability of all the nodes. However, the fabrication toler-
ances of these devices are such that the propagation phase of two
nominally identical waveguides could be completely different.
This prohibits the successful transfer ofweights trained using the
idealized simulated reservoir to actual hardware. In summary:
finding a suitable training algorithm is not straight-forward.
4.2 Methodology
In this chapter we evaluate several training approaches to train
integrated optical readouts under limited observability condi-
tions. We evaluate the suitability of our proposed training ap-
proaches by comparing the achieved bit error rates of simulated
reservoirs on the the 3-bit header recognition task. Table 4.1 gives
an overview on the used simulation parameters.
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In more detail, we simulate an optical circuit corresponding
to an integrated 4x4 passive photonic reservoir using the swirl
[41] architecture as described in Section 3.3. We subsample the
amplitude-modulated optical input signal 24 times per bit period,
smoothen it using a single-pole low-pass filter, and simulate
the response of our optical integrated swirl circuit using Caphe
[105]. We obtain a sampled complex output signal for each
reservoir node as result. This sampled signal is then rearranged
to a complex state-node matrix X ∈ C, and the integrated optical
readout is simulated through an inner product between this
matrix and a complex weight vector w. The resulting signal is
fed into a photodetector model to obtain the electrical output
signal of the simulated photonic reservoir. A detailed description
of this detector model can be found in Section 3.4.
The obtained output power signal is then downsampled at a pre-
determined optimal sampling point, and thresholded in order to
obtain a clean binary output bit sequence. We place a threshold
T in the middle of the signal range of our output signal y[n] as
T = P5(y[n]) + (P95(y[n])− P5(y[n]))/2, (4.1)
whereP5(y[n]) andP95(y[n]) are the 5th and95thpercentile of y[n]
respectively.
We fix the delay time between any two connected nodes in our
simulated reservoir to 62.5 ps which corresponds to a delay line
length of 4.69mm. Furthermore, we assume the waveguide loss
to be a rather pessimistic 3 dB/cm. We inject the input signal into
the reservoir through nodes 5, 6, 9 and 10, where node indices
are ordered row by row and from left to right. See Figure 4.3 for
illustration. This input node configuration offers a good trade-off
between performance and wiring effort [106].
Through our amplitude-modulated input signals, we distribute a
total power ptotal = 0.1W over the 4 input nodes, which leaves
the maximal amplitude power per node input signal at 0.1W4 =
0.025W. Moreover, within this chapter, we train our reservoirs
with an additional bias term. While such a bias is not always
added to photonic reservoir readout stages due to arising ad-
dititional hardware effort, we find that it greatly improves the
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Figure 4.3 Used node numbering scheme for the simulated 4x4
integrated passive photonic swirl reservoir. Input is injected
through the 4 nodes marked in red, with indices 5, 6, 9 and 10.
All nodes are assumed to be connected to the readout.
consistency of our results. Inmore detail, in preliminary simula-
tions, reservoirs trainedwith a bias showedmore consistent good
performance over all different bit headers of the 3 bit header
recognition task, compared to reservoirs trained without bias.
The reason for these improvements can most likely be found in
the fact that the bias signal adds an additional degree of freedom
to themodel, which results in amore powerful linearmodel. One
could also interpret this as decoupling the norm of the readout
weight vector from the required power of the output signal. In
practice, that means that the bias most likely supplies the nec-
essary power to drive the reservoir sʼ output signal towards its
desired value, assuming that that power is not available in the
input signal itself. For instance, if a reservoir shall detect the
bitheader pattern “000”, the necessary power to drive the output
to “1” is not contained in the input signal, which implies that the
passive reservoir almost certainlyneeds to take it from thebias.
Therefore, we implement an additional optical bias line which
does not lead into the reservoir, but directly into the integrated
optical readout (see Figure 4.2). This line carries a constant input
power of 0.02W. For all purposes, this bias is treated like an addi-
tional reservoir state signal, with the exception that it is not regu-
larized during training. Assuming an equal occurrence probabil-
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ity of symbols 1 and 0 in the input signal, the average signal power
to drive the reservoir amounts to 0.1W·0.5+0.02W = 0.07W. The
power consumption for actual implementations of an integrated
optical readout with possibly active weighting elements needs of
course also to be taken into account, but is beyond the scope of
this thesis.
In practice, themain challenge for adding an optical readout bias
is posed by the fact that, in order to interfere, that is, mix with
the remaining coherent reservoir states, the bias signal must be
coherent with the input signal. While this is easily realized in a
lab setting, generating such a coherent bias signal on the receiver
side of an optical communication channel is more challenging.
Ideally, in this case a coherent bias signal should be generated
from the received communication signal. This could realized by
means of a phase-locked-loop in a similar way as the carrier fre-
quency of phase shift keying-modulated communication signals
is reconstructed for homodyne receivers [52].
Since we seek to find a training algorithm that works well over
a wide range of dynamics, we assess the performance of our
classifiers by training integrated photonic reservoirs excited by
input signals over a wide range of bitrates. We sweep the bit rate
of the input signal in 1 Gbps steps between 1 and 31 Gbps.
For a reservoir with fixed delay line lengths, changing the bit rate
changes the delay between nodes as counted in bits, and thus
enables us to investigate our architecture sʼ performance over a
range of delay settings in between nodes, while still relating to a
single optical circuit. This approach is taken in order to be able
to compare our obtained simulation results with the results on
future actual implementations of the simulated circuits.
As we consistently keep the sampling rate fixed to 24 samples
per bit, this results in an overall sampling rate of 240 Ghz at a
frequency of 10 Gpbs, with higher or lower sampling rates, re-
spectively, for other bitrates. The number of samples per symbol
period is kept fixed for varying bitrates in order to supply ourma-
chine learning algorithms with always the same amount of train-
ing data. This prevents degrading or improving performance due
to large or small amounts of training data.
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As already mentioned, we use the header recognition task as
explained in Section 3.4.2 to measure the performance of our
algorithms. We use the header bit pattern “101” throughout this
chapter as we discuss our findings. Thereafter, to demonstrate
that our introduced approach exhibits consistent performance
on the task, we train classifiers to detect all possible 3 bit head-
ers.
To account formanufacturing variations, in general, we simulate
each reservoir 10 timeswith identical train and test input, but dif-
ferent random phase configurations of the waveguides between
nodes, as well as of the waveguides feeding the input signals to
the nodes. We assume the phase distribution of the reservoirs
delay lines to be uniformly distributed within [0, 2pi]. We have
chosen a uniform distribution here, since, as we show in Chapter
3.3, Equation 3.8, the expected phase variation for 4.69mm long
waveguides can be expected to be significantly larger than 2pi:
∆φ =
1
1.5 · 10−6 · 0.00469 · 0.015 · 2pi ≈ 46 · 2pi. (4.2)
We generate 10000 random bits as training data as well as 10000
random bits of test data and train the output weights of the sim-
ulated readout individually for each reservoir that has been ini-
tialised with random phase variations. We use the test set BER
as a performance measure to compare different training algo-
rithms. With 10000 bits of test data, the minimal detectable bit
error rate with a confidence level of ≈ 90% is 10−3 (see Section
3.4.3 for details). Where applicable, we optimize the regularisa-
tion strength using 5-fold cross-validation, as well as the optimal
downsampling point based on the BER of the train data.
4.3 Baseline: Complex-valued ridge regression
Consider again the model of an integrated optical readout as in-
troduced in Section 3.4, Equation 3.14, defined as
yˆ = fdet(Xθ). (4.3)
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X ∈ C(t1−t0)×k is the matrix of complex reservoir states, contain-
ing t1− t0 samples of the complex signal occurring at k reservoir
nodes of an integrated passive photonic reservoir. θ ∈ Ck×1 is
a vector holding the complex weights of the integrated optical
readout. fdet(h) : C(t1−t0) → R(t1−t0) is the mapping realized by
the photodetector of the readout.
Contrary to classic photonic reservoir readouts, the readout
weights of this model do not lie after the reservoir sʼ nonlinear
detector function, but before it. This implies that any result of
the dot product h = Xθ of the model will be passed through
this nonlinear function. Consequently, if we train our readout
weights in a classical way, using ridge regression, the hidden
vector h will be transformed by the detector output function.
This implies that we have to train our reservoir weights to fit h
rather than y.
In more detail, assume we train θ as
θ = (X†X+ αI)−1X†hideal, (4.4)
where hideal is a hidden vector such that
fdet(hideal) = y, (4.5)
α ∈ R is the regularisation strength and I ∈ RF×F is the identity
matrix. Then, assuming that θ is optimal, at the model output,
we obtain
y = fdet(Xθ) = fdet(hideal). (4.6)
Now, thequestion arises how tofindhideal giveny? One canuse an
approximate inversion of the readout nonlinearity fˆ−1det to invert
fdet such that
fˆ−1det (y) = hideal. (4.7)
We therefore train θ as
θ = (X†X+ αI)−1X†fˆ−1det (y). (4.8)
We can approximate the used detector model (for details, see
Section 3.4) as a function in closed form, if we neglect its band-
limiting lowpass filter for simplicity as :
fdet(h) = R|h|2 + n. (4.9)
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R denotes the responsitivity of the photodetector and n is a noise
vector. One can see that fdet(h) cannot be inverted exactly, pri-
marily since we take the absolute value of h, and also due to the
added, unknown noise vector. Nevertheless we can approximate
the inverse of the detector function above as
fˆ−1det (y) =
√
y
R
. (4.10)
By doing so, we minimize eMSE between the prediction in the
optical domain and fˆ−1det (y).
1
T
T∑
t=0
[
(x(t)θ)−
√
y
R
]2
(4.11)
where we denote the row vector with index t of X as x(t).
While this approach obviously cannot be used on actual devices
due to the fact that the optical signals on the chip are not ob-
servable, its similarity to classic, real-valued training approaches
makes it a suitable candidate to be used as a baseline. Also note
that, by transferring the training labels into the optical domain
as shown in Equation 4.10, we assume the phase of hideal to be
0. Under the assumption that no additional nonlinearities are
introduced at the reservoir nodes, we have found that this can
limit the applicability of the reservoir to less nonlinear tasks such
as header recognition. Nevertheless, this approach bears the
immense advantage of a simple training process at short train-
ing times. Whenever we refer to this baseline we call it plainly
complex-valued ridge regression. Whenever we train classifiers us-
ing complex-valued ridge regression, we use 5-fold cross valida-
tion to find a suitable regularisation parameter α for an optimal
training result.
We assess the performance of this baseline by training integrated
photonic reservoirs for different input signal bitrates on the 3-bit
header recognition task. Figure 4.4 shows the achieved bit error
rates.
As one can see, our proposed baseline works well for bitrates
between 2 and 20 Gbps with minor increases of the error for
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Figure 4.4 Bit error rates as a function of input signal bitrate for
our baseline approach, complex-valued ridge regression. Classi-
fiers have been trained to perform 3 bit header recognition (pat-
tern 101) on a 4x4 passive photonic swirl. All results are averaged
over 10 different reservoirs, the minimal detectable error rate is
10−3.
bitrates at 14 Gbps and 17 Gbps. Now that we have established a
baseline training algorithm which relies on full observability, in
the next section, weuse it as a reference point against approaches
that do not require state observability at all.
4.4 Black-box optimization
In order to address the issue of missing state-observability in
optical readout setups, a straightforward approach is to train the
readouts using a black-box optimisation approach. Black-box
optimisation approaches typically only require access to a given
functionsʼ parameters as well as its output, which they optimize
in gradient-free way. Among these, Covariance Matrix Adaption
- Evolution Strategy (CMA-ES) [111] appears to be a suitable can-
didate, since it usually deals well with non-convex search spaces
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and is therefore widely applicable for a diverse range of optimi-
sation problems.
Evolution strategies like CMA-ES solve optimisation problems in
an iterative way using a repeated two-step process based on the
variation and selection of possible solutions. In the variation
step, new candidate solutions are generated by adding noise to
the currently known best solution. This noise is drawn from a
normal distribution called themutation distribution. Thereafter,
newly generated candidate solutions are evaluated using a pre-
defined cost function. Candidate solutions which perform better
than the previously best known solution are selected and used to
update the parameters of the mutation distribution. Using the
updated best known solution as well as the updated mutation
distribution, the steps described above are repeated.
The overall process can be repeated until a satisfactory solu-
tion to the given optimisation problem has been found. The
exact rules how the mutation distribution is updated vary inbe-
tween evolution strategies. CMA-ES adapts the mean value and
covariance matrix of the used mutation distribution such that
the probability to draw updates which lead to previously selected
solutions increases. The underlying rationale is that conducting
updates which lead to good solutions in the past, might result
in even better solutions when performed again. For details see
[111].
Integrated photonic reservoirs can be trained using CMA-ES in
the following way: first, one transfers a candidate solution sug-
gested by the algorithm to the reservoir sʼ readout weights. There-
after, the training bit sequence is presented to the reservoir and
an appropriate loss is computed from the reservoir sʼ subsequent
output. The obtained loss is fed back to the CMA-ES algorithm. In
response, the algorithmwill traverse the loss function space, and
suggest new candidate parameter vectors tominimize the loss.
We encode the real and imaginary parts of the complex weight
vector θ ∈ C into a real-valued vector
θ′ =
(
Re(θ)
Im(θ)
)
(4.12)
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Figure 4.5 Bit error rates as a function of input signal bitrate
for the black-box approach, CMA-ES. Baseline approach is shown
for comparison. Classifiers have been trained to perform 3 bit
header recognition (pattern 101) on a 4x4 passive photonic swirl.
All results are averaged over 10 different reservoirs, the minimal
detectable error rate is 10−3.
prior to handing it to the CMA-ES algorithm. The inverse trans-
formation is applied to weight vectors suggested by the algorithm
before setting them to the readout. We initialize the algorithm
with a zero vector θ0 = 0 and perform sweeps over the initial
variance in steps of one decade between 10−5 and 102. As rec-
ommended in [112], we set the population size to 4 + ⌊3 log(2k)⌋.
2k is here the dimension of the feature space, where k denotes
the number of reservoir nodes, log() is the natural logarithm.
Note that we might achieve better results by cross-validating ini-
tial variance and population size, from which we refrain due to
the typical very long training times of CMA-ES, as well as the
fact that train and test data is nearly independently, identically
distributed. As an objective function, we minimize eMSE. We
assess the performance of CMA-ES by training integrated pho-
tonic reservoirs with different input signal bitrates on the 3-bit
header recognition task. Figure 4.5 shows the resulting error
rates (results are averaged over 10 different reservoirs).
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Figure 4.6 Bit error rate as a function of iterations over the train-
ing data for CMA-ES. Classifiers have been trained to perform 3
bit header recognition (pattern 101) on a 4x4 passive photonic
swirl. All results are averaged over 10 different reservoirs, the
minimal detectable error rate is 10−3.
As one can see, CMA-ES performs only slightly worse than the
baseline, achieving the minimal detectable bit error rate of 10−3
for bitrates between 4 and 17 Gbps. Therefore, it is in principle
capable of training integrated photonic reservoirs.
However, because CMA-ES typically involves high training time
and requires many iterations of the input data, we run an ad-
ditional simulation investigating its convergence behavior. We
simulate a passive photonic reservoir and train it with CMA-ES
where we record the error rate at each iteration. We again aver-
age our results over 10 simulated reservoirs driven by a bit rate of
10 Gbps to obtain the graph seen in Figure 4.6.
The results of this simulation show that the full input training
sequence needs to be presented about 500 times before CMA-
ES reaches satisfactory results. Since a short training process
on the actual hardware is mandatory for our devices in order
to obtain mass-market maturity, a way to drastically reduce the
number of necessary iterations over the input is necessary. Since
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stand-alone CMA-ES training converges too slowly, a promising
alternative is the pretraining of models in simulation and the
refining them using CMA-ES on the actual devices to speed up
the training process. We investigate the feasibility of such a
pretraining-retraining approach in the next section.
4.5 Pretraining in simulation
As mentioned in Section 3.4, training reservoirs in simulation
allows full observability. However the resulting weights are not
directly transferable to hardware, due to the fabrication toler-
ances of integrated photonic reservoirs. If the changes in reser-
voir output signals due to process variations are small enough, a
pretraining approach could be useful if weights trained in simu-
lation still perform considerably better than random weights. In
such a case, one could use them to initialise, e.g., the training
with CMA-ES, leading to much faster training convergence. In
this section, we quantify how phase variability in our reservoirs
affects the quality ofweights trained in simulation. Our approach
is as follows:
1. We train the weights of a nominal simulated reservoir with
integrated readout using complex-valued ridge regression.
We choose the bit rate of the input signal to be 5Gbps, based
on Figure 4.4.
2. We create simulation models of 10 possible physical
instances of the previous reservoir that reflect possible
waveguide phase variations in a physical reservoir due
to manufacturing. This is done by adding random
variations ηi and ηc to the phase configurations of input
and connectionwaveguides of the nominal reservoir. Since
we expect the phase variations to exceed 2pi significantly
(see Equation 4.2), phase variations are drawn from
a uniform distribution U(0, b), where b represents the
maximal phase perturbation in each waveguide.
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Maximum Phase Perturbation
0 0.1pi 0.2pi 0.3pi > 0.3pi
< 0.001 0.506 0.643 0.673 ≈ 0.70
Table 4.2 Bit error rate for the 3 bit header recognition task
(pattern 101) for increasing phase perturbations in the reservoir sʼ
waveguides (readout trained in simulation with complex-valued
ridge regression).
3. We reapply the previously trained readout weight vector
to each of these physical reservoir models and record the
resulting bit error rate.
This procedure is repeated for all perturbations b ∈
{0.1pi, 0.2pi, 0.3pi, 0.4pi, 0.5pi, 0.6pi, 0.7pi, 0.8pi, 0.9pi, pi}. In addition,
for each value of b, the resulting bit error rates are averaged
across 10 different instances of the nominal reservoir (each with
different random phases of all connections).
Table 4.2 summarises the results. The bit error rate already in-
creases by two orders ofmagnitude for amounts of randomphase
noise that are currently well below the expected fabrication tol-
erances (46 · 2pi). This renders a pretraining-retraining approach
challenging. In the next section, we therefore pursue a radically
different approach, in which we estimate the reservoir sʼ states
through the available photodetector in order to train a weight
vector from the actual states on a digital computer. This weight
vector can then be transferred back to the hardware where no
significant increase in error is to be expected.
4.6 Nonlinearity inversion
Consider again the model of an integrated optical readout as in-
troduced in Section 4.2, defined as
y = fdet(Xθ), (4.13)
the closed form approximation of the photodetector function
fdet(h) = R|h|2 + n, (4.14)
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as well as its approximate inversion
fˆ−1det (y) =
√
y
R
, (4.15)
introduced in Section 4.3.
fˆ−1det can be used to estimate the reservoir state matrix |X|when it
cannot be observed directly.
Indeed, taking a closer look at Equation 4.13, one can see that it
is possible to observe the powers of the statematrix X through an
appropriate selection of the input weight vector θ. If we choose
θ =

1
0
...
0
 (4.16)
as a weight vector, and present an input signal to the input of the
integrated photonic reservoir, we obtain
y = f(x1) = R|x1|2 + n, (4.17)
at the output of the integrated readout, where x1 is the first col-
umn of the state matrix X. Since we can observe R|x1|2 + n, we
can estimate the modulus |x1| of
x1 = |x1| exp(j arg(x1)). (4.18)
If we neglect n, assuming we know R, we can apply fˆ−1det to y and
estimate |x1| as
ˆ|x1| = fˆ−1det (R|x1|2 + n) =
√
|x1|2 + n
R
. (4.19)
Since the above operation is an approximate inversion of the non-
linearity of the photodetector, we call our method nonlinearity
inversion.
Repeating this procedure for every channel of the readout/col-
umn of the state matrix, we are able to estimate the moduli of
state values in the state matrix |X|. See Figure 4.7 for illustra-
tion.
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Figure 4.7 Illustration of modulus (light intensity) observation
procedure. Theweight highlighted in red is set to 1, all remaining
weights are set to 0, the observable output is the square of the
modulus of the corresponding reservoir state.
4.6.1 State phase estimation
In order to tune the weights of the integrated optical readout, we
need also information about the arguments (the phases) of |X|.
Absolute phase information about the states is lost as soon as it
passes the photodetector. However, the relative phases between
states are of interest since they influence the output sum of the
readout.
Consider two given complex state values x(t,k) and x(t,l) at a cer-
tain instant in time t, which can be represented as
x(t,k) = Pk exp(jφk) (4.20)
and
x(t,l) = Pl exp(jφl) (4.21)
respectively. Given Pk, Pl , as well as the squared sum of both
signals
P 2kl = |Pk exp(jφk) + Pl exp(jφl))|2 (4.22)
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wewant to gain information on the state phases φk and φl. Apply-
ing Euler sʼ identity on the previous equation, separating real and
imaginary parts and computing the absolute value gives us
P 2kl = [Pk cos(φk)+Pl cos(φl)]2+[Pk sin(φk)+Pl sin(φl)]2. (4.23)
After expanding the squared brackets, we get
P 2kl =P
2
k cos(φk)2 + 2PkPl cos(φl) cos(φk)+
P 2l cos(φl)2 + P 2k sin(φk)2+
2PkPl sin(φl) sin(φk) + P 2l sin(φl)2.
(4.24)
By setting
sin(φl)2 = 1− cos(φl)2 (4.25)
and applying the trigonometric identities
cos(φl) cos(φk) =
1
2
cos(φl − φk) + 1
2
cos(φl + φk) (4.26)
and
sin(φl) sin(φk) =
1
2
cos(φl − φk)− 1
2
cos(φl + φk), (4.27)
we obtain
P 2kl = P
2
k + P
2
l + 2PkPl cos(φl − φk). (4.28)
We can see in the last equation that the output of the system only
depends on the difference of the input signal phases, but not the
absolute phases themselves. Therefore, were we to inject the
both state signals
x(t,k)∗ = Pk (4.29)
and
x(t,l)∗ = Pl exp(j(φl − φk)) (4.30)
into our readout, we would obtain the same modulus P 2kl.
We exploit this fact by estimating the phase differences between
the output signal of a certain reference node, as well as all other
reservoir nodes, and use these relative phases instead of the ab-
solute phases of the reservoir states, which are lost when passing
the reservoir readout.
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We can rewrite Equation 4.28 as
cos(φk − φl) = P
2
kl − (P 2k + P 2l )
2PkPl
. (4.31)
It follows, that the absolute phase difference |φk − φl| = |φkl| can
be found as
|φk − φl| = |φkl| = arccos
(
P 2kl − (P 2k + P 2l )
2PkPl
)
. (4.32)
In summary, given two complex state values x(t,k) and x(t,l) at a
certain instant in time t, with moduli Pk and Pl as well as the
modulus Pkl of their sum, the absolute value of their relative
phase difference |φkl| = |φk−φl| can be computed using Equation
4.32
We refer to Equation 4.32 as the phase estimation equation.
Note though, that, since φkl = φl − φk and φlk = φk − φl mirror
each other along the real axis, their cosines are identical. Conse-
quently, when applying an inverse cosine operation to Equation
4.32 we cannot determine the sign of φkl.
To find the actual sign of φkl, additional information needs to be
incorporated. Assumewe know not only Pkl, but also P ′kl defined
as
P ′kl =|Pk exp(jφk) exp(j
pi
2
) + Pl exp(jφl)|
=|Pk exp(jφ′k) + Pl exp(jφl)|.
(4.33)
Then,
φ′kl = φl − φk −
pi
2
. (4.34)
If φkl has beenmapped correctly in Equation 4.32, then 0 ≤ φkl ≤
pi. In consequence, (0 − pi2 ) ≤ φ′kl ≤ (pi − pi2 ), and thus will
be mapped on the interval [0, pi2 ] by the arccos function. In all
remaining cases, φkl has been mapped wrong and the sign of the
result of Equation 4.32 needs to be reversed. This leaves us with
a simple rule to determine the sign of φkl from φ′kl:
φkl =
{
|φkl| if |φ′kl| ∈ [0, pi2 ]
−|φkl| else.
(4.35)
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In summary, we can perform the estimation of φkl twice with dif-
ferent values Pkl and P ′kl, and infer the sign of φkl using Equation
4.35.
Pk and Pl can by obtained as explained above, simply by setting
the weight of node k or node l respectively to 1, and presenting
the input to the system while all other weights remain 0. Pkl can
be obtained by setting weights for both nodes k and l to 1, while
all other weights remain 0, and the input is presented again to
the system. For P ′kl the same procedure is applied, except that
the weight of node k is set to j = 1 · exp(j pi2 ) rather than 1. For
illustration, see Figure 4.8.
By setting a single node (or the bias channel, which is also af-
fected by a random phase shift) as a reference channel for all
nodes, we can estimate the relative phases of the reservoir ma-
trix consistently, such that they differ from true phases solely
by phase shift equivalent to the unknown phase of the chosen
reference state. One could interpret this as assuming the phase
of the reference node signal to be always 0, and determining the
phases of all remaining states in relation to the reference node
signal.
4.6.2 Training from estimated states
After presenting the same input 3k − 2 times, with k being the
number of output channels while strategically setting the inputs
as described above, we are able tomeasure the full complex time
evolution of each of the k output channels, even though we only
have a single detector. This information can then be used to
calculate the required weights in a single pass in software on a
digital computer, after which the computed weights are trans-
ferred back to the readout. For our simulated 16 node reservoirs,
taking into account the bias channel, which can be treated like
any other readout channel, this requires to present the input data
3k − 2 = 3 × (16 + 1) − 2 = 49 times to the reservoir. As we
have seen in Section 4.4, 3k − 2measurements is much less than
what is typically necessary using CMA-ES. In addition, it is also
a deterministic number, in contrast to a black-box optimisation
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Figure 4.8 Illustration of phase estimation procedure. The
weights highlighted in red are set to 1, the remaining weights are
set to 0. This results in the power of the summed states at the
output, which allows us to calculate the argument (phase angle)
between states of the highlighted channels via the relationship of
the sum power and the powers of the individual states obtained
in the previous step.
technique, for which it is hard to determine beforehand how
many iterations will be needed.
In our simulations, wemodel the repeatedmeasurements for the
nonlinearity inversion procedure by setting the corresponding
rows of the weight vector in the readout model according to our
estimation procedure. For every setting of the weight vector, we
apply the complete model of our readout as described in Section
4.2. We collect the corresponding output signal from the detec-
tor and replace any samples of the output signal smaller than 0
(which might occur due to noise or ringing of the bandlimiting
filter of the photodetector) with 0. Thereafter X is estimated
using Equations 4.15, 4.32 and 4.35. We again train integrated
photonic reservoirs with input bit rates between nodes on the
3-bit header recognition task to asses the performance of our
proposedmethod. Figure 4.9 shows the bit error rate as function
of the input signal bit rate.
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Figure 4.9 Bit error rates as a function of input signal bitrate
for our proposed approach, nonlinearity inversion. Baseline and
CMA-ES approaches are shown for comparison. Classifiers have
been trained to perform 3 bit header recognition (pattern 101)
on a 4x4 passive photonic swirl. All results are averaged over 10
different reservoirs, the minimal detectable error rate is 10−3.
The nonlinearity inversion approach performs only slightly
worse than the the CMA-ES approach and the complex-valued
ridge regression baseline. It is remarkable though, that for some
bitrates, for instance at 14 Gbps, our approach outperforms the
baseline. As the nonlinearity inversion approach operates on
an estimate of the states used by the baseline, one would expect
it to perform at best just as well as the baseline. A possible
explanation for this phenomenon is that the noise introduced by
the detector model in the estimation step acts as an additional
regularizer for training. In order to confirm this assumption, we
have set up a simple simulation in the next section.
4.6.3 Detector noise influence
We argue that adding the correct amount of noise to the input
feature vector regularises a model, since it can be considered a
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form of data augmentation. Presenting slightly noisy versions of
the train data features to a model, can help the model generalise
better to unseen test data, assuming that the variation in the test
data is subject to a noise source with similar statistical proper-
ties. In order to confirm our assumption that the difference in
performance between our baseline and nonlinearity inversion
approaches stems at least partly from detector noise introduced
in the state estimation process, we run a simple simulation. We
add ʻsyntheticʼ detector noise
nsyn = N (0, σ2synI) (4.36)
to the moduli of the complex reservoir state matrices |X| of our
10 previously simulated reservoirswith randomphases. We com-
pute σsyn as
σsyn =
√
σn
R
(4.37)
where σn is the standard deviation of the detector noise of our
photodetector model as introduced in Equation 3.16, and R =
0.5AV is the responsitivity of the photodetector. Therefore nsyn at-
tempts to model the noise which would otherwise be introduced
to the estimated reservoir state matrix by the nonlinearity inver-
sion estimation process. After adding nsyn to the reservoir state
matrices of our 10 simulated reservoirs, we train the reservoirs
again to perform 3 bit header recognition and compute the aver-
age BER over the usual range of input bitrates. Figure 4.10 shows
these results in comparison with the regular baseline and non-
linearity inversion approaches. One can see that for low bitrates,
the noise regularised baseline exhibits the same performance as
the nonlinearity inversion approach: its accuracy for bitrates <
5 Gbps is significantly worse compared to the original baseline,
most likely since the added noise suppresses information in the
reservoir state matrix which is necessary to recognise the bitpat-
tern in question for bitrates smaller 5 Gbps. At 14 and 17 Gbps on
the other hand, where the baseline performs slightly worse than
the nonlinearity inversion approach, we can see that our baseline
with added noise manages to minimise the BER for both bitrates.
This constitutes strong support to our previous assumption that
the difference between the baseline and nonlinearity inversion
approaches can partly be explained by the noise introduced to
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Figure4.10 Bit error rates as a function of input signal bitrate for
a noise regularized baseline. Baseline and nonlinearity inversion
approaches are shown for comparison. Classifiers have been
trained to perform 3 bit header recognition (pattern 101) on a 4x4
passive photonic swirl. All results are averaged over 10 different
reservoirs, the minimal detectable error rate is 10−3.
the reservoir state matrix by the photodetector model during the
estimation step. The addition of noise does not seem to explain
the nonlinearity inversion approach performing worse for bi-
trates between 15 and 19 Gbps though. A possible explanation
here could be that for higher bitrates relevant information in the
reservoir state matrix is attenuated by the bandwidth limiting
filter of the detector model, since we have chosen a comparably
low detector bandwidth of 25 Ghz.
4.6.4 Training on all 3 bit header patterns
To provide a comprehensive picture on the investigated training
approaches, we have trained our simulated reservoirs to recog-
nise all possible bit patterns in a 3 bit header. Figure 4.11 shows
the results for all approaches discussed in this work. The results
for all headers are largely consistent with the results we already
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observed for bit pattern ʼ101ʼ: Our baseline approach performs
consistently well over a wide range of bitrates for all bitpatterns,
approximately between 2 and 18 Gbps, with minor increases in
error at 14 and 17 Gbps. For CMA-ES on the other hand, the
performance varies more in between bit patterns, where it per-
forms very well for some patterns such as ʼ000ʼ and ʼ100ʼ slightly
less well for others such as ʼ011 .ʼ Nevertheless, CMA-ES attains
the minimal error rate for all bitpatterns in a range between 6
and 16 Gbps. Interestingly, it manages to minimize the error rate
for the ʼ100ʼ pattern between 20 and 22 Gbps where our baseline
performs two orders of magnitude worse. This is consistent with
the performance of our nonlinearity inversion approach for that
pattern, which also manages to minimize the error rate in the
same region contrary to the baseline. The overall performance
across bitrates is slightly smaller than for the two former ap-
proaches, still, nonlinearity inversion minimizes the error rate
for the given task on all possible header bit patterns on a range
between 6 and 14 Gbps, and is thus almost on par with CMA-ES
here. In a nutshell, nonlinearity inversion appears to be themost
suitable among the training approaches for integrated photonic
reservoirs, that have been investigated in this chapter. While
this approach shows slightly worse performance than CMA-ES,
it requires significantly less (3k − 2 = 3 × (16 + 1) − 2 = 49)
iterations of the input data.
4.7 Conclusion
In this chapter, we have assessed the suitability of different train-
ing methods for passive photonic reservoirs with integrated op-
tical readout. The most important boundary condition for this
type of hardware is the fact that the internal reservoir states are
not directly observable in the electronic domain. In addition,
the variability between individual devices makes it necessary to
perform the training on the actual hardware. For this reason,
our analysis has focused on the total training time while staying
below the maximally allowed bit-error rate of 10−3.
In the process, we found that CMA-ES delivers acceptable
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Figure 4.11 Bit error rates as a function of input signal bitrate
for all possible 3 bit headers as performed by our baseline, CMA-
ES and nonlinearity inversion approaches. Classifiers have been
trained to perform 3 bit header recognition on a 4x4 passive pho-
tonic swirl. All results are averaged over 10 different reservoirs,
the minimal detectable error rate is 10−3.
performance, but has to be ruled out as a practical training
method due to its long training times. Due to the high
fabrication tolerances of integrated photonic reservoirs, the
use of pretraining-retraining as a way to reduce these training
times does also not seem very promising. As an alternative, we
have proposed a novelmethod for training such reservoirs which
we call nonlinearity inversion. Our method essentially resolves
the issue of limited observability of the states of an integrated
passive photonic reservoir by estimating the reservoir sʼ states
through a single photodetector at its output. In more detail,
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we iterate over the training data several times while setting the
weights according to a certain pattern. The recorded output
signals allow us to estimate the amplitude and phase of the
reservoir sʼ states within 3k − 2 iterations over the training data.
We have shown that this method performs as well as a classic
training approach, which requires full observability, although for
a more narrow bitrange. While the CMA-ES black box algorithm
performs slightly better than our own method with respect
to task performance, our method requires significantly fewer
iterations over the input data. We conclude that nonlinearity
inversion is a suitable candidate for training integrated passive
photonic reservoirs.
While all our approaches are roughly comparable with respect to
task performance, we find that the baseline approach still outper-
forms the remaining approaches. One has to take into account
here though, that the baseline approach requires full observabil-
ity and thus cannot be implemented without considerable hard-
ware effort which affects the scalability of our systems.
In contrast, CMA-ES and our nonlinearity inversion approach
exhibit slightly worse task performance, but are still applicable
for a large range of bit rates. It is remarkable that our approach
exhibits slightly better results than the baseline at certain bit
rates, especially since it operates on an estimate of the states
used by the baseline. As we have shown, a likely explanation
for this phenomenon is that the noise introduced by the detector
model in the estimation step acts as an additional regularizer for
training.
An interesting prospect for future work, is of course to investi-
gate the performance of our approach on actual hardware im-
plementations of integrated optical readouts as soon as they are
available. Furthermore, while we have assumed in this work that
amplitude and phase of the readout are largely independently
tunable, we are aware that this will not be perfectly realizable for
all hardware implementations. In addition, it can be expected
that once-set optical weights will be drifting over time and have
to be re-adjusted periodically. A possible way to address these
problems in future work could be to refine weights trained by
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nonlinearity inversion, by means of a reinforcement learning-
like approach as applied by Bueno et al. [43].
Finally we would like to point out that our proposed nonlinearity
inversion approach does not need to be combined with complex
ridge regression, but can inprinciple also beused to gain state ob-
servability with training with stochastic gradient descent (SGD)
[102] or any other future training algorithm proposed for optical
systems.
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Multi-reservoir architectures
Despite recent successes in the field of physical reservoir com-
puting, it is well known in the reservoir computing community
that there are bounds towhat one can achieve simply bymaking a
reservoir larger and usingmore state signals in the readout. This
is mostly due to the fact that the states are usually highly corre-
lated due to the interactions inside the reservoir. This makes it
difficult to exploit the residual information that is added by addi-
tional states as the state space grows larger. For simulated reser-
voirs, such as infinite-precision Echo State Networks, it would
merely require an increase of the amount of training data. In
physical reservoirs, on the other hand, the presence of noise and
measurement inaccuracies entirely prevents the exploitation of
this additional power, leading to a saturation of reservoir perfor-
mance for increasing size. In addition, the feasible reservoir size
and computational power of passive photonic reservoirs have
been limited by a number of factors. Among these are high
optical losses, a limited choice of suitable optical nonlinearities,
and high hardware and wiring effort.
Recent progress has mitigated some of these constraints through
more energy-efficient variations of the swirl architecture (see
[106, 99]), which enable the construction of larger reservoirs.
Nevertheless, an alternative possible route to explore, in order
to increase computational performance, is the combination of
several small reservoirs, to match or exceed the performance of
a single bigger one.
Chapter 5
In this context, the cascading of passive photonic reservoirs
seems worth exploring, since it holds the promise of increased
computational power under the assumption that combining
several reservoirs yields similar improvements in performance
as have been experienced when implementing neural networks
in software. In this chapter, we evaluate several reservoir
connection schemes with the intention to increase the available
computational power by combining multiple reservoirs into
a single computing device. As a first step, we discuss our
approach and introduce the different investigated architectures
in Section 5.1. Thereafter, we describe our methodology and
simulation setup in Section 5.2. The following sections discuss
our conducted simulations, where we group all investigated
architectures by their mode of coupling. In Section 5.3, we
investigate architectures making use of an electrical readout
such that training as well as coupling of individual reservoirs is
conducted in the electrical domain. In Section 5.4, we proceed
to fully optically trained and coupled reservoirs. Finally, we
summarise our findings and conclusions and allude towards
future directions of research in Section 5.5. The work discussed
in this chapter has largely been published in [113], with the
exception that we have updated our baselines as described in
Section 5.2.1, and analysed the results for selected datapoints
more in depth in Sections 5.3 and 5.4.
5.1 Investigated reservoir architectures
When training multi-reservoir architectures, depending on the
specific architecture, one is not always given a desired signal for
every reservoirwhich needs to be trained. Unfortunately though,
when training a reservoir sʼ readout using ridge regression, as
introduced in Sections 3.3.2 and 4.3, one requires a desired signal
for every set of readout weights to be trained. While this is not
the case for SGD with backpropagation, one cannot backprop-
agate through integrated photonic reservoirs due to their inter-
chip fabrication variabilities. A possible solution could again
be to use black-box optimisation, but considering our results in
Chapter 4, rather high convergence times can be expected. In the
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context of feasibility for mass production, in combination with
inter-chip fabrication variabilities, using fast, closed-form solu-
tion algorithms for training is mandatory. Therefore within this
chapter, we only consider multi-reservoir architectures, where
a desired signal is obviously available for every reservoir in the
architecture, such that they can be instantly trained using ridge
regression. A training approach that goes beyond the restrictions
posed in this chapter will be presented for a more general class
of potential physical reservoirs in Chapter 6.
More concretely, we have investigated the applicability of the
classical combination techniques ensembling and boosting [114]
to photonic reservoir computing. Furthermore, we have also
evaluated the paradigm of stacking, which has already been ap-
plied in the context of reservoir computing [57, 59, 58]. Finally,
we introduce a new combination technique inspired by stacking
approaches, which we refer to as chaining.
5.1.1 Ensembling
In ensembling [114], several classifiers are trained for the same
task and combined by taking a combination of the individual
classifier predictions. In the simplest case, classifier predictions
are averaged which is commonly referred to as bagging. More
advanced approaches train a classifier to take a weighted sum of
the predictions of all former classifiers in an attempt to combine
the strengths of all previously trained classifiers and average out
their weaknesses. An ensemble of passive photonic reservoirs
is straightforward to implement by adding an additional weight-
ing layer on top of several photonic reservoirs working in paral-
lel. A second, even simpler method would be to simply connect
the nodes of several reservoirs to a single readout (see Figure
5.1). This is the approach we followed within this chapter, since
bagging consistently exhibited poor performance in preliminary
simulations. While ensembles can deliver great improvements
at moderate implementation effort, an improvement of perfor-
mance over the best reservoir in the ensemble can only be guar-
anteed if the performances of the reservoirs are completely un-
correlated [114]. Unfortunately themeans to decorrelate physical
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Figure 5.1 Examples of an ensemble of photonic reservoirs con-
nected to a single readout for electrical and optical coupling in
Figure 5.1a and 5.1b respectively. The weights of all reservoirs
are trained jointly, i.e. as a single weight vector. PD: photodiode,
ADC: analog-to-digital converter, LC: linear classifier, OM: opti-
cal modulator, OC: optical combiner.
reservoirs in general and integrated photonic reservoirs specif-
ically are quite limited, as the phases of their interconnection
weights can not be controlled. Therefore, we have not taken any
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specific measures to enforce decorrelation inbetween individual
reservoir instances in our simulations, but rather seek to study
howwell ensembled photonic reservoir systems can be expected
to perform considering the natural decorrelation of their states
through fabrication variabilities.
5.1.2 Boosting
Boosting [114, 115, 116] is a technique used successfully in the
past to combine several weak classifiers into a stronger classi-
fier. While there are several different forms of boosting, gradient
boosting is the most attractive to our purposes since it can be
implemented in a straightforward way in hardware as seen in
Figure 5.2. In order to combine several reservoirs into a gradi-
ent boosting approach, only the first reservoir is trained on the
desired output. Its resulting prediction is subtracted from the
original desired signal to form the desired signal that is used for
training the second reservoir. That way, the second reservoir
is actively trained to correct the first reservoir sʼ errors when the
two output predictions are subsequently added in hardware. This
procedure can be repeated as often as necessary, adding more
reservoirs in the process to correct the remaining error.
5.1.3 Stacking
When stacking classifiers [114, 57, 59, 58], one presents the pre-
diction signal of a given classifier as input signal to a subsequent
classifier. The underlying idea is that later classifiers will be
able to correct the errors of previous classifier stages. Despite
receiving different input signals, all classifiers are trained us-
ing the same desired output signal. A very similar approach
to cascading electrical delay-line reservoirs for signal equalisa-
tion has been proposed by Keuninckx [57]. The main differ-
ence to our approach though is, that in [57], each reservoir re-
ceives both the original input as well as the output of the previous
reservoir stage as an input. We have refrained from feeding
the input signal to each reservoir here since integrated photonic
reservoirs are known to handle multidimensional input poorly,
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Figure 5.2 Example of gradient boosting with two photonic
reservoirs using electrical and optical coupling in Fig. 5.2a and
5.2b respectively. Added reservoirs are trained on the difference
between the desired signal d[n] and the actual summed output
of all previous reservoirs y[n]. PD: photodiode, ADC: analog-to-
digital converter, LC: linear classifier, OM: optical modulator,
OC: optical combiner.
mostly due to their comparably small amount of nodes, and lim-
ited choice of nonlinearities. Figure 5.3 illustrates two photonic
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Figure 5.3 Example of two photonic reservoirs with integrated
optical readout stacked upon each other using electrical and op-
tical coupling in Fig. 5.3a and 5.3b respectively. Subsequent
reservoirs receive the predicted output of previous stages as an
input and attempt to improve upon it. All readouts are trained on
the same desired signal. PD: photodiode, ADC: analog-to-digital
converter, DAC: digital-to-analog converter, LC: linear classifier,
OM: optical modulator, OC: optical combiner.
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reservoir stacked as described above, where training and cou-
pling between reservoirs can be realized in the electrical or the
optical domain. Note though that the illustration of the repeated
optical-electrical-optical transitions in Figure 5.3a is a simplifica-
tion. Such conversions require additonal components including
a laser, a modulator etc.
5.1.4 Chaining
Chaining is a connection scheme inspired by similar techniques
[57, 59, 58], in which the predicted output of a given reservoir
is fed as an extra weighted input to the readout of a subsequent
reservoir (see Figure 5.4 for illustration). That way, an additional
reservoir is trained directly to improve an already trained pre-
diction signal. Again, this connection step can be repeated a
number of times adding more reservoirs in the process. Just like
in the previous techniques, each additional reservoir should be
as different as possible from the previous one(s).
Note that the chaining and stacking approaches are similar to the
recent DeepESN approach followed in [58], but not identical. In
this work, each reservoir module is driven with all the states of
its predecessor (with untrained weights). The readout is trained
on the aggregated states of all reservoirs in the ensemble. We
expect the architecture in [58] could perform better than the one
studied here because, as the information flows from reservoir
to reservoir, each subsequent reservoir in [58] has memory that
reaches further into the past. A similar concept has been imple-
mented for delayed-feedback reservoirs in [56], except that here
reservoirs are connected in a bidirectional way, using both for-
ward and backward connections, in addition to being connected
to a global readout. To translate these concepts to integrated
photonics technology, they would have to be simplified, e.g.,
by projecting a random combination of each reservoir sʼ states
back into the next reservoir and training the readout on all states
in the electrical domain. Implementing these approaches on
chip as proposed in [58] and [56], one would face technological
challenges comparable to the ones discussed above with respect
to building larger photonic reservoirs. Furthermore, one would
114
5.1 Investigated reservoir architectures
PD
...
ADC
...
...
...
LC
LC
input reservoir
reservoirinput
(a) Electrical
...
...
...
...
OC
OC
input
OM
OM
reservoir
reservoirinput
(b)Optical
Figure 5.4 Example of chaining with two photonic reservoirs
using electrical and optical coupling in Fig. 5.4a and 5.4b re-
spectively. The classifier stage of a subsequent reservoir obtains
the prediction of the previous reservoir as an input. The aim
is to improve upon the previous prediction using the reservoir
states of the subsequent reservoir as an input. PD: photodiode,
ADC: analog-to-digital converter, LC: linear classifier, OM: opti-
cal modulator, OC: optical combiner
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Figure 5.5 Illustration of the modified swirl architecture of the
simulated reservoir as proposed by Sackesyn et al. [99, 100]. In
addition to the inner delay lines of the nodes, delay lines are
added outside of the swirl node grid. Input nodes are marked
in red. Readout nodes leading towards electrical and optical
readouts are marked in orange and blue respectively.
again encounter the issue of integrated photonic reservoir sʼ lim-
ited suitability for multidimensional data. As our simulation
studies have been conducted in parallel with the development
of an actual chip prototype, and shall be compared to the per-
formance of the actual prototypes in the future, we have con-
strained ourselves to designs that fit within the implementation
constraints of this prototype.
5.2 Methodology
For the simulations within this chapter, we use an updated ver-
sion of the classical swirl architecture: in addition to the inner
delay lines of the nodes, delay lines are added outside of the
swirl node grid, as illustrated in Figure 5.5. A simulated 1550 nm
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Simulation Parameters
Reservoir size 4× 8 nodes
Input nodes See Figure 5.5
Readout nodes See Figure 5.5
Delay line length 2.14mm (inner), 4.28mm (outer)
Delay line loss 1 dBcm
Photodetector responsitivity 0.5 AW
Photodetector bandwidth 70Ghz
Delay line phases Uniformly random in [0, 2pi]
Input power 0.08W amplitude, 0.02W signal bias
Input symbol rate between 20 and 50Gbps
Samples per bit 5
Table 5.1 Parameters used in the simulations in this chapter.
passive photonic reservoir utilizing this updated 4x8 version of
the swirl architecture as proposed by Sackesyn et al. [99, 100]
is used as the essential building block in our simulations. Here,
delay lines are modeled to exhibit an average loss of 1 dB/cm and
are 2.14 mm long, to match the timescales of the reservoir to
an input symbol rate of 32 Gbaud. An exception is formed here
for some to-be-connected node pairs, for which the euclidean
distance would be larger than 2.14 mm. Therefore, we choose
the delay lines between these nodes to be twice the length of the
other delay lines, namely 4.28 mm long. Note that an integer
multiple of the original delay is chosen here, since preliminary
simulations have shown, that for a passive photonic reservoir
with delay lines of mixed lengths, all lengths should be integer
multiples of the shortest delay line length. As a baseline reser-
voir to compare our cascaded architectures to, we use a single
simulated reservoir of identical architecture and technology, but
with 4 times the number of nodes. Again, all used simulation
parameters have been comprehended in Table 5.1.
5.2.1 Simulation setup
We simulate the response of our optical integrated circuit to the
upsampled, intensity-modulated input signal using Caphe [105],
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as described in Section 3.4. We obtain a sampled complex output
signal of each reservoir node as result, denoting amplitude and
phase of the optical signal at that node at a certain instant in
time.
Weproceed differently for each of the coupling states used for the
investigated architecture. For electrical coupling, we convert the
obtained complex-valued optical signal at each of the 32 nodes
of the reservoir from the optical into the electrical domain using
the photodetector model described in Section 3.4. The resulting
samples of 32 simulated electrical signals are then arranged into
a time series of real-valued reservoir state vectors from which a
weighted linear combination (the classifier) is taken to obtain an
output signal solving the problem at hand. The obtained output
signal can be treated as the final answer of the system, or re-
converted into the optical domain to be passed on to a following
optical stage which is simulated in an identical way.
For optically cascaded systems, we follow here the modeling and
training process of an integrated optical readout as described in
Chapter 4: The sampled complex optical signals at each reser-
voir node are arranged into a complex reservoir state matrix and
multiplied with the complex parameter vector θ to simulate the
integrated optical readout. The resulting complex-valued signal
can either be fed into the next stage of a given reservoir archi-
tecture or passed to the photodetector model to obtain the final
answer of the system as an electrical output signal. In both the
electrical and optical cases, the final electrical output signal is
sampled in the middle of each bit period. After downsampling,
the signal is thresholded for binary tasks, such as the XOR and the
header recognition tasks, in order to obtain a clean binary output
bit sequence.
For the 4x8 reservoirs which are used to composemulti-reservoir
architecture, we inject inputs into nodes number 1, 2, 12, 13, 18,
19, 27, 28, 29 and 30, where nodes are numbered row by row and
left to right. This node configuration has been found to perform
well for the 1-bit XOR task, and has therefore been used in de-
signs for the second-generation prototypes fabricated within the
Horizon 2020 PHRESCO project [48]. In order to compare our
results with actual futuremeasurements on these prototypes, we
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have chosen to use the same node configuration. For our base-
line reservoir, we slightly deviate from the configuration used in
[113]: while we have used a simple arithmetic replication scheme
in that work, we found more recently that upsampling the node-
pattern, which we used for our smaller reservoirs, constitutes
a more fair comparison. Figure 5.5 illustrates the used input
pattern.
As shown in [106], the selection of the input node pattern has sig-
nificant impact on the performance of the reservoir. Therefore,
finding suitable input patterns is crucial to allow a fair compari-
son between reservoirs.
The best practice in terms of fairness for comparison here would
be to optimize the node patterns for every task, reservoir and
connection scheme individually. Unfortunately, since this re-
sults in a very large parameter space, and our simulations tend
to be expensive in terms of compute time, we have refrained
from this step here. Since we also show in [106], that reser-
voir performance is less sensitive to input node patterns as more
power is injected into the reservoir, we compensate for this fact
by injecting a rather large maximum overall power of 0.1 W per
reservoir. For a fair comparison, baseline reservoirs receive four
times this amount, that is, 0.4 W per reservoir.
For the readout nodes, we have made similar choices: Read-
out nodes are chosen disjointly for electrical and optical read-
outs, as again, they attempt to replicate the design of the second
PHRESCO prototype for comparability of results. The optical
readout is fed through nodes 1, 2, 8, 10, 16, 17, 24, 25, the elec-
trical readout through nodes 0, 3, 4, 5, 9, 11, 12, 13, 18, 19, 20, 22,
26, 27, 28, 31. For the baseline, we again use the same pattern,
upsampled to stretch over a reservoir 4 times the size. Again, the
nodes to connected to electrical and optical readouts are marked
in Figure 5.5. Note that incorporation of more electrical than
optical readout nodes has also been incorporated into our sim-
ulation to stay true towards the configuration of the mentioned
PHRESCO prototype. The underlying design rationale here was
to ensure to retain a sufficient amount of known and tested elec-
trical readout nodes as a fallback option, in case the novel, exper-
imental optical readout technology proves to be unreliable.
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To gain conclusive results on the performance of our cascaded
reservoir systems, we again sweep the symbol rate of our input
signals between 20 and 40 Gbdps. An exception is formed here by
the 3 bit XOR task, wherewe sweep the thebit rate between 30 and
50 Gbps since Vandoorne et al. [41] have shown that for higher
delay XOR tasks, larger delays between nodes are necessary.
As we sweep the symbol rate, we consistently sample 5 times
during every symbol period of the signal, which results in a sam-
pling rate of 160 GHz at a symbol rate of 32 Gigabaud per second
(Gbdps), with higher or lower sampling rates, respectively, for
other bitrates. The number of samples per symbol period is kept
fixed for varying bitrates in order to supply ourmachine learning
algorithms with always the same amount of training data. This
prevents degrading or improving performance due to large or
small amounts of training data. All obtained results are averaged
over 10 different architecture instances, in which the reservoirs
have been initializedwith different randomphases for their input
and connection waveguides.
5.2.2 Tasks
As tasks to evaluate the performance of our reservoirs we use the
delayed XOR task with 3 bits delay, the 1 sample ahead prediction
Santa Fe task, and the 5 bit header recognition task as described
in Section 3.4.2.
We train all our readouts using ridge regression, where we per-
form 5-fold cross-validation to find the optimal regularization
parameter for each reservoir at each bitrate. We evaluate our
connection schemes on a separate test set. For the XOR and
header recognition tasks, the training set and test set both consist
of 10000 randomly generated bits. Given that we generate 10000
bits of test data, the minimal bit error rate, which can be esti-
mated with a confidence level of≈ 90%, is 10−3 (see Section 3.4.2
for a detailed explanation).
As an errormeasure for theXORandheader recognition tasks, we
use the BER. For the Santa Fe task on the other hand, we use the
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NMSE. Details on both error measures can be found in Section
3.4.3.
For the header recognition task, the pattern ʻ10101ʼ needs to be
found in the input bit stream. We chose this pattern since we
have found it to be among themore difficult bit patterns to detect
compared to easy patterns such as ʻ00000 .ʼ As we perform the
detection of a 5 bit header, the occurrence probability of the bit
sequence to be detected, needs to be taken into account. Since
the probability of a single 5 bit header occurring in a 10000 bit
long, uniform randomly drawn sequence, is rather low. Accord-
ing to a coarse Monte Carlo simulation, the expected value of the
number of occurences of overlapping sequences of the pattern
in question is approximately 312. This implies an imbalance in
our training data with only few positive samples. Using longer
sequences of bits would yield significantly longer-running simu-
lations and does not solve this problem since this imbalance of
data is independent of sequence length. Moreover, such a low
occurence of positive class samples would significantly skew the
BER as a performance measure. With only a small amount of
positive class labels in the test set, a classifier that exclusively
predicts negative class labels, can achieve excellent results.
Therefore we choose a different path and generate our bit se-
quences for both training and test data in the following way. We
generate a random bit sequence, where we randomly draw bits
from a uniform distribution, but insert additional instances of
the desired header pattern hdesired based on a Poisson random
variable. Every time before we generate a random bit, we note
the numberMactual of occurrences of the desired header pattern
hdesired inserted in the bit sequence so far. Further, we compute
Mdesired, the number of desired header patterns to be injected in
a sequence of current length as
Mdesired = Ncurrent · 0.05 (5.1)
where Ncurrent is the current length of the already generated bit
sequence. Based onMactual andMdesired, we compute the proba-
bility p that instead of a random bit, the desired header pattern
hdesired will be injected into the bit sequence. p is computed as
p = 1− P (x <= Mactual, λ = Mdesired), (5.2)
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where P (x, λ) is the cumulative distribution function of the Pois-
son distribution.
Thus, the smaller the probability of the generated sequence to
containMactual or less instances of hdesired, the larger the proba-
bility p that instead of a single random bit, the desired sequence
will be inserted into the bit sequence. Finally, a test on the
probability p is performed to determine whether a new random
bit or the desired header will be appended at the end of the
bit sequence. This procedure is repeated until the bit sequence
contains the predetermined amount (in this chapter: 10000) bits.
This procedure allows us to control the number of desired pat-
terns in a headerwhile still generating randombit sequences and
is applied to both train and test data.
For the Santa Fe Laser prediction task, we use the original train-
ing set of 1000 samples as well as all remaining available data for
testing which results in a test set of 9093 samples.
5.2.3 Pre- and postprocessing
We preprocess all input signals to the reservoir by upsampling
them to 5 samples per symbol/bit, applying a low-pass filter
and power-encoding them such that the overall maximum input
power to the reservoir is 0.1 W, where we set a fixed bias of
0.02W. This leaves 0.08 W for the signal amplitude. Note that this
power is distributed over all input nodes of a given reservoir,
which yields a maximum input power of 0.1/10=0.01 W for each
one of the 10 input nodes.
We postprocess all reservoir prediction signals by downsampling
them to 1 sample per symbol/bit, where the signals are sampled
in the middle of each bit/symbol period. For our digital tasks,
in addition to the sampling, we threshold the signal in postpro-
cessing as explained in Chapter 3.4. We find that for header
recognition, using half the difference between minimum and
maximum value works best as a threshold, while the XOR task
performs slightly better when using half the difference between
the 80th and 20th percentile instead.
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5.2.4 Observability of reservoir states
As explained above, so far, we set up our simulations in such a
way that they are easily comparable to later results onactualman-
ufactured prototypes. This would imply that for setups, where
tasks are performed end-to-end in the optical domain, we would
also need to perform the nonlinearity inversion state estimation
step introduced in Chapter 4. While we do not expect the state
estimation process to significantly affect the quality of the results
obtained in this chapter, we have decided not to include it in this
initial exploratory step. Our rationale to do so is to make sure
the performance of the investigated coupling schemes can be
compared without any possibly distorting factors introduced by
the state estimation process. In the case of a significant gap be-
tween simulated results and measured results one would have to
take into account this omitted state estimation process to explore
whether it is the cause of said gap, and needs to be improved or
modified in any way.
5.3 Combining reservoirs with electrical readouts
As a first step, we evaluate the cascading strategies introduced
in Section 5.1 when performing both training and coupling in
the electrical domain. More specifically, we detect the power
on all nodes equipped with an electrical readout. Thereafter, we
normalize all node channels to be zero-mean with unit variance
and train real-valued weight vectors based on these normalized
reservoir states using ridge regression. As already mentioned,
the coupling between reservoirs happens in the electrical do-
main as well, meaning that intermediate results and target sig-
nals are evaluated in the electrical domain after which they are
transferred back into the optical domain for further processing
in the next stages using amplitude encoding. To evaluate the
performance of our cascaded architectures, we have used the
delayed XOR tasks with 3 bit delay, as well as the Santa Fe time
series prediction task where we aim to predict the next sample in
a recorded time-series generated by a laser operating in a chaotic
regime.
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Figure 5.6 Bit error rate of simulated prototype on 3 bit XOR as a
function of bitrate for 4 reservoirs combined using ensembling,
boosting, stacking and chaining in the electrical domain. Com-
parison with 8x16 node baseline. Results are averaged over 10
reservoirs, the minimum detectable error rate is 10−3.
Figure 5.6 shows the results for the 3 bit delayed XOR task: the
ensemble performs best, and outperforms the baseline for most
observed bitrates. A possible explanation for this effect is that
several small reservoirs introducemore richness and variation in
the resulting combined reservoir states than would be possible
for a single larger reservoir. A further observation we made in
preliminary simulations, i.e. that cascaded reservoirs need to
vary between themselves in order to improve the error rate, also
supports this conclusion.
Chaining performs slightly worse than ensembling and the
baseline, but still exhibits decent performance for most bitrates
where the former approaches do. The boosting approach is
outperformed by the baseline, ensembling and chaining but still
seems to exhibit moderate performance, contrary to stacking,
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Figure 5.7 Obtained bit error rates of all reservoirs trained to
perform the 3 bit XOR task at an input bitrate of 41 Gbps, grouped
by coupling modes and number of reservoirs used, baseline
added to each category for comparison. The minimum de-
tectable error rate is 10−3.
which seem to be entirely unsuitable for this setup.
A final interesting observation can be made in Figure 5.6: de-
spite ensembling mostly outperforming the baseline for higher
bitrates, for lower bitrates up to 34 Gbps, both ensembling and
the baseline seem to be on par and minimize the bit error rate.
Contrary to our expectation when setting up our simulations,
investigating the performance for input bitrate ranges between
20 and 30 Gbps may be interesting as well.
To investigate the trends observed above more closely, as well as
to gain insight on relative improvement of connection schemes,
as more reservoir are added, we visualize all obtained bit error
rates at a single input bit rate. We chose a bitrate of 41 Gbps, as
most of our investigated approaches obtain decent performance
at that rate. Figure 5.7 shows all obtained bit error rates for
the individual reservoirs grouped by coupling scheme and the
amount of reservoirs used. We refer to this kind of plot as a swarm
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plot.
From this swarm plot, we can see the trends derived from the
previous figure confirmed: It is notable that setupswith 2 smaller
reservoirs, trained as an ensemble, perform almost as well as
the 128 node baseline, despite the latter containing twice the
number of nodes. The chaining approach on the other hand
exhibits reasonable performance aswell, but nevertheless seems
to require more than 2 reservoirs to perform equally well as the
baseline. For boosting, we can see that adding more reservoirs
clearly results in moderate improvement, while for stacking, the
contrary is the case, adding more reservoirs seems to worsen
performance.
Also note that there is quite a spread in performance for the 1-
and 2-reservoir systems. Especially for ensembling though and
also for chaining, this spread significantly decreases as more
reservoirs are added. A likely explanation for this observation
is reservoirs with a phase configuration poorly suited to the task
can be complemented with additional reservoirs with a different
phase configuration in order to improve performance.
In order to measure the performance on an analog task in addi-
tion to the bit pattern task above, we used the Santa Fe chaotic
laser prediction task as a benchmark for our systems. Figure 5.8
shows the results of our systems on this task.
As we can see, the results are mostly consistent with our obser-
vations on the XOR task: ensembling slightly outperforms the
baseline. Stacking seems to be better suited for this analog task
and performs comparably to boosting in the low and interme-
diate regions of the observed range of bitrates. Both boosting
and stacking are nevertheless significantly outperformed by the
baseline. For higher bitrates the performance of stacking gets
significantly worse. Finally, the chaining approach is slightly
outperformed by the baseline.
Again, to more thoroughly explore the performance of the in-
vestigated approaches, we visualize all obtained bit error rates
at 30 Gbps in a swarmplot as shown in Figure 5.9. Again note
that, while the performance for a single reservoir appears to
vary quite a bit, adding a second reservoir to the setup, using
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Figure 5.8 Bit error rate of simulated prototype on the Santa Fe
time series prediction task as a function of bitrate for 4 reservoirs
combined using ensembling, boosting, stacking and chaining in
the electrical domain. Comparison with 8x16 node baseline.
either ensembling or chaining, significantly improves the per-
formance in almost all cases. While boosting and stacking ex-
hibited very different performances in the previous task, their
improvements as more reservoirs are added seem to be rather
similar at a moderate bitrate. This suggests that the degrading
performance observed by the stacking approach may be related
to accumulating noise between reservoir stages, which increases
with higher bitrates, for instance distortions introduced through
the bandlimiting properties of the photodetector model. That
this effect is much more prominent on the digital XOR task com-
pared to the Santa Fe task might be caused by a possible inability
of the current thresholding approach to deal with such distorted
output signals.
In order to compare our results with delayed feedback
approaches, we refer to the work of Soriano et al. [38] who
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Figure 5.9 Obtained bit error rates of all reservoirs trained to
perform the Santa Fe task at an input bitrate of 30 Gbps, grouped
by coupling modes and number of reservoirs used, baseline
added to each category for comparison.
report an NMSE of 0.025 (using a train set of 3000 samples and
a test set of 1000 samples) on the Santa Fe dataset for a delayed
feedback reservoir computer. This was however for a 500-node
system, much larger than the 4 32-node reservoirs used here.
5.4 Combining reservoirs in the optical domain
As a second family of architectures, we discuss architectureswith
optical coupling. Here, all (complex-valued) intermediate signals
are summed and processed in the optical domain. As we do not
assume any optical nonlinearity in the system, the choice of ap-
plicable tasks is more limited for this setup than in the electrical
case. An alternative approachwould be to train the reservoirs us-
ing stochastic gradient descent (SGD), which we refrain from out
of practical considerations regarding training time, as explained
in Section 3.3.2. We use the 5 bit header recognition task here
128
5.4 Combining reservoirs in the optical domain
20 25 30 35
Bit Rate [Gbps]
10−4
10−3
10−2
10−1
100
Er
ro
r R
at
e 
[.]
5 bit Header Recognition, optical
Baseline
Ensemble
Stacking
Boosting
Chaining
Figure 5.10 Bit error rate of simulated prototype on 5 bit header
recognition (pattern 10101) as a functionof bitrate for 4 reservoirs
combined using ensembling, boosting, stacking and chaining in
the optical domain. Comparison with 8x16 node baseline. The
minimum detectable error rate is 10−3.
to assess and compare the performance of cascaded systems to a
larger baseline. Figure 5.10 shows the results for our simulated
all-optical architectures.
On the header recognition task we can spot several differences
when comparing to the obtained results in the electrical domain.
Both the previously best performing ensembling approach as
well as the baseline now perform significantly worse than the
chaining approach. In order to gain more insight, we plot all bit
error rates obtained with an input bit rate of 30 Gbps in a swarm
plot in Figure 5.11.
Here we can see that both ensembling as well as the baseline
perform overall well, but exhibit significant outliers where train-
ing simply fails, while chainingmanages to perform consistently
well for all simulated networks of reservoirs, at least at a bitrate
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Figure 5.11 Obtained bit error rates of all reservoirs trained
to perform the header recognition task at an input bitrate of
30 Gbps, grouped by coupling modes and number of reservoirs
used, baseline added to each category for comparison.
of 30 Gbps. A possible explanation here might be that chain-
ing utilizes the reservoir memory more efficiently through its
stagewise training approach compared to ensembling and the
baseline, which seems tomake it more suitable for high-memory
task such as 5 bit header recognition. Of course, there still re-
mains the possibility that no strong outliers have occurred in
our chaining simulations by coincidence. Therefore, to confirm
this hypothesis, more simulations, ideally on a wider range of
tasks (given appropriate optical nonlinearities, or alternatively,
fast converging local training algortihms, are available), would
be necessary.
Boosting and stacking both show moderate improvement as
more reservoirs are added. It seems noteworthy that, contrary
to the electrical coupling case, the stacking does not seem to
suffer from degrading performance in a fully optical setting,
which supports the explanation, that this effect is largely caused
by opto-electrical conversions between stacking stages.
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Task Ensemb. Boost. Stack. Chain. Basel.
XOR 3 bit (BER) 0.001 0.041 0.222 0.038 0.001
Santa Fe (NMSE) 0.057 0.099 0.099 0.070 0.063
Table 5.2 Results for electrical training/coupling at 30 Gbps.
Task Ensemb. Boost. Stack. Chain. Basel.
HREC 5 bit (BER) 0.029 0.007 0.013 0.001 0.013
Table 5.3 Results for optical training/coupling at 30 Gbps.
5.5 Conclusion
Tables 5.2 and 5.3 summarize the error rates obtained for all per-
formed tasks at 30 Gbps in the electrical and optical domain re-
spectively. Error rates printed in bold face indicate the best per-
forming approach per task, error rates in italic the second best.
From the tables above as well as Figures 5.6, 5.8, and 5.10 one can
see that our proposed chaining approach performs well for all
coupling types and tasks, but is outperformed by ensembling and
the baseline on tasks in the electrical domain. This overall good
performance canbeattributed to the fact that chaining is a simple
architecture, which can be trained in a straightforward way but
nevertheless fully exploits the memory and added richness of a
combination of reservoirs.
Ensembling on the other hand has likely shown excellent results
on tasks in the electrical domain, since it might add slightlymore
richness to the reservoir state matrix (compared to a baseline
reservoir of 4 times the size of a single reservoir used in the en-
semble). It is a simple robust method which gives it an advantage
over chaining, stacking and boosting in the electrical domain. In
the optical domain, due to wiring issues, we expect ensembling
to be more challenging to implement compared to chaining.
Boosting and stacking have shown smaller improvements for all
tasks, but usually can notmatch the performance of the baseline.
We consider boosting more valuable than stacking, since it man-
ages to deliver consistent improvements over all tasks/coupling
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modes, while stacking has shown to perform at times worse as
more reservoirs are added.
Based on these observations, for future hardware implementa-
tions, we recommend the application of a chaining architecture
in order to leverage the performance of fully optical passive pho-
tonic reservoir computing systems. For reservoir systems trained
in the electrical domain, ensembling is a very efficient, cheap
alternative.
Interesting future work in this field includes even more compre-
hensive studies of these architectures over a wide configuration
of tasks, especially in the optical domain as soon as suitable opti-
cal nonlinearities/training algorithms are available, as well as the
comparison of our results to the performance of the actual pro-
totypes. The combination strategies introduced in this chapter
canbe applied to address the technological challenges of building
larger reservoirs, as they allow to match the performance of a
large reservoir using anumber of smaller reservoirwith the same
overall number of nodes. Yet, none of the connection schemes
we investigated in this chapter managed to clearly outperform
the baseline (chaining performed well in the optical domain, but
here more further investigation on different tasks will be nec-
essary). Therefore, in pursuit of more powerful multi-reservoir
computing architectures, we propose a general algorithm to train
multi-reservoir architectures for high-variability physical reser-
voirs in the next chapter.
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Atraining algorithm for
high-variability deep physical
reservoir architectures
Unfortunately, the space of possible multi-reservoir
architectures, such as the ones evaluated in Chapter 5, is
heavily constrained by the choice of training algorithm. As every
photonic reservoir needs to be trained individually, this choice
is essentially limited to ridge regression. The necessity to train
with ridge regression in turn puts heavy constraints on the types
of multi-reservoir architectures which can be trained: there is
no general way to derive intermediate desired signals for custom
cascaded reservoir architectures.
While two of the architectures in the previous chapter manage to
address the technological challenge of constructing larger inte-
grated reservoirs, they do not (or barely) manage to outperform
the larger baseline reservoir. We suspect that one could do better
with custom architectures which are tailored to the task the net-
work seeks to solve. Moreover, it is well known from neural net-
work literature [53, 54, 55] that performing subsequent nonlinear
transformations on the input data by stacking a large number of
non-linear neural network layers is highly beneficial in terms of
performance on awide variety of tasks. These insights have led to
the paradigm of deep learning. As a step towards deep physical
reservoir computing, training such custom architectures seems
definitely worth investigating.
Chapter 6
In this chapter, we propose a general methodology to trainmulti-
reservoir architectures, not only for integrated photonic reser-
voirs, but for physical reservoirs with high variability in general.
Furthermore, within this methodology, we propose a concrete
training algorithm. We evaluate our proposed algorithmsʼ suit-
ability, by training multi-ESN architectures on the NARMA-10
task. We find that the proposed algorithm is a suitable candidate,
to train high-variability multi-reservoir architectures.
We compile a list of necessary prerequisites to be fulfilled for
a paradigm of “deep physical reservoir computing” in Section
6.1. Based on these prerequisites, we introduce a methodology
for training physical multi-reservoir architectures in Section 6.2
and propose a training algorithm acting within that framework
in Section 6.2. We train a network of ESNs to verify our training
algorithm, where our methodology is described in Section 6.3.
Thereafter, we discuss our obtained results in results in Sections
6.4 and 6.5. Finally, we conclude in Section 6.6. An earlier it-
eration of the work conducted in this chapter was published as
a preprint on arXiv [117]. The results presented in this chapter
have been slightly adapted compared to the version on arXiv as a
result of improvements to the used training code. Furthermore,
contrary to the work presented in [117], we apply early stopping
here in the training process for learned target signals, which
leads to slightly better results. Currently, a submission to Nature
Scientific Reports on the presented results is in preparation.
6.1 Towards deep physical reservoir computing
In order to move to more complex tasks, simply making reser-
voirs larger is not enough. Therefore, in analogy to deep learn-
ing [53, 54, 55], which achieves excellent performance through
many subsequent nonlinear transformations of the input data,
a paradigm of deep physical reservoir computing appears to be
promising. Figure 6.1 illustrates the idea of optimizing custom
architectures of many connected physical reservoirs.
Upon closer inspection, several ingredients that have led to the
overwhelming success of deep learning can be identified:
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• Suitable tasks: The rise of enormous datasets of several
hundreds of gigabytes has been a major driver of deep
learning, as millions of parameters need to be trained in a
deep neural network.
• Suitable architectures: Architectures of deep neural
networks are mainly found empirically or through (often
brute-force) search strategies [118]. Specialised deep
learning frameworks allow for very rapid prototyping
of new architectures through fully automatic gradient
computation and intrinsic parallelization of matrix
multiplications on widely available high-performance
consumer graphics processing units (GPUs). Furthermore,
new activation functions, as well as optimization and
regularization techniques have made the training of deep
networks possible.
• Suitable training algorithms: error backpropagation [66,
67, 68, 69, 70, 71], or short, backpropagation, a highly
powerful, yet simple algorithm permits the optimization of
any known, parameterised, (semi-)differentiable function,
which deep neural networks are.
If we now consider these ingredients with respect to a potential
paradigm of deep physical reservoir computing, we find that
suitable tasks are likely to be found for any operations on
low-dimensional time-series data. Suitable architectures on
the other hand will most likely have to be found empirically
or possibly through search strategies [118], as they are in deep
learning. Deep learning frameworks [74, 75, 76, 77] permit the
construction of fully differentiable physics simulators [104, 119],
which present themselves as a suitable tool for multi-reservoir
architecture exploration.
We encounter a problem, though, when considering the training
algorithm to be used. We usually train photonic reservoirs using
various flavors of linear regression, which, besides the training
data, typically only require the desired output signal. In order to
train structures such as the one shown in Figure 6.1, we would
also need know desired signals for all intermediate outputs, in
135
Chapter 6
...
...
OCinput
OM
reservoir
...
...
OCinput
OM
reservoir
...
...
OC
OM
reservoir
...
...
OC
OM
reservoir
Figure 6.1 Example of a custom multi-reservoir architecture
consisting of several integrated photonic reservoirs. Modula-
tors highlighted in red cannot be trained by traditional reservoir
computing methods, due to a missing target signal. OM: optical
modulator, OC: optical combiner tree.
order to train the reservoirs which generate them. Using back-
propagation to train these readouts in simulation may appear as
an obvious solution, yet, since no accurate differentiablemodel is
available for individual physical reservoir instances, this proves
to be infeasible for integrated photonic reservoirs.
Due to manufacturing variations which have already been
discussed in Section 4.5, the optical weights of the hidden layer
of a photonic reservoir cannot be controlled. This unfortunately
implies that an architecture of several connected photonic
reservoirs as shown in Figure 6.1 cannot be trained using
backpropagation, as backpropagation requires full observability
of all weights in the network.
Note that this challenge does not only apply to integrated pho-
tonic reservoirs, but is applicable to any other current or future
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possible reservoir system, where the corresponding system ma-
trixWres cannot be controlled. Yet, the fact that these weights do
not need to be controlled, but canbe accepted andworkedwith as
dictated by physics, makes this very broad class of systems inter-
esting as computing devices in the first place. Therefore, finding
a way to train complicated architectures of these reservoirs in
an efficient fashion appears highly desirable, with prospects for
future deep architectures of physical reservoirs, and is not only
limited to the integrated photonic reservoirs.
Hughes et al. [120] have proposed an in-situ backpropagation
training algorithm for integrated photonic feed-forward neural
networks. A possible solution might be to investigate an exten-
sion of this algorithm to backpropagate through photonic reser-
voirs. Yet, onemust keep inmind that the algorithm in [120] uses
stationary intensity signals to perform real-valued error back-
propation. The step to using transient, fully coherent signals, in
order to perform complex-valued error backpropagation through
time does not appear straight-forward. Furthermore, this algo-
rithm requires full observability of all state signals, which, as we
know from Chapter 4, is not given per se for integrated photonic
reservoirs.
While these signals can be estimated using our proposed nonlin-
earity inversion technique, this comes at the cost of repeatedly
presenting the input per training step. Since backpropagation
requires to iterate over the input often many times, this would
likely result in too high training times for every single reservoir.
As an alternative, we propose a framework that combines the
power of backpropagation with the speed of ridge regression in
the next section.
6.2 Amethodology for training physical
multi-reservoir architectures
We propose a general methodology to train custom architectures
of physical reservoirs, which combines the power of backprop-
agation with the speed of linear regression, while assuming the
physicalmedium, task and architecture of the system to be given.
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The block diagram shown in Figure 6.2 gives an overview of the
approach.
In more detail, we propose a procedure consisting of 3 steps
• Define a suitable multi-reservoir architecture.
• Derive intermediate targets for that specific architecture.
• Train all devices in the reservoir networkwith linear regres-
sion using the derived targets.
Since both the architecture definition step as well as the deriva-
tion of the targets are likely to require extensive exploration of
suitable options at hand, it is more feasible to conduct these
steps in simulation. Only the final step, where the hardware is
trained on the previously derived targets, is performed on the
actual physical devices. As already mentioned, we assume the
architecture is given and primarily concern ourselves with how
to derive targets for a given architecture. We propose such a tar-
get derivation approach and evaluate it against a suitable multi-
reservoir architecture on a benchmark task.
6.2.1 Deriving targets using backpropagation
For a general approach to derive suitable intermediate targets for
a given architecture and task, wepropose to train the correspond-
ing multi-reservoir architecture in simulation using backpropa-
gation. Afterwards, the intermediate signals between reservoirs,
which have been found by backpropagation, can be used as target
signals to train an identical architecture of real physical devices
using classical training approaches.
In order to investigate the general feasibility of our training ap-
proach for a larger class of physical systems as explained above,
and in order to ensure independence from specific hardware
implementations (such as integrated photonic reservoirs), we use
ESNs as abstractions of a broad class of physical reservoirs. ESNs
are well understood and known to work well for a number of
tasks. This implies that all reservoirs in this chapter have been im-
plemented in software. The very specific challenges of transferring
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Figure 6.2 Proposed framework to train custommulti-reservoir
architectures for physical reservoirs with high variations in their
connection weights. In simulation, a suitable architecture is
defined for a given task, after which intermediate target signals
are derived for that architecture. Finally, these target signals are
used to train the real physical devices using classical reservoir
training algorithms. Note that, since we only deliver a first proof-
of-concept in this work, all used reservoirs are ESNs and there-
fore within this chapter, all results can be considered as obtained
“in simulation”
this approach to real physical reservoirs, which might arguably
occur, is left to be addressed in future work.
6.3 Training procedure and used baselines
As a benchmark task, we use theNARMA-10 system identification
task [107]. In this task, the output of a given nonlinear dynamical
system should be approximated as closely as possible. Consider
Figure 6.3a, which shows a block diagram of the system in ques-
tion. As indicated in the figure, one can see that it can be easily
139
Chapter 6
decomposed into several subsystems working together towards a
solution.
1 2
3
...
...z‐1
+
++
0.3 0.05
1.5
0.1
z‐1 z‐1 z‐1 z‐1
z‐1 z‐1 z‐1 z‐1
z‐1
(a) Block diagram of NARMA-10 system
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(b) Proposed multi-reservoir architecture to solve
NARMA-10 system
Figure 6.3 NARMA-10 benchmark task and analytical decompo-
sition into subsystems mapped to individual ESNs. Figure 6.3a
shows a block diagram of the NARMA-10 system and how we
decompose it into 3 collaborating subsystems, each subsystem
is mapped to 1 ESN. Figure 6.3b shows the resulting architecture
consisting of 3 ESNs.
In detail, the system can be decomposed into a delay line (1),
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a modulator (2) and a combined adder-modulator circuit with
delayed output feedback (3). Therefore, for the purpose of bench-
marking our proposed target derivation approach, we can define
a simple architecture where each of these three subsystems is
mapped on a single reservoir as shown in Figure 6.3.
Furthermore, as we know the equations for all proposed sub-
systems as shown in Figure 6.3a, we have the opportunity for
benchmarking against simply using these equations as desired
signals for the intermediate reservoirs. Therefore, in addition to
a straightforward architectural decomposition to be found, the
NARMA-10 task also supplies us with ground-truth labels for the
intermediate signals between reservoirs.
In more detail, the NARMA-10 desired signal is defined as fol-
lows:
y[n+ 1] =0.05 y[n]
9∑
k=0
y[n− k]+
0.3 y[n] + 1.5 v[n− 9] v[n] + 0.1,
(6.1)
where y[n] again denotes the desired output signal and u[n] de-
notes a random input sequence uniformly distributed in [0, 0.5].
For n < 0, u[n] and y[n] are by definition 0.
We decompose this task into three subtasks to be mapped on the
reservoirs in themulti-reservoir network of Figure 6.3b. As there
are delayed input components in the task, a first subtask (Module
1) is a delay line with the desired signal
y1[n] = u[n− 9]. (6.2)
Module 2 multiplies the delayed version of the input signal with
its original version:
y2[n] = u[n] yˆ1[n], (6.3)
where yˆ1[n] is the output of module 1, which only approximates
its desired output. Finally, module 3 converts the output of mod-
ule 2 into the final NARMA-10 output:
y3[n+ 1] =0.05 y3[n]
9∑
k=0
y3[n− k]+
0.3 y3[n] + 1.5 yˆ2[n] + 0.1,
(6.4)
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where yˆ2[n] is the output ofmodule 2. If the approximationsmade
by the three modules are perfect, this decomposition exactly
reproduces the original task. This straightforward way to ana-
lytically derive target signals makes NARMA-10 the ideal bench-
mark task to evaluatemore general target derivation approaches,
as for different tasks, such analytical decompositions might be
much harder to find. We refer to these analytically derived inter-
mediate target signals as the analytical targets. These analytical
targets have been used as a reference point to the intermediate
targets we train using backpropagation. Specifically, we train the
architecture introduced above using both, analytical and learned
targets, and compare their overall performance on the NARMA-
10 task.
Asmodules in themulti-reservoir architecture of Figure 6.3b, we
used ESNs of 100 nodes. Because the aim was to use backprop-
agation on the architecture, we used Exponential Linear Units
(ELUs) [87] as nonlinearities to ensure a smooth propagation of
gradients.
To verify whether both our analytical baseline as well as our
proposed approach are competitive, we compared them to a
monolithic reservoir with similar resources, i.e., an ESN with
300 nodes. While the main point of our approach is not to
outperform previous training approaches and networks on
NARMA-10, but rather to find an efficient way to train multi-
reservoir systems, establishing a simple monolithic baseline as
a point of reference is mandatory. We use a hyperbolic tangent
nonlinearity for the single-ESN system since this nonlinearity
exhibited the best performance for single-reservoir systems in
preliminary training runs.
We trained our multi-reservoir system in three different ways.
First, we evaluated the analytical task decomposition by training
the three ESNs in the system to fit the corresponding analytical
targets. Here, the ESNs were trained incrementally: each ESN
takes input from previously trained ESNs and/or the input signal
to solve its assigned subtask. This way, each ESN is trained to
be maximally robust to approximation inaccuracies of its pre-
decessor(s). To account for the variabilities of possible physical
reservoirs we repeat this step 10 times, where we draw different
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uniformly random weights for every ESN and average the result
over all 10 training runs.
Second, after having shown that theNARMA-10 task canbe solved
by decomposing it by hand andmapping it to a suitable reservoir
architecture, we trained the multi-reservoir architecture from
the previous step as awhole (using different, randomly initialised
ESNs) using backpropagation to automatically find good target
signals. Again, to take possible variabilities into account, we train
5 sets of target signals this way, where we draw new random
weights for each reservoir at each training run.
Third, we evaluate the transferability of the target signals learned
in step 2. Here, the 5 networks trained in the previous step
were used to generate target signals for networks of different,
randomly initialised ESNs from the same class. Also here, we
repeat the training 10 times per set of found target signals, with
new random weights for each ESN and average over the results
per target signal.
We train and evaluate all ESN networks using PyTorch [77]. To
train our networks, we generated train, validation and test set
time series of 100,000 samples each. The regularization strength
of our ridge regression reservoir readoutswasdeterminedbyper-
forming grid search in combination with 5-fold cross-validation
on the train set.
For both the monolithic ESN as well as the multi-reservoir archi-
tecture with analytical targets, the validation set was used to find
the hyperparameters that are intrinsic to the reservoir: spectral
radius, input scaling, and bias scaling, leak rate, as well as the
sparsity of the reservoir input and connection matrices. These
were tuned using hyperopt [121]. Table 6.1 shows the found hy-
perparameters for each ESN.
The found reservoir hyperparameter values from the previous
step were also used in the networks trained to learn intermediate
signals. We have trained our network using backpropagation
through time with a batch size of 60 samples for 120 epochs. We
used Adam [122], a recent extension of SGD, starting with a learn-
ing rate of 0.0005. After 60 epochs we divided the learning rate
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ESN Hyperparameters
ESN 1 ESN 2 ESN 3 monolithic ESN
ESN size 100 nodes 100 nodes 100 nodes 300 nodes
spec. rad. 0.9 0.7 1.1 1.1
input scal. 0.5 0.9 1.0 0.9
bias scal. 0.6 0.8 0.1 1.0
leak rate 1.0 1.0 0.8 1.0
input spars. 0.51 0.96 0.92 0.65
conn. spars. 0.95 0.86 0.68 0.89
nonl. ELU ELU ELU tanh
Table 6.1 Used ESN hyperparameters.
by 2. We applied a weight decay λ = 0.0001. We have used stan-
dard deep learning techniques to improve training convergence
for our networks: We use gradient clipping [123] and gradient
noise [124], as well as a technique similar to batch normalization
[125]. For the input signal of every reservoir, we train a common
amplification factor, as well as a common bias of the input signal,
prior to injecting it to the input weight matrix. Finally, we apply
a simple form of early stopping : Every 10 epochs in the train-
ing process, we record a snapshot of the current weights used
in the network as well as the validation score it obtains. After
120 epochs, we choose the weight set with the lowest validation
score.
When backpropagating through multi-ESN architectures, the
necessary hyperparameters for that algorithm, i.e. learning
rate, batch size, weight decay and amount of gradient noise were
tuned on the validation set. The performance of all approaches
was compared on the test set. For all trained networks, we
used the normalised mean squared error (NMSE) as an error
measure.
When transferring our training technique to physical reservoirs,
one could work with modulators and adders to adjust the input
signal for each reservoir correspondingly. Furthermore, while
the applied batch-normalization-like training slightly improves
results, preliminary training runs have shown that our method
works in principle without it.
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6.4 Results
NMSE NMSE
backprop. Ridge reg.
(10 ESN)
Single ESN - 0.035± (0.016)
Analytical targets - 0.020± (0.013)
Learned targets (Model 1) 0.080 0.072± (0.017)
Learned targets (Model 2) 0.039 0.031± (0.003)
Learned targets (Model 3) 0.058 0.046± (0.006)
Learned targets (Model 4) 0.106 0.064± (0.008)
Learned targets (Model 5) 0.064 0.051± (0.004)
Table 6.2 Results. Single ESN and analytical targets rows de-
note mean and standard deviation of NMSE test error on the
NARMA-10 task of single-ESN and multi-ESN baselines respec-
tively. Learned targets rows denote NMSE test error on the
NARMA-10 task of models trained to derive targets in the left
column, aswell as themeans and standarddeviationofNMSE test
errors achievedwhen training new reservoirs with the respective
derived desired signals in the right column. Mean and standard
deviation over 10 reservoir networks with randomly initialised
weights.
We started out by training 10 monolithic ESNs of 300 nodes each,
as well as 10 multi-ESN systems with analytically derived targets
as explained above. Eachmulti-ESN system consists of three 100-
node ESNs. Table 6.2 shows the results of these trained networks
in rows 1 and 2.
Our monolithic ESN system achieves an average NMSE of 0.035
with a standard deviation of 0.016 on the test set, which is close
to the results reported in [126]. We omit these steps in favor
of simplicity and to ensure that our results allow us to judge the
feasibility of our approach for future hardware implementations,
where such operationswould need to be omitted or implemented
in a separate circuit. As intended, the engineered multi-ESN
system slightly outperforms themonolithic ESN baseline with an
average test NMSE of 0.020 at a standard deviation of 0.013. This
also delivers proof-of-concept that multi-ESN architectures with
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a suitable task distribution among reservoirs can outperform a
single reservoir with an identical total number of nodes.
After establishing the quality of our analytical task decomposi-
tion, we derived 5 sets of intermediate targets using our proposed
method: we trained 5 newmulti-reservoir systems with the same
architecture and ESN hyperparameters, using backpropagation.
The center column of Table 6.2 shows the achieved NMSE of the
systems trained to derive learned targets, which we refer to as
Model 1 toModel 5. Wefind that theperformanceof thesemodels
varies a lot, mainly due to large variations in the convergence of
the backpropagation algorithm. The model achieving the best
NMSE of 0.039, namelyModel 2, is still outperformed by both the
monolithic ESN as well as the multi-ESN-system with analytical
targets.
Nevertheless, we extracted the intermediate signals of each
trained network in response to the train, validation and test
data. In the next step, we use these signals as intermediate
target signals for train, validation and test set respectively for 10
new multi-ESN systems for each of the 5 networks trained. As
a reminder, these 10 new random systems symbolise different
instantiations of physical reservoirs, for which we do not have
access to the weight matrix. For the targets derived from Model
1 to Model 5, this resulted in the average NMSE scores as shown
in the right column of Table 6.2.
Surprisingly, the networks trained with transferred, learned, tar-
gets, mostly outperform the corresponding target-signal giving
model itself. This observation may be explained with the fact
that the former are trained with ridge regression. As discussed,
ridge regression locates the global minimum of the error func-
tion. The networks generating the learned target signals on the
other hand, are trained with backpropagation, which locates lo-
cal minima, due to which its performancemight vary stronger.
This effect also implies that multi-reservoir architectures trained
with targets fromModel 2 slightly outperform themonolithic ESN
on average. The rather low standard deviation of 0.003 on the
test loss also indicates that the derived desired signals work for
a wider range of ESNs with random weights, at least when they
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are derived from a model where backpropagation has converged
to a sufficiently good local minimum. Nevertheless, one needs
to consider here that the NARMA-10 task, despite its suitability
as a benchmark task, can be considered largely solved for ESNs.
Therefore we would like to emphasise, that the fact that our pro-
posedmethod indeedworks and can be used to find intermediate
targets for suitable architectures, is the more important finding
here, compared to the slight increase in performance over the
baseline. The reason for this is that, given a suitable architec-
ture, our method could also be useful to outperform monolithic
reservoir systems on harder tasks, where targets cannot be found
in an analytical way as it is possible for NARMA-10.
One might argue that a comparison of a monolithic baseline us-
ing hyperbolic tangent nonlinearities with multi-reservoir sys-
tems that use ELU nonlinearities is not entirely fair. Here, we
would like to point out that this comparison is rather to the dis-
advantage of ourmulti-reservoir systems than the baseline, since
hyperbolic tangents are a long used and well-proven choice of
nonlinearity [126] for the NARMA-10 task and can be expected to
outperform themuchmore linear ELUs in a reservoir of identical
size and architecture.
6.5 Analysis of trained intermediate signals
After achieving a satisfactory task performance on our architec-
ture, we compared the trained intermediate targets of the indi-
vidual reservoirs in our architecture to the analytical targets we
derived by hand.
Figure 6.4a shows the trained targets for the first intermediate
ESN (ESN 1 in Figure 6.3b), in comparison to the analytical targets
for the first 5 target-generating models. Upon visual inspection,
the trained targets of Model 2, which achieved best performance
among the models that provided the desired signals, look quite
similar to the analytical targets. Model 3 and Model 5, who per-
formed intermediately, appear to have some resemblance to the
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Figure 6.4 Comparison between analytical target signals and
trained target signals of the 5 target-generating models. Signals
for first and second intermediate ESN (named ESN 1 and ESN 2)
are shown in Figure 6.4a and Figure 6.4b respectively.
analytical targets as well, while models 1 and 4, the worst per-
forming models, show only very remote resemblance to the ana-
lytical targets.
If we consider the analytical and trained targets for the second
ESN (ESN 2) in our trained architecture, as shown in Figure 6.4b,
we observe a very similar behavior. Here, all trained targets
appear to be either correlated or anti-correlated with each other
as well as with the analytical desired signal. This desired signal
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has a much smaller amplitude, though.
To confirm these observation quantitatively, we plot the absolute
correlation between the trained targets and the time-shifted an-
alytical targets as a function of time shift in Figures 6.5 and 6.6
for ESN 1 and ESN 2 respectively. In Figure 6.5, we can see that
the targets of Model 2 show a strong correlation with the ana-
lytical targets without any timeshift. Model 3 on the other hand
shows some correlation with the analytical targets without any
timeshift, but shows even larger correlations with the analytical
target shifted by 9 time steps to the right, i.e. a target signalwhose
every value occurs 9 timesteps earlier. Since the analytical target
signal is meant to train a reservoir to act as a delay line, which
delays the signal for 9 timesteps, this shifted analytical signal
corresponds to the original input signal.
That implies that the first reservoir of Model 3 (ESN 1), got partly
trained by backpropagation to act as a delay line, but also still
leaks some of its original input signal. This leakage effect seems
even worse for Model 1, where the first ESN basically copies the
input and the delay line task has to be performed by subsequent
reservoirs. Model 5 appears to have found some kind of mid-
dle ground and implemented a delay line of 7 timesteps. This
suggests that the model utilises ESN 1 as a delay line, but does
not fully delay for the requested number of steps, but leaves the
remaining delay steps to be implemented by subsequent reser-
voirs. Finally, Model 4 appears to exhibit a superposition of
all behaviors discussed above: its output signal appears to be a
mixture of several input signals with various levels of delay.
Moving on to the absolute correlation between the trained targets
and the shifted analytical target signal in ESN 2, we can see from
the corresponding needle plot in Figure 6.6, that the correlation
between the analytical target and the trained targets is often even
stronger here. Trained targets from models 2 to 5 show a very
high absolute correlation with the unshifted analytical target sig-
nal. Model 1 forms a slight exception here, as it rather shows
a high absolute correlation with the target signal shifted by one
timestep to the right, which corresponds to a delayed analytical
target signal. In the analytical decomposition seen in Figure 6.3a,
this delay operation of the modulated signal is performed later,
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Figure 6.5 Absolute correlation between trained target signals
and shifted analytical target signals as a function of timeshift for
the first intermediate ESN (ESN 1).
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Figure 6.6 Absolute correlation between trained target signals
and shifted analytical target signals as a function of timeshift, for
the second intermediate ESN.
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namely by ESN 3. Therefore in Model 1, ESN 2 seems to take
over tasks which have analytically been assigned to ESN 1 and
3. As a consequence of this, the final performance of the system
suffers somewhat, as each ESN is optimised for their respective
analytical task in terms of hyperparameters.
From the above observations we conclude that backpropagation
seems to learn targets which are highly correlated with the an-
alytical targets the system has been designed for. Furthermore,
the performance of themodel trainedwith backpropagation (and
therefore also the performance of the systems using the derived
target signals) is highly correlated with how well backpropaga-
tion manages to learn targets similar to the original analytical
targets of the architecture.
We acknowledge that our method stands or falls with the ability
to successfully backpropagate through such networks in simu-
lation. This appears feasible since Hermans et al. [127, 128]
have already demonstrated backpropagation through a similar
systems.
6.6 Conclusion
In conclusion, we have proposed a new training method that can
in principle be used to train any given multi-reservoir network
of physical reservoirs that do not permit direct training through
backpropagation. Instead, the method uses backpropagation to
derive desired signals for training the individual reservoirs in the
network. We established that a specialised engineeredmulti-ESN
architecture can outperform a general-purpose single reservoir
system for the chosen task, and have shown that it is possible
to derive similar targets from scratch by using backpropagation
on the same architecture. While this training method outper-
forms the classical approach on average only by a small margin,
it can be of use to overcome technological constraints which
prevent themanufacturing of larger reservoirs to scale up perfor-
mance. Furthermore, for different, unsolved tasks, this method
may bring more significant improvements.
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Possible future work should be directed at the critical points of
this approach. First, convergence and obtained results of our
approach can still be optimised by refining the backpropagation
process through multiple layers of reservoirs. Second, a work-
flow needs to be established, which specifies how to find suitable
multi-reservoir architectures for tasks, where the architecture
can not be derived from the task itself. Finally, the approach
needs to be applied to actual physical reservoirs, and any arising
challenges intrinsic to this step need to be addressed.
For the transfer of thiswork to integratedphotonic reservoirs, the
recently released PhotonTorch framework [104] presents itself as
strong candidate to conduct backpropagation through photonic
reservoirs in simulation. The suitability of targets derived in
such a way could then be validated on actual devices. Previ-
ous work [127, 128] indicates that backpropagation through in-
tegrated photonic reservoirs is in principle feasible, in view of
the fact that these photonic structures have far less nonlinearities
than the ESNs used in this study. On the downside, a smaller
degree of nonlinearity usually translates to decreased computa-
tional power, which in turn will demand deeper, more complex
networks of reservoirs.
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Conclusion
In this chapterwe conclude on all our findings regarding possible
ways to scale up integrated photonic reservoirs. First, in Section
7.1we revisit the current challenges in the field of integrated pho-
tonic reservoir computing. Thereafter, in Section 7.2 we give a
brief summary of all our conclusions after whichwe elaborate on
the conclusions of the individual chapters. Finally, we give a brief
outlook to future work concerning photonic reservoir computing
in Section 7.3
7.1 Challenges in photonic reservoir computing
Due to the apparent end of Moore sʼ law, in combination with
increased demand of processing power, research into new
ways of computing is a worthwhile endeavour. Integrated
photonic reservoir computing is a promising candidate for
high-bandwidth low-power computing applications, especially
considering optical telecommunications. Nevertheless, a
number of issues needs to be addressed in order to apply
photonic reservoir computing in practice. Integrated optical
readouts need to be designed and trained in order to fully exploit
the potential of this technology. Furthermore solutions need to
be found to overcome conceptual, physical and technological
limits which prevent the application of integrated photonic
reservoirs to more complicated tasks.
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7.2 Research Conclusions
In this thesis we have addressed some of the challenges stated
above as follows: In Chapter 4, we have investigated the problem
of limited observability for possible integrated optical readouts.
We have proposed and analysed several suitable training algo-
rithms, and found that the best tradeoff between performance
and speed can be achieved by estimating the reservoir states and
appling a conventional training algorithm on this state estimate.
In Chapter 5, we have considered the problem of size limitations
of integrated photonic reservoirs, and how these limitation can
be circumvented by cascading integrated reservoirs. We have
evaluated several general purpose multi-reservoir architectures,
and found that feeding a reservoirs prediction into the readout
stage of the following reservoir, appears to be the most versatile,
well-performing approach investigated.
Finally, while we were able to match our baseline using the
investigated multi-reservoir architectures, we also introduced
a more general framework and training algorithm for
custom multi-reservoir architectures in Chapter 6. While
we outperformed our set baseline only slightly when using this
algorithm, we have nevertheless shown that it works as a proof-
of-concept to be improved in future work. We will elaborate on
the conclusions of the individual chapters in the order they are
given above.
7.2.1 Training algorithms for integrated optical readouts
We have assessed the suitability of different training methods
for passive photonic reservoirs with integrated optical readout.
The most important boundary condition for this type of hard-
ware is the fact that the internal reservoir states are not directly
observable in the electronic domain. In addition, the variability
between individual devices makes it necessary to perform the
training on the actual hardware. For this reason, our analysis
has focused on the total training time while staying below the
maximally allowed bit-error rate of 10−3.
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We found that CMA-ES delivers acceptable performance, but has
to be ruled out as a practical training method due to its long
training times. The use of pretraining-retraining as a way to
reduce these training times has not yielded promising results
either, due to high fabrication tolerances of integrated photonic
reservoirs. Instead, we have proposed a novel method for train-
ing such reservoirs, which we call nonlinearity inversion.
Our method essentially resolves the issue of limited observabil-
ity of the states of an integrated passive photonic reservoir by
estimating the reservoir sʼ states through a single photodetector
at its output. One iterates over the training data several times,
while setting the weights according to a certain pattern. The
recorded output signals then allow to estimate the reservoir sʼ
complex states within a (compared to CMA-ES) small amount of
iterations over the training data. Wehave shown that thismethod
performs as well as a classic training approach, which requires
full observability, although for a more narrow bitrange.
While the CMA-ES black-box algorithm performs slightly better
than our own method with respect to task performance, our
method requires significantly fewer iterations over the input
data. We have therefore concluded that nonlinearity inversion
is a suitable candidate for training integrated passive photonic
reservoirs.
7.2.2 General connection schemes for networks of
integrated photonic reservoirs
We have evaluated the 4 reservoir connection schemes ensem-
bling, boosting, stacking and chaining for electrical and optical
coupling respectively. We found that the approach we denote
as chaining, i.e. feeding a reservoir sʼ prediction into the read-
out stage of a subsequent reservoir performs overall well for all
coupling types and tasks. Nevertheless we found it slightly out-
performed by ensembling and the baseline in the electrical do-
main.
We have argued, that chaining despite its simplicity exploits both
memory and richness of a given setup. Ensembling on the other
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hand, has performed well for all tasks evaluated in the electrical
domain, since itmight add slightlymore richness to the reservoir
state matrix compared to the baseline with an identical number
of nodes. This also gives it a slight advantage over chaining in the
electrical domain. Boosting and stacking methods have shown
only small to moderate improvements with increasing numbers
of reservoirs on the investigated tasks.
Based on these observations, for future hardware implementa-
tions, we have recommended the application of a chaining ar-
chitecture in order to leverage the performance of fully optical
passive photonic reservoir computing systems. For reservoir sys-
tems trained in the electrical domain, ensembling constitutes a
very efficient, cheap alternative.
7.2.3 A training algorithm for high-variability deep physical
reservoir architectures
We have proposed a new framework and training method that
can in principle be used to train any given multi-reservoir net-
work of physical reservoirs that do not permit direct training
through backpropagation. Instead, within our framework, one
derives intermediate targets for a given multi-reservoir architec-
ture in simulation, and trains real devices with classical methods
using these targets.
We have proposed such a possible target derivation method: our
training algorithm uses backpropagation to derive desired sig-
nals for training the individual reservoirs in the network. We
established that a specialised engineered multi-ESN architecture
can outperforma general-purpose single reservoir system for the
chosen task, and have shown that it is possible to derive similar
targets from scratch by using backpropagation on the same ar-
chitecture.
While this training method outperforms the classical monolithic
approach on average only by a small margin, it, similarly to the
approaches proposed in Chapter 5 can be of use to overcome
technological constraints which prevent the manufacturing of
larger reservoirs to scale up performance. Furthermore, we have
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argued that, for different, unsolved tasks, this method may bring
more significant improvements.
7.3 Future Work
Naturally, as this thesis consists exclusively of simulation studies,
it is highly desireable that the results presented are verified on
actual hardware. Upon submission of this thesis (April 2020), the
corresponding characterisation of PHRESCO prototypes is still
ongoing, but expected to yield interesting results to be compared
with the ones in this thesis.
Furthermore, we argue that integrated photonic reservoir com-
puting on scale depends on good optical nonlinearities being
discovered in the future. We expect such nonlinearities to lever-
age the measures presented in this thesis, as the choice of non-
linearity is the single most influential reservoir hyperparameter
in terms of determining which tasks a reservoir can solve. We
consider the advent of good optical nonlinearities necessary to
unleash the full potential of end-to-end optical photonic reser-
voirs.
A study of microring resonators as promising reservoir
nonlinearities has been conducted in [129]. However, this
study only considers reservoirs with electrical readouts. A
comparable study for reservoirs with fully optical readouts
making use of the techniques presented in Chapter 4, would
therefore be desireable.
In addition, compared to complex-valued ridge regression, us-
ing stochastic gradient descent to train integrated optical read-
outs can also lead to better results and make integrated photonic
reservoirs applicable on a wider variety of tasks. Due to the
iterative nature of SGD though, it requires significantly higher
training times, which poses a practical issue, given that each
photonic reservoir needs to be trained individually. Therefore
future research should be directed towards improving both con-
vergence and runtime of SGDwithin frameworks such as Photon-
torch [104].
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Future work with respect to the contributing chapters of our the-
sis, will be adressed in detail in the following sections.
7.3.1 Training algorithms for integrated optical readouts
Aside from the question of limited observability, there are a num-
ber of additional issues to address concerning integrated optical
readouts. Currently (2020), there are several possible candidates
for optical weighting elements [49, 51, 50], none of which, to our
knowledge, have been thoroughly evaluated and tested in real
prototypes yet. It can be assumed as certain though, that these
devices introduce additional limitations that constrain the train-
ing of optical readouts. Real optical weighting elements cannot
be tuned to infinite precision andwill likely drift slowly over time.
Furthermore, currently developed non-volatile modulators are
implemented largely through attenuation of the optical signal,
rather than amplification and it can be expected that amplitude
and phase cannot be tuned completely independently, but rather
are somewhat dependent on each other.
These limitations, among others, have not been accounted for
in our functional readout model, whose purpose is confined to
modelling the limited observability effects, which we have in-
vestigated in this thesis. In order to train real optical readouts
at scale, these limitations will have to be addressed in future
work. A first step in this direction has been set by Ma et al.
by evaluating an iterative weight pruning scheme for integrated
optical readouts, which accounts for limited precision weights
[102]. Nevertheless, the state estimation procedure introduced in
this thesis is a prerequisite to each update step in their proposed
scheme. As a result, an updated comparison of the overall run-
time of both combinedmethods (nonlinearity inversion + weight
pruning) with CMA-ES on real devices seems adviseable. A pos-
sible way to address dependencies between amplitude and phase
of optical weights, as well as weight drift over time, could be to
refine trained weights bymeans of a reinforcement learning-like
approach as applied by Bueno et al. [43].
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7.3.2 General connection schemes for networks of
integrated photonic reservoirs
For the investigated multi-reservoir connection schemes, in
terms of input and readout nodes, wehave used the configuration
of the second generation H2020-PHRESCO prototypes, which
have been optimised to perform 1-bit delayed XOR at 30Gbps.
We have constrained ourselves to the configurations of an actual
prototype here for two reasons: First, it makes sense to use the
configuration of actual prototypes in a simulation study in order
to compare simulation results with real-world measurements
and gain information about potential simulation-to-reality
gaps.
Second, the parameter space to be explored when optimizing
node configurations independently for each task and connec-
tion scheme, is enourmous. Nevertheless, as soon our results
have been alignedwith actualmeasurements from the PHRESCO
prototype, and the corresponding simulation-to-reality gap has
found to be neglectable, it appears worthwile to conduct an even
larger simulation study: similarly as done in [106], one could in-
vestigate the influcence of input and readout node configurations
to the performance of individual connection schemes.
Furthermore, given that suitable optical nonlinearities or faster
iterative training algorithms can be found in the near future, it
would be very interesting to compare the performance of the
investigated connection schemes in the optical domain on differ-
ent tasks than header recognition, to gain amore comprehensive
picture of their performance.
7.3.3 A training algorithm for deep physical reservoir
computing
Possible future work should be directed at the critical points of
the proposed framework. First, convergence and obtained re-
sults of our approach can still be optimised by refining the back-
propagation process through multiple layers of reservoirs. Sec-
ond, a workflow needs to be established, which specifies how to
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find suitable multi-reservoir architectures for tasks, where the
architecture cannot be derived from the task itself. Finally,
the approach needs to be applied to actual physical reservoirs,
and any arising challenges intrinsic to this step need to be ad-
dressed.
For the transfer of thiswork to integratedphotonic reservoirs, the
recently released PhotonTorch framework [104] presents itself as
strong candidate to conduct backpropagation through photonic
reservoirs in simulation and validate the derived targets on actual
devices. Previous work [128] indicates that the latter is in prin-
ciple feasible, especially in view of the fact that these photonic
structures have far less nonlinearities than the ESNs used in this
study.
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