Financial Forecasting Using Evolutionary Computational Techniques by Jog, Adwait & Mohapatra, Avijit
1 
 
FINANCIAL FORECASTING USING 
EVOLUTIONARY COMPUTATIONAL TECHNIQUES 
 
Adwait Jog 
Roll No: 10507004 
And 
Avijit Mohapatra 
Roll No: 10507003 
 
2 
 
FINANCIAL FORECASTING USING 
EVOLUTIONARY COMPUTATIONAL TECHNIQUES 
 
Adwait Jog 
Roll No: 10507004 
And 
Avijit Mohapatra 
Roll No: 10507003 
 
3 
 
 
This is to certify that the thesis “Financial forecasting using evolutionary 
computational techniques” submitted by Adwait Jog and Avijit Mohapatra in 
partial fulfillment of requirements for the award of Bachelors in Technology 
degree in Electronics and Instrumentation Engineering, Department of Electronics 
and Communication Engineering at National Institute of Technology, Rourkela 
(Deemed University) is an authentic work carried out by them under my 
supervision and guidance. 
To the best of my knowledge, the matter embodied in the thesis has not been 
submitted to any university /institute for award of any degree or diploma. 
 
 
 
Date : 10
th
 May 2009                                                                   Dr. Ganapati Panda 
                                                                                                                      Professor  
                                                                                                     Department of ECE 
                                                                                 National Institute of Technology       
                                                                                                          Rourkela 769008        
 
                             
4 
 
ACKNOWLEDGEMENT 
 
 
Our heart pulsates with the thrill for tendering gratitude to those persons who 
helped us in completion of the project. The most pleasant point of presenting a 
thesis is the opportunity to thank those who have contributed to it. Unfortunately, 
the list of expressions of thank no matter how extensive is always incomplete and 
inadequate. Indeed this page of acknowledgment shall never be able to touch the 
horizon of generosity of those who tendered their help to us. 
 
First and foremost, we would like to express our gratitude and indebtedness to Dr. 
Ganapati Panda, for his kindness in allowing us for introducing the present topic 
and for his inspiring guidance, constructive criticism and valuable suggestion 
throughout this project work. We are sincerely thankful to him for his able 
guidance and pain taking effort in improving my understanding of this project. 
 
We are also grateful to Prof. S.K. Patra (Head of the Department) for assigning us 
this interesting project and for his valuable suggestions and encouragements at 
various stages of the work. We are also grateful to Ms. Babita Majhi and Mr. 
Debidutta Mohanty for their valued suggestions and inputs during the course of the 
project work. 
 
An assemblage of this nature could never have been attempted without reference to 
and inspiration from the works of others whose details are mentioned in reference 
section. I acknowledge my indebtedness to all of them. 
 
Last but not least, my sincere thanks to all my friends who have patiently extended 
all sorts of help for accomplishing this undertaking. 
 
 
Date:  10
th
 May 2009 
Place:  NIT Rourkela 
 
 
Avijit Mohapatra                                                                                       Adwait Jog  
Dept. of ECE Engineering                                                 Dept. of ECE Engineering 
National Institute of Technology                             National Institute of Technology 
Rourkela – 769008                                                                        Rourkela – 769008 
 
                                                              
5 
 
ABSTRACT 
 
Financial forecasting or specially stock market prediction is one of the hottest field 
of research lately due to its commercial applications owing to high stakes and the 
kinds of attractive benefits that it has to offer. In this project we have analyzed 
various evolutionary computation algorithms for forecasting of financial data. The 
financial data has been taken from a large database and has been based on the stock 
prices in leading stock exchanges .We have based our models on data taken from 
Bombay Stock Exchange (BSE), S&P500 (Standard and Poor’s) and Dow Jones 
Industrial Average (DJIA). We have designed three models and compared those 
using historical data from the three stock exchanges. The models used were based 
on: 
1. Radial Basis Function parameters updated by Particle swarm optimization. 
2. Radial Basis Function parameters updated by Least Mean Square Algorithm. 
3. FLANN parameters updated by Particle Swarm optimization. 
The raw input for the experiment is the historical daily open, close, high, low and 
volume of the concerned index. However the actual input to the model was the 
parameters derived from these data. The results of the experiment have been 
depicted with the aid of suitable curves where a comparative analysis of the 
various models is done on the basis on various parameters including error 
convergence and the Mean Average Percentage Error (MAPE). 
Key Words:  Radial Basis Functions, FLANN, PSO, LMS. 
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1.1  Introduction to Stock Market Prediction 
 
Financial Forecasting or specifically Stock Market prediction is one of the hottest 
fields of research lately due to its commercial applications owing to the high stakes 
and the kinds of attractive benefits that it has to offer. Forecasting the price 
movements in stock markets has been a major challenge for common investors, 
businesses, brokers and speculators. As more and more money is being invested 
the investors get anxious of the future trends of the stock prices in the market. The 
primary area of concern is to determine the appropriate time to buy, hold or sell. In 
their quest to forecast, the investors assume that the future trends in the stock 
market are based at least in part on present and past events and data [1]. However 
financial time-series is one of the most ‘noisiest’ and ‘non-stationary’ signals 
present and hence very difficult to forecast [2][3]. 
 
The Dow Jones Industrial Average (DJIA) index was launched in 1896 with 12 
stocks and is now the worlds most often quoted stock exchange index, based on a 
price-weighted average of 30 significant companies traded in the New York Stock 
Exchange (NYSE) and NASDAQ. The index gives a general indication of the 
behavior of the market towards different information. The other well known index, 
considered by researchers for prediction, are the Standard & Poor (S&P) 500 and 
the Bombay Stock Exchange. Many researchers in the past have applied various 
statistical and soft computing techniques such as neural networks to predict the 
movements in these stock indices. Generally technical indicators like moving 
averages and relative strength indices derived from the time series of these indices 
is employed in this regard. 
 
Financial time-series has high volatility and the time-series changes with time. In 
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addition, stock market's movements are affected by many macro-economical 
factors such as political events, firms' policies, general economic conditions, 
investors' expectations, institutional investors' choices, movement of other stock 
market, psychology of investors, etc [4]. Nevertheless there has been a lot of 
research in the field of stock market prediction across the globe on numerous stock 
exchanges; still it remains to be a big question whether stock markets can really be 
predicted and the numerous challenges that exist in its everyday application on the 
stock floor by the institutional investors to maximize returns. Generally there are 
three schools of thoughts regarding such prediction. The first school believes that 
no investor can achieve above average trading advantages based on historical and 
present information. The major theories include the Random Walk Hypothesis and 
the Efficient Market Hypothesis [5] [6].The second view is that of Fundamental 
Analysis. Analysts undertake in depth studies into the various macro-economic 
factors and look into the financial conditions and results of the industry concerned 
to discover the extent of correlation that may exist with the changes in the stock 
prices. Technical Analysis presents the third view on market price prediction. 
Analysts attempt to extract trends in market using past stock prices and volume 
information. These trends give insight into the direction taken by the stock prices 
which help in prediction. Technical Analysts believe that there are recurring 
patterns in the market behavior, which can be identified and predicted. In the 
process they use number of statistical parameters called Technical Indicators and 
chart patterns from historical data. 
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1.2 Application of Statistical and Soft Computing Techniques to Financial 
Forecasting 
 
As the underlying theory behind all these techniques is totally different they 
generally give quite contradictory results. More importantly, these analytical tools 
are heavily dependent on human expertise and justification in areas like, the 
location of reversal (or continuation) pattern, market pattern, and trend prediction. 
For such reasons researchers have stressed on developing models for accurate 
prediction based on various statistical and soft computing techniques. One such 
statistical technique employed in this regard is the Auto Regressive Integrated 
Moving Average (ARIMA) based model. Different time-series in practice have 
different frequency components. However, there is no systematic approach or a 
suitable class of models available in the literature to accommodate, analyze and 
forecast time-series with changing frequency behavior via a direct method. The 
virtue of ARIMA (Auto Regressive Integrated Moving Average) is well 
characterized by Vandaele: “… can be viewed as an approach by which time series 
data sifted through a series of progressively finer sieves…” The aim of sifting 
some components is to identify so called “white-noise-processes” which has 
merely stochastic influences on the time series. The recent advancement in soft 
computing has given new dimension to the field of financial forecasting. Tools 
based on ANN have increasingly gained popularity due to their inherent 
capabilities to approximate any nonlinear function to a high degree of accuracy. 
Neural networks are less sensitive to error term assumptions and they can tolerate 
noise, chaotic components [7]. Banks and Financial Institutions are investing 
heavily in development of neural network models and have started to deploy it in 
the financial trading arena. Its ability to 'learn' from the past and produce a 
generalized model to forecast future prices, freedom to incorporate fundamental 
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and technical analysis into a forecasting model and ability to adapt according to the 
market conditions are some of the main reasons for its popularity. Radial Basis 
Function (RBF) [8], Recurrent Neural Network (RNN) [9] and Backpropagation in 
Multilayer Perceptron (MLP) are the three most popular Artificial Neural Network 
(ANN) tool for the task. On top of these, evolutionary approaches such as Genetic 
Algorithm (GA) [10], confluence of statistics and ANN, are receiving attention as 
well. 
 
                                            
 
 
 
 
 
 
 
 
 
 
 
 
13 
 
 
 
 
                      Chapter 2 
 
 
 
 
 
A Survey of Existing ANN Models for 
 Stock Market Prediction 
 
 
 
 
 
 
 
 
14 
 
 
 
 
A lot of research has gone into the development of models based on a range of 
intelligent soft computing techniques over the last two decades. Early models 
employed the Multi Layer Perceptron (MLP) architecture using Backpropagation 
algorithm, while a lot of recent work is based on evolutionary optimization 
techniques such as Genetic Algorithms (GA). This section describes briefly some 
of work that has gone into the field of application of ANN to stock price 
prediction. 
 
In Japan, technology major Fujitsu and investment company, Nikko Securities 
joined hands to develop a stock market prediction system for TOPIX, the Tokyo 
based stock index, using modular neural network architecture [14]. Various 
economic and technical parameters were taken as input to the modular neural 
network consisting of multiple MLP used in parallel. 
 
A study was done on the effect of change of network parameters of an ANN 
Backpropagation model on the stock price prediction problem [15]. The paper 
gives insights into the role of the learning rate, momentum, activation function and 
the number of hidden neurons to the prediction. 
 
In addition to ANN using Backpropagation, the Probabilistic Neural Network 
(PNN) has also been employed to stock prediction [16]. In their work, the model is 
used to draw up a conservative thirty day stock price prediction of a specific stock: 
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Apple Computers Inc. Due to their bulky nature owing to the large training data, 
the PNN are not popular among forecasters. 
 
 In the process lots of newer architectures came to the fore. (Ornes & Sklansky) 
[17] in their paper present a Visual Neural Network (VNN), which combines the 
ability of multi expert networks to give low prediction error rates with visual 
explanatory power of nonlinear dimensionality reduction. They conclude that the 
VNN is a powerful means of interactive neural network design, which provides 
both better prediction accuracy and good visual explanatory ability. 
 
Another architecture introduced to the prediction problem is the Multi Branch 
Neural Network (MBNN) proposed by (Yamshita, Hirasawa & Hu, 2005) [18] and 
applied to the TOPIX (Tokyo Stock Exchange). The simulations show that MBNN, 
based on the concept of Universal Learning Networks (ULN), have higher 
accuracy of prediction than conventional NNs . 
 
In their paper, (Chen, Dong & Zhao, 2005) [19] investigate how the seemingly 
chaotic behavior of stock market could be well represented using Local Linear 
Wavelet Neural Network (LLWNN) technique. They considered the NASDAQ-
100 index and S&P CNX NIFTY index (India). The LLWNN is optimized by 
using Estimation of Distribution Algorithm (EDA).Results show that the LLWNN 
model performs marginally better than conventional NN models. Hybrid 
architectures are also being deployed in recent times. (Raymond Lee, 2004) [20] 
proposed a Hybrid Radial Basis Function Recurrent Network (HRBFN) stock 
prediction system called the iJADE stock advisor. The stock advisor was applied to 
major Hong Kong stocks and produced promising results in terms of efficiency, 
accuracy and mobility. 
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Another Hybrid AI approach to the implementation of trading strategies in the 
S&P 500 index futures market is proposed by (Tsiah, Hsu & Lai,) [21]. The Hybrid 
AI approach integrates the rule-based systems techniques with Reasoning Neural 
Networks (RN) to highlight the advantages and overcome the limitations of both 
the techniques. They demonstrate that the integrated futures trading system (IFTS) 
based on this hybrid model outperforms other conventional NN. 
 
There are instances of application of fuzzy logic based models to the stock market 
prediction as well. Hiemstra proposes a fuzzy logic forecast support system to 
predict the stock prices using parameters such as inflation, GNP growth, interest 
rate trends and market valuations [22]. According to the paper, the potential 
benefits of a fuzzy logic forecast support are better decision making due to the 
model-based approach, knowledge management and knowledge accumulation. 
 
Another effort towards the development of fuzzy models for stock markets has 
been made by (Alaa Sheta, 2006) [23] using Takagi-Sugeno (TS) fuzzy models. 
Sheta uses the model for two non-linear processes, one pertaining to NASA and 
the other to prediction of next week S&P 500 index levels. The two steps involved 
in the process are 1) the determination of the membership functions in the rule 
antecedents using the model input data; 2) the estimation of the consequence 
parameters. Parameters are estimated using least square estimation. 
 
The application of evolutionary optimization techniques such as Genetic Algorithm 
has given an entirely new dimension to the field of stock market prediction. 
(Badawy, Abdelazim & Darwish) [24] conducted simulations using GA to find the 
optimal combination of technical parameters to predict Egyptian stocks accurately. 
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(Tan, Quek & Ng, 2005) [25] introduced a novel technique known as Genetic 
Complementary Learning (GCL) to stock market prediction and give 
comparisons to demonstrate the superior performance of the method. GCL 
algorithm is a confluence of GA and hippocampal complementary learning. 
Another paper introducing Genetic algorithm approach to instance selection 
(GAIS) (Kyoungjae-Kim, 2006) [26] for ANN in financial data mining has been 
reported. Kim introduces this technique to select effective training instances out a 
large training data set to ensure efficient and fast training for stock market 
prediction networks. The GA also evolves the weights that mitigate 
the well known limitations of the gradient descent algorithm. The study 
demonstrates enhances prediction performance at reduced training time. 
 
A hybrid model proposed by (Kuo, Chen & Hwang, 2001) [27] integrates GA 
based fuzzy logic and ANN. The model involves both quantitative factors 
(technical parameters) and qualitative factors such as political and psychological 
factors. Evaluation results indicate that the neural network considering both the 
quantitative and qualitative factors excels the neural network considering only the 
quantitative factors both in the clarity of buying-selling points and buying and 
selling performance. 
 
Another hybrid model involving GA proposed by (Hassan, Nath & Kirley, 2006) 
[28] utilizes the strengths of Hidden Markov Models (HMM), ANN and GA to 
forecast financial market behavior. Using ANN, the daily stock prices are 
transformed to independent sets of values that become input to HMM. The job of 
the GA is to optimize the initial parameters of HMM. The trained HMM is then 
used to identify and locate similar patterns in the historical data. 
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A similar study investigates the effectiveness of a hybrid approach based on Time 
Delay Neural Networks (TDNN) and GA (Kim & Shin, 2006) [29]. The GA is 
used to optimize the number of time delays in the neural network to obtain the 
optimum prediction performance. 
 
Other studies and research in the field of stock market prediction using soft 
computing techniques include comparative investigation of both the ANN and the 
statistical ARIMA model (Schumann & Lohrbach, 1994) [30] for the German 
stock index (DAX).The ANN method uses the four layer counter propagation 
network. The paper compares the results provided by both the methods and 
concludes that the efficient market hypothesis does not hold good. A Data 
Compression Techniques for stock prediction (Azhar, Badros & Glodjo, 1994) [31] 
has been reported that uses the vector quantization method as an example of lossy 
data compression and Lempel-Ziv method as an example of lossless data 
compression technique to predict most of the well known indices across the globe. 
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3.1   Introduction to FLANN based model for stock price prediction 
 
This study proposes a Functional Link or FLANN architecture based model to 
predict the movements of prices in the DJIA and S&P500 stock indices. The 
functional link ANN is a novel single neuron based architecture first proposed by 
Pao [11]. It has been shown that this network may be conveniently used for 
functional approximation and pattern classification with faster convergence rate 
and lesser computational load than a Multi-layer Perceptron (MLP) structure. 
 
The structure of the FLANN is fairly simple. It is a flat net without any need for a 
hidden layer. Therefore, the computations as well as learning algorithm used in this 
network are simple. The functional expansion of the input to the network 
effectively increases the dimensionality of the input vector and hence the hyper-
planes generated by the FLANN provide greater discrimination capability in the 
input pattern space. Various system identifications, control of nonlinear systems, 
noise cancellation and image classification systems [12] have been reported in 
recent times. These experiments have proven the ability of FLANN to give out 
satisfactory results to problems with highly non-linear and dynamic data [13]. 
Further the ability of the FLANN architecture based model to predict stock index 
movements, both for short term (next day) and medium term (one month and two 
21 
 
months) prediction using statistical parameters consisting of well known technical 
indicators based on historical index data is shown and analyzed. 
 
 
 
 
3.2 Structure of Functional Linked ANN 
 
FLANN is a single layer, single neuron architecture, first proposed by Pao [11], 
which has the exceptional capability to form complex decision regions by creating 
non-linear decision boundaries. The architecture of the FLANN is different from 
the linear weighting of the input pattern produced by the linear links of the better 
known Multi Layer Perceptron (MLP). In a FLANN, each input to the network 
undergoes functional expansion through a set of basis functions. The functional 
link acts on an element or the entire pattern itself by generating a set of linearly 
independent functions. The inputs expanded by a set of linearly independent 
functions in the function expansion block, causes an increase in the input vector 
dimensionality. This enables FLANN to solve complex classification problems by 
generating non-linear decision boundaries. In our experiment, the functional 
expansion block comprises of a set of trigonometric function. 
22 
 
 
 
Figure 3.1 The figure shows structure of FLANN with single output 
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                                    S =WΦ 
 
 
 
3.3 Learning with Functional Linked ANN 
 
The learning of ANN can be described as approximating a continuous, multivariate 
function f(X) by an approximating function  fw(X)  .Given a function the objective 
of the learning algorithm is to find the optimum weights such that fw (X) obtained 
approximates f(X) within an error e. This is achieved by recursively updating the 
weights. Let the training sequence be denoted by {Xk ,yk } and the weight of the 
network be W(k), where k is the discrete time index given by k= κ +λ K where 
λ=0,1,2,….., and κ = 0,1,2,…,K. From (1) the j th output of FLANN at a given 
time k can be given as: 
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Similarly the Recursive Least Square (RLS) update rule for all weights of the 
FLANN is given by 
                              W(k +1) =W(k) + ej(k)zzk '(k) (7) 
                 Where, zzk(k) = z(k) /(1+ q) , q = X (k).zk(k) and zk(k) = R(k).X (k) (8) 
 
 
The autocorrelation matrix R(k) is updated with the equation, 
                             R(k +1) = R(k) − zzk(k).zk(k) ' (9) 
 
 
Which is initialized using the expression, R(0) =η.I where I is the identity matrix 
and η is a constant. 
The motivations for using trigonometric polynomials in the functional expansion 
stage are explained below. Of all the polynomials of N-th order with respect to an 
ortho-normal system {φ i(x)}i
N
=1 gives the best approximation in the metric space 
L
2 
 is given by the N-th partial sum of its Fourier series with respect to this system. 
Thus, the trigonometric polynomial basis functions given by {1,cos(π x),sin(π 
x),cos(2π x),sin(2π x),....,cos(Nπ x),sin(Nπ x)} provide a compact representation of 
the function in the mean square sense. However, when the outer product terms 
are used along with the trigonometric polynomials for function expansion, better 
results were obtained in the case of learning of a two-variable function. 
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Learning with Functional Linked ANN 
 
 
 
 
 
 
 
 
26 
 
 
 
3.4 Introduction to Radial Basis Function models 
 
A radial basis function (RBF) is a real-valued function whose value depends only 
on the distance from the origin, so that ; or alternatively on the 
distance from some other point c, called a center, so that . 
Any function φ that satisfies the property  is a radial function. The 
norm is usually Euclidean distance, although other distance functions are also 
possible. For example by using probability metric it is for some radial functions 
possible
[1]
 to avoid problems with ill conditioning of the matrix solved to 
determine coefficients wi (see below), since the  is always greater than zero. 
Sums of radial basis functions are typically used to approximate given functions. 
This approximation process can also be interpreted as a simple kind of neural 
network. The RBF Network is a multilayer feed forward network with a single 
layer hidden unit which operates as “Kernel” nodes. As such, it represents an 
alternative to the multilayer perceptrons. Advantages of RBF networks over 
multilayer perceptrons trained with the back –propagation algorithm include a 
more straightforward training process and a simple network structure.  Ordinarily, 
development of RBF networks is pursued assuming real data and real free 
parameter.  In particular, we are given a set of data points in the observation space 
defined by specified values of input signal and a desired response, and the 
requirement is to find an input-output mapping that passes through these points. 
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3.5 Radial Basis Function structure 
RBF networks differ from multilayer networks in the following structural respects: 
•  RBF networks  have a  single  hidden  layer  ,whereas  multilayer  
perceptrons  have  one  or  more  hidden layers. 
• In RBF networks ,the  transfer  functions  connecting  the input  layer to the 
hidden layer are nonlinear  and those connecting  the  hidden  layer to the  
output  layer  are linear.In multilayer perceptron, the  transfer functions  of 
each  hidden  layer  connecting  it to the previous  layer are all nonlinear and 
the transfer  functions  of  theoutput layer  may be nonlinear or linear 
,depending on application of interest. 
• Each hidden layer of an RBF  Network computes  a distance function  
between the input vector and the center  of a radial basis function  
characterizing  that particular unit.Onthe other hand , each  neuron  of a 
multilayer perceptron  computes  the inner  product of the input vector  
applied  to that neuron and the vector of associated synaptic weights. 
 
 
 
Gaussian Function is  
 
 
 
Where t k is the center.σ k   is the width  and  ||u –tk|| denotes the distance between u 
and center  tk.  Now we cam formulate the input-output mapping realized by a 
Gaussian RBF  function network as follows 
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3.6 Learning Methods 
3.6.a Least Mean Square method 
Least mean squares (LMS) algorithms are used in adaptive filters to find the filter 
coefficients that relate to producing the least mean squares of the error signal 
(difference between the desired and the actual signal). It is a stochastic gradient 
descent method in which the filter is adaptive based on the error at the current 
time. It was invented in 1960 by Stanford University professor Bernard Widrow 
and his first Ph.D. student, Ted Hoff. 
The adaptive linear combiner output  is a linear combination of the input 
samples. The error in measurement is given by 
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where is the transpose vector of input samples. 
 
             To develop an adaptive algorithm ,it is required to estimate the gradient of  
ξ=E[ ] by taking differences between short term averages of .Instead, to 
develop the LMS algorithm process, is taken as the estimate of  Thus at each 
iteration in the adaptive process a gradient estimate form is as follows: 
 
With this simple estimate the steepest descent type of adaptive algorithm is 
specified as  
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 Where “µ” is the gain constant that regulates the speed and stability of 
adaptation. Since the weight changes at every iteration are based on imperfect 
gradient estimates, the adaptive process is expected to be noisy. The LMS 
algorithm can be implemented without squaring, averaging or differentiation and is 
simple and efficient process. 
As with all adaptive Algorithms, the primary concern with the LMS Algorithm is 
its convergence to the weight vector solution, where error E [ ] is minimized.  
LMS algorithm used to update parameters of RBF strucure: 
The RBF structure has the following parameters 
1 The n centres of RBF where there are n nodes in the hidden layer 
2 The n variance of RBF where there are n nodes in hidden layer 
3 The weights in the output layer 
The network parameters of  RBF are updated using LMS by the following 
equations:- 
 
32 
 
 
where  e(n) is the error signal produced in response to the nth example,and N is the 
total number of examples in the training set. 
Error signal is defined by: 
 
 
3.6.b Particle Swarm Optimization (PSO)  
Particle swarm optimization is a stochastic, population-based computer algorithm 
for problem solving. It is a kind of swarm intelligence that is based on social-
psychological principles and provides insights into social behavior, as well as 
contributing to engineering applications. The particle swarm optimization 
algorithm was first described in 1995 by James Kennedy and Russell C. Eberhart. 
The techniques have evolved greatly since then, and the original version of the 
algorithm is barely recognizable in the current ones. 
Social influence and social learning enable a person to maintain cognitive 
consistency. People solve problems by talking with other people about them, and 
as they interact their beliefs, attitudes, and behaviors change; the changes could 
typically be depicted as the individuals moving toward one another in a socio-
cognitive space. 
The particle swarm simulates this kind of social optimization. A problem is given, 
and some way to evaluate a proposed solution to it exists in the form of a fitness 
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function. A communication structure or social network is also defined, assigning 
neighbors for each individual to interact with. Then a population of individuals 
defined as random guesses at the problem solutions is initialized. These individuals 
are candidate solutions. They are also known as the particles, hence the name 
particle swarm. An iterative process to improve these candidate solutions is set in 
motion. The particles iteratively evaluate the fitness of the candidate solutions and 
remember the location where they had their best success. The individual's best 
solution is called the particle best or the local best. Each particle makes this 
information available to their neighbors. They are also able to see where their 
neighbors have had success. Movements through the search space are guided by 
these successes, with the population usually converging, by the end of a trial, on a 
problem solution better than that of non-swarm approach using the same methods. 
The swarm is typically modeled by particles in multidimensional space that have a 
position and a velocity. These particles fly through hyperspace (i.e., ) and have 
two essential reasoning capabilities: their memory of their own best position and 
knowledge of the global or their neighborhood's best. In a minimization 
optimization problem, problems are formulated so that "best" simply means the 
position with the smallest objective value. Members of a swarm communicate 
good positions to each other and adjust their own position and velocity based on 
these good positions. So a particle has the following information to make a suitable 
change in its position and velocity: 
 A global best that is known to all and immediately updated when a new best 
position is found by any particle in the swarm. 
 Neighborhood best that the particle obtains by communicating with a subset 
of the swarm. 
 The local best, which is the best solution that the particle has seen 
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The particle position and velocity update equations in the simplest form that 
govern the PSO are given by: 
v(t+1) =  v(t)  +  c1*rand*(pbest - x(t))+c2*rand (gbest - x(t))  
x(t+1) =  x(t) +  v(t+1) 
As the swarm iterates, the fitness of the global best solution improves (decreases 
for minimization problem). It could happen that all particles being influenced by 
the global best eventually approach the global best, and from there on the fitness 
never improves despite however many runs the PSO is iterated thereafter. The 
particles also move about in the search space in close proximity to the global best 
and not exploring the rest of search space. This phenomenon is called 
'convergence'. If the inertial coefficient of the velocity is small, all particles could 
slow down until they approach zero velocity at the global best. The selection of 
coefficients in the velocity update equations affects the convergence and the ability 
of the swarm to find the optimum. One way to come out of the situation is to 
reinitialize the particles positions at intervals or when convergence is detected. 
Some research approaches investigated the application of constriction coefficients 
and inertia weights. There are numerous techniques for preventing premature 
convergence. Many variations on the social network topology, parameter-free, 
fully adaptive swarms, and some highly simplified models have been created. The 
algorithm has been analyzed as a dynamical system, and has been used in hundreds 
of engineering applications; it is used to compose music, to model markets and 
organizations, and in art installations. 
A single particle by itself is unable to accomplish anything. The power is in 
interactive collaboration. 
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Let  be the fitness function that takes a particle's solution with several 
components in higher dimensional space and maps it to a single dimension metric. 
Let there be n particles, each with associated positions  and 
velocities , . Let be the current best position of each 
particle and let  be the global best. 
 Initialize  and  for all i. One common choice is to 
take  and  for all i and , where aj,bj are the 
limits of the search domain in each dimension, and U represents the uniform 
distribution (continuous). 
  and . 
 While not converged: 
 For each particle : 
 Create random vectors , :  and  for all j,by 
taking  for  
 Update the particle positions: . 
 Update the particle 
velocities: . 
 Update the local bests: If , . 
 Update the global best If , . 
  is the optimal solution with fitness . 
Note the following about the above algorithm: 
 ω is an inertial constant. Good values are usually slightly less than 1. 
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 c1 and c2 are constants that say how much the particle is directed towards 
good positions. They represent a "cognitive" and a "social" component, 
respectively, in that they affect how much the particle's personal best and the 
global best (respectively) influence its movement. Usually we take . 
  are two random vectors with each component generally a uniform 
random number between 0 and 1. 
  operator indicates element-by-element multiplication. 
 
When PSO is incorporated to update parameters of RBF structure, the different 
parameters of RBF including the mean, variance and weights of the output layer 
are to be updated. These parameters as a whole represent a particle and each 
particle searches for the solution by checking the fitness function. Each particle 
gets its own best position called pbest in every iterations. Out of these pbest the 
best fit solution gives the global best value called gbest. 
 
37 
 
 
 
Flowchart depicting a general PSO algorithm 
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The data for the stock market prediction experiment has been collected for three 
different stock indices namely Dow Jones Industrial Average (DJIA), USA, 
Standards & Poor’s 500 Index (S&P 500), USA and Bombay Stock Exchange 
(BSE). The time series data of all the stock indices were collected from 3rd 
January 1994 to 23
rd
 October 2006. Thus there were 3228 data patterns for DJIA 
and 2000 data patterns for S&P 500 index. The data collected for the stock indices 
consisted of the closing price, opening price, and lowest value in the day, highest 
value in the day and the total volume of stocks traded in each day. (Note that one 
day’s closing price of the index can be slightly different from next day’s opening 
price, due to introduction of afterhours trading between institutions private 
exchanges). The proposed forecasting model is developed to forecast the closing 
price of the index in each day of the forecasting period. 
Different technical and fundamental indicators are used as inputs to the network. 
Technical indicators are any class of metrics whose value is derived from generic 
price activity in a stock or asset. Technical indicators look to predict the future 
price levels, or simply the general price direction, of a security by looking at past 
patterns. Out of the many technical indicators used by traders, 10 indicators have 
been chosen as input to the network which has been used before by many 
researchers for stock market forecasting problems. The details of the parameters 
and how they are calculated from the available data is given below: 
 
• Simple Moving Average (SMA): 
It’s the simple average of the values by taking a window of the specified period. 
The various SMAs used in the experiment are: 
1. 10 days (SMA10) 
2. 20 days (SMA20) 
3. 30 days (SMA30) 
40 
 
• Accumulation/Distribution Line (ADO): 
It measures money flow in the security. It attempts to measure the ratio of buying 
to selling by comparing price movements of a period to the volume of that period. 
ADO = ((Close – Low) – (High – Close))/ (High – Low) * Period’s Volume  
Every day’s ADO has been taken in the experiment. 
 
• On Balance Volume (OBV): 
It is a momentum indicator that relates volume to price change. 
Calculation of OBV: 
If today’s close > Yesterday’s Close 
OBV = Yesterday’s OBV + Today’s Volume 
If today’s close > Yesterday’s Close 
OBV= Yesterday’s OBV – Today’s volume 
 
• Williams %R (WILLIAMS): 
It is a momentum indicator that measures overbought/oversold levels. 
Calculation of Williams %R = 
(Highest high in n periods – Today’s close)*100  
(Highest high in n-periods – Lowest low in n-periods) 
For this experiment: n= 9 days 
• Price Rate of Change (PROC): 
The PROC indicator displays the difference between the current price and closing 
price x-time periods ago. 
Calculation: 
 
(Today’s close  –  Close x-periods ago) * 100             
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(Close x-periods ago) 
 
Through experimental results it’s found that x=10 are considered best for technical 
analysis 
We have chosen the above five parameters so that our analysis takes into account 
various factors into consideration including momentum factor, volume of trade and 
any random spurt in prices which are generally unstable. These five parameters 
along with the present day input form the six inputs into the system. 
However, many other parameters can be derived from the input data which portray 
various behaviors of the data set .These parameters have been systematically 
tabulated in the table. 
 
 
42 
 
 
Technical indicators and calculation 
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5.1 Experiment Model Setup 
 
The data samples are taken from three stock exchange data .Data samples are 
collected from the historical values of Dow Jones’s Industrial Average, Standard & 
Poor’s and Bombay Stock Exchange data. 
 
We employ models using Radial Basis Function and  Functional Link Neural 
Network architecture (FLANN) structure where the parameters of each of the 
structure is updated using either LMS algorithm or PSO learning. 
 
5.1.1    Modeling of FLANN Structure 
 
FLANN is single neuron architecture. Each input is split up into five branches each 
being a distinct function of the primary input. Thus effectively we now have five 
times the primary inputs we had considered that go as inputs to the single neuron. 
For our experiment we have taken 6 input parameters for each pattern. For a 6 
different statistical parameters of the stock index lag values, the total input to the 
single neuron FL-ANN is 30 plus a bias. This gives us 31 weights that are to be 
trained using a suitable adaptive algorithm for a particular stock index. The neuron 
adds up the input weight products and bias. The sum is then taken up by a suitable 
activation function to give the output of the network. For this particular case we 
used the tan hyperbolic activation function .The five distinct function applied to the 
each of branched input can be chosen as trigonometric functions, exponential 
functions, Chebychev polynomial functions. In the FLANN model of stock market 
prediction, four trigonometric functions namely Cos πx, Cos 2πx, Sin πx and Sin 
2πx were used along with the variable x itself. An optimum value of the 
convergence coefficient was taken as 0.1 for all the prediction experiments. The 
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inputs have to be normalized for the proper behavior of the network. The inputs are 
normalized to values between +1 and -1. This can be done by a number of 
normalization techniques. One of the popular techniques we used was expressing 
the data in terms of the maximum and minimum of the data set. All the values are 
normalized by using the following equation 
Y = (2*X – (Max + Min))/ (Max + Min) 
Where   Y: - normalized values. 
              X: - present value. 
 
 
5.1.2   Modeling of RBF structure 
 
Radial Basis Function has one layer hidden layer having 6 centres.the activation 
function is a gaussian one which depends on the radial distance which is distance 
of input sample from the designated centres.Thus the first layer is a non linear 
dependancy.The resultant is multiplied by a weight corresponding to each centre 
and all of these are summed up to give a value which is called the plant output.The 
Radial Basis Function thus; have 6 centres (6 X 6 = 36 weights, as 6 input 
parameters are being fed to the RBF network), 6 variances and 6 linear weights 
corresponding to the 6 centres for each input sample.These parameters are trained 
using either least mean sqaure algorithm or particle swarm optimization. 
 
The total data set of a particular stock market index is split up into two, one for 
training of the network and the rest for testing the performance of the network after 
freezing the weights. In this experiment we take approx 1000 to 2000 daily 
statistical data of the stock index as training set. The rest 600 values are set aside 
for testing. Out of 600 only 100 are shown in simulation graphs for clarity. 
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5.2 Training Process 
 
The training of the network takes place in the following fashion. The weight 
update is epoch based.  Since we have two different networks namely RBF and 
FLANN we will discuss the training process of each of them one by one. 
 
As mentioned in section 5.1, altogether 31 weights of FLANN model need to be 
updated by learning algorithm. In PSO, these 31 weights constitute as a solution to 
the system. Each particle in solution space will have a 31 dimensional vector 
solution. In our simulation we have taken a swarm of 20 particles. Initially all 
particles are assigned random position. After the training, as described in section 
3.6, all particles will converge to a gbest position which is a 31 dimensional vector. 
This vector is the optimal weight vector of FLANN model. 
 
In RBF model, 6 X 6 = 36 weights (associated with mean), 6 for variance and 6 as 
linear weight constitute a solution to the model. All these weights are updated via 
LMS and PSO as described in section 3.6 
 
 
The input data set are also normalized prior to the network training. The weights 
remain unchanged till all of the training data set is fed into the network, compared 
with the desired output and their respective error stored. The mean error for the 
entire epoch is calculated, and then the adaptive weight update takes place. The 
Least Mean Square (LMS) update algorithm and PSO is used in our experiment 
updates the weights by adding the product of the convergence constant, the 
respective input with the mean error for the epoch to the weights of the previous 
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epoch. The cost function for the training process is the Mean Square Error (MSE). 
It is suitable to end the training of the network when the minimum level of the cost 
function is observed. Thus for each iteration (epoch), the mean square error is 
calculated and plotted. Each of the iterations involves training the network with the 
2500-odd patterns, calculation of mean error, weight update and representing the 
MSE. The number of iteration is decided upon by gradient of the MSE curve. If it 
is observed that there is no significant decrease in the MSE then the training 
experiment can be stopped. There exists a trade-off between the time taken and 
quality of training. High number of iterations tends to give better training of the 
network at the cost of time taken to train. 
 
PSO is used to train parameters of structure using particles. We have used 20 
particles whereby each particle represents a solution to the problem .These 
parameters as a whole represent one particle and each particle searches best 
solution to the problem. Each particle has a fitness value associated with it and it is 
error in our experiment .The aim is to make each particle search for the best fit 
solution and in turn minimize error. In this process each particle learns from its 
past solutions and determines the pbest- the best position for each particle in a 
particular iteration. In turn the particle learns from its neighbor and finds the best 
solution among the pbest and lands up with the global best solution called the 
gbest. The pbest and gbest help to update the various parameters. 
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5.3 Testing Process 
 
At the end of the training process of the network, the weights are frozen for testing 
the network on inputs that were set apart from the training set. The testing set 
patterns are the input to the network and the output, the predicted index close price 
is compared with desired output or actual close price. The percentage of error is 
recorded for each data set. The criteria for judging the quality of prediction shown 
by the model is the mean of all the percentage error of the testing data set. . The 
Mean Absolute Percentage Error (MAPE) is used to gauge the performance of the 
trained prediction model for the test data. It is quite different from normal MSE, as 
evident from the equation below. In our simulation, we have calculated both MSE 
and MAPE, but the analysis and comparison is done on the basis of MAPE only. 
The effort is to minimize the MAPE for testing patterns in the quest for finding a 
better model for forecasting stock index price movements The MAPE is given as 
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6.1  Simulation Results for DJIA  
 
Out of  around 3000 days data of  DJIA, it was found that only 1000 days data  is 
sufficent enough to train the various models for 1 day, 5 day, and 10 days ahead 
prediction. 
 
For 30 and 60 day ahead prediction, upto 2000/2500 days data is used to train the 
network.  
 
Model is tested with fresh 600 days data , out of which only 100 are shown for 
clarity. 
 
Tuning Parameters and Associated Parameters: 
 
Particles    =  20 
µ(weight)  =  0.4 
µ(mean)    =  0.5 
µ(sig)        =  0.7 
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6.1.1   Testing of FLANN Parameters tuned with PSO 
model 
For  1 day ahead prediction 
 
For 5 days ahead prediction  
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For 10 days ahead prediction  
 
 
For 30 days ahead prediction  
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For 60 days ahead prediction  
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6.1.2   Testing of RBF Parameters tuned with PSO 
model 
For  1 day ahead prediction 
 
For 5 days ahead prediction  
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For 10 days ahead prediction  
 
 
 
 
For 30 days ahead prediction  
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For 60 days ahead prediction  
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6.1.3   Testing of RBF Parameters tuned with LMS 
model 
For  1 day ahead prediction 
 
 
For 5 days ahead prediction  
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For 10 days ahead prediction  
 
 
 
For 30 days ahead prediction  
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For 60 days ahead prediction  
 
   
 
 
Model Comparison Via MAPE for DJIA 
 
Ahead 
Prediction  
RBF Parameters 
tuned by LMS 
MAPE (%)  
RBF Parameters 
tuned by PSO  
MAPE (%)  
FLANN 
Parameters 
tuned by PSO 
MAPE  (%)  
Training Done 
for  
1 day  3.9936  2.649  2.192  1000 days  
5 days  5.3564  3.988  3.225  1000 days  
6.1574  4.133   4.536  1000 days  10 days  
5.9367  3.654  3.213  2000 days  
6.783  5.255  7.322  1000 days  30 days  
6.345  5.045  6.754  2000 days  
7.364  6.133  8.221  1000 days  60 days  
6.124  5.966  7.567  2000 days  
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6.2  Simulation Results for BSE 
 
Out of  around 2000 days data of  BSE, it was found that only 1000 days data  is 
sufficent enough to train the various models for 1 day, 5 day, and 10 days ahead 
prediction. 
 
For 30 and 60 day ahead prediction, upto 2000 days data is used to train the 
network.  
 
Model is tested with fresh 600 days data , out of which only 100 are shown for 
clarity. 
 
Tuning Parameters and Associated Parameters: 
 
Particles    =  20 
µ(weight)  =  0.4 
µ(mean)    =  0.5 
µ(sig)        =  0.7 
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6.2.1   Testing of FLANN Parameters tuned with PSO 
model 
For  1 day ahead prediction 
 
 
For 5 days ahead prediction  
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For 10 days ahead prediction  
 
 
For 30 days ahead prediction  
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For 60 days ahead prediction  
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6.2.2   Testing of RBF Parameters tuned with PSO 
model 
For  1 day ahead prediction 
 
 
 
For 5 days ahead prediction  
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For 10 days ahead prediction  
 
 
 
 
For 30 days ahead prediction  
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For 60 days ahead prediction  
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6.2.3   Testing of RBF Parameters tuned with LMS 
model 
For  1 day ahead prediction 
 
 
For 5 days ahead prediction  
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For 10 days ahead prediction  
 
 
 
 
For 30 days ahead prediction  
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For 60 days ahead prediction  
 
 
 
Model Comparison Via MAPE for BSE 
 
 
 
Ahead 
Prediction  
RBF 
Parameters 
tuned by LMS 
MAPE (%)  
RBF 
Parameters 
tuned by PSO 
MAPE (%)  
FLANN 
Parameters 
tuned by PSO 
MAPE  (%)  
Training Done 
for  
1 day  4.985  4.618  1.008  1000 days  
5 days  4.423 5.386  2.533  1000 days  
7.677  5.967  3.867  1000 days  10 days  
6.047 5.935  3.611  2000 days  
11.67  6.990  7.577  1000 days  30 days  
10.45  6.567  6.869 2000 days  
13.56  7.556  9.456  1000 days  60 days  
12.45  7.256  8.517 2000 days  
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6.3  Simulation Results for S&P500 
 
Out of  around 2000 days data of  S&P 500, it was found that only 1000 days data  
is sufficent enough to train the various models for 1 day, 5 day, and 10 days ahead 
prediction. 
 
For 30 and 60 day ahead prediction, upto 2000 days data is used to train the 
network.  
 
Model is tested with fresh 600 days data , out of which only 100 are shown for 
clarity. 
 
Tuning Parameters and Associated Parameters: 
 
Particles    =  20 
µ(weight)  =  0.4 
µ(mean)    =  0.5 
µ(sig)        =  0.7 
 
 
 
 
 
 
 
 
 
 
 
 
71 
 
6.3.1   Testing of FLANN Parameters tuned with PSO 
model 
 
For  1 day ahead prediction 
 
 
 
For 5 days ahead prediction  
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For 10 days ahead prediction  
 
 
 
 
For 30 days ahead prediction  
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For 60 days ahead prediction  
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6.3.2   Testing of RBF Parameters tuned with PSO 
model 
 
For  1 day ahead prediction 
 
 
For 5 days ahead prediction  
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For 10 days ahead prediction  
 
 
 
 
For 30 days ahead prediction  
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For 60 days ahead prediction  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
77 
 
6.3.3   Testing of RBF Parameters tuned with LMS 
model 
 
For  1 day ahead prediction 
 
 
 
For 5 days ahead prediction  
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For 10 days ahead prediction  
 
 
 
For 30 days ahead prediction  
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For 60 days ahead prediction  
 
 
  
 
Model Comparison Via MAPE for S&P 500 
 
Ahead 
Prediction  
RBF Parameters 
tuned by LMS 
MAPE (%)  
RBF Parameters 
tuned by PSO  
MAPE (%)  
FLANN 
Parameters 
tuned by PSO 
MAPE  (%)  
Training Done 
for  
1 day  1.2503  1.194  0.987  1000 days  
5 days  3.7390  3.986  2.196  1000 days  
5.874  6.438  3.571  1000 days  10 days  
4.864  5.438  2.773  2000 days  
6.156 5.490  6.789  1000 days  30 days  
5.877 4.434  5.233  2000 days  
9.4456  6.220  7.767  1000 days  60 days  
8.8156  5.220  6.154  2500 days  
80 
 
 
                      Chapter 7 
 
 
 
 
 
 
DISCUSSION & 
CONCLUSION 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
81 
 
7.1  Discussion 
 
Starting from the calculation of various parameters associated with the Stock 
exchange data, in this thesis we have  formulated  a comparision between various 
learning models like PSO and LMS.  LMS has the advantage of faster convergence 
but the probability of getting stuck in local optima is high. On the other hand, PSO 
is a derivative free technique but slower compared to LMS. Comparison of both 
methods are done by taking RBF and FLANN models and results are compiled.   
 
In our lucid simulations, we tested our algorithms on three types of stock 
exchanges namely DJIA, S&P500 and BSE.  The results are compiled along with 
the response plots.   
 
 
7.2 Conclusion 
 
The Functional Link Artificial Neural Network and Radial basis function based 
stock market prediction model is introduced. With the use of FLANN and RBF, the 
model for prediction of stock market indices becomes simpler and involves lesser 
computations compared to other such model reported earlier.  Experiments show 
that in case  of lower number of  ahead prediction, FLANN parameters  updated 
with PSO algorithm gives the best result. While for higher number of days ahead  
predicition, RBF parameters updated with PSO algorithm works the best.  
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