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Introduction
The Object Management Group's recently adopted Real-Time CORBA 2.0 (Dynamic Scheduling) standard [13] (or RTC2) specifies distributable threads as a programming and scheduling abstraction for systemwide, end-to-end scheduling in real-time distributed systems.
A distributable thread is a single thread of execution with a globally unique identifier that transparently extends and retracts through an arbitrary number of local and remote objects. A distributable thread is thus an end-to-end control flow abstraction, with a logically distinct locus of control flow movement within/among objects and nodes. Concurrency is at the distributable thread-level. Thus, a distributable thread always has a single execution point that will execute at a node when it becomes "most eligible" as deemed by the node scheduler. In the rest of the paper, we will refer to distributable threads as threads except as necessary for clarity. 
Figure 1. Distributable Threads
A thread carries its execution context as it transits node boundaries, including information such as scheduling parameters (e.g., time constraints, execution time, importance), identity, and security credentials. Hence, threads require that Real-Time CORBA's Client Propagated model be used, not the Server Declared model. Figure 1 (cited from [13] ) shows the execution of threads.
TUFs and UA Scheduling
In this paper, we focus on complex, dynamic, adaptive real-time systems at any level(s) of an enterprisee.g., in the defense domain, from devices such as multi-mode phased array radars [5] to battle management [4] . Such systems include "soft" as well as hard time constraints in the sense that completing a timeconstrained activity at any time will result in some utility to the system, which depends on the activity's completion time. Such soft real-time constraints may be as important or mission-critical as hard deadlines.
Jensen's time/utility functions (or TUFs) [6] generalizes the deadline constraint. A TUF specifies the utility to the system that results from the completion of an activity as a function of the activity's completion time. The classical deadline constraint is a downward "step" shaped TUF. This is shown in Figure 2 (d).
When time constraints are expressed with TUFs, the scheduling optimality criteria are based on factors that are in terms of maximizing accrued utility from those activities-e.g., maximizing the sum, or the expected sum, of the activities' attained utilities. Such criteria are called Utility Accrual (UA) criteria, and sequencing (scheduling, dispatching) algorithms that consider UA criteria are called UA sequencing algorithms. Several UA scheduling algorithms are presented in the literature [1, 8, 9, 15] . RTC2 has IDL interfaces for the UA scheduling discipline, besides others such as fixed-priority, earliest deadline first, and least laxity first.
UA Channel Establishment
When a multi-hop network -i.e., one where end-hosts are interconnected by multiple switches and routers -is considered as the underlying platform for an RTC2 application, distributable threads will compete for node-local resources as well as network resources. Node-local resources are those resources that are local to a system "node" such as an end-host or a router. Such resources include physical resources (e.g., processor, disk, I/O) and logical resources (e.g., locks).
Network resources include real-time channels. Traditionally, a real-time channel is a unidirectional virtual circuit that is established for application-level messages in a multi-hop network with guaranteed timeliness properties [3] . In the context of an RTC2 application, application-level messages include those that are generated when threads invoke operations on remote objects and thus transcend nodes. Thus, such messages contend for real-time channels in multi-hop networks. Moreover, they are indirectly subject to the timeliness properties of their "parent" threads, on which time constraints and timeliness optimality criteria are explicitly expressed.
While scheduling of threads on nodes and resolution of node-local resource contention among threads is performed by a scheduling algorithm, real-time channels are established by a channel establishment algorithm. Thus, when threads are subject to TUF time constraints and UA optimality criteria, UA scheduling algorithms and UA channel establishment algorithms must be used for coherent system-wide resource management and for improved timeliness optimization.
In this paper, we consider the problem of UA channel establishment in multi-hop networks. We consider thread time constraints that are specified using TUFs and the optimality criterion of maximizing the sum of threads' attained utilities. We focus on messages of threads, which are indirectly subject to the thread TUF time constraints. Toward maximizing the sum of threads' attained utilities, we consider the problem of establishing channels for the messages such that the sum of messages' attained utilities are maximized.
The UA channel establishment problem can be shown to be N P-hard. Thus, we present an algorithm called Local Decision for Utility accrual Channel Establishment (or LocDUCE) that heuristically computes channels, seeking to maximize the sum of messages' attained utilities as much as possible. We implement LocDUCE in a prototype test-bed and experimentally compare it with the Internet standard Open Shortest Path First (OSPF) routing algorithm. Our experimental measurements reveal that LocDUCE accrues significantly higher utility than OSPF.
Thus, the contribution of the paper is the LocDUCE algorithm. Most of the past efforts on real-time channel establishment [3, 7, 10, 14] , focus on the deadline constraint. To the best of our knowledge, we are not aware of any other efforts that address the problem of UA channel establishment.
The rest of the paper is organized as follows: We describe our message, timeliness, and system models in Section 2. Section 3 presents the LocDUCE algorithm and Section 4 discusses the algorithm implementation. We discuss the experimental evaluation of Loc-DUCE in Section 5. Finally, we conclude the paper in Section 6.
The Models

Message Model
We consider inter-node messages that are generated when distributable threads invoke operations on remote objects. We denote the set of messages as 9 bits/s for Gigabit Ethernet. We consider the unimodal arbitrary arrival model [15] . For a message m i , this arrival model defines the size of a sliding time window w(m i ) and the maximum number of arrivals a(m i ) that can occur during w(m i ).
Timeliness Model
Each message m i ∈ M has a time constraint expressed using a TUF. The TUF time constraint of a message is derived from the time constraint of the thread to which the message belongs. We denote message m i 's TUF as U i (.). Thus, m i 's arrival at its destination host application-layer (triggering the invoked operation on an object on the host) at a time t will yield an utility U i (t).
Though TUFs can take arbitrary shapes, we restrict our focus to non-increasing, unimodal TUFs. Unimodal TUFs are those TUFs for which any decrease in utility cannot be followed by an increase. Each message m i 's TUF U i has an initial time, denoted as I(m i ), and a termination time, denoted as X(m i ). Initial time is the earliest time, and termination time is the latest time, for which the TUF is defined. If the termination time is reached and the corresponding thread has not finished its execution, then an exception is raised. Usually, the exception causes abortion of the thread.
If the termination time is reached when a message of the thread is in transit on a channel toward the host where the remote object is located, the exception is raised at the next immediate node in the message's channel. This node can either be the destination host or an intermediate node such as a router or a switch. In such a case, the exception is raised when the message arrives at the node and triggers the node scheduler. Typically, UA schedulers such as [15] "drops" such messages.
We assume that,
System Model
We consider a multi-hop network with an arbitrary topology that consists of several networks of various types. A typical example is a local area network (or LAN) that interconnects a set of hosts using one or more switches. A collection of such LANs can further be interconnected together by a set of routers, thus forming a wide area network (or WAN). In such a network, the route from a source to destination includes a set of nodes where a message can be stored and forwarded to the appropriate next hop.
Figure 3(a) shows an example of such a network. We assume that each system node -end-hosts, switches, and routers -are equipped with the UPA (utility accrual packet scheduling algorithm) presented in [15] .
A message that is generated when a thread invokes operation on a remote object flows through the middleware and operating system layers and gets decomposed into one or more message packets. When message decomposition takes place, all packets of the message will inherit the message scheduling parameters. The packets arrive at the MAC-layer and are placed on the output queue for the outgoing network link. When the link becomes physically free for transmission, the packet scheduler selects a packet from the queue for transmission toward an intermediate node such as a router.
We assume that each router maintains a routing table, state information that includes distributable thread characteristics, and next-hop information. When a packet arrives at a router, it triggers the channel establishment algorithm. The algorithm computes the "next hop" for the packet, selects the outgoing network link/interface, and places the packet on the corresponding output queue. As before, when the link becomes free, it triggers the packet scheduler, which then selects a packet from the queue for transmission.
In the rest of the paper, we will refer to packets as messages i.e., each message is assumed to be transported as a single packet.
We assume that clocks of all nodes are synchronized using a protocol such as [12] . The clock synchronization (or clock-sync, for short) module at each node periodically generates clock-sync packets at a period 
The LocDUCE Algorithm
We follow a "bottom-up" approach in describing LocDUCE. The key step in the algorithm is estimating the delay incurred by a message on a single network hop under UPA. Thus, we first overview UPA. We then analyze the single hop delay under UPA. Subsequently, we present LocDUCE.
Overview of UPA
UPA is a packet scheduling algorithm that executes at MAC-layer of system nodes (e.g., hosts, switches) for selecting packets for outbound transmission. The algorithm considers packets with non-increasing, unimodal TUFs and maximizes the sum of packets' attained utilities.
UPA first constructs a tentative schedule by sorting packets in decreasing order of their "return of investments." The return of investment for a packet is the potential utility that can be obtained by spending a unit amount of network transmission time for the packet. UPA determines this as the ratio of the maximum possible packet utility to the packet termination time. In [15] , this ratio is called "pseudo-slope," since it only approximates the slope.
From this tentative schedule, packets that are found to be infeasible are moved to the end of the schedule. The algorithm then maximizes the local aggregate utility. This is done by observing that given two schedules σ a = σ 1 , p i , p j , σ 2 and σ b = σ 1 , p j , p i , σ 2 of a packet set A, such that σ 1 = 0, σ 2 = 0, σ 1 σ 2 = A−{p i , p j }, and σ 1 σ 2 = ∅, the scheduling decision at a time t, where t = k∈σ1 l k , that will lead to maximum local aggregate utility is determined by com-
σ a will yield a higher aggregate utility than σ b .
UPA maximizes local aggregate utility by examining adjacent pairs of packets in the schedule, computing ∆, and swapping the packets, if the reverse order can lead to higher local aggregate utility. The procedure is repeated until no swaps are required. The packet that appears first in the resulting schedule is then selected for transmission.
Single Hop Delay
Figures 3(b), 3(c), and 3(d) show the typical set of input and output queues through which message packets flow from the application-layer in a source node, via an intermediate-node such as a router, to the application-layer in a destination node. To estimate the end-to-end delay incurred by a message packet from the source application-layer to the destination application-layer, the total delay incurred by the packet in all the queues must be accounted for. Note that in our system model, all packet queues are scheduled by UPA.
Delay at First Output Queue
Consider an application packet p that arrives at the first output queue at a source node i (denoted OutQ 1 in Figure 3(b) ). In [15] , we show that the upper bound on the total delay incurred by p in this queue is given by:
where P i is the upper bound on the number of packets that can arrive at the output queue and δ i is the aggregate worst-case, execution, dispatching, queuetransfer time of UPA (on source node i) for scheduling, dispatching, and transferring the packet from the output queue. This upper bound O i 1 (p) derived in [15] is sufficient, but not necessary. This is because, O i 1 (p) is established in [15] by observing that any packet q will be scheduled by UPA before packet p, only if q arrives no sooner than A(p) − X(q) and no later than
A(p) + X(p), where A(p) denote p's arrival time at the output queue. This interference interval for p, I(p) = [A(p) − X(q), A(p) + X(p)
Developing a necessary and sufficient interference interval will require schedule construction. To avoid this and still obtain a "tighter" interference interval, we consider the notion of an "optimistic" interference interval during which a packet q may interfere with packet p with very likelihood.
Observe that UPA sorts packets by decreasing order of pseudo-slopes. Thus, we regard that if the pseudoslope of packet q is larger than that of packet p, for all times during p's (sufficient) interference interval I(p), then q has a very high likelihood for interfering with p's transmission. Thus, if Γ(p, t) denotes the pseudoslope of packet p at time t, then our first optimistic interference condition becomes:
Another key step in UPA's scheduling process is examining adjacent pairs of packets in the schedule, computing ∆, and swapping the packets, if the reverse order can lead to higher local aggregate utility. Thus, we regard that if ∆ q,p (t) ≥ 0 for all time instants t during the interval I(p), then again packet q has a very high likelihood for interfering with p's transmission. This becomes our second optimistic interference condition:
We thus determine an optimistic upper bound on p's delay in the first output queue at a source node i using Equation 1 by considering all packets q ∈ P i , only if q satisfies Equations 2 and 3.
Delay at Second Output Queue
The delay incurred by a packet at the second output queue (denoted OutQ 0 in Figure 3(b) ) can be similarly derived, except for two issues: (1) the input arrival rate of packets into the second output queue will now change, as it will depend upon the rate at which packets will be output from the first output queue; and (2) packet transmission times on the outgoing network link (from the source node to the next intermediate node).
For a packet p that can arrive at the first output queue of a source node i for a maximum of a(p) times during w(p), the rate at which the packet will be output from the queue is given by:
This will be the rate at which p will arrive at the second output queue. For a clock synchronization packet c, the arrival rate at the second output queue is given by:
Thus, the (optimistic) upper bound on the delay incurred by a packet p to arrive at the next intermediate node, since its arrival at the source node's second output queue is given as:
3.2.3. Total Delay at a Node Thus, the (optimistic) upper bound on the total delay incurred by a packet p to arrive at the next intermediate node, since its arrival at a source node i's first output queue is given as:
Observe that an (optimistic) upper bound on the total delay incurred by a packet p to arrive at a node j (which can either be an intermediate node or be the packet's destination node), since its arrival at any intermediate node i's first (input) queue (denoted InQ 0 in Figure 3(c) ) is the same as that given by Equation 6 . This is because the two queues at an intermediate node (denoted InQ 0 and OutQ 0 in Figure 3(c) ) directly correspond to the two queues at a source node (denoted OutQ 1 and OutQ 0 in Figure 3(b) ).
LocDUCE Algorithm
The key heuristic employed by the algorithm is to allocate channels for messages in decreasing order of their potential "return of investments." The return of investment for a message is simply the timeliness utility that can be obtained when the message is delivered to the destination.
To obtain an estimate of the maximum possible return of investment from a message, LocDUCE first allocates channels to each message, assuming that the messages will not interfere with each other (i.e., under zero contention between message packets). Thus, the algorithm considers the network as an un-weighted graph, where each vertex represents a system node and an edge represents a connection between a pair of nodes. For each message, LocDUCE determines the shortest path-distance from the source to destination (i.e., one with the smallest hop-count) by running the breadth-first-search (BFS) algorithm. The path (or channel) with the shortest path-distance for a message will yield the maximum possible utility for the message, since all TUFs considered are non-increasing. Note that this utility is the theoretically maximum possible utility; it cannot be achieved in practice due to message contention.
LocDUCE computes channels for messages in decreasing order of the maximum possible message utility. For the k th message (in the decreasing maximum
hops := BFS (graph, m i );
possible utility order), denoted m k , the algorithm at any node i first updates the network graph such that, the edge connecting i to the next-hop node (i + 1) is annotated with the interference m k may suffer because of m k−1 . LocDUCE includes message m k−1 in P i , where P i is a set of messages that arrive at node i and are transmitted to the next-hop node (i + 1). Thus, once P i has been updated with m k−1 , any message channel that includes the edge between nodes i and (i + 1) may suffer interference from m k−1 .
LocDUCE now runs Dijkstra's shortest-path algorithm to determine the shortest path-distance channel for message m k . Again, the shortest path-distance channel will yield as maximum utility for the message as possible, since all TUFs are non-increasing. For determining the shortest path-distance, the weight of the outgoing edge from any node i to a next-hop node (i + 1) in m k−1 's channel is determined using Equation 7. Note that Equation 7 gives an upper bound on the total delay incurred by the message to arrive at the next intermediate node by traveling through the edge. The algorithm repeats the process for each message
Note that while LocDUCE computes the channel for message m k , it does not consider the interference that m k can cause on messages m i , i ∈ [1, k − 1] and accordingly update their channels that were computed in earlier steps. This is precisely due to the algorithm's heuristic nature. LocDUCE ignores such "backward" interference and reasons that it will not be significant, as each message considered for channel establishment at any given time is the one with the maximum possible utility. Further, correcting such backward interferences will be computationally expensive.
A high level description of LocDUCE is given in Algorithm 1.
Implementation
We implemented LocDUCE in the Linux OS (kernel version 2.4.18). The implementation includes: (1) an application-layer UA routing module (URM), and (2) MAC-layer UA packet scheduler (in the Linux kernel).
The routing module captures messages off the interface. To circumvent the actual forwarding by the module of the operating system, a firewall is configured to drop all messages. The captured messages are processed and proper routes are selected by the URM. Once the routing process is completed, the messages are placed on to the output interface directly using the Libnet library.
Experimental Evaluation
Our experimental test-bed comprises of Linux machines configured as routers and interconnecting subnets, forming a WAN. The subnets contain source and destination nodes that host segments of distributable threads. The threads invoke operations on remote objects and generate real-time traffic. Figure 4 shows the network topology used in the study. The machines S 1 and S 2 are the source nodes and D is the destination. The machines R 1 , R 2 , R 3 , and R 4 are the routers.
Experimental Settings
We considered six TUF shapes in our study. These include the step TUF, the plot correlation and track maintenance TUFs (referred to as "soft-step" TUFs hereafter), and the AWACS association TUF shown in Figures 2(d), 2(b) , and 2(a), respectively. We also considered TUFs with linear, quadratic, and exponential shapes, as they are close variants of the AWACS TUF.
Our experimental scenarios include: (1) static and (2) dynamic. In the static scenario, message attributes such as data rate, message size, and inter-arrival time remain the same. In the dynamic scenario, we vary Threads Thread TUF Source Node Thread-1
Step Table 1 . Experimental Parameters attributes including message laxity, arrival rate, message size, and utility variance. Table 1 shows TUFs of the threads and the source nodes generating the messages in the experiments. The maximum utility of each thread was 100 and messages had a termination time of 4.0 seconds. Figure 5 shows the system-wide percentage utility accrued (or % UA) and percentage termination-time misses (or % TM) of LocDUCE and OSPF. We use heterogeneous TUFs for the threads in these experiments, i.e., each thread having a different TUFs (see Table 1 ) . % UA is the percentage of accrued aggregate utility to the maximum possible utility, and % TM is the percentage of the number of messages meeting their termination times to the total number of messages. From Figure 5 we observe that performs better than OSPF. The better performance of LocDUCE can be explained as follows:
Static Scenario
OSPF always selects the shortest path to a destination for any message. For example, for threads 2, 4, 5 and 6, OSPF takes the shortest path, R2-R3 to D. This decision of the algorithm does not optimize the message flows along all the available paths. Although some versions of OSPF perform equal-cost load-balancing, the loads along the paths having the different costs are not balanced. Hence, when the shortest path becomes overloaded, the performance for all message flows degrades irrespective of the TUFs. (Note that FIFO queues are used for OSPF experiments.)
Under LocDUCE, the messages traverse diverse paths, one through R2-R3 and another through R2-R4-R3. Thus, the performance is better. Figure 6 shows the % UA and % TM for threads having Exp, Linear, Quad, and Asoc TUFs under LocDUCE and OSPF. Again, from Figure 6 we observe that LocDUCE performs better and accrues more utility than OSPF for all TUFs. This is because OSPF does not differentiate among the messages with different TUFs and thus does not prefer certain messages over others. Loc-DUCE does this differentiation and achieves higher system-wide and thread-level utility.
Dynamic Scenario
For this scenario, we start four threads at node S2, which then invoke remote operations on node D. We increase the message arrival rate from 2 packets/sec to 10 packets/sec in steps of two. Figure 7 shows the % UA and % TM of LocDUCE and OSPF under increasing message arrival rates. Table 2 shows the average and standard deviation values for the experiments.
From Figure 7 , we observe that LocDUCE performs significantly better than OSPF, especially at high arrival rates. Note that the data rate indicated is the individual rate for the messages. Thus, the actual load on the link is four times that value. Therefore, even under such heavily loaded conditions, we observe that LocDUCE performs better. Table 2 .
Average and Standard Deviation
The good performance of LocDUCE over OSPF is due to the fact that there are multiple paths to the destination, which are not explored by OSPF. We also observe that all message flows suffer the same performance degradation under OSPF. This is due to the fact that OSPF does not prefer one message flow over another and the scheduling is strictly first-in-first-out.
From Table 2 , we observe that the standard deviation for % UA is low. The same trend was observed for % TM. This indicates the consistency of the algorithm performance.
Conclusions and Future Work
In this paper, we present a utility accrual channel establishment algorithm called LocDUCE that establishes real-time channels for inter-node messages of distributable threads. LocDUCE allows messages to inherit TUF time constraints from their parent threads and establishes channels, maximizing the messages' total attained utility. Our experimental measurements from a prototype implementation reveal that LocDUCE yields significantly higher utility than OSPF.
There are several directions for further study. One direction is to decentralize LocDUCE for improved performance. Another direction is to develop UA channel establishment algorithms that can tolerate node and link failures.
