This paper deals with unsupervised Bayesian classification of multidimensional data. We propose an extension of a recent method of generalized mixture estimation to correlated sensors case. The method proposed is valid in the independent data case, as well as in the hidden Markov chain or field model case, with known applications in signal processing, particularly speech or image processing. The efficiency of the method proposed is shown via some simulations concerning hidden Markov fields, with application to unsupervised image segmentation.
Introduction
The aim of this paper is to deal with the following problem. We are faced with m series of real data produced by m sensors. For each sensor 1 ≤ j ≤ m the data are denoted by y 1 j ,..., y n j .
We assume that for each point 1 ≤ s ≤ n the data y s 1 ,..., y s m correspond to a certain class, among k classes ω 1 ,...,ω k , and the problem is to find which class it is. In other words, the problem is to classify each point 1 ≤ s ≤ n from the data available. The probabilistic approach, which will be our approach in this paper, consists in assuming that the class of the point 1 ≤ s ≤ n is a realization of a random variable X s , and the data y s 1 ,..., y s m produced by the m sensors are a realization of a random vector Y s = (Y s 1 ,...,Y s m ). Thus the problem is to estimate the unobserved realizations of a random process X = (X 1 ,..., X n ) from the observed realization of a random process Y = (Y 1 ,...,Y n ). Different methods of such a statistical classification exist once the distribution P ( X, Y ) of (X,Y) is known. When P ( X, Y ) is not known, one has to identify it from Y = y , the only data available. The aim of our paper is to generalize to correlated sensors the method proposed in [8] . Let us first consider the case of one sensor. When P ( X, Y ) depends on an unknown parameter θ , the problem is to estimate θ from Y . This problem, which is known as the mixture estimation problem, is a very general and important one [17] . The pioneering method of mixture estimation is the Expectation-Maximization (EM) algorithm [6, 16] , which admits theoretical justifications and gives very good results in classical cases, such as independent Gaussian mixtures. Other methods like Stochastic Gradient [18] or Iterative Conditional Estimation (ICE, [12] ) can also be used. In particular, their use in the Markov random field model (MFR) context leads to the unsupervised image segmentation [2, 9, 18] , among others. In fact, once the parameters are estimated, the segmentation can be performed with Simulated Annealing [7] , Maximum Posterior Mode (MPM [11] ), or Iterated Conditional Mode (ICM [1] ).
All these methods are easily generalizable to the multi-sensor case when the noise is Gaussian. When the noise is not Gaussian and the sensors are independent, one may use the ICE-General Mixture (ICE-GEMI) algorithm, valid in the following context [8] . We have k classes, and so we have to find the k probability densities f 1 ,..., f k on R m . Because of the independence, each of these densities f i is written
ICE-GEMI allows one to find the form of the km functions f i j , and estimate their parameters, once we know that each f i j belongs to a given set of forms. For instance, in the case of three classes and two sensors, in which each component can be exponential or Gaussian, there are sixty-four possibilities and ICE-GEMI makes possible to search what case the data lie in. In this paper we propose the following generalization of ICE-GEMI: each f i of the densities f 1 ,..., f k is searched in the set of possible densities of the distribution of a random vector Y i = A i Z i , where A i is m × m matrix and Z i a random vector with independent components. Roughly speaking, we add matrices A 1 , ..., A k making one possible to deal with correlated sensors. The distribution of Z i is thus given by
where each g i j belongs to a given set of forms. The density of the distribution of Y i is then written
We can see how (1.3) generalizes (1.1). Finally, the method we propose allows one to find the form of each g i j , estimate its parameters, and estimate the k matrices A 1 ,..., A k . It is valid in the independent data case, as well as in the hidden Markov chain or field model case. The efficiency of the method proposed is shown via some simulations concerning hidden Markov fields, with application to unsupervised image segmentation. The organization of the paper is as follows. In the next section we specify the assumptions needed and describe the run of the proposed method. Section 3 is devoted to simulation results. The final section contains some concluding remarks and perspectives.
Generalized correlated sensors mixture estimation
Let X = (X s ) s∈S , Y = (Y s ) s∈S be two random processes, where each X s takes its values in the set of classes Ω = {ω 1 ,...,ω k } and each Y s takes its values in the set of observations R m . The distribution of (X,Y), denoted by P ( X, Y ) , is defined by P X , the distribution of X , and the set of distributions of Y conditional on X . We assume that P X , which is a probability on the finite space Ω n , with n = Card(S) , depends on a parameter α . The set of random variables X can be a Markov field, a Markov chain, a set of independent variables, or still have any other structure, once the assumptions below are verified. The random variables (Y s ) s∈S are assumed to be independent conditionally to X , and the distribution of each Y s conditional on X is equal to its distribution conditional on X s . The distributions of Y s conditional on X s = x s ∈{ω 1 ,...,ω k } are given by the densities f 1 ,..., f k with respect to Lebesgue measure, respectively. Furthermore, we assume that there exist k triangular matrices A 1 ,..., A k , with
..g i m the densities of the distributions of these components we assume that each of them is of a form being in the finite set of forms Ψ = {F 1 ,..., F M }, each form F j being a parametrized family of densities on R . Thus the problem is to find the km densities (g i l ), the k matrices A 1 ,..., A k , and the parameter α . We assume the following:
( A 1 ) An estimator α =α(X) of α from X is available; ( A 2 ) One may simulate realizations of X according to its distribution conditional to Y ;
In practice B j is a subset of R n j with n j depending on F j : for instance
( A 5 ) A decision rule D is available, such that for any sample z = (z 1 ,..., z r ) and any (g 1 ,..., g M ) ∈F 1 ×...× F M , the rule D associates to z the "best suited" density among g 1 ,..., g M , according to some criterion. Roughly speaking, the method we propose resembles ICE-GEMI, except that we use, at each iteration, some estimates of the matrices A 1 ,..., A k in order to "decorrelate" the sensors. Thus the method proposed here, which we will call ICE-COR (COR for "correlated"), is an iterative method and runs as follows. At each iteration:
(a) Simulate x q , a realization of X , according to its parameters a jl i , and, when they are all equal to zero, we find again the previous model. Furthermore, when they are all equal to zero ICE-CORE becomes ICE-GEMI.
Simulation results
Let X = (X s ) s∈S be a Markov field and let us consider the case of two classes ( k = 2) and two sensors ( m = 2). Thus each X s takes its values in Ω = {ω 1 (A 1 y), g 2 (A 2 y) . Furthermore, we consider Ψ = {F 1 , F 2 }, where F 1 are Gaussian laws and F 2 are exponential laws. Thus each of the densities g 1 1 , g 1 2 , g 2 1 , g 2 2 can be exponential or Gaussian. Likely to Gaussian densities which are easily determined from the mean and the variance, an exponential density is of the form
, and thus depends on two parameters, which can easily be determined from the mean and the variance. Concerning the structure of the Markov field X , we adopt the simple Potts model, which is Markovian with respect to four nearest neighbours and whose distribution depends on just one real parameter α . Although there exist numerous estimators of α from X , we will fix α in the simulations below and focus on the noise densities recognition. Finally, n being the number of pixels, we have available a sample 
Proceed in the same way for g 1 2 , g 2 1 , and g 2 2 . Of course, numerous other rules D could be used.
(iv) Determine the densities f 1 , f 2 with f 1 (y) = g 1 (A 1 y), f 2 (y) = g 2 (A 2 y). Calculate the posterior distribution. The results of some simulations are presented below. In order to clarify the presentation in table 1 below let us specify, as an example, the case 2. Laws GEEG means that g 1 1 is
Gaussian (A 1 y) , the exact form of f 1 is (the index s is omitted):
In the same way, f 2 is defined by the type of g 2 1 , g 2 2 , their means m 2 1 , m 2 2 , and ρ 2 . According to the data on the line 2 of the table 1, its exact form is: The results presented in Table 1 show that taking into account the correlation of the sensors may be advantageous when considering unsupervised Bayesian multisensor data classification. In some situations, as the case 3, its advantage seems limited and in some others, as the case 6, its advantage is determining. Of course, the number of unsupervised classification of multivariate data problems is extremely wide and, for a given problem, we have numerous possibilities of considering an ICE-COR method. So we have to be careful in claming anything about the general quality of ICE-COR; however, this short simulation study shows that ICE-COR may be of interest. Some visual effects are presented in Figure 1 . Let us notice that the computer time cannot be indicated precisely because it depends on different subjective parameters, like the rule D or number of different iterations. However, in the hidden Markov fields context the ICE-COR methods have to be seen as rather time consuming.
Conclusions
In this paper we presented a new method for estimating multivariate mixtures, with some applications to unsupervised Bayesian classification of multisensor data. The novelty is that the sensors are possibly non Gaussian and can be correlated. The method proposed is a generalization of the recently published method ICE-GEMI [14] . In the latter the sensors were assumed independent; however, the densities attached with each class were allowed to be, for each sensor, of different form, and they were allowed to vary, for a given class, with sensors. All we required was that each density be of a form belonging to a given set of forms. Such mixtures are called "generalized mixtures" and thus ICE-GEMI allows one to estimate such mixtures in a quite general context, which includes Markov hidden chains or fields. The method proposed in this paper, which we call ICE-COR (classical ICE is found in the classical mixture case and COR for correlated sensors mixture), generalizes ICE-GEMI in that the sensors can be correlated, and, in the particular case when they are independent, ICE-COR gives ICE-GEMI.
In the same way as ICE-GEMI, the method proposed is valid in a quite general setting; in particular, hidden Markov fields or hidden Markov chains can be treated, with known applications to image or signal restoration. As hidden Markov chains have been studied in [14] , we proposed in this paper some simulation results concerning the hidden Markov field model based multisensor image segmentation. Different simulations allow us to asses the existence of some situations in which the use of ICE-COR is of interest. Unfortunately, we have no theoretical result to present concerning the asymptotic behaviour of ICE-COR. We hope to devote to this important subject some efforts in our future works.
