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Abstract
The earthmover’s distance is ameasure of the distance between two probabilistic measures.
It plays a fundamental role in mathematics and computer science. The Kantorovich-Rubinstein
theorem provides a formula for the earth mover’s distance on the space of regular probability
Borel measures on a compact metric space. In this paper, we investigate the quantum earth
mover’s distance. We show a no-go Kantorovich-Rubinstein theorem in the quantum setting.
More precisely, we show that the trace distance between two quantum states can not be deter-
mined by their earth mover’s distance. The technique here is to track the bipartite quantum
marginal problem. Then we provide inequality to describe the structure of quantum coupling,
which can be regarded as quantum generalization of Kantorovich-Rubinstein theorem. After
that, we generalize it to obtain into the tripartite version, and build a new class of necessary
criteria for the tripartite marginal problem.
1 Introduction
In mathematics and economics, transportation theory studied the optimal transportation and allo-
cation of resources. GaspardMonge formalized it in 1781 [1]. LeonidKantorovich, the Soviet math-
ematician and economist, made major advances in the field during World War II [2]. The central
concept in transportation theory is the earth mover’s distance, also known as theWassersteinmet-
ric, which measures the distance between two probabilistic distributions over a region. Intuitively,
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given two distributions, one can be seen as a mass of earth properly spread in space, the other as a
collection of holes in that same space. Then, the earth mover’s distance measures the least amount
of work needed to fill the holes with earth. Here, a unit of work corresponds to transporting a unit
of earth by a unit of ground distance. The definition of the earth mover’s distance is valid only
if the two distribution have the same integral(the capacity of the holes equals the amount of the
mass), as in normalized probabilistic density functions. The celebrated Kantorovich-Rubinstein
theorem [3, 4] characterizes the earth mover’s distance by considering all joint distributions whose
marginal distributions are the two probabilistic distributions, the so called probabilistic coupling.
Besides being well-studied in probability theory and the theory of optimal transport, the earth
mover’s distance is increasingly seeing applications in computer science and beyond. It is widely
used in content-based image retrieval to compute distances between the color histograms of two
digital images [5].In this case, the region is the image’s domain, and the total amount of light (or
ink) is the dirt to be rearranged. The same technique can be used for any other quantitative pixel
attribute, such as luminance, gradient, apparent motion in a video frame, etc. An optimal trans-
portation model is introduce in studying domain adaptation in [47]. More generally, the Earth
mover’s distance is used in pattern recognition to compare generic summaries or surrogates of
data records called signatures, see a recent survey [48]. Very recently, this earth mover’s distance
is introduced to study the probabilistic programming [6] as well as Generative Adversarial Net-
works of machine learning [7].
Back to quantum information science, the concept of quantum states, a quantum counter part of
probabilistic distribution, plays significant role in quantum information science as it is used for
carrying quantum information in information processing tasks. We consider finite-dimensional
complex Hilbert spaces as quantum state spaces. A pure state is represented by a unit vector in
such a space. General quantum states, the so-called densitymatrices or mixed states, are described
by positive semidefinite matrices with unit trace. Since the multipartite Hilbert space is the tensor
product of the individual particles’ Hilbert spaces, the dimension of the multipartite Hilbert space
scales exponentially in the number of particles. Although it is highly desired to understand the
behavior of quantum systems via classical modeling, this exponential behavior becomes one of
the main obstructions.
Interestingly, it has been widely known that many important physical quantities, for instance en-
ergy and entropy, depend on very small parts of the whole system only, i.e., the so-called marginal
or reduced density matrices. On the other hand, in reality, quantum states of many physically
realistic quantum systems usually involve only few-body interactions [8, 9, 10, 11, 12, 32, 31].
These observations can actually save lots of parameters. As an example, one can observe that for
the Hamiltonians arose from quantum chemistry which contain at most 2-body interactions, the
number of free parameters scales at most quadratically in the number of particles. Coulson [22, 23]
proposed the following problem: How to characterize the allowed sets of 2-body correlations or
density operators between all pairs of N particles? The general problem of characterizing the set of
possible reduced density matrices (maybe k-local), known as the quantum marginal problem, has
been considered as one of the most fundamental problems in quantum information theory and
in quantum chemistry [24, 13, 14, 15]. A very large effort has been devoted to understanding this
problem [25, 26], and it is proved to be NP-hard and QMA (quantum Merlin-Arthur) complete in
[16, 17].
Due to the significance of the quantum marginal problem, there are many attempts in under-
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standing it, even in the case of low dimension or a small number of parties. Bravyi characterizes
the relation between the spectra of local one-qubit states and the spectra of the whole two-qubit
mixed states by a remarkable explicit argument [28]. In [33], the two-qubit symmetric extension
problem, a special marginal problem, is completely solved. This result provides the first analytic
necessary and sufficient condition for the quantummarginal problem with overlapping marginal.
For the general marginal problem, some necessary and some sufficient conditions are provided in
[46, 34] by using the celebrated Strong Subadditivity of entropy.
One induced problem also has attracted a lot of attention: Characterizing of the one-body reduced
density matrices of a pure global quantum state [18, 19, 20, 21]. For multiqubit case, this problem
is completely solved by Higuchi, Sudbery and Szulc by completely determining the possible one-
qubit reduced states in[27]. In [29], it is proved that multipartite W-type state, a special class of
multi-qubit states, is determined by its single-particle reduced density matrices among all W-type
states. For general multipartite pure state, [35] proposed an efficient method to compute the joint
probability distribution of the eigenvalues of its one-body reduced density matrices.
In this paper, we study the possible generalization of the earth mover’s distance. In particular,
we show a no-go quantum Kantorovich-Rubinstein theorem for almost all quantum distance. Our
main technique is to study the quantum coupling, or equivalently, the bipartite quantummarginal
problem. Then, the idea is used to study the tripartite quantum marginal problem. The structure
of this paper is as follows.
In Section 2, we first provide some notations and preliminaries of the distance and fidelity of
quantum states. After that, the basic definition and examples of the quantum marginal problem
are given.
In Section 3, we propose a quantum version of the earth mover’s distance. Then we show a no-go
Kantorovich-Rubinstein theorem in the quantum setting. More precisely, we show that the trace
distance between two quantum states can not be determined by their earth mover’s distance. Our
main technique is to study the bipartite quantum marginal problem. We observe that the fidelity
between the two marginal states is at least the distance between the two probabilities obtained by
measuring the bipartite state through the projective measurements onto the symmetric subspace
and anti-symmetric subspace.
In Section 4, we study the largest overlap of quantum coupling and projection onto the sym-
metric subspace for given quantum marginals. We obtain two lower bounds, one for diagonal
marginals, the other for general marginals. Our result can be regarded as quantum generalization
of Kantorovich-Rubinstein theorem, although in the inequality fashion rather than equality.
In Section 5, we study the tripartite marginal problems. For tripartite state ρABC with the dimen-
sions of A and B being equal, we define the two probability distributions which depend on ρAB.
Then, we show that the distance between the two marginal states ρAC and ρBC is at most the fi-
delity between the two probability distributions. On the other hand, the fidelity between ρAC and
ρBC is at least the distance between the two probability distributions. By changing the local opera-
tion on subsystem A, we are able to provide a class of necessary criteria for the tripartite marginal
problem.
In Section 6, we mention some open questions regarding this marginal problem.
3
2 Background
2.1 Notations and Preliminaries
We use the symbolH to denote the finite dimensional Hilbert space over complex numbers, dH to
denote its dimension and L (H) to denote the set of linear operators mapping from H into itself.
Let Pos(H) ⊂ L (H) be the set of positive (semidefinite) matrices, and D(H) ⊂ Pos(H) is the
set of positive (semidefinite) matrices with trace one. A pure quantum state of H is a normalized
vector |ψ〉 ∈ H, while a general quantum state is characterized by density operator ρ ∈ D(H). For
simplicity, we use ψ to represent the density operator of a pure state |ψ〉which is just the projector
ψ = |ψ〉〈ψ|. A density operator ρ can always be decomposed into a convex combination of pure
states:
ρ =
n
∑
k=1
pk|ψk〉〈ψk|,
where the coefficients pk are positive numbers and add up to one.
To characterize the difference between the quantum states, there are two commonly used mea-
sures: trace distance and fidelity. The trace distance D between two density operators ρ and σ is
defined as
D(ρ, σ) ≡ 1
2
||ρ − σ||1
where we define ||A||1 ≡ tr
√
A†A to be the trace of the positive square root of A†A.
Notice that this is a direct generalization of the distance between classical distributions, usually
called total variance distance.
We use ||A||2 ≡
√
tr A†A to be denote the 2-norm of A.
The matrix 1-norm satisfies the following triangle inequalities and Ho¨lder’s inequality (Cauchy
inequality).
Fact 1.
||A+ B||1 ≤ ||A||1 + ||B||1.
||A− B||1 ≥ |||A||1 − ||B||1|.
||AB||1 ≤ ||A||2||B||2.
It is direct to verify the following strong concavity statement about the distance between the mix-
ture of quantum states by the triangle inequality given above.
Fact 2. For quantum states ρi, σi and probability distribution (p0, p1, · · · , pn)
D
(
∑
i
piρi,∑
i
piσi
)
≤
n
∑
i=0
piD(ρi, σi).
The fidelity between states ρ and σ is defined to be
F(ρ, σ) ≡ Tr
√√
ρσ
√
ρ.
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For pure states |ψ〉 and |φ〉, F(ψ, φ) = |〈ψ, φ〉|.
The strong concavity property for the fidelity ([36]) can be formalized as
Fact 3. For quantum states ρi, σi and probability distributions (p0, p1, · · · , pn) and (q0, q1, · · · , qn)
F
(
∑
i
piρi,∑
i
qiσi
)
≥
n
∑
i=0
√
piqiF(ρi, σi).
Definition 1. We say that a pure state |ψ〉 ∈ HA ⊗HB is a purification of some state ρ if trA(ψ) = ρ.
In the above definition, trA(ψ) means that we trace out the subsystem A from ψ. Its formal defini-
tion is trA(ψ) = ∑i〈i|Aψ|i〉A.
Fact 4 (Uhlmann’s theorem, [37]). Given quantum states ρ, σ, and a purification |ψ〉 of ρ, it holds that
F(ρ, σ) = max
|φ〉
|〈φ|ψ〉|, where the maximum is taken over all purifications of σ.
Fact 5. Given quantum states ρ, σ,
F2(ρ, σ) + D2(ρ, σ) ≤ 1.
2.2 Marginal Problem
In this subsection, we provide the definition and some examples of quantum marginal problem.
We consider the following multipartite Hilbert space
HS = HA ⊗HB ⊗HC ⊗ · · ·
whereHA,HB,HC · · · are all finite dimensional Hilbert space. We use S = {A, B,C, · · · } to denote
the set of the whole index of the subsystems. For any I ⊂ S, for instance A or BC (containing
systems B and C), we use the marginal of I to denote the joint state of subsystems I,
ρI = trS\I [ρS],
where ρS denotes the state of the whole systemHS, and we trace out the complementary system
S \ I of I.
Clearly, a set of ρIs need to fulfill certain conditions to make sure the existence of the golbal state
ρS. This motivates the following defintion of quantum marginal problem
Definition 2. A given family K ⊂ 2S and quantum states (ρI)I∈K is called compatible if there exists a
density operator ρS for the total system such that ∀I ∈ K
ρI = TrS\I [ρS] .
The quantum marginal problem is to determine whether given family K ⊂ 2S and quantum states (ρI)I∈K
is compatible.
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To illustrate this definition, we study some examples.
Let HJ = HA ⊗HB ⊗HC and K = {{A,C}, {A, B}}. Given ρAC, ρAB, we are asking the question
that when this marginal problem is compatible. The answer for the general version of this problem
is not clear yet, even only for the three qubits case.
Example 1. The answer for the classical version of this problem is always yes if ρA := TrC ρAC = TrB ρAB.
Notice that in this case, ρAC and ρBC are classical distributions, in other words, diagonal states. One can
verify that ρABC(x, y, z) is compatible with ρAC and ρBC, where the tripartite distribution ρABC(x, y, z) is
defined by
ρABC(x, y, z) =
ρAC(x, z)ρAB(x, y)
ρA(x)
.
Example 2. For HJ being three-qubit Hilbert space and ρAC = ρAB, the problem is indeed the two-
qubit symmetric extension problem. Symmetric extendibility of bipartite states is of vital importance in
quantum information because of its central role in separability tests, one-way distillation of EPR pairs,
one-way distillation of secure keys, quantum marginal problems, and anti-degradable quantum channels.
This problem is solved in [33] by proving Tr(ρ2B) ≥ Tr(ρ2AB)− 4
√
det ρAB is sufficient and necessary for
symmetric extendibility.
Example 3. In [34], necessary conditions according to Strong Subadditivity of Entropy [39, 38] are given,
S(AC) + S(AB) ≥ S(A) + S(ABC) ≥ S(A),
S(AC) + S(AB) ≥ S(B) + S(C),
where S(ρ) = −Tr(ρ log ρ) defines the entropy of the states.
3 Quantum earth mover’s distance
In this section,we propose quantum earthmover’s distance and showa no-go quantumKantorovich-
Rubinstein theorem.
3.1 Classical earth mover’s distance
In the discrete version, a probabilistic coupling models two distributions with a single joint distri-
bution.
Definition 3. Given µ, ν distributions over finite or countably infinite X and X, a distribution pi over
pairs X× X is called a coupling for (µ, ν) if its marginal distributions pi1 = µ and pi2 = ν.
In the above definition, the marginal distribution pi1(x) = ∑y pi(x, y) and pi2(y) = ∑x µ(x, y). We
useP(µ, ν) denotes the set of coupling of µ and ν.
Definition 4. Let X be a finite or countably infinite set, h : X × X 7→ R+ be a nonnegative distance
function. The earth mover’s distance between distributions µ, ν over X is defined as
inf
pi∈P(µ,ν) ∑x,y∈X
h(x, y)pi(x, y).
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3.2 Quantum earth mover’s distance
One new concept introduced in classical earth mover’s distance is the probabilistic coupling. The
quantum counter part of probability distribution is the quantum state.We first provide a definition
of quantum coupling of quantum states.
Definition 5. Given two density matrices ρA and ρB on HA and HB respectively, let P(ρA, ρB) denote
the set of all density matrices ρAB onHA ⊗HB such that
TrB ρAB = ρA,
TrA ρAB = ρB .
P(ρA, ρB) can be viewed as the set of quantum couplings of ρA and ρB. Generally, quantum cou-
plings are not unique. Different quantum couplings represent different ways to share quantum-
ness between two quantum states.
P(ρ1, ρ2) is never empty; it always contains ρA ⊗ ρB.
One can directly observe that P(ρ1, ρ2) is convex and compact. Parathasarathy [40] and Rudolph
[41] characterized P(ρ1, ρ2) by identifying its extreme points. The quantum coupling has also be
used to study the quantum entropies by Winter [30].
In the classical earth mover’s distance, the distance function h(x, y) is defined on the extreme
points of the set X × X. We will use a function defined on the the extreme points of bipartite
system, the set of all bipartite pure states.
Definition 6. Let H be a finite dimensional Hilbert space, h : H⊗H 7→ R+ be a nonnegative distance
function. The quantum earth mover’s distance between ρ1, ρ2 over H is defined as
inf
ρ1,2∈P(ρ1,ρ2)
inf
ρ1,2=∑i pi|ψi〉〈ψi|
∑
i
pih(|ψi〉〈ψi|).
where the second infimum is taken over all finite decompositions.
One can have the following
Theorem 6. For any continuous function h on finite dimensional Hilbert spaceH⊗H, the second infimum
is attained, and the optimal ensemble can be chosen to have d4 + 1 elements, where d is the dimension ofH.
Proof. First, let us show that for any finite decomposition ρ = ∑ni=1 pi|ψi〉〈ψi|, we can provide a
decomposition ρ = ∑d
4+1
i=1 qi|φi〉〈φi| with d4 + 1 elements, such that
n
∑
i=1
pih(|ψi〉〈ψi|) =
d4+1
∑
i=1
qih(|φi〉〈φi|).
To this, consider convex hull A of the set {(|ψi〉〈ψi|, h(|ψi〉〈ψi|))}ni=1. One can conclude that x =
(∑ni=1 pi|ψi〉〈ψi|,∑ni=1 pih(|ψi〉〈ψi|)) belongs A. The set A is a compact convex set, actually a poly-
hedron, in d4-dimensional real affine space (this comes from the fact that states belongs to the real
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d4 dimensional space of Hermitian operators and have unit trace). The set of extremal points is in-
cluded in the set {(|ψi〉〈ψi|, h(|ψi〉〈ψi|))}ni=1. Then fromCaratheodory theorem it follows that x can
bewritten as a convex combination of atmost d4+ 1 extremal points, i.e. x = ∑ij qij(|ψij〉〈ψij |, h(|ψij 〉〈ψij |)
where j = 1, . . . d4+ 1.Writing qij = qj, |ψij〉〈ψij | = |φj〉〈φj|weget∑ni=1 pi|ψi〉〈ψi| = ∑d
4+1
j=1 qj|φj〉〈φj|
and ∑ni=1 pih(|ψi〉〈ψi|) = ∑d
4+1
j=1 qjh(|φj〉〈φj|). Thus we have found a decomposition that has d4 + 1
elements, and returns the same value of average, so that the infimum can be taken solely over
such decompositions. Then from continuity of the function and compactness of the set of states it
follows that the infimum is attained.
3.3 Kantorovich-Rubinstein theorem
Let (X, d) be a metric space, let B(X) denote the set of all Borel subsets of X. We are given two
regular Borel measures µ, ν on X. We use P(µ, ν) to denote the set of regular probabilistic Borel
measures pi on the topological product X × X such that for all E ∈ B(X),
µ(E) = pi(E× X),
ν(E) = pi(X × E).
In other words,P(µ, ν) denotes the set of coupling of µ and ν.
For f : X 7→ R, we define the expression || f ||L by the equation
|| f ||L = sup{ | f (x)− f (y)|
d(x, y)
: x, y ∈ X; x 6= y}
Then the Kantorovich-Rubinstein theorem states that, for compact space (X, d), we have
inf
pi∈P(µ,ν)
∫
X×X
d(x, y)pi(dxdy) = sup{
∫
X
fdµ−
∫
X
f dν : || f ||L ≤ 1}.
For discrete metric space (X, d) with d(x, y) = 1 if x 6= y.
sup{
∫
X
f dµ−
∫
X
f dν : || f ||L ≤ 1} = D(µ, ν) = 1
2 ∑x
|µ(x)− ν(x)|.
The Kantorovich-Rubinstein theorem becomes its “baby” version, see, e.g., [43, 44]. Let µ and ν be
distributions over X and let pi be a coupling. Then
1
2 ∑x
|µ(x)− ν(x)| = inf
pi∈P(µ,ν)
Pr
(x,y)∼µ
[x 6= y].
Based on this result, the so-called coupling method [42] is developed to show two probabilistic
processes converge by constructing a coupling that causes the processes to become equal with
high probability.
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3.4 No-go quantum Kantorovich-Rubinstein theorem
In this subsection, we show a no-go about quantum generalization of Kantorovich-Rubinstein
theorem.
Notice that for classical earth mover’s distance, as well as the “baby” version of the Kantorovich-
Rubinstein theorem, infpi∈P(µ,ν) ∑x,y∈X h(x, y)pi(x, y) can be regarded as a linear programming, the
infimum inner product of the distance vector and the probabilistic coupling.
A quantum generalization is to take the distance function h : H⊗H 7→ R+ as following
h(|ψ〉〈ψ|) = Tr(H|ψ〉〈ψ|).
To make sure h is a distance like positive function, we assume H be semi-definite positive.
The Kantorovich-Rubinstein theorem, including its “baby” version, can be interpreted as the fol-
lowing, the distance between two distributions is characterized by earth mover’s distance.
We can actually show a no-go theorem about quantum generalization of Kantorovich-Rubinstein
theorem.
Theorem 7. The quantum earth mover’s distance can not characterize trace distance between quantum
states. More precisely, there is no Hermitian H and a bijection f such that for any ρ1 and ρ2
D(ρ1, ρ2) = f ( min
ρ1,2∈P(ρ1,ρ2)
Tr(Hρ1,2))
If we remove the bijection restriction of f and the choice of trace distance, then the statement is
wrong: One can choose H = Pas and f : [0, 1] 7→ {0, 1} such that f (x) = 0 iff x = 0. Naturally, this
can characterize the discrete metric d(ρ1, ρ2) = 1 if ρ1 6= ρ2, and d(ρ, ρ) = 0.
Before proving this, we first study the bipartite marginal problem.
Consider a bipartite Hilbert space H = HA ⊗HB with d = dHA = dHB . We study the relation on
the marginal and symmetry of quantum states in H.
Before introducing our results, we start from the following notions. IH is used to denote the iden-
tity operator ofH.
S =
d−1
∑
i,j=0
|ij〉〈ji|
denotes the SWAP operator in H with the following property
S |α〉A |β〉B = |β〉A |α〉B
for all |α〉 ∈ HA and |β〉 ∈ HB.
Let Ps =
1
2(I + S) and Pas =
1
2(I − S) denote the projections onto the symmetric subspace and
antisymmetric subspaces, respectively.
For any quantum state ρAB, we can define the following two probabilities,
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Definition 7.
~p(ρAB) = (Tr(PasρAB), Tr(PsρAB)),
~q(ρAB) = (Tr(PsρAB), Tr(PasρAB)).
Let the standardmaximally entangled state be |Φ〉AB = 1√d ∑
d−1
i=0 |i〉 |i〉, we can write any pure state
|ψ〉 ∈ H into the form
|ψ〉 = (M⊗ I) = (I ⊗MT) |Φ〉
with square matrix M satisfying ||M||2 = 1.
Our first result is about the relation between the symmetric property of bipartite state and the
fidelity between its marginals.
Lemma 8. For ρAB ∈ D(H), we have
F(ρA, ρB) ≥ |Tr(PasρAB)− Tr(PsρAB)| = D(~p(ρAB),~q(ρAB)).
Proof. The proof is divided into two steps. In the first step, we show this statement is valid for
pure states. In the second step, we prove it holds for any state by the concavity arguments.
STEP 1: Let |ψ〉AB = (M⊗ I) |Φ〉 = (I ⊗MT) |Φ〉. By choosing
E =
M+MT
2
, F =
M−MT
2
,
then we have
Tr(PsψAB) = ||EE†||1, Tr(PasψAB) = ||FF†||1.
Since we are considering the fidelity between ψA and ψB, they are regarded living in the same
space now. We use |ψ〉AB to be the purification of ψA, and S |ψ〉AB to be the purification of ψB.
According to Uhlmann’s theorem (Fact 4), we know that
F(ψA,ψB) = max
U
|〈ψ|(U ⊗ I)S |ψ〉 | = max
U
|Tr(M†UMT)| = max
U
|Tr(M∗UM)| = ||MM∗||1,
where U is ranging over all unitary ofHA.
Notice that
||MM∗||1 = ||(MM∗)†||1 = ||MTM†||1,
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we have
F(ψA,ψB) =||MM∗||1
=||1
2
MM∗||1 + ||1
2
MTM†||1
≥||1
2
MM∗ +
1
2
MTM†||1
=||1
2
(E+ F)(E+ F)∗ +
1
2
(E+ F)T(E+ F)†||1
=||1
2
(E+ F)(ET − FT)∗ + 1
2
(E− F)(E+ F)†||1
=||1
2
(E+ F)(E† − F†) + 1
2
(E− F)(E† + F†)||1
=||EE† − FF†||1
≥|||EE†||1 − ||FF†||1|
=|Tr(PasψAB)− Tr(PsψAB)|,
where the first inequality is according to the triangle inequality, so is the second inequality.
STEP 2: Now we are going to show this statement is true for general quantum states. Assume
ρAB = ∑ piψi with ψis being pure states, we can have
ρA = ∑ piψiA, ρB = ∑ piψiB.
Therefore, we have
F(ρA, ρB) = F(∑ piψiA,∑ piψiB)
≥ ∑ piF(ψiA,ψiB)
≥ ∑ pi|Tr(Pasψi)− Tr(Psψi)|
≥ |Tr(Pas ∑ piψi)− Tr(Ps ∑ piψi)|
= |Tr(PasρAB)− Tr(PsρAB)|,
where the first inequality is due to the strong concavity of fidelity, the second is due to the pure
state case, and the third inequality is because of the triangle inequality.
We observe that this bound is tight by studying the following example.
Example 4. For any 0 ≤ µ ≤ 1, let
|ψ〉AB =
√
1− µ
2
(|00〉+ |11〉) +
√
µ
2
(i |01〉 − i |10〉).
Then one can verify that
M =
1√
2
[√
1− µ iµ
−iµ √1− µ
]
,
Tr(PsψAB) = 1− µ, Tr(PasψAB) = µ.
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Then
MM∗ =
1− 2µ
2
I ⇒ ||MM∗||1 = |1− 2µ|.
Then
F(ψA,ψB) = ||MM∗||1 = |µ− (1− µ)| = |Tr(PasρAB)− Tr(PsρAB)|.
We can obtain the following relation between the symmetric property of a bipartite state and the
distinguishability between its marginals.
Lemma 9. For ρAB ∈ D(H), we have
D(ρA, ρB) ≤ 2
√
Tr(PasρAB)Tr(PsρAB) = F(~p(ρAB),~q(ρAB)).
Proof. By the relation between fidelity and distance 5 and the above lemma, we have
D(ρA, ρB) ≤
√
1− F2(ρA, ρB) ≤
√
1− D2(~p(ρAB),~q(ρAB)) = 2
√
Tr(PasρAB)Tr(PsρAB) = F(~p(ρAB),~q(ρAB)).
We observe that this bound is tight by studying the following example.
Example 5. For any 0 ≤ µ ≤ 1, let
|ψ〉AB =
√
1− µ
2
(|01〉+ |10〉) +
√
µ
2
(|01〉 − |10〉).
Then one can verify that
E =
√
1− µ
2
[
0 1
1 0
]
, Tr(PsψAB) = 1− µ,
F =
√
µ
2
[
0 1
−1 0
]
, Tr(PasψAB) = µ.
Then
EF† + FE† =
√
[µ(1− µ)]
[−1 0
0 1
]
.
Then
D(ψA,ψB) = ||EF† + FE†||1 = 2
√
[µ(1− µ)] = 2
√
Tr(PasρAB)Tr(PsρAB).
Now we present the proof of Theorem 7
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Proof. Now the earth mover’s distance between two quantum states ρ1, ρ2 satisfies
inf
ρ1,2∈P(ρ1,ρ2)
inf
ρ1,2=∑i pi|ψi〉〈ψi|
∑
i
pih(|ψi〉〈ψi|) = inf
ρ1,2∈P(ρ1,ρ2)
Tr(Hρ1,2) = min
ρ1,2∈P(ρ1,ρ2)
Tr(Hρ1,2)
for some H ≥ 0.
We assume that there is some unitary invariant distance measure d(·, ·) such that for quantum
states ρ1, ρ2, such that it is uniquely determined by their earth mover’s distance. In other words,
there is a bijection f such that
d(ρ1, ρ2) = f ( min
ρ1,2∈P(ρ1,ρ2)
Tr(Hρ1,2)).
For pure states |α〉 and |β〉, their coupling is unique, |α〉 |β〉. As d is unitary invariant, we have for
any U
d(ρ1, ρ2) = d(Uρ1U
†,Uρ2U
†).
That is
f (Tr(H(|α〉〈α| ⊗ |β〉〈β|))) = f (Tr(H(U|α〉〈α|U† ⊗U|β〉〈β|U†))).
According to the fact that f is bijection, one can conclude that
Tr(H(|α〉〈α|⊗ |β〉〈β|)) = Tr(H(U|α〉〈α|U†⊗U|β〉〈β|U†)) = Tr((U†⊗U†)H(U⊗U)(|α〉〈α|⊗ |β〉〈β|)).
That is for any |α〉, |β〉 and unitary U
Tr((H − (U† ⊗U†)H(U⊗U))(|α〉〈α| ⊗ |β〉〈β|)) = 0
Notice that |α〉〈α| ⊗ |β〉〈β| forms a basis of the space of the linear operators in H⊗H, we have
Tr((H − (U† ⊗U†)H(U ⊗U))2) = 0
Then,
H = (U† ⊗U†)H(U ⊗U)
This is equivalent to the fact that H is a linear combination of Ps and Pas. In other words, there
exist λ1,λ2 such that
H = λ1 I + λ2Pas
Notice that the I component is useless as we can shift the value of Tr(Hρ1,2). By scaling, we only
need to study H = Pas.
For any 0 ≤ µ ≤ 12 , as Example 4, we choose
ρ1 =
1
2
I +
√
[µ(1− µ)]
[−1 0
0 1
]
,
ρ2 =
1
2
I −
√
[µ(1− µ)]
[−1 0
0 1
]
.
According to Lemma 8, we know that
2
√
µ(1− µ) = D(ρ1, ρ2) ≤ 2
√
Tr(Pasρ1,2)Tr(Psρ1,2)
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Then we have
min
ρ1,2∈P(ρ1,ρ2)
Tr(Hρ1,2) = µ.
As the function f is assumed to be bijection, we know that for any 0 ≤ x ≤ 12 , the function must
be in the form
f (x) = 2
√
x(1− x).
However, consider pure states ρ1 = |α〉〈α| and ρ2 = |β〉〈β|, we have
min
ρ1,2∈P(ρ1,ρ2)
Tr(Hρ1,2) =
1− |〈α, β〉|2
2
.
The distance between ρ1 = |α〉〈α| and ρ2 = |β〉〈β| can not be determined by function f (x) =
2
√
x(1− x)
D(|α〉〈α|, |β〉〈β|) 6=
√
(1− |〈α, β〉|2)(1+ |〈α, β〉|2).
This completes the proof.
One can use similar idea to prove that the statement is true if we use infidelity 1− F(ρ1, ρ2) as the
distance measure. Firstly, by Lemma 7 and Example 4, we know that if such function f does exists,
the the function must be
f (x) = 1− |1− 2x|,
for 0 ≤ x ≤ 12 .
However, for pure states ρ1 = |α〉〈α| and ρ2 = |β〉〈β|, we have
min
ρ1,2∈P(ρ1,ρ2)
Tr(Hρ1,2) =
1− |〈α, β〉|2
2
.
The infidelity between ρ1 = |α〉〈α| and ρ2 = |β〉〈β| can not be determined by function f (x) =
1− |1− 2x|
1− F(|α〉〈α|, |β〉〈β|) = 1− |〈α, β〉| 6= 1− |1− 21− |〈α, β〉|
2
2
| = 1− |〈α, β〉|2.
4 Quantum Kantorovich-Rubinstein Inequalities
Although in equality version of quantum Kantorovich-Rubinstein theorem is not possible, we
derive inequalities which can be regarded as quantum generalization of Kantorovich-Rubinstein
theorem in this section. In particular, we show that
Theorem 10. For ρA, ρB be quantum states with the same dimension,
1+ F2(ρA, ρB)
2
≤ max
ρA,B∈P(ρA,ρB)
Tr(PsρAB) ≤ 1+ F(ρA, ρB)
2
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For diagonal density operators ΛA and ΛB with the same dimension d, we can obtain a slightly different
version
F(ΛA,ΛB) +
mini(
√
λA,i −
√
λB,i)
2
2
≤ max
ρA,B∈P(ρA,ρB)
Tr(PsρAB) ≤ 1+ F(ρA, ρB)
2
,
where ΛA = diag{λA,1, · · · ,λA,d} and ΛB = diag{λB,1, · · · ,λB,d} .
The upper bound part follows from Lemma 7 directly. We notice that lower bound part of the di-
agonal version is not covered by the lower bound of the general version by studying the following
example.
Example 6. Let 0 < x < 1 and
ρA =
[
1+x
2 0
0 1−x2
]
ρB =
[
1−x
2 0
0 1+x2
]
Then F(ρA, ρB) =
√
1− x2 and
F(ΛA,ΛB) +
mini(
√
ΛAii −
√
ΛBii)
2
2
=
√
1− x2 + 1−
√
1− x2
2
=
1+
√
1− x2
2
>
2− x2
2
=
1+ F2(ρA, ρB)
2
.
In the following, we first prove the lower bound of the diagonal version,
Lemma 11. Given two distributions (S1, · · · , Sn) and (T1, · · · , Tn) (that is, ∑ni=1 Si = ∑ni=1 Ti = 1),
there exists a d× d matrix X with non-negative elements such that:
n
∑
j=1
Xij = Si, ∀1 ≤ i ≤ n
n
∑
i=1
Xij = Tj, ∀1 ≤ j ≤ n
∑
i>j
(
√
Xij −
√
Xji)
2 ≤ ∑
i
(
√
Si −
√
Ti)
2 −min
i
{(
√
Si −
√
Ti)
2}.
Proof. We will show Algorithm 1 produces such an X satisfying the conditions in the lemma. The
termination of the algorithm is ensured by the fact that, the size of A is strictly decrease at each
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iteration of the while loop, and in for loop the size of B is also bounded by n.
Algorithm 1: Algorithm for Lemma 11
Input: s1, s2, · · · , sn, t1, t2, · · · , tn
Output: n× n matrix X
1 Set A := {1, 2, · · · , n};
2 Set X being a n× n matrix with zero entries;
3 while |A| > 1 do
4 Choose k ∈ A such that max{sk/tk, tk/sk} = maxi∈A{max{si/ti, ti/si}};
5 if sk = tk then
6 Xkk := sk;
7 Delete k from A;
8 else if sk > tk then
9 B := {i ∈ A, si < ti};
10 m = sk/tk;
11 for i in B do
12 x := (ti − si)/(m− 1);
13 if x = tk then
14 Xki := sk; Xik := tk;
15 Xii := ti − sk;
16 Delete i from A;
17 Delete k from A;
18 Break;
19 else if x > tk then
20 Xki := sk; Xik := tk;
21 si := si − tk; ti := ti − sk;
22 Delete k from A;
23 Break;
24 else
25 Xki := m× x; Xik := x;
26 sk := sk −m× x; tk := tk − x;
27 Xii := si − x;
28 Delete i from A;
29 else
30 Similar to the (else if sk > tk) part, but only replace all s by t and t by s.
31 i := A[1]; // Now, A has only one element.
32 Xii := si;
33 return X
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We prove the following statements by induction on the number of iterations.
statement : 1. at the beginning of each round, ∑
i∈A
si = ∑
i∈A
ti.
2. Each time update si and ti, ∑
j
Xij + si = Si, ∑
j
Xji + ti = Ti.
3. if i is deleted from A, then ∑
j
Xij = Si, ∑
j
Xji = Ti.
At the beginning of the first iteration, statement 1, 2, 3 trivially hold.Now suppose at the beginning
of some round, all statements are valid. Assume at line 4, k ∈ A is chosen.
If sk = tk, then at line 7, we delete k from A to obtain A
′ which is just the set A at the beginning of
next iteration, and trivially
∑
i∈A′
(si − ti) = ∑
i∈A
(si − ti)− (sk − tk) = 0.
Moreover, line 6 Xkk := sk is the first time being changed, so ∑i Xki = ∑i 6=k Xki + Xkk = Sk − sk +
sk = Sk, and similarly, ∑i Xik = tk. Therefore, at the beginning of next iteration, all statements still
hold.
Without lose of generality, we only analyse the case sk > tk. At first, each time we update sk and
tk, sk/tk = m is always true because this update only happens in line 25, and trivially,
sk −m× x
tk − x =
m× tk −m× x
tk − x = m.
Suppose xi = (ti − si)/(m− 1). Using statement 1, it is not difficult to realize
∑
i∈B
xi =
∑i∈B(ti − si)
sk − tk tk ≥
sk − tk
sk − tk tk = tk,
which implies that it is impossible that in for loop the program execute the line 25 - 27 for all i ∈ B;
that is, after execute line 25 - 27 for the first several round, the program will always execute the
first two choice of the if statement and then enter the next while loop round.
Each time the program executes line 25 - 27, statement 1 and 2 is not violated because before the
updates:
si + sk − ti − tk = −(m− 1)x+ sk − tk = sk −mx− (tk − x).
Moreover, the updated sk, tk are all positive. The deletion of i does not violate statement 3 because:
Xii + Xik = si, Xii + Xki = si + (m− 1)x = ti,Xii = msi − tim− 1 ≥ 0,
where the last inequality is due to the choice of k (that is, m ≥ ti/si).
If the program executes line 14 - 18, the validity of statement 1 and 3 is due to the fact:
si + sk − ti − tk = −(m− 1)x+mtk − tk = 0.
If the program executes line 20 - 23, statement 2 and 3 are easy to check and so the statement 1 is
also valid.
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In summary, all three statements hold during the loops. Therefore, after the program leaves the
while loop, si = ti if i ∈ A, and so if we set Xii = si, then
n
∑
j=1
Xij = Si, ∀1 ≤ i ≤ n
n
∑
i=1
Xij = Tj, ∀1 ≤ j ≤ n
are both valid. The elements of X are all non-negative which can be seen from above analysis.
To show that X satisfies the third condition in lemma, we first show that each time we update
some si and ti to s
′
i and t
′
i,
(
√
s′i −
√
t′i)
2 ≤ (√si −
√
ti)
2. (1)
The update happens in line 21 and line 26 only. In line 21, note that ti− si = (m− 1)x ≥ (m− 1)tk,
so
t′i − s′i = (ti − sk)− (si − tk) = ti − si −mtk + tk ≥ 0,
and therefore using the fact si ≥ tk and m ≥ tisi ,
0 ≤
√
t′i−
√
s′i =
√
ti −mtk−
√
si − tk ≤
√
ti − ti
si
tk−
√
si − tk = (
√
ti−
√
si)
√
1− tk
si
≤ (√ti−
√
si).
In line 26, similarly we have√
s′i −
√
t′i =
√
si −mx−
√
ti − x = (
√
si −
√
ti)
√
1− mx
si
where the factor 0 ≤
√
1− mxsi ≤ 1. Finally, we show that at each round of while loop, if k is
chosen, then after this round,
∑
i 6=k
(
√
Xik −
√
Xki)
2 ≤ (
√
Sk −
√
Tk)
2.
We assume s = sk and t = tk being the corresponding value at the beginning of this round, so due
to Eqn. (1),
(
√
s−
√
t)2 ≤ (
√
Sk −
√
Tk)
2.
If we realize the fact that, if Xik and Xki are updated, then
Xki
Xik
= m =
s
t
, ∑
i 6=k
Xik = t
therefore,
∑
i 6=k
(
√
Xik −
√
Xki)
2 = ∑
i 6=k
(
√
Xik −
√
mXik)
2 = ∑
i 6=k
Xik(1−
√
m)2 = t(1−√s/t)2 = (
√
t−√s)2.
The off-diagonal elements are only updated during the while loop, and only at most n− 1 round
of the iteration (suppose all the chosen k form a set K, then |K| ≤ n− 1), so:
∑
i>k
(
√
Xik −
√
Xki)
2 ≤ ∑
k∈K
∑
i 6=k
(
√
Xik −
√
Xki)
2 ≤ ∑
k∈K
(
√
Sk −
√
Tk)
2
≤ ∑
k
(
√
Sk −
√
Tk)
2 −min
k
{(
√
Sk −
√
Tk)
2}
which complete the proof.
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Proof of the diagonal version of Theorem 10. SupposeΛA = diag{S1, S2, · · · , Sd} = diag{λA,1, · · · ,λA,d}
and ΛB = diag{T1, T2, · · · , Td} = diag{λB,1, · · · ,λB,d}. Let X being the n× nmatrix in Lemma 11.
Now, we construct the density operator ρ:
ρ = ∑
i
Xii|i〉|i〉〈i|〈i| +∑
i>j
(√
Xij|i〉|j〉 +
√
Xji|j〉|i〉
)(√
Xij〈i|〈j|+
√
Xji〈j|〈i|
)
.
It is easy to verify that ρ ∈ P(ΛA,ΛB). Moreover,
Tr(Psρ) = ∑
i
Xii +
1
2 ∑
i>j
(
Xij + Xji + 2
√
XijXji
)
= 1− 1
2 ∑
i>j
(√
Xij −
√
Xji
)2
≥ 1− 1
2
[
∑
i
(
√
Si −
√
Ti)
2 −min
i
{(
√
Si −
√
Ti)
2}
]
= F(ΛA,ΛB) +
mini(
√
λA,i −
√
λB,i)
2
2
.
To prove the lower bound for general ρA, ρB, we need the following lemmas,
Lemma 12. Given two d-dimensional density operators ρ and σ, there exists decompositions:
ρ =
d
∑
i=1
si|ui〉〈ui|, σ =
d
∑
i=1
ti|vi〉〈vi|
where 0 ≤ si, ti ≤ 1 and |ui〉s |vi〉s are unit vectors for all 1 ≤ i ≤ d, such that:
〈vi|vj〉 = δi,j, 〈vi|ui〉 ≥ 0, F(ρ, σ) =
d
∑
i=1
√
siti〈vi|ui〉.
Proof. The existence can be constructed from the constructive proof of Uhlmann’s theorem. Sup-
pose |ψ〉 = ∑i
√
si|ui〉|i〉 and |φ〉 = ∑i
√
ti|vi〉|i〉 being the purifications of ρ and σ such that
F(ρ, σ) = 〈φ,ψ〉 =
d
∑
i=1
√
siti〈vi|ui〉
According to F(ρ, σ) ≥ 〈φ|ψ〉, we have 〈vi|ui〉 ≥ 0.
Lemma 13. Given rank 2 density operators ρ = s1|u1〉〈u1|+ s2|u2〉〈u2| and σ = t1|v1〉〈v1|+ t2|v2〉〈v2|
such that
F(ρ, σ) =
√
s1t1〈v1|u1〉+
√
s2t2〈v2|u2〉,
There exists a coupling τ ∈ P(ρ, σ), such that:
Tr(Psτ) ≥ 1
2
+
1
2
F(ρ, σ)2.
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Proof. Moreover, we can have
〈v1, v2〉 = 0, 〈u1|u2〉 = re−iθ ,
with r, θ ∈ R.
Let us construct the density operator τ as follows:
τ = (
√
s1t1|u1〉|v1〉 −
√
s2t2e
2iθ |u2〉|v2〉)(
√
s1t1〈u1|〈v1| −
√
s2t2e
−2iθ〈u2|〈v2|)
+ (
√
s1t2|u1〉|v2〉+
√
s2t1|u2〉|v1〉)(
√
s1t2〈u1|〈v2|+
√
s2t1〈u2|〈v1|).
It is straightforward to check τ ∈ P(ρ, σ):
Tr2(τ) = s1t1|u1〉〈u1|+ s2t2|u2〉〈u2|+ s1t2|u1〉〈u1|+ s2t1|u2〉〈u2| = ρ
using t1 + t2 = 1,
Tr1(τ) = s1t1|v1〉〈v1|+ s2t2|v2〉〈v2| −
√
s1t1s2t2(e
−2iθ|v1〉〈v2|〈u2|u1〉+ e2iθ |v2〉〈v1|〈u1|u2〉)
+ s1t2|v1〉〈v1|+ s2t1|v2〉〈v2|+
√
s1t1s2t2|v1〉〈v2|〈u1|u2〉+ |v2〉〈v1|〈u2|u1〉)
= s1|u1〉〈u1|+ s2|u2〉〈u2|
= σ
using s1 + s2 = 1, e
iθ〈u1|u2〉 = e−iθ〈u2|u1〉.
Moreover, we compute Tr(Sτ) (S is the SWAP operator):
Tr(Sτ) = (
√
s1t1〈u1|〈v1| − e−2iθ
√
s2t2〈u2|〈v2|)(
√
s1t1|v1〉|u1〉 − e2iθ
√
s2t2|v2〉|u2〉)
+ (
√
s1t2〈u1|〈v2|+
√
s2t1〈u2|〈v1|)(
√
s1t2|v2〉|u1〉+
√
s2t1|v1〉|u2〉)
= s1t1(〈u1|v1〉)2 + s2t2(〈u2|v2〉)2 −
√
s1t1s2t2[e
2iθ〈u1|v2〉〈v1|u2〉+ e−2iθ〈u2|v1〉〈v2|u1〉]
+ s1t2(〈u1|v2〉)2 + s2t1(〈u2|v1〉)2 +
√
s1t1s2t2[〈u1|v1〉〈v2|u2〉+ 〈u2|v2〉〈v1|u1〉]
= [
√
s1t1〈u1|v1〉+
√
s2t2〈u2|v2〉]2 + |
√
s1t2〈u1|v2〉e2iθ −
√
s2t1〈u2|v1〉|2
≥ F(ρ, σ)2.
Therefore, we obtain the following inequality:
Tr(Psτ) = Tr
(1
2
(I + S)τ
)
=
1
2
+
1
2
Tr(Sτ) ≥ 1
2
+
1
2
F(ρ, σ)2.
Lemma 14. Given two distributions (s1, s2, · · · , sd) and (t1, t2, · · · , td), there exists a matrix X with
non-negative elements such that:
∀ 1 ≤ i ≤ d, ∑
j
Xij = 1,
∀ 1 ≤ i, j ≤ d, Xijsi + Xjisj = Xijti + Xjitj.
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Proof. The following Algorithm 2 produces such an X satisfies all conditions. The correctness of
the algorithm can be easily checked.
Algorithm 2: Algorithm for Lemma 14
Input: s1, s2, · · · , sn, t1, t2, · · · , tn
Output: n× n matrix X
1 Initial sets A, B := ∅; // Two empty sets A and B.
2 Initial array c1, c2, · · · , cn := 1;
3 Initial n× nmatrix X with zero elements;
4 for i = 1 to n do
5 if si = ti then
6 Xii := si;
7 else if si > ti then
8 add i to A;
9 else
10 add i to B;
11 while |A| ≥ 1 do
12 Choose k ∈ A ∪ B such that ck|sk − tk| = mini∈A∪B{ci|si − ti|};
13 if k ∈ A then
14 choose i ∈ B;
15 else
16 choose i ∈ A;
17 Xki := ck;
18 Xik := Xki|sk − tk|/|si − ti|;
19 ci := ci − Xik;
20 delete k from A and B;
21 if ci = 0 then
22 delete i from A and B;
23 return X
Proof of Theorem 10 for general ρA and ρB. According to Lemma 12 and Lemma 14, we decompose ρ
and σ as:
ρ =
d
∑
i=1
si|ui〉〈ui|, σ =
d
∑
i=1
ti|vi〉〈vi|.
and assume X is the corresponding matrix. We first construct following matrices:
∀ 1 ≤ i ≤ d, ρi = siXii|ui〉〈ui|, σi = tiXii|vi〉〈vi|, Tr(ρi) = Tr(σi) = siXii = tiXii;
∀ 1 ≤ i 6= j ≤ d, ρij = siXij|ui〉〈ui|+ sjXji|uj〉〈uj|, σij = tiXij|vi〉〈vi|+ tjXji|vj〉〈vj|,
Tr(ρij) = Tr(σij) = siXij + sjXji.
Trivially,
ρ = ∑
i
ρi + ∑
i<j
ρij, σ = ∑
i
σi + ∑
i<j
σij.
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Moreover, using the properties of X and Uhlmann’s theorem (see Remark in Lemma 12), we ob-
serve:
∑
i
F(ρi, σi) + ∑
i<j
F(ρij, σij)
≥ ∑
i
siXii〈ui|vi〉+∑
i<j
(
√
siXijtiXij〈ui|vi〉+
√
sjXjitjXji〈uj|vj〉)
= ∑
i
√
sitiXii〈ui|vi〉+∑
i
∑
j 6=i
√
sitiXij〈ui|vi〉
= ∑
i
∑
j
√
sitiXij〈ui|vi〉
= ∑
i
√
siti〈ui|vi〉
= F(ρ, σ)
We choose τi = siXii|ui〉|vi〉〈ui|〈vi| being the coupling of ρi and σi such that
Tr(Psτi) =
1
2
siXii +
1
2
siXii(〈ui|vi〉)2 = 1
2
Tr(ρi) +
1
2
1
Tr(ρi)
F(ρi, σi)
2,
and τij being the coupling of ρij and σij which satisfy
Tr(Psτij) ≥ 1
2
Tr(ρij) +
1
2
1
Tr(ρij)
F(ρij, σij)
2
according to Lemma 13 as both ρij and σij are rank 2 matrices. Therefore,
τ = ∑
i
τi + ∑
i<j
τij
is a coupling of ρ and σ.
Now, we are ready to obtain:
Tr(Psτ) = ∑
i
Tr(Psτi) +∑
i<j
Tr(Psτij)
≥ 1
2
[
∑
i
Tr(ρi) +∑
i<j
Tr(ρij)
]
+
1
2
[
∑
i
F(ρi, σi)
2
Tr(ρi)
+ ∑
i<j
F(ρij, σij)
2
Tr(ρij)
]
≥ 1
2
+
1
2
[
∑k F(ρk, σk) + ∑i<j F(ρij, σij)
]2
∑k Tr(ρk) + ∑i<j Tr(ρij)
≥ 1
2
+
1
2
F(ρ, σ)2
using Cauchy-Schwarz inequality.
5 Tripartite Marginal Problem
In this section, we employ the techniques in Section 3 to study the tripartite marginal problem.
Consider a tripartite Hilbert space H = HA ⊗HB ⊗HC with d1 = dHA = dHB and d2 = dHC . We
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study the problem on the existence of a tripartite state ρABC ∈ D(H) with given reduced density
matrices ρAB = TrC ρABC ∈ D(HA ⊗HB), ρAC = TrB ρABC ∈ D(HA ⊗HC) and ρBC = TrA ρABC ∈
D(HB ⊗HC).
Another necessary condition of the marginal problem which gives a constrain on the fidelity of its
marginals.
Theorem 15. For ρABC ∈ D(H), we have
F(ρAC, ρBC) ≥ |Tr[(Pas ⊗ IC)ρABC]− Tr[(Ps ⊗ IC)ρABC]| = |Tr(PasρAB)− Tr(PsρAB)| = D(~p(ρAB),~q(ρAB)).
where ~p(ρAB),~q(ρAB) are defined in 7.
Proof. The proof is also divided into two steps. In the first step, we show this statement is valid
for pure states. In the second step, we prove it holds for any state by the concavity arguments.
STEP 1: Let
|ψ〉ABC =
d2−1
∑
j=0
(Mj ⊗ I) |Φ〉AB |j〉C =
d2−1
∑
j=0
(I ⊗MTj ) |Φ〉AB |j〉C .
We choose
Ej =
Mj + M
T
j
2
, Fj =
Mj −MTj
2
=⇒ Mj = Ej + Fj, ETj = Ej, FTj = −Fj.
We can verify the following,
Tr[(Ps ⊗ IC) ψABC] = Tr(PsψAB) =
d2−1
∑
j=0
||E†j Ej||1,
Tr[(Pas ⊗ IC) ψABC)] = Tr(PasψAB) =
d2−1
∑
j=0
||F†j Fj||1.
Since we are considering the fidelity between ψAC and ψBC, they are regard living in the same
space now. We use |ψ〉ABC to be the purification of ψAC, and SAB |ψ〉ABC to be the purification of
ψBC.
According to Uhlmann’s theorem (Fact 4), we know that
F(ψAC,ψBC) = max
UA
|〈ψ|(UA ⊗ IBC)SAB |ψ〉 | = max
UA
|
d2−1
∑
j=0
Tr(M†jUAM
T
j )| = ||
d2−1
∑
j=0
MjM
∗
j ||1,
where SAB is the SWAP operator ofHA ⊗HB and UA is ranging over all unitary ofHA.
Notice that
||
d2−1
∑
j=0
MjM
∗
j ||1 = ||(
d2−1
∑
j=0
MjM
∗
j )
†||1 = ||
d2−1
∑
j=0
MTj M
†
j ||1,
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we have
F(ψAC,ψBC) =||
d2−1
∑
j=0
MjM
∗
j ||1
=||1
2
d2−1
∑
j=0
MjM
∗
j ||1 + ||
1
2
d2−1
∑
j=0
MTj M
†
j ||1
≥||1
2
d2−1
∑
j=0
MjM
∗
j +
1
2
d2−1
∑
j=0
MTj M
†
j ||1
=||1
2
d2−1
∑
j=0
[(Ej + Fj)(Ej + Fj)
∗ + (Ej + Fj)T(Ej + Fj)†]||1
=||1
2
d2−1
∑
j=0
[(Ej + Fj)(E
T
j − FTj )∗ + (Ej − Fj)(Ej + Fj)†]||1
=||1
2
d2−1
∑
j=0
[(E+ F)(E† − F†) + (Ej − Fj)(E†j + F†j )]||1
=||
d2−1
∑
j=0
(EjE
†
j − FjF†j )||1
≥|||
d2−1
∑
j=0
EjE
†
j ||1 − ||
d2−1
∑
j=0
FjF
†
j ||1|
=|Tr[(Pas ⊗ IC]ρABC]− Tr[(Ps ⊗ IC)ρABC]|
=|Tr(PasψAB)− Tr(PsψAB)|,
where the first inequality is according to the triangle inequality, so is the second inequality.
STEP 2: Now we are going to show this statement is true for general quantum states. Assume
ρABC = ∑ piψi with ψis being pure states, we can have
ρAC = ∑ piψiAC, ρBC = ∑ piψiBC.
Therefore, we have
F(ρAC, ρBC) = F(∑ piψiAC,∑ piψiBC)
≥ ∑ piF(ψiAC,ψiBC)
≥ ∑ pi|Tr(Pasψi)− Tr(Psψi)|
≥ |Tr(Pas ∑ piψi)− Tr(Psy ∑ piψi)|
= |Tr[(Pas ⊗ IC]ρABC]− Tr[(Ps ⊗ IC)ρABC]|
= |Tr(PasρAB)− Tr(PsρAB)|,
where the first inequality is due to the strong concavity of fidelity, the second is due to the pure
state case, and the third inequality is because of the triangle inequality.
We observe that this bound is tight by studying Example 4.
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We first show that the following necessary condition of the above marginal problem which gives
a constrain on the distance of its marginal.
Theorem 16. For ρABC ∈ D(H), we have
D(ρAC, ρBC) ≤ 2
√
Tr[(Pas ⊗ IC) ρABC]Tr[(Ps ⊗ IC) ρABC] = 2
√
Tr(PasρAB)Tr(PsρAB) = F(~p(ρAB),~q(ρAB)),
where Pas and Ps are respectively defined as the projections onto the anti-symmetric subspace and the sym-
metric subspace ofHA ⊗HB, and ~p(ρAB),~q(ρAB) are defined in 7.
Proof. By the relation between fidelity and distance 5 and the above lemma, we have
D(ρAC, ρBC) ≤
√
1− F2(ρAC, ρBC) ≤
√
1− D2(~p(ρAB),~q(ρAB)) = 2
√
Tr(PasρAB)Tr(PsρAB) = F(~p(ρAB),~q(ρAB)).
One can directly employ Example 5 to observe this bound is tight.
Based on these two results, we are able to give a class of criteria for the tripartitemarginal problem.
Theorem 17. For ρAB ∈ D(HA ⊗HB), ρAC ∈ D(HA ⊗HC) and ρBC ∈ D(HB ⊗HC), there exists a
tripartite state ρABC ∈ D(HA ⊗HB ⊗HC) with these marginals only if
F[ρAC, ((EB ⊗ IC)ρBC] ≥ |Tr[Pas(IA ⊗ EB)(ρAB)]− Tr[Ps(IA ⊗ EB)(ρAB)|
hold for any quantum channel EB.
Proof. If there exists such a ρABC for ρAB, ρBC and ρAC, then for any unitary quantum channel EB,
the state (IAC⊗EB)(ρABC)must have marginals (IA⊗EB)ρAB, (IC⊗EB)ρBC and ρAC. Then we can
directly apply Theorem 16.
To see our criteria are “universal”, we notice that for any HA, HB and HC with dimension dA ≤
dB ≤ dC, the system can be embedded into dB ⊗ dB ⊗ dC, or dA ⊗ dC ⊗ dC, or dC ⊗ dB ⊗ dC. Now
two local dimensions are equal and we can apply our results.
6 Conclusion and Discussion
In this paper, we propose a quantum earthmover’s distance and prove a no-go quantumKantorovich-
Rubinstein theorem. Then we provide a new class of criteria for the tripartite marginal problem.
It would be interesting to find more applications of this quantum earth mover’s distance. One
of the possible application is to derive other versions of quantum Kantorovich-Rubinstein the-
orem. For marginal problem, one problem is to generalize our criteria into the multipartite ver-
sion. Recall that in our proof, we use projections onto the symmetric subspace and anti-symmetric
subspace which are nothing but the two copy irreducible representations induced by Shur-Weyl
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duality. We believe that the multi-copy irreducible representations given in the general Shur-Weyl
duality [45] play a key role in the studying of the multipartite quantum marginal problem.
Theory of classical optimal transpose has being increasingly used to unlock various problems in
imaging sciences (such as color or texture processing), computer vision and graphics (for shape
manipulation) or machine learning (for regression, classification and density fitting). We believe
that the theory of quantum optimal transpose would be useful in studying machine learning, in
particular, quantum machine learning.
We thank Doctor Christian Schilling and Professor Andreas Winter for suggestions on references.
We are grateful for Professor AndreasWinter’s discussion about Kantorovich-Rubinstein theorem.
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