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Zusammenfassung
Zur vollständigen Beschreibung eines monochromatischen Wellenfeldes ist die Kenntnis über
die Amplituden- und Phasenverteilung unabdingbar. Während sich die messtechnische Er-
fassung der Amplitudenverteilung durch lichtempfindliche Sensoren recht einfach realisieren
lässt, gestaltet sich die Bestimmung der Phasenverteilung weitaus schwieriger. Die Phasen-
verteilung eines optischen Wellenfeldes kann nur über indirekte Verfahren gewonnen werden.
Es ergibt sich ein sogenanntes phase retrieval Problem. Zur Lösung dieses Problems bie-
ten sich verschiedene Verfahren aus dem Bereich der berührungslosen und zerstörungsfreien
optische Messtechnik an. In dieser Arbeit wird ein deterministisches Verfahren zur Phasen-
rekonstruktion mit Hilfe Greenscher Funktionen vorgestellt. Die erste Greensche Identität
dient als Grundlage zur Entwicklung einer Gleichung, welche in der Lage ist, bei der Re-
konstruktion einer Phasenverteilung spezifische Randbedingungen zu berücksichtigen. Dies
ermöglicht unter anderem eine genaue Charakterisierung von Phasenobjekten bzw. ihren op-
tischen Eigenschaften, wie beispielsweise der Brechzahlverteilung. Das vorgestellte Verfahren
zur Phasenrekonstruktion basiert einerseits auf schnellen Algorithmen, welche die Leistung
von parallelen Prozessoren ausnutzen und andererseits auf geschickten experimentellen Auf-
bauten, mit welchen die notwendigen Eingangsdaten zur Lösung der Gleichung simultan
gewonnen werden können. Es ergibt sich damit die Möglichkeit, die Amplituden- und Pha-
senverteilung eines Wellenfeldes in Echtzeit zu bestimmen und daraus folgend ein Mittel zur
quantitativen Bewertungen und Analyse von dynamischen Prozessen sowohl in der Industrie
als auch im Bereich der Life Sciences.
Abstract
In order to describe a monochromatic wave field entirely, knowledge about the amplitude
and phase distribution is elementary. While it is easy to measure the amplitude distribution
of an optical wave field by the use of photosensitive detectors, the determination of the
phase distribution is by far more difficult. Due to the fact, that the phase distribution can
not be measured directly, a problem of phase retrieval is presented. This problem may be
solved by applying a non-contacting and non-destructive optical metrology technique. In
this thesis a deterministic method for phase retrieval based on Green’s functions will be
introduced. Green’s first identity serves as a starting point to derive an equation for phase
retrieval considering different boundary conditions. Among others, this allows an exact
characterization of phase objects, or their optical properties, as for example the refractive
index distribution. On the one hand, the presented phase retrieval technique is based on
fast algorithms which take advantage of the performance of parallel processors. On the other
hand, skilful experimental setups allow the simultaneous acquisition of the input data, which
are necessary to solve the phase retrieval equation. It follows that the presented technique is
able to determine the amplitude and phase distribution of a wave field in real-time. Hence this
technique enables the quantitative evaluation and analysis of dynamic processes in industry
as well as in the area of life sciences.
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Menschen besitzen die Fähigkeit, Objekte und Gegenstände funktional zu bewerten, indem sie
zum Beispiel die Form oder Kontur visuell erfassen und die Materialzusammensetzung und -
beschaffenheit durch Tasten wahrnehmen. Dies ermöglicht ihnen, anhand verschiedener Kriterien
zu entscheiden, ob ein Objekt beispielsweise ihren Ansprüchen genügt oder ob es seine vorge-
sehene Aufgabe erfüllen kann. Für Menschen gestaltet sich diese Auswahl intuitiv, wohingegen
dies für Maschinen und Geräte eine komplexe Aufgabe darstellt. Es sind aber gerade Letztere,
welche in industriellen Abläufen für solche Zwecke eingesetzt werden. Als Beispiele können hier
die Entwicklung und Überwachung von Fertigungsprozessen oder die Qualitätssicherung in der
Produktion angeführt werden, die garantieren soll, dass die hergestellten Gegenstände den an sie
gestellten Anforderungen gerecht werden. Einige Gründe für die Verwendung von Maschinen in
diesen Bereichen sind, dass die extrem hohe Anforderung an die Geschwindigkeit von Menschen
kaum zu erfüllen ist, dass Menschen die sehr monotone Beschäftigung kaum zuzumuten ist und
dass Menschen zu kleine Objekte schlicht nicht erkennen können. Auch in anderen Bereichen,
wie beispielsweise den Life Sciences, ist der Einsatz von maschinellen Messgeräten aufgrund
der besonderen Größe und Art der Objekte mittlerweile unabdingbar. In der Zell- und Mole-
kularbiologie geben quantitative Auswertungen der Form und Zusammensetzung einer Probe
Aufschluss über ihre Funktionsweise. Zur Identifizierung und Charakterisierung von Zellen und
Mikroorganismen werden im Bereich der medizinischen Diagnostik Informationen über Gestalt
und Struktur herangezogen, und mit Hilfe hochtechnisierter Systeme können Vorgänge und Zu-
stände in biologischen Proben beschrieben werden. Die Kenntnis über objektspezifische Größen
wie zum Beispiel Form, Materialzusammensetzung oder deren zeitliche Änderung, ist demnach
in verschiedensten Bereichen von großem Belang. Gleichzeitig stellt sich aber immer wieder die
Frage, wie unter den gegebenen Bedingungen diese Kenngrößen maschinell und quantitativ er-
fasst werden können. Eine Möglichkeit eröffnet dabei die berührungslose und zerstörungsfreie
optische Messtechnik.
Wird ein Objekt mit Licht beleuchtet, so sind Informationen über dessen Form und Materialbe-
schaffenheit in der Amplituden- und Phasenverteilung des vom Objekt beeinflussten Wellenfeldes
enthalten. Während die Amplitudenverteilung eines Wellenfeldes durch Einsatz lichtempfindli-
chen Sensoren relativ einfach bestimmt werden kann, gestaltet sich die Ermittlung der Phasen-
verteilung hingegen schwierig. Zur vollständigen Beschreibung eines Wellenfeldes ist aber die
Kenntnis der Amplituden- und Phasenverteilung unabdingbar. Da die Phasenverteilung aber
aufgrund der hohen Frequenzen des sichtbaren Spektralbereiches nicht direkt zugänglich ist,





Die am weitesten verbreitete Lösung des phase retrieval Problems ist die Interferometrie. Hier-
bei wird das Wellenfeld, dessen Phasenverteilung bestimmt werden soll, kohärent mit einer
Referenzwelle bekannter Phasenverteilung überlagert [1]. Mit Hilfe geeigneter Methoden kann
anschließend aus dem resultierenden Interferogramm die Phasenverteilung des Objektes extra-
hiert werden [2, 3]. Die Schwierigkeiten der interferometrischen Verfahren liegen vor allem in
den extrem hohen Anforderungen an den optischen Aufbau und die benötigten Lichtquellen [4].
Einsatzfelder dieser Verfahren liegen unter anderem im Bereich der Fertigung optischer Kompo-
nenten, um einen Produktionsprozess mit dauerhaft hoher Qualität zu gewährleisten.
Andere Methoden zur Ermittlung der Phasenverteilung eines Wellenfeldes gehören zu der Klas-
se der sogenannten inversen Probleme. Hierbei wird die Phasenverteilung nicht auf Basis in-
terferometrischer Messungen bestimmt, sondern mit Hilfe einfacher Intensitätsaufnahmen, die
durch Propagation oder Abbildung gewonnen wurden. Gerade diese Verfahren haben in den
letzten Jahren immer mehr Einzug in die optische Messtechnik gehalten, da sie die Nachteile
der Interferometrie umgehen. Die häufigsten Ansätze zur Lösung dieses Problems stellen dabei
die iterativen Methoden dar, da eine geschlossene Lösung meist nur schwierig zu formulieren
ist [5, 6]. Leider zeigen diese Algorithmen oft Probleme mangelnder Eindeutigkeit und Konver-
genz, wobei gleichzeitig der iterative Charakter zu langen Rechenzeiten führt [7–9]. Durch eine
deutlich höhere Anzahl von Eingangsdaten konnten diese Verfahren vor allem in Bezug auf die
oben angeführten Probleme verbessert werden [10–15]. Der Einsatz phasenschiebender räum-
licher Lichtmodulatoren [16] ermöglicht dabei den Aufbau kompakter Messsysteme, weshalb
unter den iterativen phase retrieval Techniken diese Ansätze als besonders erfolgversprechend
gelten [17–23]. Der große Nachteil langer Rechenzeiten aufgrund ihres iterativen Charakters
bleibt dabei allerdings erhalten.
Bei den wenigen aus der Literatur bekannten deterministischen Verfahren müssen bestimmte
Annahmen über die Eigenschaften des zu untersuchenden Wellenfeldes gemacht werden, um
eine geschlossene Gleichung zu formulieren. Beispiele sind unter anderem die Arbeiten von Mar-
tin et al. und Nakajima [24–30], welche aber wegen des enormen numerischen Aufwandes und
der notwendigen Vorkenntnisse über das Objekt nur bedingt einsetzbar sind. Die von Kou und
Sheppard und Paganin et al. publizierten Ansätze zeigen, wie die Aufnahmen eines differentiellen
Interferenzkontrast (DIK)-Mikroskopes [31] herangezogen werden können, um auf deterministi-
schem Wege die Phasenverteilung eines zu untersuchenden Objektes zu gewinnen [32–34]. Die
Qualität der rekonstruierten Phasenverteilung ist dabei aber sehr stark von der Qualität des
experimentellen Aufbaus und dem Geschick des Experimentators abhängig.
Eines der bekanntesten Verfahren zur deterministischen Phasenrekonstruktion ist die sogenannte
transport-of-intensity equation (TIE), die erstmals 1983 von Teague vorgestellt wurde [35]. Die
TIE beschreibt den Zusammenhang zwischen der Phasenverteilung eines Wellenfeldes und der
Änderung der Intensitätsverteilung in Ausbreitungsrichtung. Zur Rekonstruktion der Phasen-
verteilung eines zu untersuchenden komplexen Wellenfeldes benötigt dieses Verfahren als Ein-
gangsdaten lediglich Intensitätsaufnahmen des Wellenfeldes aus unterschiedlichen Ebenen senk-
recht zur Ausbreitungsrichtung, welche sich mit einfachen zweidimensionalen (CCD-)Sensoren
detektieren lassen. Messverfahren, die auf Näherungen der TIE basieren, sind unter den Namen
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curvature sensing und phase diversity vor allem im Bereich der adaptiven Optik (AO) bekannt,
da sie die gesuchte Phasenverteilung relativ schnell rekonstruieren und somit AO-Regelkreise ge-
schlossen angesteuert werden können [36–38]. Neueste Ansätze verknüpfen diese Näherungen gar
mit iterativen Verfahren [39]. Vorteil dieser Kombination ist die sichere Konvergenz im Vergleich
zu reinen iterativen Methoden. Nachteilig ist aber wiederum die lange Rechenzeit. Während sich
die TIE einfach formulieren lässt, gestaltet sich ihre näherungsfreie Lösung als schwierig. Dies
wurde auch schon von Beleggia et al. angemerkt: „The main problem that raises a considerable
amount of skepticism in the scientific community, is how to proceed further in extracting the
phase information from the TIE“ [40]. Die TIE hat die Form einer partiellen Differentialglei-
chung zweiter Ordnung und kann deshalb nur unter Berücksichtigung spezifischer Randbeding-
ungen gelöst werden. Das von Teague vorgeschlagenen Verfahren zu Lösung der TIE basierte
auf der Verwendung der Greenschen Funktion des freien Raumes und macht damit, wie andere
gängige Lösungsverfahren, explizite Annahmen über die Randbedingungen des Objektes [35].
Dies führt bei einer Vielzahl von Proben zu starken numerischen Artefakten in der berechne-
ten Phasenverteilung [41, 42]. Zusätzlich wurde die von Teague beschriebene Lösung auf reine
Phasenobjekte mit konstanter Intensität beschränkt [35]. Ein wesentlicher Fortschritt wurde in
diesem Bereich von Paganin und Nugent erzielt. Sie stellten einen schnellen und robusten Al-
gorithmus zur Lösung der TIE auf Basis von zweidimensionalen Fourier-Transformationen vor,
welcher auch schwache Intensitätsmodulationen berücksichtigen kann [43–45]. Die Verwendung
der Fourier-Transformationen setzt aber periodische Randbedingung für das zu untersuchende
Objekt voraus [46,47]. Dies wiederum entspricht der Annahmen des unbegrenzten freien Raum-
es, welche auch von Teague gemacht wurde [41]. Periodische Randbedingungen für das Objekt
stehen aber meist im Widerspruch zu den experimentellen Gegebenheiten. Deshalb publizierten
Gureyev et al. eine Lösung der TIE unter Berücksichtigung von Randbedingungen [48, 49], in-
dem sie die TIE in eine Summe von orthogonalen Zernike-Polynomen [50] zerlegten. Nachteile
dieser Technik sind, dass die meisten (CCD-)Detektoren rechteckig sind und eine Transformati-
on der gemessenen Intensitätsverteilungen in Polarkoordinaten zu numerischen Fehlern führen
kann. Sollte außerdem das Objekt keine radiale Symmetrie aufweisen, wäre eine Zerlegung des
Signals in Fourier-Koeffizienten besser geeignet [49]. Gureyevs Ansatz der Zerlegung in Zernike-
Polynome basiert darüber hinaus auf einer zeitintensiven Inversion einer Matrix, wobei die Größe
der Matrix von der Anzahl der für die Zerlegung hinzugezogenen Polynome abhängig ist. Dem-
zufolge würde die Verwendung der Fourier-Transformation die Berechnungszeit, im Vergleich
zur Zerlegung in Zernike-Polynomen, deutlich reduzieren. Dies führt aber unweigerlich auf die
bereits erwähnten Schwierigkeiten der periodischen Randbedingungen.
Ziele und Aufbau der Arbeit
In Rahmen dieser Arbeit soll eine verallgemeinerte deterministische Methode zur Phasenrekon-
struktion vorgestellt werden, welche die von Paganin und Nugent vorgeschlagene Lösung der
TIE [43–45] als Spezialfall enthält. Dabei bilden die erste Greensche Identität und Greensche
Funktionen die Grundlage dieses Rekonstruktionsverfahrens, welches in Kapitel 2 eingeführt
wird. Aufgrund der Formulierung mit Hilfe Greenscher Funktionen kann die vorgestellte Me-
thode sowohl Dirichlet- und Neumann-Randbedingungen als auch die des unbegrenzten freien
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1 Einführung
Raumes bei der Rekonstruktion der Phasenverteilung berücksichtigen [41]. Die Art der Glei-
chung ermöglicht außerdem die Verwendung gemischter Randbedingungen und damit eine ge-
naue Anpassung der Lösungsgleichung an objektspezifische Randbedingungen. Deshalb kann,
im Vergleich zu anderen gängigen Verfahren, die gesuchte Phasenverteilung mit höherer Ge-
nauigkeit rekonstruiert werden [42]. Dies stellt ein entscheidendes Ziel der Arbeit dar und soll
in Kapitel 3 anhand von Simulationen aufgezeigt werden. Als weiteres Ziel gilt es, den ex-
perimentellen Aufwand für das Rekonstruktionsverfahren möglichst gering zu halten, um die
Technik mit Standardlaborausstattung umsetzen zu können. Dabei soll die Rekonstruktion der
gesuchten Phasenverteilung in Echtzeit realisierbar sein. Dies eröffnet die Möglichkeit, sowohl
die Amplituden- als auch die Phasenverteilung eines Objektes gleichzeitig zu beobachten und
quantitativ zu erfassen. Produktionsprozesse oder auch dynamische Vorgänge in biologischen
Proben können mit diesem deterministischen Verfahren mit hinreichend hoher zeitlicher Auflö-
sung bewertet und ausgewertet werden. In Kapitel 4 werden die dafür notwendigen experimen-
tellen Ansätze im Detail vorgestellt. Sie basieren einerseits auf schnellen Algorithmen, welche
die Leistung von parallelen Prozessoren ausnutzen und andererseits auf geschickten optischen
Aufbauten, welche die Intensitätsverteilungen aus unterschiedlichen Ebenen gleichzeitig detek-
tieren [51, 52]. Da die rekonstruierte Phasenverteilung der zu dem Objekt gehörigen optischen
Weglänge entspricht, lässt sich darüber auf bestimmte optische Eigenschaften rückschließen [53].
Ist zum Beispiel die Geometrie eines Objektes bekannt, so kann anhand der optischen Weglänge
dessen Brechzahl berechnet werden. Entsprechende Ergebnisse werden in Kapitel 5 gezeigt und
diskutiert. Eine Zusammenfassung der Arbeit mit Ausblick erfolgt abschließend in Kapitel 6.
Um vor allem die Kapitel 2 und 3 möglichst übersichtlich und klar strukturiert zu halten, wur-
de die Arbeit des Weiteren so aufgebaut, dass die genauen mathematischen Herleitungen zum
deterministischen Phasenrekonstruktionsverfahren zusammen mit den notwendigen Grundlagen
zu Greenschen Funktionen, im Anhang A zu finden sind.
4
2 Physikalische Grundlagen und theoretische
Vorbetrachtungen
In diesem Kapitel sollen die für diese Arbeit relevanten physikalischen Grundlagen erläutert
werden. Darunter fällt die Beschreibung der Ausbreitung von monochromatischem Licht im
freien Raum und deren mathematische Näherungen. In einem weiteren Abschnitt wird das auf
Greenschen Funktionen basierende deterministische Phasenrekonstruktionsverfahren hergeleitet
und in Zusammenhang mit der am weitesten verbreiteten Technik, der transport-of-intensity
equation (TIE) [35], gebracht.
2.1 Parabolische Wellengleichung
Die Ausbreitung elektromagnetischer Wellen ist durch die Maxwell-Gleichungen und der dar-
aus resultierenden Wellengleichung genau bestimmt [50]. Unter der Annahme von monochro-
matischen stationären Feldern kann die Wellengleichung weiter vereinfacht werden: Wird jede
Vektorkomponente des magnetischen bzw. elektrischen Feldes einzeln betrachtet und diese mit
Uz(r) bezeichnet, so ergibt sich die skalare Helmholtz-Gleichung als monochromatische Lösung
der Wellengleichung im freien Raum [54]
∇2Uz(r) + k2Uz(r) = 0 (2.1)
wobei ∇2 für den Laplace-Operator, k = 2pi/λ für die Wellenzahl, λ für die Wellenlänge des
Lichts und r = (x, y) für den Ortsvektor in kartesischen Koordinaten in der (x, y)-Ebene steht.
Der Index z bezeichnet die Entfernung vom Ursprung des Koordinatensystems entlang der op-
tischen Achse. Das Feld Uz(r) wird dabei durch seine Phasen- Φz(r) und Intensitätsverteilung
Iz(r) definiert. Es wird dabei angenommen, dass die Intensitätsverteilung Iz(r) überall in einer
Entfernung z, zum Beispiel mit einem zweidimensionalen Detektor, messbar ist. Die komple-
xe Funktion Uz(r) beschreibt somit eine skalare Welle in der (x, y)-Ebene im Abstand z vom
Ursprung und wird folgendermaßen definiert:
Uz(r) =
√
Iz(r) exp [−iΦz(r)] (2.2)
Die Helmholtz-Gleichung, wie sie in Gleichung (2.1) dargestellt ist, beschreibt die Ausbreitung
von monochromatischem Licht im freien Raum. Fundamentallösungen sind, wie auch für die
Wellengleichung, neben der Kugelwelle auch die ebene Welle [1].
Im Rahmen dieser Arbeit sollen aber elektromagnetische Felder untersucht werden, deren Aus-
breitung mit guter Genauigkeit dem paraxialen Bereich zugeordnet werden können. Die Wellen
breiten sich demnach nur unter kleinem Winkel zur optischen Achse aus und ermöglichen somit
5
2 Physikalische Grundlagen und theoretische Vorbetrachtungen
deren Beschreibung mit Hilfe der Fresnel-Näherung: Die Phasenfronten der Wellen werden durch
Parabeln und nicht durch Kugeln dargestellt. Diese Vereinfachung führt auf eine Wellengleich-
ung, die im Weiteren als parabolische Wellengleichung bezeichnet wird. Die Herleitung dieser
Gleichung beruht auf der sogenannten slowly varying envelope approximation. Hierbei wird an-
genommen, dass die komplexe Wellenfunktion von einer sich nur leicht ändernden einhüllenden
Funktion moduliert wird. Eine ausführliche Herleitung der parabolischen Wellengleichung ist un-
ter anderem in [54] zu finden. Die komplexe Funktion Uz(r) erfüllt in der parabolischen Näherung









Uz(r) = 0 (2.3)
Der neu eingeführte Operator ∇2T = ∂2/∂x2 + ∂2/∂y2 bezeichnet den transversalen Laplace-
Operator, welcher nur in der (x, y)-Ebene wirkt. Fundamentallösungen der parabolischen Wel-
lengleichung (2.3) sind, neben der Fresnel-Näherung der Kugelwelle, unter anderem der in der
Laserphysik so wichtige Gaußsche-Strahl [54].
Die parabolische Wellengleichung (2.3) dient in dieser Arbeit als Grundlage zur Beschreibung
der Wellenausbreitung, da alle Felder im Folgenden als paraxial angenommen werden.
2.2 Fresnel-Näherung und Ausbreitung von monochromatischem
Licht
Fällt monochromatisches Licht auf ein Hindernis, so kann die Ausbreitung des Lichtes hinter der
Störung durch die skalare Beugungstheorie beschrieben werden. Bedingt durch die experimen-
tellen Gegebenheiten können die benötigten Beugungsintegrale verschieden ausgedrückt werden,
wobei jede Art der Formulierung Vor- bzw. Nachteile besitzt [16, 55, 56]. Da die theoretischen
Betrachtungen in dieser Arbeit auf der parabolischen Wellengleichung [siehe Gleichung (2.3)]
und damit auf paraxialen Strahlen basiert, liegt es nahe, die Darstellung von Fresnel zu wählen.
Hierbei wird von vornherein davon ausgegangen, dass nur Lichtwellen zur Beugungserscheinung
beitragen, die unter kleinem Winkel zur optischen Achse verlaufen [16].
Die Grundlage des Fresnel-Beugungsintegrals bildet das Huygens-Fresnelsche Prinzip. Es besagt,
dass jeder Punkt einer Wellenfront als Quellpunkt einer neuen Kugelwelle betrachtet werden
kann [50]. Das optische Wellenfeld Uz(x, y) im Abstand z von einer beugenden Öffnung U0(ξ, η)












Die beugende Öffnung befindet sich hierbei in der (ξ, η)-Ebene, während die parallel dazu lie-
gende (x, y)-Ebene die Detektorebene darstellt. Die Größe θ beschreibt den Winkel zwischen
der Normalen der beugenden Öffnung und dem Vektor der von einem Quellpunkt innerhalb
der beugenden Öffnung zu einem Beobachtungspunkt in der Detektorebene zeigt. Der Term
cos(θ) = z/r wird auch als Neigungsfaktor bezeichnet und beinhaltet die Winkelabhängigkeit
der Beugungsamplitude. Die Variable r =
√
(x− ξ)2 + (y − η)2 + z2 steht somit für die Distanz
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jedes Punktes zwischen Beugungs- und Detektorebene. Das Integral ist derart formuliert, dass
der Ursprung des Koordinatensystems in den Mittelpunkt der beugenden Öffnung fällt. Dem-
nach steht die beugende Öffnung bei z = 0 und die optischen Achse durchstößt die (x, y)-Ebene
im Punkt x, y = 0.
Unter der Annahme, dass sich das Licht nur unter kleinem Winkel zur optischen Achse aus-
breitet, können in Gleichung (2.4) einige Näherungen eingebracht werden. Diese Näherungen
werden als paraxiale bzw. Fresnel-Näherungen bezeichnet. Eine genaue Herleitung, zusammen
mit einer Diskussion über die Gültigkeit der Näherungen, ist in [16] zu finden. Für das Fresnel-













(x− ξ)2 + (y − η)2
)]
dξdη (2.5)
Das Integral in Gleichung (2.5) kann als Faltung der Funktion U0(ξ, η) mit der Impulsantwort
h(x, y) des freien Raumes in Fresnel-Näherung interpretiert werden. Nach Anwendung des Fal-
tungstheorems der Fourier-Transformation [16] lässt sich das Beugungsintegral in die Form
Uz(x, y) = exp [ikz]F−1
{







überführen. Die Impulsantwort in Fresnel-Näherung h(x, y) bzw. die entsprechende Übertra-
gungsfuntktion H(fx, fy) = F {h(x, y)} sind dabei durch



















Gleichung (2.6) wird wegen der Berechnung auf Basis des Faltungstheorems als Fresnel-Faltungsmethode
oder kurz CVM (convolution method) bezeichnet.
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2.3 Deterministische Phasenrekonstruktion mit Hilfe Greenscher
Funktionen
In diesem Abschnitt soll die Theorie für das im Rahmen der Arbeit entwickelte nicht-interferometrische,
nicht-iterative Phasenrekonstruktionsverfahren vorgestellt werden. Die Methode stützt sich da-
bei auf die Verwendung von Greenschen Funktionen zur Lösung einer Differentialgleichung, wel-
che als Ergebnis die Phasenverteilung eines zu untersuchenden Wellenfeldes liefert [41,42,51–53].
Als Eingangsdaten für das Verfahren dienen, wie auch bei der TIE, simple Intensitätsmessungen
aus verschiedenen Ebenen senkrecht zur Ausbreitungsrichtung der Welle [35]. Die folgenden Be-
trachtungen wurden im Zusammenhang mit Algorithmen zur Phasendemodulation, welche vor
allem im Rahmen der Interferometrie von großer Bedeutung sind, erstmals vorgestellt [57–62].
Ziel der Phasendemodulation bzw. des phase unwrapping ist es, die Sprungstellen in einem ge-
messenen Phasenverlauf zu beseitigen und ihn dadurch zu verstetigen [63, 64]. Das kann zum
Beispiel durch integrieren des Gradienten der Phasenverteilung erreicht werden [65]. Diese Ge-
gebenheit wird auch im vorgestellten Phasenrekonstruktionsverfahren ausgenutzt, weshalb es,
im Vergleich zu iterativen Techniken, eine bereits demodulierte Phasenverteilung als Ergebnis
liefert.
2.3.1 Gleichung zur Phasenrekonstruktion und Lösungsprobleme
Ausgangspunkt der Überlegungen zur Rekonstruktion einer Phasenverteilung auf Basis reiner
Intensitätsmessungen mit Hilfe Greenscher Funktionen ist eine Formulierung von Fornaro et
al. [57]. Diese nutzten die erste Greensche Identität in zwei Dimensionen zur Lösung eines SAR
(Synthetic Aperture Radar) phase unwrapping Problems. Um die nachfolgende Herleitung mög-
lichst übersichtlich und ihren Verlauf transparent zu halten, ist ein Großteil der Rechnungen
nicht in den folgenden Abschnitten, sondern im Anhang A explizit ausgeführt. Den Eigenschaf-
ten der Greenschen Funktionen und ihre Anwendung auf das Phasenrekonstruktionsverfahren
kommt in dieser Arbeit eine Schlüsselrolle zu. Demnach stellen die Herleitungen im Anhang A
einen wesentlichen Punkt dieser Arbeit dar.
Mit Hilfe der im Anhang A.2.1 gezeigten Herleitung lässt sich für die gesuchte zweidimensionale




{∇T′Φz · ∇T′G} dr′ +
∮
C
Φz {∇T′G · nC} dr′ (2.8)
wobei die Funktion G eine Greensche Funktion mit den im Anhang A.1.2 angeführten Eigen-
schaften darstellt. Aus Gründen der Übersichtlichkeit wurde hier auf die explizite Darstellung
der r-Abhängigkeit der Funktionen im Integral verzichtet.
Bei der Lösung von Gleichung (2.8) ergeben sich drei offensichtliche Probleme:
1. Zur Berechnung des Integrals über den Rand C wird wiederum die gesuchte Phasenvertei-
lung Φz benötigt.
2. Es muss eine Greensche Funktion gefunden werden, welche unter den gegebenen Randbe-
dingungen ∇2T′ G(r, r′) = δ(r− r′) erfüllt.
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3. Zur Berechnung der gesuchte Phasenverteilung Φz wird der Gradient der gesuchten Pha-
senverteilung ∇T′Φz benötigt.
Im Folgenden sollen die drei Probleme diskutiert und Lösungen erarbeitet werden.
Problem 1: Integral über den Rand C
Das Integral über den Rand C der Fläche R in Gleichung (2.8) kann vernachlässigt werden, wenn
die Greensche Funktion G bestimmte Randbedingungen erfüllt. Hierfür eignen sich Neumann-
oder Dirichlet-Randbedingungen. Diese sind definiert als:
G(r, r′) = 0, r′ ∈ C für Dirichlet (2.9a)
∇T′G(r, r′) · nC = 0, r′ ∈ C für Neumann (2.9b)
Eine weitere triviale Lösung des Randproblems ergibt sich, wenn die Fläche R als unendlich
ausgedehnt angenommen wird und somit keinen Rand besitzt:
unbegrenzter freier Raum (2.9c)
Im Weiteren soll davon ausgegangen werden, dass eine der drei oben erwähnten Bedingungen er-





{∇T′Φz(r′) · ∇T′G(r, r′)} dr′ (2.10)
vereinfacht werden. Die Lösung zur Rekonstruktion der Phasenverteilung reduziert sich somit
erst einmal auf die Suche nach der geeigneten Greenschen Funktion G.
Problem 2: Greensche Funktion
Aufgrund der Art von Gleichung (2.10) ist die gesuchte Greensche Funktion G(r, r′) nicht aus
der Standardliteratur zu Differentialgleichungen wie zum Beispiel [66] zu entnehmen. Bekannt
ist jedoch aus dem Anhang A.1.2 unter Gleichung (A.7), dass die zur Lösung benötigte Green-
sche Funktion der Greenschen Funktion des transversalen Nabla-Operators mit entsprechen-
den Randbedingungen genügen muss. Für die Greensche Funktion G(r, r′) bzw. deren Gradient
∇T′G(r, r′) ergeben sich, wie im Anhang A.2.4 gezeigt, entsprechend den Randbedingungen, die
Funktionen ∇T′GD = (Gx′D , Gy
′




N ). Der Index D steht dabei für Dirichlet-,
N für Neumann-Randbedingungen und die hochgestellten Indizes x′ und y′ für die Ableitung
in die entsprechende Raumrichtung. Im Anhang A.2.4 ist ausführlich gezeigt, dass im Fall von
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Dirichlet-Randbedingungen die Funktionen durch
Gx
′






























































n) , für x < x
′
(2.12)
gegeben sind. Werden bei der Konstruktion der Greenschen Funktion Neumann-Randbeding-
ungen angesetzt, so sind die Ableitungen der Greenschen Funktion ∇T′GN gleich
Gx
′
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n) , für x < x
′
(2.14)
Die Variablen a und b in den vier Gleichungen stehen dabei für die Ausdehnung der Fläche R
in x- und y-Richtung.
Unter der Annahme, dass eine geeignete Greensche Funktion bzw. deren Gradient durch die
obigen Gleichungen gefunden ist, stellt der Gradient der Phasenverteilung ∇T′Φz(r′) die letzte
Unbekannte in Gleichung (2.10) dar. Entsprechend spielt ∇T′Φz(r′) eine entscheidende Rolle bei
der Rekonstruktion der gesuchten Phasenverteilung Φz(r).
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Problem 3: Gradient der gesuchten Phasenverteilung
Im Jahre 1989 publizierten Abramochkin et al. [67] eine Gleichung, welche es ermöglicht, den
Gradienten einer Phasenverteilung mit Hilfe einer Greenschen Funktion zu berechnen. Ein-
gangsgröße dieser Gleichung ist, neben der notwendigen Greenschen Funktion, die Änderung
der Intensitätsverteilung in Ausbreitungsrichtung z. Das Wellenfeld muss dabei die parabolische
Wellengleichung (2.3) erfüllen. Unter der Annahme, die unter anderem von Teague [35] und
Paganin [43] gemacht wurde, nämlich dass das Vektorfeld Iz(r′)∇T′Φz(r′) ein Gradientenfeld ist










Der Gradient der Phasenverteilung Φz(r′) ergibt sich durch Faltung der Ableitung von Iz(r′′) in z-
Richtung mit dem Gradienten der Greenschen Funktion G(r′, r′′) und anschließender Skalierung.
2.3.2 Richtungsaufspaltung der Rekonstruktionsgleichung
Im vorherigen Abschnitt 2.3.1 konnten die notwendigen Ansätze erarbeitet werden, welche es
ermöglichen, Gleichung (2.8) zu lösen. Wird Gleichung (2.15) in (2.10) eingesetzt, so ergibt sich


















Wie aus der Gleichung ersichtlich, wurde an dieser Stelle keine explizite Annahme bezüglich der
Randbedingungen aus Gleichung (2.9) getroffen. Gleichung (2.16) ist in dieser Form allgemein
gültig und je nach erforderlichen Randbedingungen variierbar. Eine weitere Vereinfachung der
Gleichung lässt sich erzielen, wenn von den Eigenschaften des Vektorproduktes zwischen Gradi-
ent der Phasenverteilung und Gradient der Greenschen Funktion Gebrauch gemacht wird: Die
Gleichung kann in zwei voneinander unabhängige Teilgleichungen Φxz und Φyz zerlegt werden.
Φz(r) =Φxz (r) + Φyz(r) (2.17a)






































Abhängig vom Gradienten der Greenschen Funktion ∇TG kann dieses Verfahren zur Phasenre-
konstruktion auf Basis Greenscher Funktionen den unbegrenzten freien Raum, Dirichlet- und/oder
Neumann-Randbedingungen für die zu rekonstruierende Phasenverteilung berücksichtigen. Dies
ermöglicht eine sehr hohe Flexibilität der Berechnungsvorschrift und damit eine höhere Genauig-
keit bei der Rekonstruktion verschiedensten Phasenverteilungen im Vergleich zu herkömmlichen
Methoden, wie es bereits in [42] gezeigt wurde.
Die gesuchte Phasenverteilung Φz(r) lässt sich somit unter Kenntnis der geeigneten Greenschen
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Funktion bzw. deren Gradienten bestimmen. Die Greensche Funktion kann dabei an die je-
weiligen objektspezifischen Randbedingungen angepasst werden. Als einzige Messgröße geht die
Ableitung der Intensitätsverteilung in z-Richtung in die Berechnungsvorschrift ein.
2.3.3 Vergleich zu einem bekannten Lösungsverfahren der TIE
Wie bereits am Anfang dieses Kapitels angesprochen, stellt die transport-of-intensity equation
(TIE) eine der bekanntesten deterministischen Methoden zu Phasenrekonstruktion im Fresnel-
Bereich dar [35]:
∇T {Iz(r)∇TΦz(r)} = −k∂Iz(r)
∂z
(2.18)
Sie hat sich mittlerweile in den verschiedensten Bereichen der Optik etabliert, im sichtbaren Wel-
lenlängenbereich [68–74], in der Elektronen- [40,75–79] wie auch in der Röntgenoptik [34,80–83].
Das von Teague entwickelte Verfahren [35, 84, 85] wurde in den letzten Jahren vor allem be-
züglich intelligenter Lösungsansätze ständig weiterentwickelt [86–96]. Während der erste Lö-
sungsansatz auf einer Poisson-Gleichung und der Greenschen Funktion des unbegrenzten freien
Raumes basierte [35], stellte die Arbeitsgruppe um Nugent mehrere alternative Lösungsalgorith-
men vor [48, 49, 97, 98]. Der wohl am weitesten verbreitete Lösungsansatz nutzt mehrere zwei-
dimensionale Fourier-Transformationen, um die Gleichung (2.18) nach der Phasenverteilung zu
lösen [43–45]. Hierbei ergibt sich die Schwierigkeit, dass diese schnelle Implementierung periodi-
sche Randbedingungen für das Objekt voraussetzt [46,47]. Diese Bedingung ist im Allgemeinen
natürlich nicht gegeben, weshalb die rekonstruierte Phasenverteilung oft von numerischen Arte-
fakten überlagert wird [42,47]. Es soll nun im weiteren Verlauf dieses Abschnittes gezeigt werden,
dass der von Nugent et al. vorgeschlagene Lösungsansatz in der in dieser Arbeit entwickelten
Phasenrekonstruktion mit Hilfe Greenscher Funktionen als Spezialfall enthalten ist.
Phasenrekonstruktion im Fall des unbegrenzten freien Raumes
In Abschnitt 2.3.1 wurde gezeigt, dass je nach Wahl der Randbedingungen die Greensche Funk-
tion bzw. ihr Gradient unterschiedlich darzustellen ist [siehe Gleichungen (2.11)-(2.14)]. Es wur-
den Lösungskonzepte sowohl für Dirichlet- als auch für Neumann-Randbedingungen vorgestellt.
Jedoch wurde die in Gleichung (2.9c) erwähnte Randbedingung des unbegrenzten freien Raumes
bis jetzt nicht behandelt. Diese soll im Folgenden betrachtet werden.
Wird in Gleichung (2.16) als Randbedingung für die Fläche R der unbegrenzte freie Raum an-



















Die Anwendung des Faltungstheorems der Fourier-Transformation [16] auf obige Formel führt
zu einer Darstellung der Gleichung (2.19) im Frequenzbereich:
Φz(r) = −kF−1
{












2.4 Experimentelle Einschränkungen des Rekonstruktionsverfahren
Während Iz(r) und ∂Iz(r)/∂z messbare Eingangsgrößen darstellen, ist die Funktion F {∇TG(r)}
bislang nicht bestimmt. In [41] wurde ausführlich gezeigt, dass
F {∇TG(r)} = −ifx2pi(f2x + f2y )ex + −ify2pi(f2x + f2y )ey (2.21)
im Fall des unbegrenzten freien Raumes gilt. Die Vektoren ex und ey stehen hierbei für die
Einheitsvektoren in x- und y-Richtung und fx und fy sind die zu x und y konjugierten Fre-
quenzvariablen. Werden in Gleichung (2.20) der Vektor F {∇TG(r)} durch Gleichung (2.21)
substituiert und wiederum die Eigenschaften des Vektorproduktes ausgenutzt, ergibt sich











































Diese Gleichung ist identisch mit der von Nugent et al. vorgeschlagenen Lösung der TIE [43–
46] und entspricht im Sinne der Greenschen Funktionen der Annahme des unbegrenzten freien
Raumes. Es zeigt sich somit, dass, wie bereits am Anfang des Abschnitts erwähnt, die Lösung der
TIE nach Nugent et al. als ein Spezialfall der in dieser Arbeit entwickelten Phasenrekonstruktion
mit Hilfe Greenscher Funktionen angesehen werden kann. Die hier entwickelte Methode stellt
durch die Berücksichtigung spezifischer Randbedingungen demnach weitaus mehr Freiheitsgrade
innerhalb der Berechnung der gesuchten Phasenverteilung zur Verfügung als andere bekannte
Phasenrekonstruktionsverfahren.
2.4 Experimentelle Einschränkungen des Rekonstruktionsverfahren
Das in Abschnitt 2.3 entwickelte Verfahren zur deterministischen Phasenrekonstruktion mit Hilfe
Greenscher Funktionen unterliegt verschiedenen Näherungen und Bedingungen, welche bei ei-
nem Messaufbau bzw. bei der Untersuchung einer Probe zu beachten sind. Einen entscheidenden
Punkt in der Herleitung des Verfahrens stellt der Gradient der gesuchten Phasenverteilung dar
(siehe Abschnitt 2.3.1). Zur Berechnung des Gradienten muss das zu untersuchende Wellenfeld
die parabolische Wellengleichung (2.3) erfüllen. Voraussetzung dafür ist ein zeitlich wie auch
räumlich kohärentes Lichtfeld, dass sich paraxial ausbreitet. Die für den Gradienten notwendige
Eingangsgröße, die Intensitätsverteilung Iz(r), ist nach Definition des komplexen Wellenfeldes
(siehe Abschnitt 2.1) überall messbar. Es wurde allerdings noch keinerlei Aussage darüber ge-
troffen, wie die Ableitung der Intensität in Ausbreitungsrichtung ∂Iz(r)/∂z zu bestimmen ist.
Des Weiteren basiert die Herleitung auf einem idealen fehlerfreien abbildenden System, was
in der Realität kaum gewährleistet werden kann. Im Folgenden sollen einige dieser Einschrän-
kungen betrachtet und kurz erläutert werden. Die Argumentationen stützen sich dabei unter
anderem auf Publikationen zur TIE, da sie aufgrund der gleichen Eingangsgrößen auch auf das
Rekonstruktionsverfahren mit Hilfe Greenscher Funktionen übertragbar sind.
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2.4.1 Räumliche und zeitliche Kohärenz der Lichtquelle
Die Herleitung des Rekonstruktionsverfahrens beruht auf der parabolischen Wellengleichung.
Deshalb muss angenommen werden, dass das zu untersuchende Objekt von einer räumlich wie
auch zeitlich kohärenten Lichtquelle beleuchtet wird [35, 41, 67, 99]. Von Interesse ist jedoch
auch, wie sich der allgemeinere Fall der partiellen Kohärenz der Quelle auf die Gültigkeit der
Gleichungen und somit auf das Messverfahren auswirkt [100,101]. Nur wenige Monate nach der
ersten Veröffentlichung der TIE [35] untersuchte und publizierte Streibl den Einsatz der TIE
unter partiell kohärenten Bedingungen [102]. In seiner Arbeit analysierte Streibl unter anderem
die Auswirkungen einer räumlich inkohärenten Lichtquelle auf die Gleichung. Er konnte dabei
zeigen, dass die Gleichung bei Verwendung einer inkohärenten Quelle ihr Form beibehält, sofern
die Lichtquelle symmetrisch um die optische Achse liegt. Die genaue Gestalt und Größe der
Quelle spielt dabei keine Rolle. Die Intenstitätsverteilung der inkohärenten Quelle muss somit
nur IQ(r) = IQ(−r) erfüllen. Dieses Ergebnis wurde sowohl theoretisch als auch experimentell
unter anderem von Ade [103], Barty et al. [68] und anderen [104–107] bestätigt.
Neben der räumlichen Kohärenz spielt auch die zeitliche Kohärenz, also die spektrale Bandbrei-
te der Quelle eine Rolle. Gerade der Einsatz von Lichtquellen mit geringer zeitlicher Kohärenz
macht das Messprinzip attraktiv, da somit Kosten für aufwendige und teure kohärente Leucht-
mittel eingespart werden können. Soll das Verfahren, wie es im Rahmen der Arbeit verwirklicht
wurde, an einem Mikroskop umgesetzt werden, so ist die Gültigkeit der Gleichungen bei partiell
kohärentem bzw. inkohärentem Licht eine Grundvoraussetzung. Die Fragestellung der zeitlicher
Kohärenz wurde unter anderem ausführlich von Zysk et al. [108] und Gureyev [109] behandelt.
In seiner Publikation formulierte Gureyev eine Transport-Gleichung auf Basis der spektralen
Leistungsdichte. Das Ergebnis seiner Überlegungen führt auf eine Gleichung mit derselben Form
wie die der herkömmlichen TIE, wobei er keinerlei Einschränkungen bezüglich des Kohärenz-
grades des Lichtfeldes machte. Es zeigt sich außerdem, das die resultierende Phasenverteilung
eine Art mittlere Phase über die vorhandenen Frequenzen darstellt. Die Verwendung von po-
lychromatischem Licht zur Bestimmung der Phasenverteilung in der Objektebene wurde auch
in [68] untersucht. Unter Vernachlässigung von Dispersion und unter Annahme eines begrenzten
Spektrums der Quelle, was meist der Realität entspricht, ergab sich eine gleichwertige Aussage
zu Gureyevs Veröffentlichung. Messungen mit spektral breitbandiger Beleuchtung, zum Teil in
Kombination mit Interferenzfiltern unterschiedlicher Halbwertsbreite, zeigen sehr gute Resultate
und bestätigen somit diese theoretischen Überlegungen [68,69,102,104,105,110].
2.4.2 Beleuchtung und Intensitätsverteilung
Die Intensitätsverteilung Iz(r) bzw. deren Ableitung in Ausbreitungsrichtung ∂Iz(r)/∂z bilden
die Grundlage für die Berechnung der gesuchten Phasenverteilung. Sie sind die einzigen zu mes-
senden Eingangsgrößen, um die Phasenverteilung zu rekonstruieren. Die Intensitätsverteilung
entsteht durch das Zusammenspiel zwischen der Beleuchtung und den Objekteigenschaften der
zu untersuchenden Probe. Ist die Beleuchtung des Objektes homogen, wie es zum Beispiel durch
Einstellen der Köhlerschen Beleuchtung [111] an einem Mikroskop gewährleistet sein sollte, so
wird die Helligkeit in der Bildebene nur durch das Objekt moduliert. Ist das zu untersuchende
Objekt ein reines Phasenobjekt, weist es also keinerlei Amplitudenmodulation bzw. Absorpti-
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on auf, so erscheint das Objekt transparent. Das fokussierte Bild des Objektes Iz(r) entspricht
somit der Lichtverteilung der Beleuchtung [112, 113]. Um die gesuchte Phasenverteilung zu re-
konstruieren ist nach Gleichung (2.17) eine Division durch Iz(r) erforderlich. Dies setzt voraus,
dass die Intensitätsverteilung an keiner Stelle innerhalb der Fläche R zu Null wird. Zum einen,
weil Raumpunkte mit Null-Intensitäten zu Singularitäten innerhalb der Phasenverteilung füh-
ren [114], und zum anderen, weil eine Division durch Null physikalisch ohne Aussage ist. Der
Verlauf der Intensitätsverteilung ist somit von sehr großer Bedeutung. Dies spiegelt sich auch
in einem weiteren Aspekt wieder. Die Herleitung von Gleichung (2.17) wie auch die Lösung
nach der Phasenverteilung auf Basis der TIE (2.18) beruht, wie in Abschnitt 2.3.1 gezeigt, auf
der expliziten Setzung, dass das Vektorfeld F = Iz(r)∇TΦz(r) als Gradientenfeld F = ∇Tϕ(r)
interpretiert werden kann [35,41,43,67]. Im Allgemeinen kann aber über die Beschaffenheit des
Feldes F keine Aussage getroffen werden. Aus diesem Grund wird F mit Hilfe des Helmholtz-
Theorems bzw. der Helmholtz-Zerlegung [65, 115] in die Summe eines Gradienten- und eines
Rotationsfeldes aufgeteilt:
F = ∇Tϕ+ [∇×A]T , mit ∇ ·A = 0 (2.23)
Teague ging bei der Suche nach einem geeigneten Lösungsweg für die TIE von vornherein davon
aus, dass das Feld F rotationsfrei sei und damit der Anteil [∇×A]T nicht berücksichtigt werden
muss [46]. Durch diese explizite Annahme konnte Teague die TIE in die Form einer einfach zu
lösenden Poisson-Gleichung bringen [35]. Die Voraussetzung der Rotationsfreiheit wird auch bei
der Herleitung von Gleichung (2.17) gemacht. Es soll nun an dieser Stelle untersucht werden,
welche Bedingungen das allgemeine Feld F = Iz(r)∇TΦz(r) erfüllen müsse, damit F = ∇Tϕ(r)
gilt. Dies ist offensichtlich nur dann erfüllt, wenn der rotierende Anteil von F gleich Null ist.
Unter Verwendung der Identität rot grad ϕ = 0 muss für die Rotation auf Gleichung (2.23)
∇T × F = ∇T × [∇×A]T
!= 0
erfüllt sein. Einsetzen von F = Iz(r)∇TΦz(r) liefert


























Wie aus Gleichung (2.24) ersichtlich, ist die Bedingung ∇T × F = 0 nur dann in Bezug auf
die gemessene Intensitätsverteilung erfüllt, wenn ∂Iz(r)/∂x = 0 und ∂Iz(r)/∂y = 0. Für den
Gradient der Intensitätsverteilung muss somit ∇TIz(r) = 0 gelten [43, 67, 99, 116]. Gleichzeitig
muss aber, wie eingangs erwähnt, für jeden Raumpunkt Iz(r) 6= 0 sein. Diese beiden Bedin-
gungen sind im Allgemeinen für reine Phasenobjekte ohne Einschränkungen realisierbar. Ist die
Beleuchtung der transparenten Probe homogen, so ist ∇TIz(r) = 0 und Iz(r) 6= 0. Präparate,
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welche aber die Amplitude des einfallenden Lichtes modulieren bzw. absorbierende Eigenschaf-
ten aufweisen, verletzen die Bedingung ∇TIz(r) = 0. Folglich sind solche Objekte nur mit Ein-
schränkungen quantitativ zu bewerten. Es hat sich allerdings sowohl in Simulationen als auch
in verschiedenen experimentellen Untersuchungen gezeigt, dass eine Amplitudenmodulation von
mehreren Prozent durchaus tolerabel ist, sofern sich die Modulation über den Ort nur leicht
ändert [41,42,52,53,69,104–107,117–119].
2.4.3 Näherung der Ableitung und Defokusdistanz
Am Anfang des Abschnittes 2.4 wurde bereits angeführt, dass die Intensitätsverteilung Iz(r) eine
überall im Raum messbare Größe darstellt. Sie kann durch einen geeigneten Photosensor, zum
Beispiel eine CCD-Kamera, aufgezeichnet und anschließend digital weiterverarbeitet werden.
Neben Iz(r) ist aber auch deren Ableitung ∂Iz(r)/∂z für die Berechnung von Gleichung (2.17)
notwendig. Da ∂Iz(r)/∂z in der Praxis nicht direkt zugänglich ist, wird sich eines Verfahrens
bedient, welches schon von Teague in [35] vorgeschlagen wurde. Die partielle Ableitung wird
durch einen Differenzenquotienten genähert:
∂Iz(r)
∂z
≈ I+(r)− I−(r)∆z (2.25)
wobei I+(r) und I−(r) zwei leicht defokussierte Aufnahmen des Objektes darstellen. Die Defo-
kussierung entspricht dabei ±∆z/2 in Bezug auf die fokussierte Intensitätsverteilung Iz(r) in der
Ebene z = 0 [40,120]. Wird in Gleichung (2.17) die Näherung aus Gleichung (2.25) eingesetzt, so
wird ersichtlich, dass zur Rekonstruktion der gesuchten Phasenverteilung Φz(r) als Eingansgda-
ten lediglich Intensitätsverteilungen des Objektes aus leicht unterschiedlichen Ebenen entlang
der z-Achse notwendig sind. Die Bestimmung von Φz(r) reduziert sich somit auf die Aufnahme
von drei Intensitätsverteilungen, genauer gesagt drei Photographien des zu untersuchenden Ob-
jektes. Es ist sofort verständlich, dass die Defokusdistanz ∆z nicht zu groß werden darf, da sonst
die Näherung der Ableitung in Gleichung (2.25) nicht mehr erfüllt ist. Andererseits muss ∆z
stets größer sein als die wellenoptische Schärfentiefe δzR des abbildenden System, da sonst kein
Änderung zwischen den beiden Aufnahmen I+(r) und I−(r) festzustellen wäre [102, 119]. Wird
aber ∆z sehr klein gewählt, zum Beispiel in der Nähe der wellenoptischen Schärfentiefe δzR, um
eine möglichst genaue Näherung der Ableitung zu erhalten, so wirkt sich Rauschen wesentlich
stärker auf das Ergebnis aus, da die Unterschiede in den beiden Intensitätsaufnahmen nur mini-
mal sind. Die Distanz ∆z muss demnach so gewählt werden, dass die Amplitude des Rauschens
auf den beiden Aufnahmen unterhalb der Änderung der Intensitäten liegt [35,118]. Anders aus-
gedrückt: Um den Einfluss von Rauschen auf den Differenzenquotienten zu minimieren, muss
die Defokussierung ∆z einen gewissen Wert überschreiten. An diesem Punk wird ersichtlich,
dass die Wahl der richtigen Defokusdistanz ∆z mit Schwierigkeiten verbunden sein kann. Es gilt
einen Kompromiss zwischen optimalem Nachstellen der Näherung des Differentials (möglichst
kleines ∆z) und den Auswirkungen des Rauschens (möglichst großes ∆z) zu finden [121,122]. Es
muss aber noch ein weiterer Aspekt berücksichtigt werden. Neben der Näherung der Ableitung
und dem Einfluss des Rauschens ist die geeignete Defokusdistanz noch von einer anderen Größe
abhängig: Es ist hinreichend bekannt, das sich bei Defokussierung die optische Transferfunktion
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(OTF) eines abbildenden Systems verändert. Die OTF fällt dabei zu hohen Frequenzen hin stark
ab und eine korrekte Übertragung dieser Frequenzen ist somit bei einem defokussierten System
nicht mehr gewährleistet [50, 69, 123]. Bei der Rekonstruktion einer Phasenverteilung kommt es
aber oft gerade darauf an, feine Details innerhalb der Phasenstruktur sichtbar zu machen, um
damit das Objekt genau charakterisieren zu können. Dies führt wiederum zur Überlegung, dass
die Distanz ∆z nicht zu groß gewählt werden darf, um die hochfrequenten Anteile in der Abbil-
dung des Präparats zu erhalten. In der Literatur sind verschieden Ansätze zur Berechnung einer
maximalen Defokusdistanz zu finden. Diese orientieren sich an der OTF des Systems und der in
der zu untersuchenden Probe vorhandenen Ortsfrequenzen [40,103,120,124]. Grundsätzlich lässt
sich sagen, dass sich die maximale Defokusdistanz ∆z umgekehrt proportional zur maximalen
im Objekt vorkommenden Ortsfrequenz verhält. Für ein optimales Ergebnis sollte bei einem
Präparat mit hochfrequenten Anteilen deshalb ein geringeres ∆z eingestellt werden. Die OTF
weist jedoch neben der Defokussierung noch eine weitere Abhängigkeit auf. Der Kohärenzgrad
der Lichtquelle, zeitlich wie auch räumlich, hat entscheidenden Einfluss auf die Abbildungsleis-
tung eines optischen Systems [123, 125–128]. Somit ist bei der Wahl der Distanz ∆z auch die
Abhängigkeit des Kohärenzgrades mit einzubeziehen [129]. Dazu zeigten Martin et al. in ihrer
Publikation [120], dass die maximale Defokusdistanz umgekehrt proportional zur Ausdehnung
der Lichtquelle verläuft. Bei einer räumlich kohärenten Quelle kann ∆z größer als bei einer inko-




3 Numerische Implementierungen zur
Phasenrekonstruktion und Simulationen
In diesem Kapitel gilt es die im vorherigen Kapitel 2 entwickelten Gleichungen auf Basis von
Computerprogrammen zu beschreiben. Dafür ist es notwendig, die Gleichungen in eine numerisch
berechenbare Darstellung zu überführen. Neben der numerischen Implementierung der Algorith-
men werden in einem weiteren Abschnitt Simulationen anhand künstlicher Objekte dargestellt.
Hiermit soll die Fähigkeit von Gleichung (2.17) zur Bestimmung der Phasenverteilung aus reinen
Intensitätsmessungen unter verschiedenen Bedingungen aufgezeigt werden.
3.1 Numerische Implementierungen
Neben dem Verfahren zur Phasenrekonstruktion mit Hilfe Greenscher Funktionen wird auch
eine Technik zur Wellenfeldpropagation benötigt, um das Verfahren mit künstlichen Objekten
zu testen. Zur Umsetzung der benötigten Gleichungen in Computeralgorithmen müssen diese
in eine diskrete Form überführt werden. Daher werden im folgenden Abschnitt die in dieser
Arbeit verwendeten Algorithmen erläutert und gezeigt, wie die Diskretisierung für die einzelnen
Methoden realisiert wurde.
3.1.1 Fresnel-Faltungsmethode
Eine der gängigsten Techniken zur Propagation von Wellenfeldern ist die in Abschnitt 2.2 ein-
geführte Fresnel-Faltungsmethode (CVM). Hierbei wird das Fresnel-Beugungsintegral (2.5) als
Faltung zwischen der Impulsantwort des freien Raumes in Fresnel-Näherung [siehe Gleichung
(2.7a)] und dem Objekt bzw. der beugenden Öffnung interpretiert. Die CVM lässt sich nu-
merisch relativ einfach im Frequenzbereich ausdrücken. Das Wellenfeld im Abstand z von der
beugenden Öffnung ergibt sich, wie bereits eingeführt, durch
Uz(x, y) = exp [ikz]F−1
{






Da bei der numerischen Implementierung das kontinuierliche Signal auf einem rechteckigen Ras-
ter der Größe Nx×Ny abgetastet wird, muss die Funktion dementsprechend diskretisiert werden.
Es ist somit notwendig, die kontinuierlichen Koordintaten im Orts- und Frequenzbereich in dis-
krete Abtastintervalle zu überführen. Hierzu werden die Laufindizes j, l,m, n ∈ N eingeführt.
Diese entsprechen den einzelnen Stützstellen des rechteckigen Rasters im Orts- und Frequenz-
bereich. Um dem Abtastraster wiederum eine reelle Größe zuzuordnen, müssen die Laufindizes
mit den Größen eines Abtastintervalls multipliziert werden. Im Fall der Ortskoordinaten ent-
spricht dies zum Beispiel den Pixelgrößen des Detektors ∆x in x- und ∆y in y-Richtung. Bei
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den Frequenzkoordinaten ergeben sich die Abtastintervalle ∆fx und ∆fy durch den Kehrwert
aus Anzahl der Abtastpunkte multipliziert mit der Pixelgröße in der jeweiligen Raumrichtung.








Für die diskrete Formulierung der CVM ergibt sich somit
Uz(j∆x, l∆y) = exp [ikz]F−1
{











Unter Verwendung einer diskreten zweidimensionalen Fourier-Transformation F bzw. der inver-
sen Transformation F−1 ist nun Gleichung (3.2) vollständig beschrieben und kann problemlos
numerisch implementiert werden. Für die Transformation wurde in dieser Arbeit neben der Bi-
bliothek FFTW von Matteo Frigo und Steven G. Johnson [130] auch die CUFFT -Bibliothek
von Nvidia [131] eingesetzt.
3.1.2 Deterministische Phasenrekonstruktion
Wie bereits Anhand der CVM im vorangegangenen Abschnitt gezeigt, gilt es die in Abschnitt
2.3.2 entwickelte Gleichung zur deterministischen Phasenrekonstruktion mit Hilfe eines Algo-
rithmus zu beschreiben. Dabei soll aufgezeigt werden, wie dies unter Berücksichtigung der in
Gleichung (2.9) eingeführten Randbedingungen möglich ist.
Dirichlet- und Neumann-Randbedingungen
Ausgangspunkt der Diskretisierung ist die in Abschnitt 2.3.2 eingeführte Gleichung
Φz(r) =Φxz (r) + Φyz(r)






































Wie dort bereits erwähnt, wurde in der Gleichung noch keinerlei Annahme über die Randbe-
dingungen getroffen. Dies ermöglicht eine spezifische Anpassung der Randbedingungen an das zu
untersuchende Objekt. Einerseits ist es möglich, die Lösung der Gleichung unter Verwendung von
Dirichlet- bzw. Neumann-Randbedingungen zu implementieren [41,53]. Andererseits können auf-
grund der Formulierung der Gleichung gemischte Randbedingungen verwirklicht werden, indem







N aus den Gleichungen (2.11)-(2.14) verwendet wird [42]. Demzufolge gestaltet es sich
relativ simpel, einen Algorithmus umzusetzen, der zum Beispiel Dirichlet-Randbedingungen in
x-Richtung und Neumann-Randbedingungen in y-Richtung, oder umgekehrt, aufweist.
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Eine ausführliche Herleitung zur Berechnungsvorschrift der Gradienten unter Dirichlet- bzw.
Neumann-Randbedingungen wurde aus Gründen der Übersichtlichkeit in den Anhang A.2 ver-
schoben. Durch die Wahl entsprechender Randbedingungen ergeben sich, wie im Anhang erläu-
tert (siehe Abschnitte A.2.5 und A.2.6), verschiedene Lösungsalgorithmen. Um die Anzahl der
Formeln an dieser Stelle möglichst gering zu halten, soll hier nur die endgültige Rechenvorschrift
für ein rechteckige Fläche der Größe R = a × b, unter Dirichlet-Randbedingungen angegeben
werden.





































































a− x′])R[Fy{Φy′z,D(x′, y′)}]} dx′}]
}
(3.4c)
wobei die beiden Funktionen Φx′z,D(x′, y′) und Φ
y′
z,D(x′, y′) dem Gradienten der Phasenverteilung
∇T′Φz,D = (Φx′z,D,Φy
′
z,D) mit Dirichlet-Randbedingungen entsprechen. Wie ebenfalls im Anhang
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gegeben.
In den beiden Gleichungen (3.5) und (3.6) ist zu sehen, dass die Ableitung der Intensität
∂Iz(x′′, y′′)/∂z noch nicht durch den Differenzenquotienten genähert worden ist, wie es bereits
in Gleichung (2.25) eingeführt wurde. Dies geschah nur, um die Darstellung der Formeln über-




′′, y′′)− I−(x′′, y′′)
∆z
gesetzt werden. Um die Gleichungen (3.4)-(3.6) in einen implementierbaren Algorithmus um-
zuschreiben, müssen, wie im vorherigen Abschnitt, die Gleichungen in ihre diskreten Formen
überführt werden. Dies bedeutet wiederum, dass die kontinuierlichen Koordinaten im Orts-
und Frequenzbereich durch diskrete Koordinaten zu ersetzen sind. Ebenfalls gilt es, die in den
Gleichungen vorhandenen Integrale durch diskrete Summen auszudrücken. Die diskreten Dar-
stellungen der Orts- und Frequenzkoordinaten wurden bereits in Gleichung (3.1) eingeführt und
können somit direkt in obige Gleichungen eingesetzt werden. Der Einfachheit halber soll da-
von ausgegangen werden, dass die Abtastintervalle im Ortsraum in x- und y-Richtung gleich
groß sind (∆x = ∆y). Unter Verwendung der diskreten Koordinaten und nach Überführung der
Integrale in diskrete Summen ergibt sich ein Ablaufplan für das Computerprogramm zur Be-
rechnung der gesuchten Phasenverteilung Φz,D(x, y) mit Dirichlet-Randbedingungen, welcher in
Abbildung 3.1 zu sehen ist. Wie aus der Grundgleichung (3.4) ersichtlich, lässt sich die Berech-
nung in zwei unabhängige Teile gliedern. Das Gesamtergebnis ergibt sich dann durch Addition
der beiden Teillösungen Φxz,D(x, y) und Φ
y
z,D(x, y). Die Bezeichnungen der Funktionen in Ab-
bildung 3.1 entsprechen denen der Herleitung der Gleichung aus Abschnitt A.2. Lediglich die
kontinuierlichen Koordinaten wurden diskret formuliert. Aus Gründen der Übersichtlichkeit wur-
de im Ablaufplan die Funktion gD verwendet. Diese ist bereits im Abschnitt A.2.4 eingeführt
worden und beinhaltet die sinh-Terme. Die eindimensionalen Fourier-Transformationen Fx, Fy,
F−1fx und F−1fy , welche zur Berechnung nötig sind, wurden im Ablaufplan durch FFT {. . .}j ,
FFT {. . .}l, FFT−1 {. . .}m und FFT−1 {. . .}n symbolisiert. Die Indizes stehen dabei für die zu
transformierende diskrete Koordinate bzw. Raumrichtung. Für die Berechnung einer Teillösung
sind demnach neben einfachen Skalierungsoperationen vier Fourier-Transformationen und zwei
Summenbildungen mit der Funktion gD bzw. den sinh-Termen nötig.
Ein Lösungsalgorithmus, welcher bei der Rekonstruktion der gesuchten Phasenverteilung Neumann-
Randbedingungen berücksichtigt, lässt sich analog zur Dirichlet-Methode herleiten. Die dafür
notwendigen Gleichungen sind, wie bereits erwähnt, im Anhang [siehe Gleichungen (A.70),
(A.71) und (A.72)] zu finden. Dennoch wird der Vollständigkeit wegen der entsprechende Ab-
laufplan für das Programm zur Berechnung der gesuchten Phasenverteilung Φz,N(x, y) unter
Neumann-Randbedingungen in Abbildung 3.2 dargestellt. Der Unterschied zwischen den bei-
den Lösungsverfahren unter Dirichlet- bzw. Neumann-Randbedingungen liegt nur in der Art
der verwendeten Greenschen Funktion bzw. deren Gradienten. Aus diesem Grunde weisen auch
die Algorithmen bzw. die Ablaufdiagramme 3.1 und 3.2 nur einen geringen Unterschied auf.
Die Verschiedenheit der beider Techniken beruht im Prinzip nur darauf, dass die Funktionen
gD und gN leicht unterschiedlich aufgebaut sind (siehe Abschnitt A.2.4) und dass der Gebrauch
des Real- (R) und Imaginärteils (I) nach den Transformationen vertauscht ist. Sollen bei der
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Abbildung 3.1: Ablaufplan des Programms zur Berechnung der gesuchten Phasenverteilung Φz,D
mit Hilfe Greenscher Funktionen unter Dirichlet-Randbedingungen.
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Abbildung 3.2: Ablaufplan des Programms zur Berechnung der gesuchten Phasenverteilung Φz,N
mit Hilfe Greenscher Funktionen unter Neumann-Randbedingungen.
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Berechnung gemischte Randbedingung berücksichtigt werden, so müssen nur die Funktionen
gD und gN und die Verwendung der Real- und Imaginärteile im Algorithmus dementsprechend
angepasst werden [42].
Unbegrenzter freier Raum
In Abschnitt 2.3.3 wurde bewiesen, dass eine bekannte Lösung der TIE als Spezialfall in der
Phasenrekonstruktion mit Hilfe Greenscher Funktionen enthalten ist. Dabei galt die Annahme,
dass die FlächeR unendlich ausgedehnt sei und somit keinen Rand besitzt. Als Konsequenz ergibt
sich eine schnelle Berechungsmethode auf Basis zweidimensionaler Fourier-Transformationen
[siehe Gleichung (2.22)], wie es unter anderem auch in [41,43–46] gezeigt wurde. Zur numerischen
Implementierung muss die Gleichung
Φz(x, y) =Φxz (x, y) + Φyz(x, y)









































Um die Formel bei der Überführung in ihre diskrete Darstellung anschaulich zu halten und eine
möglichst simple Form zu erzielen, werden einige Vereinfachungen vorgenommen. Dies soll nur
zur besseren Übersichtlichkeit an dieser Stelle dienen aber keinerlei Einschränkung bezüglich der
Gleichung machen. Es wird Nx = Ny = N und ∆x = ∆y gesetzt. Das Abtastraster stellt somit
ein Quadrat dar, wobei die Abtastintervalle in x- und y-Richtung gleich groß sind. Daraus folgt
nach Gleichung (3.1), dass auch die Abtastintervalle im Frequenzbereich gleich sind (∆fx =
∆fy). In der vereinfachten Version, mit quadratischem Raster und gleichen Abtastintervallen in




m2 + n2 , mit −
N






m2 + n2 , mit −
N
2 ≤ m,n <
N
2 (3.8b)
Diese beiden Ausdrücke werden im Weiteren als Filter bezeichnet, da sie im Frequenzbereich
wie Filterfunktionen mit dem Spektrum multipliziert werden.
Nach Ersetzen der Wellenzahl k durch 2pi/λ, der Ableitung der Intensität durch den Differen-
zenquotienten aus Gleichung (2.25) und der kontinuierlichen Koordinaten durch ihre diskreten
Ausdrücke [siehe Gleichung (3.1)] stellt sich die Lösung für den unbegrenzten freien Raum in
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diskreter Form folgendermaßen dar:
Φz(j∆x, l∆x) =Φxz (j∆x, l∆x) + Φyz(j∆x, l∆x) (3.9a)




























I+(j∆x, l∆x)− I−(j∆x, l∆x)
}}}} (3.9c)
Die Phasenverteilung Φz ergibt sich als Summe der beiden Teillösungen Φxz und Φyz . Die Teillö-
sungen unterscheiden sich dabei nur in der Art der jeweiligen Filterfunktion, da diese je nach
Richtung eine m- bzw. n-Abhängigkeit im Zähler aufweisen [siehe Gleichung (3.8)]. Aus Glei-
chung (3.9) ist ersichtlich, dass zur Berechnung jeder Teillösung vier Fourier-Transformationen
nötig sind. Aufgrund der Linearität der Fourier-Transformationen [16] können die jeweils erste
und letzte Transformation der Teillösungen gemeinsam ausgeführt werden. Die Gesamtzahl an
Fourier-Transformationen kann somit von acht auf sechs verringert und die Rechenzeit verkürzt
werden. Die Berechnung mit Hilfe von nur sechs Transformationen stellt, im Vergleich zu der von
Nugent et al. publizierten Technik [44, 45], eine Alternative und vor allem schnellere Variante
eines Lösungsalgorithmus dar. Der genaue Ablauf des Programms, im Falle eines quadratischen
Abtastrasters mit gleichen Abtastintervallen in x- und y-Richtung, ist in Abbildung 3.3 zu fin-
den.
An dieser Stelle soll nochmals auf die beiden Filterfunkionen aus Gleichung (3.8) eingegangen








ergeben sich nach Gleichung (2.21) aus der
Fourier-Transformation des Gradienten der Greenschen Funktion des unbegrenzten freien Raum-
es. Wie in den Formeln für die Filter ersichtlich, weisen sie beide für die Stelle m,n = 0 eine
Singularität auf. Demnach gilt es, die Funktionen auf diese Polstelle hin zu untersuchen. Ein ge-
eignetes Mittel zur Entwicklung von Funktionen um Singularitäten ist die Laurent-Reihe [115].








an der Stelle m,n = 0 in den Funktionswert Null konvergiert. Dies bedeutet,
dass bei den Filterfunktionen die Division durch Null durch eine Multiplikation mit Null zu
ersetzen ist [45,129,132,133].
Um die diskrete Darstellung zur Rekonstruktion der Phasenverteilung unter Annahme des un-
begrenzten freien Raumes möglichst simpel und übersichtlich zu gestalten, wurde, wie eingangs
erwähnt, davon ausgegangen, dass das Abtastraster quadratisch ist und die Abtastintervalle in
x- und y-Richtung gleich groß sind. Dies ist natürlich ein Sonderfall, der die Lösungsgleichung
in ihrer Form vereinfacht. Der Vollständigkeit wegen sollen die Filterfunktionen deshalb noch in
ihrer allgemeinen Form angeführt werden. Sie ergeben sich, nach Gleichung (3.1), bei ungleichen
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Abbildung 3.3: Ablaufplan des Programms zur Berechnung der gesuchten Phasenverteilung
Φz mit Hilfe Greenscher Funktionen unter Annahme des unbegrenzten freien
Raumes.
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2 ≤ n <
Ny
2 (3.10b)
Die obigen Filterfunktionen sind etwas komplizierter als die in Gleichung (3.8) angeführten. Für
die Implementierung des Lösungsalgorithmus macht dies allerdings kaum einen Unterschied. Die
Skalierung (N∆x)2 / (2piλ∆z), wie sie in Gleichung (3.9) zu finden ist, ist im quadratischen Fall
für beide Richtungen gleich und kann damit aus der Formel ausgeklammert werden. Sie kann
anschließend, wie im Ablaufplan des Programms (siehe Abbildung 3.3) zu sehen, als Faktor mit
dem Ergebnis multipliziert werden. Dies ist im allgemeinen Fall der Filterfunktionen nach Glei-
chung (3.10) nicht mehr möglich. Die Gewichtungen in Abhängigkeit von ∆x, ∆y, Nx und Ny
müssen direkt mit dem Filter verrechnet werden. Die gemeinsame Skalierung beider Teillösun-
gen würde im diesem Fall dann nur noch den Term 1/ (2piλ∆z) beinhalten.
Ein Vergleich zwischen den Ablaufdiagrammen zur Berechnung der Phasenverteilung unter Be-
rücksichtigung von Dirichlet- bzw. Neumann-Randbedingungen (siehe Abbildungen 3.1 und 3.2)
und der Berechnung unter der Annahme des unbegrenzten freien Raumes (Abbildung 3.3) zeigt,
dass es bei den Ersteren deutlich mehr Rechenschritte bedarf. Andererseits sind die Fourier-
Transformationen beim Ablauf 3.3 zweidimensional, während die in Variante 3.1 und 3.2 ver-
wendeten Transformationen nur eindimensional sind und deshalb deutlich weniger Rechenope-
rationen beinhalten.
3.2 Simulationen
Um die Funktionalität der vorgestellten Lösungsalgorithmen zu überprüfen, wurden mehrere
künstliche Objekte mit unterschiedlichen Eigenschaften simuliert. Neben der Überprüfung der
Algorithmen bietet die Rekonstruktion künstlicher Objekte eine erste Möglichkeiten, die Güte
des Verfahrens auf reale Objekte ähnlicher Form abzuschätzen. Bei den Testobjekten handelt
es sich zum einen um reine Phasenobjekte von verschiedener Form und Struktur mit konstan-
ter Amplituden-, aber einer örtlich variierenden Phasenverteilung. Zum anderen wird auch ein
Objekt mit amplitudenmodulierenden Anteilen untersucht, da absorbierende Objekte die Herlei-
tung der Phasenrekonstruktion nach Abschnitt 2.4.2 verletzen. Die Intensitätsverteilungen I+(r)
und I−(r) aus unterschiedlichen Ebenen, welche als Eingangsdaten für die Lösungsalgorithmen
dienen [siehe Gleichung (2.25)], wurden mit Hilfe der bereits vorgestellten CVM (siehe Abschnitt
3.1.1) generiert. Dafür wurde das komplexe Feld des Objektes in verschiedene Entfernungen z
propagiert und anschließend das Betragsquadrat gebildet. Die Intensitätsverteilung des origina-
len Feldes, ohne Propagation, stellt dabei die fokussierte Aufnahme Iz=0(r) des Objektes dar.
Die Parameter der Simulationen wurden dabei so gewählt, dass sie den realen experimentellen




Als erstes Testobjekt dient eine sphärische Phasenstörung. Mit Hilfe dieser Phasenverteilung
können die Algorithmen in Bezug auf simple Objektgeometrien hin bewertet werden. Die si-
(a) Phasenverteilung Φz=0(r) (b) Intensitätsvert. Iz=0(r)
Abbildung 3.4: Phasen- und Intensitätsverteilung eines sphärischen Phasenobjektes: Abbildung
(a) zeigt die Phasenverteilung mit Phasenwerten von [0; 1] rad. In (b) ist die
konstante Intensitätsverteilung des Objektes mit Iz=0(r) 6= 0 zu sehen.
mulierte Sphäre mit einem Radius von 65, 5µm wurde so im Bildfeld positioniert, dass um sie
herum eine homogene Hintergrundphase von Null vorhanden war. Die künstliche Phasenver-
teilung, zu sehen in Abbildung 3.4(a), steigt zum Mittelpunkt des Feldes kugelförmig an und
erreicht dort ein Maximum von 1 rad. Der Farbverlauf von schwarz nach weiß entspricht dabei
Phasenwerten von [0; 1] rad. Eine Phasenverteilung dieser Art ergibt sich zum Beispiel, wenn
(a) I−(r) (b) Iz=0(r) (c) I+(r)
Abbildung 3.5: Drei simulierte Intensitätsverteilungen aus unterschiedlichen Ebenen bei einer
sphärischen Phasenstörung: Abbildung (a) zeigt die Aufnahme aus der Ebene
z = −9µm, (b) das Fokusbild aus der Ebene z = 0 und (c) das Bild aus der
Ebene z = +9µm.
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(a) Dirichlet Φz=0(r) (b) Neumann Φz=0(r)
(c) Freier Raum Φz=0(r) (d) Sollverteilung Φz=0(r)
1,011
0,000
Abbildung 3.6: Ergebnisse der Phasenrekonstruktion bei einer sphärischen Phasenverteilung:
Abbildung (a) zeigt die Rekonstruktion im Falle von Dirichlet- und (b) unter
Neumann-Randbedingungen. Die Verteilung unter Annahme des unbegrenzten
freien Raumes ist in (c) zu sehen. Zum Vergleich ist in (d) die Sollverteilung
aus Abbildung 3.4(a) in Falschfarben dargestellt. Die Farbskala rechts zeigt die
Zuordnung der rekonstruierten Phasenwerte [0; 1, 011] rad.
eine Glaskugel in ein Medium mit höherer Brechzahl eingebettet wird (siehe Abschnitt 5.1.1).
Die konstante Intensitätsverteilung Iz=0(r) des reinen Phasenobjektes, dargestellt in Abbildung
3.4(b), wurde dabei so gewählt, dass Iz=0(r) 6= 0 erfüllt ist. Dies stellt nach Abschnitt 2.4.2 eine
Grundvoraussetzung des vorgestellten Lösungsverfahrens dar. In Abbildung 3.5 sind die drei
simulierten Intensitätsverteilungen zu sehen. Diese wurden, wie eingangs beschrieben, mit Hilfe
der CVM berechnet. Die Parameter der Simulation waren: Wellenlänge λ = 589nm, Pixelgröße
∆x = 6, 45µm, Defokusdistanz ∆z/2 = ±9µm, Vergrößerung des optischen Aufnahmesystems
V = 12, 6× und Pixelanzahl Nx, Ny = 512. Die Rekonstruktion der gesuchten Phasenverteilung
erfolgte mit den in den Abbildungen 3.1, 3.2 und 3.3 gezeigten Algorithmen. Die Ergebnisse sind
in Abbildung 3.6 zusammengestellt. Wie zu sehen, rekonstruieren alle drei Lösungsverfahren die
richtige Phasenfunktion und weisen außerdem qualitativ keine Unterschiede auf. Um die Güte







































































































































































































































































































































































































































































































































































































(c) Freier Raum Φz=0(r)
Abbildung 3.7: Exemplarische horizontale Schnittlinie durch die vorgegebene sphärische Pha-
senverteilung aus 3.6(d) (rot, Kreis) und die rekonstruierte Verteilung (grün,
Quadrat): (a) Dirichlet-, (b) Neumann-Randbedingung und (c) unbegrenzten
freien Raum. Der Schnitt erfolgte jeweils in der Mitte der Bilder (Ny = 256).
Die Differenz (blau, Dreieck) zeigt den Unterschied zwischen Sollverteilung und
Rekonstruktion.
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3.7(c) eine exemplarische Schnittlinie (grün, Quadrat) durch die rekonstruierten Verteilungen
aus den Abbildungen 3.6(a), 3.6(b) und 3.6(c). Der Schnitt erfolgte dabei jeweils horizontal
durch die Mitte des Bildes bei Ny = 256 und enthält somit das Maximum der Störung. Neben
dem Schnitt durch die Rekonstruktion ist in den Abbildungen auch ein entsprechender Schnitt
durch die vorgegebene Phasenverteilung aus Abbildung 3.6(d) (rot, Kreis) enthalten. Die Diffe-
renz der beiden Funktionen (blau, Dreieck) zeigt, dass die Rekonstruktion und die vorgegebene
Phasenverteilung in allen drei Fällen nahezu gleich ist. Die Form der sphärischen Störung kann
ohne weiteres rekonstruiert werden. Allerdings weisen die Rekonstruktionen an den Rändern
der Kugel leichte Abweichungen auf. Dies lässt sich dadurch erklären, dass die Steigung der
sphärischen Phasenverteilung am Übergang zwischen Hintergrund und Sphäre gegen unendlich
geht. Diese enorme Steigung kann vom Algorithmus nicht rekonstruiert werden. Eine erweiterte
quantitative Analyse der Rekonstruktionsergebnisse erfolgt in Abschnitt in Abschnitt 3.2.4.
3.2.2 Glasfaser
Um die Qualität der Rekonstruktion im Falle komplexerer Objekte zu testen, wurde als zweite
Simulation das Modell einer Multimode-Stufenindex-Glasfaser gewählt. Stufenindex-Glasfasern
bestehen aus zwei verschiedenen Materialien (Kern und Mantel), die einen genau aufeinan-
der abgestimmten Brechungsindex (nKern und nMantel) besitzen [134]. In Abbildung 3.8 ist ein
Längsschnitt durch eine solche Stufenindex-Faser zu sehen, wobei die Glasfaser in ein umgeben-
des Medium (Immersion) eingebettet ist. Die Abbildung zeigt außerdem einen exemplarischen
Strahlengang: Tritt Licht innerhalb des Akzeptanzwinkels α in die Glasfaser ein, so kommt es an
Abbildung 3.8: Längsschnitt durch eine Glasfaser parallel zur optischen Achse: Die Abbildung
zeigt die beiden in der Brechzahl unterschiedlichen Glassorten der Faser (Kern,
Mantel) und ein die Faser umgebende Medium (Immmersion). Zu sehen ist eben-
falls ein exemplarischer Strahl, der unter dem Akzeptanzwinkel α in die Glasfaser
einfällt und aufgrund der Totalreflexion innerhalb der Faser weiter verläuft.
der Grenzfläche zwischen Kern und Mantel zur internen Totalreflexion und das Licht kann, mit
sehr geringen Verlusten, durch die Faser übertragen werden [54]. Die Apertur A einer Glasfaser
ergibt sich aus dem Sinus des Akzeptanzwinkels, welcher dem halben Öffnungswinkel entspricht.
Der Akzeptanzwinkel α folgt aus der Bedingung für die Totalreflexion im Inneren der Faser, in




A = sinα =
√
n2Kern − n2Mantel (3.11)
Abbildung 3.9 zeigt eine Stufenindex-Glasfaser, welche von einem homogenen Medium (Immer-
sion) umgeben ist. Die Faser wird dabei von einer ebenen Welle, welche senkrecht zur optischen
Achse läuft, beleuchtet. Wie in der Abbildung dargestellt, kommt es beim Durchgang durch die
Glasfaser zur Störung der ursprünglich ebenen Phasenfront. Die resultierende Phasenstörung ist
dabei charakteristisch für die optischen Eigenschaften des Objektes. Die Brechzahl der Immersi-
on ist dabei so gewählt, dass nKern > nImmersion > nMantel gilt. Licht, welches die längste Strecke
durch den Kern der Faser läuft, wird am stärksten in der Phase verzögert, da es aufgrund der
größeren Brechzahl des Kerns den längsten optischen Weg zurück legt. Wellen, die nur durch den
Mantel laufen, haben den kürzesten optischen Weg. Demnach läuft die Phase an diesen Stellen,
im Bezug auf das restliche System, voraus. Da die Immersion bzw. das umgebende Medium eine
Abbildung 3.9: Phasenstörung, die durch eine Glasfaser verursacht wird: Eine ebene Wellenfront
trifft auf eine Stufenindex-Glasfaser. Aufgrund der Geometrie und der Brechzahl-
verteilung der Faser sowie der des umgebendes Mediums (Immersion) ergibt sich
die dargestellte Störung der ursprünglich ebenen Phasenfront.
Brechzahl zwischen der des Kerns und des Mantels besitzt, kann die Phase der Welle an diesen
Stellen als Nulllinie angesehen werden. Die Verzögerung bzw. das Vorauseilen kann somit in
Bezug auf die Phasenlage der Wellen gesehen werden, welche nur durch die Immersion laufen.
Aufgrund der radialsymmetrischen Form der Faser und der gegebenen Brechzahlverteilung er-
gibt sich die in Abbildung 3.9 gezeigte Phasenverzerrung. Um ein künstliches Objekt mit der
Form einer Stufenindex-Glasfaser zu generieren, muss zuerst ein entsprechendes mathematisches
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Abbildung 3.10: Querschnitt durch eine Glasfaser senkrecht zur optischen Achse: Die Abbildung
zeigt den Kern und Mantel der Faser sowie die für das mathematische Modell
notwendigen Größen.
Modell für die Faser erstellt werden. Dieses soll auf rein geometrischen Betrachtungen basieren.
Die entscheidenden Größen zur Erstellung des Modells sind in Abbildung 3.10 eingezeichnet. Die
Höhe h eines Halbkreises wird durch die Kreisfunktion in Abhängigkeit des Ortes x und dem
Radius des Kreises r beschrieben:
h =
{√
r2 − x2 |x| ≤ r
0 |x| > r (3.12)
Der optische Weg, den eine Lichtwelle beim Durchlaufen der Glasfaser zurücklegt, kann in zwei
Anteile aufgespalten werden. Zum einen der Weg, der sich durch den Mantel und zum ande-
ren der Weg, der sich durch den Kern der Faser ergibt. Unter Berücksichtigung der jeweiligen
Brechungsindizes (nKern, nMantel und nImmersion) ergibt sich für den durch Kern und Mantel
zurückgelegten optischen Weg:
dKern =
2 (nKern − nMantel)
√
r2Kern − x2 |x| ≤ rKern
0 |x| > rKern
(3.13)
dMantel =
2 (nImmersion − nMantel)
√
r2Mantel − x2 |x| ≤ rMantel




Umrechnen der optischen Weglängen in Phasen (Φ = k d) und anschließendes Subtrahieren der
Gleichungen (3.14) und (3.13) ergibt die Formel für die von einer Stepindex-Faser verursachten
Wellenfrontstörung in Abhängigkeit der geometrischen Größen und Brechzahlen:
Φ = ΦMantel − ΦKern
= 2k (nImmersion − nMantel)
√












Auf Basis von Gleichung (3.15) wurde nun die Simulation der Glasfaser vorgenommen. Für den
Durchmesser des Kerns wurde 133µm, für den des Mantels 184µm gewählt. Die Brechzahlen
wurden mit nKern = 1.457, nMantel = 1, 441 und nImmersion = 1, 446 festgelegt. Zur Berech-
nung der drei Intensitätverteilungen aus unterschiedlichen Ebenen wurde wiederum die CVM
genutzt. Als Parameter dienten dabei: Wellenlänge λ = 632, 8nm, Pixelgröße ∆x = 6, 45µm,
Defokusdistanz ∆z/2 = ±20µm, Vergrößerung des optischen Systems V = 12, 6× und Pixelan-
zahl Nx, Ny = 512. Um die Auswirkung der Orientierung der Faser auf das Messverfahren zu
überprüfen, wurde das Testobjekt unter zwei verschiedenen Winkeln simuliert.
Glasfaser vertikal
Die Phasenverteilung einer vertikal im Messfeld positionierten Glasfaser ist in Abbildung 3.11(a)
zu sehen. Der durch das Objekt induzierte Phasenhub umfasst dabei Werte von [0; 18, 323] rad.
Die Abbildung zeigt die demodulierte Phasenverteilung ohne 2pi Phasensprünge [63–65]. Die kon-
(a) Phasenverteilung Φz=0(r) (b) Intensitätsvert. Iz=0(r)
Abbildung 3.11: Phasen- und Intensitätsverteilung einer Stepindex-Glasfaser: Abbildung (a)
zeigt die Phasenverteilung mit Phasenwerten von [0; 18, 323] rad. In (b) ist
die konstante Intensitätsverteilung des Objekts mit Iz=0(r) 6= 0 zu sehen.
stante Intensitätsverteilung Iz=0(r) wurde wiederum so eingestellt, dass die Bedingung Iz=0(r) 6=
0 nach Abschnitt 2.4.2 erfüllt ist. Propagation des komplexen Feldes liefert die drei Intensitäts-
verteilungen, welche in Abbildung 3.12 zu sehen sind. So wie es von einem idealen Phasen-
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(a) I−(r) (b) Iz=0(r) (c) I+(r)
Abbildung 3.12: Drei simulierte Intensitätsverteilungen aus unterschiedlichen Ebenen bei einer
Glasfaser: Abbildung (a) zeigt die Aufnahme aus der Ebene z = −20µm, (b)
das Fokusbild aus der Ebene z = 0 und (c) das Bild aus der Ebene z = +20µm.
objekt zu erwarten ist, weist die Fokusaufnahme [siehe Abbildung 3.12(b)] keinerlei Amplitu-
denmodulation auf, während die beiden Intensitätsverteilungen aus den verschobenen Ebenen
±∆z/2 deutlich moduliert sind. Die Rekonstruktion der gesuchten Phasenverteilung aus den
drei Intensitätsaufnahmen aus Abbildung 3.12 wurde nur mit den beiden in den Abbildungen
3.2 (Neumann-Randbedingung) und 3.3 (unbegrenzter freier Raum) vorgestellten Algorithmen
durchgeführt, da hier Dirichlet-Randbedingungen aufgrund der Geometrie des Objektes ungeeig-
net sind. Die Ergebnisse der Berechnungen sind in Abbildung 3.13 zusammengefasst. Wiederum
(a) Neumann Φz=0(r) (b) Freier Raum Φz=0(r) (c) Sollverteilung Φz=0(r)
18,323
0,000
Abbildung 3.13: Ergebnisse der Phasenrekonstruktion bei einer Stepindex-Glasfaser: Abbildung
(a) zeigt die Rekonstruktion im Falle von Neumann-Randbedingungen und (b)
unter Annahme des unbegrenzten freien Raumes. Zum Vergleich ist in (c) die
Sollverteilung aus Abbildung 3.11(a) in Falschfarben dargestellt. Die Farbskala
rechts zeigt die Zuordnung der rekonstruierten Phasenwerte [0; 18, 323] rad.
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soll ein exemplarischer Schnitt, horizontal durch die Mitte der Abbildungen 3.13(a) und 3.13(b)














































































































































































































































































































































































































































































































































































































































































































































































































(b) Freier Raum Φz=0(r)
Abbildung 3.14: Exemplarische horizontale Schnittlinie durch die vorgegebene Phasenverteilung
aus 3.13(c) (rot, Kreis) und die rekonstruierte Verteilung (grün, Quadrat): (a)
Neumann-Randbedingung und (b) unbegrenzter freier Raum. Der Schnitt er-
folgte jeweils in der Mitte der Bilder (Ny = 256). Die Differenz (blau, Dreieck)
zeigt den Unterschied zwischen Sollverteilung und Rekonstruktion.
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3.14 sind diese Schnittlinien (grün, Quadrat), zusammen mit einem Schnitt durch die vorgege-
bene Sollverteilung (rot, Kreis) [siehe Abbildung 3.13(c)] an der gleichen Stelle zu sehen. Die
Differenz zwischen Sollverteilung und Rekonstruktion (blau, Dreieck) zeigt, wie auch im Falle
der sphärischen Phasenstörung, eine Abweichung vor allem im Bereich großer Gradienten. Dies
ist besonders gut beim Übergang zwischen Mantel und Kern der Faser zu sehen. Aus Abbildung
3.14 ist ebenfalls ersichtlich, dass beide Verfahren, Neumann-Randbedingung und Annahme des
unbegrenzten freien Raumes, vergleichbare Rekonstruktionsergebnisse liefern. Ein ausführliche
Auswertung der rekonstruierten Verteilungen erfolgt in Abschnitt 3.2.4.
Glasfaser verkippt
Im vorangegangenen Abschnitt wurde davon ausgegangen, dass die zu untersuchende Faser eine
perfekt vertikale Ausrichtung innerhalb des Messfeldes aufweist. Dieser Umstand kann in der
Realität aber meist nicht eingehalten werden. Deshalb soll im Folgenden untersucht werden,
welche Auswirkungen eine Verkippung der Glasfaser um einen bestimmten Winkel auf das Re-
konstruktionsergebnis hat. In Abbildung 3.15 ist die Phasenverteilung einer um 10◦ zur x-Achse
verkippten Glasfaser und die konstante Intensitätsverteilung Iz=0(r) 6= 0 zu sehen. Die Parameter
(a) Phasenverteilung Φz=0(r) (b) Intensitätsvert. Iz=0(r)
Abbildung 3.15: Phasen- und Intensitätsverteilung einer um 10◦ verkippten Stepindex-Glasfaser:
Abbildung (a) zeigt die Phasenverteilung mit Phasenwerten von [0; 18, 323] rad.
In (b) ist die konstante Intensitätsverteilung des Objektes mit Iz=0(r) 6= 0 zu
sehen.
der Simulation sind, wie auch die der Propagation mit der CVM zur Berechnung der Intensi-
tätsverteilungen I+(r), Iz=0(r) und I−(r), entsprechend der Stepindex-Faser aus vorherigem Ab-
schnitt (vertikale Ausrichtung) gewählt. Eine so orientierte Glasfaser verletzt selbstverständlich
die Annahme des unbegrenzten freien Raumes, da bei der Berechnung, wie in Abschnitt 2.3.3 er-
läutert, davon ausgegangen wird, dass die Verteilung periodisch fortgesetzt werden kann [46,47].
Andererseits erfüllt ein solches Objekt auch nicht die Vorgaben für ein Rekonstruktionsverfahren
auf Basis von Neumann-Randbedingungen. Demnach muss ein Lösungsansatz entwickelt werden,
der den Randbedingungen eines so gearteten Objektes gerecht wird und somit ein Höchstmaß an
Rekonstruktionsqualität gewährleistet. Eine mögliche Methode, dies umzusetzen, wurde bereit
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(a) I−(r) (b) Iz=0(r) (c) I+(r)
Abbildung 3.16: Drei simulierte Intensitätsverteilungen aus unterschiedlichen Ebenen bei einer
um 10◦ verkippten Glasfaser: Abbildung (a) zeigt die Aufnahme aus der Ebene
z = −20µm, (b) das Fokusbild aus der Ebene z = 0 und (c) das Bild aus der
Ebene z = +20µm.
in Abschnitt 3.1.2 erwähnt: Der Einsatz gemischter Randbedingungen. Durch die Verwendung
gemischter Randbedingungen kann eine optimal an das zu untersuchende Objekt angepasste
Berechungsvorschrift entwickelt werden. Diese erlaubt im Vergleich zu anderen herkömmlichen
Methoden eine höhere Genauigkeit bei der Rekonstruktion einer solchen Phasenverteilung [42].
Die durch Propagation berechneten Intensitätverteilungen finden sich in Abbildung 3.16. Die
(a) Gemischt Φz=0(r) (b) Freier Raum Φz=0(r) (c) Sollverteilung Φz=0(r)
18,707
0,000
Abbildung 3.17: Ergebnisse der Phasenrekonstruktion bei einer um 10◦ verkippten Stepindex-
Glasfaser: Abbildung (a) zeigt die Rekonstruktion im Falle von gemischten
Randbedingungen und (b) unter Annahme des unbegrenzten freien Raumes.
Zum Vergleich ist in (c) die Sollverteilung aus Abbildung 3.15(a) in Falschfar-
ben dargestellt. Die Farbskala rechts zeigt die Zuordnung der rekonstruierten
Phasenwerte [0; 18, 707] rad.
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unter Annahme des unbegrenzten freien Raumes und gemischten Randbedingungen rekonstru-




























































































































































































































































































































































































































































































































































































































































































































































































(b) Freier Raum Φz=0(r)
Abbildung 3.18: Exemplarische vertikale Schnittlinie durch die vorgegebene Phasenverteilung
aus 3.17(c) (rot, Kreis) und die rekonstruierte Verteilung (grün, Quadrat): (a)
gemischte Randbedingung und (b) unbegrenzter freier Raum. Der Schnitt er-
folgte jeweils in der Mitte der Bilder (Nx = 256). Die Differenz (blau, Dreieck)
zeigt den Unterschied zwischen Sollverteilung und Rekonstruktion.
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gemischten Randbedingungen wurde dabei durch Kombination der Gleichungen (2.11), (2.14)
und (2.17) erzielt [42]. Wie bereits vorhergesagt, zeigt die Rekonstruktion unter Annahme des
unbegrenzten freien Raumes [siehe Abbildung 3.17(b)] deutliche numerische Artefakte. Diese
treten vor allem an den Bildrändern auf, da das Objekt die nach Gleichung (2.22) geforderte Pe-
riodizität verletzt. Im Gegenteil dazu zeigt die Rekonstruktion mit gemischten Randbedingungen
[siehe Abbildung 3.17(a)] kaum Abweichungen zur in Abbildung 3.17(c) gezeigten Sollverteilung
der Phase. Wie auch bei den anderen Testobjekten soll eine Schnittlinie durch die Mitte der
Bilder 3.17(a) und 3.17(b) (Nx = 512) einen Vergleich zwischen Sollverteilung (rot, Kreis) und
rekonstruierten Phasen (grün, Quadrat) liefern. Wie in Abbildung 3.18 zu sehen, zeigen die
beiden Methoden bezüglich der Schnittlinie kaum einen Unterschied in der Güte der Rekon-
struktion. Der Grund dafür ist, dass die Schnitte durch die Mitte der Bilder erfolgten und die
numerischen Artefakte vor allem am Rand sichtbar sind. Eine Beurteilung der Rekonstruktionen
über das ganze Feld erfolgt in Abschnitt 3.2.4.
3.2.3 Absorbierendes Objekt
Die nicht perfekt positionierte Glasfaser aus vorherigem Abschnitt kommt einem in der Realität
zu vermessenden Objekt schon wesentlich näher als die ideal vertikal ausgerichtete Faser. Aller-
dings wurde auch hierbei ein entscheidender Faktor im Rahmen der Simulationen vernachlässigt:
Fast jedes reale Objekt weist eine gewisse Absorption bzw. Amplitudenmodulation auf. Dies hat
zur Folge, dass die in Abschnitt 2.4.2 angeführten Bedingungen der konstanten Intensitätsver-
teilung des Fokusbildes Iz=0(r) des Objektes nicht eingehalten werden kann. Wie eingangs des
Abschnitts 3.2 bereits angedeutet, soll die Auswirkung einer ortsabhängigen Absorption auf das
Messprinzip nun genauer untersucht werden. Um den Einfluss der Amplitudenmodulation auf
das Verfahren zu überprüfen, wurde ein Testobjekt simuliert, welches in Abbildung 3.19 darge-
stellt ist. Die Intensitätsverteilung des Objektes weist eine harmonische Amplitudenmodulation
(a) Phasenverteilung Φz=0(r) (b) Intensitätsvert. Iz=0(r)
Abbildung 3.19: Phasen- und Intensitätsverteilung eines absorbierenden Objektes: Abbildung
(a) zeigt die Phasenverteilung mit Phasenwerten von [0;pi] rad. In (b) ist die
harmonisch modulierte Intensitätsverteilung, mit einer Absorption von bis zu
64%, zu sehen.
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(a) I−(r) (b) Iz=0(r) (c) I+(r)
Abbildung 3.20: Drei simulierte Intensitätsverteilungen aus unterschiedlichen Ebenen bei einem
absorbierenden Objekt: Abbildung (a) zeigt die Aufnahme aus der Ebene z =
−3µm, (b) das Fokusbild aus der Ebene z = 0 und (c) das Bild aus der Ebene
z = +3µm.
in x- und y-Richtung auf, während die Phasenverteilung schlangenlinienförmig, mit Phasenwer-
ten von [0;pi] rad, gewählt wurde. Aufgrund ihrer Form verletzt die Phasenverteilung explizit
periodische Randbedingungen. Die Intensitätsverteilung mit einer Periode der Modulation von
16 Pixel erfüllt ebenfalls deutlich nicht die Bedingung der konstanten Intensität nach Gleichung
(2.24). Die ortsabhängige Absorption des Objektes wurde dabei so eingestellt, dass die maximale
Helligkeit in Abbildung 3.19(b) einer Transmission von 100% und die minimale einer Transmis-
sion von 36% entspricht. Die lokale Absorption des Objektes beträgt demnach bis zu 64%, was
einen Kontrast K = (Imax−Imin)/(Imax+Imin) = 47% ergibt. Die durch die Propagation mit der
CVM erhaltenen Intensitätsbilder sind in Abbildung 3.20 zu finden. Parameter der Berechnung
waren in diesem Fall eine Wellenlänge λ = 550nm, Pixelgröße ∆x = 6, 45µm, Defokusdistanz
∆z/2 = ±3µm, Vergrößerung des optischen Systems V = 20× und Pixelanzahl Nx, Ny = 512.
Bei der Rekonstruktion der Phasenverteilung wurde wiederum der aus der Fachliteratur bekann-
te Algorithmus unter Annahme des unbegrenzten freien Raumes [siehe Gleichung (2.22)] [43–46]
mit dem hier entwickelten Ansatz expliziter Randbedingungen verglichen. Die Form des Ob-
jektes legte dabei die Verwendung von Neumann-Randbedingungen nahe [41]. Aufgrund der
absorbierenden Eigenschaften und der daraus resultierenden Verletzung der Herleitung wur-
den auch gemischte Randbedingungen bei der Rekonstruktion berücksichtigt. Somit konnte ein
möglichst optimal an die Fragestellung angepasstes Lösungsverfahren durch Zusammenspiel der
Gleichungen (2.13), (2.12) und (2.17) realisiert werden. In Abbildung 3.21 sind die Ergebnisse
und die Sollverteilung der Phase zusammengefasst. Auch bei diesem absorbierenden Objekt kön-
nen Schnittlinien durch die rekonstruierten Phasenverteilungen aus den Abbildungen 3.21(a),
3.21(b) und 3.21(c) die Tauglichkeit der drei verschiedenen Lösungsagorithmen veranschauli-
chen. Einen Schnitt entlang des Bildrandes von links oben nach rechts oben ist in Abbildung
3.22(a) dargestellt, während in Abbildung 3.22(c) die Linie diagonal von links oben nach rechts
unten gezogen wurde. Abbildung 3.22(a) und vor allem der vergrößerte Ausschnitt 3.22(b) zeigt,
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(a) Gemischt Φz=0(r) (b) Neumann Φz=0(r)
(c) Freier Raum Φz=0(r) (d) Sollverteilung Φz=0(r)
3,577
0,000
Abbildung 3.21: Ergebnisse der Phasenrekonstruktion bei einem absorbierenden Objekt: Ab-
bildung (a) zeigt die Rekonstruktion im Falle von gemischten und (b) unter
Neumann-Randbedingungen. Die Verteilung unter Annahme des unbegrenzten
freien Raumes ist in (c) zu sehen. Zum Vergleich ist in (d) die Sollverteilung
aus Abbildung 3.19(a) in Falschfarben dargestellt. Die Farbskala rechts zeigt
die Zuordnung der rekonstruierten Phasenwerte [0; 3, 913] rad.
dass die Rekonstruktion mit gemischten Randbedingungen (grün, Quadrat) nahezu gleich der
Sollverteilung (rot, Kreis) ist. Das Verfahren mit Neumann-Randbedingungen (blau, Dreieck)
zeigt am Ansatz der Verteilung die stärkste Abweichung zur Sollverteilung und erreicht auch
nicht die erforderliche Höhe, während das weit verbreitete Verfahren unter Annahmen des unbe-
grenzten freien Raumes (schwarz, Raute) massive numerische Artefakte aufzeigt: Vor allem die
zweite Erhebung mit einer Höhe von ca. 1, 5 rad, die nicht in der Sollverteilung vorhanden ist,
offenbart die deutlichen Schwächen dieses Lösungsverfahrens. Im Fall des diagonalen Schnitts
[siehe Abbildung 3.22(c)], weg von den Bildrändern, zeigen alle drei Verfahren weitgehend kor-
rekte Rekonstruktionsergebnisse. Dies ist erstaunlich, da auch hier die Absorption des Objektes
örtlich stark variiert und demnach die Gültigkeit des Rekonstruktionsverfahrens nach Gleichung
(2.24) eindeutig verletzt wird. Dieses Ergebnis legt den Rückschluss nahe, dass das Verfahren
auch im Fall eines absorbierenden Objektes (hier 64%), und damit im Widerspruch zu Gleichung
43
3 Numerische Implementierungen zur Phasenrekonstruktion und Simulationen













































































































































































(a) Schnitt waagerecht Φz=0(r)
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(c) Schnitt diagonal Φz=0(r)
Abbildung 3.22: Exemplarische Schnittlinien durch die vorgegebene Phasenverteilung aus
3.21(d) (rot, Kreis) zusammen mit den rekonstruierten Verteilungen unter ge-
mischten (grün, Quadrat), Neumann- (blau, Dreieck) und unbegrenzter freier
Raum Randbedingungen (schwarz, Raute): (a) zeigt eine Schnitt entlang des
Bildrandes von links oben nach recht oben und (b) einen vergrößerten Aus-




3.2.4 Beurteilung der Ergebnisse und Fehlerabschätzung
In diesem Abschnitt soll eine genauere quantitative Bewertung der in den vorherigen Abschnitten
rekonstruierten Phasenstörungen erfolgen.
Bewertungsmethoden
Die Messgrößen, welche zur Bewertung herangezogen werden, sind die relative Abweichung des
Phasenhubs der rekonstruierten Phasenverteilung vom Soll-Phasenhub sowie der relative und
absolute root-mean-square (RMS)-Fehler. Mit der relativen Abweichung vom Soll-Phasenhub
kann lediglich der Unterschied im Hub zwischen Rekonstruktion und vorgegebener Funktion be-
stimmt werden. Dies betrifft demnach nur den Wert, der durch die Differenz zwischen Maximal-
und Minimalwert der Verteilung in Bezug auf den Hub der vorgegebenen Verteilung gegeben
ist. Es ist damit keine Aussage über die Qualität der Rekonstruktion über das gesamte Feld zu
treffen. Deshalb wird als Bewertungsgröße über die gesamte Verteilung der relative und absolute
RMS-Fehler herangezogen [41, 136–138]. Die Gleichungen (3.16), (3.17) und (3.18) zeigen, wie
die drei Bewertungsgrößen zu berechnen sind.
rel. Abweichung vom Soll-Phasenhub = 100%×
(
maxrek −minrek
maxsoll −minsoll − 1
)
(3.16)
wobei, wie bereits beschrieben, die Differenzmax−min den Phasenhub der jeweiligen Verteilung
darstellt.













√√√√√∑j,l{Φrek(j, l)− Φsoll(j, l)}2
j × l (3.18)
mit j× l der Gesamtanzahl der Pixel. Es ist zu beachten, dass vor der Berechnung des relativen
und absoluten RMS-Fehlers die Mittelwerte der Verteilungen Φrek und Φsoll auf Null gesetzt wur-
den, da die vorgestellten Verfahren die Phasenverteilungen nur in Abhängigkeit einer konstanten
Offset-Phase berechnen können [41,48,49,136].
Bewertungsergebnisse
Tabelle 3.1 zeigt eine Übersicht der relativen Abweichungen und der RMS-Fehler der verschie-
denen simulierten Testobjekte in Bezug auf die unterschiedlichen Lösungsalgorithmen.
Sphärische Phasenstörung Wie aus der Tabelle ersichtlich, bestätigen sich die qualitativen
Ergebnisse für die sphärische Störung aus Abschnitt 3.2.1: Die drei Lösungsverfahren liefern ver-
gleichbare Resultate. Bei allen Algorithmen liegt die relative Abweichung vom Soll-Phasenhub im
Bereich von einem Prozent, während der relative RMS-Fehler sich im Promille-Bereich bewegt.
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Objekt Algorithmus rel. Abw. [%] rel. RMS [%] abs. RMS
sphärische
Phasenstörung
Dirichlet 1, 146 0, 841 0, 005× 10−3
Neumann 1, 122 0, 858 0, 005× 10−3
Unbegrenzt 1, 006 0, 817 0, 005× 10−3
absorbierendes
Objekt
Neumann 13, 864 5, 923 0, 086× 10−3
Gemischt 5, 434 3, 684 0, 053× 10−3
Unbegrenzt 13, 576 9, 766 0, 142× 10−3
Glasfaser
(vertikal)
Neumann −9, 186 13, 534 1, 580× 10−3
Unbegrenzt −11, 418 13, 535 1, 581× 10−3
Glasfaser
(verkippt)
Gemischt 2, 093 9, 443 1, 108× 10−3
Unbegrenzt −0, 942 22, 529 2, 643× 10−3
Tabelle 3.1: Übersicht über die relativen Abweichungen (rel. Abw.) und RMS-Fehler der re-
konstruierten Phasenverteilungen zur Sollverteilung für die verschiedenen Testob-
jekte und Algorithmen. Die Werte wurden jeweils auf die dritte Nachkommastelle
gerundet.
Absorbierendes Objekt Im Fall des absorbierenden Objektes sind die Abweichungen und Fehler
wesentlich höher. Die relative Abweichung vom Soll-Phasenhub liegt bei zwei der drei Metho-
den im zweistelligen Bereich. Es zeigt sich aber deutlich, dass der Algorithmus mit gemischten
Randbedingungen, welcher an die Eigenschaften des Objektes angepasst wurde, sowohl in Bezug
auf die relative Abweichung als auch die RMS-Fehler mit Abstand das beste Rekonstruktionser-
gebnis liefert. Trotz einer ortsabhängigen Intensitätsverteilung mit einer Absorption von bis zu
64% liegt der relative RMS-Fehler nur bei ca. 3, 7%. Der RMS-Fehler des Lösungsverfahrens un-
ter Annahme des unbegrenzten freien Raumes (ca. 9, 8%) spiegelt hingegen die Schwierigkeiten
dieser Methode im Fall nichtperiodischer Objekte wider. Durch den Einsatz gemischter Rand-
bedingungen konnte die Rekonstruktionsqualität im Vergleich zu [41] trotz deutlich erhöhter
Absorption verbessert werden.
Glasfaser vertikal Die quantitative Beurteilung der rekonstruierten vertikal orientierten Glas-
faser zeigt, dass das Verfahren mit Neumann-Randbedingungen und die Methode unter Annahme
des unbegrenzten freien Raumes für dieses Objekt vergleichbare Abweichungen liefert. Die re-
lative Abweichung und der relative RMS-Fehler, meist im zweistelligen Prozent-Bereich, lassen
sich gut anhand der Schnittbilder aus Abbildung 3.14 erklären: Bereits hier ist eine Diskrepanz
zwischen dem maximalen Hub der Sollverteilung zur Rekonstruktion ersichtlich. Unter Berück-
sichtigung der Unterschiede an den Übergängen zwischen den einzelnen Materialien der Glasfaser
(Immersion-Mantel und Mantel-Kern) sind auch die Werte für den RMS-Fehler nachvollziehbar,
da dieser die Abweichungen über das gesamte Feld berechnet.
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Glasfaser verkippt Einen anderen Effekt hingegen zeigt die um 10◦ verkippte Glasfaser. Die
relativen Abweichungen zum Soll-Phasenhub sind im Vergleich zur vertikalen Faser sehr gering.
Unter Annahme des unbegrenzten freien Raumes ergibt sich sogar die geringste Abweichung in
der gesamten Tabelle. Werden hingegen die RMS-Fehler betrachtet, so ist klar ersichtlich, dass
die relative Abweichung zum Soll-Phasenhub nur sehr bedingt als Bewertungsgröße tauglich ist:
Die RMS-Fehler sind hier mit Abstand am höchsten. Dieses Ergebnis lässt sich bereits angesichts
von Abbildung 3.17 vermuten, da an den Bildrändern massive Abweichungen zur Sollverteilung
auftreten und diese bei der Berechnung der RMS-Fehler berücksichtigt werden.
Bestimmung von Brechzahlen
Da die Glasfaser im Rahmen der Arbeit auch als reales Messobjekt dienen wird, soll an dieser
Stelle eine weitere, genauere Untersuchung erfolgen. Die folgenden Analysemethoden zur Bewer-
tung der Rekonstruktion von Glasfasern bzw. deren Eigenschaften werden auch später für die
Beurteilungen tatsächlicher Messungen herangezogen. Eine Stufenindex-Faser besteht aus unter-
schiedlichen Materialien, wobei die entscheidende optische Eigenschaft durch die Brechzahl des
Materials gegeben ist. Bereits in der Simulation der Faser flossen diese wichtigen Kenngrößen,
neben der Geometrie, in das Modell der Glasfaser ein (siehe Abschnitt 3.2.2). Demnach ist eine
Aussage über die Güte der Rekonstruktion an die korrekte Wiedergabe der Kenngröße Brechzahl
gekoppelt.
Methode Im Folgenden soll eine Analysemethode vorgestellt werden, welche die materialab-
hängige Brechzahl und die jeweiligen geometrischen Größen berücksichtigt. Die entwickelte Me-
thode hat dabei den folgenden Ablauf: Das Rekonstruktionsergebnis, wie es zum Beispiel in den
Abbildungen 3.17(a) zu sehen ist, wird in das Programm mathematica R© von Wolfram Rese-
arch eingeladen. Für jede Spalte der Rekonstruktion ergibt sich eine vertikale Schnittlinie der
rekonstruierten Verteilung, wie sie in Abbildung 3.18(a) dargestellt ist. Mit Hilfe der geome-
trischen Parameter der Glasfaser, Durchmesser des Kerns und Mantel, der Vergrößerung des
optischen Systems V , der Pixelgröße ∆x des verwendeten Detektors, der Wellenlänge λ, Brech-
zahl der Immersion nImmersion und gegebenenfalls der Winkel der Verkippung zur Achse, kann ein
Fit-Algorithmus unter Kenntnis dieser Eingangsgrößen auf Basis von Gleichung (3.15) erstellt
werden. Zu jeder vertikalen Schnittlinie wird entsprechend der obigen Größen eine optimale Fit-
Funktion gesucht, welche in Form zweier Fit-Parameter lediglich die Brechzahl des Kerns nKern
und die des Mantels nMantel enthält. Die Parameter der Fit-Funktion werden so lange variiert,
bis ein Optimum erreicht ist. Das Optimum stellt hierbei eine Minimierung des quadratischen
Abstandes zwischen Fit-Funktion und Schnittlinie der Rekonstruktion dar (least-square fit). So-
mit ergibt sich für jeden einzelnen vertikalen Schnitt durch die rekonstruierte Phasenverteilung
eine Brechzahl nKern,rek für den Kern und eine Brechzahl nMantel,rek für den Mantel der Faser.
Für die rekonstruierte Phasenverteilung aus Abbildung 3.17(a), welche in x-Richtung Nx Pixel
besitzt, ergeben sich demnach Nx einzelne Brechzahlen für Kern und Mantel. Abschließend kann
der Mittelwert über die jeweilige Brechzahl und die dazugehörige Standardabweichung über alle
Nx Brechzahl-Werte als Bewertungsgröße hinzugezogen werden, um auf die Homogenität der
Rekonstruktion zu schließen. Wie vorher soll auch hier die relative Abweichung zum Sollwert,
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in diesem Fall zur Soll-Brechzahl, als Kriterium für die Güte der Rekonstruktion dienen:







wobei ni,rek für den Mittelwert der Brechzahl des jeweiligen Mediums (Kern, Mantel) und ni,soll
für den Sollwert der Brechzahl des jeweiligen Mediums (Kern, Mantel) aus der Simulation steht.
Ergebnisse Tabelle 3.2 zeigt die Zusammenstellung der berechneten Werte für die um 10◦ ver-
kippte Glasfaser aus Abschnitt 3.2.2, wobei der Sollwert für die Brechzahl des Kerns und des
Mantels den Simulationsparametern entspricht. Der Sollwert der Apertur (A) in der Tabelle
berechnet sich nach Gleichung (3.11). Der Mittelwert der Apertur über die gesamte rekonstru-
ierte Verteilung wurde errechnet, indem für jede Schnittlinie die Apertur aus den Brechzahlen
nKern,rek und nMantel,rek nach Formel (3.11) ermittelt wurde. Anschließend wurde über alle Werte
der Mittelwert gebildet und abschließend die dazugehörige Standardabweichung errechnet. Die in
Tabelle 3.2 aufgeführten Werte zeigen, dass die zur Rekonstruktion der um 10◦ verkippten Faser
verwendeten Algorithmen (gemischte Randbedingung und unbegrenzter freier Raum) deutliche
Unterschiede aufweisen. Die Abweichungen der Brechzahlen vom Sollwert liegen zwar für beide
im Promille-Bereich, doch ist der Fehler unter Annahme des unbegrenzten freien Raumes we-
sentlich größer als beim Einsatz gemischter Randbedingungen. Für die relative Abweichung des
Kerns ergibt sich ein Faktor zwischen den beiden Techniken von ca. 1, 87, im Fall des Mantels
von sogar ca. 12, 07. Die Werte für die Standardabweichungen der Brechzahlen zeigen außerdem,
dass die Rekonstruktion des unbegrenzten freien Raumes eine wesentlich stärkere Variation über
das Feld aufweist als das alternative Verfahren mit gemischten Randbedingungen. Dies bestä-
tigt die bereits in Abschnitt 3.2.2 vorgestellten Ergebnisse für dieses Objekt. Dass die relativen
Abweichungen der Apertur A im Gegensatz zu den Abweichungen der Brechzahlen für die ver-
schiedenen Algorithmen im Prozent-Bereich liegen, ist dadurch zu erklären, dass nach Gleichung
(3.11) die Brechzahlen quadratisch in die Berechnung der Apertur eingehen. Somit wirkt sich
Sollwert Algorithmus Mittelwert rel. Abw. [%] Standardabw.
nKern 1, 45700
Gemischt 1, 45637 −0, 04311 0, 00003
Unbegrenzt 1, 45582 −0, 08066 0, 00083
nMantel 1, 44100
Gemischt 1, 44106 0, 00384 0, 00007
Unbegrenzt 1, 44167 0, 04637 0, 00107
A 0, 21533
Gemischt 0, 21066 −2, 16869 0, 00046
Unbegrenzt 0, 20199 −6, 19471 0, 01474
Tabelle 3.2: Vergleich zwischen den Sollwerten und den rekonstruierten Werten für die Brech-
zahl des Kerns (nKern) und Mantels (nMantel) sowie der Apertur (A) der um 10◦
verkippten Glasfaser unter Berücksichtigung verschiedener Algorithmen. Die Werte
wurden jeweils auf die fünfte Nachkommastelle gerundet.
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der Fehler der Brechzahlen entsprechend stärker auf die Apertur der Faser aus.
Es kann abschließend gesagt werden, dass das Prinzip der gemischten Randbedingungen für
die Rekonstruktion eines solchen Objektes gut geeignet ist. Dies zeigt sich zum einen an den
Ergebnissen für die errechneten Brechzahlen, welche lediglich Abweichungen im zehntel Promille-
Bereich aufweisen, zum anderen an der geringen Standardabweichung über das Messfeld, trotz
eines Winkels von 10◦. Es gilt hierbei zu bedenken, dass in der betrachteten Abweichung sowohl
der Fehler der Propagation mit der CVM als auch der Fehler der Rekonstruktion und der Fehler
des Fit-Algorithmus enthalten sind. Demnach sind in dieser Bewertung verschiedene numeri-
sche Artefakte inbegriffen, die zum Beispiel durch Rundungsfehler bei der Datenkonvertierung
und dem Speichern der Daten verursacht werden, sowie allgemeine Ungenauigkeiten der Berech-
nungsalgorithmen. Der Fehler, der durch die Propagationsmethode CVM in die Betrachtung mit
einfließt, ist bei einer realen Messung nicht vorhanden. Jedoch ist bei einer solchen Messung mit




In diesem Kapitel werden die experimentellen Aufbauten erläutert, mit denen die deterministi-
sche Phasenrekonstruktion realisiert wurde. Im Rahmen der Arbeit wurden zwei verschiedene
optische Systeme aufgebaut, um die notwendigen Eingangsdaten für den Rekonstruktionsalgo-
rithmus zu gewinnen. Bei den Eingangsdaten handelt es sich, wie in den vorherigen Kapiteln
erläutert, um Intensitätsaufnahmen des Objektes aus unterschiedlichen Ebenen. Die beiden Sys-
teme unterscheiden sich dahingehend, dass die Aufnahme der Intensitätsverteilungen bei einem
System sequentiell [53] und bei dem anderen parallel [42, 51,52] erfolgt.
4.1 Komponenten
In den folgenden Abschnitten werden die für die Aufbauten relevanten Komponenten erläutert
und ihre Verwendung beschrieben.
4.1.1 Mikroskop
Als optisches System zur Aufnahme der Intenstitätsverteilungen dient ein Mikroskop. Gründe für
die Wahl eines Mikroskopes zur Abbildung des Objektes aus unterschiedlichen Fokuslagen sind
die hohe beugungsbegrenzte Abbildungsqualität, die hohe Vergrößerung, die parallele homogene
Beleuchtung und die große Auswahl an verschiedenen Lichtquellen, die einfach an das Mikroskop
angebaut werden können. Außerdem besteht die Möglichkeit, je nach Mikroskop, Proben sowohl
im Durchlicht (transparente Objekte) als auch im Auflicht (reflektive Objekte) zu untersuchen.
Das Mikroskop ist damit aufgrund seiner Eigenschaften dazu prädestiniert, als Aufnahmesystem
zu dienen. Im Rahmen der Arbeit kamen verschiedene Mikroskoptypen zum Einsatz. Zum einen
ein Leitz Orthoplan und Leica DMR zur Untersuchung transparenter Proben im Durchlicht und
zum anderen ein Leica DMRM zur Vermessung reflektiver Proben im Auflicht. Hierbei kamen
Objektive mit 16- bis 100-facher Vergrößerung (VObj) und numerischen Aperturen (NA) von 0,45
bis 1,32 zum Einsatz. Im Folgenden sollen kurz die wichtigsten Parameter besprochen werden,
welche ein Mikroskop als optisches System charakterisieren.
Vergrößerung
Die Gesamtvergrößerung Vges eines Mikroskopes ergibt sich aus dem Produkt der Vergrößerung
des Objektives VObj, der Vergrößerung der Tubuslinse VTL und der Vergrößerung des Okulars
VOk.
Vges = VObj × VTL × VOk (4.1)
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Wird das Mikroskop ohne Okular betrieben, wie es bei der Verwendung einer Kamera der Fall
ist, so berechnet sich die Gesamtvergrößerung nur aus dem Produkt der Vergrößerungen von
Objektiv und Tubuslinse.
Numerische Apertur
Die numerische Apertur NA eines Mikroskopes ist definiert als das Produkt aus der Brechzahl
des umgebenden Mediums (ni) und der Apertur (A = sinα) des Systems.
NA = ni sinα (4.2)
wobei α dem halben Öffnungswinkel des optischen Systems entspricht. Ein umgebendes Medium
mit einer Brechzahl ungleich der von Luft (nLuft ≈ 1) wird in der Mikroskopie als Immersion
bezeichnet. Zum Immergieren von Präparaten werden meist Öle verwendet. Wasser ist prinzipiell
auch geeignet, hinterlässt aber beim Trocknen Spuren auf den Frontlinsen des Objektives und
den Proben.
Laterale Auflösung
Die laterale Auflösung eines Mikroskopes bei inkohärenter Beleuchtung und kreisförmiger Aper-
tur ergibt sich nach [50] zu
ρ = 0, 61 λ
NA
(4.3)
Der Wert ρ gibt dabei an, wie groß die Distanz zwischen zwei Punkten ist, die gerade noch
getrennt aufgelöst werden können.
Schärfentiefe
Die Schärfentiefe ist die Strecke im Objektraum, bei der alle Objekte, welche innerhalb dieses
Bereiches liegen, noch scharf auf den Sensor abgebildet werden. Die wellenoptische- oder auch
Rayleigh-Schärfentiefe im Falle beugungsbegrenzter Abbildung ergibt sich nach [139] zu
δzR = ± ni λ2 (NA)2 (4.4)
Wird ein Objekt innerhalb des Schärfetiefenbereiches verschoben, so erscheint es weiterhin voll-
ständig scharf auf dem Sensor. Die Schärfentiefe ist, wie bereits in Abschnitt 2.4.3 angesprochen,
ein entscheidender Parameter des vorgestellten Messverfahrens.
Beleuchtung
Die Beleuchtung bildet die Grundlage jedes lichtmikroskopischen Verfahrens. Ganz allgemein
lassen sich die Beleuchtungsstrahlengänge, je nach Anwendung, in Auf- und Durchlicht unter-
teilen. Darüber hinaus können diese Verfahren wiederum in Hell- bzw. Dunkelfeldbeleuchtung
gegliedert werden. Im Rahmen dieser Arbeit wurde zum Aufzeichnen der Intensitätsverteilun-
gen aus unterschiedlichen Fokuslagen lediglich die Hellfeldbeleuchtung im Auf- und Durchlicht
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verwendet. Deshalb soll im Folgenden auch nur dieses Beleuchtungsverfahren näher erläutert
werden. Die Beleuchtung im Mikroskop erfolgt auf Basis eines verflochtenen Strahlengangs, der
sogenannten Köhlerschen Beleuchtung [111]. Der genaue Strahlengang ist in Abbildung 4.1 dar-
gestellt. Diese spezielle Beleuchtungstechnik sorgt dafür, dass das Objekt, trotz inhomogener
Abbildung 4.1: Schematischer Strahlengang der Köhlerschen Beleuchtung im Durchlicht: Durch
den Strahlengang nach Köhler ergibt sich eine homogene Ausleuchtung des Ob-
jektes. Konjugierte Ebenen innerhalb des Mikroskopes ermöglichen außerdem,
die Beleuchtung und Abbildung zu manipulieren, ohne dabei in die tatsächli-
chen Ebenen eingreifen zu müssen.
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Leuchtdichteverteilung der Lichtquelle, homogen und von ebenen Wellen ausgeleuchtet wird.
Gleichzeitig ergeben sich durch den verflochtenen Strahlengang nach Köhler innerhalb des Mi-
kroskopes verschiedene, zueinander konjugierte Ebenen. Zum Beispiel ermöglicht die Leuchtfeld-
blende, Einfluss auf die Größe der ausgeleuchteten Fläche in der Objektebene zu nehmen, ohne
in die Ebene selbst einzugreifen. Ebenfalls kann durch Einstellen der Aperturblende die Größe
der zur Bildentstehung beitragende Lichtquelle variiert werden. Damit ergibt sich einerseits die
Möglichkeit, die Helligkeit in der Objektebene zu ändern, andererseits wird aber auch der räum-
liche Kohärenzgrad der Lichtquelle verändert. Dies ist möglich, da der Kollektor die Lichtquelle
in die Aperturblende abbildet (siehe Abbildung 4.1). Wird die Größe der Aperturblende verän-
dert, so verändert sich entsprechend die Größe der zur Bildentstehung beitragenden Lichtquelle.
Bei zugezogener Aperturblende trägt demnach nur Licht aus einem kleinen Teil des Leuchtmitt-
les zur Beleuchtung bei. Somit ist bei zugezogener Aperturblende der räumliche Kohärenzgrad
der Quelle größer als bei offener Blende. Der räumliche Kohärenzgrad wiederum hat direkten
Einfluss auf die Übertragungseigenschaften des Mikroskopes. Die Grenzfrequenz der OTF im
Fall vollständig inkohärenter Beleuchtung ist um Faktor zwei größer als die Grenzfrequenz im
kohärenten Fall [1, 16,123] und wirkt sich damit auf die Auflösung des Mikroskopes aus.
4.1.2 Lichtquellen
Neben dem Strahlengang der Beleuchtung ist selbstverständlich auch die Art der verwendeten
Lichtquelle ein wichtiger Parameter. Entscheidende Größen sind dabei die spektrale Bandbreite
und die geometrischen Ausdehnung der Quelle, da diese direkt mit der zeitlichen und räumlichen
Kohärenz der Lichtquelle zusammenhängen [1]. Im Rahmen der Arbeit kamen diverse Lichtquel-
len zum Einsatz. Neben einer Standardmikroskopbeleuchtung mit Halogenlampe wurde auch eine
Natrium-Gasentladungslampe (λ = 589nm) und ein HeNe-Laser (λ = 632, 8nm) [140] verwen-
det. Die benutzten Lichtquellen weisen alle unterschiedliche Grade der Kohärenz auf, wobei das
breitbandige Spektrum der Halogenlampe zum Teil mit Interferenzfiltern gefiltert wurde, um so
den zeitlichen Kohärenzgrad zu verändern [42]. Bei einer kohärenten Beleuchtung kann es jedoch
zur Bildung von sogenannten Speckle kommen [141]: Trifft Licht aus einer kohärenten Quelle
auf ein optisch raues Material und wird an diesem gestreut, so kommt es zur Interferenz der von
den Streuzentren ausgehenden Wellen. Da die Zentren statistisch verteilt aber zeitlich konstant
sind, ist auch das resultierende Interferenzmuster stationär [1]. Dieses Muster wird als Speckle
bezeichnet. Um Speckle bei einer kohärenten Beleuchtung zu vermindern, wurde eine sogenann-
te Martienssen-Spiller-Quelle (MSQ) eingesetzt. Eine MSQ stellt eine quasi-monochromatische,
quasi-thermische Lichtquelle dar, die erstmals 1964 von Werner Martienssen und Eberhard Spil-
ler vorgestellt wurde [142–144]. Sie erlaubt es dank ihres Aufbaus den räumlichen Kohärenzgrad
der Quelle in Grenzen frei einzustellen und somit die Bildung von Speckle trotz monochroma-
tischer Beleuchtung zu unterdrücken. Eine genaue Beschreibung und Charakterisierung dieser
Quelle ist unter anderem in [105,145–148] zu finden.
4.1.3 Kamera
Um die Intensitätsverteilungen aus den verschiedenen Schärfeebenen aufzuzeichnen, fiel die
Wahl auf die schwarz-weiß CCD-Kamera Pike F-145B der Firma Allied Vision Technologies.
54
4.2 Aufbauten
Gründe hierfür waren, dass die Pike F-145B über einen Chip mit ausreichend hoher Auflö-
sung von 1388× 1038 Pixel bei einer Pixelgröße von 6, 45× 6, 45µm2 verfügt, sie lichtstark und
rauscharm ist [149]. Angesichts der Auflösung kann aus dem Bildfeld ohne weiteres ein Aus-
schnitt von 1024 × 1024 Pixel gewählt werden. Dies ermöglicht die Verwendung der schnellen
Fourier-Transformation innerhalb des Algorithmus zur Phasenrekonstruktion, da sich die An-
zahl der zu prozessierenden Datenpunkte als Zweierpotenz darstellen lässt. Die Kamera ist mit
einem 14Bit Analog-Digital-Wandler ausgestattet. Dieser gewährleistet, dass die Intensitätsver-
teilungen mit einer hinreichend hohen Auflösung an Graustufen (214 = 16384) aufgezeichnet
werden.
4.2 Aufbauten
Wie bereits eingangs erwähnt, wurden zwei Typen von Aufbauten realisiert, um die Intensi-
tätsverteilungen des Objektes aus unterschiedlichen Ebenen aufzuzeichnen. Diese sollen nun
vorgestellt werden.
4.2.1 Sequentielles System
Bei dem sequentiellen System handelt es sich um die einfacher umzusetzende Variante. In diesem
Aufbau kam das bereits vorgestellte Leitz Orthoplan Mikroskop zum Einsatz. Als Lichtquellen
dienten sowohl die oben beschriebene Natrium-Gasentladungslampe als auch der bereits vorge-
stellte HeNe-Laser, wobei zur Verminderung von Speckle die MSQ verwendet wurde. Zur Auf-
nahme der Intensitätsverteilungen aus unterschiedlichen Fokuslagen wurde das Leitz Orthoplan
leicht modifiziert. Durch geeignete Mechaniken, welche mit einem CAD Programm selbst kon-
struiert und in der Fakultätswerkstatt gefertigt wurden, konnte der Objekttisch des Mikroskopes
um einen motorisierten computergesteuerten Lineartisch erweitert werden. Der Lineartisch (M-
VP-25XA von Newport) ermöglichte eine präzise, über eine Software gesteuerte Defokussierung
des Objektes mit einer Auflösung von 0, 1µm [150]. Die Aufzeichnung der Bilder erfolgte mit der
in Abschnitt 4.1.3 beschriebenen 14Bit CCD Kamera Pike F-145B. Die für die Phasenrekon-
struktion notwendigen Intensitätsverteilungen wurden sequentiell nacheinander aufgezeichnet,
indem der Objekttisch mit Hilfe des Lineartisches um definierte Strecken entlang der optischen
Achse verfahren wurde. In der jeweiligen defokussierten Position wurde dann die entsprechende
Intensitätsverteilung aufgenommen. Der Nachteil liegt darin, dass das sequentielle System ledig-
lich die Untersuchung von statischen Proben zulässt, da sich das Objekt während der Aufnahmen
nicht verändern darf. Andererseits ist es aufgrund seines simplen Aufbaus, der Verwendung von
nur einer Kamera und kostengünstigen Standardkomponenten sehr einfach umzusetzen [53].
4.2.2 Echtzeit-System
Als Alternative zum zeit-sequentiellen Aufbau wurde ein System entwickelt, bei welchem die
Intensitätsverteilungen aus unterschiedlichen Ebenen parallel aufgezeichnet werden. Die gleich-
zeitige Aufnahme der Intensitätsbilder beseitigt die Nachteile des im vorigen Abschnitt 4.2.1
beschriebenen Systems. Es ergibt sich somit die Möglichkeit, auch lebende Proben oder dynami-
sche Prozesse zu untersuchen. Ansätze zur parallelen Detektion von Intensitätsverteilungen aus
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unterschiedlichen Ebenen wurden unter anderem in [151–153] publiziert. Die Verfahren stützen
sich dabei auf die Verwendung von holographischen Elementen, die es ermöglichen, die Verteilun-
gen gleichzeitig auf einem Detektor aufzuzeichnen. Dabei muss man beachten, dass der Detektor
über eine sehr hohe Pixelanzahl verfügen sollte, damit die verschiedenen Intensitätsverteilungen
auf diesem einen Detektor immer noch hinreichend gut abgetastet werden können. Weiterhin
muss beachtet werden, dass sich die Defokusdistanz nicht frei einstellen lässt, da diese durch das
Design der holographischen Elemente vorgegeben ist. Die Defokusdistanz ist aber unter anderem
von den Objekteigenschaften abhängig (siehe Abschnitt 2.4.3) und somit sind diese Ansätze nur
bedingt für eine große Klasse von Proben geeignet. Die gleiche Problematik stellt sich bei dem
von Waller et al. veröffentlichten Verfahren ein [133]. Die Defokussierung basiert hier auf der
gezielten Ausnutzung der chromatischen Aberration eines optischen Systems und ist damit von
den eingesetzten Linsen und der verwendeten Lichtquelle abhängig. Im Falle monochromatischer
Beleuchtung wäre dieser Ansatz überhaupt nicht umzusetzen. Dies wurde auch schon in [42] an-
gemerkt.
Das in dieser Arbeit verwendete Verfahren realisiert die Aufnahme der Intensitätsverteilun-
gen aus unterschiedlichen Ebenen auf eine andere Art. Ziel war es dabei, wiederum ein mög-
lichst einfaches und flexibles Konzept zu entwickeln: Anstatt nur eine Kamera zu verwenden
und den Objekttisch des Mikroskopes zu verfahren, setzt das Echtzeit-System auf die Verwen-
dung von mehreren Kameras, die gleichzeitig unterschiedliche Ebenen des Objektes aufzeichnen.
Ein vergleichbarer Ansatz wurde auch von Horn et al. veröffentlicht [154]. Durch verschiede-
ne Experimente konnte gezeigt werden, dass der Einsatz von nur zwei Kameras ausreichend
ist [42,106,107,117]. In diesem Fall wird die fokussierte Intensitätsverteilung Iz=0(r) des Objek-
tes aus der Ebene z = 0 durch den arithmetischen Mittelwert der beiden defokussierten Bilder
I+(r) und I−(r) bestimmt:
Iz=0(r) ≈ I+(r) + I−(r)2 (4.5)
Dies wurde auch schon in Publikationen zur TIE angeführt und ausgenutzt [35,119]. Eine sche-
matische Skizze des Echtzeit-Systems ist in Abbildung 4.2(a) zu sehen. Durch den Einbau eines
kubischen Strahlteilers in den Abbildungsstrahlengang erzeugt die Tubuslinse zwei Bilder des
Objektes. Die beiden Kameras werden anschließend so positioniert, dass ihre CCD-Sensoren
jeweils vor (I+(r)) bzw. hinter (I−(r)) der eigentlichen Schärfeebene liegen. Den tatsächlichen
experimentellen Aufbau mit dem Zwei-Kamera-System zeigt Abbildung 4.2(b). Als zentrales
Montageelement des Zwei-Kamera-Systems dient ein Skelettwürfel (G061081000 ) der Firma
LINOS [155]. Darin befindet sich der Strahlteiler (G335520000 von LINOS [156]) auf einem jus-
tierbaren Prismenträger (G065089000 von LINOS [157]). Mechanische Adapter aus Aluminium
ermöglichen den Anschluss der beiden Pike F-145B Kameras über Abstandsringe (AZ005 von
Phytec [158]) am Skelettwürfel. Die Defokusdistanz ∆z′/2 der beiden Intensitätsverteilungen
lässt sich dabei schnell und einfach durch verschieden große Abstandsringe einstellen [42], wobei
die Abstandsringe entsprechend dem zu untersuchenden Objekt und den Systemeigenschaften
gewählt werden können. Ein weiterer Adapter dient zum Anschluss des Zwei-Kamera-System an
das Leica DMRM Mikroskop. Das Zwei-Kamera-System nutzt dabei den Anschluss des Binoku-
lartubus und kann demnach an Mikroskope verschiedenster Hersteller angebaut werden, indem














(a) Schematische Skizze (b) Experimenteller Aufbau
Abbildung 4.2: Schematische Skizze und experimenteller Aufbau des Echtzeit-Systems: Abbil-
dung (a) zeigt eine schematische Skizze und (b) den tatsächlich realisierten Auf-
bau. Zu sehen ist das Leica DMRM Auflicht-Mikroskop, wobei der Binokulartu-
bus des Mikroskopes durch das Zwei-Kamera-System ersetzt wurde.
tem aus dem vorangegangenen Abschnitt wurden die Anschlussadapter für die Kameras und das
Anschlussstück zum Mikroskop selbst konstruiert und in der fakultätseigenen Werkstatt herge-
stellt.
Während beim zeit-sequentiellen Systems aus Abschnitt 4.2.1 die Defokussierung im Objektraum
stattfindet, wird diese beim Echtzeit-System im Bildraum realisiert. Dies hat zur Folge, dass im
Falle des Echtzeit-Systems die Defokusdistanz ∆z deutlichen Einfluss auf die Vergrößerung des
Mikroskopes nimmt. Da nach Gleichung (2.25) die Differenz der beiden Intensitätsverteilungen
I+(r) und I−(r) die entscheidende Eingangsgröße darstellt, müssen bei der Rekonstruktion der
Phasenverteilung die unterschiedlichen Vergrößerungen der beiden Aufnahmen berücksichtigt
werden. Des Weiteren gilt zu beachten, dass aufgrund des flexiblen Aufbaus des Zwei-Kamera-
Systems zusätzlich auch eine Translation, Rotation und/oder Scherung zwischen den beiden
Kamerabildern vorliegen kann. Über die Justierschrauben des Prismenträgers (G065089000 von
LINOS [157]) und durch Drehung der Kameras kann eine manuelle Korrektur der Translation
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und Rotation der beiden Kamerabilder zueinander erfolgen. Nach Gleichung (2.25) ist eine pi-
xelgenaue Positionierung der Intensitätsverteilungen zueinander notwendig, welche aber durch
eine rein manuelle Korrektur nicht gewährleistet werden kann. Berücksichtigt man auch die er-
forderliche Korrektur der Vergrößerung, so lassen sich die Faktoren Streckung und Stauchung,
Translation, Rotation und Scherung in einer projektiven Transformation zwischen den Aufnah-
men I+(r) und I−(r) beschreiben.
Die projektive Transformation ist ein gängiges Werkzeug der digitalen Bildverarbeitung und
ihre Softwareimplementierung in der entsprechenden Standardliteratur zu finden [159]. Zur Be-
rechnung der entsprechenden Transformationsmatrix sind in den beiden Bildern lediglich vier
Punkte auszuwählen, welche aufeinander abzubilden sind. Da es bei der projektiven Transfor-
mation zur Überführung von diskreten Pixelpositionen in kontinuierliche kommt, muss bei der
Berechnung des transformierten Bildes eine Interpolation der Pixelwerte vorgenommen werden.
In der Arbeit wurde dabei auf die bilineare Interpolation zurückgegriffen, bei welcher ein Pixel
im transformierten Bild aus den vier Nachbarn im ursprünglichen Bild interpoliert wird. Die
bilineare Interpolation bot dabei den optimalen Kompromiss zwischen Genauigkeit und Rechen-
zeit.
Beim Einsatz des Zwei-Kamera-Systems muss neben den geometrischen Korrekturen außerdem
beachtet werden, dass jeder der beiden CCD-Sensoren ein individuelles Verhalten bezüglich
Empfindlichkeit, Rauschen und Dunkelstrom aufweist. Des Weiteren ist selbst bei optimal ein-
gestellter Köhlerscher Beleuchtung unter realen experimentellen Bedingungen eine absolut ho-
mogene Beleuchtung auf den beiden CCD-Sensoren kaum zu realisieren. Zusätzlich kann sich
durch ein ungleichmäßiges Teilungsverhältnis des Strahlteilers, Verunreinigungen oder Reflexen
im Strahlengang die Beleuchtung in den beiden defokussierten Ebenen unterscheiden, was eben-
falls einen negativen Einfluss auf die Rekonstruktion der Phasenverteilung hat.
Diese Schwierigkeiten bringt das zeit-sequentielle System nicht mit sich, da die gewonnenen In-
tensitätsverteilungen von der selben Kamera stammen, und somit individuelle Eigenschaften des
CCD-Sensors und der Beleuchtung nach Gleichung (2.25) keine Auswirkung auf die Phasenre-
konstruktion haben.
Um den Einfluss der beiden unterschiedlichen Kamera-Chips auf die Messungen zu minimieren,
wird jede Kamera kalibriert und eine sogenannte shading correction durchgeführt. Bei der sha-
ding correction wird jedem Pixel auf dem Chip ein Faktor zugeordnet, so dass trotz inhomogener
Beleuchtung die Kamera eine homogene Intensitätsverteilung liefert [160]. Alle Operationen las-
sen sich direkt auf dem Sensor durchführen und bleiben im internen Speicher der Kamera [149].
Bei jeder Bildübertragung werden die Operationen automatisch auf das aktuelle Bild angewandt
und müssen somit nicht mehr in der Software zur Phasenrekonstruktion berücksichtigt werden.
Vor Beginn einer Messung mit dem Echtzeit-System müssen demzufolge verschiedene Schritte
der Justage und Kalibrierung durchgeführt werden. Der Ablauf lässt sich grob in die folgenden
Schritte aufteilen:
1. Festlegen und Einstellen der Defokusdistanz durch entsprechende Abstandringe zwischen
dem Skelettwürfel und den Kameras.
2. Manuelle Korrektur der Bildlagen zueinander über Justierschrauben am Prismenträger und




3. Festlegen der Koordinaten für die projektive Transformation unter Verwendung eines ge-
eigneten Objektes. Auf den beiden Kamerabildern I+(r) und I−(r) werden jeweils vier
Koordinaten für die gleichen markanten Punkte des Objektes bestimmt. Mit Hilfe dieser
acht Punkte wird anschließend die anzuwendende Transformationsmatrix berechnet [159].
4. Durchführen der shading correction und Kalibrierung der Kameras direkt auf dem Sensor
(ohne Objekt) [160].
Das gleichzeitige Aufzeichnen der Intensitätsverteilungen, und damit das Zwei-Kamera-System,
ist nur eine Vorbedingung für die Realisierung eines Echtzeit-Systems zur Phasenrekonstruktion.
Selbstverständlich muss auch die Gleichung zur Rekonstruktion der Phasenverteilung in einem
Algorithmus umgesetzt werden, welcher sich nahezu in Echtzeit berechnen lässt. Dies wurde
dadurch erzielt, dass die im Kapitel 3.1.2 eingeführten Algorithmen auf parallel arbeitenden
Prozessoren implementiert und gelöst wurden [42, 51, 52]. Die meistverbreiteten Einheiten für
parallele Berechnungen sind die sogenannten Graphic Processing Units (GPUs), die heutzutage
auf der Grafikkarte fast jedes Standardcomputers zu finden sind. Mit Hilfe der Programmierspra-
che Nvidia CUDA C kann die parallele und deshalb schnelle Berechnung von Gleitkommaope-
rationen auf herkömmlichen Nvidia GPUs relativ einfach umgesetzt werden [161]. Im Rahmen
der Arbeit wurde deshalb Nvidia CUDA C 3.2 eingesetzt, um die Vorteile von GPUs auszunut-
zen. Das Programm zur Phasenrekonstruktion, welches auch die projektive Transformation und
bilineare Interpolation der Intensitätsverteilungen beinhaltete, lief dabei auf einem Windows 7
64Bit Rechner mit einer Intel Core i7 920 - QuadCore 2.67GHz CPU, 12 GB DDR-RAM und
einer Nvidia GeForce GTX460 GPU mit 336 Prozessorkernen à 1.35GHz [161]. Das Aufzeichnen
der Intensitätsverteilungen I+(r) und I−(r), deren Transformation und Interpolation und die
anschließende Berechnung der Phasenverteilung nach Gleichung (2.17) läuft dabei in einer konti-
nuierlichen Schleife. Um eine gleichzeitige Bildaufnahme zu garantieren, wurde an beide Kameras
ein Triggersignal gesendet. Damit konnte eine Verzögerung der Synchronisation beider Kameras
von unter 4µsec realisiert werden [42]. Aufgrund der Synchronisation und der Implementierung
aller notwendigen Algorithmen auf einer GPU konnte die quantitative Rekonstruktion der Pha-
senverteilung eines Objektes mit bis zu 28 Bildern pro Sekunde realisiert werden [42,51,52]. Die
Verwendung von GPUs zur Rekonstruktion von Phasenverteilungen wurde auch von Loomis et
al. publiziert [162]. Das Verfahren stützt sich dabei aber auf die bereits vorgestellte Methode
von Waller et al. [133], welche die chromatische Aberration eines optischen Systems ausnutzt.
Zusätzlich basiert die Lösungsgleichung auf der Annahme des unbegrenzten freien Raumes. Bei-
de Punkte wurden bereits diskutiert und ihre Schwächen aufgezeigt, weshalb der hier gewählte
Ansatz als praktikabler anzusehen ist.
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5 Experimentelle Ergebnisse, Auswertung und
Anwendung
Mit den beiden in Kapitel 4 eingeführten experimentellen Aufbauten (sequentielles und Echtzeit-
System) wurden Messungen an verschiedenen Objekten vorgenommen. Die untersuchten Objekte
wurden dabei in die Klassen der technischen und biologischen Proben eingeteilt. Da technische
Proben von Seiten der Hersteller meist ausreichend charakterisiert bzw. Vergleichsmessungen
möglich sind, ist diese Klasse von Objekten ideal zur quantitativen Beurteilung des in der Arbeit
vorgestellten deterministischen Rekonstruktionsverfahrens geeignet. Biologische Proben hinge-
gen können mit dem Verfahren zwar quantitativ vermessen werden, aber eine Bewertung der
Ergebnisse kann aufgrund mangelnder Vergleichsmöglichkeiten im Endeffekt nur qualitativ er-
folgen. Im weiteren Verlauf dieses Kapitels soll außerdem aufgezeigt werden, welche zusätzlichen
Anwendungsmöglichkeiten sich durch die Kenntnis der Amplituden- und Phasenverteilung eines
Objektes ergeben.
5.1 Experimentelle Ergebnisse und Auswertung
Im Folgenden werden Messungen diverser Objekte vorgestellt, wobei im Fall technischer Proben
Vergleiche zu Herstellerangaben oder Vergleichsmessungen zur Beurteilung der Resultate heran-
gezogen werden. Einige der experimentellen Ergebnisse wurden bereits in [42,52,53] publiziert.
5.1.1 Technische Proben
Bei den technischen Proben handelt es sich um ein Partikelstandard, um zwei verschiedene
Stepindex-Glasfasern und eine Mikrolinse. Das Partikelstandard sowie die Glasfasern wurden
im Durchlicht vermessen, wohingegen die Mikrolinse nach Aufbringen einer dünnen Goldschicht
unter einem Auflichtmikroksop untersucht wurde. Die durchsichtigen Proben wurden vor dem
Experiment zusammen mit einem Immersionsöl auf einen Objektträger aufgebracht und mit
einem Deckglas abgedeckt. Um zu garantieren, dass das Deckglas waagerecht auf der Probe auf-
liegt, wurde jeweils mehrere Partikel bzw. Faserstücke auf dem Objektträger positioniert [163].
Die Brechzahl der Immersion wurde dabei so gewählt, dass sie nur geringfügig von der nominalen
Brechzahl des zu untersuchenden Materials abweicht [42, 53]. Die quantitative Auswertung der
Ergebnisse erfolgt unter anderem nach der in Abschnitt 3.2.4 vorgestellten least-square fit Me-
thode. Die Auswirkungen unterschiedlichster Einflüsse auf das Messverfahren wurden bereits in
verschiedenen Arbeiten evaluiert und sollen deshalb in diesem Abschnitt nicht mehr aufgegriffen
werden. Insbesondere gilt es hier die Experimente von Horstmann und Matrisch zu erwähnen, die
den Kohärenzgrad der Lichtquelle, die Immersion, das Rauschen des Sensors, Abbildungsfehler,
Bildhelligkeit sowie die Defokusdistanz und Reproduzierbarkeit gezielt untersuchten [104,105].
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Partikelstandard
Als einfaches Untersuchungsobjekt diente ein vom National Institute of Standards and Techno-
logy (NIST) zertifiziertes Partikelstandard von Duke Scientific (Katalognummer 9020). Bei dem
Standard handelt es sich um eine Glaskugel aus Borosilikatglas mit einem nominalen Durch-
messer von dnom = 20µm und einer Brechzahl von nnom = 1, 56 bei einer Wellenlänge von
λ = 589nm [164]. Die Probe wurde in eine Immersion mit der Brechzahl nImmersion = 1, 555
eingebettet, wobei die Brechzahl mit einem Abbe-Refraktometer von Carl Zeiss überprüft wur-
de [165]. Die Aufnahmen des Partikelstandards aus unterschiedlichen Ebenen wurde mit dem
sequentiellen System aus Abschnitt 4.2.1 vorgenommen. Als Beleuchtungseinheit wurde an das
Leitz Orthoplan Mikroskop die Natrium-Gasentladungslampe (λ = 589nm) zusammen mit der
MSQ angebracht (siehe Abschnitt 4.1.2). Das Orthoplan Mikroskop besitzt einen Tubusfaktor
(a) I−(r) (b) I+(r)
(c) Iz=0(r) (d) Dirichlet Φz=0(r)
 0,509
0,000
Abbildung 5.1: Aufgenommene Intensitätsverteilungen und rekonstruierte Phasenverteilung des
Partikelstandards: Abbildung (a) zeigt die Aufnahme aus der Ebene z = −9µm,
(b) das Bild aus der Ebene z = +9µm und (c) das Fokusbild aus der Ebe-
ne z = 0. In (d) ist die rekonstruierte Phasenverteilung im Fall von Dirichlet-
Randbedingungen zu sehen. Die Skala rechts zeigt die Zuordnung der Phasen-
werte [0; 0, 509] rad.
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von 0.7875×, was bei einer Abbildung der Glaskugel mit einem Leitz NPL Fluotar 100/1,32 Oil
Objektiv eine resultierende Gesamtvergrößerung [nach Gleichung (4.1)] von 78, 75× ergibt. In
Abbildung 5.1 sind die Eingangsdaten und das Ergebnis, mit einer Auflösung von 256×256 Pixel,
zusammengestellt. Die Bilder 5.1(a)-5.1(c) zeigen die Aufnahmen aus den unterschiedlichen Ebe-
nen, wobei deutliche Störungen auf den Bildern zu sehen sind. Es zeigt sich allerdings, dass diese
Störungen objektunabhängig sein müssen, da sie in jeder Aufnahme trotz Defokussierung nahezu
gleich sind. Vermutlich beruhen diese Bildartefakte auf Schmutzpartikeln und internen Refexio-
nen innerhalb des Mikroskopes und der Kamera. Wie in der rekonstruierten Phasenverteilung
in Abbildung 5.1(d) zu sehen, haben diese Störungen aber kaum Einfluss auf das Messergebnis,
da sie sich durch die Differenzbildung nach Gleichung (2.25) nahezu auslöschen. Zur besseren
Sichtbarkeit wurden die Grauwerte der unter Dirichlet-Randbedingungen berechneten Phasen-
verteilung invertiert. Die Abbildung 5.1(d) kann demnach als objektinduzierter Phasenversatz
interpretiert werden. Eine exemplarische Schnittlinie (grün, Quadrat) durch die rekonstruierten




























































































































































































































Abbildung 5.2: Exemplarische horizontale Schnittlinie (Ny = 120) durch die rekonstruierte Ver-
teilung aus 5.1(d) unter Dirichlet-Randbedingungen (grün, Quadrat) zusammen
mit der entsprechenden Fit-Funktion (rot, Kreis).
te der Glaskugel bei Ny = 120. Zur quantitativen Bewertung des Rekonstruktionsergebnisses
wurde der Fit-Algorithmus aus Abschnitt 3.2.4 auf das Partikelstandard angewandt. Als geo-
metrische Größe ging dabei nur der gemessene Durchmesser d der Glaskugel in die least-square
fit Methode mit ein. Der nominale Durchmesser der Partikelstandards liegt laut Hersteller bei
dnom = 20µm. Vor der Auslieferung an den Endkunden werden die Partikel vom NIST auf ihre
tatsächliche Größe hin vermessen. Diese Zertifizierungsmessung des NIST ergab für die hier un-
tersuchte Charge einen zertifizierten Durchmesser von dzer = 17, 3 ± 1, 4µm. Das in Abbildung
5.1 gezeigte Partikelstandard weist jedoch einen Durchmesser von d ≈ 15, 2µm auf, welcher
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auch als geometrische Größe in die least-square fit Methode mit einging. Die least-square fit
Methode ergab für diese Schnittlinie eine Brechzahl des Partikelstandards von nfit ≈ 1, 558, wel-
che offensichtlich sehr nahe an der nominalen Brechzahl von nnom = 1, 56 liegt. Die errechnete
Fit-Funktion (rot, Kreis) ist ebenfalls in Abbildung 5.2 gezeigt. Abweichungen zwischen der re-
konstruierten Phasenverteilung und der Fit-Funktion sind hauptsächlich am Übergang zwischen
Borosilikatglas und Immersionmedium zu beobachten. Dies bestätigt das Resultat der Simula-
tion aus Abschnitt 3.2.1, da der Algorithmus nicht in der Lage ist, so hohe Phasengradienten zu
rekonstruieren.
Stepindex-Glasfasern
Die Charakterisierung von Glasfasern stellt seit ihrer großtechnischen Produktion eine messtech-
nisch anspruchsvolle Aufgabe dar [163, 166–173]. Der Grund dafür ist, dass sich die Brechzahl
des Kerns und vor allem die des Mantels während des Ziehprozesses der Fasern verändern kann.
Diese Abweichungen der Brechzahlen der gezogenen Fasern zu den Brechzahlen der Preformen
entstehen durch sich ändernde externe Einflüsse, wie zum Beispiel Temperatur, Druck und Zieh-
geschwindigkeit während des Herstellungsprozesses [174]. Eine Abweichung der Brechzahlen von
Kern und Mantel verursacht aber direkt ein Änderung der nominalen Apertur der Glasfaser [siehe
Gleichung (3.11)]. Demzufolge ist es für Hersteller von Glasfasern unabdingbar, die Brechzahl-
verteilungen ihrer gezogenen Glasfasern zu überprüfen, um im Falle einer zu großen Abweichung
zur nominalen Apertur den Produktionsprozess entsprechend anpassen zu können [53]. Im Wei-
teren sollen zwei unterschiedliche Stepindex-Glasfasern vermessen und ihre Brechzahlen bzw.
Aperturen mit Hilfe der least-square fit Methode aus Abschnitt 3.2.4 ermittelt werden.
AS 100/140 IRAN Die AS 100/140 IRAN ist eine Multimode-Stepindex-Glasfaser der Fiber-
Tech GmbH. Die Abkürzung AS in der Produktbeschreibung steht für all silica, die Zahlen 100
und 140 für die nominalen Durchmesser des Kern dKern,nom und des Mantels dMantel,nom der
gezogenen Faser in µm, IR beschreibt den Einsatzbereich der Faser im sichtbaren und nahen In-
frarotbereich (450− 2200nm) und die Buchstaben A und N bezeichnen das Material des coating
und jacket, hier Acrylat und Nylon, der Faser [175]. Die Brechzahlen der Preform der Glasfaser
sind laut Hersteller nKern,pre = 1.457 and nMantel,pre = 1.439 bei λ = 632nm. Nach Gleichung
(3.11) ergibt sich für die Apertur der Preform Apre ≈ 0.228. Auch diese Faserprobe wurde mit
dem sequentiellen Messsystem untersucht, wobei, wie bereits erwähnt, mehrere Faserstücke in
eine Immersion mit der Brechzahl nImmersion = 1.446 eingebettet wurden. Die Abbildung er-
folgte über ein Leitz NPL Fluotar 16/0,45 Objektiv, was bei einem Tubusfaktor des Orthoplan
Mikroskopes von 0.7875× auf eine Gesamtvergrößerung von 12, 6× führt. Bei dieser Messung
diente als Lichtquelle der HeNe-Laser zusammen mit derMSQ aus Abschnitt 4.1.2. Somit konn-
te die Messung bei derselben Wellenlänge vorgenommen werden, welche auch der Hersteller der
Preform zur Charakterisierung seiner Brechzahlen verwendet. Die drei Intensitätsverteilungen
aus den Ebenen z = −10µm, z = 0 und z = +10µm sind neben der rekonstruierten Pha-
senverteilung unter Neumann-Randbedingungen in Abbildung 5.3 zu sehen. Die Auflösung der
Bilder beträgt jeweils 512× 512 Pixel. Die resultierende Phasenverteilung aus Abbildung 5.3(d)
wurde anschließend mit der in Abschnitt 3.2.4 eingeführten least-square fit Methode auf die
64
5.1 Experimentelle Ergebnisse und Auswertung
(a) I−(r) (b) I+(r)
(c) Iz=0(r) (d) Neumann Φz=0(r)
 16,607
0,000
Abbildung 5.3: Aufgenommene Intensitätsverteilungen und rekonstruierte Phasenverteilung der
Faser AS 100/140 IRAN: Abbildung (a) zeigt die Aufnahme aus der Ebene z =
−10µm, (b) das Bild aus der Ebene z = +10µm und (c) das Fokusbild aus
der Ebene z = 0. In (d) ist die rekonstruierte Phasenverteilung im Fall von
Neumann-Randbedingungen zu sehen. Die Skala rechts zeigt die Zuordnung der
Phasenwerte [0; 16, 607] rad.
Brechzahlen von Kern und Mantel hin untersucht. Die für die Fit-Funktion notwendigen geo-
metrischen Parameter der Faser wurden unter Annahme einer perfekten koaxialen Form aus
der fokussierten Aufnahme [siehe Abbildung 5.3(c)] gewonnen [53]. Die Durchmesser von Kern
und Mantel wurde mit dKern ≈ 102.2µm und dMantel ≈ 140.2µm ermittelt und zeigen damit
nur minimale Abweichungen zu den Nominalwerten. In Abbildung 5.4 ist eine exemplarische
horizontale Schnittlinie (grün, Quadrat) durch die Mitte (Ny = 256) der rekonstruierte Vertei-
lung aus Abbildung 5.3(d) zusammen mit der entsprechende Fit-Funktion (rot, Kreis) gezeigt.
Wie auch im Fall des Partikelstandards ist eine Abweichung zwischen der Schnittlinie und der
Fit-Funktion hauptsächlich an den Materialübergängen sichtbar, da hier der Phasengradient
besonders steil ist. Ein vergleichbares Ergebnis konnte auch schon im Rahmen der Simulatio-
nen in Abschnitt 3.2.2 gezeigt werden. Die least-square fit Methode ergab für die Brechzahlen
von Kern und Mantel nKern,fit = 1.4570 ± 0.0002 und nMantel,fit = 1.4416 ± 0.0001 und damit
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Abbildung 5.4: Exemplarische, horizontale Schnittlinie (Ny = 256) durch die rekonstruierte Ver-
teilung aus 5.3(d) unter Neumann-Randbedingungen (grün, Quadrat) zusammen
mit der entsprechenden Fit-Funktion (rot, Kreis).
eine resultierende Apertur von Afit = 0.2114± 0.0009. Die Berechnung folgte dabei streng dem
in Abschnitt 3.2.4 eingeführten Auswerteverfahren. Anhand der geringen Standardabweichung
bestätigt sich die Annahme der koaxialen Geometrie der Faser und eines stabilen Algorithmus
zur Phasenrekonstruktion. Ein Vergleich mit den Brechzahlen der Preform (nKern,pre = 1.457
und nMantel,pre = 1.439) zeigt außerdem, dass die Brechzahl des Mantels der gezogenen Faser
eine größere Abweichung aufweist als die des Kerns. Dies bestätigt die Annahmen, welche schon
einführend bezüglich des Produktionsprozeses gemacht wurden [174].
780HP Als zweite zu untersuchende Glasfaser wurde die Monomode-Stepindex-Faser 780HP
von Thorlabs gewählt. Die Spezifikationen der Faser sind laut Herstellerangaben: ein Durch-
messer des Kerns und Mantels von dKern = 5, 0 ± 0, 5µm und dMantel = 125, 0 ± 1, 5µm, ein
einsetzbarer Wellenlängenbereich von [780; 970] nm und eine Apertur von A = 0, 13 [176]. Dieses
Objekt wurde erstmals mit dem im Abschnitt 4.2.2 vorgestelltem Echtzeit-System vermessen.
Demzufolge wurden nur zwei Intensitätsaufnahmen zur Rekonstruktion der Phasenverteilungen
verwendet [42, 51, 52]. Im Fall des Echtzeit-Systems diente als Lichtquelle lediglich die Stan-
dardbeleuchtung des Leica DMR Mikroskopes, eine Halogenlampe. Um zu garantieren, dass die
Faser mit einer Wellenlänge beleuchtet wird, die ihren Spezifikationen entspricht, wurde das
Spektrum der Halogenlampe mit dem Thorlabs Bandpassfilter FB800-40 [177] gefiltert. Die In-
tensitätsverteilungen aus den beiden Ebenen z = −2, 5µm und z = +2, 5µm wurden mit einer
Auflösung von 1024× 1024 Pixel und einem Leica PL Fluotar 40×/0,7 Objektiv aufgenommen.
Die Faserprobe wurde wiederum in ein mit dem Abbe-Refraktometer verifiziertes Immersionöl
der Brechzahl nImmersion = 1, 4548 eingebettet. Die rekonstruierte Phasenverteilung sowie die
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(a) I−(r) (b) I+(r) (c) Freier Raum Φz=0(r)
 2,857
0,000
Abbildung 5.5: Aufgenommene Intensitäts- und rekonstruierte Phasenverteilung der Faser
780HP: Abbildungen (a) und (b) zeigen die Aufnahmen aus den Ebenen z =
−2, 5µm und z = +2, 5µm. In (c) ist die rekonstruierte Phasenverteilung unter
Annahme des unbegrenzten freien Raumes zu sehen. Die Skala rechts zeigt die
Zuordnung der Phasenwerte [0; 2, 857] rad.
Intensitätsaufnahmen sind in Abbildung 5.5 dargestellt. Die Berechnung der Phasenverteilung
erfolgte diesmal unter Annahme des unbegrenzten freien Raumes. Wie auch bei dem voran-
















































































































































































































































Abbildung 5.6: Exemplarische horizontale Schnittlinie (Ny = 830) durch die rekonstruierte Ver-
teilung aus 5.5(c) unter Annahme des unbegrenzten freien Raumes (grün, Qua-
drat) zusammen mit der entsprechenden Fit-Funktion (rot, Kreis).
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damit die Apertur der Glasfaser bestimmt. Eine exemplarische Schnittlinie (Ny = 830) und die
entsprechende Fit-Funktion ist in Abbildung 5.6 zu sehen. Wie aus der Abbildung ersichtlich, ist
selbst die geringe Phasenstörung, die durch den Kern der Monomode-Glasfaser verursacht wird,
klar erkennbar. Die Brechzahlen von Kern und Mantel wurden mit nKern,fit = 1, 4623 ± 0.0017
und nMantel,fit = 1.4571 ± 0.0001 bestimmt [42]. Die Apertur der Faser ergibt sich demnach
zu A = 0, 1218 ± 0, 0194, wobei die Auswertung wiederum nach Abschnitt 3.2.4 erfolgte. Im
Vergleich zur Herstellerangabe (A = 0, 13) kann dies als hinreichend gute Übereinstimmung
gewertet werden.
Mikrolinse
Als letztes technisches Objekt wurde eine Mikrolinse untersucht. Wiederum kam das Echtzeit-
System zum Einsatz, wobei im Gegensatz zur Glasfaser 780HP das Zwei-Kamera-System (siehe
Abschnitt 4.2.2) nicht an dem Durchlicht- (Leica DMR), sondern an dem Auflichtmikroskop Lei-
ca DMRM angebracht wurde. Abbildung 4.2(b) zeigt ein Photo dieses Aufbaus. Erneut wurde
als Lichtquelle die Halogenlampe, aber ohne Bandpassfilter, benutzt. Als abbildendes Objektiv
wurde ein Leitz Plan 50×/0,75 verwendet. Die beiden mit dem Echtzeit-System aufgenomme-
nen Intensitätsverteilungen sind in den Abbildungen 5.7(a) und 5.7(b) dargestellt. Die Auflösung
beträgt jeweils 1024× 1024 Pixel bei einer Defokussierung von z = ±5, 5µm. Da keinerlei Her-
stellerangaben über die Mikrolinse zugänglich waren, wurde eine Vermessung der Linse an einem
µsurf Konfokalmikroskop der NanoFocus AG vorgenommen [178]. Das Ergebnis der Konfokal-
messung ist in Abbildung 5.7(c) zu sehen, wobei 10, 658µm als maximale Höhe der Mikrolinse
bestimmt wurde. Das Resultat des deterministischen Rekonstruktionsverfahrens unter Dirichlet-
Randbedingungen ist in Abbildung 5.7(d) dargestellt. Die rekonstruierte Phasenstörung wurde
hierbei unter Berücksichtigung einer Wellenlänge von λ = 550nm und einer Brechzahl von Luft
nLuft ≈ 1 direkt in eine Höhenverteilung umgerechnet. Um die Qualität der Messung zu beurtei-
len, wurde eine Schnittlinie durch die rekonstruierte Höhenverteilung und die Konfokalmessung
gelegt. Beide Schnitte erfolgten vertikal durch die Mitte (Nx = 512) der beiden Bilder 5.7(c) und
5.7(d). Abbildung 5.8 zeigt die beiden Schnitte, wobei die Konfokalmessung (rot, Kreis) und die
Rekonstruktion mit Dirichlet-Randbedingungen (grün, Quadrat) vor allem am Rand der Mikro-
linse Unterschiede aufweisen. Ein weiterer Vergleich der beiden Messungen erfolgte, indem mit
Hilfe der least-square fit Methode aus der Höhenverteilung der Mikrolinse deren Krümmungsra-
dius bestimmt wurde. In der Methode wurde dabei eine sphärische Form der Linse angenommen.
Die entsprechenden Fit-Funktionen, für die Konfokalmessungen mit dem µsurf Mikroskop (blau,
Dreieck) und die der deterministischen Phasenrekonstruktion (schwarz, Raute), sind ebenfalls in
Abbildung 5.8 zu sehen. Es zeigt sich, dass die Messung mit dem Konfokalmikroskop (rot, Kreis)
und die entsprechende Fit-Funktion (blau, Dreieck) nahezu perfekt übereinander liegen. Demzu-
folge kann die Konfokalmessung die sphärischen Geometrie der Linse ideal wiedergeben. Im Fall
der deterministischen Phasenrekonstruktion (grün, Quadrat) hingegen ist die Abweichung zur
entsprechenden sphärischen Fit-Funktion (schwarz, Raute) deutlich zu erkennen. Die Differenz
zwischen Fit-Funktion und Rekonstruktion erhöht sich mit zunehmender Steigung der rekonstru-
ierten Höhenverteilung. Diese Abweichungen zur Sollverteilung im Fall hoher Phasengradienten
wurden auch schon in Abschnitt 3.2 im Rahmen der Simulationen erkannt. Die least-square fit
Methode ergab für den Krümmungsradius der Mikrolinse rKonf.,fit = 168, 14µm im Fall der Kon-
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fokalmessung und rdet.,fit = 168, 081µm für das deterministische Verfahren. Wie auch aus Abbil-
dung 5.8 ersichtlich, unterscheiden sich die beiden Fit-Funktionen kaum in ihrer Gestalt, was die
nahezu gleichen Krümmungsradien aus der least-square fit Methode bestätigt. In Bezug auf den
Krümmungsradius liefert die Rekonstruktion mit Dirichlet-Randbedingungen, trotz Abweichung
der Messung vom sphärischen Modell am Rand, ein zur Konfokalmessung vergleichbares Ergeb-
nis. Außerdem gilt es anzumerken, dass im Fall der Messung mit dem NanoFocus Mikroskop 946
konfokale Einzelmessungen notwendig waren, um das entsprechende Messergebnis zu erhalten.
Im Fall der deterministischen Phasenrekonstruktion mit Hilfe Greenscher Funktionen wurden
hingegen lediglich zwei Intensitätsaufnahmen benötigt und die Messung in Echtzeit durchge-
führt. Folglich ist auch die Berechnungszeit bzw. die Messdauer der beiden Systeme deutlich
unterschiedlich.
(a) I−(r) (b) I+(r)
(c) NanoFocus (d) Dirichlet Φz=0(r)
 10,658
0,000
Abbildung 5.7: Aufgenommene Intensitäts- und rekonstruierte Höhenverteilungen der Mikrolin-
se: Abbildungen (a) und (b) zeigen die Aufnahmen aus den Ebenen z = −5, 5µm
und z = +5, 5µm. In (c) ist die mit dem Konfokalmikrospkop von NanoFocus
gemessene Höhenverteilung und in (d) die rekonstruierte Verteilung im Fall von
Dirichlet-Randbedingungen zu sehen. Die Skala rechts zeigt die Zuordnung der
Höhenwerte [0; 10, 658] µm.
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Abbildung 5.8: Exemplarische Schnittlinie durch die mit dem Konfokalmikroskop gemessene Hö-
henverteilung aus 5.7(c) (rot, Kreis) und die rekonstruierte Verteilung aus 5.7(d)
unter Dirichlet-Randbedingungen (grün, Quadrat). Der Schnitt erfolgte jeweils
vertikal durch die Mitte der Bilder (Nx = 512). Ebenfalls dargestellt sind die Er-
gebnisse der least-square fit Methode: Fit-Funktion zur Konfokalmessung (blau,
Dreieck) und zum deterministischen Rekonstruktionsverfahren (schwarz, Raute).
5.1.2 Biologische Proben
Im folgenden Abschnitt sollen die Untersuchungsergebnisse zu biologischen Proben präsentiert
werden. Darunter fällt die Vermessung von roten Blutkörperchen (Erythrozyten), einer Zelle
der menschlichen Mundschleimhaut und einer Kieselalge (Diatomee). Die für die Phasenrekon-
struktion notwendigen Eingangsdaten, die Intensitätsverteilungen aus unterschiedlichen Ebenen,
wurden bei dieser Probenklasse alle mit dem Echtzeit-System in Durchlichtbeleuchtung (Leica
DMR Mikroksop) gewonnen. Die Beleuchtung der Proben erfolgte jeweils mit einer Halogenlam-
pe ohne Filter, wobei bei der Phasenrekonstruktion eine mittlere Wellenlänge dieser Lichtquelle
von λ = 550nm angenommen wurde. Die darüber berechnete Höhenverteilung entspricht dabei
der durch das Objekt induzierten optischen Weglänge.
Erythrozyten
Die Aufnahmen der roten Blutkörperchen (Erythrozyten) erfolgte mit einem Fluator 100×/1,30
Oil Objektiv von Leitz, wobei die Auflösung der Kamera wiederum 1024×1024 betrug. Die beiden
Intensitätverteilungen aus den Ebenen z = −2, 5µm und z = +2, 5µm sind zusammen mit der
unter Dirichlet-Randbedingungen ermittelten Höhenverteilung in Abbildung 5.9 zu sehen. In
der rekonstruierten Höhenverteilung 5.9(c) ist deutlich die typische Form der Erythrozyten zu
erkennen: Sie erscheinen als bikonkave Scheibchen. Um dies besser veranschaulichen zu können,
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(a) I−(r) (b) I+(r) (c) Dirichlet Φz=0(r)
 0,080
0,000
Abbildung 5.9: Aufgenommene Intensitäts- und rekonstruierte Höhenverteilungen von Erythro-
zyten: Abbildungen (a) und (b) zeigen die Aufnahmen aus den Ebenen z =
−2, 5µm und z = +2, 5µm. In (c) ist die rekonstruierte Höhenverteilung im Fall
von Dirichlet-Randbedingungen zu sehen. Die Skala rechts zeigt die Zuordnung
der Höhenwerte [0; 0, 080] µm.
ist in Abbildung 5.10 eine Falschfarben 3D-Darstellung der rekonstruierten Höhenverteilung
aus Abbildung 5.9(c) zu sehen. Erste Schädigungen, die unter anderem durch Austrocknung
entstehen, zeigen sich in der Deformation einiger Erythrozyten.
Abbildung 5.10: Falschfarben 3D-Darstellung der Erythrozyten aus 5.9(c).
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Mundschleimhaut
Als weitere biologische Probe wurde eine menschliche Mundschleimhautzelle untersucht. Die
Vermessung erfolgte ebenfalls mit dem Leitz Fluator 100×/1,30 Oil Objektiv. Schon in den
(a) I−(r) (b) I+(r) (c) Dirichlet Φz=0(r)
 0,210
0,000
Abbildung 5.11: Aufgenommene Intensitäts- und rekonstruierte Höhenverteilungen einer Mund-
schleimhautzelle: Abbildungen (a) und (b) zeigen die Aufnahmen aus den Ebe-
nen z = ±2, 5µm. In (c) ist die rekonstruierte Höhenverteilung im Fall von
Dirichlet-Randbedingungen zu sehen. Die Skala rechts zeigt die Zuordnung der
Höhenwerte [0; 0, 210] µm.
beiden Intensitätsverteilungen I−(r) und I+(r), welche in den Abbildungen 5.11(a) und 5.11(b)
dargestellt sind, grenzt sich der Zellkern sichtbar von der restlichen Zelle ab. Der Zellkern besitzt
eine höhere Brechzahl als sein Umgebung. Dies zeigt auch sehr deutlich die rekonstruierte Hö-
henverteilung in Abbildung 5.11(c), welche der objektinduzierten optischen Weglänge entspricht.
Abbildung 5.12: Falschfarben 3D-Darstellung der Mundschleimhautzelle aus 5.11(c).
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Wie selbst kleine Details und Strukturen innerhalb der Zelle mit dem Rekonstruktionsverfahren
sichtbar gemacht werden können, ist recht anschaulich in der Falschfarben 3D-Darstellung in
Abbildung 5.12 zu sehen.
Diatomee
Eine Kieselalge (Diatomee) soll als letzte Probe vorgestellt werden. Die Diatomee mit dem Na-
men Triceratium Favus wurde mit dem Leitz Fluator 40×/0,7 Objektiv bei einer Auflösung von
1024× 1024 Pixel in den Ebenen z = ±3, 125µm aufgenommen. Die Intensitätverteilungen des
Triceratium Favus sind in Abbildung 5.13 zusammen mit der unter Dirichlet-Randbedingungen
rekonstruierten Höhenverteilung gezeigt. Die Rekonstruktion in Abbildung 5.13(c) zeigt Arte-
(a) I−(r) (b) I+(r) (c) Dirichlet Φz=0(r)
 1,690
0,000
Abbildung 5.13: Aufgenommene Intensitäts- und rekonstruierte Höhenverteilungen einer Dia-
tomee: Abbildungen (a) und (b) zeigen die Aufnahmen aus den Ebenen z =
−3, 125µm und z = +3, 125µm. In (c) ist die rekonstruierte Höhenverteilung
im Fall von Dirichlet-Randbedingungen zu sehen. Die Skala rechts zeigt die
Zuordnung der Höhenwerte [0; 0, 270] µm.
fakte an den Ränder der Diatomee, welche vermutlich auf die Verschmutzung der Probe zu-
rückzuführen sind. Gerade die Stellen des Objektes, welche Absorption aufweisen, führen in der
errechneten Höhenverteilung zu lokalen Verzerrungen. Dessen ungeachtet zeigt sich, dass die
Form und die feine Struktur des Triceratium Favus wiedergegeben werden kann. Dies bestätigt
auch die Falschfarben 3D-Darstellung in Abbildung 5.14.
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Abbildung 5.14: Falschfarben 3D-Darstellung der Diatomee aus 5.13(c).
5.2 Komplexe Wellenfeldmanipulation
Wie bereits in den einleitenden Worten zu dieser Arbeit erläutert, ist zur vollständigen Beschrei-
bung eines Wellenfeldes die Kenntnis der Amplituden- und Phasenverteilung unabdingbar. Sind
diese beiden Größen bekannt, kann mit Hilfe der skalaren Beugungstheorie der Zustand der
Welle in jedem Raumpunkt berechnet werden [16]. Dies eröffnet mannigfaltige Möglichkeiten
zur komplexen Wellenfeldmanipulation, da mit Hilfe des in der Arbeit vorgestellten Verfahrens
sowohl die Amplituden- als auch die Phasenverteilung eines Objektes zugänglich ist. In den
folgenden Abschnitten soll eine kleine Auswahl an Möglichkeiten aufgezeigt werden, wie durch
Kenntnis der beiden Größen das Wellenfeld gezielt verändert werden kann. Hieraus ergeben sich
zusätzliche Chancen, die untersuchten Objekte auf eine vielfältigere Weise zu charakterisieren
und bestimmte Eigenschaften besser zu visualisieren.
5.2.1 Nachstellen mikroskopischer Kontrastierungsverfahren
Im Bereich der Mikroskopie stellt die Beobachtung reiner Phasenobjekte und damit transparen-
ter Proben seit jeher ein Problem dar [179]. Da transparente Objekte im Falle einer fokussierten
Abbildung keinerlei Kontrast im Bild zeigen, wurden in den letzten Jahrzehnten verschiedenste
mikroskopische Kontrastierungsverfahren entwickelt, um diesem Missstand Abhilfe zu schaffen.
Zu den bekanntesten Verfahren gehören unter anderem Dunkelfeld [31], Phasenkontrast nach
Zernike [112,113] und differentieller Interferenzkontrast (DIK) [31]. Außerdem kann ganz allge-
mein zur quantitativen Bewertung von transparenten oder reflektiven Proben die Interferenzmi-
kroskopie (IFM) [31] eingesetzt werden. Die beiden letztgenannten Verfahren, der DIK und die
IFM, sollen im Weiteren beispielhaft herangezogen werden, um aufzuzeigen, wie unter Kenntnis





Die IFM basiert selbstverständlich auf den Prinzipien der klassischen Interferometrie: Das Wel-
lenfeld, dessen Phasenverteilung bestimmt werden soll, wird kohärent mit einer Referenzwelle
bekannter Phasenverteilung überlagert. Aus dem resultierenden Interferogramm lässt sich an-
schließend der durch das Objekt verursachte optische Wegunterschied bestimmen. Wie auch in
der klassischen Interferometrie liegen die Schwierigkeiten der IFM in den Anforderungen an den
optischen Aufbau und die benötigten Lichtquellen. Da aber die Phasenverteilung des Objektes
mit Hilfe des deterministisches Rekonstruktionsverfahrens bestimmt werden kann, liegt es na-
he, diese zur Nachstellung der IFM heranzuziehen. Die Simulation basiert dabei nur auf der
Grundgleichung der Interferometrie [54]. In Abbildung 5.15 sind zwei numerisch nachgestellte
IFM-Aufnahmen der Mikrolinse aus Abschnitt 5.1.1 zu sehen. Als Eingangsdaten dienten dabei
(a) (b)
Abbildung 5.15: Simulierte Aufnahmen eines Interferenzmikroskopes: Abbildungen (a) und (b)
zeigen zwei simulierte IFM-Aufnahmen. In (a) fällt die Referenzwelle unter
α = 0◦ (zur Normalen der Grundebene) auf das Objekt, während in (b) eine
Verkippung der Referenzwelle um α = 0, 1◦ und eine Beleuchtung unter β = 45◦
eingestellt wurde.
lediglich die Intensitätsverteilung aus der Ebene z = 0, die nach Gleichung (4.5) bestimmt wurde,
die Höhenverteilung aus Abbildung 5.7(d) und eine Wellenlänge λ = 550nm. Die Einstellungen
des virtuellen Interferenzmikroskopes wurden dabei so gewählt, dass in Abbildung 5.15(a) die
ebene Referenzwelle unter einem Winkel von α = 0◦ (zur Normalen der Grundebene) auf das
Objekt trifft. Deshalb erscheinen die resultierenden Interferenzstreifen radial symmetrisch zum
Zentrum des Objektes. Eine Verkippung der ebenen Referenzwelle (zur Normalen der Grun-
debene) um α = 0, 1◦ und eine Beleuchtung unter β = 45◦ ergibt eine IFM-Aufnahme wie in
Abbildung 5.15(b) gezeigt. In der Simulation wurde dabei berücksichtigt, dass die Probe ein Auf-
lichtobjekt darstellt und dementsprechend mit einem Auflicht-Interferenzmikroskop untersucht
werden müsste. Aus diesem Grund zeigt die künstliche IFM-Aufnahme die doppelte Streifenan-
zahl, was der Aufnahme einer realen Messung entspricht. Es scheint zunächst willkürlich, eine
gemessene Höhenverteilung in ein Interferenzbild umzurechnen. Der Vorteil dieser Darstellung
liegt aber darin, dass sich kleinste Abweichungen der rekonstruierten Verteilung von der radial
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symmetrischen Form als Deformation der Interferenzstreifen zeigt. Somit können auch minimale
Störungen einfach sichtbar gemacht werden. Dies zeigt sich sehr deutlich im direkten Vergleich
der beiden Abbildungen 5.7(d) und 5.15(a). Die Informationen über Kratzer und Beschädigun-
gen der Mikrolinse sind selbstverständlich in der rekonstruierten Höhenverteilung enthalten, aber
mit Hilfe der künstlichen IFM-Aufnahme lassen sich diese weitaus besser erfassen.
Differentieller Interferenzkontrast (DIK)
Der Bildeindruck beim DIK basiert auf der Erzeugung eines Reliefkontrastes, der durch eine la-
terale Bildaufspaltung erzeugt wird [31]. Die Bildaufspaltung sorgt dabei für die Interferenz des
komplexen Wellenfeldes mit einer verschobenen Kopie ihrer selbst. Der sich daraus ergebende
Interferenzkontrast zeigt demnach den Gradienten der Phasenverteilung, weshalb das Verfahren
als differentieller Interferenzkontrast bezeichnet wird. Der DIK ermöglicht somit, die Phasen-
verteilung eines Objektes bzw. dessen Gradienten qualitativ zu beurteilen. Die mechanisch an-
spruchsvolle Bildaufspaltung birgt dabei mehrere Probleme. Zum einen kann die Bildaufspaltung
nur in eine bestimmte Richtung erfolgen. Diese führt dazu, dass zur vollständigen Begutachtung
der Probe diese unter verschiedenen Winkeln untersucht werden muss, um alle Richtungen des
Phasengradienten zu erfassen. Demzufolge ist ein qualitative Analyse eines Objektes nur durch
eine Vielzahl von Einzelaufnahmen möglich. Zum anderen wird durch die Bildaufspaltung neben
der Phasen- auch die Amplitudenverteilung bei der Interferenz berücksichtigt, da sich die beiden
Felder nicht entkoppeln lassen. Ziel des DIK-Mikroskop ist aber eine Aussage über den reinen
Phasengradienten zu treffen, der aber aufgrund der technischen Gegebenheiten von Amplitu-
deninformationen beeinflusst wird. Hier zeigen sich die Vorteile des in der Arbeit vorgestellten
Rekonstruktionsverfahrens: Die Amplituden- und Phasenverteilung eines Objektes liegen als se-
parate Felder vor. Damit kann problemlos eine Entkopplung erzielt werden, wie es für eine ideale
DIK-Aufnahme wünschenswert wäre. Zur Modellierung der Vorgänge in einem DIK-Mikroskop
können unter anderem die Ansätze in [32, 33, 132] genutzt werden. Bei den Simulationen wur-
de lediglich die Phasenverteilung des Objektes berücksichtigt, um so eine möglichst optimale
DIK-Aufnahme zu synthetisieren.
Monochromatischer DIK ergibt sich bei der Beleuchtung des Objektes mit einer monochro-
matischen Lichtquelle und folgt dem einführend beschriebenen Interferenzeffekt. Abbildung 5.16
zeigt zwei DIK-Aufnahmen der Erythrozyten aus Abschnitt 5.1.2 mit einer Richtung der Bildauf-
spaltung von 45◦. In Abbildung 5.16(a) ist die Aufnahme eines tatsächlichen DIK-Mikroskopes
zu sehen, während Abbildung 5.16(b) die simulierte DIK-Aufnahme zeigt. Bei der Simulation
wurde nur die Höhenverteilung aus Abbildung 5.9(c) und eine Wellenlänge von λ = 550nm
berücksichtigt. Der Vergleich der beiden Bilder in Abbildung 5.16 zeigt, dass der generelle Bild-
eindruck eines DIK-Mikroskopes auch am Computer nachgestellt werden kann. Es gilt allerdings
anzumerken, dass die laterale Auflösung im Fall des simulierten Bildes 5.16(b) schlechter als die
der realen DIK-Aufnahme ist. Der Grund hierin liegt vermutlich in der rekonstruierten Hö-
henverteilung der Erythrozyten, da diese die Basis für die künstliche DIK-Aufnahme darstellt.
Die Höhenverteilung lässt sich unter Kenntnis zweier defokussierter Bilder [siehe Abbildungen
5.9(a) und 5.9(b)] rekonstruieren. Wie bereits in Abschnitt 2.4.3 erläutert, hat die Defokusdi-




Abbildung 5.16: Simulierte Aufnahmen des differentiellen Interferenzkontrastes: Abbildungen
(a) und (b) zeigen zwei DIK-Aufnahmen. In (a) ist die Aufnahme eines tat-
sächlichen DIK-Mikroskopes zu sehen, während in (b) die DIK-Aufnahme auf
Basis der rekonstruierten Höhenverteilung aus Abbildung 5.9(c) simuliert wur-
de. Der Betrag des Phasengradienten ist in (c) dargestellt.
die OTF des Systems ändert. Unter Berücksichtigung dieses Aspektes ist es nicht zu erwar-
ten, dass die aus der rekonstruierten Höhenverteilung synthetisierte DIK-Aufnahme die gleiche
laterale Auflösung zeigt wie ein tatsächliches DIK-Bild. Wie bereits einleitend erwähnt, kann
die Aufspaltungsrichtung eines DIK-Mikroskopes nicht frei gewählt werden. Deshalb ist eine
Drehung der Proben auf dem Objekttisch notwendig, um alle Richtungsgradienten zu erfassen.
Unter Kenntnis der Phasen- bzw. Höhenverteilung eines Objektes kann aber rein mathematisch
der Betrag des Phasengradienten berechnet werden. Somit können alle Richtungsgradienten und
ihre Größe auf einmal bestimmt werden. Abbildung 5.16(c) zeigt ein solche Darstellung, welche
mit einem tatsächlichen DIK-Mikroskop nicht realisierbar wäre. Die Helligkeit kodiert dabei den
Betrag des Phasengradienten, was eine einfache Bewertung der Steilheit eines Objektes in allen
Raumrichtungen ermöglicht.
Echtfarben DIK ist ein Effekt, der sich einstellt, wenn die Probe nicht mit monochromati-
schem Licht sondern mit einer Weißlichtquelle beleuchtet wird. Der Effekt des Echtfarben DIK
basiert dabei auf dem Prinzip der Weißlichtinterferenz [135]. Der Kontrast, der sich im Falle
des monochromatischen DIK einstellt, wird bei Beleuchtung mit einem breiten Frequenzspek-
trum in typische Interferenzfarben übersetzt [135]. Deshalb zeigen Aufnahmen eines Echtfarben
DIK-Mikroskopes das Objekt von farbigen Streifen überlagert, wobei jeder Farbstreifen einer
definierten optischen Weglänge entspricht. Beispielhaft sind in Abbildung 5.17 zwei simulier-
te Echtfarben DIK-Aufnahmen der Mikrolinse aus Abschnitt 5.1.1 zu sehen. Zur Berechnung
der Bilder wurde wiederum nur die rekonstruierte Phasenverteilung der Mikrolinse aus Abbil-
dung 5.7(d) verwendet. Für die Lichtquelle wurde ein gleichverteiltes Wellenlängenintervall von
[380; 780] nm angesetzt. Abbildung 5.17(a) zeigt eine Echtfarben DIK-Aufnahme mit einer Rich-
tung der Bildaufspaltung von 45◦, während in 5.17(b) eine Richtung von 90◦ gewählt wurde. Um
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(a) (b)
Abbildung 5.17: Simulierte Aufnahmen des Echtfarben differentiellen Interferenzkontrastes: Ab-
bildungen (a) und (b) zeigen zwei simulierte Echtfarben DIK-Aufnahmen. Die
Richtung der Bildaufspaltung wurde in (a) mit 45◦ und in (b) mit 90◦ gewählt.
Die Höhe der Mikrolinse wurde in beiden Fällen willkürlich skaliert, um mög-
lichst intensive Farbkonstraste zu erzielen.
zu demonstrieren, was mit dieser Methode möglich ist, wurden unterschiedliche Farbeindrücke
generiert, indem die Höhe der Mikrolinse willkürlich verändert wurde. Aufgrund der Streifen-
anzahl und der entstandenen Interferenzfarben ist eindeutig, dass die Höhe der Mikrolinse in
Abbildung 5.17(a) deutlich größer skaliert wurde als in 5.17(b). Im Vergleich zum IFM können
mit diesem Verfahren Fehlstellen auf dem Objekt noch besser sichtbar gemacht werden. Es stellt
sich ein Reliefkonstrast ein, der durch die Interferenzfarben zusätzlich verstärkt wird und jede
Abweichung von einer glatten Oberfläche hervorhebt, wie es sich in den beiden Bildern sehr
anschaulich zeigt.
5.2.2 Propagation eines Wellenfeldes
Aus den Abschnitten 2.2 und 3.1.1 ist hinreichend bekannt, dass unter Kenntnis der Amplituden-
und Phasenverteilung eines Wellenfeldes das Feld in jeder Entfernung z berechnet werden kann.
Dies bildet die Grundlage verschiedenster holographischer Verfahren [2, 3]. Der selbe Aspekt
kann auch im Fall der deterministischen Phasenrekonstruktion ausgenutzt werden, da alle not-
wendigen Eingangsdaten vorhanden sind. Diese Aussage soll anhand der Mundschleimhautzelle
aus Abschnitt 5.1.2 überprüft werden, indem die komplexe Feldverteilung der Zelle mit Hilfe der
bereits eingeführten CVM von der Ebene z = +2, 5µm nach z = −2, 5µm propagiert werden soll.
Durch einen Vergleich der tatsächlichen mikroskopischen Aufnahme aus der Ebene z = −2, 5µm
mit der durch Propagation berechneten Intensitätsverteilung Î−(r) kann das Ergebnis abschlie-
ßend beurteilt werden. Als Parameter der Simulation dienen dabei die Intensitätsverteilung
I+(r) und die unter Dirichlet-Randbedingungen rekonstruierte Phasenverteilung Φz=0(r) der
Schleimhautzelle, welche in den Abbildungen 5.18(a) und 5.18(c) zu sehen sind. Es gilt aber im
Folgenden zu beachten, dass die beiden Eingangsdaten für die Wellenfeldpropagation, Φz=0(r)
und I+(r), aus zwei unterschiedlichen Ebenen stammen. Die rekonstruierte Phasenverteilung des
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(a) I+(r) - Aufnahme (b) I−(r) - Aufnahme
(c) Dirichlet Φz=0(r) (d) Î−(r) - Propagation
Abbildung 5.18: Numerische Wellenfeldpropagation der Mundschleimhautzelle: Abbildungen (a)
und (b) zeigen die zwei Aufnahmen der Mundschleimhautzelle aus den Ebenen
z = ±2, 5µm. In (c) ist die unter Dirichlet-Randbedingungen rekonstruierte
Phasenverteilung zu sehen. Die durch Propagation mit der CVM erhaltenen
Intensitätsverteilung Î−(r) aus der Ebene z = −2, 5µm ist in (d) dargestellt.
Objektes wurde in der Ebene z = 0 bestimmt, wohingegen die Intensitätsverteilung in der Ebene
z = +2, 5µm aufgenommen wurde. Demzufolge muss zuerst die Phasenverteilung des Objektes
in der Ebene z = +2, 5µm berechnet werden, um das komplexe Wellenfeld anschließend nach
z = −2, 5µm propagieren zu können. Unter der Annahme, dass das optische System keinerlei
Aberrationen aufweist und dass die Intensitätsverteilung Iz=0(r) konstant ist, ergibt sich die
Phasenverteilung Φ+(r) in der Ebene z = +2, 5µm durch Propagation des Feldes von z = 0
nach z = +2, 5µm. Eine Kombination dieser Phasenverteilung Φ+(r) mit der aufgenommenen
Intensitätsverteilung I+(r) stellt die zur Propagation notwendige komplexe Feldverteilung dar.
Die berechnete Intensitätsverteilung Î−(r) ergibt sich demnach durch Propagation des kom-
plexen Feldes von der Ebene z = +2, 5µm um ∆z = −5µm nach z = −2, 5µm. Die mit der
CVM propagierte Verteilung Î−(r) zeigt Abbildung 5.18(d), und die tatsächliche Aufnahme aus
der Entfernung z = −2, 5µm ist in 5.18(b) abgebildet. Ein Vergleich der beiden Bilder erfolgt
am besten anhand einiger markanter Stellen. Dazu eignen sich besonders die dunklen Punkte
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geringer Intensität. Deutlich zu sehen ist, dass die Verteilung der dunklen Punkte in 5.18(d)
derer in 5.18(b) nahezu gleicht. Außerdem ist die Helligkeit der Punkte im Vergleich zur In-
tensitätsverteilung I+(r) invertiert, wie es auch im tatsächlichen Bild 5.18(b) zu sehen ist. Es
gilt allerdings anzumerken, dass das berechnete Bild Î−(r) unschärfer wirkt und weniger Details
der Mundschleimhautzelle zeigt. Dies ist vermutlich der rekonstruierten Phasenverteilung ge-
schuldet, da aufgrund der Defokussierung hohe Ortsfrequenzen innerhalb der Phasenverteilung
nur beschränkt wiedergegeben werden können (siehe Abschnitt 2.4.3). Dessen ungeachtet zeigt
dieses Beispiel, dass die Informationen, die mit dem deterministischen Rekonstruktionsverfahren
gewonnen werden, hinreichend sind, um eine Wellenfeldpropagation durchzuführen.
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Im Rahmen dieser Arbeit wurde ein verallgemeinertes deterministisches Verfahren zur Phasen-
rekonstruktion mit Hilfe Greenscher Funktionen vorgestellt. Das Verfahren benötigt zur Re-
konstruktion der Phasenverteilung eines zu untersuchenden komplexen Wellenfeldes lediglich
Intensitätsaufnahmen des Feldes aus unterschiedlichen Ebenen senkrecht zur Ausbreitungsrich-
tung.
Aufgrund der Verwendung Greenscher Funktionen innerhalb der Rekonstruktionsgleichung kann
das Verfahren, wie in Abschnitt 2.3 ausführlich gezeigt, spezifische Randbedingungen des Objek-
tes bei der Rekonstruktion berücksichtigen. Hierunter fallen sowohl Dirichlet-, Neumann- und
gemischte Randbedingungen, als auch die des unbegrenzten freien Raumes. Dies stellt ein Al-
leinstellungsmerkmal der vorgestellten Technik im Vergleich zu anderen deterministischen pha-
se retrieval Methoden dar. Die Herleitung des Rekonstruktionsverfahren mit Hilfe Greenscher
Funktionen unterliegt dabei verschiedenen Näherungen und Bedingungen. Diese hatten experi-
mentelle Einschränkungen zur Folge, welche in Abschnitt 2.4 behandelt wurden.
Um die Fähigkeiten des Rekonstruktionsverfahren aufzuzeigen, wurden im Abschnitt 3.2 Simu-
lationen mit künstlichen Objekten vorgenommen, welche zum Teil explizit die experimentellen
Einschränkungen aus Abschnitt 2.4 verletzen. Somit konnte die Gültigkeit des Verfahrens zur
Bestimmung der Phasenverteilung aus reinen Intensitätsmessungen auch unter schwierigen Be-
dingungen verifiziert werden. Durch eine in Abschnitt 3.2.4 vorgenommene Beurteilung der Er-
gebnisse mit Fehlerabschätzung konnte dies auch quantitativ bestätigt werden.
Wie das vorgestellte Verfahren im Rahmen eines Experimentes umgesetzt werden kann, wur-
de ausführlich in Kapitel 4 erläutert. Um das System optisch hochwertig und dabei möglichst
flexibel umzusetzen, bot sich die Realisierung an einem Mikroskop an. Im Rahmen der Ar-
beit konnten zwei verschiedene experimentelle Aufbauten verwirklicht werden. In Abschnitt 4.2
wurde das sequentielle System für statische Proben sowie das Echtzeit-System für dynamische
Prozesse vorgestellt. Durch den Einsatz schneller Algorithmen, welche die Leistung von paralle-
len Prozessoren ausnutzen, und durch die simultane Aufnahme der notwendigen Eingangsdaten
mit Hilfe des Echtzeit-Systems ist es möglich, die Amplituden- und Phasenverteilung eines Wel-
lenfeldes in Echtzeit zu bestimmen.
In Kapitel 5 wurde gezeigt, dass das in dieser Arbeit behandelte deterministische Rekonstrukti-
onsverfahren zur Vermessung technischer und biologischer Proben sowohl im Auflicht als auch
im Durchlicht geeignet ist. Im Fall technischer Proben konnten Vergleiche mit Herstelleranga-
ben und Vergleichsmessungen die hohe Qualität des Lösungsverfahrens bestätigen. Trotz einer
teilweisen Verletzung der experimentellen Einschränkungen (siehe Abschnitt 2.4), an welche
die Herleitung des Verfahrens gebunden ist, ist die Güte der rekonstruierten Verteilungen be-
achtlich. Darüber hinaus wurde in Abschnitt 5.2 aufgezeigt, welche weiteren Möglichkeiten sich
durch Kenntnis der Amplituden- und Phasenverteilung eines Wellenfeldes ergeben. Durch ge-
zielte Manipulation des komplexen Wellenfeldes konnten rein numerisch verschiedene mikrosko-
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pische Kontrastierungsverfahren am Computer nachgestellt und das aufgezeichnete Wellenfeld
in verschiedene Ebenen propagiert bzw. numerisch fokussiert werden.
Vergleich mit dem Stand der Technik
Wie bereits in der Einleitung zu dieser Arbeit erläutert wurde, stellt dieses Verfahren nur eine
mögliche Lösung des phase retrieval Problems dar. Neben der weit verbreiteten Interferometrie
sind auch iterative und einige wenige weitere deterministische Methoden bekannt. Aus diesem
Grund soll im Folgenden kurz auf die entsprechenden Vor- und Nachteile der einzelnen Techniken
im Vergleich zu dem hier vorgestellten Verfahren zur Phasenrekonstruktion mit Hilfe Greenscher
Funktionen eingegangen werden.
Die äußerst simplen experimentellen Aufbauten, welche in Abschnitt 4.2 vorgestellt wurden, sind
mit Standardlaborausstattung zu realisieren und machen das deterministische Verfahren deshalb
besonders attraktiv. Des Weiteren ist zur Umsetzung dieses Verfahrens kein spezielles optisches
System notwendig. Im Gegenteil, es lässt sich mit einfachsten Mitteln äußerst kostengünstig an
herkömmliche Mikroskopie-Systeme adaptieren. Weitere Vorteile liegen in den geringen Anfor-
derungen an die zeitliche und räumliche Kohärenz der Lichtquelle. Wie aus den experimentellen
Ergebnissen bekannt (siehe Abschnitt 5.1), wurden Messungen mit kohärenten und auch inko-
härenten Leuchtmitteln durchgeführt und in beiden Fällen hochwertige Phasenrekonstruktionen
erzielt. Dies zeichnet das Verfahren besonders gegenüber interferometrischen Messmethoden aus,
bei denen eine kohärente Quelle eine absolute Notwendigkeit darstellt [4,180]. Die kohärente Be-
leuchtung bei der Interferometrie macht einen sehr stabilen optischen Aufbau erforderlich, der
unempfindlich gegenüber Erschütterungen und Vibrationen sein muss [4]. Diese Forderung muss
im Fall des hier vorgestellten Verfahrens weniger streng erfüllt werden und ermöglicht somit den
Einsatz dieser Technik auch in rauer Industrieumgebung [42]. Darüber hinaus wird durch die
Verwendung inkohärenter Quellen der störende Einfluss von Speckle auf die Messung verhin-
dert [2, 3]. Da beim Einsatz interferometrischer Techniken die Phasenverteilung eines Objektes
im resultierenden Interferogramm gespeichert ist, gilt es zu beachten, dass zusätzliche Metho-
den, wie beispielsweise das räumliche oder zeitliche Phasenschieben, notwendig sind, um aus
dem Interferogramm die eigentliche Information über die Phasenverteilung zu extrahieren [2].
Außerdem ist bei den meisten interferometrischen Messungen eine anschließende Phasendemo-
dulation des Ergebnisses erforderlich, um eine kontinuierliche Phasenverteilung des Objektes zu
erhalten. Die Demodulation ist aber, je nach Qualität der modulierten Phasenverteilung, mit
einem massiven numerischen Aufwand verbunden [57–65].
Die iterativen phase retrieval Techniken zeichnen sich, wie das hier vorgestellte deterministische
Verfahren, durch ihre simplen Eingangsdaten aus. Die Probleme mangelnder Eindeutigkeit und
Konvergenz dieser Verfahren konnten, wie bereits in Kapitel 1 erwähnt, durch eine höhere Anzahl
von Eingangsdaten minimiert werden, wobei der große Nachteil langer Rechenzeiten aufgrund
des iterativen Charakters erhalten bleibt [7–15,17–23]. Ein Vorteil der iterativen Techniken liegt
in der Unempfindlichkeit gegenüber verrauschten Eingangsdaten. Im Vergleich zu anderen phase
retrieval Methoden liefern sie in diesen Fällen daher oft bessere Ergebnisse [46]. Es gilt aber
auch für die iterativen Techniken, dass die ermittelte Phasenverteilung anschließend einer Pha-
sendemodulation zu unterziehen ist, um eine kontinuierliche Phasenverteilung zu erhalten.
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Die in Abschnitt 2.3.3 eingeführte transport-of-intensity equation (TIE) stellt eines der bekann-
testen Verfahren zur deterministischen Phasenrekonstruktion dar. Wie bereits in der Einleitung
angeführt, lässt sich die TIE einfach formulieren. Die Lösung dieser Gleichung im Rahmen eines
geschickten und schnellen Algorithmus stellt sich hingegen als äußerst schwierig dar [40].
Die von Paganin und Nugent [43–45] vorgeschlagene und weit verbreitete Lösung der TIE ent-
spricht der von Teague gemachten Annahme des unbegrenzten freien Raumes [41], welche be-
reits ausführlich in Abschnitt 2.3.3 behandelt wurde. Des Weiteren konnte gezeigt werden, dass
die von Paganin und Nugent vorgeschlagene Lösung der TIE auf Basis von zweidimensionalen
Fourier-Transformationen als Spezialfall in dem hier vorgestellten deterministischen Verfahren
mit Hilfe Greenscher Funktionen enthalten ist. Durch die Verwendung Greenscher Funktionen
bei der Rekonstruktion der Phasenverteilung ergibt sich die Möglichkeit, gezielt objektspezifische
Randbedingungen in die Lösung mit einzubringen und dadurch die Qualität der Rekonstruktion
deutlich zu verbessern. Diese Tatsache spricht eindeutig für das vorgestellte deterministische
Verfahren.
Jedoch soll neben den Vorteilen auch auf die Einschränkungen des Verfahrens eingegangen wer-
den. Besonders die Bedingung der homogenen Intensitätsverteilung, welche in Abschnitt 2.4.2
eingeführt wurde, kann unter Umständen zu Vorbehalten gegenüber dem Verfahren führen. Im
Rahmen der Simulationen aus Abschnitt 3.2.3 konnte dagegen gezeigt werden, dass das Verfah-
ren unter Umständen in der Lage ist, Wellenfelder mit nicht konstanter Intensitätsverteilung
mit guter Qualität zu rekonstruieren. Das Messergebnis der Diatomee aus Abschnitt 5.1.2 zeigt
hingegen an Stellen hoher Absorption deutliche Verzerrungen der rekonstruierten Phasenvertei-
lung. Weiterhin wird, aufgrund der Bedingung der homogenen Intensitätsverteilung nach den
Gleichungen (2.23) und (2.24) davon ausgegangen, dass das zu untersuchende Wellenfeld kei-
nerlei rotierende Anteile in der Phasenverteilung aufweist. Das Verfahren ist demnach nicht
in der Lage, Wirbel in der Phasenverteilung zu rekonstruieren, auch wenn diese tatsächlich
im Wellenfeld vorhanden sein sollten [46, 181]. Eine weitere Einschränkung des vorgestellten
deterministischen Verfahrens ergibt sich durch die notwendigen Eingangsdaten. Die Intensti-
tätsverteilungen aus unterschiedlichen Ebenen senkrecht zur Ausbreitungsrichtung können als
defokussierte Aufnahmen des zu untersuchenden Objektes interpretiert werden. Wie bereits in
Abschnitt 2.4.3 erläutert, wirkt sich eine Defokussierung merklich auf die optische Transferfunk-
tion (OTF) eines optischen Systems aus. Im Falle der hier entwickelten phase retrieval Technik ist
demzufolge die Rekonstruktion feiner Strukturen innerhalb der Phasenverteilung von der OTF
und demnach von der entsprechenden Defokussierung abhängig. Dies ist recht gut am Beispiel
der in Abschnitt 5.2.2 propagierten Zelle der menschlichen Mundschleimhaut zu sehen. Wäh-
rend die zum Vergleich herangezogenen markanten Stellen in der berechneten Verteilung Î−(r)
und der tatsächlich gemessenen Verteilung I−(r) nahezu gleich sind, wirkt die propagierte Ver-
teilung wesentlich unschärfer. Die Defokussierung, welche notwendig ist, um die Eingangsdaten
zu gewinnen, beschränkt die Wiedergabe von hohen Ortsfrequenzen und damit feinen Struktu-
ren innerhalb der Phasenverteilung. In einigen Fällen kann demzufolge die Rekonstruktion von
Objektdetails nicht mit der Qualität von zum Beispiel Konfokalmikroskopen verglichen werden.
Allerdings ist das deterministische Verfahren aufgrund der geschickten optischen Aufbauten und
der schnellen Algorithmen, welche auf Grafikkarten gelöst werden, in der Lage, die Phasenvertei-
lung eines Objektes in Echtzeit zu rekonstruieren. Andere phase retrieval Techniken, welche die
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Messung der Phasenverteilung eines Objektes in Echtzeit ermöglichen, basieren weitgehend auf
interferometrischen Prinzipien [180,182] und zeigen daher die bereits angesprochenen Nachteile.
Ausblick
Anhand der in der Arbeit gewonnen Erkenntnisse lassen sich für zukünftige Arbeiten weitere
Fragestellungen formulieren. Am bedeutendsten ist wohl, wie sich die Annahmen, welche im
Verlauf der Herleitung zum Rekonstruktionsverfahren getroffen werden mussten und welche zu
experimentellen Einschränkungen führen (siehe Abschnitt 2.4), tatsächlich auf die Qualität der
vorgestellten phase retrieval Technik auswirken. Erste diesbezügliche Ansätze wurden bereits in
dieser Arbeit verfolgt, indem die Auswirkungen absorbierender Objekte im Rahmen von Simu-
lationen und realen Experimenten untersucht wurden. Gerade Simulationen bietet hierbei die
Möglichkeit einer systematischen Überprüfung des Verfahrens in Hinblick auf den Gradienten
der Intensitätsverteilung ∇TIz(r) bzw. dessen Einfluss auf das Rekonstruktionsergebnis. Ferner
stellt, wie bereits mehrfach erwähnt, die Defokusdistanz zwischen den einzelnen Intensitätsver-
teilungen einen entscheidenden Parameter innerhalb des Verfahrens dar. Zum einen beeinflusst
die Distanz die Gültigkeit der mathematischen Näherung und damit die Herleitung der Glei-
chung, zum anderen wirkt sie sich unmittelbar auf die experimentellen Bedingungen aus, was
ausführlich in Abschnitt 2.4.3 behandelt wurde. Es zeigt sich, dass die optimale Defokusdi-
stanz in Abhängigkeit der Eigenschaften des optischen Systems und der höchsten im Objekt
vorkommenden Ortsfrequenz ermittelt werden sollte. Einen anderen Ansatz stellen die Arbei-
ten von Kou et al. dar, bei denen die negative Auswirkung der Defokussierung auf die OTF
eines Systems gezielt kompensiert werden kann [129,183]. Auch im Bereich der experimentellen
Aufbauten sollten noch weitere Ansätze verfolgt werden. Im Rahmen der Arbeit wurde zwei
verschiedenen Methoden realisiert: Das kostengünstigere, aber sequentielle System mit einer
Kamera und das kostspieligere Echtzeit-System mit zwei Kameras. Von Interesse wäre es, ob
sich der Einsatz eines Drei-Kamera-Systems positiv auf das Rekonstruktionsverfahren auswirkt
bzw. ob sich die Rekonstruktion von kleinen Details innerhalb der Phasenverteilung dadurch
steigern lässt. Allerdings könnte der Aufbau eines Drei-Kamera-Systems unter Umständen so-
wohl mechanisch als auch optisch schwierig zu realisieren sein. Aus diesem Grund sollten auch
alternative experimentelle Aufbauten auf ihre Anwendbarkeit hin untersucht werden. Eine Mög-
lichkeit sind dabei die bereits im Bereich der iterativen phase retrieval Techniken eingesetzten
phasenschiebenden räumlichen Lichtmodulatoren [16–23]. Durch Adressierung einer geeigneten
Phasenfunktion auf dem Modulator kann eine präzise elektronisch steuerbare Defokussierung in
ein optisches System eingebracht werden. Die Intensitätsaufnahmen aus verschiedenen Ebenen,
welche die notwendigen Eingangsdaten für den Algorithmus darstellen, würden dann zwar wie-
derum sequentiell aufgenommen werden, eine Bildrate der Modulatoren von 60Hz [184] sollte
dabei aber ausreichend sein, um Proben untersuchen zu können, welche sich nur wenig über die
Zeit verändern. Zusätzlich kann mit den phasenschiebenden räumlichen Lichtmodulatoren nicht
nur die Fokuslage kontrolliert verändert werden. Sie eignen sich darüber hinaus auch, um gezielt
Wellenfront-Aberrationen in einem optischen System zu korrigieren [185, 186]. Der Einsatz von
phasenschiebenden räumlichen Lichtmodulatoren birgt somit einen Mehrwert, der mit anderen
Konzepten nicht verwirklicht werden könnte. Zu guter Letzt sollten in zukünftigen Arbeiten
84
die in Abschnitt 5.2 vorgestellten numerischen Wellenfeldmanipulationen in eine Echtzeitlö-
sung integriert werden. Zum momentanen Zeitpunkt werden diese Verfahren in einer externen
Software berechnet. Durch die Zusammenführung der Wellenfeldmanipulation mit der Echtzeit
phase retrieval Methode könnten verschiedene mikroskopische Kontrastierungsverfahren ohne
entsprechende Mikroskope in Echtzeit umgesetzt werden. Auch Techniken wie das numerische




A Greensche Funktionen und Herleitungen zur
Phasenrekonstruktion
In diesem Kapitel werden ausführlich alle Formulierungen und nötigen Gleichungen zur Herlei-
tung der deterministischen Phasenrekonstruktion mit Hilfe Greenscher Funktionen eingeführt.
Neben der Greenschen Identität werden ebenfalls die grundlegenden Eigenschaften der Green-
schen Funktionen vorgestellt. Anschließen wird das mathematische Modell zur deterministischen
Phasenrekonstruktion mit Hilfe Greenscher Funktionen im Detail hergeleitet.
A.1 Greensche Identität und Greensche Funktion
Dieser Abschnitt soll die Greensche Identität und die Wirkungsweise und Konstruktion der
Greenschen Funktion erläutern.
A.1.1 Herleitung der ersten Greenschen Identität
Die erste Greensche Identität basiert auf dem Gaußschen Integralsatz.
Gaußscher Integralsatz
Der Satz von Gauß beschreibt den Zusammenhang zwischen der Divergenz eines Vektorfeldes
und dem durch das Feld gegebenen Fluß [187]:∫
Ω
∇ · F dnx =
∮
∂Ω
F · n∂Ω dn−1x (A.1)
Hierbei ist n∂Ω der Normalenvektor auf ∂Ω.
Erste Greensche Identität
Die erste Greensche Identität lässt sich aus dem Gaußschen Integralsatz herleiten. Es werden
zwei Vektorfelder definiert
F = φ∇ϕ
∇ · F = ∇ · {φ∇ϕ}
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Einsetzen in Gleichung (A.1) ergibt:∫
Ω
∇ · {φ∇ϕ} dnx =
∮
∂Ω
{φ∇ϕ} · n∂Ω dn−1x∫
Ω
{





φ {∇ϕ · n∂Ω} dn−1x (A.2)
Dies stellt die erste Greensche Identität dar [188].
Erste Greensche Identität in zwei Dimensionen
Für die Betrachtung in zwei Dimensionen ergibt sich nach Gleichung (A.2)∫
R
{





φ {∇T′ϕ · nC} dr′, (A.3)




Diese Gleichung bildet den Ausgangspunkt zur Herleitung der deterministischen Phasenrekon-
struktion mit Hilfe Greenscher Funktionen.
A.1.2 Grundlagen zur Greenschen Funktion
Eigenschaft der Greenschen Funktion
Gesucht wird die Lösung zur Gleichung:
Lˆ(r′)p(r′) = q(r′)
Es sei Lˆ ein linearer Differentialoperator, p die gesuchte und q eine bekannte Funktion. Symbo-
lisch kann die Lösung in der Form
p(r′) = Lˆ−1(r′)q(r′)
dargestellt werden. Der Operator Lˆ−1 ist der inverse Operator zu Lˆ, wobei Lˆ−1Lˆ = Eˆ den




wobei G(r, r′) die Greensche Funktion zum Operator Lˆ(r′) darstellt. Die vorherige Gleichung










A.1 Greensche Identität und Greensche Funktion
Dies ist nur erfüllt, wenn
Lˆ(r′)G(r, r′) = δ(r− r′)




Demzufolge kann die Wirkung des Operators Lˆ(r′) auf die Greensche FunktionG(r, r′) formuliert
werden als [189]:
Lˆ(r′)G(r, r′) = δ(r− r′) (A.4)
Anwendung der Greenschen Funktion
Ausgangspunkt ist wiederum die Gleichung
Lˆ(r′)p(r′) = q(r′)
Aus Kenntnis der Greenschen Funktion
Lˆ(r′)G(r, r′) = δ(r− r′)






Der Operator Lˆ ist linear und wirkt nur auf die Variable r′. Er ist somit unabhängig vom Integral







Die Greensche Funktion G(r, r′) stellt die Impulsantwort zum linearen Differentialoperator Lˆ(r′)
dar [189]. Die Schwierigkeit liegt darin, die richtige Greensche Funktion zum linearen Differen-
tialoperator Lˆ(r′) zu finden, damit Lˆ(r′)G(r, r′) = δ(r− r′) erfüllt ist.
Konstruktion der Greenschen Funktion
Es ist nun die Frage, wie die Greensche Funktion G(r, r′) zum linearen Differentialoperator Lˆ(r′)
gefunden werden kann.
Der Operator besitze die Eigenfunktionen Γm,n(r′) wobei Lˆ(r′)Γm,n(r′) = κm,nΓm,n(r′) und κm,n
die Eigenwerte zu den Eigenfunktionen sind. Die Eigenfunktionen sollen die Vollständigkeitsre-
89













Gleichung (A.6) wird von links mit dem Operator Lˆ(r′) multipliziert:






















Somit ist die Vollständigkeitsrelation nach Gleichung (A.5) und die Definition der Greenschen
Funktion nach Gleichung (A.4) erfüllt. Die Greensche Funktion lässt sich damit aus den Eigen-
funktionen und Eigenwerten des Operators Lˆ(r′) konstruieren.
A.2 Herleitungen zur Phasenrekonstruktion mit Hilfe Greenscher
Funktionen
A.2.1 Phasenrekonstruktion und die erste Greensche Identität
Der Ansatzpunkt zur Rekonstruktion der gesuchten Phasenverteilung mit Hilfe Greenscher Funk-
tionen ist die erste Greensche Identität in zwei Dimensionen. Das Vorgehen beruht dabei auf
einem von Fornaro et al. vorgestellt Verfahren [57]. Die erste Greensche Identität in zwei Di-
mensionen lautet nach Gleichung (A.3):∫
R
{





φ {∇T′ϕ · nC} dr′
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Die Funktion ϕ soll einer Greenschen Funktion nach Gleichung (A.4) entsprechen. Es folgt:
∇2T′ ϕ(r, r′) = ∇2T′ G(r, r′)
= δ(r− r′) (A.7)
Die Funktion φ in Gleichung (A.3) stellt die gesuchte zweidimensionale Phasenverteilung in der
Entfernung z dar. Sie wird im Weiteren mit Φz bezeichnet.
φ(r′) = Φz(r′) (A.8)
Nach Einsetzen von Gleichung (A.7) und (A.8) in Gleichung (A.3) ergibt sich, aufgrund der
siebenden Eigenschaft der Delta-Funktion [16]:∫
R
{





Φz {∇T′G · nC} dr′ (A.9)∫
R
{∇T′Φz · ∇T′G} dr′ + Φz(r) =
∮
C
Φz {∇T′G · nC} dr′ (A.10)




{∇T′Φz · ∇T′G} dr′ +
∮
C
Φz {∇T′G · nC} dr′ (A.11)
Das Integral über den Rand C der Fläche R kann vernachlässigt werden, wenn die Greensche
Funktion Neumann- oder Dirichlet-Randbedingungen erfüllt oder die Fläche R keinen Rand
C besitzt, da das Gebiet bis ins Unendliche ausgedehnt ist. Für den Fall des unbegrenzten
freien Raumes ergibt sich die Greensche Funktion G∞. Wird diese angenommen, so lässt sich
beispielhaft Gleichung (A.11) in die Form
Φz(x, y) = −
∫∫ ∞
−∞
{∇T′Φz(x′, y′) · ∇T′G∞(x, y, x′, y′)} dx′dy′ (A.12)
bringen.
A.2.2 Eigenfunktionen der Helmholtz-Gleichung
Um die Lösung zur Rekonstruktion der Phasenverteilung mit Hilfe der Greenschen Funktion
unter Beachtung von geeigneten Randbedingungen zu formulieren, muss nach Gleichung (A.9)
die Greenschen Funktion G zum transversalen Laplace-Operator∇2T′ gefunden werden. Innerhalb





Φz(x′, y′)∇2T′ G(x, y, x′, y′) dx′dy′ = Φz(x, y) (A.13)
erfüllt sein [siehe Gleichung (A.9)]. Die Greensche Funktion eines Operators kann nach Glei-
chung (A.6) aus den Eigenfunktionen und Eigenwerten des Operators konstruiert werden. Ein
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Verfahren zur Konstruktion einer Greenschen Funktion, welche die obige Gleichung erfüllt, wur-
de unter anderem von Lyuboshenko und Maitre vorgestellt [60, 62, 190]. Die Eigenfunktionen
und Eigenwerte des transversalen Laplace-Operators ∇2T′ sind die Eigenfunktionen und Eigen-
werte der homogenen zweidimensionalen Helmholtz-Gleichung in den kartesischen Koordinaten
(x′, y′):
∇2T′ Ψm,n + λm,nΨm,n = 0, (A.14)
mit den Eigenfunktionen Ψm,n und den entsprechenden Eigenwerten λm,n. Die Eigenfunktionen
sind:
Dirichlet-Randbedingung




































A.2.3 Greensche Funktion und Eigenfunktionen der Helmholtz-Gleichung
Die Greensche Funktion kann nach Gleichung (A.6) aus den Eigenfunktionen des Operators
erstellt werden:







In der nun folgenden Betrachtung werden ausschließlich die Eigenfunktionen ΨN,m,n des Opera-
tors∇2T′ mit Neumann-Randbedingungen berücksichtigt. Die Greensche Funktion unter Neumann-
92
A.2 Herleitungen zur Phasenrekonstruktion mit Hilfe Greenscher Funktionen
Randbedingungen ergibt sich zu




















Separieren der Fälle (m 6= 0 und n = 0), (m = 0 und n 6= 0) und (m,n 6= 0) führt auf
G
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N (x, y, x
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= 14(θ − pi)
2 − 112pi
2, wobei 0 ≤ θ ≤ 2pi [192] (A.26)



















































3y2 + 3(y′ − b)2 − b2}, für y < y′ (A.28)












3x2 + 3(x′ − a)2 − a2}, für x < x′ (A.29)
zeigen.


















n2 + ( bam)2
(A.31)
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cos(npib [y − y′])




cos(npib [y + y′])







n2 + l2 =
pi
2l
cosh(l [pi − θ])
sinh(lpi) −
1
2l2 , wobei 0 ≤ θ ≤ 2pi [192] (A.33)



























































, für y < y′
(A.35)




































− a22m2 , für y < y′
(A.36)






























− b22n2 , für x < x′
(A.37)
Die beiden Ausdrücke G(1)N (x, y, x′, y′) und G
(2)
N (x, y, x′, y′) für die Greensche Funktion mit
Neumann-Randbedingungen ergeben sich durch Einsetzen von A(1)1 und A
(1)
2 in Gleichung (A.22)
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und A(2)1 und A
(2)
2 in Gleichung (A.23):
G
(1)
N (x, y, x































































3y′2 + 3(y − b)2 − b2}, für y > y′{




































N (x, y, x































































3x′2 + 3(x− a)2 − a2}, für x > x′{




























n) , für x < x
′
(A.41)
A.2.4 Richtungsableitungen der Greenschen Funktion
Die Greenschen Funktionen zum transversalen Laplace-Operator unter Neumann-Randbeding-
ungen sind mit den obigen Gleichungen (A.39) und (A.41) gefunden. Zur Lösung von Gleichung
(A.9) werden aber auch die Richtungsableitungen der Greenschen Funktion ∇T′G benötigt. Diese
sollen im Folgenden berechnet werden. Um möglichst einfache Formulierungen für die Ableitun-
gen zu erhalten, wird Gleichung (A.39) nach x′ und Gleichung (A.41) nach y′ differenziert. Es
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N (x, y, x
′, y′) = Gy
′

































Werden in Gleichung (A.21) nicht Neumann- sondern Dirichlet-Randbedingungen angesetzt,
d.h. Eigenfunktionen, die durch Sinus-Funktionen beschrieben sind, so ergibt sich nach analoger
Rechnung (mit entsprechenden Umformungen), wie für die Greensche Funktion unter Neumann-
Randbedingungen gezeigt, die Richtungsableitungen Gx′D und G
y′
D der Greenschen Funktion
GD(x, y, x′, y′) unter Dirichlet-Randbedingungen:
Gx
′





































































A.2.5 Phasenrekonstruktion mit Neumann-Randbedingungen
Der Lösungsweg soll im Weiteren wiederum nur für Neumann-Randbedingungen gezeigt wer-
den, da sich eine Lösung unter Dirichlet-Randbedingungen analog zur folgenden Rechnungen
ergibt. Ausgangspunkt der Betrachtung ist Gleichungen (A.11). Die Gleichung beschreibt, un-
ter Kenntnis der Greenschen Funktion G, die deterministische Rekonstruktion der gesuchten
Phasenverteilung über ihren Gradienten. Die Funktion G muss dabei innerhalb der rechteckigen





Φz(x′, y′)∇2T′ G(x, y, x′, y′) dx′dy′ = Φz(x, y) (A.46)
erfüllen. Das Integral über den Rand C in Gleichung (A.11) kann vernachlässigt werden, wenn
die Greensche Funktion Neumann- bzw. Dirichlet-Randbedingungen erfüllt oder die zu integrie-
rende Fläche R unbegrenzt ist. Wie eingangs erwähnt, soll im Weiteren nur auf Neumann-Rand-
bedingungen eingegangen werden. Gleichung (A.12) beschreibt die Lösung nach der Phasen-
verteilung unter Annahme des unbegrenzten freien Raumes. Unter Beachtung von Neumann-
Randbedingungen kann (A.12) in













∇T′GN(x, y, x′, y′) =
Gx′N (x, y, x′, y′)
Gy
′
N (x, y, x′, y′)
 (A.49)
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Die Berechnung von Φz,N(x, y) kann demnach in zwei voneinander unabhängige Teile Φxz,N(x, y)
und Φyz,N(x, y) zerlegt werden. Die vollständige Phasenverteilung ergibt sich dann durch
Φz,N(x, y) = Φxz,N(x, y) + Φ
y
z,N(x, y) (A.51)
Um den weiteren Verlauf der Herleitung übersichtlicher zu gestalten, wird zu Anfang nur auf
den ersten Summanden der rechten Seite in Gleichung (A.50) eingegangen. Die in der Glei-




























































Die Terme A1, A2 und A3 sollen nun nacheinander genauer betrachtet werden. Hierfür wir die




Φx′z (x′, y′) sin(fxx′) dx′ (A.55)
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Wie aus der Gleichung ersichtlich, stellt A1 den Imaginärteil der in x′-Richtung Fourier trans-








A1 kann umgeschrieben werden zu,
= A1(fx, y′) (A.57)




gN(m, y, y′)A1(fx, y′) dy′ (A.58)
Wie aus Gleichung (A.42) ersichtlich, ist die Funktion gN(m, y, y′) fallabhängig. Je nachdem,
ob y > y′ bzw. y < y′, ist sie unterschiedlich zu implementieren. Aufgrund der Eigenschaft der
Funktion gN(m, y, y′) können die zwei Fälle in zwei unabhängige Integrale aufgeteilt werden.












b− y′])A1(fx, y′) dy′
= A2(fx, y)
(A.59)
Wird nun die Funktion A2(fx, y) in den Ausdruck für A3 eingesetzt, so ergibt sich auch für




A2(fx, y) cos(fxx) (A.60)
Die Funktion A3 stellt den Realteil der diskreten, inversen, in fx-Richtung Fourier transformier-








= A3(x, y) (A.62)
Somit ist der allgemeine Ablauf einer Berechnung vorgestellt. Der Gradient der gesuchten Pha-
senfunktion in x′-Richtung wird Fourier transformiert. Von der Transformierten wird nur der
Imaginärteil für die Weiterverarbeitung genutzt. Im Folgenden wird für jede Kombination (fx, y)
das Integral des Produkts des Imaginärteils und der Funktion gN(m, y, y′) über y′ gebildet. Das
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Integral wird dabei in zwei Teile aufgespalten, um die Fallunterscheidung y > y′ bzw. y < y′
zu realisieren. Im letzten Schritt wird das vorher gewonnen Ergebnis einer inversen Fourier-
Transformation unterzogen, wobei nur der Realteil von Bedeutung ist. Die gesamte Rechnung































b− y′])I[Fx{Φx′z (x′, y′)}]} dy′}]
}
(A.63)
Werden die Schritte der Herleitung ab Gleichung (A.50) bis Gleichung (A.63) für die Funktion































a− x′])I[Fy{Φy′z (x′, y′)}]} dx′}]
}
(A.64)
als Gleichung für Φyz,N(x, y). Für die gesamte gesuchte Phasenverteilung Φz,N(x, y) ergibt sich,
wie in Gleichung (A.51) dargestellt, die Summe aus den beiden Einzellösungen Φxz,N(x, y) und
Φyz,N(x, y). Die gesuchte Phasenverteilung Φz,N(x, y) kann mit Hilfe der geeigneten Greenschen
Funktion und unter Kenntnis von Φx′z (x′, y′) und Φy
′
z (x′, y′) berechnet werden. Es gilt nun zu
klären, wie diese beiden Funktionen zu bestimmen sind. Aus Gleichung (A.48) ist bekannt,
dass die Funktion Φx′z (x′, y′) bzw. Φy
′
z (x′, y′) der Ableitung der gesuchten Phasenfunktion in
x′- bzw. y′-Richtung entspricht. Zur Lösung der Gleichung (A.63) bzw. (A.64) muss also der
Gradient der gesuchten Phasenverteilung bekannt sein. In [67] stellten Abramochkin et al. einen
Zusammenhang zwischen dem Gradienten der Phasenverteilung in x′- und y′-Richtung und
der Änderung der Intentitätsverteilung in Ausbreitungsrichtung her. Das sich ausbreitenden
Wellenfeld muss dabei die parabolische Wellengleichung (siehe Abschnitt 2.1) erfüllen. Unter
der Annahme, dass das Vektorfeld I(r′)∇T′Φ(r′) ein Gradientenfeld ist (siehe Abschnitt 2.4.2),










An dieser Stelle wird nun die Formulierung für den Gradienten der Phasenverteilung Φz(r′)
aus Gleichung (A.48) in obige Gleichung eingesetzt. Eine Darstellung für den Gradient der
Greenschen Funktion ist in Gleichung (A.49) zu finden. Allerdings müssen an dieser Stelle die
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A.2 Herleitungen zur Phasenrekonstruktion mit Hilfe Greenscher Funktionen
Koordinaten x und y in einfach und x′ und y′ zweifach gestrichene Größen umbenannt werden.
Abgesehen davon bleibt die Gleichung erhalten. Nach Einsetzen der Vektorausdrücke für die Gra-
dienten ergeben sich zwei Gleichungen, welche jeweils die Lösung für die x′- bzw. y′-Komponente
des Gradienten der Phasenverteilung beschreiben. Wird, wie im gesamten Abschnitt, von einem
rechteckigen Gebiet R = a× b und Neumann-Randbedingungen ausgegangen, so sind die beiden































′, y′, x′′, y′′)
}
dx′′dy′′ (A.67)
gegeben. Diese beiden Gleichungen haben einen Integranden, dessen Form ähnlich dem in den
beiden Gleichungen zur Berechnung des x- und y-Anteils der gesamten Phasenfunktion Φz,N(r)
[siehe Gleichungen (A.50) und (A.52)] ist. Demnach können die beiden Komponenten des Gra-
dienten auf gleiche Weise berechnet werden, wie dies auch für den x- und y-Teil nach den

















































































Die gesamte Berechnung der gesuchten zweidimensionalen Phasenverteilung Φz,N(x, y) ist somit
in zwei Abschnitte zu unterteilen. Zum Ersten wird der Gradient der Phasenverteilung auf Basis
der Ableitung der Intensitätsverteilung in Ausbreitungsrichtung bestimmt. Gelöst wird dieses
Problem mit Hilfe der geeigneten Greenschen Funktion unter Neumann-Randbedingungen. Die
Formeln für die beiden Komponenten des Gradienten der Phasenverteilung sind in den Glei-




A Greensche Funktionen und Herleitungen zur Phasenrekonstruktion
bestimmt, so dienen diese als Grundlage für den zweiten Schritt: Einsetzen der Lösungen für die
x′-Richtung in Gleichungen (A.63) bzw. der y′-Richtung in (A.64) und anschließende Addition
der beiden Teillösungen nach Gleichung (A.51) ergibt die gesuchte Phasenverteilung Φz,N(x, y).
Aus den Gleichungen (A.50), (A.52), (A.66) und (A.67) ist ersichtlich, dass der gleiche Lösungs-
algorithmus, genauer gesagt die Integration mit dem Gradienten einer Greenschen Funktion,
zweimal durchlaufen werden muss. Einmal um den Gradienten der Phasenverteilung zu be-
stimmen und zum Zweiten, um aus dem erhaltenen Gradienten die endgültige Phasenfunktion
zu berechnen. Die einzige Eingangsgröße der gesamten Berechnung ist, neben der Wellenzahl
k = 2pi/λ, die Ableitung der Intensitätsverteilung in Ausbreitungsrichtung ∂I/∂z.
A.2.6 Phasenrekonstruktion mit Dirichlet-Randbedingungen
Wird in der Herleitung des vorherigen Abschnitts A.2.5 die Greensche Funktion nach Glei-
chung (A.19) aus den Eigenfunktionen nach Gleichung (A.15) erstellt, d.h. die so konstruierte
Greensche Funktion erfüllt Dirichlet-Randbedingungen, so kann gezeigt werden, dass die Lö-
sungsformel der gesuchten Phasenverteilung unter diesen Randbedingungen





































































a− x′])R[Fy{Φy′z,D(x′, y′)}]} dx′}]
}
(A.70c)
ist. Hierbei wurden die schon in den Gleichungen (A.44) und (A.45) aufgezeigten Richtungsablei-
tungen der Greenschen Funktion unter Dirichlet-Randbedingungen verwendet. Für die Bestim-
mung des Gradienten der Phasenverteilung ergibt sich, analog zur Herleitung aus dem vorherigen
Abschnitt und aufgrund der Greenschen Funktion unter Dirichlet-Randbedingungen, für die x′-
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Einsetzen der beiden Teillösungen für die Ableitungen der Phasenverteilung (A.71) und (A.72)
in Gleichung (A.70) ergibt die Gesamtlösung zur Berechnung der gesuchten Phasenverteilung
unter Dirichlet-Randbedingungen. Somit ist auch eine mathematische Formulierung zur Be-
rechnung der Phasenverteilung unter diesen Randbedingungen gefunden. Der Unterschied der
beiden Lösungen unter Neumann- bzw. Dirichlet-Randbedingungen liegt lediglich in der Art
der Greenschen Funktion. Im Fall von Neumann-Randbedingungen wird die Greensche Funk-
tion nur aus Cosinus-Funktionen [siehe Gleichungen (A.16) und (A.19)], im Fall von Dirichlet-
Randbedingungen nur aus Sinus-Funktionen [siehe Gleichungen (A.15) und (A.19)] konstruiert.
Dies hat zur Folge, dass sich die beiden Formeln, zur Berechnung unter den beiden Randbeding-
ungen, nur geringfügig unterscheiden. Während die Berechnung unter Dirichlet-Randbedingungen
nur auf sinh-Funktionen basiert, sind in der Formel unter Neumann-Randbedingungen sinh-
und cosh-Funktionen vorhanden. Lediglich bei den eindimensionalen Fourier-Transformationen
tritt ein weiterer Unterschied auf. Die Berücksichtigung des Real- (R) und Imaginärteils (I),
nach den Transformationen, ist bei den beiden Randbedingungen, wegen der Beschaffenheit der
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