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GEOMETRIES OF HYPERBOLIC SURFACES WITH AND WITHOUT
BOUNDARY
Kimberly A. Romanelli, PhD
University of Pittsburgh, 2018
In this dissertation, I will investigate three different points of view of maximizing packings
on complete hyperbolic surfaces with finite area, possibly with geodesic boundary. This
optimization takes place over the Teichmu¨ller space of each surface.
First I find a sharp upper bound for the packing radius, and consequently the injectivity
radius, of a surface with Euler characteristic χ, n cusps, and b geodesic boundary components.
In particular, I do not fix these boundary lengths. This is an extension of the results found
in DeBlois’s papers [3] and [4] to the with-boundary setting.
Second, I find a formula for maximizing the systole of loops on the three-holed sphere
with fixed boundary lengths and discuss the more general claim on the general systole of
loops formula asserted by Gendulphe in [10].
Finally, I present work towards proving Conjecture 1.2 in Hoffman and Purcell’s paper
[12] which asserts an upper bound of 10/
√
3 on the minimal area of a packing of a hyperbolic
surface by horoball cusp neighborhoods, over all such packings. I verify that the geometric
decorations they define cover the decorated Teichmu¨ller space of a generic surface. I then
find an explicit upper bound on the minimal area over all packings of both the three- and
four-punctured spheres using these coordinates as well as the decorations which achieve this
maximum.
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1.0 INTRODUCTION
In this dissertation, I investigate three points of view of maximizing packings on complete
hyperbolic surfaces, possibly with geodesic boundary. Each of these terms is defined formally
in Section 2.2 of this dissertation.
The first two chapters will consider two directions for extending the bound on the max-
imal injectivity radius of hyperbolic surfaces given in Theorem 5.11 of [4] to the setting of
hyperbolic surfaces with geodesic boundary. Here for a point p of a hyperbolic surface F ,
the injectivity radius of F at p, denoted injradp(F ), is the supremum of all r > 0 such that
there is a locally isometric embedding of an open metric disk of radius r into F taking the
disk’s center to p. For any orientable surface S homeomorphic to a complete, hyperbolic
surface of finite area, Theorem 5.11 of [4] gave a sharp upper bound on injradp(F ), taken
over all such surfaces F homeomorphic to S and all p ∈ F .
1.1 THE INJECTIVITY RADIUS
We first extend the bound of [4, Theorem 5.11] to a bound on the maximal injectivity radius of
hyperbolic surfaces with geodesic boundary. Here for p in the interior of a hyperbolic surface
with geodesic boundary, we define injradp(F ) exactly as above. Noting that injradp(F ) is
bounded above by the distance from p to ∂F , and hence that it approaches 0 uniformly as
p→ ∂F , we extend it continuously to ∂F by defining injradp(F ) := 0 for any p ∈ ∂F . Our
first main result is analogous to [4, Theorem 5.11]: a sharp upper bound on injradp(F ),
taken over all hyperbolic surfaces F with geodesic boundary homeomorphic to a fixed S,
and all p ∈ F .
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Theorem 2. For a complete, finite-area, n-cusped hyperbolic surface F with b compact
geodesic boundary components and Euler characteristic χ, where χ < 0, n ≥ 0, and b ≥ 0,
the injectivity radius r of F at any p ∈ F satisfies r ≤ rχ,n,b, where rχ,n,b is the unique
solution to:
3 (2− (2χ+ b+ n))α(rχ,n,b) + 2nβ(rχ,n,b) + 2bγ(rχ,n,b) = 2pi.
For a complete, finite-area, n-cusped hyperbolic surface F with b geodesic boundary
components and Euler characteristic χ, where χ < 0, n ≥ 0, and b ≥ 0, and p ∈ F ,
injradp(F ) = rχ,n,b if and only if p is the unique vertex of a decomposition of F into equi-
lateral triangles with side length 2rχ,n,b, n horocyclic ideal triangles with compact side length
2rχ,n,b, and b Saccheri quadrilaterals with leg length rχ,n,b and summit length 2rχ,n,b.
Here, α(r), β(r), and γ(r) each measures the vertex angle of an equilateral triangle with side
length 2r, the angle at the finite vertices of a horocyclic ideal triangle with compact side
length 2r, and the summit angle of a Saccheri quadrilateral with summit length 2r and leg
lengths r, respectively, as defined in Section 2.3.
We prove Theorem 2 in Section 3.2 using the “centered dual decomposition” defined in
[4]. The hyperbolic polygons described above are defined in Section 2.3
1.2 THE SYSTOLE OF LOOPS
The second chapter of this dissertation considers the systole of loops function, denoted at
p ∈ F by sysp(F ) and defined as the infimum of the lengths of closed, non-constant geodesic
arcs in F based at p, which offers a different direction for extending [4, Theorem 5.11] to
the bounded context. If F has no boundary then sysp(F ) = 2injradp(F ) for each p ∈ F ,
since a maximal-radius disk based at p determines a minimal-length geodesic arc based at p
comprised of two radial arcs that meet at a point of self-tangency. But if F has boundary
then
injradp(F ) = min
{
1
2
sysp(F ), dist(p, ∂F )
}
2
is strictly less than sysp(F ) in general, for instance near ∂F .
There is no direct analog of Theorem 2 concerning sysp. One can however fix both a
topology and a collection of boundary lengths, and seek to maximize sysp(F ) over all points p
in all hyperbolic surfaces F with geodesic boundary that possess this data. This perspective
is taken in the preprint [10]. Indeed, Theorem 1.2 there describes an equation determined by
this data and claims that the maximum value is the unique positive solution of this equation.
However for certain collections of boundary lengths, in particular when one is much longer
than any other, the equation given in [10, Theorem 1.2] has no solutions. See Lemma 6.
We expand on this issue in Section 4.1. We are inclined to believe that the formula given
in [10, Theorem 1.2] is correct for “reasonable” boundary length collections and requires
adjustment only for collections with exactly one very long component. We confirm this in
the simplest case, that of the three-holed sphere, proving the corrected formula:
Theorem 3. Let F be a hyperbolic three-holed sphere with geodesic boundary components of
lengths b1 ≤ b2 ≤ b3 ∈ (0,∞), and let
f(b1,b2)(x) := 6 sin
−1
(
1
2 cosh(x/2)
)
+ 2
2∑
i=1
sin−1
(
cosh(bi/2)
cosh(x/2)
)
.
a) The maximum value of sysp(F ), taken over all p ∈ F , is attained in the interior of F if
and only if f(b1,b2)(b3) > pi. In this case it is the unique positive solution x to:
f(b1,b2)(x) + sin
−1
(
cosh(b3/2)
cosh(x/2)
)
= 2pi.
For a point p ∈ int(F ) at which the maximum value is attained, the systolic loops based
at p divide F into an equilateral triangle and three one-holed monogons.
b) If f(b1,b2)(b3) ≤ pi, then sysp(F ) attains its maximum on the component B3 of ∂F of length
b3. Taking p2 ∈ B3 to be the endpoint of the shortest arc joining it to B2, the maximum
is attained at p ∈ B3 − {p2} if and only if g(x2) > pi, where
g(x) = 2 cos−1
(
tanh (b3/2)
tanh (x)
)
+ 2 sin−1
(
sinh (b3/2)
sinh (x)
)
+ 2
2∑
i=1
sin−1
(
cosh (bi/2)
cosh (x/2)
)
3
and x2 satisfies
sinh(x2/2) = (cosh(b2/2) cosh(b3/2) + cosh(b1/2))/ sinh(b3/2).
If f(b1,b2)(b3) ≤ pi and g(x2) > pi then the maximum value of sysp(F ) is the unique x ∈
(x2, b3] such that g(x) = pi. For p ∈ F where the maximum is attained, the systolic loops
based at p divide F into an isosceles triangle and two one-holed monogons.
c) If f(b1,b2)(b3) ≤ pi and g(x2) ≤ pi then the maximum value x1 of sysp(F ) is defined by
sinh(x1/2) =
√
coth2(b3/2) [cosh(b1/2) cosh(b3/2) + cosh(b2/2)]
2 − sinh2(b1/2) sinh2(b3/2),
attained at p2, and a systolic loop based at w bounds a one-holed monogon enclosing B1.
1.3 THE HYPERBOLIC TAMMES PROBLEM
The final chapter of this dissertation was inspired by [12, Conjecture 1.2], which states
that any packing by horoball cusp neighborhoods of a hyperbolic surface has at least one
horoball cusp neighborhood with area less than 10/
√
3. A horoball cusp neighborhood is a
non-compact but finite-area region of a hyperbolic surface homeomorphic to a punctured
disk. See Definition 1.
In geometry, the Tammes problem is a well known packing problem which was posed by
the botanist P.L. Tammes in 1930. He sought, for a given number of points on the (positive
curvature) sphere S2, to maximize the minimum distance between them. In other words,
what is the maximum diameter (or equivalently, maximum area) of n equal non-overlapping
disks on the surface of the sphere? Sharp bounds to this question for n ≤ 14 and n = 24
were found by a variety of authors, and the n = 14 case was not solved until 2015 in [16].
At the beginning of Chapter 5, we proffer the max-min problem and the hyperbolic
Tammes problem as stated below, motivated by Hoffman and Purcell’s conjecture. We
prove that these problems are equivalent in Lemma 12.
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The Max-Min Problem. For a given n ≥ 3, find the supremum area over all packings
of all complete, finite-area, n-cusped planar hyperbolic surfaces (i.e. n-punctured spheres) by
horoball cusp neighborhoods of the minimum-area such neighborhood. That is, for any n ≥ 3,
find
sup
(F,P)
{
min
i=1,...,n
{area(Bi)}
}
where the supremum is taken over all pairs (F,P) with F a complete, finite-area hyperbolic
n-punctured sphere and P = {{Bi}ni=1 a packing of F by horoball cusp neighborhoods.
The Hyperbolic Tammes Problem. For a given n ≥ 3, find the supremum area over
all packings of all complete, n-cusped planar hyperbolic surfaces (i.e. n-punctured spheres)
by horoball cusp neighborhoods of equal area. That is, for any n ≥ 3, find
sup
(F,P)
{
min
i=1,...,n
{area(Bi)}
}
where the supremum is taken over all pairs (F,P) with F a complete, finite-area hyperbolic
n-punctured sphere and P = {Bi}ni=1 a packing of F by horoball cusp neighborhoods of equal
area.
We also prove the following theorems solving the hyperbolic Tammes problem for both
the three- and four-punctured spheres, both of which are found to be strictly less than the
conjectured 10/
√
3.
Theorem 4. The maximum area of the minimal-area horoball cusp neighborhood, over all
packings of the hyperbolic three-punctured sphere by such neighborhoods, is 2.
Theorem 5. The maximum area of the minimal-area horoball cusp neighborhood, over all
packings of all hyperbolic four-punctured spheres by such neighborhoods, is 3.
These results follow from a well known corollary of Bo¨ro¨czky’s Theorem (see Proposition 3
and the subsequent remark for an example of how to attain these bounds for n = 3, 4, 6, and
12.) I give alternative proofs of the preceding theorems in Sections 5.2 and 5.3 respectively
using the idea of a “geometric decoration” defined in [12] and detailed at the beginning
of Chapter 5. These coordinates were used to prove Proposition 3.1 of [12] constructing
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a surface with minimum horoball area within  of 10/
√
3, but does not go so far as to
prove the conjecture for all surfaces. In Section 5.1, we investigate the relationship between
the geometric coordinates of Hoffman and Purcell with the spinal triangulation coordinates
defined by Bowditch and Epstein in [2] and Epstein and Penner in [7] to show that the
coordinate system provided by geometric decorations will indeed cover the Teichmu¨ller space
of any generic surface, i.e.
Proposition 4. Every complete, finite-area hyperbolic surface equipped with a packing by
horoball cusp neighborhoods is the geometric realization of some geometric decoration.
6
2.0 BACKGROUND
First let us recall some basic hyperbolic geometric terminology. We will denote by H2 the
hyperbolic plane, that is, the complete and simply connected Riemannian manifold with
constant curvature −1 and dimension 2.
Definition. We define the notions of length and distance in the standard Riemannian way.
• The length of a continuously differentiable curve γ : [a, b]→ H2 is defined to be
L(γ) :=
∫ b
a
‖γ′(t)‖dt,
where ‖γ′(t)‖ is the norm induced by the hyperbolic inner product on the tangent space
at the point γ(t), TH2(γ(t)).
• The distance between any two points p, q ∈ H2 is defined to be
d(p, q) := inf{L(γ) | γ : [a, b]→ H2 joins p to q}.
This gives H2 the structure of a metric space.
We will largely be considering two important classes of curves, geodesics and horocycles.
We define them here and illustrate what each look like in two different models of H2 in
Sections 2.1.1 and 2.1.2.
Definition. A geodesic segment between two points in H2 is the shortest-length path be-
tween them.
Fact. Let us collect some useful facts about geodesics in H2. (cf. [13, §1.2])
1. Any two points p, q ∈ H2 can be joined by a unique geodesic segment.
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2. Every geodesic segment extends uniquely to an infinite length geodesic, which minimizes
the distance between any two of its points.
3. There is a unique geodesic through any point in any direction.
Definition. A horocycle is a curve C whose perpendicular geodesics converge asymptotically
in the same direction, i.e. there exist continuously varying normal vectors ~v(p) to C such
that for any p, q ∈ C, if γp, γq : [0,∞) → H2 are geodesic rays based at p and q in the
direction of ~v(p) and ~v(q), respectively, then for any  > 0 there exists T > 0 such that for
every t ≥ T , d(γp(t), γq(t)) < .
2.1 MODELS OF THE HYPERBOLIC PLANE
Throughout this dissertation, I utilize three different, though isometric, models of the hy-
perbolic plane. The goal of this section is to establish the definitions of each model.
2.1.1 The Half-Plane Model
Definition. In the upper half-plane model of H2, we consider the upper half of the Euclidean
plane, i.e. {(x, y) | y > 0}, and give it the metric (ds)2 = (dx)2+(dy)2
y2
. The boundary ∂H2 of
this model is the extended x-axis, i.e. the x-axis along with a point at infinity.
Fact. Geodesics in the half-plane model of H2 are vertical lines and half-circles perpendicular
to the x-axis ([13, Theorem 1.2.1]). Horocycles are either Euclidean circles tangent to the
x-axis or horizontal lines ([13, §4.2]). See Figure 1.
Here, one can observe that every geodesic has two endpoints on the boundary of H2
and is determined by these endpoints. The geodesics which determine a horocycle (i.e. the
geodesics perpendicular to the curve) all share an endpoint on ∂H2, which we call the center
of the horocycle. The center of a horocycle which is a horizontal line is the point at infinity.
8
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(a) Geodesics
x
y
x
y
(b) Horocycles (thick) and perpendicular geodesics
(dashed)
Figure 1: The half-plane model
Fact. ([13, Theorem 1.3.1]) The group of orientation-preserving isometries of the upper
half-plane model of H2 is the projective special linear group
PSL2(R) = {M = ( a bc d ) | a, b, c, d ∈ R, ad− bc = 1} /{±I}.
Such a matrix M acts on a point z ∈ H2 as a Mo¨bius transformation, that is
Mz =
az + b
cz + d
.
Definition. An isometry of H2 is called:
(a) elliptic if it has a fixed point in H2,
(b) parabolic if it fixes a unique point on ∂H2, or
(c) hyperbolic if it fixes a pair of points on ∂H2.
Theorem (Classification of hyperbolic isometries). Every isometry of H2 is either elliptic,
parabolic, or hyperbolic.
Fact. ( [13, §2.1]) A matrix M ∈ PSL2(R) is:
(a) elliptic if and only if |tr(M)| < 2,
(b) parabolic if and only if |tr(M)| = 2, and
(c) hyperbolic if and only if |tr(M)| > 2.
Here |tr(M)| = |a+ d| is the trace of the matrix M .
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2.1.2 The Poincare´ Disk Model
Definition. The Poincare´ disk model of H2 consists of the points inside the unit disk, i.e.
{(x, y) |x2 + y2 < 1}, along with the metric given by (ds)2 = 4 (dx)2+(dy)2
(1−(x2+y2))2 . The boundary
∂H2 of this model is the boundary of the unit disk, i.e. all points with x2 + y2 = 1.
Here, a geodesic is either a circular arc perpendicular to the boundary of the unit disk
or a diameter of the disk. A horocycle is a Euclidean circle tangent to the boundary. See
Figure 2.
(a) Geodesics (b) A horocycle (thick) and
perpendicular geodesics (dashed)
Figure 2: The Poincare´ disk model
Remark 1. Note that in the two preceding models, the points that make up the boundary
∂H2 of the hyperbolic plane are not included in the space itself. We call these points ideal
points. The isometry between these models extends to a homeomorphism between their
boundaries (with an appropriate choice of topology on R ∪ {∞}).
2.1.3 The Hyperboloid Model
The last of the three models, which is utilized in Chapter 4, is the hyperboloid model, also
known as the Lorentz model, of the hyperbolic plane. In this model, points are represented
by vectors on the positive sheet of a two-sheet hyperboloid in three-dimensional Lorentzian
space. Recall that a two-sheet hyperboloid in three-space is defined to be {(x1, x2, x3) ∈
10
R3 | − x21
a2
+
x22
b2
+
x23
c2
= −1}. For our purposes, we take a = b = c = 1 so that the positive
sheet is the set of all such points in which x1 > 0. The Lorentzian inner product of the
vectors x = (x1, x2, x3) and y = (y1, y2, y3) is defined to be x ◦ y := −x1y1 + x2y2 + x3y3.
Not surprisingly, two vectors x, y are considered Lorentz orthogonal if x ◦ y = 0. The set of
vectors of R3 with this inner product is Lorentzian space, denoted R1,2.
Definition. We call a vector x ∈ R1,2 either
(a) space-like if ‖x‖ := √x ◦ x > 0,
(b) light-like if ‖x‖ = 0, or
(c) time-like if ‖x‖ is imaginary.
It is interesting to note that the light-like vectors of Lorentzian space form a cone, called
the light cone, in three-space. The exterior of the cone consists of all space-like vectors and
the interior of all time-like vectors. See Figure 3a.
Definition. The hyperboloid model of hyperbolic space is the set of time-like vectors H2 =
{x ∈ R1,2 | ‖x‖2 = x ◦ x = −1, x1 > 0} and is illustrated in Figure 3b. That is, the positive
sheet of a two-sheet hyperboloid in Lorentzian 3-space.
(a) The light cone C2 (b) The hyperboloid model inside C2
Figure 3: The hyperboloid model (Image source [17, §3.1])
These vectors interact in very interesting geometric ways, which I describe below.
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Definition. The time-like angle between time-like vectors x, y is defined to be the unique
non-negative real number η(x, y) such that
x ◦ y = ‖x‖ ‖y‖ cosh η(x, y).
As shown in [17, §3.2], η(x, y) defines a metric on H2, and so we define the hyperbolic
distance between x, y to be
dH(x, y) := η(x, y).
Definition. Let V be a vector subspace of R1,2. Then V is said to be
(a) time-like if and only if V has a time-like vector,
(b) space-like if and only if every non-zero vector in V is space-like, or
(c) light-like otherwise.
In general, we can define hyperbolic n-space Hn := {x ∈ R1,n | ‖x‖2 = −1, and x1 > 0
with the same metric as defined above.
Definition. (a) A hyperbolic m-plane of Hn is defined to be the intersection of Hn with
an (m + 1)-dimensional time-like vector subspace of R1,n and a hyperplane of Hn is a
hyperbolic (n− 1)-plane.
(b) A hyperbolic line is defined as the intersection of Hn with a two-dimensional time-like
vector subspace of R1,n.
Notice in H2, a hyperplane P is the intersection of H2 with a two-dimensional time-like
vector subspace of R1,2, and it is Lorentz orthogonal to a vector x if P = 〈x〉L ∩H2, where
〈x〉L := {y ∈ R1,2 |x ◦ y = 0} is the Lorentz orthogonal complement of the vector space
spanned by x. This is also the definition of a hyperbolic line. In particular, we have the
unique line defined by the distinct vectors x and y in H2 defined by L(x, y) = H2 ∩ 〈x, y〉.
By [17, Corollary 4], the geodesics of H2 are precisely its hyperbolic lines.
Definition. The space-like angle between space-like vectors x, y which span a space-like
vector subspace is defined to be the unique real number η(x, y) ∈ [0, pi] such that
x ◦ y = ‖x‖ ‖y‖ cos η(x, y).
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Geometrically, if λ, µ : R→ H2 are geodesics such that λ(0) = µ(0) and λ′(0) = x, µ′(0) = y,
then η(x, y) gives the hyperbolic angle between λ and µ.
Definition. The time-like angle between space-like vectors x, y which span a time-like vector
subspace is defined to be the unique positive real number η(x, y) such that
|x ◦ y| = ‖x‖ ‖y‖ cosh η(x, y).
This turns out to be precisely the hyperbolic distance from the hyperplanes P and Q of H2
which are Lorentz orthogonal to x and y respectively. Moreover, as shown in [17, Theorem
3.2.8], x ◦ y < 0 in this context if and only if x and y are oppositely oriented tangent vectors
of the hyperbolic line N which is orthogonal to both P and Q.
Definition. For x a space-like vector and y positive time-like vector (that is, its first com-
ponent is positive), we define the time-like angle between them as the unique non-negative
real number η(x, y) such that
|x ◦ y| = ‖x‖ |‖y‖| sinh η(x, y).
Geometrically, this gives the hyperbolic distance from y/|‖y‖| to the hyperplane P of H2
Lorentz orthogonal to x. Moreover, [17, Theorem 3.2.12] tells us that x ◦ y < 0 if and only
if x and y are on opposite sides of the hyperplane of R1,2 spanned by P .
2.2 HYPERBOLIC SURFACES
Definition. A hyperbolic surface F is a Hausdorff, second-countable topological space with
an atlas of charts to open subsets of the hyperbolic plane such that the transition functions
are restrictions of hyperbolic isometries, i.e. a collection of pairs (Uα, φα) where each Uα ⊂ F ,⋃
α U = F , and each φα : Uα → H2 is a homeomorphism to an open subset of H2 with the
property that φα ◦ φ−1β is the restriction of an isometry whenever Uα ∩ Uβ 6= ∅.
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Note that this definition is equivalent to having a Riemannian metric with constant
curvature −1, such as the one defined in Section 2.1.1, since the chart maps can be used
to pull back the metric on H2 locally and the isometric transition functions ensure this is
well-defined.
Definition. A hyperbolic surface F is complete if and only if every sequence in F which is
Cauchy with respect to the Riemannian distance metric converges in F .
Theorem 1 (cf. Theorem 8.5.9 of [17]). Any complete, connected hyperbolic surface F is
isometric to the quotient space H2/Γ for some freely acting discrete group Γ of isometries of
H2.
Π1pF qý rF
F
H2 ýisompH2q ¡ Γ
H2{Γ
δ
η
Figure 4: F as a quotient space of H2
Sketch of proof. Given that F is complete we have that the universal cover F˜ is complete,
when equipped with the pullback metric from F . As the universal cover is simply connected
by definition, there exists an isometry (called the developing map) δ : F˜ → H2. This is
due to the uniqueness of complete, simply connected constant curvature spaces (see e.g. [14,
Theorem 11.12].)
This isometry δ determines a homomorphism η : pi1(F )→ isom(H2) given by η(γ)(y) :=
δ(γ.δ−1(y)), where γ in the fundamental group pi1(F ) acts on F˜ by covering transformations.
Finally, the fact that Π1(F ) has a covering space action on F˜ (in the sense of [11, Proposition
1.40]) implies Γ := η(Π1(F )) is discrete and acts freely. Thus by the construction of the
holonomy representation, the developing map is equvariant with respect to the actions of
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Π1(F ) of F˜ and H2, so it induces the dashed isometry from F to H2/Γ shown in the diagram
in Figure 4.
2.2.1 The Structure of Non-Compact Hyperbolic Surfaces
Chapter 5 of this dissertation considers non-compact hyperbolic surfaces with finite area. In
this section, we lay out the basic structure theory of such a surface’s non-compact regions,
which follow from the Margulis Lemma [15, Lemma 4.2.8].
Definition. For a point p of a hyperbolic surface F , the injectivity radius of F at p, denoted
injradp(F ), is the supremum of all r > 0 such that there is a locally isometric embedding of
an open metric disk of radius r into F taking the disk’s center to p.
Note that when we consider F = H2/Γ as a quotient space as in Theorem 1, the structure
laid out there identifies the universal cover of F with H2, so the injectivity radius of any
surface F is positive at every point p.
Definition. For a non-compact hyperbolic surface F , the -thin part of F is
F(0,] := {p ∈ F | injradp(F ) ≤ }
for any  > 0. The thick part of a non-compact hyperbolic surface F is F \ F(0,].
Proposition 1. cf. [15, Proposition 4.2.15]). There exists an 2 > 0 (called the two-
dimensional Margulis constant) such that for any complete hyperbolic surface F , the thin
part F(0,] is a disjoint union of R-tubes and horoball cusp neighborhoods.
We define these objects below.
Definition. An R-tube in a hyperbolic surface F is the closed metric neighborhood NR(γ)
of radius R around a closed geodesic γ that is homeomorphic to S1 × [0, 1].
Note that Proposition 1 implies in particular that every geodesic of length less than 22
has an R-tube neighborhood for some R > 0.
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Definition 1. Given a horocycle C with center p ∈ ∂H2, let {γq : [0,∞) → H2}q∈C be the
set of geodesic rays perpendicular to C based at q ∈ C with ideal endpoint p. The horoball
B with center p and boundary C is
B := {γq(t) | t ∈ [0,∞) and q ∈ C}.
If F = H2/Γ and P ≤ Γ is a cyclic subgroup of the stabalizer of p, stab({p}, generated by a
parabolic isometry of H2, then the horoball cusp neighborhood associated with the horoball
B is the projection int(B)/P ⊂ F .
If F has non-compact regions in its thin part, then by Proposition 1, Γ contains parabolic
elements which each fix a unique point on the boundary of H2. For each parabolic element
fixing some p ∈ ∂H2, the stabilizer P of p in Γ is cyclic and there exists a horoball B with
ideal center p such that the projection of int(B) factors through an embedding of int(B)/P .
Example 1. Consider the horocycle C = {(x, 1) |x ∈ R} centered at the ideal point ∞ in
the upper half-plane model of H2 with P = 〈( 1 10 1 )〉 ⊂ stab({∞}) = {( 1 b0 1 )} in PSL2(R).
The fundamental domain of H2 for P is {(x, y) | 0 ≤ x ≤ 1}. Then H2/P is the cusp
shown in Figure 5. The horoball cusp neighborhood is the projection of the shaded horoball
B = {(x, y) |x ∈ R, y > 1}.
x
y
C
B
10−1
1
(a) A horoball with
center ∞
x
y
C
B
10−1
1
(b) A fundamental
domain for P
C/P
B/P
∞
(c) A horoball cusp
neighborhood in H2/P
Figure 5: A horoball cusp neighborhood construction
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Computing the area of B/P is quite simple. The hyperbolic area of A ⊂ H2 in the upper
half-plane model is area(A) =
∫
A
1
y2
dxdy ([13, §1.4]). Therefore,
area(B/P ) =
∫ ∞
1
∫ 1
0
1
y2
dxdy =
∫ ∞
1
1
y2
dy = 1
Note that for any a > 1, this computation extends easily to any sub-horoball Ba :=
{(x, y) | y ≥ a} of B and so the area of the horoball cusp neighborhood Ba/P is 1a .
Remark 2. A horoball cusp neighborhood of F is homeomorphic to S1 × [a,∞), which is
bounded by S1 × {a}.
Proposition. [15, Proposition 4.2.17] A complete hyperbolic surface has finite volume if and
only if its thick part is compact.
Since R-tubes are compact, every complete, non-compact, finite-area hyperbolic surface
is the union of a compact region with a disjoint union of horoball cusp neighborhoods.
2.2.2 Surfaces with Boundary
Definition. A hyperbolic half-plane is the closure of a component of H2 \ γ, where γ is a
geodesic in the hyperbolic plane H2. Its boundary is the geodesic γ.
Definition. A hyperbolic surface F with geodesic boundary is a Hausdorff, second countable
topological space with an atlas of charts to open subsets of hyperbolic half-planes. The
boundary ∂F is the set of points mapped into half-plane boundaries by chart maps, and the
interior is int F = F \ ∂F .
Note that F has the structure of a smooth manifold with boundary, and it obtains a
hyperbolic Riemannian metric as in the boundryless case. We define a distance function and
completeness analogously as well.
Remark 3. Recall that the injectivity radius at a point p in a hyperbolic surface F is defined
to be the supremum of all r > 0 such that there is a locally isometric embedding of an open
metric disk of radius r into F taking the disk’s center to p. If F is a surface with boundary,
we must take into account how to define this idea for points on the boundary of F . Noting
that injradp(F ) is bounded above by the distance from p to ∂F , and hence that it approaches
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0 uniformly as p→ ∂F , we extend it continuously to ∂F by defining injradp(F ) := 0 for any
p ∈ ∂F .
Definition. The systole of loops function, denoted at p ∈ F by sysp(F ), is defined as the
infimum of the lengths of closed, non-constant geodesic arcs in F based at p.
Remark 4. If F has no boundary then sysp(F ) = 2injradp(F ) for each p ∈ F , since a
maximal-radius disk based at p determines a minimal-length geodesic arc based at p com-
prised of two radial arcs that meet at a point of self-tangency. But if F has boundary
then
injradp(F ) = min
{
1
2
sysp(F ), dist(p, ∂F )
}
is strictly less than sysp(F ) in general, for instance near ∂F .
2.3 UNIQUE POLYGONS
Definition. A triangle in the hyperbolic plane is the intersection of three half-planes. Its
sides are the geodesic segments that bound the area and its vertices are the intersection
points of its sides. These vertices may lie on the boundary ∂H2 in which case they are not
actually on the triangle.
• A triangle is equilateral if the length of its sides are equal.
• A triangle is ideal if all of its vertices are ideal points, i.e. lie on ∂H2.
• A horocyclic ideal triangle is a triangle with two vertices on a horocycle C and a single
ideal vertex at the ideal center of C.
The definitions of being ideal and horocyclic extend to any n-gon in H2.
Fact. Here we record some trigonometric formulas relating to these polygons. See Figure 6
for illustrations.
• An equilateral triangle of side length 2r exists for any r > 0 (see [17, Theorem 3.5.9]) and
has equal angle measures α(r) = 2 sin−1
(
1
2 cosh r
)
. Thus there is a unique such triangle,
up to isometry.
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• A horocyclic ideal triangle with compact side length 2r exists for any r > 0 (see [5,
Proposition 3.4]) and has equal base angles of measure β(r) = sin−1
(
1
cosh r
)
. The angle
at its ideal vertex is 0. Thus there is a unique such triangle, up to isometry.
α(r)
α(r)
α(r)
2r
2r
2r
(a) An equilateral triangle
β(r) β(r)
2r
(b) A horocyclic ideal triangle
Figure 6: Angle measure of the equilateral triangle and horocyclic ideal triangle with
compact side length 2r
The hyperbolic law of sines and the hyperbolic law of cosines
sinA
sinhα
=
sinB
sinh β
=
sinC
sinh γ
; cosh c = cosh a cosh b− sinh a sinh b cos γ
for a hyperbolic triangle with side lengths A,B, and C with opposite angles α, β, and γ
respectively allow us to compute the formulas for the angles. See, e.g. [17, Theorem 3.5.2
and Theorem 3.5.3].
Definition. A Saccheri quadrilateral is a quadrilateral (i.e. intersection of four half-planes)
with two equal length legs perpendicular to its base. The remaining edge is called the summit.
Fact. Some facts about the Saccheri quadrilateral follow (see [9, §VI.3.3]). Figure 7a provides
an illustration.
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• The base length is determined by the length of the legs and summit. In particular, if the
base has length b, the legs length h and the summit length s, we have
cosh b = − sinh2 h+ cosh2 h cosh s
• If a Saccheri quadrilateral has legs of length r and summit length 2r, the summit angles
have equal measure γ(r) = 2 sin−1
(
1√
2 cosh r
)
.
• It can be shown directly that there is a unique Saccheri quadrilateral of given leg and
summit length, up to isometry.
Definition. A one-holed monogon is the quotient of a Saccheri quadrilateral by isometrically
identifying its legs so that the vertices of the summit are identifies with each other.
Fact. A one-holed monogon has the structure of a hyperbolic surface with geodesic boundary
away from the summit vertex quotient, where the total angle is 2δ for δ = cosh (b/2)
cosh (`/2)
. Here b
is the length of the base of the Saccheri quadrilateral and ` is the length of its summit. See
Figure 7b for an illustration of such a construction.
γ(r)
2r
r r
(a) A Saccheri quadrilateral
b
`
•
•p
δ
(b) A one-holed monogon
Figure 7: Angle measure of a Saccheri quadrilateral and one-holed monogon
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3.0 THE INJECTIVITY RADIUS
In this chapter we prove Theorem 2. Its upper bound follows from the more general Propo-
sition 2 below, which gives an upper bound rkχ,n,b on the radius of packings of hyperbolic
surfaces with boundary by k equal-radius disks, for arbitrary k ∈ N. This result extends
Proposition 0.2 of [3], itself a follow-up to [4], to the with-boundary setting.
3.1 SET-UP
When given a hyperbolic surface F with geodesic boundary, we double it across ∂F to
produce a boundaryless hyperbolic surface we call DF . Then given a finite set S ⊂ F , we
analyze the centered dual complex of S ∪S, where S ⊂ DF is the reflection of S across ∂F .
This complex is reflection-invariant, by Lemma 1 below.
Definition. For a hyperbolic surface F with geodesic boundary, the double of F is the
quotient space DF = F ∪ F/ ∼, where F is a second copy of F and x ∼ y if and only if
y = x or x ∈ ∂F and y = x¯ is the point of F corresponding to x.
We give DF the structure of a hyperbolic surface (without boundary) as follows. For
x ∈ int F and a chart map φ : U → H2, where U ⊂ F is open, let U0 = U ∩ int F and let
φ0 be the restriction of φ to U0. For the corresponding point x¯ ∈ F , let U0 = ρ(U0) and
φ¯0 = ρ ◦ φ0 ◦ ρ, where ρ : H2 → H2 is the reflection through the boundary geodesic of the
half-plane to which φ maps. For x ∈ ∂F we take U0 = U ∪ ρ(U) and define φ0 as φ on U
and ρ ◦ φ ◦ ρ on ρ(U).
It is an exercise to show that these chart maps have isometric transition functions and
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that the reflection across ∂F , the involution DF → DF that exchanges each x ∈ F with
x¯ ∈ F , fixing ∂F , is an isometry of the resulting hyperbolic structure. It is also a fact that
DF is complete if and only if F is complete. In the complete case there is a locally isometric
universal cover pi : H2 → DF , and the restriction of this cover to any component of the
preimage of F is its universal cover.
Below we will utilize the results of [3, Proposition 5.9] and [4, Proposition 1.2]. In
particular, the Voronoi tessellation of DF determined by a locally finite subset S is obtained
by projecting the Voronoi tessellation of H2 determined by S˜ := pi−1(S) to DF under the
locally isometric universal cover pi : H2 → DF , as described in [4, §1]. Our first goal is to
prove some useful results concerning the Voronoi tessellation and centered dual complex on
the double of a hyperbolic surface with geodesic boundary.
We begin by noting that the Voronoi tessellation of S˜ ⊂ H2 is invariant under all isome-
tries of H2 that preserve S˜, since it is defined in purely geometric terms. In particular, if
S˜ = pi−1(S) for a locally finite subset S of a complete hyperbolic surface F with locally
isometric universal cover pi : H2 → F then the Voronoi tessellation of S˜ is invariant under
the lifts of isometries of F that preserve S, and it follows that the Voronoi tessellation of F
determined by S is invariant under these isometries. The following Lemma’s first assertion
is a special case of this fact.
Lemma 1. For a complete hyperbolic surface F with geodesic boundary and a finite set
S ⊂ F , the Voronoi tessellation of DF determined by S ∪ S is preserved by the reflection
through ∂F , where S = {s¯ | s ∈ S}. This reflection also preserves the non-centered Voronoi
subgraph.
The non-centered Voronoi subgraph of S˜ ⊂ H2, as defined in [4, Dfn. 2.1], is the union
of the Voronoi edges that are non-centered in the sense that they do not intersect their
geometric duals. Here it is helpful to recall (from eg. [4, §1]) that each Voronoi edge is
of the form e = Vs ∩ Vt, where s, t ∈ S˜ determine Voronoi two-cells Vs and Vt, and the
geometric dual of such an edge e is the geodesic arc γst joining s to t. As observed in Lemma
5.4 of [4], the non-centered Voronoi subgraph of S˜ = pi−1(S ∪ S) is preserved by covering
transformations. We will also call its image in DF the non-centered Voronoi subgraph of
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the Voronoi tessellation determined by S ∪ S.
Proof of Lemma 1. We have already justified the Lemma’s first assertion, and the second
follows from an analogous observation (also behind [4, L. 5.4]): that any isometry g of H2
that preserves S˜ takes the edge e = Vs ∩ Vt to g.e = Vg(s) ∩ Vg(t) and its geometric dual γst
to g.γst = γg(s)g(t), so e intersects γst if and only if g.e intersects γg(s)g(t). This applies in
particular to the lift of the reflection across ∂F .
Lemma 2. For a complete hyperbolic surface F with geodesic boundary and a locally finite
set S ⊂ int F , ∂F lies in the Voronoi graph (i.e. the one-skeleton of the Voronoi tessellation)
of DF determined by S ∪ S, where S = {s¯ | s ∈ S}.
Proof. For a set S˜ ⊂ H2, the Voronoi graph of S˜ is characterized as the set of x ∈ H2 that
have at least two closest points in S˜. Let us now take S˜ = pi−1(S ∪ S), where pi : H2 → DF
is a locally isometric universal cover. For any geodesic γ in the preimage of ∂F under pi,
the reflection r : DF → DF across ∂F lifts to a reflection r˜ of H2 fixing γ. Since S ∪ S is
invariant under r, S˜ is invariant under r˜, so for any x ∈ γ and closest point s ∈ S˜, r˜(s) ∈ S˜
is also a closest point to x. And s 6= r˜(s) since S ⊂ int F , so x lies in the Voronoi graph of
S˜.
Lemma 3. For a complete hyperbolic surface F with compact geodesic boundary and a finite
set S ⊂ F , each component T of the non-centered Voronoi subgraph of DF determined by
S∪S that intersects the union of the boundary geodesics is taken to itself by reflection across
∂F , it is compact, and its root vertex is in the union of the boundary geodesics.
Proof. Recall from Lemma 1 that the non-centered Voronoi subgraph is preserved by reflec-
tion across ∂F , so T is taken to another component of the non-centered Voronoi subgraph.
Since it intersects ∂F , which is fixed by the reflection, it intersects its image and hence is
preserved (being a component).
By Proposition 2.9 of [4], T can have at most one non-compact edge, so if it were non-
compact then that edge would lie in the fixed locus ∂F of the reflection. This cannot be,
since ∂F is compact but each end of a non-compact Voronoi edge exits a cusp. Finally,
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Lemma 2.7 of [4] asserts that the root vertex of T is unique, so it must also lie in the fixed
locus ∂F of the reflection.
We have already defined the geometric dual to a Voronoi edge, and below we will discuss
the geometric dual to a Voronoi vertex. As described in eg. [4, Prop. 1.1], for a vertex v
of the Voronoi tessellation determined by S˜ ⊂ H2 this is the the convex hull of the set of
s ∈ S˜ such that v ∈ Vs. It is a compact, convex polygon with its vertex set in S˜, cf. [4,
Lemma 1.5]. The geometric dual to a Voronoi two-cell Vs, s ∈ S˜, is s itself. The collection
of geometric dual cells is a polyhedral complex (see eg. [4, Theorem 1.2]) that we call the
geometric dual complex determined by S˜.
If S˜ = pi−1(S) for a locally finite universal cover pi : H2 → F to a complete hyperbolic
surface F and a locally finite subset S then pi embeds the interior of each geometric dual cell
in F (see Remark 5.3 of [4]). Below we will call the geometric dual complex of F determined
by S the projection of the geometric dual complex of S˜, and below we will count the “vertices”
of a geometric dual two-cell in F by those of a cell in H2 projecting to it.
Lemma 4. For a complete hyperbolic surface F and a finite set S ⊂ int F , the geometric
dual complex of DF determined by S ∪ S is invariant under the reflection across ∂F , and
the geometric dual to each Voronoi vertex in ∂F has an even number of vertices.
Proof. Let S˜ = pi−1(S ∪ S), for a locally finite universal cover pi : H2 → DF . Since the
geometric dual complex of S˜ is defined geometrically (it is indeed the intersections sets
defined by distance inequalities,) it is invariant under all isometries that preserve S˜, and as
in previous results this implies that the geometric dual complex of DF determined by S ∪S
is invariant under reflection across ∂F .
Now suppose C = pi(C˜) is a two-cell of the geometric dual complex of S ∪S that is dual
to a Voronoi vertex v ∈ ∂F . Then C˜ is dual to a Voronoi vertex v˜ in a component γ of
pi−1(∂F ). Then as v˜ is invariant under the reflection through γ (which preserves S˜ since it
is a lift of the reflection across ∂F ), C˜ is also invariant under this reflection. The reflection
therefore preserves the vertex set of C˜, and since S ⊂ int F no vertex is fixed. So the vertices
come in pairs exchanged by the reflection, hence there is an even number.
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The geometric dual complex of a complete hyperbolic surface F determined by a locally
finite set S is a subcomplex of the Delaunay tessellation of F determined by S. In addition to
the geometric dual cells, the Delaunay tessellation has one non-compact two-cell enclosing a
horocyclic neighborhood of each cusp of F . Each such “horocyclic” two-cell is the projection
of a cell in the universal cover that is the convex hull of S˜ ∩ B, where S˜ is the preimage of
S and B is a horoball bounded by a horocycle S with the property that S ∩ S˜ = B ∩ S˜. We
may divide such cells into horocyclic ideal triangles using a collection of geodesic rays, one
from each point of B ∩ S˜ to the ideal point of B. The Delaunay tessellation and its relation
to the geometric dual complex are described in [6].
The centered dual decomposition has two-cells of two forms: first, for each component T
of the non-centered Voronoi subgraph, the union of geometric dual two-cells dual to vertices
of T (together with one of the horocyclic ideal triangles above if T has a non-compact edge);
and second, those geometric dual two-cells, necessarily centered, not dual to a vertex of any
such component T . This is constructed in [4, §2]. The centered dual plus is obtained by
throwing in the remaining horocyclic ideal triangles comprising horocyclic Delaunay cells as
two-cells, producing a decomposition with underlying space H2, or, upon projecting to F ,
underlying space F . See §5 of [4]. We will use this decomposition to prove our bound.
Lemma 5. Let C be a compact 2-cell of the centered dual complex plus of F which intersects
the union of boundary geodesics and that for fixed d > 0 each edge of ∂C has length at least
d. If C is a quadrilateral, then its area is at least that of a hyperbolic square with side lengths
d. If ∂C has k > 4 edges, then area(C) ≥ (k − 4)Am(d) +D0(d, d, d, d), where Am(d) is the
area of an isosceles hyperbolic triangle with two sides of length d, inscribed in a hyperbolic
circle with its third side a diameter and D0(d1, . . . , dm) is the area of a hyperbolic m-gon
with side lengths d1, . . . , dm ∈ (0,∞).
Proof. By Lemma 4, C has an even number of vertices and therefore k ≥ 4. So area(C) ≥
(k− 2)Am(D) by [4, Theorem 3.31]. For an isosceles hyperbolic triangle T with two sides of
length d, inscribed in a hyperbolic circle with its third side a diameter, we observe that the
union of T with its reflection across this diameter is a hyperbolic square with side lengths d.
25
Thus 2Am(d) = D0(d, d, d, d). It follows that if k > 4 then
area(C) ≥ (k − 2)Am(d) = (k − 4)Am(d) + 2Am(d) = (k − 4)Am(d) +D0(d, d, d, d),
and if k = 4 then area(C) ≥ 2Am(d) = D0(d, d, d, d).
This bound allows us to extend Proposition 0.2 of [3], which gave the bound of the
packing radius of a surface without boundary, to the with-boundary setting.
3.2 THE PACKING RADIUS
Proposition 2. For a complete, finite-area, n-cusped hyperbolic surface F with b geodesic
boundary components and Euler characteristic χ, where χ < 0, n ≥ 0, and b ≥ 0, and any
packing of F by k disks of radius r > 0 (k ∈ N), we have r ≤ rkχ,n,b, where rkχ,n,b is the unique
solution to:
3
(
2−
(
2χ+ b+ n
k
))
α(rkχ,n,b) +
2n
k
β(rkχ,n,b) +
2b
k
γ(rkχ,n,b) = 2pi.
A complete, finite-area, n-cusped hyperbolic surface F has an equal-radius packing by
disks of radius r = rkχ,n,b, if and only if the disks are centered at the vertices of a decomposition
of F into equilateral triangles, n horocyclic ideal triangles each with compact side length
2rkχ,n,b, and b Saccheri quadrilaterals with legs r
k
χ,n,b and summit 2r
k
χ,n,b. Here, α(r), β(r),
and γ(r) each measures the vertex angle of an equilateral triangle with side length 2r, the
angle at the finite vertices of a horocyclic ideal triangle with compact side length 2r, and the
summit angle of a Saccheri quadrilateral with summit length 2r and leg lengths r, respectively,
as defined in Section 2.3.
Proof. Let F be a finite-area, genus g hyperbolic surface of Euler characteristic χ with n
cusps and b geodesic boundary components equipped with an equal-radius packing by k disks
of radius r. Then DF has no boundary and χ(DF ) = 2χ(F ) = 2(2 − 2g − b − n). Note
that each given disk B ⊂ F with center p and radius r is taken by reflection to another disk
B ⊂ F with center p and radius r. Thus if the given packing of F is given by {B1, . . . , Bk},
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then {B1, . . . , Bk, B1, . . . , Bk} is a packing of DF by equal radius disks. Taking S ∪ S to
be the set of all disk centers, construct the centered dual complex plus of DF and label the
pi1(F )-orbits of cells C1, . . . , Cm.
By the Gauss-Bonnet theorem, we have
area(C1) + ...+ area(Cm) = −2piχ(DF ) = −4piχ (3.1)
For any non-compact cell, we have by [4, Theorem 4.16] that
area(Ci) ≥ D0(∞, d,∞) + (ni − 3)D0(d, d, d) (3.2)
Notice that because the radius-r disks centered at the vertices of each cell are disjoint, each
compact edge must have length at least d := 2r. Equality holds if and only if ni = 3 and
the compact side length is d.
If Ci is a compact cell which intersects the axis of reflection, then by Lemma 5 and [4,
Corollary 3.5] we have
area(Ci) ≥ (ni − 4)Am(d) +D0(d, d, d, d) ≥ (ni − 4)D0(d, d, d) +D0(d, d, d, d) (3.3)
In this case, equality holds if and only if Ci is a square with side length d. Notice that we
must have at least one such cell per boundary component.
On the other hand, if Ci is a compact cell which does not intersect the axis of reflection
of DF , then we apply [4, Theorem 3.31, Corollary 3.5] to obtain the bounds:
area(Ci) ≥ (ni − 2)Am(d) ≥ (ni − 2)D0(d, d, d) if ni ≥ 4 (3.4)
area(Ci) ≥ (ni − 2)D0(d, d, d) if ni = 3 (3.5)
In both cases, equality holds if and only if Ci is an equilateral triangle with side length d.
Order the cells so that Ci is non-compact if and only if i ≤ m0 for some fixed m0 ≤ m,
and for each i let ni be the number of edges of Ci. Note that m0 ≥ 2n, since DF has 2n
cusps and each centered dual cell has at most one ideal vertex. Additionally, let us list all
compact cells which intersect the axis of rotation before we list any compact cells which do
not.
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Now we can use the bound 3.2 on the non-compact cells (which we have re-ordered to be
labeled 1, . . . ,m0), bound 3.3 on the compact cells which intersect the axis of reflection, and
bounds 3.4 and 3.5 on the remaining cells. Note that since the length of the diagonal of a
square is longer than that of its sides, (ni−4)D0(d, d, d)+D0(d, d, d, d) > (ni−2)D0(d, d, d).
Thus we use the result of bound 3.3 for precisely b cells which intersect the axis of reflection,
and write the bound for the remaining such cells as the bound for the compact cells which do
not intersect the axis, i.e. the bound in 3.4/3.5. Applying these bounds to our Gauss-Bonnet
formula 3.1 results in
−4piχ ≥
m0∑
i=1
(D0(∞, d,∞) + (ni − 3)D0(d, d, d)) +
m0+b∑
i=m0+1
((ni − 4)D0(d, d, d) +D0(d, d, d, d))
+
m∑
i=m0+b+1
((ni − 2)D0(d, d, d))
= m0 ·D0(∞, d,∞) +
(
m∑
i=1
(ni − 2)−m0 − 2b
)
·D0(d, d, d) + b ·D0(d, d, d, d)
≥ 2n ·D0(∞, d,∞) +
(
m∑
i=1
ni − 2m− 2b− 2n
)
·D0(d, d, d) + b ·D0(d, d, d, d)
= 2n · (pi − 2β(r)) + (2e− 2m− 2b− 2n) · (pi − 3α(r)) + b · (2pi − 4γ(r))
= (2e− 2m)pi − 4nβ(r)− 3(2e− 2m− 2b− 2n)α(r)− 4bγ(r)
= (4k − 4χ)pi − 4nβ(r)− 3(4k − 4χ− 2b− 2n)α(r)− 4bγ(r)
Note that to move from the second to third line, we think of m0 = 2n + m0 − 2n and
use the fact that D0(∞, d,∞) ≥ D0(d, d, d). In the last line we used the Euler characteristic
of the compactification of our doubled surface by filling in each cusp with a unique point.
Thus 2χ+ 2n = v − e+ f = (2k + 2n)− e+m =⇒ 2e− 2m = 4k − 4χ.
After some rearrangement, we have that
4kpi ≤ 4nβ(r) + 3(4k − 4χ− 2b− 2n)α(r) + 4bγ(r)
=⇒ 2pi ≤ 3
(
2−
(
2χ+ b+ n
k
))
α(r) +
2n
k
β(r) +
2b
k
γ(r)
Since α, β, and γ are decreasing functions in r (recall Section 2.3) we see that r ≤ rkχ,n,b
and equality holds if and only if the cells away from the axis of reflection are triangles with
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compact side length d = 2rkχ,n,b and the cells intersecting the axis of reflection are squares
also with side length d = 2rkχ,n,b. Reducing our view back to F ⊂ DF , we have remaining the
unaffected triangles away from the boundary and half of each of the squares which crossed
the boundary components. These halves are precisely Saccheri quadrilaterals with summit
length 2rkχ,n,b and leg length r
k
χ,n,b.
At this point, we have showed that the radius r of a k-disk packing satisfies r ≤ rkχ,n,b
and equality holds if and only if the Delaunay tessellation of DF yields the prescribed
decomposition. It remains to show that beginning with such a decomposition, there exists a
packing of F by k disks of radius rkχ,n,b
Let us define a sector of a metric disk as its intersection with two half-planes whose
boundaries contain the disk’s center. To guarantee the disks form a packing, i.e. do not
overlap, we must show that they do not overlap within each polygon and that for each disk
B with center p, if P is a polygon with vertex p, B ∩ P must be a full sector.
Each equilateral triangle T is a centered polygon with side lengths 2rkχ,n,b, thus [4, Lemma
5.12] guarantees that the open disks of radius r centered at each vertex of the triangle
intersect with T in full sectors and that these disks do not overlap in T for any r ≤ rkχ,n,b.
For a horocyclic ideal triangle R with compact side length 2rkχ,n,b, notice that the perpen-
dicular bisector γ of the compact side ρ is an axis of reflection for R. Thus, by the hyperbolic
law of cosines, the closest point of γ to either vertex of R on ρ is the point at γ∩ρ. Since the
length of ρ is 2rkχ,n,b, we are guaranteed that γ divides a disk of radius r ≤ rkχ,n,b centered at
one vertex of the side ρ of R from the corresponding disk centered at the other such vertex,
so they do not overlap. The result follows from the fact that for any triangle T and a disk B
of radius r centered at a vertex v of T , B ∩ T is a full sector of B if and only if d(v, γ) ≤ r,
where γ is the side of T opposite v.
For a Saccheri quadrilateral Q, again we see that the perpendicular bisector γ of the
summit σ is an axis of reflection for Q, as its legs have equal length rkχ,n,b. Thus the closest
point of γ to either vertex of Q on σ is γ ∩ σ. Since the length of σ is 2rkχ,n,b, we are
guaranteed that γ divides a disk of radius r ≤ rkχ,n,b centered at one summit vertex of Q
from the corresponding disk centered at the other such vertex. Additionally, as the base of
Q is perpendicular to the legs of Q by the definition of a Saccheri quadrilateral, the vertices
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at the base are also the closest points from the summit vertices on the base. Thus for any
disk B of radius r ≤ rkχ,n,b centered at a vertex on the summit, B ∩Q is a full sector.
Therefore we have proven that for each r ≤ rkχ,n,b, the collection of disks of radius
r ≤ rkχ,n,b centered at the (finite) vertices of the surface composed of equilateral triangles of
side length 2rkχ,n,b, ideal horocyclic triangles with compact side length 2r
k
χ,n,b, and Saccheri
quadrilaterals with leg length rkχ,n,b and summit length 2r
k
χ,n,b is an equal-radius packing of
the surface.
Now to the proof of the main result. Let us recall the statement of the theorem regarding
the maximal injectivity radius.
Theorem 2. For a complete, finite-area, n-cusped hyperbolic surface F with b compact
geodesic boundary components and Euler characteristic χ, where χ < 0, n ≥ 0, and b ≥ 0,
the injectivity radius r of F at any p ∈ F satisfies r ≤ rχ,n,b, where rχ,n,b is the unique
solution to:
3 (2− (2χ+ b+ n))α(rχ,n,b) + 2nβ(rχ,n,b) + 2bγ(rχ,n,b) = 2pi.
For a complete, finite-area, n-cusped hyperbolic surface F with b geodesic boundary
components and Euler characteristic χ, where χ < 0, n ≥ 0, and b ≥ 0, and p ∈ F ,
injradp(F ) = rχ,n,b if and only if p is the unique vertex of a decomposition of F into equi-
lateral triangles with side length 2rχ,n,b, n horocyclic ideal triangles with compact side length
2rχ,n,b, and b Saccheri quadrilaterals with leg length rχ,n,b and summit length 2rχ,n,b.
Here, α(r), β(r), and γ(r) each measures the vertex angle of an equilateral triangle with side
length 2r, the angle at the finite vertices of a horocyclic ideal triangle with compact side
length 2r, and the summit angle of a Saccheri quadrilateral with summit length 2r and leg
lengths r, respectively, as defined in Section 2.3.
Proof. The k = 1 case of Proposition 2 gives the upper bound of Theorem 2. To prove the
Theorem in full, it remains to give examples that attain this bound, and this is what we do.
Fix χ < 0, n ≥ 0, b ≥ 0 such that g = 1
2
(2−χ−n−b) is a non-negative integer. Let rχ,n,b
be as defined in Theorem 2. Take 4g + n+ b− 2 equilateral triangles each with side length
2rχ,n,b and arrange them fan-like with common vertex v to form a triangulated (4g+n+b)-gon,
30
•v
••
•
•
• •
a1
b1
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(a) Step 1: genus
•
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(b) Step 2: cusps
•
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• •
◦
◦
•
•
f11
f12
f13
P3
(c) Step 3: boundary
Figure 8: Construction of a surface with χ = −3, n = 2, b = 1
P0 in H2. Label the edges cyclically a1, b1, c1, d1, . . . , ag, bg, cg, dg, e1, . . . , en, f1, . . . , fb
and give each edge the counter-clockwise orientation with v the initial vertex of a1. See
Figure 8a.
For each 1 ≤ i ≤ g, let Ai be the orientation-preserving isometry pairing the edge ai
with ci (the segment ci with clock-wise orientation) and similarly define Bi as the orientation-
preserving isometry paring bi with di. See Figure 8b. Notice that the result has made the
first 4g + 1 vertices equivalent to v under the quotient.
Next, for 1 ≤ j ≤ n we attach to each ej a horocyclic ideal triangle Pj with base length
2rχ,n,b and let Ej be the parabolic isometry fixing the respective ideal vertex and taking one
of the infinite sides of the triangle to the other. See Figure 8c. Thus we have added the next
2n vertices as equivalent to v under the quotient.
Finally for 1 ≤ k ≤ b we attach to each fk a Saccheri quadrilateral Pn+k with summit
length 2rχ,n,b and leg length rχ,n,b, assigning counter-clockwise orientation to the additional
three sides, fk1 , fk2 , and fk3 . Denote by Fk the orientation-preserving isometry which ex-
changes opposite sides fk1 and fk3 , thus making the final 2b−2 vertices of P0 also equivalent
to v under the quotient.
31
By the definition of r taken from Theorem 2, the sum of the angles about vertex v is
(4g + n+ b− 2) · 3α(rχ,n,b) + n · 2β(rχ,n,b) + b · 2γ(rχ,n,b) = 2pi.
The group G = 〈A1, B1, . . . , Ag, Bg, E1, . . . , En, F1, . . . , Fb〉 is a Fuchsian group with
the polygon P =
n+b⋃
i=0
Pi its fundamental domain by Poincare’s Polygon Theorem (see [13,
Theorem 4.3.2] and the following remarks.) Hence the quotient F = H2/G is a complete
hyperbolic surface. Inspecting the edge pairing, we see that F has n cusps and b boundary
components. Additionally, we see that the number of vertices, edges, and faces of the quotient
space is:
V = 1 + b
E = (2g + 2n+ 3b) + (4g + n+ b− 3) = 6g + 3n+ 4b− 3
V = (4g + n+ b− 2) + n+ b = 4 + 2n+ 2b− 2
The original polygon P had just one vertex under the quotient. The addition of the ideal
triangles added no new vertices, and the addition of the Saccheri quadrilaterals contributed
one each. Counting the edges, we see that the first 4g edges were paired off and so only
2g remain in the final triangulation. Each ideal triangle contributes two new edges, and
each quadrilateral contributes 3. The number of interior edges (which are not identified with
any other edge by G) is the number of triangles less one, i.e. 4g + n + b − 3. Thus by the
Gauss-Bonnet theorem it also has genus g, as desired.
Notice that by the trigonometric relations between the sides of Saccheri quadrilaterals
(see [9, §VI.3.3]) and the use of the hyperbolic double- and half-angle identities, this forces
the length of each boundary component to be 2 sinh−1 (tanh (rχ,n,b)).
To show that the injectivity radius of P is in fact rχ,n,b, recall that in the proof of
Proposition 2 we proved that each of these polygons will intersect a disk of radius r ≤
r1χ,n,b(= rχ,n,b) as a full sector. Therefore after passing to the quotient F = H2/G, any such
open disk will not overlap itself and rχ,n,b is indeed the injectivity radius of F at v.
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4.0 THE SYSTOLE OF LOOPS
Now we turn our attention to the systole of loops function. Recall from the introduction
that this is defined at a point p of a hyperbolic surface F (possibly with geodesic boundary)
as the infimum of the lengths of closed, non-constant geodesic arcs in F based at p and
denoted by sysp(F ). The main goal of this chapter is to prove Theorem 3, characterizing
the maximum value of sysp(F ) for a three-holed sphere F in terms of its boundary lengths.
First we recall some motivation.
Theorem. [10, Theorem 1.2] For a fixed k ≥ 0 and (b1, . . . , bk) ∈ [0,∞)k, for any com-
plete, finite-area hyperbolic surface F with k geodesic boundary components of respective
lengths bi (where if bi = 0 the boundary component is replaced by a cusp), the value of
sysp(F ) is bounded above for all p ∈ F by the unique positive solution x to:
6(−2χ(F ) + 2− k) sin−1
(
1
2 cosh(x/2)
)
+ 2
k∑
i=1
sin−1
(
cosh(bi/2)
cosh(x/2)
)
= 2pi. (4.1)
It further asserts that this maximum is attained at p ∈ F if and only if the systolic loops
based at p divide F into equilateral triangles and one-holed monogons. However, we have:
Lemma 6. For (b1, . . . , bk) ∈ [0,∞)k such that bk = max{b1, . . . , bk}, the equation (4.1) has
a positive solution if and only if f(b1,...,bk−1)(bk) ≥ pi, where f(b1,...,bk−1) is defined by
f(b1,...,bk−1)(x) = 6(−2χ(F ) + 2− k) sin−1
(
1
2 cosh(x/2)
)
+ 2
k−1∑
i=1
sin−1
(
cosh(bi/2)
cosh(x/2)
)
.
This is a continuous and decreasing function of x that limits to 0 as x→∞.
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Proof. The function f := f(b1,...,bk−1) records the left-hand side of the formula (4.1) but
excludes its final term: the summand sin−1
(
cosh(bk/2)
cosh(x,2)
)
. We begin by observing that formula
(4.1) only makes sense for (positive) x ∈ [bk,∞) (recalling that bk = maxi{bi}). This is
because the domain of the arcsine is the range of the sine function, [−1, 1], and if 0 ≤ x < bk
then cosh(bk/2)/ cosh(x/2) > 1.
We next note that both f and the left side of formula (4.1), regarded as a function of
x, are decreasing on [bk,∞). This follows from the facts that cosh(x/2) and the inverse sine
are increasing functions, and that the only x-dependence in the definitions of f and (4.1)
is the appearance of cosh(x/2) in the denominator of each summand. Therefore if equation
(4.1) has a solution then its left-hand side’s value at x = bk is at least 2pi. This is equivalent
to f(bk) = pi because the final term of the left side of (4.1) is sin
−1
(
cosh(bk/2)
cosh(bk/2)
)
= pi/2 for
x = bk.
On the other hand, f(x) limits to 0 as x → ∞, since sin−1(0) = 0 and the inverse
sine is continuous. By the intermediate value theorem, this implies that if f(bk) ≥ pi then
there exists x ∈ [bk,∞) (unique, since f is decreasing) such that f(bk) = pi and hence (4.1)
holds.
For any given (b1, . . . , bk−1) ∈ [0,∞)k−1, since f(b1,...,bk−1)(x) → 0 as x → ∞ there is
an unbounded interval consisting of possible choices of bk for which equation (4.1) has no
solutions. In the remainder of this chapter, we will analyze the case of three-holed spheres
using an elementary direct method, providing a corrected version of the theorem in this case.
4.1 THE SYSTOLE OF LOOPS ON THE THREE-HOLED SPHERE
For every three-holed sphere F with geodesic boundary (see Figure 10a for an example of such
a surface) it is well known that there is a unique shortest arc between any two components of
∂F , meeting both of them at right angles, and that the collection of all three such arcs cuts
F into a pair of isometric right-angled hexagons exchanged by a reflective involution of F .
(Establishing this is a key step in the description of “Fenchel–Nielsen coordinates” for the
Teichmu¨ller spaces of arbitrary hyperbolic surfaces, see eg. [8, §10.6].) Below we will denote
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the geodesic boundary components of F as B1, B2, and B3 and their lengths as b1, b2, and
b3, respectively. Then the resulting right-angled hexagons have alternate side lengths
b1
2
, b2
2
,
and b3
2
, which determine them up to isometry (see eg. [17, Theorem 3.5.14]), and it follows
that F itself is determined up to isometry by the triple (b1, b2, b3).
We now begin the process of understanding sysp(F ) for fixed (b1, b2, b3).
Lemma 7. For any p ∈ F , sysp(F ) = min{`1, `2, `3}, where `i is the length of a simple loop
freely homotopic to Bi for each i ∈ {1, 2, 3}.
Proof. Fix p ∈ F , and let H be a right-angled hexagon containing p such that F = H ∪ H¯,
where H¯ is the mirror image of H. Without loss of generality, let us say p ∈ H.
By standard results there is a unique geodesic (parametrized proportional to arclength) in
the based homotopy class of every loop based at p, which minimizes length in this homotopy
class. Let γ : [0, 1] → F be such a geodesic, and assume further that this γ minimizes
the length of a loop over all non-trivial homotopy classes, i.e. assume the length of γ is
` = sysp(F ). Partition [0, 1] using γ’s intersections with H and H¯. That is, let
0 = t0 < t1 < . . . < tn = 1,
such that for each i > 0, γ|[ti−1,ti] maps into either H or H¯, and if γ|[ti−1,ti] maps into H then
γ|[ti,ti+1] maps into H¯ and vice-versa. We observe that n > 1 since neither H nor H¯ contains
a closed geodesic loop, each being isometric to a convex subset of H2.
We now assume that p does not lie in one of the three arcs of H ∩ H¯. In this case n ≥ 3
since both γ|[t0,t1] and γ|[tn−1,tn] map into H. We claim that in fact n = 3; i.e., only the single
segment γ|[t1,t2] of γ lies in H¯.
If this is not so, then for any k ≥ 2 such that γ|[tk,tk+1] lies in H replace the segment with
it’s mirror image γ|[tk,tk+1] in H. Since the reflection exchanging H with H leaves H ∩ H
fixed, we thus obtain a continuous broken geodesic
γ|[t0,t1].γ|[t1,t2].
(
γ|[t2,t3].γ|[t3,t4]. · · · .γ|[tn−1,tn]
)
based at p, with the same length as γ. Now the entire broken geodesic within the parentheses
above maps into H, which as we previously mentioned is isometric to a convex subset of H2,
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so it can be replaced in the concatenation by the strictly shorter geodesic arc in H that joins
its endpoints. Noting that each geodesic segment of γ must have its endpoints on different
edges of H ∩H (otherwise it wouldn’t be a geodesic), this yields a loop at p which is strictly
shorter than γ and not null-homotopic, contradicting our hypothesis.
Therefore n = 3 and only γ|[t1,t2] maps into H¯. The two edges of H¯ containing the
endpoints of γ|[t1,t2] have endpoints on a common component Bi of ∂F , and it is now easy to
see directly that γ is simple and freely homotopic to Bi. The case that p ∈ H ∩ H¯ is similar,
with only bookkeeping changes: in that case we must have n = 2, and γ = γ|[t0,t1].γ|[t1,t2] is
freely homotopic to the boundary component containing the common endpoints of the edges
of H containing p and γ(t1). We leave details to the reader.
Lemma 8. For any p ∈ F and any boundary component Bi, the simple loop based at p and
freely homotopic to Bi has length `i determined by
sinh
(
`i
2
)
= coshXi sinh
(
bi
2
)
,
where Xi is the length of the shortest geodesic arc in F from p to Bi. (See Figure 9.) The
angle δi between the loop and the arc satisfies sin(δi) =
cosh(bi/2)
cosh(`i/2)
.
b1
`1
X1
•p
•
Figure 9: A loop homotopic to B1
Proof. Consider the one-holed monogon bounded by a simple geodesic loop based at p and
freely homotopic to Bi. Cutting it along the geodesic arc connecting p to Bi results in a
Saccheri quadrilateral with legs of length Xi, base of length bi, and summit of length `i.
Since this quadrilateral’s legs have equal length, the arc joining the midpoint of its base to
that of its summit divides it into isometric sub-quadrilaterals exchanged by a reflection, each
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with three right angles. Standard hyperbolic trigonometric identities for such quadrilaterals
now give the formulas claimed, compare eg. [9, VI.3.3].
Lemma 9. Write F = H∪H¯ for isometric right-angled hexagons H and H¯ such that H∩H¯
is a disjoint union of three edges. If sysp(F ) attains a maximum at p ∈ int(H) or int(H¯),
then the simple loops based at p and freely homotopic to each boundary component all have
equal lengths.
b3/2
b1/2 b2/2
(a) The three-holed sphere
p
x′3
x3
x2
x′1
x1
x′2
X2 b2/2X1b1/2
X3
b3/2
(b) Hexagon in Lorentzian space
Figure 10: The three-holed sphere as a union of right-angles hexagons
Proof. By Lemma 8, the distance of p from a boundary component and the length of the
loop based at p around that component increase or decrease together. Supposing that the
loop about B3 gives the systolic value with the loop about B1 strictly longer, i.e. `3 ≤ `2,
and `3 < `1, the idea is to move p further from both B2 and B3 simultaneously, increasing
the systolic loop length and yielding a contradiction.
It is easy to see how to do this in the hyperboloid model for H2, contained in the
Lorentzian space R1,2 as described in Chapter 3 of [17]. To this end, assume that p ∈ int(H)
and regard H as a subset of H2. Since H is right-angled, the shortest arcs from p to each
of the Bi all lie in H as well, so we may take the whole picture to lie in H2. In particular,
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for each i ∈ {1, 2, 3} the edge of H that was contained in Bi — which we will simply call
Bi here, see Figure 10 — now lies in a hyperbolic geodesic that is itself the intersection of
a two-dimensional time-like subspace of R1,2 with H2. (See the Definition above Theorem
3.2.6 in [17].)
For each i ∈ {1, 2, 3}, let xi be the unit space-like normal in R1,2 to the subspace contain-
ing Bi that has the property that the Lorentzian inner product p ◦ xi is less than 0. (Every
time-like subspace of codimension one in R1,n has a space-like normal vector, cf. [6, Lemma
1.1].) By [17, Theorem 3.2.8], the distance Xi from p to Bi satisfies sinhXi = −p ◦ xi.
The tangent space to H2 at p is p⊥ = {v ∈ R1,2 | v ◦ p = 0}, a space-like subspace by
[17, Theorem 3.1.5]. A unit vector v ∈ p⊥ determines a geodesic λ : R → H2 parametrized
by arclength, given by λ(t) = (cosh t)p + (sinh t)v, with λ(0) = p and λ′(0) = v. Thus by
the paragraph above, in order to ensure that the distance between λ(t) and Bi increases for
i = 2, 3, we must make λ(t) ◦ xi decrease, for instance by choosing v so that v ◦ x2 < 0 and
v ◦ x3 < 0. In fact, since λ′′(0) = p pairs negatively with x2 and x3, it is enough to have
v ◦ xi ≤ 0 for i = 2, 3.
The set of all vectors v with v ◦ x2 ≤ 0 is a closed half-space of R1,2 that intersects p⊥
in a closed half-plane (since p⊥ 6= x⊥2 ). Similarly, the set v ◦ x3 ≤ 0 is a closed half-plane in
p⊥, and the result now follows from the standard exercise that in a two-dimensional vector
space, the intersection of any two closed half-planes contains a line.
The hypotheses of Lemma 9 require p to lie in the interior of H or H¯ because its proof
requires p to move in an arbitrary direction and remain in H or H¯, so that we can continue
to interpret sysp(F ) only in terms of the hexagon. We now consider cases when p lies in an
edge.
Lemma 10. Writing F = H ∪ H¯ for isometric right-angled hexagons H and H¯ such that
H ∩ H¯ is a disjoint union of three edges, the maximum of sysp(F ) is not attained at any
point p in the interior of an edge of H ∩ H¯.
Proof. Suppose p lies on a shortest geodesic arc between two boundary components, say the
arc B′1 joining B2 to B3. We first claim that every simple loop based at p that encircles
the third component has length strictly larger than sysp(F ). This can be seen by a surgery
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B1
B′2
B′3
B′1
• p
(a) A loop and its mirror image
B3
B′2
• p
(b) A loop about B3
Figure 11: Surgery on geodesic loop segments
argument akin to that of Lemma 7. By the proof of that lemma, a shortest simple geodesic
loop γ : I → F based at p and freely homotopic to B1 must have both its initial and terminal
endpoints in either H or H¯; and assuming the former, as in the proof of Lemma 7 we may
write
γ = γ|[0,t1].γ|[t1,t2].γ|[t2,1],
where γ|[0,t1] and γ|[t2,1] map entirely into H and γ|[t1,t2] maps into H¯. Note in this case that
the mirror image γ¯ of γ is also a simple geodesic loop based at p that is freely homotopic
to B1, this time with the opposite orientation, with the same length as γ but its initial and
terminal segments in H¯. See the red and blue loops of Figure 11(a).
We can form broken geodesic loops encircling B2 and B3 by concatenating each of the
initial and terminal segments of γ with their mirror images: γ|[0,t1].γ¯|[0,t1] and γ¯|[t2,1].γ|[t2,1].
See Figure 11(b). But at least one of these broken geodesics already has length strictly
shorter than that of γ and γ¯, proving the claim.
We finish the proof by showing that the lengths `2 and `3 of the simple loops based at
p and freely homotopic to B2 and B3, respectively, are simultaneously increased by moving
p off of the geodesic B′1 perpendicularly into H. We lift H to H2 and use notation from
the proof of Lemma 9, in particular taking x2 and x3 to be space-like unit normals to the
geodesics containing the edges of H that lie in B2 and B3, respectively. Since by hypothesis
p lies in the interior of B′1 — that is, not in B2 or B3 — we may again choose x2 and x3 so
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that p ◦ x2 < 0 and p ◦ x3 < 0.
The proof of Theorem 3.2.7 of [17] implies that the hyperbolic geodesic N containing B′1
is the intersection between H2 and the span of x2 and x3 in R1,2. Therefore a vector v ∈ p⊥
and normal to N is normal to each of x2 and x3. Taking v to point into H and arguing as in
the proof of Lemma 9 shows that moving p along the geodesic λ with λ(0) = p and λ′(0) = v
thus increases its distances to B2 and B3, hence also `2 and `3 by Lemma 8.
Lemma 11. If sysp(F ) attains a maximum at p ∈ ∂F , say p ∈ B3 without loss of generality,
and p is not the endpoint of a shortest geodesic arc joining B3 to B1 or B2, then `1 =
sysp(F ) = `2 (where `i is the length of the simple loop based at p and freely homotopic to
Bi). If p ∈ B3 is the endpoint of the shortest geodesic arc joining B3 to Bi, for i = 1, 2, then
sysp(F ) = `3−i.
`1 = `2
B3
•
p •p2
(a) p lies on the interior of B3
B1
B2
B3
•
p
(b) p lies on the intersection
Figure 12: The two cases of p on the boundary of F
Proof. Continuing to assume p ∈ B3, we first observe that this implies that `3 = b3 ≥
min{`1, `2}. For if `3 is less than both `1 and `2 then sysp(F ) = `3 has this property as well.
But `3, and hence in this case also sysp(F ), can be increased by just moving p off of B3 into
F (compare Lemma 8). So no such point maximizes sysp(F ).
Now let pi be the endpoint on B3 of the shortest arc joining it to Bi, for i = 1, 2 (see
Figure 12). These arcs comprise two of the three edges of the intersection H ∩ H¯, where (as
before) H and H¯ are right-angled hexagons such that F = H ∪ H¯ and H ∩ H¯ is a union of
edges. It is a fundamental hyperbolic trigonometric fact that the distance to Bi increases in
40
both H ∩B3 and H¯ ∩B3 as one moves away from pi. (It can be showed by an exercise using
the notation from the proof of Lemma 9, for instance.)
It follows from this fact that if sysp(F ) attains a maximum at any p ∈ B3 − {p2} then
`1 ≥ `2, and if sysp(F ) attains a maximum at p ∈ B3−{p1} then `2 ≥ `1. These follow from
the same line of reasoning, so let us consider the first case, p 6= p2, and by way of contradiction
suppose `1 < `2. By the first paragraph `3 ≥ `1 at p so there are two possibilities: either
sysp(F ) = `1 is less than both `2 and `3, whence it is not a maximum since it can be increased
by moving p away from p1 along B3, or sysp(F ) = `1 = `3 < `2. In this case moving p away
from p1 along B3 again increases `1, yielding a new point p
′ with sysp(F ) = sysp′(F ), but
with B3 the only systolic loop based at p
′. But this never occurs at a maximum of sysp(F ),
by the first paragraph, contradicting our hypothesis on p.
The combination of the observations above directly implies the Lemma’s conclusion.
Lemma 11 notably does not assert that the simple loops freely homotopic to the different
boundary components all have the same length at a maximizer for sysp(F ) on ∂F . As we
will show, Lemma 6 in fact implies that this cannot occur for certain triples (b1, b2, b3) of
boundary component lengths. This leads to the corrected statement of [10, Theorem 1.2] in
this case.
Theorem 3. Let F be a hyperbolic three-holed sphere with geodesic boundary components of
lengths b1 ≤ b2 ≤ b3 ∈ (0,∞), and let
f(b1,b2)(x) := 6 sin
−1
(
1
2 cosh(x/2)
)
+ 2
2∑
i=1
sin−1
(
cosh(bi/2)
cosh(x/2)
)
.
a) The maximum value of sysp(F ), taken over all p ∈ F , is attained in the interior of F if
and only if f(b1,b2)(b3) > pi. In this case it is the unique positive solution x to:
f(b1,b2)(x) + sin
−1
(
cosh(b3/2)
cosh(x/2)
)
= 2pi.
For a point p ∈ int(F ) at which the maximum value is attained, the systolic loops based
at p divide F into an equilateral triangle and three one-holed monogons.
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b) If f(b1,b2)(b3) ≤ pi, then sysp(F ) attains its maximum on the component B3 of ∂F of length
b3. Taking p2 ∈ B3 to be the endpoint of the shortest arc joining it to B2, the maximum
is attained at p ∈ B3 − {p2} if and only if g(x2) > pi, where
g(x) = 2 cos−1
(
tanh (b3/2)
tanh (x)
)
+ 2 sin−1
(
sinh (b3/2)
sinh (x)
)
+ 2
2∑
i=1
sin−1
(
cosh (bi/2)
cosh (x/2)
)
and x2 satisfies
sinh(x2/2) = (cosh(b2/2) cosh(b3/2) + cosh(b1/2))/ sinh(b3/2).
If f(b1,b2)(b3) ≤ pi and g(x2) > pi then the maximum value of sysp(F ) is the unique x ∈
(x2, b3] such that g(x) = pi. For p ∈ F where the maximum is attained, the systolic loops
based at p divide F into an isosceles triangle and two one-holed monogons.
c) If f(b1,b2)(b3) ≤ pi and g(x2) ≤ pi then the maximum value x1 of sysp(F ) is defined by
sinh(x1/2) =
√
coth2(b3/2) [cosh(b1/2) cosh(b3/2) + cosh(b2/2)]
2 − sinh2(b1/2) sinh2(b3/2),
attained at p2, and a systolic loop based at w bounds a one-holed monogon enclosing B1.
Proof. By Lemma 7 the function p 7→ sysp(F ) is the minimum of functions `1, `2, `3 each
of which depends continuously on p by the formula given in Lemma 8. Therefore since F is
compact, p 7→ sysp(F ) attains a maximum at some p ∈ F .
If the maximum is attained at a point p ∈ int(F ) then by Lemma 9, for each i the simple
geodesic loop based at p and freely homotopic to Bi has length equal to sysp(F ), i.e. it is
a systolic loop. Each systolic loop bounds an annulus (i.e. a one-holed monogon) with the
boundary component it encircles, and the loops do not intersect except at p: if they did
then this would give rise to a bigon in F bounded by geodesic arcs, which is impossible.
Therefore the monogons bounded by the three systolic loops meet only at p. By inspection,
the closure of their complement is the image of an equilateral triangle in H2, embedded in F
except that its vertices are all identified to p, with its edges sent to the systolic loops. The
vertex angles of the monogons and the equilateral triangle therefore sum to 2pi, since these
all meet at p.
As an equilateral triangle with side length 2r has vertex angle α(r) given in Theorem 2,
and a one-holed monogon with hole radius bi has vertex angle δi given in Lemma 8, we find
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that f(b1,b2)(x) described above records the vertex angle sum of an equilateral triangle with
one-holed monogons of hole radii b1 and b2, all with side length x. Therefore x = sysp(F )
satisfies
f(b1,b2)(x) + 2 sin
−1
(
cosh(b3/2)
cosh(x/2)
)
= 2pi (4.2)
as claimed. Since f(b1,b2) is the three-holed sphere case of the function of Lemma 6, that
Lemma’s conclusion implies that f(b1,b2)(b3) ≥ pi. But we claim that in fact strict inequality
holds in this case. To this end, note that p ∈ int(F ) has positive distance to each boundary
component Bi and hence x = `i > bi for each i by Lemma 8. So since x > b3 the inverse sine
term above has value less than pi and hence f(b1,b2)(x) > pi. Since f(b1,b2)(x) decreases with
x, the claim follows.
On the other hand, if f(b1,b2)(b3) > pi then by the other direction of Lemma 6’s conclusion
there exists a unique x > b3 for which equation (4.2) holds. For this x, we may identify
the edges of an equilateral triangle to those of monogons with hole radii b1, b2, and b3, all
with side length x to produce an identification space F homeomorphic to the three-holed
sphere. This identification space further inherits a hyperbolic structure from its constituent
pieces. In particular, because equation (4.2) is satisfied a standard argument shows that the
vertex quotient p ∈ F has a neighborhood isometric to an open disk in H2 that is a union of
wedges: three of angle α(x/2) and one each of angle δi for i = 1, 2, 3. By construction, F has
boundary components B1, B2 and B3 of lengths b1, b2 and b3, respectively, and the simple
loops based at p and freely homotopic to each Bi all have length x. Therefore by Lemma 8,
sysp(F ) = x.
As noted above for this x we have x > b3 ≥ b2 ≥ b1. On the other hand, for any point
p′ in a boundary component Bi, sysp′(F ) ≤ `i = bi. Therefore for the three-holed sphere F
constructed above, the function p 7→ sysp(F ) attains its maximum in the interior of F — in
fact at p, by what was already showed — and we have established the Theorem’s assertion
(a).
Henceforth suppose that f(b1,b2)(b3) ≤ pi, and hence for a hyperbolic three-holed sphere
F with boundary lengths b1, b2 and b3, that sysp(F ) attains its maximum at some p ∈ ∂F .
We first claim that by our hypothesis that b1 ≤ b2 ≤ b3, p lies on the component B3 with
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length b3. This follows from the fact that for every p ∈ B1, sysp(F ) ≤ `1 = b1, and similarly
sysp(F ) ≤ b2 for each p ∈ B2. So to prove the claim we just have to exhibit a point p ∈ B3
such that sysp(F ) > max{b1, b2} = b2. For this we take p = p2, the endpoint on B3 of the
shortest geodesic arc B′1 joining B2 to B3. At p = p2 we have `3 = b3, and we observe that
this is strictly larger than b2 since f(b1,b2)(x) decreases with x and f(b1,b2)(b2) > pi by direct
computation. The formula of Lemma 8 shows also that `2 > b2, since X2 = d(B2, B3) > 0.
We now show that `1 > b2 as well, by a somewhat more involved computation. Lemma 8
gives sinh(`1/2) = coshX1 sinh(b1/2), where X1 is the distance from p2 to B1. This can in
turn be computed using the same hyperbolic trigonometric identity underlying Lemma 8,
since a shortest geodesic arc from w to B1 (which lies entirely in one of the right-angled
hexagons that comprise F ) bounds a Saccheri quadrilateral together with three other arcs:
half of B3 joining p2 to the endpoint of the shortest geodesic arc B
′
2 joining B1 to B3, B
′
2
itself, and a segment of B1. From this we obtain sinhX1 = cosh(b3/2) sinh d
′
2, where d
′
2 is
the length of B′2. The hyperbolic law of cosines for right-angled hexagons supplies the final
piece of the puzzle, giving
cosh d′2 =
cosh(b1/2) cosh(b3/2) + cosh(b2/2)
sinh(b1/2) sinh(b3/2)
= coth(b1/2) coth(b3/3) +
cosh(b2/2)
sinh(b1/2) sinh(b3/2)
.
The hyperbolic cotangent cothx decreases to 1 as x → ∞, so fixing b1 and b2 above and
taking b3 →∞ yields the inequality cosh d′2 > coth(b1/2). Putting these together yields
sinh(`1/2) = sinh(b1/2)
√
cosh2(b3/2) sinh
2 d′2 + 1
> sinh(b1/2)
√
cosh2(b3/2)(coth
2(b1/2)− 1) + 1 =
√
cosh2(b3/2) + sinh
2(b1/2)
In the last equality above we have used the fact that coth2 x−1 = 1/ sinh2 x, and distributed
the sinh(b1/2) under the square root. This inequality shows in fact that `1 > b3, so it is
certainly larger than b2 as desired, proving the claim.
Note that in the course of proving the last claim, we explicitly computed the value of `1
at w. Lemma 11 asserts that this `1 is the maximum value of p 7→ sysp(F ), if the maximum is
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attained at p2. The value for x1 given in part (c) of the Theorem equals this `1; its equation
is obtained from the one above by a sequence of algebraic manipulations.
It remains to show the Theorem’s part (b): that p 7→ sysp(F ) attains its maximum at
some p ∈ B3 − {p2} if and only if g(x2) > pi, for g and x2 as described in part (b) of the
Theorem, and to show that the maximum value x satisfies g(x) = pi in this case. If the
maximum of p 7→ sysp(F ) occurs at p ∈ B3 − {p2} then by Lemma 11, `1 = `2 = sysp(F ).
By an argument similar to the case that p ∈ int(F ), we find in this case that the closure of
the complement of the union of the monogons enclosing B1 and B2 is an isosceles triangle
with two sides of length sysp(F ) and one of length b3. All three vertices of this triangle are
identified to p, as are the monogons’ vertices, so since p lies in ∂F the sum of their vertex
angles is pi. For x = sysp(F ) we thus have the equation
2 cos−1
(
tanh (b3/2)
tanh (x)
)
+ 2 sin−1
(
sinh (b3/2)
sinh (x)
)
+ 2
2∑
i=1
sin−1
(
cosh (bi/2)
cosh (x/2)
)
= pi,
as cos−1
(
tanh (b3/2)
tanhx
)
is the measure of the equal angles of an isosceles triangle with edge
lengths x, x, and b3 while 2 sin
−1
(
sinh (b3/2)
sinhx
)
gives the third angle of the same triangle. That
is, g(x) = pi.
For this x we have x = sysp(F ) ≤ `3(p) = b3 and x = `2(p) > `2(p2), since `2(p2) is the
minimum value of `2 over all points of B3. This follows from the equation of Lemma 8, which
shows that `2 increases with the distance X2 to B2, and the fact that p2 is the endpoint on
B3 of the shortest arc B
′
1 joining it to B2. The value of X2 at p2 is the length d
′
1 of this
arc, given by the law of cosines for right-angled hexagons analogously to the equation for d′2
above, and plugging this into the formula for x2 = `2(p2) given in part (b) of the Theorem.
Since x > x2, g(x) = pi, and g is a decreasing function of x (as can easily be seen), we find
that g(x2) > pi.
Now suppose that g(x2) > pi. We note that g(b3) = f(b3) — this can be shown by a series
of trigonometric manipulations, or by recalling that 2 cos−1
(
tanh (b3/2)
tanh (x)
)
+ 2 sin−1
(
sinh (b3/2)
sinh (x)
)
measures the vertex angle sum of an isosceles triangle T with two sides of length x and one
of length b3 — so by our standing assumption that f(b3) ≤ pi there is a unique x ∈ (x2, b3]
such that g(x) = pi. (Recall that g(x) decreases with x.) Arguing as in the case f(b3) > pi,
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we assemble identify the edges of an isosceles triangle T as above to those of monogons
with edge length x and hole radii b1 and b2, producing an identification space F isometric
to a three-holed sphere with boundary components Bi of lengths bi, for i = 1, 2, 3 with the
vertex quotient p ∈ B3. By construction we have `1(p) = `2(p) = x, and since p ∈ B3,
`3(p) = b3 ≥ x. Therefore x = sysp(F ), and this is a maximum value of p 7→ sysp(F ) by
what we have already showed. We note also that p is not the endpoint w of the shortest arc
joining B3 to B2, since by construction `2(p) = x > x2 = `2(p2).
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5.0 THE HYPERBOLIC TAMMES PROBLEM
In this final chapter, we look to attack the question of maximizing the minimum area horoball
for a packing of n horoballs on a hyperbolic surface F with n punctures and genus g. This
is motivated by Conjecture 1.2 of [12], which states:
Conjecture. [12, Conjecture 3.2] Let F be a planar surface admitting a hyperbolic struc-
ture. For any horoball packing of F , there is at least one horoball of area less than 10/
√
3.
This leads us to the problem we call the max-min problem, stated below:
The Max-Min Problem. For a given n ≥ 3, find the supremum area over all packings
of all complete, finite-area, n-cusped planar hyperbolic surfaces (i.e. n-punctured spheres) by
horoball cusp neighborhoods of the minimum-area such neighborhood. That is, for any n ≥ 3,
find
sup
(F,P)
{
min
i=1,...,n
{area(Bi)}
}
where the supremum is taken over all pairs (F,P) with F a complete, finite-area hyperbolic
n-punctured sphere and P = {{Bi}ni=1 a packing of F by horoball cusp neighborhoods.
This problem is strikingly similar to the Tammes Problem for the hyperbolic plane. The
Tammes problem is a well-known question in geometry which looks to find a packing of a
given number of disks on the surface of a sphere such that the minimum distance between
the disk centers is maximized. The equivalent hyperbolic version is as follows:
The Hyperbolic Tammes Problem. For a given n ≥ 3, find the supremum area over
all packings of all complete, n-cusped planar hyperbolic surfaces (i.e. n-punctured spheres)
by horoball cusp neighborhoods of equal area. That is, for any n ≥ 3, find
sup
(F,P)
{
min
i=1,...,n
{area(Bi)}
}
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where the supremum is taken over all pairs (F,P) with F a complete, finite-area hyperbolic
n-punctured sphere and P = {Bi}ni=1 a packing of F by horoball cusp neighborhoods of equal
area.
It is interesting to note that Theorems 4 and 5 proven in this chapter lack the requirement
that the collection of horoball cusp areas have equal area, and thus are the solution the the
max-min problem. One might think that the results there will be larger than that of the
solution to the hyperbolic Tammes problem. In fact, the solution will always be the same,
as proven in the following Lemma.
Lemma 12. For a given n ≥ 3, let r1 be the supremal area of the minimal area horoball cusp
neighborhood over all such packings of all complete, n-cusped, planar hyperbolic surfaces. Let
r2 be the supremal area over all packings of the same surface F by horoball cusp neighborhoods
of equal area. Then r1 = r2.
Proof. Choose any n ≥ 3 and let F be an n-punctured sphere. Since the collection of all
equal-area horoball cusp neighborhood packings is a subset of the collection of all horoball
cusp neighborhood packings, r2 ≤ r1.
To see the other inequality, recall that given a horoball cusp neighborhood of given area
A, our calculations in Example 1 from Section 2.2.1 allow us to find a horoball cusp neigh-
borhood of any area less than A that lies entirely within the original neighborhood. With
this in mind, we see that every packing C := {B1, . . . , Bn} by horoball cusp neighborhoods
can be replaced by an equal-area packing C˜ := {B˜1, . . . , B˜n} of horoball cusp neighborhoods
with area(B˜k) = min{area(Bi) | 1 ≤ i ≤ n} for every 1 ≤ k ≤ n as these sub-neighborhoods
will remain embedded and non-overlapping.
Since we have exhibited for any given packing an equal-area packing with radius equal
to the minimal radius of the original, we have r1 ≤ r2.
We have shown both inequalities and so r1 = r2, as desired.
A final observation is that Bo¨ro¨czky’s bound from [1] gives an upper bound to the
minimal area horoball cusp neighborhood for any such packing. For all n ≤ 52, the bound
indeed provides a solution less than the 10/
√
3 that we are seeking for Hoffman and Purcell’s
conjecture. However it does not complete the conjecture for all n. The following proposition
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implies the results we spend much more effort to prove in the remainder of the chapter. We
expect the strategy employed in these sections can ultimately give sharper bounds than this
in many cases.
Proposition 3. For a complete, finite area hyperbolic n-punctured sphere F with a packing
by horoball cusp neighborhoods of minimum area A, we have
nA
2pi (n− 2) ≤
3
pi
i.e. A ≤ 6 (n− 2)
n
.
Remark 5. This bound is sharp for n = 3, 4, 6, and 12. Note that in these cases we
have A = 2, 3, 4, and 5. The triangulations given by the boundaries of the tetrahedron,
octahedron, and icosahedron have 4, 6, and 12 vertices respectively, each of valence 3, 4, and
5 respectively. The geometric decoration of [1, 1, 1] for each triangle (see Section 5.1 below
for an introduction to this concept) thus attains Bo¨ro¨czky’s bound for n = 4, 6, and 12. The
n = 3 case is similarly attained by doubling the triangle with decoration [1, 1, 1] along its
boundary. We will prove in Sections 5.2 and 5.3 that these decorations which provide the
bound are not the unique such decorations of these surfaces.
Proof. (of Proposition 3) Given a packing of F by horoball cusp neighborhoods, the pre-
image in the universal cover H2 is a horoball packing. To each horoball B in this packing
we associate its Voronoi cell
V (B) := {x ∈ H2 : d(x,B) ≤ d(x,B′) for all other horoballs B′ in the packing}.
By standard results, each Voronoi cell V (B) is an infinite area polygon and the collection of
Voronoi cells is invariant under the action of pi1(F ) on H2 by isometric covering transforma-
tions. Recall that for each horoball B, the stabilizer in the fundamental group pi1(F ) of its
center is a parabolic subgroup P , and int(B)/P embeds in F . The same holds for V (B).
Bo¨ro¨czky’s theorem implies that
area(B/P )
area(V (B)/P )
≤ 3
pi
(5.1)
for each such horoball B.
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The left hand side of the inequality is the density of the horoball cusp neighborhood B/P
in the projected Voronoi cell V (B)/P , which is also the ”density” of B in V (B). (Here, as
both B and V (B) are infinite-area, we take the limit of B∩Ri
V (B)∩Ri for regions Ri ⊂ H2 of finite
area which are increasing to infinity.) The right hand side of the inequality is the ratio of the
area of the intersection of the three mutually tangent horoballs in H2 with the ideal simplex
spanned by their centers to the area of the simplex itself (which is pi).
Since the union of all Voronoi cells is H2, F is the union of the projection of these
cells, i.e. F =
n⋃
i=1
V (Bi)/Pi, where {B1/P1, . . . , Bn/Pn} is the collection of all horoball cusp
neighborhoods of F . If the minimal-area horoball cusp neighborhood is given by A, then
nA ≤
n∑
i=1
area(Bi/Pi)
≤
n∑
i=1
3
pi
· area (V (Bi)/Pi)
=
3
pi
n∑
i=1
area(V (Bi)/Pi) =
3
pi
· area(F )
=
3
pi
· 2pi(n− 2)
The inequality 5.1 was used to move from the first to second line and the Gauss-Bonnet
theorem gives the last line, concluding the proof.
5.1 SET-UP
In the proofs in Sections 5.2 and 5.3, I will be working in the geometric decoration coordinate
system defined by Hoffman and Purcell in [12, §3] as they are nice to work in. Before we
can define the system, we need to understand what it is to have a decorated triangulation of
a surface.
Definition. A triangulation of a surface is a homeomorphism to the quotient space of a
finite collection of triangles in H2 by homeomorphically pairing all edges.
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Definition. A decoration of a triangle T is a triplet of positive real numbers [a, b, c], each
corresponding to a vertex of T .
We associate each number in the triplet to the area of a horoball cusp neighborhood
cross-section contained within the triangle and centered at the vertex it decorates.
Definition. A decorated triangulation is a triangulation of a surface along with a decoration
for each triangle in the collection.
Definition. [12, Definition 3.2] A decorated triangulation of a surface is said to be geo-
metric if the following conditions hold.
(A) No vertex of a triangle is decorated with area more than two.
(B) If one vertex is decorated with A, the remaining vertices are decorated with areas no
more than 1/A.
(C) If two triangles share an edge in a triangulation, with ideal vertices of that edge labeled
a1 and b1 in one triangle, and a2 and b2 in the other, then a1b1 = a2b2.
0 a
1
a
b
c
(a) A typical decoration
0 a
1
a
a
1/a1/a
(b) Condition (B)
0 a
1
b1
b2
c1
c2
(c) Condition (C)
Figure 13: Conditions on a geometric decoration
They further explain that the conditions on being a geometric decoration are precisely
those needed to guarantee the existence of a surface with these markings. More precisely:
Lemma. [12, Lemma 3.4] A decoration of a triangulated surface S that is geometric, in
the sense of [12, Definition 3.2], determines a complete hyperbolic structure on the non-
compact surface F = S \ V with a choice of horoball cusp neighborhood at each cusp, such
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that horoball cusp neighborhoods are embedded and non-overlapping. Here, V is the set of
vertices of the triangulation.
Definition. We call the complete hyperbolic structure that results from a geometric deco-
ration as dictated by the Lemma above the geometric realization of the decoration.
The idea of the proof of [12, Lemma 3.4] is that F is constructed by gluing together
ideal hyperbolic triangles corresponding to the triangles of S. Each entry of the decoration
of a triangle T represents the area of a horoball sector of the ideal hyperbolic triangle
corresponding to T centered at the respective ideal vertex. Here, we define a horoball sector
as the intersection of a horoball with two half-planes whose boundaries have the horoball’s
center as an ideal endpoint.
Figure 13a gives an example of a typical decoration [a, b, c] for an ideal triangle with
vertices 0, a, and ∞. In particular, condition (A) ensures that the horoball sectors are
embedded in the triangle; condition (B) ensures that the horoball sectors are disjoint in each
triangle (see Figure 13b); and condition (C) ensures that triangles can be glued together
across edges of the triangulation. For example, in Figure 13c, we must have b1c1 = b2c2 as
these abutting triangles share the thick edge made up of the semi-circle of radius a centered
at (a/2, 0) and − log(bici) is the distance between the horoball sectors in each triangle (cf. [12,
Lemma 3.3]).
Fact ([12]). The area of the horoball cusp neighborhood with ideal center p comes from
summing the decoration corresponding to p for each triangle of which it is an ideal vertex.
While this is not explicitly stated in [12], they do indeed use it.
Remark 6. The labeling of [1, 1, 1] described in Remark 5 attaining the maximal area of
the minimal area horoball cusp neighborhood in such a packing of an n-punctured sphere
for n = 3, 4, 6 and 12 provided by Bo¨ro¨czky’s theorem is indeed geometric as it satisfies
conditions (A)-(C) in Definition [12, Definition 3.2].
To guarantee the use of these coordinates will attain the maximum value the hyperbolic
Tammes problem is seeking, we must ensure that they do in fact cover the entire Teichmu¨ller
space of a generic surface. Theorem 3.6 of [7] does this for us.
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Proposition 4. Every complete, finite-area hyperbolic surface equipped with a packing by
horoball cusp neighborhoods is the geometric realization of some geometric decoration.
Proof. Let F be a complete, finite-area hyperbolic surface with a packing by horoball cusp
neighborhoods. By [7, Theorem 3.6], for Γ a finitely generated discrete subgroup of isometries
of H2 so that the hyperbolic surface F := H2/Γ has finite volume, there is a canonical
decomposition of the surface by disjointly embedded geodesics into a finite number of cells.
Additionally, in the remarks preceding the statement of the theorem, they also state that
the structure provides a locally finite tessellation of totally geodesic faces with no zero-
dimensional cells (they all lie in the positive light cone). That is, each cell is indeed an ideal
polygon.
After possibly sub-dividing these cells into triangles by adding the necessary geodesics, we
can simply measure the area of each horoball cusp neighborhood with center p intersected
with each triangle which has p as a vertex to obtain a decoration. As we began with a
valid packing on a hyperbolic structure, we are guaranteed that this decoration will be
geometric.
Below we relate the geometric decorations described above on an ideal triangulation of
the surface F with the coordinate system described by Bowditch and Epstein in [2] via
their spinal triangulation. While this point of view is not essential, it gives an alternative
and more concrete approach to showing the existence of geometric decorations toward the
proof of Proposition 3. I will describe the system now. Figure 14 describes the relationship
between the two systems as a preview to the construction.
5.1.1 Spinal Triangulations
While Hoffman and Purcell begin with a geometric decoration which can be realized as a
surface with a packing by horoball cusp neighborhoods, Bowditch and Epstein created a
triangulation by beginning with a surface and packing.
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Triangulated surfaces
with a geometric
decoration
Decorated surfaces in
the Teichmu¨ller space
geometric realization
spine
spinal
triangles
dual arc
system
replace
with
geodesics,
sub-divide
into
triangles
measure
horoball
cross-
sections
Figure 14: The correspondence between the set of geometric decorations and the set of
decorated surfaces
Definition. Given a hyperbolic surface F with a packing by horoball cusp neighborhoods
of areas {xy > 0 : y is an cusp of F}, there exist spinal coordinates θ(e∗) such that for each
cusp y, we have
x(y) =
1
2
∑
{θ(e∗) : e∗ is incident at y}.
Here, x(y) is the ratio of the cusp neighborhood area compared to the total sum of all xy
(i.e. x(y0) := xy0/
∑
xy) and e
∗ is an edge of Harer’s complex, the construction of which is
found below.
To determine these coordinates, we must first define the spinal triangulation of F , given
a set of cusps P and a function x : P → [0, 1] such that ∑
P
x(y) = 1. We denote by B(x, y)
the horoball cusp neighborhood with center y and horocyclic boundary of length x(y) and
define B(x) :=
⋃
y∈P
B(x, y).
Definition. The spine (or cut locus) Σ of (S, P, x) is defined to be the set of all points in
F \P such that the number of distinct shortest geodesics to B(x) is at least two. That is, all
points which have at least two “closest” horoball cusp neighborhoods. We define the vertices
of Σ by V to be all points in F \P with at least three distinct shortest geodesics. For v ∈ V ,
we define the set of ribs incident on v to be the collection of retraction lines ending at v, i.e.
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the set of all geodesics γ(v) from y to v for each y such that B(x, y) is one of the horoball
cusp neighborhoods closest to v. The collection of all ribs over all v ∈ V is denoted by R.
The previous constructions give the spinal triangulation of F , as proven in [2, Theorem
2.2.4].
Theorem. [2, Theorem 2.2.4](Existence of spinal triangulations) The edges and vertices
of Σ, together with the ribs R and the set P give a finite triangulation of F , which depends
only on the hyperbolic structure on F \ P and the function x : P → [0, 1]. If e is an edge
of Σ, the two triangles abutting on e are congruent by reflection in e. Each triangle has
exactly one vertex in P , and exactly one side in Σ, namely, the opposite side to that vertex.
Reflection in the edge e of Σ, restricted to the two adjacent triangles, interchanges the piece
of B(x) in one triangle with the piece of B(x) in the other triangle.
By [2, Lemma 2.2.1], V is a finite set of points; Σ \ V consists of a finite union of open
geodesic arcs which each endpoint a point of V ; and each point of V is at the head of at
least three directed arcs of Σ. Thus, each triangle in the spinal triangulation has precisely
one ideal vertex and two non-ideal vertices. To find an ideal triangulation such as we found
from the geometric decoration, we must continue on to Harer’s complex, the construction of
which is described in [2, §3].
Definition. Denote by E the set of edges of Σ. As described in [2, Theorem 2.2.4], for
each e ∈ E, let ∆1 and ∆2 be the two triangles abutting e, with the ideal vertex of each of
these triangles y1, y2, respectively. Define α(e) to be the length of the horocycle boundary
of B(x, yi) inside ∆i. By the symmetry described in the theorem, this value is independent
of i = 1, 2. We then define
θ(e) := 2α(e).
We are now ready to define Harer’s complex. Define e∗ to be the arc from y1 to y2 which
crossed e once and Σ nowhere else. As e∗ is not defined to be a geodesic arc, we also assume
that e∗ crosses no rib. By [2, Lemmas 3.1, 3.2], the collection of all e∗ form a non-trivial,
proper arc system which is dual to Σ. An arc system is a set of arcs in F that are disjoint
except for their endpoints in P . It is considered non-trivial if no arc bounds a disk in F \P
and no two arcs bound a disk in F \ P . It is called proper if each complementary region is
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simply connected an contains at most one point of P .
Lemma. [2, Lemmas 3.1, 3.2] The edges e∗ (e ∈ E) form a non-trivial, proper arc system.
Finally, we define the coordinates of the ideal triangulation. We denote by σ the collection
of all e∗ dual to Σ.
Theorem. [2, Theorem 4.1] There is a hyperbolic structure on F \P , unique up to isotopy
rel P, such that σ is the dual of the associated spine Σ, and such that θ(F, P, x)(e) = θ(e∗)
for each edge e of Σ.
Here, θ(e∗) is defined to be such that θ : σ → (0, 1], ∑
e∗∈σ
θ(e∗) = 1, and for each
y ∈ P, x(y) = 1
2
{θ(e∗) : e∗ is incident at y}. Note that if both ends of e∗ are incident at y,
we add in 2θ(e∗) instead of θ(e∗).
So for the ideal triangulation resulting in replacing e∗ by a geodesic with the same
ideal endpoints (if necessary), the coordinates θ(e) = θ(e∗) describe what we call the spinal
coordinates.
Beginning with a geometric decoration, we can produce the geometric realization by
[12, Lemma 3.4] and go through the spinal triangulation process to measure the spinal
coordinates. It turns out that we can also go in the other direction, though it is a longer
process. See Figure 14.
Starting with a decorated surface in the Teichmu¨ller space of F , i.e. a collection of
horoball cusp neighborhood areas, we can find the spinal triangulation associated to the
packing by horoball cusp neighborhoods, followed by the dual arc system. This may result
in non-geodesic ideal arcs. After replacing these with ideal geodesics, and possibly sub-
dividing any non-triangular regions, we have an ideal triangulation. As we began with a
decorated hyperbolic surface, measuring the length of the intersections of the horoballs with
each ideal triangle results in a geometric decoration for the surface.
Given a set of horoball cusp neighborhood areas, there is a unique spinal triangulation and
therefore a unique set of spinal coordinates. However any given surface may have more than
one ideal triangulation, and therefore there is not a unique geometric decoration. Certainly
beginning with spinal coordinates and following the process to a geometric decoration then
back again will bring us back to the original coordinates given. However it may not be
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the case that starting with a geometric decoration, measuring the spinal coordinates, and
then going through the process of finding the dual ideal triangulation to this surface will
result in the original geometric decoration. That is to say, not every geometric decoration
triangulation is dual to the spine of its geometric realization. The three-punctured sphere
discussed in Section 5.2 below exemplifies this circumstance.
5.2 THE THREE-PUNCTURED SPHERE
The main goal of this section is to prove Theorem 4:
Theorem 4. The maximum area of the minimal-area horoball cusp neighborhood, over all
packings of the hyperbolic three-punctured sphere by such neighborhoods, is 2.
Lemma 13. There are only two triangulations of the three-punctured sphere.
Proof. The three-punctured sphere is a sphere with three marked points. Call them v0, v1, v2.
Beginning with v0, since each vertex must have valence at least one and an edge cannot bound
a disk, let us without loss of generality connect it to v1. Similarly v2 must connect to either v0
or v1. Let’s call the endpoint v0. Since we also cannot allow any two edges to bound a disk,
if v1 has valence greater than 1, it must be connected to v2. This is our first triangulation.
Otherwise both v1 and v2 both have valence 1 and thus v0 has valence 4, as shown below in
Figure 15.
v0
v1
v2
(a) First triangulation
v0
v1
v2
(b) Second triangulation
Figure 15: The two triangulations of the three-punctured sphere
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5.2.1 Triangulation 1
Lemma 14. For the triangulation shown in Figure 16, the maximum of the minimal-area
horoball cusp neighborhood, over all such packings, is 2. This maximum is attained when
each horoball has equal area and the geometric decoration of each triangle is [1, 1, 1]
The spinal triangulation attained from the spine in Figure 16a results in the dual spinal
triangulation shown in Figures 16b and 16c. In Figures 16a and 16b we use a fundamental
domain in the half-plane model of H2.
0 1−1
(a) Spinal triangulation
0 1−1
a1 a2
b1 b2c1 c2
(b) Geometric decoration
∞
0±1
(c) Triangulated surface
Figure 16: Three-punctured sphere triangulation 1
This results in horoball cusp neighborhood areas x∞ = a1+a2, x±1 = b1+b2, x0 = c1+c2.
Thus we are looking to maximize min{a1 + a2, b1 + b2, c1 + c2} such that
(1) a1b1 = a2b2 ≤ 1
(2) a1c1 = a2c2 ≤ 1
(3) b1c1 = b2c2 ≤ 1
(4) 0 < ai, bi, ci ≤ 2,
where these conditions come from Hoffman and Purcell’s definition of being a geometric dec-
oration. Notice that the symmetry group of this triangulation is isomorphic to the symmetric
group S3, and so without loss of generality we may assume that a1 + a2 ≤ b1 + b2 ≤ c1 + c2.
Claim 5.1. At a local maximum, a1 + a2 = b1 + b2.
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Proof. Suppose instead that a1 + a2 < b1 + b2 and consider the continuous transformation
which sends ai 7→ tai, bi 7→ 1t bi, ci 7→ 1t ci, for t > 1. This deformation maintains conditions
(1), (2), and (3) from above. Condition (4) holds for small enough t as long as ai 6= 2. Notice
that if a1 = 2, then b1 =
a2b2
2
and c1 =
a2c2
2
by conditions (1) and (2), respectively. Thus
(3) becomes
a22b2c2
4
= b2c2, forcing a2 = 2. Hence 4 = a1 + a2 < b1 + b2 ≤ 4, a contradiction.
Similarly for a2 = 2. Thus we are guaranteed that ai 6= 2 for i = 1, 2.
Now, notice that this deformation increases a1 +a2 7→ t(a1 +a2) and decreases b1 + b2 7→
1
t
(b1 + b2). Thus at a local maximum it must be that a1 + a2 = b1 + b2 ≤ c1 + c2.
Claim 5.2. At a local maximum, a1 = a2 = b1 = b2 and c1 = c2.
Proof. By conditions (2) and (3), we get c1(a1 − b1) = c2(a2 − b2). From Claim 5.1 above,
a1− b1 = b2− a2 and so −c1(a2− b2) = c2(a2− b2). Since ci > 0 by condition (4), it must be
that a2 = b2. This implies also that a1 = b1 by the result in Claim 5.1. Now condition (1)
requires a1b1 = a2b2 =⇒ a21 = a22 and since ai > 0 we have b1 = a1 = a2 = b2 =: a. Finally
condition (3) allows us to conclude c1 = c2 =: c
Updating the problem statement with this knowledge, we are to maximize 2a subject to
(1) a2 ≤ 1
(2) ac ≤ 1
(3) 0 < a ≤ c ≤ 2,
which gives a maximal solution of a = c = 1 and the horoball areas all being equal to 2.
Thus Lemma 14 is proved.
5.2.2 Triangulation 2
Lemma 15. For the triangulation shown in Figure 17, the maximum of the minimal-area
horoball cusp neighborhood, over all such packings, is 2. This maximum is attained when
each horoball has equal area and the geometric decoration of each triangle is [2, 1
2
, 1
2
].
This triangulation of the three-punctured sphere can be formed by flipping the diagonal
of the quadrilateral formed by 0,±1, and ∞ from the geodesic with ideal endpoints 0 and
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∞ of the triangulation from Lemma 14 to the geodesic with ideal endpoints 1 and −1. This
triangulation, shown in Figures 17b and 17c, is dual to the spine shown in Figure 17a.
0 1−1
(a) Spinal triangulation
0 1−1
a1
a2
b1 c1b2 c2
(b) Geometric decoration
∞
0±1
(c) Triangulated surface
Figure 17: Three-punctured sphere triangulation 2
Here x∞ = a1, x±1 = b1 + b2 + c1 + c2 and x0 = a2 and our constraints are:
(1) a1b1 = a1c1 ≤ 1
(2) a2b2 = a2c2 ≤ 1
(3) b1c1 = b2c2 ≤ 1
(4) 0 < ai, bi, ci ≤ 2
Claim 5.3. For any geometric decoration, b1 = c1 = b2 = c2.
Proof. The first equality comes from condition (1), the last from condition (2). The middle
equality then follows by using condition (3). From here on we can define b1 = c1 = b2 =
c2 =: b.
Updating the problem, we are to maximize the minimum of {a1, a2, 4b} such that
(1) a1b ≤ 1
(2) a2b ≤ 1
(3) b2 ≤ 1
(4) 0 < ai, b ≤ 2
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Observe that min{a1, a2, 4b} ≤ 2, since a1, a2 ≤ 2. Then the maximum minimal horoball
cusp neighborhood area would be realized only when a1 = a2 = 4b = 2, with b =
1
2
. This
proves Lemma 15.
We prove that this is the unique local maximum with the following two claims. Without
loss of generality, let us assume that a1 ≤ a2.
Claim 5.4. At a local maximum, 4b ≥ a1, i.e. 4b is not the sole minimal horoball cusp
neighborhood area.
Proof. The proof is similar to that of Claim 5.1 from Triangulation 1 in Section 5.2.1. Sup-
pose instead that 4b < a1. Since a1 ≤ 2, this means that b < 12 . Then the transformation
that sends b 7→ tb for t > 1 will increase the minimal area horoball and keep all condi-
tions for small enough t. This contradicts the assumption we are at a local maximum. So
min{a1, a2, 4b} = a1.
Claim 5.5. At a local maximum, a1 = a2.
Proof. Assume instead that a1 < a2. Consider the continuous transformation which sends
a1 7→ ta1 while a2 and b are sent x 7→ 1tx for t > 1. Then all conditions hold for small
enough t as long as a1 6= 2. Notice that 2 = a1 < a2 ≤ 2 cannot be, so we have proven that
if a1 < a2, we can increase the smallest horoball area. Thus at a local maximum we must
have a1 = a2 =: a.
Thus we are to maximize a subject to 0 < a ≤ 2. By condition (1) we know then that
b ≤ 1
2
and x0 = x∞ = 2 ≤ x±1 ≤ 4 · 12 =⇒ b = 12 . Thus each horoball has area 2.
This completes the proof of Theorem 4 and exemplifies how distinct geometric decorations
can give the same spinal coordinates, though only the first triangulation is the dual to the
spinal coordinates (2, 2, 2).
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5.3 THE FOUR-PUNCTURED SPHERE
Next we turn our attention to the four-punctured sphere. The Teichmu¨ller space of this
surface is much larger than that of the three-punctured sphere, but we will be able to
eliminate ta large swath of them from being able to give us the maximal value of our function.
Theorem 5. The maximum area of the minimal-area horoball cusp neighborhood, over all
packings of all hyperbolic four-punctured spheres by such neighborhoods, is 3.
5.3.1 Triangulation 1
Let us start with the most symmetric triangulation below. As there is no longer a single
choice of fundamental domain for the four-punctured sphere, I will not illustrate them in
any of the models of H2, but instead focus on the surface itself.
Lemma 16. For the triangulation shown in Figure 18, the maximum of the minimal-area
horoball cusp neighborhood, over all such packings, is 3. This maximum is attained when
each horoball has equal area and the geometric decoration is either [2, 1
2
, 1
2
] for each triangle
or [1, 1, 1] for each triangle.
A B
CD
(a) Triangulated surface with
horoballs
A B
CD
a1
a2
b1
c1
c2b2
(b) Geometric decoration:
front triangles
A B
CD
a3 c3
c4
a4b4
b3
(c) Geometric decoration:
back triangles
Figure 18: Four-punctured sphere triangulation 1
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Notice that the horoball centered at A has area xA = a1 + a2 + a3, at B we have
xB = b1+c3+c4, at C is xC = a4+c1+c2, and at D the horoball is made up of xD = b2+b3+b4.
Thus we look to maximize min{a1 + a2 + a3, b2 + b3 + b4, a4 + c1 + c2, b1 + c3 + c4} subject
to the constraints:
(1) a1b1 = a3c3 ≤ 1
(2) a1c1 = a2c2 ≤ 1
(3) b1c1 = a4c4 ≤ 1
(4) a2b2 = a3b3 ≤ 1
(5) b2c2 = a4b4 ≤ 1
(6) b3c3 = b4c4 ≤ 1
(7) 0 < ai, bi, ci ≤ 2.
Looking at Figure 18, one sees that this triangulation is the boundary of the tetrahedron,
and so its symmetry group is the tetrahedral group S4 acting by permutations of the cusps.
Thus, up to renaming, let us assume that they are listed above in order smallest to largest.
Claim 5.6. At a local maximum, a1 + a2 + a3 = b2 + b3 + b4.
Proof. Suppose instead that a1 + a2 + a3 < b2 + b3 + b4 (≤ a4 + c1 + c2 ≤ b1 + c3 + c4.) First
we show that none of the components of the minimal horoball can be 2, i.e. a1, a2, a3 < 2.
Notice that:
b1 =
a3c3
a1
, c1 =
a2c2
a1
conditions (1), (2)
a2a3c2c3
a21
= a4c4 condition (3)
b24
a2a3c2c3
a21
= a4b4c4b4 = b2c2b3c3 conditions (5), (6)
b24a2a3
a21
= b2b3
From condition (4), we can solve for a3 =
a2b2
b3
or we can solve for a2 =
a3b3
b2
. Replacing
a3 as such in the line above yields b
2
4a
2
2 = a
2
1b
2
3. If we instead replace a2 with the result from
condition (4) we would get b24a
2
3 = a
2
1b
2
2. Solving each of these for a2, a3 respectively leaves
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us with a2 = a1
b3
b4
and a3 = a1
b2
b4
.
Plugging these into our assumption that a1 + a2 + a3 < b2 + b3 + b4 results in
(b2 + b3 + b4)(b4 − a1) > 0,
i.e. b4 > a1. Thus a1 6= 2.
We could instead solve for a1, a3 in terms of a2 by following the same outline above but
using the following conditions: conditions (2) and (4) in the first line, multiplying each side of
condition (5) by c24 instead of b
2
4 as in line 3 above, followed by replacements from conditions
(3) and (6) and simplifying as in line 4 to see
a1a3c24
a22
= b1c3. Then we solve condition (1) once
for a3 and separately for a1, to solve for a1, a3 respectively in terms of a2. Then making
these replacements in the inequality a1 + a2 + a3 < b1 + c3 + c4 yields a2 < 2.
To see that a3 6= 2, we will not surprisingly follow the same pattern but this time use:
conditions (1) and (4) in the first line, multiplying each side of condition (6) by a24, followed
by replacements from conditions (3) and (5) and simplifying as in line 4 to see
a1a2a24
a23
= c1c2.
Then we solve condition (2) once for a2 and separately for a1, to solve for a1, a2 respectively
in terms of a3. Then making these replacements in the inequality a1 + a2 + a3 < a4 + c1 + c2
yields a3 < 2.
Now consider the continuous transformation which sends ai 7→ tai for i = 1, 2, 3 and
sends all other coordinates x 7→ 1
t
x. This maintains the order of the horoball areas as well
as conditions (1) - (7) for small enough t and increases the minimum area horoball. Thus if
it is strictly smaller, we are not at a local maximum.
We may from now on take a1 + a2 + a3 = b2 + b3 + b4. In fact, the proof above shows
that when a1 + a2 + a3 = b2 + b3 + b4, we have a1 = b4, a2 = b3, and a3 = b2. I record the
updated conditions below:
(1) a1b1 = a3c3 ≤ 1
(2) a1c1 = a2c2 ≤ 1
(3) b1c1 = a4c4 ≤ 1
(4) a2a3 = a3a2 ≤ 1
(5) a3c2 = a4a1 ≤ 1
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(6) a2c3 = a1c4 ≤ 1
(7) 0 < ai, b1, ci ≤ 2.
Claim 5.7. For any geometric decoration,
(i) if a1 + a2 + a3 < a4 + c1 + c2, then a1 < c2 and if a1 + a2 + a3 = a4 + c1 + c2, then
a1 = c2.
(ii) if a1 +a2 +a3 < b1 + c3 + c4, then a3 < b1 and if a1 +a2 +a3 = b1 + c3 + c4, then a3 = b1
Proof of (i). By condition (2), a2 =
a1c1
c2
. By condition (5), a3 =
a1a4
c3
. Thus
a1 + a2 + a3 = a1 +
a1c1
c2
+
a1a4
c3
=
a1
c2
(c2 + c1 + a4) .
If a1 + a2 + a3 < a4 + c1 + c2, then
a1
c2
(c2 + c1 + a4) < a4 + c1 + c2 =⇒ a1 < c2.
Replacing the ′′ <′′ by ′′ =′′ gives the second result.
Proof of (ii). By condition (1), a1 =
a3c3
b1
. By condition (6), a2 =
a1c4
c3
= a3c4
b1
after substitu-
tion. Thus
a1 + a2 + a3 =
a3c3
b1
+
a3c4
b1
+ a3 =
a3
b1
(c3 + c4 + b1) .
If a1 + a2 + a3 < b1 + c3 + c4, then
a3
b1
(c3 + c4 + b1) < b1 + c3 + c4 =⇒ a3 < b1.
Replacing the ” < ” by ” = ” gives the second result.
Claim 5.8. At a local maximum, either a1+a2+a3 = b1+c3+c4 or a1+a2+a3 = a4+c1+c2.
Proof. Suppose instead that both a1 + a2 + a3 < b1 + c3 + c4 and a1 + a2 + a3 < a4 + c1 + c2.
Then by Claim 5.7, a1 < c2 and a3 < b1. Thus we can utilize the continuous transformation
which increases a1 by a factor of t and decreases b1, c1, a4, c4 by a factor of
1
t
. This maintains
a1 + a2 + a3 as the minimal-area horoball cusp neighborhood as well as conditions (1) - (7)
for small enough t. Since this transformation increases the minimal area, we could not have
been at a local maximum.
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Without loss of generality, let us say it is b1 + c3 + c4 = a1 + a2 + a3. Thus by Claim 5.7,
a1 = c2. It follows from (2) that a2 = c1 and thus from (5) a3 = a4. The updated conditions
are as follows:
(1) a1b1 = a3c3 ≤ 1
(2) a1a2 = a2a1 ≤ 1
(3) b1a2 = a3c4 ≤ 1
(4) a2a3 = a3a2 ≤ 1
(5) a3a1 = a3a1 ≤ 1
(6) a2c3 = a1c4 ≤ 1
(7) 0 < ai, b1, ci ≤ 2.
Claim 5.9. At a local maximum, all four horoball cusp neighborhoods are of equal area.
Proof. Suppose that a1 + a2 + a3 < a4 + c1 + c2. Then by Claim 5.7, a3 < b1. Then the
continuous transformation which increases a3 by a factor of t and decreases c3, c4 by a factor
of 1
t
will maintain the order of the horoball cusp neighborhood areas as well as conditions
(1) - (7) for small enough t. Since this transformation increases the minimal area horoball
cusp neighborhood, we could not have been at a local maximum.
This again gives a3 = b1 by Claim 5.7, leaving a1 = c3 by (1) and a2 = c4 by (3). One last
time, let us update the entire problem statement. We have found that at a local maximum,
all horoball cusp areas must be equal and so we are trying to maximize a1 + a2 + a3 subject
to:
(1) a1a3 ≤ 1
(2) a1a2 ≤ 1
(3) a3a2 ≤ 1
(4) a2a3 ≤ 1
(5) a3a1 ≤ 1
(6) a1a2 ≤ 1
(7) 0 < ai ≤ 2.
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Notice the equivalence of conditions (1) and (5), conditions (2) and (6), and conditions
(3) and (4), so we condense these to:
(1) a1a3 ≤ 1
(2) a1a2 ≤ 1
(3) a3a2 ≤ 1
(4) 0 < ai ≤ 2.
Claim 5.10. If one of the a1 = 2 for some i = 1, 2, 3 then the maximal area is 3 with the
geometric decoration of each triangle being [2, 1
2
, 1
2
].
Proof. Suppose without loss of generality that a1 = 2. The we have 2a3 ≤ 1 =⇒ a3 ≤ 12
and 2a2 ≤ 1 =⇒ a2 ≤ 12 . This means a2a3 ≤ 14 < 1 and so condition (3) holds. We want to
maximize 2 + a2 + a3, which will occur when a2 = a3 =
1
2
.
Claim 5.11. If ai 6= 2 for all i = 1, 2, 3 then the maximal area is 3 with the geometric
decoration of each triangle either [1, 1, 1] or [2, 1
2
, 1
2
].
Proof. If none of the ai = 2, then we can increase each of them by a factor of t ≥ 1 until
either some ai = 2 or some aiaj = 1. In the first case, we no longer satisfy our hypothesis
and instead are in the case of Claim 5.10. In the second, let us without loss of generality
assume it is a1a3 = 1. Then a3 =
1
a1
and substituting this into condition (3) gives a2 ≤ a1.
Then a22 ≤ a1a2 ≤ 1 by condition (2) and a2 ≤ 1.
We can increase a2 by a factor of t until either a2 = 1 or a1a2 = 1. In the first case, the
horoball cusp area is a1 + a2 + a3 = a1 + 1 +
1
a1
. This is maximal when a1 = 1 by simple
calculus and so a1 = a2 = a3 = 1 and our area is 3, as desired.
In the second case, a1 + a2 + a3 = a1 +
2
a1
. Notice that if a2 = a3 =
1
a1
, then condition
(3) becomes 1
a21
≤ 1 and so 1 ≤ a1 ≤ 2. Thus a1 + 2a1 is maximized when a1 = 1 and when
a1 = 2. We then have either a2 = a3 = 1 or a2 = a3 =
1
2
. In either case a1 + a2 + a3 = 3.
This concludes the proof of Lemma 16.
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5.3.2 Triangulation 2
The first triangulation was as symmetric as we could get. Our next thought may be to
consider a triangulation with one vertex seeing many triangles and the others seeing as few
as possible. This is achievable with loops based at an ideal endpoint, such as the following:
A B
CD
Figure 19: Four-punctured sphere triangulation 2
Cutting along the edge AD opens the area around D into a triangle with edges DA, the
loop based atA bounding the “bottom” of this area, and AD. Notice that the edgeDA = AD
is used twice for this triangle. See the first triangle in Figure 20 for an illustration including
the geometric decoration. Similarly we get the second triangle below by cutting along the
edge AB and the third triangle by cutting along the edge AC. The final triangle is the
“back” of the surface, and is bounded on each side by each of the three loops based at A.
Lemma 17. For the triangulation shown in Figure 19, the maximum of the minimal-area
horoball cusp neighborhood, over all such packings, is 2. This maximum is attained when
each of the horoballs centered at ideal points B,C,D (as labeled in Figure 19) has area 2 but
there is not a unique geometric decoration. The decoration for each triangle is [ai, ai, 2] for
i = 1, 2, 3 for any ai ≤ 12 and [a4, b4, c4] for any 0 < a4, b4, c4 ≤ 2 that satisfy the conditions
to be a geometric decoration. In this case,
(1) a21 = a4c4 ≤ 14
(2) a22 = b4c4 ≤ 14
(3) a23 = a4b4 ≤ 12
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AA
D
a1
b1
c1
A
A
B
a2
b2
c2
AA
C
a3b3
c3
AA
A
a4b4
c4
Figure 20: The geometric decoration of triangulation 2
According to the decoration described in Figure 20, we have horoball cusp neighborhood
areas xA = a1+a2+a3+a4+b1+b2+b3+b4+c4, xB = c2, xC = c3, xD = c1. Again, we are
looking to prove Lemma 17 by maximizing min{a1+a2+a3+a4+b1+b2+b3+b4+c4, c1, c2, c3}
subject to the constraints:
(1) a1b1 = a4c4 ≤ 1
(2) a2b2 = b4c4 ≤ 1
(3) a3b3 = a4b4 ≤ 1
(4) a1c1 = b1c1 ≤ 1
(5) a2c2 = b2c2 ≤ 1
(6) a3c3 = b3c3 ≤ 1
(7) 0 < ai, bi, ci ≤ 2.
Constraints (4), (5), and (6) imply ai = bi ≤ 1 for i = 1, 2, 3. Without loss of generality,
let us take c1 ≤ c2 ≤ c3. Updating our problem then becomes to maximize min{2a1 + 2a2 +
2a3 + a4 + b4 + c4, c1} subject to the constraints:
(1) a21 = a4c4 ≤ 1
(2) a22 = b4c4 ≤ 1
(3) a23 = a4b4 ≤ 1
(4) a1c1 ≤ 1
(5) a2c2 ≤ 1
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(6) a3c3 ≤ 1
(7) 0 < a4, b4, ci ≤ 2, 0 < a1, a2, a3 ≤ 1.
Observe that min{2a1 + 2a2 + 2a3 + a4 + b4 + c4, c1} ≤ 2 since c1 ≤ 2 and this value is
attained when c1 = c2 = c3 = 2, a1 = a2 = a3 = a4 = b3 = c4 =
1
2
. This finishes the proof of
Lemma 17.
The claims below prove that this is a local maximum.
Claim 5.12. At a local maximum, xA cannot be the only horoball of minimum area.
Proof. Suppose instead that xA < xD = c1 ≤ c2 ≤ c3. Then the transformation which sends
x 7→ tx for x ∈ {ai, b4, c4} and x 7→ 1tx for x ∈ {c1, c2, c3} will increase xA while decreasing
all others. In order to do this, we need to assure three things:
1. a1, a2, a3 6= 1: If a1 = 1, then c1 ≤ 1 by (4). But then xA > 2 > 1 ≥ c1, a contradiction.
2. a4c4, b4c4, a4b4 6= 1: If a4c4 = 1, then by condition (1) a1 = 1, which leads to a contra-
diction as shown above.
3. a4, b4, c4 6= 2: If a4 = 2, then again xA > 2 ≥ c1, a contradiction.
Thus the transformation holds all of our conditions and we cannot have xA < xD.
From here we break into two cases, if one of aici = 1 or none of them do for i = 1, 2, 3.
Claim 5.13. If none of aici = 1 for i = 1, 2, 3, then the maximum of the minimum area
horoball is 2.
Proof. Since we have assumed that c1 < c2 ≤ c3, this means c1 < 2. Along with the
hypothesis that a1c1 6= 1, we can simply send c1 7→ tc1 and this will maintain all conditions
while increasing only the minimum area horoball. Thus at a local maximum, c1 = c2.
Applying the argument again will give c1 = c3. A third application may not result in equality
of all areas as we are not guaranteed that xA ≤ 2. However since min{xA, xD} = xD = c1
by the proof of Claim 5.12 above, the maximum value is when c1 = c2 = c3 = 2.
Claim 5.14. If one of the aici = 1 for i = 1, 2, 3, then the maximum of the minimum area
horoball is 2.
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Proof. Notice we can we write all variables in the inequality in terms of a1, a2, a3.
c4 =
a21
a4
condition (1)
= a21 ·
b4
a23
condition (3)
=
a21
a23
· a
2
2
c4
condition (2)
=⇒ c4 = a1a2
a3
Plugging this into condition (2) gives b4 =
a2a3
a1
and using that in (3) makes a4 =
a1a3
a2
.
Preceding to the proof, we again use that c1 ≤ xA by Claim 5.12. First let us show that
if for each i = 1, 2, 3 we have aici = 1, then c1 < xA. Suppose instead that xA = ci =
1
ai
.
Then using our above calculations, we have
2a1 + 2a2 + 2a3 +
a1a3
a2
+
a1a2
a3
+
a2a3
a1
=
1
ai
.
With the condition that all variables be positive, all solutions to this equation require ai <
1
2
.
But since ci ≤ 2 and we assumed aici = 1, that would require ai ≥ 12 , a contradiction.
Therefore c1 6= x∞ and must be strictly smaller.
Now we only need to maximize c1 subject to our constraints. Let us simply increase our
minimum by sending c1 7→ tc1 and a1 7→ 1ta1. Since c1 must be the minimum area at a local
maximum we are in no danger of switching the order of areas and thus can increase it until
it reaches 2. Thus we again have that c1 = c2 = c3 = 2.
It is interesting to note that this solution does not force values on our remaining variables.
We instead get additional conditions, namely (4), (5), and (6) dictate that a1, a2, a3 ≤ 12 .
The natural next question is why this triangulation resulted in a smaller minimum area
that the first. The condition that limited growth was the fact that c1 ≤ 2, which is the
condition that assures the horoball remains completely inside its respective triangle.
Fact. For any triangulation T of an n-punctured sphere, if p is an ideal endpoint of precisely
one edge of T then the horoball cusp neighborhood centered at p has area less than or equal
to two.
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Since our first triangulation in Section 16 found the maximum to be three, we can
eliminate all triangulations with a vertex one valence as they cannot exceed the current
“best” result.
5.3.3 Triangulations with no valence one ideal points
All ideal triangulations in which an ideal point is a vertex of exactly one triangle have been
eliminated as producing the maximal minimal area horoball. So the question remains: how
many triangulations are there in which every vertex has valence at least two?
Lemma 18. There are precisely two distinct triangulations of the four-punctured sphere in
which every vertex has valence at least two.
Proof. The four-punctured sphere is a sphere with four marked points. Call them v0, v1, v2, v3.
Beginning with v0, since it must have valence at least two, it is an endpoint to at least two
edges. Either these two edges have the same other endpoint, or distinct other endpoints.
Notice that since ours is an ideal triangulation, the lines making up our triangulation cannot
cross. Also we cannot have any monogons or bigons in our final product, meaning no areas
bounded by only one or two geodesics. Figure 21 shows that if both edges from v0 both end
at, say, v2 then since both v1 and v3 must also have valence at least two they must both have
opposite endpoints v0 and v2. This leaves us with a triangulation with valence list (2,2,4,4).
v0
v3
v1
v2
v0
v3
v1
v2
(2, 2, 4, 4)
Figure 21: v0 has two edges both with the same opposite vertex
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The more complicated case is when two edges emanating from v0 have two distinct
endpoints, say v1 and v3. Figure 22 below follows the options for this case.
v0
v3
v1
v2
(2, 2, 4, 4)
(2, 2, 4, 4)(3, 3, 3, 3) (2, 2, 4, 4)
v2v0 no v2v0
v1v2 no v1v2
Figure 22: v0 has two edges with distinct opposite vertices
Consider two edges from v2. Either the edge from v2 to v0 is in the triangulation or it is
not. In the latter case, we are forced to have the edges v2v1 and v2v3. Thus since v2v0 is not
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in our triangulation, the only way to finish is with v1v3 cutting each of the quadrilaterals.
Thus we again have valence count (2,2,4,4).
If our triangulation does include edge v2v0, then let us without loss say the other edge is
v2v3. As v1 must have valence at least two, let us draw its next edge. Either v1v2 is in our
triangulation or it is not. In the latter case, as we cannot have monogons or bigons, it must
be that v1 is connected to v3. Hence the only way to finish this case is to connect v0v3 as
shown below, leaving a valence count of (2,2,4,4).
If the triangulation does include edge v1v2, then we are left with two triangles and a
single quadrilateral which we can cut one of two ways. If we use v0v2 we have the same
exact picture as in Figure 21. The opposite cut uses v1v3 and gives us Triangulation 1 from
Section 5.3.1, with valence count (3,3,3,3).
Notice that all of the cases in which we have valence count (2,2,4,4) are topologically
equivalent.
Since we have solved the maximum value of the minimum area horoball for the (3,3,3,3)
case to be three, we now turn our attention to the (2,2,4,4) case.
5.3.4 Triangulation 3
The triangulation for a four-punctured sphere with valence count (2,2,4,4) is shown in Fig-
ure 23 below. With the decoration described there, we see that the horoball areas are
xA = a1 + a2 + a3 + a4, xB = c2 + c4, xC = b1 + b2 + b3 + b4, xD = c1 + c3.
Notice that this triangulation is nearly identical to the triangulation in Section 5.3.1. The
only difference is a ”flip” of the back geodesic, AC in Figure 23c versus BD in Figure 18c.
It is interesting to note that for certain geometric decorations, this flip will result in another
valid geometric decoration. We record when it is geometrically possible to flip an edge in
the following lemma.
Lemma 19. Suppose [a1, b1, c1] and [a2, b2, c2] are the decorations of two abutting triangles
on a hyperbolic surface which are part of a geometric decoration. Then there is a geometric
decoration obtained by flipping the edge of intersection of these triangles, where [a1, b1, c1] and
[a2, b2, c2] are replaced by [α, γ1, γ2] and [β, δ1, δ2], as shown in Figure 24, with α = a1 + a2
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A B
CD
(a) Triangulated surface with
horoballs
A B
CD
a2
a1
c2
b2
b1c1
(b) Geometric decoration:
front triangles
A B
CD
a4
a3
c4
b4
b3c3
(c) Geometric decoration:
back triangles
Figure 23: Four-punctured sphere triangulation 3
and β = b1 + b2 if and only if both α = a1 + a2 ≤ 2 and β = b1 + b2 ≤ 2. If this is the case,
the following conditions determine the new decoration.
(1) γ1 + δ1 = c1
(2) γ2 + δ2 = c2
(3) γ1γ2 = δ1δ2 ≤ 1
(4) αγi = aici
(5) βδi = bici
Moreover, the resulting geometric decoration determines the same surface and horoball pack-
ing as the first decoration.
Proof. Suppose two abutting triangles have the geometric decoration illustrated in the left
side of Figure 24. As we wish for the decoration on the right side to be of the same point in
the decorated Teichmu¨ller space, i.e. have the same collection of horoball cusp neighborhood
areas, we must have both α = a1 + a2 and β = b1 + b2, as well as conditions (1) and (2). For
the second decoration to be geometric, condition (A) in Definition 3.2 of [12], recorded in
Section 5.1 of this dissertation then forces the inequalities a+1+a2, b1 + b1 ≤ 2. Notice that
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a1
a2
b1
b2
c1
c2
α β
γ1 δ1
γ2 δ2
flip
A A
C C
B BD D
Figure 24: Flipping an edge of the ideal triangulation
for positive solutions, conditions (1) and (2) force each γi and δi to be less than or equal to
2 as well, so condition (A) is satisfied for any solution.
Condition (B) of the definition [12, Definition 3.2] is satisfied by the inequality in con-
dition (3) above and the equality of (3) is necessary for condition (C). Recall that condition
(C) ensured that triangles can be glued together across edges. This is a measure of how far
apart the horoball cusp neighborhoods are from each other. Since the outer ideal geodesics of
the quadrilaterals in Figure 24 remain unchanged, we must have the same distance between
horoball cusp neighborhoods on each side of the flip. This necessitates conditions (4) and
(5).
Next, we verify that this set of equations and inequality has a solution. Notice that
condition (4) and (5) above give γi =
aici
a1+a2
and δi =
bici
b1+b2
. Replacing these in condition (1)
and (2) give
γi + δi =
aici
a1 + a2
+
bici
b1 + b2
= ci
(
ai(b1 + b2) + bi(a1 + a2)
(a1 + a2)(b1 + b2)
)
= ci
(
aib1 + aib2 + a1bi + a2bi
a1b1 + a1b2 + a2b1 + a2b2
)
Recall that since the original decoration {[ai, bi, ci]}i=1,2 was assumed to be geometric, we
have a1b1 = a2b2 by condition (C) of [12, Definition 3.2]. Thus the denominator will be
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2a1b1 + a2b1 + a2b1. When i = 1 the numerator looks like a1b1 + a1b2 + a1b1 + a2b1 = 2a1b1 +
a2b1+a2b1. When i = 2 the numerator becomes a2b1+a2b2+a1b2+a2b2 = 2a1b1+a2b1+a2b1.
Hence in both cases, the fraction is 1 and γi + δi = ci, as desired.
We can also substitute these solutions of equations (4) and (5) into
γ1γ2 − δ1δ2 = a1c1a2c2
(a1 + c2)2
− b1c1b2c2
(b1 + b2)2
= c1c2
(
a1a2(b1 + b2)
2 − b1b2(a1 + a2)2
(a1 + a2)2(b1 + b2)2
)
Now the numerator is
a1a2b
2
1 + 2a1a2b1b2 + a1a2b
2
2 − b1b2a21 − 2b1b2a1a2 − b1b2a22
=a1b1(b1a2 − b2a1)− a2b2(−a1b2 + a2b1)
=(a1b1 − a2b2)(b1a1 − b2a1) = 0,
again using the fact that a1b1 = a2b2. Thus γ1γ2 − δ1δ2 = 0 and the equality in condition
(3) holds.
To attain the inequality of (3), notice that
γ1γ2 =
a1a2c1c2
(a1 + c2)2
≤ a1a2c1c2
4a1a2
=
c1c2
4
≤ 1,
where the first inequality comes from the arithmetic-geometric mean inequality and the
last inequality comes from the fact that by assuming the original decoration was geometric,
condition (A) of the definition [12, Definition 3.2] requires all variables be at most 2.
Thus a solution exists and, assuming both α = a1 + a2 ≤ 2 and β = b1 + b2 ≤ 2, the
remaining solution will leave us with a new decoration that satisfies all of the conditions for
being geometric.
Lemma 20. For the triangulation shown in Figure 23, the maximum of the minimal-area
horoball cusp neighborhood, over all such packings, is less than or equal to 3. If a1 + a2 > 2,
then the maximum is strictly less than 3. If a1 + a2 ≤ 3, then the maximum is 3 and is
attained when each horoball has equal area and the geometric decoration is either [2, 1
2
, 1
2
] for
each triangle or [1, 1, 1] for each triangle.
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Proof. (of Lemma 20) The max-min problem asks us to maximize min{a1 +a2 +a3 +a4, c1 +
c3, b1 + b2 + b3 + b4 + c4, c2 + c4} subject to the constraints:
(1) a1b1 = a2b2 ≤ 1
(2) a3b3 = a4b4 ≤ 1
(3) a1c1 = a3c3 ≤ 1
(4) b1c1 = b3c3 ≤ 1
(5) a2c2 = a4c4 ≤ 1
(6) b2c2 = b4c4 ≤ 1
(7) 0 < ai, bi, ci ≤ 2.
First, suppose that a1 + a2 > 2. Notice that if both a1, a2 ≤ 1 then a1 + a2 ≤ 2, therefore
at least one of them is strictly greater than 1. Without loss of generality, let us say a1 > 1.
Then condition (3) gives us that c1 =
a3c3
a1
≤ 1
a1
< 1. By condition (7) c3 ≤ 2.
Therefore c1 + c3 < 1 + 2 = 3 and
min{a1 + a2 + a3 + a4, c1 + c3, b1 + b2 + b3 + b4 + c4, c2 + c4} ≤ c1 + c3 < 3.
If on the other hand a1 +a2 ≤ 2, then by Lemma 19, we can flip the front geodesic to obtain
Figure 25, as shown below.
A B
CD
α γ1
δ1
βδ2
γ2
Figure 25: Flipping the front edge AC to BD
while maintaining a geometric decoration. This is precisely the triangulation from Sec-
tion 5.3.1! (See Figure 18.) The bound follows from Lemma 16.
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Since the minimum area horoball cusp neighborhood area was at most 2 for any trian-
gulation containing a vertex of valence one and the only other triangulation with all vertices
at least valence two had its smallest horoball area less than or equal to three, the packing
found in Triangulation 1 with all horoball cusp neighborhoods having equal area 3 is our
maximal solution and Theorem 5 is thus proven.
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