Given a finite simple graph one can associate the edge ideal. In this paper we prove that a graded Betti number of the edge ideal does not vanish if the original graph contains a set of complete bipartite subgraphs with some conditions. Also we give a combinatorial description for the projective dimension of the edge ideals of unmixed bipartite graphs.
Introduction
Let G be a finite simple graph, i.e., a finite graph with no loop and no multiple edge. We denote by V = V (G), the vertex set of G, and by E(G), the edge set of G.
Put N = #V . Let S := K[V ] be the polynomial ring over a field K whose variables are vertices of G. We consider the standard N N -grading on S unless otherwise specified. With a graph G, we can associate a quadratic squarefree monomial ideal I(G) of S: I(G) = (uv : {u, v} ∈ E(G)), which is called the edge ideal of G. The study of edge ideals was inspired by Villarreal [36] . The main direction of the study of edge ideals is to investigate relations between algebraic properties of edge ideals and combinatorial ones of original graphs; see [18, 32, 37] and their references. We are interested in invariants arising from a minimal free resolution. The (Castelnuovo-Mumford) regularity and the projective dimension are examples of such invariants. Many authors investigate these invariants. Especially, in [13, 19, 25, 27, 29, 35, 40, 41] , the regularity of edge ideals of some classes of the edge ideals were characterized with the notion of the 3-disjointness of edges; two edges e 1 , e 2 ∈ E(G) are said to be 3-disjoint if e 1 ∩ e 2 = ∅ and the edge set of the induced subgraph of G on e 1 ∪ e 2 is {e 1 , e 2 }; see Section 2 for more detail.
In this paper, we focus on graded Betti numbers. Notice that the regularity as well as the projective dimension is defined via graded Betti numbers. Although some formulas or estimations of (N-)graded Betti numbers of edge ideals are discovered in e.g., [3, 5, 6, 8, 11, 12, 16, 17, 22, 23, 24, 26, 34, 39] , it seems that the combinatorial meanings of these are not known so much. In [26] , the author explored this direction following Katzman [24] . In particular, the author gave a non-vanishing theorem [26, Theorem 3 .1] of graded Betti numbers of edge ideals which was an improvement of Katzman's one [24, Proposition 2.5] ; see Section 2 for more details. In this paper, we improve [26, Theorem 3.1] much more. The following theorem is the main result of the paper. Theorem 1.1. Let G be a finite simple graph on the vertex set V . Suppose that there exists a set of complete bipartite subgraphs {B 1 , . . . , B r } (r ≥ 1) of G satisfying the following 2 conditions:
(2) There exist edges e 1 , . . . , e r with e k ∈ E(B k ), k = 1, . . . , r, which are pairwise 3-disjoint in G.
Then identifying σ with the (0, 1)-vector (σ v ) ∈ N N such that σ v = 1 if and only if v ∈ σ, we have β |σ|−r,σ (S/I(G)) = 0.
Actually, in [26, Theorem 3 .1], we restricted each B k to be a bouquet, that is a complete bipartite subgraph of type (1, n k ). However in the theorem, we allow B k to be an arbitrary complete bipartite subgraph. Also the condition (2) of Theorem 1.1, which is the same one as in [26, Theorem 3.1] , is not so peculiar because of the relation between the regularity and the 3-disjointness of edges; see Section 2 for more details. Now we explain the organization of the paper. In the next section, we recall some notions and observe some known results about relations between the regularity of edge ideals and the 3-disjointness of the original graphs. Then the meaning of the condition (2) of Theorem 1.1 will be clear. Also we recall preceding results: [24, Proposition 2.5] and [26, Theorem 3.1] . In Section 3, we recall the definition of a Lyubeznik resolution ( [28] ) and show some properties of it, which plays a key role in the proof of Theorem 1.1. Then in Section 4, we prove Theorem 1.1. Theorem 1.1 gives a sufficient condition for non-vanishing to the graded Betti numbers of edge ideals. One would be interested in how near the condition is to a necessary one. In [26] , the author proved that the condition of [26, Theorem 3.1] (and thus that of Theorem 1.1) is a necessary condition for edge ideals of chordal graphs ([26, Theorem 4.1], actually, the author proved this only for the N-graded case, but this is still true for the N N -graded case). In Sections 5 and 6, we give other partial answers to the above question; Propositions 5.1 and 6.4. In the argument on Sections 5 and 6, complete bipartite subgraphs naturally arise. Moreover we give combinatorial descriptions for the projective dimension of the edge ideal of a co-chordal graph (Corollary 5.3) and a Cohen-Macaulay bipartite graph (Corollary 6.6). Finally in Section 7, we treat an unmixed bipartite graph and give a combinatorial description for the projective dimension of the edge ideal of it (Theorem 7.1) as a generalization of the result for a Cohen-Macaulay bipartite graph by using Kummini's consideration [27] .
Preliminaries and known results
In this section, we recall some notions and some known results about the regularity of edge ideals.
Let S be a polynomial ring in N variables over a field K with the N N -grading and M a N N -graded S-module. Let
be a minimal N N -graded free resolution of M. The projective dimension of M, denoted by pd(M) is the length p of the resolution and β i,σ (M) := β i,σ is the ith N N -graded Betti number of M of degree σ. In terms of Betti numbers, the projective dimension of M is described as follows:
Also the (Castelnuovo-Mumford) regularity of M is defined by
where |σ| = σ 1 + · · · + σ N for σ = (σ ℓ ) ∈ N N . We can also consider the N-grading on S as well as on M. Then the ith N-graded Betti number
Let d be the minimum degree among non-zero elements in M in N-grading. Then β i,σ (M) with |σ| = i + d is called a graded Betti number in the linear strand of M. When each graded Betti number of M which is not in the linear strand vanishes, we say that M has a linear resolution.
Let G be a finite simple graph on the vertex set V . Set N = #V . Since the edge ideal I(G) is a squarefree monomial ideal, the Hochster's formula for Betti numbers ([4, Theorem 5.5.1]) shows that β i,σ (S/I(G)) = 0 unless σ ∈ N N is a (0, 1)-vector. In what follows, we identify the subset σ of V with the (0, 1)-vector (
then the graph G is called a complete bipartite graph of type (#V 1 , #V 2 ). In particular, a complete bipartite graph of type (1, n 
A graph is called a forest if it has no cycle. A chordal graph is a graph whose cycle of length > 3 has a chord. We say that a graph G is Cohen-Macaulay (over K) if S/I(G) is Cohen-Macaulay. Also we say that a graph G is unmixed if I(G) is height unmixed. It is well known that if G is Cohen-Macaulay, then G is unmixed.
Let G be a finite simple graph on the vertex set V . For a subset σ ⊂ V , we denote by G σ , the induced subgraph of G on σ. That is, G σ is the subgraph of G whose vertex set is σ and whose edge set consists of all edges in E(G) contained in σ.
. Let e 1 , e 2 be two edges of G. Then we say that e 1 and e 2 are 3-disjoint if e 1 ∩ e 2 = ∅ and E(G e 1 ∪e 2 ) = {e 1 , e 2 }. A subset {e 1 , . . . , e r } ⊂ E(G) is called pairwise 3-disjoint if e k and e ℓ are 3-disjoint for all k = ℓ. We denote by a(G), the maximum cardinality of pairwise 3-disjoint subsets of edges of G. The invariant a(G) is closely related to the regularity of G. Actually, Katzman [24] proved the following theorem. Zheng [41] proved that the equality reg(S/I(G)) = a(G) holds when G is a forest. Later, many authors [13, 19, 25, 27, 29, 35, 40] discovered classes of graphs with the equality. Among these results, we note here the following graphs. For the following classes of graphs G, we have reg(S/I(G)) = a(G):
(1) chordal graphs.
(2) unmixed bipartite graphs, especially, Cohen-Macaulay bipartite graphs.
These theorems implies the naturalness of the condition (2) of Theorem 1.1. We note that in general, the equality reg(S/I(G)) = a(G) does not hold. For example, Kummini [27] noted that for the octahedron C 8 , which is a bipartite graph, the proper inequality reg(S/I(C 8 )) > a(C 8 ) holds. A class of graphs G those satisfy reg(S/I(G)) > a(G) is also found in Nevo [33] .
We close this section by observing preceding results. First we recall Katzman's result [24, Propsition] . It can be rewrite as the following form. On Theorem 2.3, any two edges of G σ which belong to different bouquets are 3-disjoint. The author [26] improved this as the following form.
Theorem 2.4 ([26, Theorem 3.1]). Let G be a finite simple graph on the vertex set V . Suppose that there exists a set of bouquets {B 1 , . . . , B r } (r ≥ 1) of G satisfying the following 2 conditions:
(2) There exist edges e 1 , . . . , e r with e k ∈ E(B k ), k = 1, . . . , r, which are pairwise
. Then we have β |σ|−r,σ (S/I(G)) = 0. Theorem 1.1 is a further improvement of the above results; it says that the claim is still true if we replace bouquets with arbitrary complete bipartite subgraphs on Theorem 2.4.
Lyubeznik resolutions
Let S be a polynomial ring over a field K. For a monomial ideal I ⊂ S, the explicit free resolution of S/I, so-called Taylor resolution, is known. A Lyubeznik resolution is a subcomplex of Taylor resolution. Although both resolutions are not minimal in general, a Lyubeznik resolution is quite nearer to minimal than Taylor resolution. In this section, we prove sufficient conditions for non-vanishing to graded Betti numbers of monomial ideals, which are derived from Lyubeznik resolutions and indispensable for our proof of Theorem 1.1.
We first recall the construction of Taylor resolution and Lyubeznik resolutions. Taylor resolution (T • , d • ) of I is defined as follows. Let G(I) = {m 1 , . . . , m µ } be the minimal set of monomial generators of I. Let s ≥ 1 be an integer. For 1 ≤ ℓ 1 < · · · < ℓ s ≤ µ, let us consider the symbol e ℓ 1 ···ℓs whose degree is deg lcm(m ℓ 1 , . . . , m ℓs ). Let T s be the free S-module generated by all e ℓ 1 ···ℓs , 1 ≤ ℓ 1 < · · · < ℓ s ≤ µ. The differential map d s is given by
It is in fact a free resolution of S/I (see e.g., [10, Exercise 17.11] ). A Lyubeznik resolution ( [28] ) is a subcomplex of Taylor resolution. To construct a Lyubeznik resolution of I, we first fix an order of the minimal monomial generators of I: m 1 , . . . , m µ . The symbol e ℓ 1 ···ℓs is said to be L-admissible if for all 1 ≤ t < s and for all q < ℓ t , lcm(m ℓt , . . . , m ℓs ) is not divisible by m q . Then the Lyubeznik resolution of I with respect to the above order of the minimal monomial generators is a subcomplex of Taylor resolution generated by all L-admissible symbols; it is in fact a free resolution of S/I (Lyubeznik [28] ). Since L-admissibleness depends on an order of monomial generators, a Lyubeznik resolution also depends on it.
Although a Lyubeznik resolution is not minimal in general, we can obtain some non-vanishment of graded Betti numbers of S/I from it. For example, Barile [1, Remark 1] note that β s,σ (S/I) = 0 if there exists a maximal L-admissible symbol e ℓ 1 ···ℓs with deg e ℓ 1 ···ℓs = σ satisfying deg e ℓ 1 ··· ℓt···ℓs = deg e ℓ 1 ···ℓs , t = 1, 2, . . . , s.
Here we say that an L-admissible symbol e ℓ 1 ···ℓs is maximal if e k 1 ···k s ′ is not Ladmissible whenever {ℓ 1 , . . . , ℓ s } {k 1 , . . . , k s ′ }.
We obtain another non-vanishment of graded Betti numbers of S/I by observing a Lyubeznik resolution more detailed.
. , x N ] be a polynomial ring over a field K and I a monomial ideal of S. Set G(I) = {m 1 , . . . , m µ }. Let L • be the Lyubeznik resolution of I with the above order of generators. Suppose that there exists a maximal L-
Put σ = deg e ℓ 1 ···ℓs . Then β s,σ (S/I) = 0.
Proof. We prove [Tor S s (K, S/I)] σ = 0. Since the Lyubeznik resolution is a free resolution of S/I, it is sufficient to prove that the sth homology of K ⊗ L • in degree σ does not vanish. We set
Note that we may assume that ξ is a homogeneous elements of degree σ. Then the assumption (3.1) implies that 1 ⊗ ξ ∈ Ker(1 ⊗ d s ). Also 1 ⊗ ξ / ∈ Im(1 ⊗ d s+1 ) because of the maximality of e ℓ 1 ···ℓs . Hence we have [Tor S s (K, S/I)] σ = 0, as required. Let I ′ and I ′′ be monomial ideals of
Then we can consider the mono-
. Now let us consider the case where I has other monomial generators. Precisely, when a monomial ideal I ⊂ S satisfies
can we obtain any non-vanishment of Betti numbers of S/I from that of S ′ /I ′ and S ′′ /I ′′ ?
We give a partial answer to the above question observing Lyubeznik resolutions again. We first fix notations. We use indices ℓ, ℓ ′ , and ℓ ′′ for I, I ′ and I ′′ , respectively. For simplicity, we denote an L-admissible symbol by [ℓ 1 , . . . , ℓ s ] instead of e ℓ 1 ···ℓs and so on. We fix orders on G(I ′ ) and G(I ′′ ) respectively and consider the Lyubeznik resolutions with respect to the orders. Since I satisfies (3.2), I can be written as
Then we fix the order on G(I) as follows: first we order G(I ′ S) as the same order as G(I ′ ), next we order G(I ′′ S) as the same order as G(I ′′ ), and finally we order G(J) arbitrarily. We denote this order simply by G(I ′ S), G(I ′′ S), G(J). Let [ℓ 1 , . . . , ℓ s ] be an L-admissible symbol of I with respect to the above order such that each ℓ t corresponds to a monomial in G(I ′ ) ⊔ G(I ′′ ), that is,
. We note that, for any L-admissible symbol of I ′ and any L-admissible symbol of I ′′ , the product of these is an L-admissible symbol of I with respect to the above order.
Now we answer the question posed above with some maximal assumption. In the following proposition, we use similar notations defined above.
Proposition 3.2. Let K be a field. We consider r polynomial rings S (1) , . . . , S (r) which have no common variables:
be the Lyubeznik resolution of I k with the above order of generators. Assume that there exist an L-admissible symbol
. Let us consider the following monomial ideal of S:
where J is a monomial ideal whose monomial generators do not belong to S (k) for all 1 ≤ k ≤ r. Suppose that L-admissible symbol r k=1 τ (k) is maximal with the following order of G(I): Proof. We set
(The meaning of the notation is similar to the one which we defined before the proposition.) Note that we may assume that each ξ k is homogeneous, and thus, ξ is homogeneous. Then the maximal L-admissible symbol r k=1 τ (k) appears as a summand of ξ with coefficient 1. Moreover,
where m is the unique graded maximal ideal of S. Therefore by Proposition 3.1, we have the desired conclusion.
Proof of the main theorem
In this section, we prove Theorem 1. First, we prove the following lemma. Proof. Since G contains a complete bipartite graph of type (m, n) as a spanning subgraph, the vertex set V is decomposed as
We order the elements of G(I(G)) as follows:
(4.1)
Let L • be the Lyubeznik resolution of I(G) with respect to the order (4.1). Consider the following subsequence of (4.1):
It is easy to see that the corresponding symbol, we denote it by τ (t 1 , . . . , t n−1 ), is L-admissible and belongs to L m+n−1 . Note that deg τ (t 1 , . . . , t n−1 ) = V .
We claim that τ (m, . . . , m) is a maximal L-admissible symbol. Note that τ (m, . . . , m) corresponds to the following subsequence of (4.1):
Let e ′ be an edge of G whose corresponding monomial M ′ does not lie in (4.3). To prove that τ (m, . . . , m) is maximal, it is sufficient to show that the symbol obtained by adding M ′ to (4.3), we denote it by τ ′ , is not L-admissible. Note that M ′ does not lie in the first line of (4.1). Suppose that e ′ contains u α . Since the monomial u m v 1 ·u α is divisible by u α v 1 , τ ′ is not L-admissible unless u α = u m . Therefore we may assume e ′ = {u m , v β }. But u m v β lies in (4.3), a contradiction. Thus e ′ ⊂ {v 1 , . . . , v n }. Then e ′ contains v β for some β < n and M ′ belongs to other generators of (4.1). Since
Let m be the graded maximal ideal of K[V ]. Then d m+n−1 (τ (t 1 , . . . , t n−1 )) ≡ 1<α<n t α−1 <tα ((−1) t α−1 +α−2 τ (t 1 , . . . , t n−1 ; α−) + (−1) tα+α−2 τ (t 1 , . . . , t n−1 ; α+)) . . . , t n−1 ; n−), if t n−1 < m, and where τ (t 1 , . . . , t n−1 ; α−) (resp. τ (t 1 , . . . , t n−1 ; α+)) is an L-admissible symbol obtained by omitting u t α−1 v α (resp. u tα v α ) from τ (t 1 , . . . , t n−1 ). Since
Therefore the assertion follows. 
). Therefore we may assume V = σ. For each k = 1, . . . , r, let (m k , n k ) be the type of the complete bipartite subgraph
n k }. We may assume that e 1 , . . . , e r are pairwise 3-disjoint where e k = {u
We order the elements of G(I(G V k )) as in the proof of Lemma 4.1. We use the same notation as in Lemma 4.1 with upper subscript (k). We order the elements of G(I(G)) as follows:
G(I(G V 1 )), G(I(G V 2 )), . . . , G(I(G Vr )), other generators.
We set τ = r k=1 τ (m k , . . . , m k ) (k) , which is an L-admissible symbol of I(G). Since τ (m k , . . . , m k ) (k) ∈ L (k) m k +n k −1 and deg τ (m k , . . . , m k ) (k) = V k , we have τ ∈ L #V −r and deg τ = V = σ. Therefore by Propositions 3.1 and 3.2 and Lemma 4.1, for proving the theorem, it is enough to show that τ is a maximal L-admissible symbol, i.e., if we add the generator of I(G) corresponding to another edge e ′ to τ , then it is not an L-admissible symbol.
Let M ′ be the corresponding monomial to e ′ , and τ ′ a symbol obtained by adding M ′ to τ . When e ′ ∈ E(G V k ), the maximality of τ (m k , . . . , m k ) (k) shows that τ ′ is not L-admissible. Thus we may assume that M ′ lies in other generators of (4.4). Then, as we saw at the proof of Lemma 4.1, e ′ must be consists of two vertices in
n k }. Since e ′ = e 1 , . . . , e r , this contradicts to the pairwise 3-disjointness of e 1 , . . . , e r .
Graded Betti numbers in the linear strand
The converse of Theorem 1.1 does not hold since reg(S/I(G)) > a(G) holds in general as noted in Section 2. However in this section, we show that the converse of Theorem 1.1 is true for the graded Betti numbers in the linear strand; see Proposition 5.1. On there we will see that complete bipartite subgraphs naturally arise. The graded Betti numbers in the linear strand was investigated by Roth and Van Tuyl [34] . They gave some formula for such Betti numbers in terms of graphic invariants. However we obtain another characterization of these Betti numbers. Also we review the graded Betti numbers of the edge ideals which have linear resolutions. In particular we give a combinatorial description for the projective dimension of such ideals.
We first recall the definition of the Stanley-Reisner ring. A simplicial complex ∆ on the vertex set V is a collection of subsets of V with the properties: (i) {v} ∈ ∆ for all v ∈ V ; (ii) If F ∈ ∆, then G ∈ ∆ for all G ⊂ F . We associate a simplicial complex ∆ on V with the squarefree monomial ideal I ∆ of S = K[V ] by Roth and Van Tuyl [34] studied these graded Betti numbers on N-graded case. In particular they gave an exact formulas for some classes of graphs in terms of graphic invariants. However from the view point of Theorem 1.1, we give another characterization of these Betti numbers. We define c(G) as the maximum number c so that G contains a complete c-partite graph as a spanning subgraph; if G does not contain a complete bipartite graph as a spanning subgraph, then we set c(G) = 1.
Proposition 5.1. Let G be a finite simple graph on the vertex set V . Let i ≥ 1 be an integer and σ ⊂ V with |σ| = i + 1. Then β i,σ (S/I(G)) = c(G σ ) − 1.
In particular, with the same assertions for i and σ as above, β i,σ (S/I(G)) = 0 if and only if G σ contains a complete bipartite graph as a spanning subgraph.
Proof. By (5.1), β i,σ (S/I(G)) = 0 if and only if ∆(G σ ) is disconnected. When this is the case, the vertex set σ of ∆(G σ ) has a bipartition σ = σ 1 ⊔ σ 2 such that
, this occurs if and only if G σ contains complete bipartite graph as a spanning subgraph (with the same bipartition σ = σ 1 ⊔ σ 2 ). Now assume that β i,σ (S/I(G)) = 0 and set c := c(G σ ). Then σ can be partitioned as σ 1 ⊔ · · ·⊔ σ c with the property that {v s , v t } ∈ E(G σ ) whenever v s ∈ σ s and v t ∈ σ t where s = t. This implies that ∆(G σ ) has at least c connected components. On the other hand, it also follows that if ∆(G σ ) has c ′ connected components, then G σ contains a complete c ′ -partite graph as a spanning subgraph. As a consequence we have c ′ = c. Then the assertion follows from (5.1).
For a finite simple graph G on the vertex set V , we denote by G c the complementary graph, that is a graph on V where two vertices v 1 , v 2 ∈ V are adjacent in G c if and only if those are not adjacent in G. A graph G is called co-chordal when G c is chordal. Fröberg [14, Theorem 1] proved that I(G) has a linear resolution if and only if G is a co-chordal graph. When this is the case, β i,σ (S/I(G)) = 0 for all i ≥ 1 and for all σ ⊂ V with |σ| ≥ i + 2. Thus we have the following corollary. This corollary implies that the condition in Theorem 1.1 gives a necessary and sufficient one for non-vanishing of graded Betti numbers of edge ideals of co-chordal graphs.
Since Corollary 5.2 is a characterization of non-vanishing of Betti numbers of the edge ideal of a co-chordal graph, we can characterize the regularity and the projective dimension of such an edge ideal, though the result on the regularity is trivial. Also Chen [5] constructed a minimal free resolution for the edge ideal of a cochordal graph (see also [21] ) and gave formulas for (N)-graded Betti numbers and the projective dimension of such an ideal ([5, Corollary 5.2]), which are different from ours. Eliahou and Villarreal [11] conjectured that when G is a co-chordal graph, the projective dimension pd(S/I(G)) is equal to the maximum degree of vertices of G (see [15, Conjecture 4.13] ). Although this conjecture is true for some classes of graphs (e.g., [15, Corollary 4.12] , [31, Theorem 2.13] ), in general, it is not true; see [31] . Actually, considering the maximum degree of vertices of G is equal to considering the maximum cardinality of the vertex set of bouquets those are subgraph of G. Corollary 5.3 means that we need to consider arbitrary complete bipartite subgraphs though a bouquet is a complete bipartite graphs of type (1, n).
The following examples are graphs whose edge ideals have 2-linear resolutions for which we can adapt Corollary 5.3 (the 4-cycle C 4 is noted in [31] ). These are also of examples showing that we should apply Theorem 1.1 instead of [26, Theorem 3.1] to know non-vanishing of Betti numbers of the edge ideals. x 3
x 5
Then the (N-graded) Betti diagram of S/I(G) is j\i 0 1 2 3 4 0 1 1 8 14 9 2 We focus on β 4,5 (S/I(G)). Since G does not have a complete bipartite subgraph of type (1, 4) (bouquet), we cannot obtain β 4,5 (S/I(G)) = 0 from [26, Theorem 3.1]. On the other hand, G has a complete bipartite subgraph of type (2, 3), we have β 4,5 (S/I(G)) = 0 by Theorem 1.1.
Actually the induced subgraphs of G on both {x 1 , x 2 , x 3 , x 4 , x 5 } and {x 2 , x 3 , x 4 , x 5 , x 6 } are complete bipartite graph of type (2, 3) .
Also, pd(S/I(G)) = 4 = 2 + 3 − 1.
The graphs in Examples 5.5 and 5.6 are Ferrers graphs with shape (2, 2) and (3, 3, 2), respectively. Ferrers graphs lie in the class of co-chordal graphs. Corso and Nagel [6, Theorem 2.1] gave an exact formula for the N-graded Betti numbers of edge ideals of Ferrers graphs. Later Dochtermann and Engström [8] provided a combinatorial meaning of these Betti numbers, which fits our point of view. In particular, Ferrers graphs G λ are co-chordal graphs with c((G λ ) σ ) is either 1 or 2 for any subsets σ ⊂ V .
Cohen-Macaulay bipartite graphs
We continue the investigation of the converse of Theorem 1.1. Next, we focus on the class of graphs G satisfying reg(S/I(G)) = a(G). Does the converse of Theorem 1.1 hold for these graphs? In this section, we discuss this problem.
Note that chordal graphs including forests are such graphs; see Theorem 2.2. On N-grading, the author [26] proved that the converse of Theorem 1.1 (precisely, [26, Theorem 3.1]) is true for these graphs ([26, Theorem 4.1]). (Actually this is true for N N -grading.) In this section we focus on Cohen-Macaulay bipartite graphs G, which also satisfy reg(S/I(G)) = a(G); see Theorem 2.2. As a result, we will characterize the projective dimension of Cohen-Macaulay bipartite graphs (Corollary 6.6).
We first recall the notion of Alexander duality. Let S = K[x 1 , . . . , x N ] be a polynomial ring over a field K with N N -grading. Let I be a squarefree monomial ideal of S with the minimal prime decomposition
Then the Alexander dual ideal of I, denoted by I * is the squarefree monomial ideal generated by
Bayer, Charalambous, and Popescu [2] investigated relations on graded Betti numbers of a squarefree monomial ideal and its Alexander dual ideal. Let ≺ denote the partial order on N N : for σ = (σ ℓ ), τ = (τ ℓ ) ∈ N N with σ = τ , σ ≺ τ if and only if σ ℓ ≤ τ ℓ for all ℓ = 1, . . . , N. We say that β i,σ (I) is extremal if β j,τ (I) = 0 for all j ≥ i and τ ≻ σ with |τ | − |σ| ≥ j − i. Also, Eagon and Reiner [9] proved the following theorem. Let G be a finite simple graph on V . By Theorem 6.1, if β r,σ (I(G) * ) = 0 is extremal, then we have β |σ|−r,σ (S/I(G)) = 0. Thus we consider, in this situation, whether there exists a set of complete bipartite subgraphs of G which guarantees the non-vanishing of β |σ|−r,σ (S/I(G)) via Theorem 1.1. Note that when this is positive, we can characterize the regularity and the projective dimension in terms of Theorem 1.1 by Theorem 6.2 and Remark 6.3.
In general, we do not know the answer. But when G is a Cohen-Macaulay bipartite graph, the answer is yes. Before stating the result, we give one definition.
Let G be a finite simple graph. Let B = {B 1 , . . . , B r } be a set of complete bipartite subgraphs of G. We set
We say B is a pairwise 3-disjoint set of complete bipartite subgraphs of G if B satisfies the condition (1) and (2) In particular, we can recover the following result for the regularity. To prove Proposition 6.4, we first recall the results by Herzog and Hibi [20] , the structure of a Cohen-Macaulay bipartite graph and its graded minimal free resolution. Theorem 6.8 (Herzog and Hibi [20] ). Let G be a bipartite graph on the vertex set V with a bipartition V = {x 1 , . . . , x m } ∪ {y 1 , . . . , y n } without isolated vertices. Then G is Cohen-Macaulay if and only if n = m and there exists a relabeling of the variables x 1 , . . . , x n and y 1 , . . . , y n satisfying the following 3 conditions:
Let G be a Cohen-Macaulay bipartite graph on V = {x 1 , . . . , x n } ∪ {y 1 , . . . , y n } satisfying (CM1), (CM2), and (CM3). Then we can associate the poset P G with G: the set of elements of P G is {p 1 , . . . , p n } and p i ≤ p j if and only if {x i , y j } ∈ E(G). A poset ideal I of P G is a subset of P G with the property: if p ℓ ∈ I, then p ℓ ′ ∈ I for all p ℓ ′ ≤ p ℓ . By definition, a poset ideal is determined by the maximal elements of it. We denote the set of maximal elements of I by M(I). The set of all poset ideals of P G forms a distributive lattice L G . We consider the squarefree monomial ideal H G := H P G generated by u I , I ∈ L G , where
The ideal H G is in fact the Alexander dual ideal of I(G).
Herzog and Hibi [20] gave an explicit minimal N-graded free resolution of H G , which is also a minimal N 2n -graded free resolution. The ith free bases are Since M(I) is the set of maximal elements of I, it forms an antichain. In terms of the graph G, the edges {x ℓ 1 , y ℓ 1 }, . . . , {x ℓr , y ℓr } are pairwise 3-disjoint in G. We define V 1 to be the subset of V consisting of all vertex z ∈ V which divides U I and one of {z, x ℓ 1 }, {z, y ℓ 1 } is an edge of G. Next we define V 2 to be the subset of V \ V 1 consisting of all vertex z ∈ V \ V 1 which divides U I and one of {z, x ℓ 2 }, {z, y ℓ 2 } is an edge of G. Similarly, we define V 3 , . . . , V r . Note that x ℓ k , y ℓ k ∈ V k and V 1 , . . . , V r are pairwise disjoint. Then it is enough to show that σ = V 1 ∪ · · · ∪ V r and G V k is a complete bipartite subgraph of G.
We first show that σ = V 1 ∪ · · · ∪ V r . It is clear that {x ℓ 1 , . . . , x ℓr , y ℓ 1 , . . . , y ℓr } ⊂ V 1 ∪ · · · ∪ V r ⊂ σ.
Put σ 0 = σ \ {x ℓ 1 , . . . , x ℓr , y ℓ 1 , . . . , y ℓr }. For x ℓ ∈ σ 0 , since p ℓ ∈ I, there exists ℓ 0 ∈ {ℓ 1 , . . . , ℓ r } such that p ℓ ≤ p ℓ 0 . Then {x ℓ , y ℓ 0 } ∈ E(G). Therefore x ℓ ∈ V 1 ∪ · · · ∪ V ℓ 0 . Next we consider about y ℓ ′ ∈ σ 0 . In this case p ℓ ′ ∈ P G \ I. Therefore there exists ℓ 0 ∈ {ℓ 1 , . . . , ℓ r } such that p ℓ 0 ≤ p ℓ ′ . When this is the case, {x ℓ 0 , y ℓ ′ } ∈ E(G) as required. We next show that G V k is a complete bipartite subgraph of G. Take x ℓ , y ℓ ′ ∈ V k . Then from the construction of V k , we have {x ℓ , y ℓ k }, {x ℓ k , y ℓ ′ } ∈ E(G). Since G satisfies (CM3), it follows that {x ℓ , y ℓ ′ } as desired.
Unmixed bipartite graphs
In this section we consider unmixed bipartite graphs G. In [27] , Kummini investigated the edge ideals of such graphs. He constructed the acyclic reduction G, which is a Cohen-Macaulay bipartite graph, from an unmixed bipartite graph G and describe the regularity and the projective dimension of I(G) in terms of the Alexander dual ideal of the edge ideal of G ([27, Proposition 3.2]). In particular, he proved reg(S/I(G)) = a(G). In this section, we focus on the projective dimension and give a characterization of it as a generalization of Corollary 6.6 by using Kummini's results.
Precisely, the following theorem is the main result in this section. First, we recall the Kummini's idea in [27] . Let G be an unmixed bipartite graph on V without isolated vertices. Then Villarreal [38] proved that V can be bipartitioned as V = {x 1 , . . . , x n } ∪ {y 1 , . . . , y n } with the properties (CM1) and (CM3) in Theorem 6.8. In particular, G has a perfect matching. With a bipartite graph with perfect matching on the vertex set V = {x 1 , . . . , x n } ∪ {y 1 , . . . , y n }, we can associate the directed graph d G on the vertex set [n] := {1, 2, . . . , n}: ij (i = j) is a (directed) edge of d G if and only if {x i , y j } is an edge of G. When G is unmixed, it follows by (CM3) that the corresponding directed graph d G is transitive, that is, both ij and jk are edges of d G , then ik is also an edge of d G . Moreover when G is Cohen-Macaulay, it follows by (CM2) that the corresponding directed graph d G is acyclic, that is, there is no directed cycle.
Let G be an unmixed bipartite graph and d = d G the corresponding directed graph on [n]. A pair i, j of vertices of d are said to be strongly connected if both of ij and ji are edges of d. Then strongly connected components form a partition of the vertex set. Let Z 1 , . . . , Z t be strongly connected components of d. We define the directed graph d on [t] by setting ab (a = b) is a (directed) edge of d if and only if ij is an edge of d for some (all) i ∈ Z a and some (all) j ∈ Z b . Then d is acyclic. Also it is transitive since d is transitive. Let G is the bipartite graph on {u 1 , . . . , u t } ∪ {v 1 , . . . , v t } such that {u a , v a } is an edge of G for a = 1, . . . , t, and for a = b, {u a , v b } is an edge of G if and only if ab is an edge of d. Then G is a Cohen-Macaulay bipartite graph. We call G the acyclic reduction of G. We set ζ a = #Z a for a = 1, . . . , t. Also for σ = a u sa a b v r b b , we set σ ζ = a u saζa a b v r b ζ b b . Kummini [27] proved the following proposition. Proof of Theorem 7.1. Take β r,σ ((I( G)) * ) = 0 which gives pd(S/I(G)). We first prove that we may assume that β r,σ ((I( G)) * ) = 0 is extremal.
Suppose that β r,σ ((I( G)) * ) is not extremal. Then there exists β s,τ ((I( G)) * ) = 0 with s ≥ r, τ ≻ σ, and |τ | − |σ| ≥ s − r. Note that both σ and τ are (0, 1)-vectors since (I( G)) * is a squarefree monomial ideal. Thus we identify σ and τ with subsets of the vertex set of G as before. Then τ ≻ σ implies τ σ and we have We first prove that B k is a subgraph of G, that is, we prove that {x p , y q } is an edge of G for p ∈ Z a , q ∈ Z b with u a ∈ V ( B k ), v b ∈ V ( B k ). If a = b, then p, q belongs to the same strongly connected component of d. Therefore {x p , y q } ∈ E(G). Assume a = b. Since B k is a complete bipartite subgraph of G, {u a , v b } is an edge of G. Therefore ab is an edge of d. Then it follows that pq is an edge of d and that {x p , y q } ∈ E(G).
Since B is pairwise 3-disjoint, we can choose e k = {u a k , v b k } ∈ E( B k ), k = 1, . . . r those are pairwise 3-disjoint. Take p k ∈ Z a k and q k ∈ Z b k for each k. Then e k := {x p k , y q k } is an edge of B k . If {x p k , y q ℓ } is an edge of G for k = ℓ, then p k q ℓ is an edge of d. Note that p k ∈ Z a k , q ℓ ∈ Z b ℓ . If a k = b ℓ , then e k = {u b ℓ , v b k } and e ℓ = {u a ℓ , v b ℓ }. This contradicts to the 3-disjointness of e k and e ℓ because {u b ℓ , v b ℓ } is an edge of G. When a k = b ℓ , it follows that a k b ℓ is an edge of d. In particular, {u a k , v b ℓ } is an edge of G. This also contradicts to the 3-disjointness of e k and e ℓ . Therefore we conclude that e 1 , . . . , e r are pairwise 3-disjoint.
Since V ( B k ) ∩ V ( B ℓ ) = ∅, we have V (B k ) ∩ V (B ℓ ) = ∅ for k = ℓ. Therefore B = {B 1 , . . . , B r } is a pairwise 3-disjoint set of complete bipartite subgraphs of G. Since |σ ζ | = #V (B), the assertion follows.
