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HILBERT FUNCTIONS OF COX RINGS OF DEL PEZZO SURFACES
JINHYUNG PARK AND JOONYEONG WON
Abstract. To study syzygies of the Cox rings of del Pezzo surfaces, we calculate important syzygetic
invariants such as the Hilbert functions, the Green-Lazarsfeld indices, the projective dimensions, and
the Castelnuovo-Mumford regularities. Using these computations as well as the natural multigrading
structures by the Picard groups of del Pezzo surfaces and Weyl group actions on Picard lattices, we
determine the Betti diagrams of the Cox rings of del Pezzo surfaces of degree at most four.
1. Introduction
In 1958, Nagata constructed the first counterexample to Hilbert’s 14th problem, which asked whether
the ring of invariance by a group action is finitely generated ([N]). Let k be an algebraically closed field
of characteristic zero. Consider a group action on a polynomial ring Rr := k[x1, . . . , xr, y1, . . . , yr] by
r-th power of the additive group Ga(k)
r given by xi 7→ xi, yi 7→ yi + tixi for (t1, . . . , tr) ∈ Ga(k)
r. Take
a general linear subspace Gn ⊂ Ga(k)
r of dimension n with the induced group structure. There is an
induced group action of Gn on Rr. Note that
RGnr ≃ Cox(X
r−n−1
r )
where Xr−n−1r is the blow-up of P
r−n−1 at r general points (see [M1]). The Cox ring was first introduced
by Hu and Keel ([HuKe]) based on Cox’s construction of toric varieties ([C]). The Cox ring of a smooth
projective variety X with a finitely generated Picard group is defined as
Cox(X) :=
⊕
L∈Pic(X)
H0(X,L).
Their explicit description captures much of important geometric and arithmetic properties (see e.g.,
[HuKe] and [CTS]). Nagata, in fact, proved that Cox(Xr−n−1r ) is not finitely generated when r = 13, n =
10. In general, Cox(Xr−n−1r ) is not finitely generated if and only if
1
2 +
1
r−n+
1
n
≤ 1 (see [CT], [M1], [M2]).
In particular Cox(X2r ) is finitely generated when r ≤ 8. It is well known that every del Pezzo surface, a
smooth projective surface with ample anticanonical divisor, is isomorphic to either X2r for 0 ≤ r ≤ 8 or
P1 × P1. To study the ring of invariance when it is finitely generated, Hilbert proved his famous syzygy
theorem, and introduced the Hilbert function and the Hilbert polynomial. Thus it is quite natural to
study syzygies of Cox rings of del Pezzo surfaces.
The obvious first step to study syzygies is to study generators. Starting with the pioneering work of
Batyrev and Popov ([BP]), there has been considerable interest in systematic understanding the gen-
erators of ideals of Cox rings of del Pezzo surfaces (see e.g., [P], [D], [STV], [LV], [SS], [TVAV], [SX]).
The main problem was known as the Batyrev-Popov conjecture posed in [BP]. To state the conjecture
precisely, we introduce some notations. Let Sr := X
2
r be a del Pezzo surface of degree (−KSr)
2 = 9− r.
It is well known that if r ≤ 3, then Sr is a toric variety so that Cox(Sr) is a polynomial ring. Thus from
now on we assume that 4 ≤ r ≤ 8. It was shown in [BP] that Cox(Sr) is generated by distinguished global
sections, which are corresponding sections of (−1)-curves and basis of H0(S8,OS8(−KS8)). Let Gr be a
basis of the vector space
⊕
E:(−1)-curve H
0(Sr, E) for r ≤ 7 or
(⊕
E:(−1)-curve H
0(S8, E)
)
⊕H0(S8,−KS8).
Then we can write
Cox(Sr) = k[Gr]/Ir
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where Ir is the ideal of relations between the generators of Cox(Sr). Cox rings in general are usually
considered as Picard group graded rings, but for Cox rings of del Pezzo surfaces, we have a natural
Z-grading by taking intersection with the anticanonical divisor class. See Subsection 3.1 for more detials
on Cox rings of del Pezzo surfaces. The Batyrev-Popov conjecture is the following.
Conjecture 1.1 (Batyrev-Popov). Ir is generated by quadrics
This conjecture is finally confirmed by [SX] and [TVAV].
A possible next step to study syzygies is to compute the Green-Lazarsfeld index, which was introduced
in [BCR] after Green and Lazarsfeld’s works ([GL1] and [GL2]). It is defined to be the largest integer p
such that bi,j = 0 for all i ≤ p and j ≥ i + 2, where bi,j is the graded Betti number. We denote it by
index(Cox(Sr)). The Batyrev-Popov conjecture can be restated as index(Cox(Sr)) ≥ 1 for r ≥ 4. We
prove the following.
Theorem 1.2 (Theorem 5.2). Let Sr be a del Pezzo surface of degree 9 − r. Then index(Cox(S4)) = 2
and index(Cox(Sr)) = 1 for 5 ≤ r ≤ 8.
We first note that index(Sr)) ≥ 1 is equivalent to the Batyrev-Popov conjecture. We further argue to
obtain the upper bound for index(Sr). See Subsections 5.1 and 5.2 for the complete proof. Our proof is
elementary and heavily depends on the computation of some syzygetic invariants of Cox(Sr).
The main purpose of the present paper is to calculate important invariants of Cox rings of del Pezzo
surfaces such as the Castelnuovo-Mumford regularity reg(Cox(Sr)), the projective dimension pd(Cox(Sr)),
the Hilbert function HCox(Sr)(t), and the Hilbert polynomial PCox(Sr)(t).
Theorem 1.3 (Corollaries 3.9 and 3.10 and Theorem 4.1). Let Sr be a del Pezzo surface of degree 9− r
where 4 ≤ r ≤ 8. Then we have the following.
(1) reg(Cox(Sr)) = 2(r − 3).
(2) pd(Cox(Sr)) = |Gr| − r − 3.
(3) The Hilbert function HCox(Sr)(t) and the Hilbert polynomial PCox(Sr)(t) coincide, and they are given
as follows.
r HCox(Sr)(t) = PCox(Sr)(t)
4 1
6!
(5t6 + 75t5 + 455t4 + 1425t3 + 2420t2 + 2100t + 720)
5 1
7!
(34t7 + 476t6 + 2884t5 + 9800t4 + 20146t3 + 25004t2 + 17256t + 5040)
6 1
8!
(372t8 + 4464t7 + 25200t6 + 86184t5
+193788t4 + 291816t3 + 284640t2 + 161856t + 40320)
7 1
9!
(9504t9 + 85536t8 + 412992t7 + 1294272t6 + 2860704t5 + 4554144t4
+5125248t3 + 3863808t2 + 1752192t + 362880)
8 1
10!
(1779840t10 + 8899200t9 + 32140800t8 + 75168000t7 + 137531520t6
+186883200t5 + 191635200t4 + 141696000t3 + 74183040t2 + 24624000t + 3628800)
For the proof of Theorem 1.3, see Subsection 3.3 and Section 4 whose main ingredient is Popov’s
geometric result that ProjCox(Sr) ⊂ P
|Gr|−1 is arithmetically Gorenstein ([P]; Proposition 3.5).
Finally, as an application of Theorem 1.3, we determine the Betti diagrams of Cox(Sr) for r = 4, 5.
Theorem 1.4 (Theorems 6.4 and 6.5). We have the following.
(1) The Betti diagram of Cox(S4) is given as follows.
1 − − −
− 5 5 −
− − − 1
(2) The Betti diagram of Cox(S5) is given as follows.
1 − − − − − − − −
− 20 48 3 − − − − −
− − 10 176 280 176 10 − −
− − − − − 3 48 20 −
− − − − − − − − 1
We point out that the symmetry of the Betti diagrams is not an accident (see Corollary 3.11 for the
precise form of the duality). Furthermore we also compute the Pic(Sr)-graded minimal free resolutions
of Cox(Sr) for r = 4, 5. See Section 6 for more details.
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The remianing part of this paper is organized as follows. We start in Section 2 by reviewing known
facts on del Pezzo surfaces, Cox rings, and syzygies of graded modules. In Section 3, we then explain
basic properties of Cox rings of del Pezzo surfaces. In particular, we show that Cox rings of del Pezzo
surfaces are Gorenstein (Proposition 3.5), and present some consequences in Subsection 3.3 (Corollaries
3.9 and 3.10). Section 4 is devoted to the computation of the Hilbert functions of Cox rings of del Pezzo
surfaces (Theorem 4.1). In Section 5, we compute the Green-Lazarsfeld indices of Cox rings of del Pezzo
surfaces (Theorem 5.2). Finally, in Section 6, we determine the multigraded minimal free resolutions of
Cox(S4) and Cox(S5) and consequently the Betti diagrams of them (Theorems 6.4 and 6.5).
Throughout the paper, we work over an algebraically closed field k of characteristic zero.
2. Preliminaries
In this section, we collect some basic notions and facts which will be used throughout the paper.
2.1. Del Pezzo surfaces. We briefly review basic properties of del Pezzo surfaces.
Definition 2.1. A del Pezzo surface S is a smooth projective surface over k such that the anticanonical
divisor −KS is ample. The degree of a del Pezzo surface S is the integer (−KS)
2.
A del Pezzo surface is isomorphic to either a blow-up of P2 at r points in general position for 0 ≤ r ≤ 8
or P1×P1. Here we fix some notations. Let Sr be a del Pezzo surface obtained by a blow-up π : Sr → P
2
at r points in general position for 0 ≤ r ≤ 8 with exceptional divisors E1, . . . , Er, and let L := π
∗OP2(1).
Then Pic(Sr) = Z[L]⊕ Z[E1]⊕ · · · ⊕ Z[Er ], and −KSr = 3L−
∑r
i=1 Ei.
Definition 2.2. An irreducible curve C on a smooth projective surface S is called a (−1)-curve if
C2 = KS .C = −1.
Recall that all (−1)-curves on a del Pezzo surface Sr are given as follows (up to permutation).
E1 (r ≥ 1)
L− E1 − E2 (r ≥ 2)
2L− E1 − E2 − E3 − E4 − E5 (r ≥ 5)
3L− 2E1 − E2 − E3 − E4 − E5 − E6 − E7 (r ≥ 7)
4L− 2E1 − 2E2 − 2E3 − E4 − E5 − E6 − E7 − E8 (r ≥ 8)
5L− 2E1 − 2E2 − 2E3 − 2E4 − 2E5 − 2E6 − E7 − E8 (r ≥ 8)
6L− 3E1 − 2E2 − 2E3 − 2E4 − 2E5 − 2E6 − 2E7 − 2E8 (r ≥ 8)
The number of (−1)-curves on Sr is given as follows.
r 0 1 2 3 4 5 6 7 8
number of (−1)-curves 0 1 3 6 10 16 27 56 240
From now on we assume that 3 ≤ r ≤ 8 for convenience.
Definition 2.3. We call a nef divisor Q on Sr a conic if Q
2 = 0,−KSr .Q = 2 and a twisted cubic if
C2 = 1,−KSr .C = 3.
Note that a plane conic (resp. twisted cubic) in P3 lying on a cubic surface S6 ⊂ P
3 is actually a conic
(resp. twisted cubic) divisor on S6.
For instance, the divisor L − E1 is a conic on Sr, and the divisor L is a twisted cubic on Sr. The
complete linear system of a conic Q on Sr induces a fibration f : Sr → P
1 such that Q = f∗OP1(1), and
that of a twisted cubic C on Sr induces a morphism π : Sr → P
2 such that C = π∗OP2(1). The numbers
of conics and twisted cubics on Sr are given as follows.
r 3 4 5 6 7 8
number of conics 3 5 10 27 126 2160
number of twisted cubics 2 5 16 72 576 17520
Proposition 2.4 ([TVAV, Proposition 3.1 and Lemma 3.4]). The following hold.
(1) The effective cone Eff(Sr) is generated by (−1)-curve classes.
(2) The nef cone Nef(Sr) is generated by classes of conics, twisted cubics, and −KS6,−KS7,−KS8 .
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We can define a root system Rr ⊂ Pic(Sr) as
Rr := {[D] ∈ Pic(Sr) | D
2 = −2,−KSr .D = 0}.
Then we obtain the following table.
R3 R4 R5 R6 R7 R8
A1 ×A2 A4 D5 E6 E7 E8
Let Wr be the Weyl group of the root system Rr. Then we can naturally extend the action of Wr on
[−KSr ]
⊥ to Pic(Sr) by fixing [−KSr ].
2.2. Cox rings. We recall the definition of Cox ring.
Definition 2.5. Let X be a smooth projective variety with finitely generated Picard group. We choose
generators L1, . . . , Lm of Pic(X). The Cox ring of X with respect to L1, . . . , Lm is a Pic(X)-graded ring
defined by
Cox(X) :=
⊕
(a1,...,am)∈Zm
H0(X, a1L1 + · · ·+ amLm).
For D ∈ Pic(X), the degree D part of Cox(X) is denoted by Cox(X)D = H
0(X,D).
The ring structure on Cox(X) certainly depends on the choice of generators of Pic(X), but the finite
generation of Cox(X) is independent of the choice of generators of Pic(X) (see [HuKe, Remark in p.341]).
Remark 2.6. We will see in Subsection 3.1 that there is a natural choice of generators of Pic(Sr) so that
we can fix the ring structure on the Cox ring of a del Pezzo surface Sr.
Note that Cox(X) is finitely generated if and only if X is a Mori dream space ([HuKe, Proposition
2.9]). Typical examples of Mori dream spaces are toric varieties, regular varieties with Picard number
one, and varieties of Fano type. For further details on Cox rings and Mori dream spaces, we refer to
[HuKe].
2.3. Syzygies. We recall basic notions in syzygies. For more details, see [E1]. Let R := k[x0, . . . , xN ]
be a polynomial ring over k and let M be a finitely generated Z-graded R-module. By Hilbert’s syzygy
theorem, there is a unique minimal free resolution of M with a finite length
F0 ←− F1 ←− · · · ←− Fpd(M) ←− 0
with Fi =
⊕
j S(−j)
bi,j(M).
Definition 2.7. We call bi,j(M) the graded Betti number of M . The graded Betti numbers forms the
Betti diagram (or Betti table) of M as follows.
b0,0(M) b1,1(M) · · · bpd(M),pd(M)(M)
b0,1(M) b1,2(M) · · · bpd(M),pd(M)+1(M)
...
...
. . .
...
b0,reg(M)(M) b1,reg(M)+1(M) · · · bpd(M)+1,pd(M)+reg(M)+1(M)
Here pd(M) is the projective dimension of M and reg(M) is the Castelnuovo-Mumford regularity of M .
Remark 2.8. When R and M are multigraded, one can easily define the multigraded minimal free resolu-
tion and multigraded Betti numbers. For more details on multigraded syzygies, we refer to [MS, Chapter
8].
Definition 2.9. We say that M satisfies the Np property if bi,j = 0 for all i ≤ p and j ≥ i + 2. The
Green-Lazarsfeld index of M is the largest p such that M satisfies the Np property. We denote it by
index(M).
Remark 2.10. Let X ⊂ PN be a projective variety and RX :=
⊕
m∈Z H
0(X,OX(m)) be the section ring.
Then RX is a finitely generated Z-graded S-module where S is the homogeneous coordinate ring of P
N .
It is easy to see that RX satisfies N0 property if and only if X ⊂ P
N is projectively normal, and RX
satisfies N1 property if and only if X ⊂ P
N is projectively normal and its defining ideal is generated by
quadrics (see [GL1, Subsection 3a]). For further details, we refer [GL1], [GL2] and [EGHP].
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Definition 2.11. The Hilbert function HM : Z≥0 → Z≥0 is defined as HM (t) := dimk Mt. Hilbert proved
that there is a polynomial PM (t) of t such that PM (t) = HM (t) for t ≫ 0. We call PM (t) the Hilbert
polynomial. The Hilbert series is HSM (t) :=
∑
HM (k)t
k.
The Hilbert function can be computed from the Betti diagram as follows. Let Bj(M) :=∑
i≥0(−1)
ibi,j(M). It is easy to see that
HM (j) = Bj(M) +
∑
k<j
Bk(M)
(
N + j − k
N
)
.
Conversely, we also have
Bj(M) = HM (j)−
∑
k<j
Bk(M)
(
N + j − k
N
)
.
Hilbert also proved that the Hilbert series HSM (t) is a rational function
KM (t)
(1−t)N+1
, and the K-polynomial
KM (t) is given by KM (t) =
∑
Bj(M)t
j .
3. Gorensteinness of Cox rings of del Pezzo surfaces
In this section, we explain basic properties of Cox rings of del Pezzo surfaces. More precisely, we present
the generators of Cox rings of del Pezzo surfaces (Proposition 3.2) and show that they are Gorenstein
rings (Proposition 3.5). As consequences we calculate some syzygetic invariants of them (Corollary 3.10).
3.1. Cox rings of del Pezzo surfaces. We briefly review basics of Cox rings of del Pezzo surfaces.
Here we define Cox rings of del Pezzo surfaces and fix the notations which will be used in the remaining
of this paper.
Let Sr be a del Pezzo surface of degree 9− r. Recall that L,E1, . . . , Er generate Pic(Sr). Using these
generators as in [BP] and [TVAV], we give a Pic(Sr)-graded ring structure on Cox(Sr) as
Cox(Sr) :=
⊕
(a0,...,ar)∈Zr+1
H0(Sr, a0L+ a1E1 + · · ·+ arEr).
There is another natural grading on Cox(Sr). For a homogeneous element s ∈ Cox(Sr) with respect to
the Pic(Sr)-grading, there is a line bundle D such that s ∈ H
0(Sr, D). Then we define deg(s) := −KSr .D.
This grading gives rise to the Z-grading on Cox(Sr). We call this grading as the anticanonical grading
on Cox(Sr).
It is well known that for 0 ≤ r ≤ 3, the del Pezzo surface Sr is a toric variety so that Cox(Sr) is a
polynomial ring. Throughout this section, we assume that 4 ≤ r ≤ 8.
Definition 3.1. A distinguished global section is a global section s ∈ H0(Sr, D) for some effective
divisor D such that D is a (−1)-curve or −KS8. We denote Gr by a basis of the vector space⊕
E:(−1)-curve H
0(Sr, E) for r ≤ 7 or
(⊕
E:(−1)-curve H
0(S8, E)
)
⊕H0(S8,−KS8).
The number of elements of Gr is given as follows.
r 4 5 6 7 8
|Gr| 10 16 27 56 242
We write k[Gr ] for the Pic(Sr)-graded polynomial ring whose variables are indexed by the elements of
Gr.
Proposition 3.2 ([BP, Theorem 3.2]). Cox(Sr) is generated by distinguished global sections. In partic-
ular, there is a canonical surjection gr : k[Gr]→ Cox(Sr).
Let Ir be the kernel of gr : k[Gr ] → Cox(Sr). Then Ir and Cox(Sr) are finitely generated Pic(Sr)-
graded k[Gr ]- modules.
By giving deg(x) := 1 to any x ∈ Gr, we can regard k[Gr] as a Z-graded polynomial ring. Then Ir and
Cox(Sr) are also finitely generated Z-graded k[Gr ]- modules. Furthermore this Z-grading on Cox(Sr)
coincides with the anticanonical grading.
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3.2. Geometry of Proj of Cox rings. Recall that Cox(Sr) has a natural Z-grading, and hence we can
define a projective variety
Xr := ProjCox(Sr) ⊂ P
Nr
where Nr = |Gr| − 1. The aim of this subsection is to study some geometric properties of Xr ⊂ P
Nr .
Proposition 3.3. We have the following.
(1) nr := dimXr = r + 2.
(2) Xr ⊂ P
Nr is projectively normal.
(3) Pic(Xr) = Z[OXr (1)].
(4) Cox(Sr) ≃
⊕
m∈ZH
0(Xr,OXr (m)) as a Z-graded ring.
Proof. (1): Note that dimXr = dimCox(Sr)− 1 = rankPic(Sr) + dimSr − 1 = r + 2.
(2): It is a consequence of Proposition 3.2.
(3): Since Cox(Sr) is a unique factorization domain, the assertion follows.
(4): Note that Cox(Sr) is the homogeneous coordinate ring of Xr ⊂ P
Nr . Since Xr ⊂ P
Nr is projectively
normal, Cox(Sr) coincides with the section ring of Xr ⊂ P
Nr , and thus we get the assertion. 
Note that the homogenous coordinate ring of PNr is nothing but k[Gr ]. In particular Cox(Sr) satisfies
N0 property.
Remark 3.4. By computation of Hilbert functions of Cox(Sr) in Section 4, we can also determine the
degree dr of Xr ⊂ P
Nr as follows.
d4 d5 d6 d7 d8
5 34 372 9504 1779840
The following is the main property of Xr ⊂ P
Nr .
Proposition 3.5 (Popov). Xr ⊂ P
Nr is arithmetically Gorenstein and −KXr = OXr (9−r). In particular
Xr ⊂ P
Nr is arithmetically Cohen-Macaulay, i.e., Cox(Sr) is Cohen-Macaulay.
Proof. It was originally proved in [P]. Here we give a simple proof. By [B, Theorem 1.2] and [GOST,
Theorem 1.1], Cox(Sr) has at worst log terminal singularities so that it is a Cohen-Macaulay ring. Now
by applying [HaKu, Corollary 1.5], we obtain the conclusion. 
Remark 3.6. In this paper, the characteristic zero assumption is used only to prove Proposition 3.5. In
our proof, we apply results from [B] and [GOST], which only hold in characteristic zero. The original
proof in [P] also requires such an assumption.
Remark 3.7. It is well known that X4 = Gr(2, 5) ⊂ P
9 ([BP, Proposition 4.1]). Note that X5 has 16
isolated singular points, and consequently, one can show that Xr has singular locus of codimension 7
for 5 ≤ r ≤ 8 ([BP, Corollary 4.5]). However singularities on Xr are mild. Since Xr is Gorenstein and
has at worst log terminal singularities, it has at worst canonical singularities. It would be an interesting
problem to study further geometric properties of Xr.
3.3. Consequences. We now present some consequences of Proposition 3.5. First we have the following
vanishing statement.
Corollary 3.8. (1) hi(Xr,OXr (k)) = 0 for 0 < i < nr and k ∈ Z.
(2) hnr(Xr,OXr (k)) = 0 for k ≥ r − 8.
Proof. Since Xr ⊂ P
Nr is arithmetically Cohen-Macaulay by Proposition 3.5, we get (1). For (2), we
apply the Serre duality and Proposition 3.5 so that we have
hnr (Xr,OXr (k)) = h
0(Xr,OXr (r − 9− k)).
The assertion follows. 
Let Hr(t) := HCox(Sr)(t) be the Hilbert function, and let Pr(t) := PCox(Sr)(t) be the Hilbert polyno-
mial.
Corollary 3.9. The Hilbert function and the Hilbert polynomial of Cox(Sr) coincide, i.e., Hr(t) = Pr(t).
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Proof. Since Cox(Sr) ≃
⊕
m∈ZH
0(Xr,OXr (m)) by Proposition 3.3, we have Hr(t) = h
0(Xr,OXr (t)) for
t ≥ 0. By Corollary 3.8, h0(Xr,OXr (t)) = χ(OXr (t)) for t ≥ 0. It is well known that χ(OXr (t)) = Pr(t)
for t ≥ 0. Hence Hr(t) = Pr(t). 
We can also compute the Castelnuovo-Mumford regularity and the projective dimension of Cox(Sr).
Corollary 3.10. reg(Cox(Sr)) = 2(r − 3) and pd(Cox(Sr)) = codim(Xr,P
Nr) = Nr − r − 2.
Proof. Since Cox(Sr) ≃
⊕
m∈ZH
0(Xr,OXr (m)) by Proposition 3.3, we obtain reg(Cox(Sr)) = reg(OXr ).
Using Corollary 3.8, we obtain reg(Cox(Sr)) = 2(r − 3). For the projective dimension, first note that
Xr ⊂ P
Nr is arithmetically Cohen Macaulay by Proposition 3.5. Then we obtain pd(Cox(Sr)) =
codim(Xr,P
Nr) = Nr − r − 2. 
We also have the following duality of graded Betti numbers.
Corollary 3.11. bi,j(Cox(Sr)) = bNr−r−i−2,r+Nr−j−8(Cox(Sr)).
Proof. The assertion follows from Green’s duality theorem ([G, Theorem 2.c.6]). 
We will see the multigraded version duality in Section 6 (see Lemma 6.3).
4. Hilbert functions of Cox rings of del Pezzo surfaces
This section is the main part of the present paper and is devoted to computation of Hilbert functions of
Cox rings of del Pezzo surfaces. Let Sr be a del Pezzo surface of degree 9− r. We assume that 4 ≤ r ≤ 8.
Theorem 4.1. The Hilbert functions HCox(Sr)(t) of Cox rings of del Pezzo surfaces are given as follows.
r HCox(Sr)(t) = PCox(Sr)(t)
4 1
6!
(5t6 + 75t5 + 455t4 + 1425t3 + 2420t2 + 2100t + 720)
5 1
7!
(34t7 + 476t6 + 2884t5 + 9800t4 + 20146t3 + 25004t2 + 17256t + 5040)
6 1
8!
(372t8 + 4464t7 + 25200t6 + 86184t5
+193788t4 + 291816t3 + 284640t2 + 161856t + 40320)
7 1
9!
(9504t9 + 85536t8 + 412992t7 + 1294272t6 + 2860704t5 + 4554144t4
+5125248t3 + 3863808t2 + 1752192t + 362880)
8 1
10!
(1779840t10 + 8899200t9 + 32140800t8 + 75168000t7 + 137531520t6
+186883200t5 + 191635200t4 + 141696000t3 + 74183040t2 + 24624000t + 3628800)
The organization of arguments for the proof of this theorem is as follows. First, we explain our strategy,
and then, we present actual calculations.
4.1. Strategy. Since we know that the Hilbert function and the Hilbert polynomial of Cox(Sr) coincide,
we naively think that it is enough to calculate h0(Xr,OXr (k)) for dimXr + 1 = r + 3 many different
values k. To reduce the calculations, we further use geometric properties of Xr ⊂ P
Nr (see Subsection
3.2).
Since Xr ⊂ P
Nr is arithmatically Cohen-Macaulay (Proposition 3.5), so is every general linear section
X . Thus we obtain h1(X,OX(k)) = 0 for all k ∈ Z when dimX ≥ 2. Then for two successive linear
sections Y ⊂ X of Xr ⊂ P
Nr , we have
h0(X,OX(k)) = h
0(X,OX(k − 1)) + h
0(Y,OY (k)).
Recall that Xr has at worst canonical singularities so that Xr is, in particular, normal. Thus a general
curve section Cr ⊂ P
Nr−dim Xr+1 is smooth, and KCr = OCr (2(r − 4)). By Riemann-Roch formula, it
suffices to compute degree dr, genus gr, and h
0(Cr,OCr (r − 4)). We have gr = (r − 4)dr + 1, and
h0(Cr,OCr(r − 3))− h
0(Cr ,OCr(r − 5)) = (r − 3)dr − gr + 1 = dr.
Hence we only have to calculate h0(Cr,OCr(r−5)) and h
0(Cr,OCr(r−3)). For this purpose, we actually
compute h0(Xr,OXr (1)), . . . , h
0(Xr,OXr (r − 3)). Note that
h0(Xr,OXr (k)) =
∑
−KSr .D=k
h0(Sr,OSr(D)).
Let degD := −KSr .D for a divisor D on Sr. Thus our actual computation is carried out by the following
order.
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Step 1. Make up a list of all effective divisors D up to linear equivalence on Sr with 1 ≤ degD ≤ r − 3.
Step 2. Compute h0(Sr,OSr(D)) for all effective divisors D in Step 1.
For Step 2, we use the next lemma.
Lemma 4.2. We have the following.
(1) If D is not nef, then there is a (−1)-curve E with D.E < 0. In this case, h0(Sr,OSr(D)) =
h0(Sr,OSr(D − E)) and deg(D − E) = degD − 1.
(2) If D is nef, then h0(Sr,OSr(D)) =
D2+deg D+2
2 .
Proof. Since Eff(Sr) is generated by (−1)-curves, we can easily check the nefness of a divisor and the
first assertion of (1) follows. If D.E < 0 for some (−1)-curve E, then E must be a fixed component of
|D|, so we obtain the remaining part of (1). For (2), we note that −KSr +D is ample when D is nef. By
Kodaira vanishing theorem, we get hi(Sr,OSr (D)) = 0 for i > 0. Now (2) follows from Riemann-Roch
formula. 
4.2. Computation. The computation of the values h0(Xr,OXr (t)) yields by the following manners.
In the cases of r = 4, 5 and 6, consider (−1)-curves of types E1 , L − E1 − E2 and 2L − E1 − E2 −
E3 − E4 − E5 up to permutation and denote these types by l0, l1 and l2, respectively, depending on
the coefficients of L. Fixing an anticanonical degree and a coefficient of L , we investigate all possible
summation of (−1)-curves. In other words, the divisor aL+ b1E1 + · · ·+ brEr with anticanonical degree
t is represented by li1 + · · ·+ lit , where i1 + · · ·+ it = a . Thus by considering all possible combinations
of li’s, we can collect all informations of coefficients (a; b1, . . . br).
Note that h0(Xr,OXr (1)) is nothing but the number of (−1)-curves on Sr.
4.2.1. r = 4. We have h0(X4,OX4(1)) = 10, and consequently, we get d4 = 5 and g4 = 1.
4.2.2. r = 5. We have h0(X5,OX5(1)) = 16 and
h0(X5,OX5(2)) = 5 + 10 + 30 + 10 + 10 + 30 + 10 + 10 + 1 = 116
by the following table. Thus we get d5 = 34 and g5 = 35.
We read the tables in the following way: In the first column, the vector (a; b1, . . . br) corresponds to the
divisorD = aL+b1E1+· · ·+brEr . And the second column gives the number of divisors that is symmetric
to the divisor appeared in the first column. Namely it presents the number of vectors (b′1, . . . , b
′
r) such
that {b′1, . . . , b
′
r} = {b1, . . . , br}. All those divisors have same values of h
0(Sr,OSr(D)). The total means
the number of divisors times h0(D). Thus h0(Xr,OXr (k)) can be obtained by the summation of the
numbers in the column named by total when −KSr ·D = k.
We now explain how to obtain the following tables. First, we list up all possible types of divisors. This
is an elementary combinatorics problem. Then we compute the numbers of divisors in each type, and
compute h0(D) using Lemma 4.2. For example, when the type of a divisor is (2;−1,−1,−2, 0, 0), the
number of 2L−Ei −Ej − 2Ek such that 1 ≤ i, j, k ≤ 5 and i, j, k are distinct is
(
5
2
)
× 3 = 30. Note that
h0(2L− Ei − Ej − 2Ek) = h
0(2L−E1 − E2 − 2E3). Since (2L− E1 − E2 − 2E3) · (L− E1 − E3) = −1,
we get h0(2L− E1 − E2 − 2E3) = h
0(L− E2 − E3) = 1 by Lemma 4.2.
−KS5 ·D = 2
types (L;E1, E2, E3, E4, E5) number of divisors h
0(D) total
(0 ; 2, 0, 0, 0, 0) 5 1 5
(0 ; 1, 1, 0, 0, 0) 10 1 10
(1 ; 1, -1, -1, 0, 0) 30 1 30
(1 ; -1, 0, 0, 0, 0) 5 2 10
(2 ; -2, -2, 0, 0, 0) 10 1 10
(2 ; -1, -1, -2, 0, 0) 30 1 30
(2 ; -1, -1, -1, -1, 0) 5 2 10
(3 ; -2, -2, -1, -1, -1) 10 1 10
(4 ; -2, -2, -2, -2, -2) 1 1 1
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4.2.3. r = 6. In this cases, the divisor types l0 and l2 play a symmetric role, since the sum of divisors
of types l0 and l2, (Ei) + (2L− E1 − · · · −E6 + Ei) is −KS6 − L. In other words, when we consider all
possibilities of li1 + · · ·+ lit for a given coefficient of L, we have the same if the exchange of the divisor
type l0 and l2 is made. It means that for a given an anticanonical degree t, the divisor types containing
a term aL and the divisor types containing a term (2t− a)L have one to one correspondences.
We have h0(X6,OX6(1)) = 27. By following tables, we obtain h
0(X6,OX6(2)) = 297 and
h0(X6,OX6(3)) = 1939. Thus we get d6 = 372 and g6 = 745.
−KS6 ·D = 2
types (L;E1, E2, E3, E4, E5, E6) number of divisors h
0(D) total
(0 ; 2, 0, 0, 0, 0, 0) 6 1 6
(0 ; 1, 1, 0, 0, 0, 0) 15 1 15
21
(1 ; 1, -1, -1, 0, 0, 0) 60 1 60
(1 ; -1, 0, 0, 0, 0, 0) 6 2 12
72
(2 ; -2, -2, 0, 0, 0, 0) 15 1 15
(2 ; -1, -1, -2, 0, 0, 0) 60 1 60
(2 ; -1, -1, -1, -1, 0, 0) 15 2 30
(2 ; 1, -1, -1, -1, -1, -1) 6 1 6
111
(3 ; ∗, ∗, ∗, ∗, ∗, ∗) 72
(4 ; ∗, ∗, ∗, ∗, ∗, ∗) 21
−KS6 ·D = 3
types (L;E1, E2, E3, E4, E5, E6) number of divisors h
0(D) total
(0 ; 3, 0, 0, 0, 0, 0) 6 1 6
(0 ; 2, 1, 0, 0, 0, 0) 30 1 30
(0 ; 1, 1, 1, 0, 0, 0) 20 1 20
56
(1 ; 2, -1, -1, 0, 0, 0) 60 1 60
(1 ; 1, 1, -1, -1, 0, 0) 90 1 90
(1 ; 1, -1, 0, 0, 0, 0) 30 2 60
(1 ; 0, 0, 0, 0, 0, 0) 1 3 3
213
(2 ; 2, -1, -1, -1, -1, -1) 6 1 6
(2 ; 1, -1, -1, -1, -1, 0) 30 2 60
(2 ; 1, -1, -1, -2, 0, 0) 180 1 180
(2 ; 1, -2, -2, 0, 0, 0) 60 1 60
(2 ; -1, -1, -1, 0, 0, 0) 20 3 60
(2 ; -1, -2, 0, 0, 0, 0) 30 2 60
426
(3 ; 1, -1, -1, -1, -2, -2) 60 1 60
(3 ; -1, -1, -1, -1, -1, -1) 1 4 4
(3 ; -1, -1, -1, -1, -2, 0) 30 3 90
(3 ; -1, -1, -1, -3, 0, 0) 60 1 60
(3 ; -1, -1, -2, -2, 0, 0) 90 2 180
(3 ; -1, -2, -3, 0, 0, 0) 120 1 120
(3 ; -2, -2, -2, 0, 0, 0) 20 1 20
(3 ; -3, -3, 0, 0, 0, 0) 15 1 15
549
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(4 ; ∗, ∗, ∗, ∗, ∗, ∗) 426
(5 ; ∗, ∗, ∗, ∗, ∗, ∗) 213
(6 ; ∗, ∗, ∗, ∗, ∗, ∗) 56
4.2.4. r = 7, 8. By the same way, we can also compute the values h0(Xr,OXr (i)). Since the list is too
long, we omit it.
In summary, we have obtained the following table.
r dr gr h
0(Xr,OXr (1)), . . . , h
0(Xr,OXr (r − 3))
4 5 1 10
5 34 35 16, 116
6 372 745 27, 297, 1939
7 9504 28513 56, 1067, 10576, 67949
8 1779840 7119361 242, 12004, 226327, 2301371, 15449296
From this table, we can calculate the Hilbert functions HCox(Sr)(t) for 4 ≤ r ≤ 8. This proves Theorem
4.1.
As we have discussed in Subsection 2.3, we can also compute Bj(Cox(Sr)) =
∑
i≥0(−1)
ibi,j(Cox(Sr))
from the Hilbert functions HCox(Sr)(t) for 4 ≤ r ≤ 8. Here, we list Bj(Cox(Sr)) for r = 4, 5.
Corollary 4.3. We have the following.
j 0 1 2 3 4 5 6 7 8 9 10 11 12
Bj(Cox(S4)) 1 0 −5 5 0 −1 0 0 0 0 0 0 0
Bj(Cox(S5)) 1 0 −20 48 7 −176 280 −176 7 48 −20 0 1
5. Batyrev-Popov conjecture and Green-Lazarsfeld index
This section is devoted to some applications of the computation of some syzygetic invariants of Cox
rings of del Pezzo surfaces. We compute the Green-Lazarsfeld index of Cox rings of del Pezzo surfaces.
5.1. Batyrev-Popov conjecture. In this subsection, we explain the Batyrev-Popov conjecture. Let Sr
be a del Pezzo surface of degree 9− r. We assume that 4 ≤ r ≤ 8. We have the following exact sequence
0 −→ Ir −→ k[Gr] −→ Cox(Sr) −→ 0
where Gr is the set of generatros of Cox(Sr) (see Subsection 3.1).
We now briefly explain how to find quadric generators of Ir . For simplicity, we assume that r = 4 for a
while. There are ten (−1)-curves on S4: Ei (1 ≤ i ≤ 4), L−Ej−Ek (1 ≤ j < k ≤ 4) (see Subsection 2.1).
We denote by xi and xjk their generating sections. Then k[G4] = k[x1, . . . , x4, x12, . . . , x34]. Consider a
conic Q (say L− E1) on S4. It induces a fibration f : S4 → P
1 with 3 singular fibers
(L− E1 − E2) + E2, (L− E1 − E3) + E3, and (L − E1 − E4) + E4.
We get a surjective linear map fQ : k〈x12x2, x13x3, x14x4〉 → H
0(OS4(Q)). Note that E1 = P
1 is a section
of this fibration. We can regard H0(OS4(Q)) ≃ H
0(OE1(1)). We may assume 3 singular fibers meet E1
at [0 : 1], [1 : 0], [1, 1], and then we obtain
ker(fQ) = k · 〈x12x2 − x13x3 − x14x4〉.
We have seen that the conic Q = L− E1 gives a quadric generator x12x2 − x13x3 − x14x4 of I4.
In general, for a conic Q on Sr with 4 ≤ r ≤ 8, the induced fibration f : Sr → P
1 has r − 1 singular
fibers. Thus ker(fQ) is generated by r−3 quadrics so that each conic gives r−3 quadric generators of Ir.
When r ≥ 7, we have further quadric generators of Ir. On S7, there are 25 additional quadric generators
from−KS7. On S8, there are 27 quadric generators from each −KS8 + E where E is a (−1)-curve and
119 additional quadric generators from −2KS8. For more details, see [D] and [TVAV].
The following was conjectured by Batyrev-Popov, and finally proved in [TVAV] and [SX].
Theorem 5.1 ([TVAV] and [SX]). Ir is generated by quadrics.
The number of minimal generators of Ir is given as follows.
r 4 5 6 7 8
number of minimal generators of Ir 5 20 81 529 17399
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5.2. Green-Lazarsfeld index. The aim of this subsection is to prove the following theorem.
Theorem 5.2. index(Cox(S4)) = 2 and index(Cox(Sr)) = 1 for 5 ≤ r ≤ 8.
Proof. We first deal with the case r = 4. Recall that X4 = Gr(2, 5) ⊂ P
9. Then it is well known that
Gr(2, 5) satisfies N2 property but not N3 property (see e.g., [EGHP, Proposition 3.8 and Remark 3.9]).
Thus index(Cox(S4)) = 2. Considering the case r = 5. We know that index(Cox(S5)) ≥ 1 by Proposition
3.3 and Theorem 5.1. By Corollary 4.3, we have
7 = B4(Cox(S5)) = −b3,4(Cox(S5)) + b2,4(Cox(S5))
so that b2,4(Cox(S5)) ≥ 7. Thus index(Cox(S5)) ≤ 1, and hence, index(Cox(S5)) = 1. Finally, we
consider the case 6 ≤ r ≤ 8. First, we can think that I5 ⊂ Ir for 6 ≤ r ≤ 8. We have
b2,4(Cox(Sr)) ≥ b2,4(Cox(S5))
for 6 ≤ r ≤ 8 so that b2,4(Cox(Sr)) 6= 0 for 6 ≤ r ≤ 8. Thus index(Cox(Sr)) ≤ 1, and hence,
index(Cox(Sr)) = 1 for 5 ≤ r ≤ 8. 
We will see in Section 6 that b2,Q(Cox(Sr)) 6= 0 for any conic Q and 5 ≤ r ≤ 8 where b2,Q denotes the
multigraded Betti number (see Remark 6.6).
6. Syzygies of Cox rings of del Pezzo surfaces
In this section, we completely determine the Pic(Sr)-graded minimal free resolution of Cox(Sr) for
r = 4, 5. For this purpose, we first briefly show some basic properties of multigraded Betti numbers
of Cox(Sr) in full generality, and then, we compute the Pic(Sr)-graded Betti numbers of Cox(Sr) for
r = 4, 5.
6.1. Basic properties of Pic(Sr)-graded Betti numbers of Cox(Sr). Let Sr be a del Pezzo surface
of degree 9 − r. As before, we assume that 4 ≤ r ≤ 8. We first briefly review the definitions of Pic(Sr)-
graded Betti numbers of Cox(Sr). Let Rr := k[Gr ]. Recall that Rr and Cox(Sr) are Pic(Sr)-graded (so
is Ir). The Pic(Sr)-graded minimal free resolution of Cox(Sr) is of the form
Rr ←−
⊕
D∈Pic(Sr)
Rr(−D)
b1,D(Cox(Sr)) ←−
⊕
D∈Pic(Sr)
Rr(−D)
b2,D(Cox(Sr)) ←− · · ·
where bi,D(Cox(Sr)) denotes the Pic(Sr)-graded Betti number. Let C1, . . . , C|Gr| be divisors of sections of
Gr. By considering the Koszul complex, the Pic(Sr)-graded Betti number bi,D(Cox(Sr)) can be computed
as the dimension of the homology of A(D)i+1 → A(D)i → A(D)i−1 where
A(D)d :=
⊕
1≤i1<···<id≤|Gr|
H0(Sr, D −
∑
Cij ).
We refer to [LV] and [TVAV] for more details on Pic(Sr)-graded Betti numbers.
As in the Z-graded case, we also define BD(Cox(Sr)) :=
∑
i≥0(−1)
ibi,D(Cox(Sr)). Then we have
bi,j(Cox(Sr)) =
∑
deg D=j
bi,D(Cox(Sr)) and Bj(Cox(Sr)) =
∑
deg D=j
BD(Cox(Sr)).
We now show some basic properties of Pic(Sr)-graded Betti numbers of Cox(Sr). First, we prove the
nefness of some divisor D with nonvanishing Betti number.
Lemma 6.1 (Nefness). If bi,D(Cox(Sr)) 6= 0 and degD = −KSr .D = i+ 1, then D is nef.
Proof. We use the induction on i. If b1,D(Cox(Sr)) 6= 0 and degD = 2, then D is nef as we already saw in
Subsection 5.1. Alternatively, one can directly prove it (see [LV, Lemma 4.1]). For the induction, we now
assume that the assertion holds for i < k and bk,D(Cox(Sr)) 6= 0 for some divisor D with degD = k + 1.
Then we have bk−1,D−E(Cox(Sr)) 6= 0 for some (−1)-curve E on Sr. By the induction, D
′ := D − E
is nef and degD′ = k. Suppose that D is not nef. Then we must have D.E < 0. Note that there is
no nef divisor D′′ on Sr different from D
′ such that D = D′′ + E′ where E′ is a (−1)-curve on Sr.
Thus Rr(−D)
bk,D(Cox(Sr)) maps into Rr(−D
′)bk−1,D′ (Cox(Sr)) in the minimal free resolution of Cox(Sr).
Now consider the map Rr(−D
′)bk−1,D′ (Cox(Sr)) →
⊕
B∈Pic(Sr)
Rr(−B)
bk−2,B(Cox(Sr)) in the minimal free
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resolution of Cox(Sr). Since Rr(−D
′)
bk−1,D′ (Cox(Sr))
D′ injects into
(⊕
B∈Pic(Sr)
Rr(−B)
bk−2,B(Cox(Sr))
)
D′
,
and Rr(−D
′)
bk−1,D′ (Cox(Sr))
D′ and Rr(−D
′)
bk−1,D′ (Cox(Sr))
D are the same dimensional vector spaces, it fol-
lows that Rr(−D
′)
bk−1,D′ (Cox(Sr))
D also injects into
(⊕
B∈Pic(Sr)
Rr(−B)
bk−2,B(Cox(Sr))
)
D
. Then we have
Rr(−D)
bk,D(Cox(Sr)) = 0, which is a contradiction. 
Recall that the Weyl group Wr of the root system Rr ⊂ Pic(Sr) naturally acts on Pic(Sr).
Lemma 6.2 (Weyl group invariance). If D,D′ ∈ Pic(Sr) are in the same orbit of Wr-action, then
bi,D(Cox(Sr)) = bi,D′(Cox(Sr)).
Proof. Recall that bi,D(Cox(Sr)) can be computed as the dimension of the homology of A(D)i+1 →
A(D)i → A(D)i−1 where
A(D)d :=
⊕
1≤i1<···<id≤|Gr|
H0(Sr, D −
∑
Cij ).
If D and D′ are in the same orbit ofWr-action, then there is an isomorphism between A(D)d and A(D
′)d.
Thus we get bi,D(Cox(Sr)) = bi,D′(Cox(Sr)). 
We also have the following duality (cf. Corollary 3.11).
Lemma 6.3 (Duality). bi,D(Cox(Sr)) = bpd(Cox(Sr))−i,
∑|Gr|
j=1
Cj+KSr−D
(Cox(Sr)).
Proof. Since Cox(Sr) is Gorenstein by Proposition 3.5, the dual of the minimal free resolution of
Cox(Sr) is again the minimal free resolution of ωCox(Sr)
(∑|Gr|
j=1 Cj
)
. By [HaKu, Corollary 1.5], we
have ωCox(Sr)
(∑|Gr|
j=1 Cj
)
= Cox(Sr)
(∑|Gr|
j=1 Cj −KSr
)
. Then the assertion immediately follows. 
6.2. Syzygies of Cox rings of a del Pezzo surface of degree 5. The aim of this subsection is to
prove the following in several ways.
Theorem 6.4. The Betti diagram of Cox(S4) is given as follows.
1 − − −
− 5 5 −
− − − 1
Proof. Since we know X4 = Gr(2, 5) ⊂ P
9, we can easily verify the assertion. However, we give an
alternative proof. Recall that reg(Cox(S4)) = 2 and pd(Cox(S4)) = 3 (Corollary 3.10). Furthermore,
Cox(S4) is Gorenstein (Proposition 3.5). Thus we only have to determine b1,2(Cox(S4)) and b2,3(Cox(S4)).
We now have
−5 = B2(Cox(S4)) = b1,2(Cox(S4)) and 5 = B3(Cox(S4)) = b2,3(Cox(S4)),
so we get the assertion. 
Now we present the Pic(S4)-minimal free resolution of Cox(S4). As in Subsection 5.1, we write R4 =
k[x1, . . . , x4, x12, . . . , x34]. Recall that X4 = Gr(2, 5) ⊂ P
9 is arithematically Gorenstein in codimension
3. Using Buchsbaum-Eisenbud theorem, we obtain the Pic(S4)-minimal free resolution of Cox(S4)
R4
ϕ
←−
⊕
Q:conic
R4(−Q)
M
←−
⊕
C:twisted cubic
R4(−C)
ϕt
←− R(KS4)← 0
where entries of matrix ϕ are Pfaffians of M and
M =


0 x1 x2 x3 x4
−x1 0 x34 x24 x23
−x2 −x34 0 x14 x13
−x3 −x24 −x14 0 x12
−x4 −x23 −x13 −x12 0

 .
In particular, we have also shown Theorem 6.4.
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6.3. Syzygies of Cox rings of a del Pezzo surface of degree 4. The aim of this subsection is not
only to prove the following but also to determine the Pic(S5)-graded Betti numbers of Cox(S5).
Theorem 6.5. The Betti diagram of Cox(S5) is given as follows.
1 − − − − − − − −
− 20 48 3 − − − − −
− − 10 176 280 176 10 − −
− − − − − 3 48 20 −
− − − − − − − − 1
Proof. The proof is divided into several steps. Our proof heavily depends on the computation of the
Hilbert function of Cox(S5), and we freely use Corollary 4.3. For simplicity, we let bi,j := bi,j(Cox(S5)).
Step 1. Recall that reg(Cox(S5)) = 4 and pd(Cox(S5)) = 8 (Corollary 3.10), and Cox(S5) is Gorenstein
(Proposition 3.5). By duality (Corollary 3.11 and Lemma 6.3), we only have to consider the left half of
the Betti diagram of Cox(S5), which is given as below.
1 − − − −
− 20 b2,3 b3,4 b4,5
− − b2,4 b3,5 b4,6
− − b2,5 b3,6 b4,7
− − − − −
Note that
b1,2 = −B2 = −
∑
Q: conic
BQ = 10× 2 = 20.
Step 2. Now we determine b2,3. Every degree 3 nef divisor is a twisted cubic C, and we have
b2,3 = B3 =
∑
C: twisted cubic
BC = 16× 3 = 48.
Step 3. Now we determine b3,4 and b2,4. This is the most difficult part. Recall that B4 = −b3,4+b2,4 =
7. There are three degree 4 nef divisors up to Weyl group action
C + E with C.E = 1, −KS5, 2Q
where Q is a conic, C is a twisted cubic, and E is a (−1)-curve. We also have BC+E = 0, B−KS5 =
3, B2Q = 1. Since 2Q− C is not effective so that b3,2Q = 0. Thus b2,2Q = 1.
Now we claim that b2,C+E = b3,C+E = 0. We can write R5 = k[x1, . . . , x5, y12, . . . , y45, z] so that
Cox(S5) = R5/I5 where xi corresponds to Ei, yjk corresponds to L − Ej − Ek, and z corresponds to
2L− E1 − E2 − E3 − E4 − E5. Fix a monomial order on R5 by giving weights as follows.
x4 y13 x2 y23 y15 z x1 y25 y45 others
13 11 10 9 8 8 7 7 1 6
Using Macaulay2, we can check that b2,2L−E1−E2(in(I5)) = 0, and hence, b2,2L−E1−E2 = 0 by the upper
semicontinuity ([MS, Theorem 8.29]). Since any nef divisor of the form C +E is in the same Weyl group
orbit W5 · (2L− E1 − E2), it follows from Lemma 6.2 that b2,C+E = 0. Since BC+E = 0, it follows that
b3,C+E = 0. Here we remark that b2,2L−E1−E3(in(I5)) 6= 0.
Now we claim that b2,−KS5 = 0, b3,−KS5 = 3. To show the claim, we use Gro¨bner bases. For details, we
refer to [E2]. Note that the 20 minimal quadratic generators of I5 form a Gro¨bner basis with respect to
the previous monomial order. By considering Buchberger algorithm and Schreyer theorem, if b2,−KS5 6= 0,
then the corresponding syzygy is of the form
fg − gf = 0
where f ∈ I5,Q for some conic Q and g ∈ I5,−KS5−Q. For any (−1)-curve E such that Q+E is a twisted
cubic, there is a syzygy from b2,3 containing ef where e ∈ H
0(S5,OS5(E)) is a nonzero section. Then it
follows that the syzygy of the form fg− gf is generated by syzygies from b2,3. For instance, we consider
f = −y12x2 + y13x3 + y14x4 and g = y25y34 − y24y35 + y23y45. Then there are syzygies s1, . . . , s6 from
b2,3 containing y25f, y24f, y23f, x2g, x3g, x4g, respectively. Then we have
−y12s4 + y13s5 + y14s6 − y34s1 + y35s2 − y45s3 = fg − gf + ℓ, where
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ℓ = −y12(s4 − x2g) + y13(s5 − x3g) + y14(s6 − x4g)− y34(s1 − y25f) + y35(s2 − y24f)− y45(s3 − y23f)
Since −y12s4 + y13s5 + y14s6 − y34s1 + y35s2 − y45s3 = fg − gf = 0, it follows that ℓ = 0. We can
conclude that the syzygy of the form fg − gf is generated by syzygies from b2,3. Thus b2,−KS5 = 0 so
that b3,−KS5 = 3. Therefore, b2,4 =
∑
Q:conic b2,2Q = 10× 1 = 10 and b3,4 = b3,−KS5 = 3.
Step 4. We now claim that bi,i+1 = 0 for all i ≥ 4. Suppose that b4,5 6= 0. Then we must have
b4,−KS5+E 6= 0 for any (−1)-curve E. We have seen that b3,4 = b3,−KS5 = 3. By considering the minimal
free resolution at [−KS5 + E], we obtain the following exact sequence⊕
C:twisted cubic
R5(−C)
3
−KS5 +E
← R5(KS5)
3
−KS5 +E
← R5(KS5 − E)
b4,−KS5 +E
−KS5 +E
.
Since R5(KS5)
3
−KS5
injects into
⊕
C:twisted cubic R5(−C)
3
−KS5
and both R5(KS5)
3
−KS5
and
R5(KS5)
3
−KS5 +E
are three dimensional vector spaces, R5(KS5)
3
−KS5 +E
also injects into⊕
C:twisted cubicR5(−C)
3
−KS5 +E
. Thus R5(KS5 − E)
b4,−KS5 +E
−KS5 +E
= 0, and hence, b4,5 = 0. This
shows the claim. By the dualtiy (Corollary 3.11), we obtain b2,5 = b3,6 = b4,7 = 0.
Step 5. The remaining part is immediate. Recall that B5 = −176 and B6 = 280. We have shown in
the previous steps that B5 = −b3,5 and B6 = b4,6. Thus we get b3,5 = 176 and b4,6 = 280. 
The left half of the Pic(S5)-graded Betti numbers of Cox(S5) is given as follows.
Q× 10 C × 16 −KS5 × 1
b1,Q = 2 b2,C = 3 b3,−KS5 = 3
2Q× 10 C +Q(C.Q = 1)× 80 C + C′(C.C′ = 3)× 80
b2,2Q = 1 b3,C+Q = 1 b4,C+C′ = 2
C +Q(C.Q = 2)× 16 C + C′(C.C′ = 2)× 10
b3,C+Q = 6 b4,C+C′ = 12
By the multigraded version duality (Lemma 6.3), we can easily compute the remaining Pic(S5)-graded
Betti numbers of Cox(S5).
Remark 6.6. We saw that b2,Q(Cox(S5)) 6= 0 for any conic Q on S5. Recall that I5 ⊂ Ir for 6 ≤ r ≤ 8.
Since Q− E is not nef for any (−1)-curve E, it follows from Lemma 6.1 that b2,Q(Cox(Sr)) 6= 0 for any
conic Q on Sr for 5 ≤ r ≤ 8.
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