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Abstract
We obtain a decomposition for multivariable Schur-class functions on the unit polydisk which, to a certain
extent, is analogous to Agler’s decomposition for functions from the Schur–Agler class. As a consequence,
we show that d-tuples of commuting strict contractions obeying an additional positivity constraint satisfy
the d-variable von Neumann inequality for an arbitrary operator-valued bounded analytic function on the
polydisk. Also, this decomposition yields a necessary condition for solvability of the finite data Nevanlinna–
Pick interpolation problem in the Schur class on the unit polydisk.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The classical von Neumann inequality [39] states that for a scalar-valued function f analytic
and bounded on the unit disk D = {z ∈ C: |z| < 1} and a strict contraction T on a Hilbert space
(i.e., ‖T ‖ < 1), the operator norm of f (T ) is not greater than the sup-norm of f ,
* Corresponding author.
E-mail addresses: tolya@math.drexel.edu (A. Grinshpan), dmitryk@math.drexel.edu
(D.S. Kaliuzhnyi-Verbovetskyi), vinnikov@math.bgu.ac.il (V. Vinnikov), hugo@math.drexel.edu (H.J. Woerdeman).
1 Partially supported by NSF grant DMS-0500678.0022-1236/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2008.09.012
3036 A. Grinshpan et al. / Journal of Functional Analysis 256 (2009) 3035–3054∥∥f (T )∥∥ sup
z∈D
∣∣f (z)∣∣. (1.1)
There are several proofs of this result (see, e.g., [32, Chapter 1]). The different proofs fall roughly
in two categories: function-theoretic and operator-theoretic.
One of the function-theoretic proofs is based on the properties of the Pick kernel
Kf (z,w) = 1 − f (z)f (w)1 − zw
associated with a function f from the Schur class, S , i.e., with an analytic function f :
D → D. Such a kernel is positive, i.e., for any m ∈ N and z(1), . . . , z(m) ∈ D the matrix
[Kf (z(j), z(k))]mj,k=1 is positive semidefinite. It is well known (see, e.g., [7]) that a positive kernel
admits a factorization Kf (z,w) = h(z)h(w)∗ with a function h analytic on D, whose values are
bounded linear operators (actually, functionals) from an auxiliary Hilbert space H to C. Thus,
the identity
1 − f (z)f (w) = h(z)[(1 − zw)IH]h(w)∗ (1.2)
holds for all z,w ∈ D, and it is straightforward to compute (e.g., using Taylor series expansions
centered at 0) that, for T a strict contraction on a Hilbert space K, one has the identity
IK − f (T )f (T )∗ = h(T )
[(
I − T T ∗)⊗ IH]h(T )∗,
the right-hand side of which is clearly positive semidefinite. Thus ‖f (T )‖ 1. The implication
(f ∈ S) ⇒ (∥∥f (T )∥∥ 1 for an arbitrary strict contraction T )
is equivalent to the von Neumann inequality.
Operator-theoretic proofs are often based on the dilation theory for contractions. The key
fact [36] is that every contraction T : K → K has a unitary dilation, in the sense that for some
unitary U on a Hilbert space Kext containing K,
T n = PKUn|K, n ∈ N,
where PK is the orthogonal projection onto K. For a unitary U , one obtains by the spectral
theorem for unitary operators that ‖f (rU)‖ supz∈D |f (z)|, 0 < r < 1, and (1.1) easily follows.
Let us note that the von Neumann inequality and both proofs indicated extend naturally to the
case where f is an operator-valued function.
Both of the above approaches have been generalized to the two-variable case. In [4] Andô
showed that a pair of commuting contractions (T1, T2) acting on a Hilbert space K has a unitary
dilation, i.e., a pair of commuting unitary operators (U1,U2) on a common Hilbert space Kext
containing K, such that
T1
n1T2
n2 = PKU1n1U2n2 |K, n1, n2 ∈ N.
With that it was shown that the two-variable von Neumann inequality
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(z1,z2)∈D2
∣∣f (z1, z2)∣∣
holds for any function f analytic and bounded on the bidisk D2 and any pair (T1, T2) of com-
muting strict contractions.
The function-theoretic approach to the d-variable von Neumann inequality was advanced in
the work of Agler [2]. Let f be an analytic function on the polydisk Dd taking values in the
space L(F ,F∗) of bounded linear operators acting from a Hilbert space F to a Hilbert space F∗.
Given a Taylor series expansion of f ,
f (z) =
∑
n∈ZN+
fnz
n, z ∈ Dd
(we use the standard notation zn = zn11 · · · zndd for multi-powers), and a d-tuple T = (T1, . . . , Td)
of commuting strict contractions on a Hilbert space K, one can define
f (T ) =
∑
n∈ZN+
T n ⊗ fn ∈ L(K ⊗F ,K ⊗F∗).
Agler’s main result in [2] is that the following statements are equivalent:
(i) The inequality ‖f (T )‖ 1 holds for any d-tuple T of commuting strict contractions.
(ii) There exist positive sesquianalytic L(F∗)-valued kernels Kj(z,w) on Dd , j = 1, . . . , d , such
that the decomposition
IF∗ − f (z)f (w)∗ =
d∑
j=1
(1 − zjwj )Kj (z,w) (1.3)
holds for (z,w) ∈ Dd × Dd .
(A L(X )-valued function K(z,w) on a set Λ×Λ is a positive kernel on Λ if for any m ∈ N
and z(1), . . . , z(m) ∈ Λ the block matrix [K(z(j), z(k))]mj,k=1 represents a positive semidefinite
operator on Xm. Equivalently (see [7]), there exist an auxiliary Hilbert space H and a function
H : Λ → L(H,X ) such that K(z,w) = H(z)H(w)∗. Moreover, K(z,w) is sesquianalytic if and
only if H is analytic on Λ.)
We say that the function f analytic on Dd belongs to the Schur–Agler class SAd(F ,F∗) if
f satisfies any of the equivalent conditions (i), (ii) above. We will denote by Sd(F ,F∗) the d-
variable Schur class consisting of functions which are analytic on Dd and whose values there are
contraction operators from L(F ,F∗). It is clear that SAd(F ,F∗) is a subclass of Sd(F ,F∗). Due
to the validity of von Neumann inequality in one and in two variables, the classes Sd(F ,F∗) and
SAd(F ,F∗) coincide when d = 1,2. In fact, the “if” direction in Agler’s theorem is obtained in
the same way as the one-variable von Neumann inequality is obtained from decomposition (1.2).
Thus, if one can construct Agler’s decomposition (1.3) for a contractive analytic function f on
a bidisk bypassing Andô’s theorem, then one would obtain a function-theoretic proof of the von
Neumann inequality in two variables. In [17] it was shown that using Rudin’s approximation
[34, Theorem 5.2.5] it suffices to prove (1.3) for a rational inner function f . In [25] a 2-variable
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sition for rational inner functions, and thus the von Neumann inequality is established in this
way for any scalar-valued function from the bidisk algebra (see also [28] for some discussion).
In [13] various Agler’s decompositions are obtained for an arbitrary operator-valued Schur-class
function f on the bidisk D2 from the system realizations of f , which in turn are constructed
from the scattering system associated with f . Therefore, the von Neumann inequality is proved
in [13] for any f ∈ S2(F ,F∗).
It is well known that for d variables, d  3, the von Neumann inequality fails in general. Coun-
terexamples may be found in [19,26,38]. Also, the dilation theory fails to generalize directly to
the d-variable case. (A d-tuple U = (U1, . . . ,Ud) of commuting unitary operators acting on a
common Hilbert space Kext is called a unitary dilation of a d-tuple T = (T1, . . . , Td) of commut-
ing contractions acting on a common Hilbert space K if Kext ⊃ K and T n = PKUn|K, n ∈ Zd+.)
In [31] an example of three commuting contractions which have no unitary dilations is given.
On the other hand, for several classes of d-tuples T = (T1, . . . , Td) of commuting contractions
unitary dilations do exist (see, e.g., [5,6,16,23,24], [37, Section I.9]).
Remark 1.1. In this paper we consider commuting unitary dilations only. More generally, one can
define unitary dilations, which are not necessarily commuting, as follows. Let T = (T1, . . . , Td)
be a d-tuple of (not necessarily commuting) contractions on a Hilbert space K. A d-tuple U =
(U1, . . . ,Ud) of unitary operators acting on a Hilbert space Kext is called a unitary dilation of
T if Kext ⊃ K and Tj1 · · ·Tjm = PKUj1 · · ·Ujm |K for all m ∈ N and all j1, . . . , jm ∈ {1, . . . , d}.
Such a unitary dilation of a d-tuple of contractions (in particular, of commuting contractions)
always exists [37, Section 1.5] (see also [15]).
In this paper we show that a class of d-tuples T = (T1, . . . , Td) of commuting strict contrac-
tions subject to certain inequalities satisfies the d-variable von Neumann inequality
∥∥f (T )∥∥ sup
z∈Dd
∥∥f (z)∥∥ (1.4)
for any bounded analytic operator-valued function f on Dd . As a consequence of Arveson’s
ideas from [8,9] (see also [32, Corollary 4.9] for an explicit formulation) the latter is equivalent
to the existence of a unitary dilation of T . We do not construct a unitary dilation explicitly, our
method is rather function-theoretic. Exploring the scattering system associated with a function f
from the d-variable Schur class Sd(F ,F∗) we obtain the following result.
Theorem 1.2. Let f ∈ Sd(F ,F∗). Then for any p,q ∈ {1, . . . , d}, p < q , there exist positive
L(F∗)-valued sesquianalytic kernels KIpq(z,w) and K IIpq(z,w) on Dd such that
IF∗ − f (z)f (w)∗ =
∏
k 	=p
(1 − zkwk)KIpq(z,w)+
∏
k 	=q
(1 − zkwk)K IIpq(z,w) (1.5)
holds for all (z,w) ∈ Dd × Dd .
The decomposition (1.5) for a function from Sd(F ,F∗) is somewhat analogous to Agler’s de-
composition (1.3) for a function from SAd(F ,F∗). Moreover, (1.5) coincides with (1.3) when
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tractions in the sense of Agler’s hereditary calculus [2] (i.e., such that the adjoint operators T ∗j
appear to the right of all the operators Tk in every monomial in the power series expansion) gives
a positive semidefinite operator, then f (T ) is a contraction, i.e., the von Neumann inequality
holds for such a T . This observation naturally leads to the following definition.
For a d-tuple T = (T1, . . . , Td) of commuting bounded linear operators on a common Hilbert
space K and a vector β ∈ {0,1}d , set
Δ
β
T :=
∑
0αβ
(−1)|α|T αT ∗α, (1.6)
where the inequality α  β for α,β ∈ {0,1}d means that αj  βj , j = 1, . . . , d , |α| = α1 +· · ·+
αd , T
α = T α11 · · ·T αdd , and T ∗ = (T ∗1 , . . . , T ∗d ). We will say that a d-tuple T = (T1, . . . , Td) of
linear operators on a common Hilbert space belongs to the class Pdp,q , with some integers p and
q satisfying 1 p < q  d , if
(i) T1, . . . , Td commute;
(ii) T1, . . . , Td are contractions;
(iii) the operators Δe−epT and Δ
e−eq
T are positive semidefinite, where e = (1, . . . ,1), ek =
(0, . . . ,0,
kth place︷︸︸︷
1 ,0, . . . ,0) ∈ Zd+.
For example, a triple T = (T1, T2, T3) of commuting contractions belongs to P31,3 if
Δ
e−e3
T = IK − T1T ∗1 − T2T ∗2 + T1T2T ∗2 T ∗1  0,
Δ
e−e1
T = IK − T2T ∗2 − T3T ∗3 + T2T3T ∗3 T ∗2  0.
Note that if T is doubly commutative, i.e., each Tj commutes with each Tk and with each T ∗k ,
one has
Δ
e−ek
T =
∏
j 	=k
(
IK − TjT ∗j
)
.
The main result of the present paper is the following.
Theorem 1.3. Let T be a d-tuple of strict contractions from a class Pdp,q . Then T satisfies
the von Neumann inequality (1.4) for any bounded analytic operator-valued function f on Dd .
Equivalently, T has a commuting unitary dilation.
The machinery used in our proofs is multi-evolution scattering systems and associated formal
reproducing kernel Hilbert spaces [13,14]. This is reviewed in Section 2. The proofs of The-
orems 1.2 and 1.3 are given in Section 3. In Section 4, we obtain as a corollary a necessary
condition for the solvability of the finite-data Nevanlinna–Pick problem in the d-variable Schur
class. We have included some discussion, examples, and connections in Section 5.
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In this section we recall a version of multi-evolution scattering systems as it appears in [13,14]
(see also [12,18,27,35] for some earlier versions).
A d-evolution scattering system is a collection
S= (K,U ,F ,F∗),
where K is a Hilbert space (the ambient space for the scattering system), U = (U1, . . . ,Ud) is a
d-tuple of commuting unitary operators on K (the evolutions of the system), and F and F∗ are
wandering subspaces for U , i.e.
UnF ⊥ F , UnF∗ ⊥ F∗, n ∈ Zd , n 	= 0.
A multi-evolution scattering system S is said to be minimal if the smallest closed subspace of K
containing F and F∗ and invariant for U and U∗ is the whole space K, i.e., if the subspace(⊕
n∈Zd
UnF
)
+
(⊕
n∈Zd
UnF∗
)
is dense in K. The subspaces
W :=
⊕
n∈Zd+
UnF , W∗ =
⊕
n∈Zd\Zd+
UnF∗
are called the outgoing subspace and the incoming subspace, respectively: W is invariant for all
the evolutions Uk, k = 1, . . . , d , which act on W as forward shifts, and W∗ is invariant for all
U∗k , k = 1, . . . , d , so that the evolutions Uk act on W∗ as backward shifts. The systemS is called
causal if W ⊥ W∗. In this case, the ambient space K has the orthogonal decomposition
K = W∗ ⊕ V ⊕W, (2.1)
where V , the scattering subspace, is the orthogonal complement of W∗ ⊕W in K.
Let us note that in [13] a more general Ω-orthogonal scattering system is defined, where Zd+
in the definitions of the outgoing and incoming subspaces, of causality, and of the scattering
subspace is replaced with a general shift-invariant sublattice Ω ⊆ Zd . Also, it was shown in [13,
Proposition 3.1] that if a scattering system S is causal then S is Ω-orthogonal.
Let S be a causal d-evolution scattering system. Define the Fourier representation operators
Φ and Φ∗ from K to L2(Td ,F) and to L2(Td ,F∗), respectively by
Φ : h →
∑
n∈Zd
(
PFU−nh
)
zn, Φ∗ : h →
∑
n∈Zd
(
PF∗U−nh
)
zn,
where Td = {z ∈ Cd : |zk| = 1, k = 1, . . . , d} is the unit d-torus, and L2(Td ,X ) denotes the
Lebesgue space of measurable norm-square integrable X -valued functions on Td , for a Hilbert
space X . Then Φ is a coisometry with the initial space equal W and with ΦW = H 2(Td ,F),
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H 2(Td ,X ) denotes the Hardy space, i.e., the subspace in L2(Td ,X ) consisting of functions
determined by boundary values of analytic functions on Dd . It turns out that the operator Φ∗Φ∗
maps H 2(Td ,F) into H 2(Td ,F∗), moreover it is a multiplication operator: Φ∗Φ∗ = MS . The
corresponding multiplier S = SS, which is called the scattering function of S, belongs to the
d-variable Schur class Sd(F ,F∗).
Conversely, given any f ∈ Sd(F ,F∗), there is a minimal causal scattering system Sf with
scattering function SSf = f . Such a scattering system is determined by f uniquely up to a
unitary equivalence. One of equivalent ways to describe Sf is the de Branges–Rovnyak model
(see [21,22] for the classical, i.e., single-variable case) which is defined as follows:
S
f
dBR =
(KfdBR,UfdBR = (UfdBR,1, . . . ,UfdBR,d),FfdBR,FfdBR∗),
where
KfdBR = im
[
I Mf
M∗f I
]1/2
⊂
[
L2(Td ,F∗)
L2(Td ,F)
]
,
with〈[
I Mf
M∗f I
]1/2 [
h
g
]
,
[
I Mf
M∗f I
]1/2 [
h′
g′
]〉
KfdBR
=
〈
Q
[
h
g
]
,
[
h′
g′
]〉
L2(Td ,F∗⊕F)
,
where Q is the orthogonal projection onto the orthogonal complement of ker[ I MfM∗f I ]1/2,
UfdBR,k = (Mzk ⊗ IF∗⊕F )|KfdBR , and where we set
FfdBR =
[
f
I
]
F , FfdBR∗ =
[
I
f ∗
]
F∗.
It is easily checked that the scattering function S
S
f
dBR
of the de Branges–Rovnyak model scatter-
ing system SfdBR agrees with the original function f in the sense that
S
S
f
dBR
(z) = ifdBR∗f (z)
(
i
f
dBR
)∗
,
where ifdBR : F → FdBR =
[
f
I
]F and ifdBR∗ : F∗ → FdBR∗ = [ If ∗ ]F∗ are unitary identification
maps given by
i
f
dBR : e →
[
f
I
]
e, i
f
dBR∗ : e∗ →
[
I
f ∗
]
e∗.
In [14] the de Branges–Rovnyak model was interpreted in terms of formal reproducing kernel
Hilbert spaces. Since not resorting to this formalism in full, we will only need a definition and
some basic facts (for more details, see [11] and [14, Section 2]). Let H be a Hilbert space whose
elements are formal power series in d commuting indeterminates F(x) =∑n∈Zd Fnxn with the
coefficients in a Hilbert space F , i.e., F ∈ Fx±1 where Fx±1 denotes the space of formal
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−1
d . We
say that H is a formal reproducing kernel Hilbert space if the linear functional F → Fn is
continuous for each n ∈ Zd . In this case, for each n ∈ Zd there is a formal power series Kn ∈
L(F)x±1 such that, for each vector u ∈ F we have
〈F,Knu〉H = 〈Fn,u〉F .
We then define K(x,y) =∑n∈Zd Kn(x)yn ∈ L(F)x±1, y±1, write H = H(K), and say that
K(x,y) is the reproducing kernel for the formal reproducing kernel Hilbert space H(K). The
following theorem characterizes the formal power series K ∈ L(F)x±1, y±1 which arise as the
reproducing kernel for some formal reproducing kernel Hilbert space.
Theorem 2.1. (See [11, Theorem 2.1].) Suppose that F is a Hilbert space and that we are given
a formal power series K ∈ L(F)x±1, y±1. Then the following are equivalent:
(1) K is the reproducing kernel for a uniquely determined formal reproducing kernel Hilbert
space H(K) of formal power series in the commuting variables x±1 = (x1, . . . , xd, x−11 , . . . ,
x−1d ) with coefficients in F .
(2) There is an auxiliary Hilbert space H and a formal power series H ∈ L(H,F)x±1 so that
K(x,y) = H(x)H(y)∗,
where we use the convention(
xn
)∗ = x−n, H(y)∗ = ∑
n∈Zd
H ∗n y−n if H(x) =
∑
n∈Zd
Hnx
n.
(3) K(x,y) =∑n,n′∈Zd Kn,n′xnyn′ is a positive kernel in the sense that∑
n,n′∈Zd
〈Kn,n′un′ , un〉F  0
for all finitely supported F -valued functions n → un on Zd .
Moreover, in this case the formal reproducing kernel Hilbert space H(K) can be defined directly
in terms of the formal power series H(x) appearing in condition (ii) by
H(K) = {H(x)h: h ∈ H}
with norm taken to be the pullback norm∥∥H(x)h∥∥H(K) = ‖Qh‖H,
where Q is the orthogonal projection of H onto the orthogonal complement of the kernel of the
map MH : H → Fx±1 given by
MH : h → H(x)h.
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formal Laurent series, the spaces KfdBR, FfdBR, FfdBR∗, WfdBR, WfdBR∗, VfdBR in the de Branges–
Rovnyak model can be interpreted as formal reproducing kernel Hilbert spaces (see [14, Proposi-
tion 3.3]). We will be particularly interested in such an interpretation for the scattering subspace:
VfdBR ∼= H(KVfdBR), whose reproducing kernel is given by
KVfdBR
=
[
I − f (x)f (y)∗ f (y)− f (x)
f (x)∗ − f (y)∗ f (x)∗f (y)− I
]
kSz,+(x, y), (2.2)
where
kSz,+(x, y) =
∑
n∈Zd+
xny−n
is the formal Szego˝ kernel. Let us remark that the formula (2.2) implies that the first component
of any formal power series in the space H(KVfdBR) is “formal analytic,” i.e., is a formal power
series supported on Zd+, and thus the first component of the corresponding function from the
space VfdBR is determined by boundary values of an analytic function on Dd . Accordingly, the
(1,1) entry of the kernel KVfdBR
,
(
KVfdBR
)
11(x, y) =
(
I − f (x)f (y)∗)kSz,+(x, y) (2.3)
is “formal sesquianalytic,” and therefore
(
KVfdBR
)
11(z,w) =
(
I − f (z)f (w)∗)kSz,+(z,w) = I − f (z)f (w)∗∏d
k=1(1 − zkwk)
(2.4)
is a sesquianalytic positive kernel on Dd . This is a consequence of the fact that the positivity
of a sesquianalytic kernel K(z,w) =∑n,n′∈Zd+ Kn,n′znwn′ is equivalent to the positivity of the
matrix of its coefficients [Kn,n′ ]n,n′∈Zd+ , because both kernels in (2.3) and in (2.4) have the same
matrix of coefficients.
3. Proofs
3.1. Proof of Theorem 1.2
Proof. Let f ∈ Sd(F ,F∗), and let p = 1 and q = d . Consider the associated minimal causal
d-evolution scattering system Sf = (K;U;F ,F∗). Let Lmax be the maximal subspace of the
scattering subspace V that is invariant for Ud :
Lmax =
{
h ∈ V : Ukd h ∈ V for all k ∈ Z+
}
.
Define Lmin = V Lmax.
We will first prove that Lmin is invariant for U1, . . . ,Ud−1 (in a way analogous to the first part
of the proof of Theorem 5.5 in [13]). In fact, we will only use the invariance of Lmin for U1.
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Ukd h ⊥
⊕
n∈Zd+: nd<k
UnF ,
since for every h ∈ V and n ∈ Zd+ such that nd  k one has Ukd h ⊥ UnF . Hence h ∈ Lmax if and
only if
h ⊥ U−kd
⊕
n∈Zd+: nd<k
UnF , for every k  1.
Thus
Lmin = V Lmax = spank1 PV
(
U−kd
⊕
n∈Zd+: nd<k
UnF
)
,
i.e., Lmin is the closure of the linear span of vectors of the form
g = PVU−kd
∑
n∈Zd+: nd<k
Unfn, (3.1)
where k  1, and fn ∈ F are such that ∑n∈Zd+: nd<k ‖fn‖2 < ∞. Let g be a vector of the
form (3.1), i.e., g = PVu where
u = U−kd
∑
n∈Zd+: nd<k
Unfn.
Let us observe that
u ⊥ W
(
=
⊕
n∈Zd+
UnF
)
.
Then, according to the decomposition (2.1), one can write u = g + y, where
y = PW∗u =
∑
n∈Zd\Zd+
Unf∗n ∈ W∗
(
=
⊕
n∈Zd\Zd+
UnF∗
)
.
On the other hand, u ∈ U−kd W ⊥ U−kd W∗, which implies that
y ∈ U−kd
⊕
n∈Zd+
UnF∗.
We infer that f∗n = 0 outside the set{
n ∈ Zd : n1, . . . , nd−1  0, −k  nd < 0
}
,
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y =
∑
n∈Zd : n1,...,nd−10,−knd<0
Unf∗n = U−kd
∑
n∈Zd+: nd<k
Unf∗n.
It follows that g has a form (3.1) if and only if
U−kd
∑
n∈Zd+: nd<k
Unfn = g + U−kd
∑
n∈Zd+: nd<k
Unf∗n, (3.2)
with some f∗n ∈ F∗ satisfying ∑n∈Zd+: nd<k ‖f∗n‖2 < ∞. Observe that applying any of the
operators Uj , j = 1, . . . , d − 1, to both sides of the equality (3.2) yields
U−kd
∑
n∈Zd+: nj>0, nd<k
Unfn = Uj g + U−kd
∑
n∈Zd+: nj>0, nd<k
Unf∗n,
which has the same form as (3.2). Thus, Uj g ∈ Lmin. By linearity and continuity, the invariance
of Lmin for the evolutions U1, . . . ,Ud−1 follows.
Consider the Wold decompositions (see [37, Section 1.1]) of Lmin with respect to U1, and of
Lmax with respect to Ud :
Lmin =
( ∞⊕
n1=0
Un11 C1
)
⊕R1, Lmax =
( ∞⊕
nd=0
Undd Cd
)
⊕Rd ,
where Cj is the wandering subspace and Rj is a reducing subspace for Uj , j = 1, d . We have
V = Lmin ⊕Lmax =
( ∞⊕
n1=0
Un11 C1
)
⊕R1 ⊕
( ∞⊕
nd=0
Undd Cd
)
⊕Rd .
Let us now identify the scattering system Sf with the de Branges–Rovnyak model SfdBR (see
Section 2). In terms of the reproducing kernels,
KV (x, y) = KLmin(x, y)+KLmax(x, y)
=
∞∑
n1=0
x
n1
1 y
−n1
1 KC1(x, y)+KR1(x, y)+
∞∑
nd=0
x
nd
d y
−nd
d KCd (x, y)+KRd (x, y),
where, in particular, V is identified with VfdBR and KV (x, y) is identified with KVfdBR(x, y). Each
of the kernels KA(x, y), where A = V,C1,Cd ,R1 or Rd , is a 2 × 2 matrix. As observed in
Section 2, the first component of the elements of the scattering subspace in the de Branges–
Rovnyak model is formal analytic. Therefore (KA)11(x, y) are all formal sesquianalytic positive
kernels. Next, observe that U1(R1) = R1 implies that x1y−1KR (x, y) = KR (x, y), and thus1 1 1
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1 (KR1)11(x, y) = (KR1)11(x, y). The fact that (KR1)11(x, y) is formal sesquianalytic im-
plies that (KR1)11(x, y) = 0. Analogously, (KRd )11(x, y) = 0. Thus we obtain that
(KV )11(x, y) =
∞∑
n1=0
x
n1
1 y
−n1
1 (KC1)11(x, y)+
∞∑
nd=0
x
nd
d y
−nd
d (KCd )11(x, y).
As in the last paragraph of Section 2, we write this relation for the formal sesquianalytic positive
kernels as a relation for the sesquianalytic positive kernels on Dd , which in view of (2.4) becomes
IF∗ − f (z)f (w)∗∏d
k=1(1 − zkwk)
= (KC1)11(z,w)
1 − z1w1 +
(KCd )11(z,w)
1 − zdwd , (z,w) ∈ D
d × Dd .
Thus we obtain
IF∗ − f (z)f (w)∗ =
d∏
k=2
(1 − zkwk)(KC1)11(z,w)+
d−1∏
k=1
(1 − zkwk)(KCd )11(z,w)
for all (z,w) ∈ Dd × Dd , which is the desired decomposition (1.5) for p = 1 and q = d , with
KI1d(z,w) = (KC1)11(z,w) and K II1d(z,w) = (KCd )11(z,w).
The decomposition (1.5) for arbitrary p and q is obtained by a suitable renumbering the
operators U1, . . . ,Ud . 
Remark 3.1. In the case where f ∈ SAd(F ,F∗), Theorem 1.2 follows immediately from the
existence of Agler’s decomposition (1.3) for f . Indeed, (1.3) becomes (1.5) if we set, e.g.,
KIpq(z,w) :=
Kq(z,w)∏
l 	=p,	=q(1 − zlwl)
, K IIpq :=
∑
j 	=q
Kj (z,w)∏
l 	=j,	=q(1 − zlwl)
. (3.3)
(In the case d = 2, the denominators in (3.3) must be regarded as unity.) The functions KIpq(z,w)
and K IIpq(z,w) defined in (3.3) are positive sesquianalytic L(F∗)-valued kernels on Dd due to
the fact (see, e.g., [7,37]) that so are:
• the functions kl(z,w) := 11−zlwl IF∗ , l = 1, . . . , d ;
• the product of a positive sesquianalytic L(F∗)-valued kernel on Dd with any kl(z,w);
• the sum of a finite number of positive sesquianalytic L(F∗)-valued kernels on Dd .
3.2. Proof of Theorem 1.3
Proof. Let T = (T1, . . . , Td) ∈ L(K)d be in the class Pdpq for some p and q . Let f be an arbitrary
L(F ,F∗)-valued function from the d-variable Schur class Sd(F ,F∗). By Theorem 1.2, there are
positive L(F∗)-valued sesquianalytic kernels KIpq(z,w) and K IIpq(z,w) on Dd such that (1.5)
holds. Then (see [7]) there exist Hilbert spaces HIpq and HIIpq and analytic functions HIpq and H IIpq
on Dd which take values in L(HIpq,F∗) and L(HIIpq,F∗), respectively, such that the equalities
KIpq(z,w) = HIpq(z)HIpq(w)∗, K IIpq(z,w) = H IIpq(z)H IIpq(w)∗
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IK⊗F∗ − f (T )f (T )∗ = HIpq(T )
(
Δ
e−ep
T ⊗ IHIpq
)
HIpq(T )
∗
+H IIpq(T )
(
Δ
e−eq
T ⊗ IHIIpq
)
H IIpq(T )
∗,
whose right-hand side is positive semidefinite. Then ‖f (T )‖ 1. Therefore T satisfies the von
Neumann inequality (1.4) for any bounded analytic operator-valued function f on Dd . As was
mentioned in the paragraph preceding Theorem 1.2, the latter means that T has a unitary dila-
tion. 
4. Nevanlinna–Pick interpolation
Let N be a positive integer, and z(j) = (z(j)1 , . . . , z(j)d ), j = 1, . . . ,N , points in the poly-
disk Dd . Let F and F∗ be Hilbert spaces, and let W(j) ∈ L(F ,F∗), j = 1, . . . ,N , be given op-
erators. The Nevanlinna–Pick interpolation problem with data (z(1), . . . , z(N),W(1), . . . ,W(N))
consists of finding a function f ∈ Sd(F ,F∗) such that f (z(j)) = W(j), j = 1, . . . ,N . It was
shown in [1] (see also [3,10]) that a solution f exists in the Schur–Agler class SAd(F ,F∗)
if and only if there exist positive semidefinite block matrices [a(k)ij ]Ni,j=1 with entries in L(F∗),
k = 1, . . . , d , such that
[
IF∗ −W(i)W(j)∗
]N
i,j=1 =
d∑
k=1
[
1 − z(i)k z(j)k
]N
i,j=1 ◦
[
a
(k)
ij
]N
i,j=1,
where “◦” denotes the Schur (entrywise) multiplication of matrices. Using Theorem 1.2 we now
obtain necessary conditions for the existence of a solution to the Nevanlinna–Pick interpolation
problem in the d-variable Schur class.
Theorem 4.1. If f ∈ Sd(F ,F∗) is a solution to the Nevanlinna–Pick interpolation problem with
data (z(1), . . . , z(N),W(1), . . . ,W(d)), then for any integer p and q , 1  p < q  d , there exist
positive semidefinite matrices AIpq , AIIpq with entries in L(F∗) such that
[
IF∗ −W(i)W(j)∗
]N
i,j=1
=
[∏
k 	=p
(
1 − z(i)k z(j)k
)]N
i,j=1
◦AIpq +
[∏
k 	=q
(
1 − z(i)k z(j)k
)]N
i,j=1
◦AIIpq. (4.1)
Proof. Suppose that f ∈ Sd(F ,F∗) is a solution sought. By Theorem 1.2 we have that (1.5)
holds for some positive kernels KIpq and K IIpq . Set AIpq := (KIpq(z(i), z(j)))Ni,j=1 and AIIpq :=
(K IIpq(z
(i), z(j)))Ni,j=1. Clearly, AIpq and AIIpq are positive semidefinite, and so equality (1.5) im-
plies (4.1). 
The following example shows that there exists a Nevanlinna–Pick problem which is solvable
in the d-variable Schur class but not in the Schur–Agler class.
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matrices, ‖Tk‖ < 1, and let p(z1, . . . , zd) be a scalar-valued polynomial with ‖p‖∞  1 such
that the von Neumann inequality fails for T , ‖p(T )‖ > 1. This choice is possible, for instance,
by the Lotto–Steger perturbation [30] of the Kaijser–Varopoulos example from [38], or by the
example in [26, Section 5]. Let Y be a N ×N nonsingular matrix such that Tk = YΔkY−1, where
Δk = diag(z(1)k , . . . , z(N)k ), k = 1, . . . , d . Consider the Nevanlinna–Pick data
z(j) = (z(j)1 , . . . , z(j)d ) ∈ Dd, w(j) = p(z(j)) ∈ D, j = 1, . . . ,N.
The interpolation problem is clearly solvable in the class Sd (for instance, p is a solution).
However, for any analytic function f (z) = ∑n∈Zd+ cnzn on Dd satisfying f (z(j)) = w(j),
j = 1, . . . ,N , one has
f (T ) =
∑
n∈Zd+
cnT
n = Y
∑
n∈Zd+
cnΔ
nY−1
= Y diag(f (z(1)), . . . , f (z(N)))Y−1
= Y diag(w(1), . . . ,w(N))Y−1
= Y diag(p(z(1)), . . . , p(z(N)))Y−1
= Yp(Δ)Y−1 = p(T ).
Hence ‖f (T )‖ = ‖p(T )‖ > 1, and the interpolation problem is not solvable in the Schur–Agler
class SAd .
The question of whether any of the conditions of Theorem 4.1 are sufficient for the solvability
of the Nevanlinna–Pick problem in the d-variable Schur class is open.
5. Discussion
5.1. We present here one more decomposition of an analytic function f ∈ Sd(F ,F∗) and
introduce one more class of d-tuples T = (T1, . . . , Td) of commuting strict contractions on a
common Hilbert space which satisfies the d-variable von Neumann inequality. These results are
more evident and less involved.
Theorem 5.1. Let f ∈ Sd(F ,F∗). Then
IF∗ − f (z)f (w)∗ =
d∏
k=1
(1 − zkwk)K(z,w), (z,w) ∈ Dd × Dd, (5.1)
where K(z,w) is a positive L(F∗)-valued sesquianalytic kernel on Dd .
Proof. The function
K(z,w) = IF∗ − f (z)f (w)
∗∏dk=1(1 − zkwk)
A. Grinshpan et al. / Journal of Functional Analysis 256 (2009) 3035–3054 3049is a positive L(F∗)-valued sesquianalytic kernel on Dd . This is an attribute of the de Branges–
Rovnyak model, as we have seen in the last paragraph of Section 2. (In fact, this goes back to [29]
where the positivity of an analogous kernel has been proved for a scalar-valued analytic function
on Dd with positive real part. The proof can easily be extended to operator-valued functions. The
positivity of the kernel K(z,w) is then obtained by applying the Cayley transform.) 
We will say that a d-tuple T = (T1, . . . , Td) of linear operators on a common Hilbert space
belongs to the class Pd if
(i) T1, . . . , Td commute;
(ii) T1, . . . , Td are contractions;
(iii) the operator ΔeT is positive semidefinite, where ΔβT is defined in (1.6) for any β ∈ {0,1}d ,
in particular for e = (1, . . . ,1).
Theorem 5.2. Let T be a d-tuple of strict contractions from the class Pd . Then T satisfies
the von Neumann inequality (1.4) for any bounded analytic operator-valued function f on Dd .
Equivalently, T has a commuting unitary dilation.
Proof. Let T = (T1, . . . , Td) ∈ L(K)d be a d-tuple of strict contractions from the class Pd .
Let f be an arbitrary L(F ,F∗)-valued function from the d-variable Schur class Sd(F ,F∗).
By Theorem 5.1, there is a positive L(F∗)-valued sesquianalytic kernel K(z,w) on Dd such
that (5.1) holds. Then (see [7]) there exist a Hilbert space H and an analytic function H on Dd
which takes values in L(H,F∗), such that the equality K(z,w) = H(z)H(w)∗ holds for every
(z,w) ∈ Dd × Dd . Using hereditary calculus (see [2]) we obtain from (5.1) that
IK⊗F∗ − f (T )f (T )∗ = H(T )
(
ΔeT ⊗ IH
)
H(T )∗,
holds. The right-hand side of this equality is clearly positive semidefinite. Then ‖f (T )‖  1.
Therefore T satisfies the von Neumann inequality (1.4) for any bounded analytic operator-valued
function f on Dd . As was mentioned in the paragraph preceding Theorem 1.2, the latter means
that T has a unitary dilation. 
5.2. The class Pd is closely related to another class of d-tuples of commuting contractions,
which was introduced and studied by Brehmer in [16] (see also [37, Section 1.9]). We will say
that a d-tuple T = (T1, . . . , Td) of commuting bounded linear operators on a common Hilbert
space belongs to Brehmer’s class Bd if ΔβT is a positive semidefinite operator for every β ∈{0,1}d . In particular, the inequalities ΔekT  0 mean that the operators Tk are contractions for
k = 1, . . . , d . It was proved in [16] that T ∈ L(K)d belongs to the class Bd if and only if T has a
unitary dilation U ∈ L(Kext)d , where Kext ⊃ K, which is *-regular in the sense that
T n
+
T ∗n− = PKUn|K, n ∈ Zd .
Here we use the notation
n+ = (max{n1,0}, . . . ,max{nd,0}) ∈ Zd+,
n− = (max{−n1,0}, . . . ,max{−nd,0}) ∈ Zd+,
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and Bd is a proper subclass in Pd for any d  3.
Example 5.3. Let d  3 and T = (T1, . . . , Td) a d-tuple of commuting contractions on a
common Hilbert space such that Td commutes with all Tk and T ∗k , k = 1, . . . , d − 1. Let
T ′ = (T1, . . . , Td−1) and e′ = (1, . . . ,1) ∈ Zd−1+ . Then we have
ΔeT =
(
I − TdT ∗d
)
Δe
′
T ′ . (5.2)
In fact, (5.2) holds whenever Td commutes with Δe′T ′ . Suppose that T is such that Δ
e−ed
T = Δe
′
T ′
is not positive semidefinite. For example, for
Tk =
[
0 1
0 0
]
, k = 1, . . . , d − 1,
one has
Δe
′
T ′ =
[
2 − d 0
0 1
]
 0.
If, in addition, Td is a coisometry (e.g., if Td = I ), the identity (5.2) implies that ΔeT = 0. There-
fore, T ∈ Pd \ Bd . In particular, it follows from the Brehmer theorem that T has no ∗-regular
unitary dilations. Still, T has a unitary dilation U = (U1, . . . ,U1,Ud) where the pair (U1,Ud) is
a unitary dilation of a pair of commuting contractions (T1, Td), which exists by Andô’s the-
orem [4]. (In the case where Td = I the d-tuple T = (T1, . . . , T1, I ) has a unitary dilation
U = (U1, . . . ,U1, I ) where U1 is a unitary dilation of T1 which exists by the Sz.-Nagy dilation
theorem [36].)
Observe that, in Example 5.3, T ′ /∈ Pd−1 and T ′ is a (d − 1)-tuple of nonstrict contractions,
however T ′ has a unitary dilation (or, equivalently, satisfies the (d − 1)-variable von Neumann
inequality for any polynomial with operator coefficients). Thus, both the condition T ∈ Pd and
the condition of strictness of contractions in Theorem 5.2 are not necessary for a d-tuple T
of commuting contractions to have a unitary dilation (or, equivalently, to satisfy the d-variable
von Neumann inequality for any polynomial with operator coefficients). On the other hand, one
cannot relax the strictness condition in Theorem 5.2. E.g., for d = 4 one can modify Example 5.3
by choosing the triple T ′ = (T1, T2, T3) of commuting contractions with no unitary dilations, say
as in Parrott’s example [31], and T4 = I . Then T = (T1, T2, T3, T4) ∈ P4, however T has no
unitary dilations.
Let a d-tuple T of commuting contractions have the following property (see [33]):
(P) there exists ρ ∈ [0,1) such that for every r ∈ [ρ,1) one has rT ∈ Pd , where rT =
(rT1, . . . , rTd).
Then T ∈ Bd by [24, Theorem 4.4].
Some additional properties and generalizations of the class Bd are studied in [20].
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T = (T1, . . . , Td) of commuting bounded linear operators on a common Hilbert space belongs to
the class Bdpq if ΔβT is a positive semidefinite operator for every β ∈ {0,1}d such that β  e− ep
or β  e − eq . In particular, ΔekT  0 for k = 1, . . . , d , so that all Tk are contractions. It was
shown in [24, Theorem 3.1] that any T ∈ Bdpq has a unitary dilation (see also [6, Theorem 4.8]
for an alternative proof in the case d = 3). It is clear that Bdpq is a subclass of Pdpq . Moreover,
Bdpq = Pdpq for d = 3, and Bdpq is a proper subclass of Pdpq for any d  4.
Example 5.4. Let d  4. We modify here Example 5.3 as follows. Define T = (T1, . . . , Td) by
Tk =
[
0 1
0 0
]
, k 	= p, 	= q, and Tp = Tq =
[
1 0
0 1
]
.
Then arguing as in Example 5.3 we obtain that T ∈ Pdpq \ Bdpq . Still, T has a unitary dilation
U = (U1, . . . ,Ud) where Up = Uq = I and Uk = U0 is a unitary dilation of Tk , k 	= p, 	= q .
Example 5.4 shows that for d  4 the assumption T ∈ Pdpq in our Theorem 1.3 is weaker than
the assumption T ∈ Bdpq in [24, Theorem 3.1]. However, our additional assumption of strictness
of contractions in Theorem 1.3 cannot be relaxed. E.g., for d = 5 one can modify Example 5.4
by choosing the triple of commuting contractions Tk, k 	= p, 	= q with no unitary dilations, e.g.,
as in Parrott’s example [31], and Tp = Tq = I . Then T = (T1, . . . , T5) ∈ P5pq , however T has no
unitary dilations.
Example 5.5. Let d  3. Define T = (T1, . . . , Td) by
Tk =
[
0 r
0 0
]
, k = 1, . . . , d,
where r is any real number such that 1/
√
d − 1 < r < 1. Then for any k one has
Δ
e−ek
T =
[
1 − r2(d − 1) 0
0 1
]
 0.
Therefore, T is a d-tuple of commuting strict contractions which does not belong to Pdpq for any
p and q . On the other hand, T has a unitary dilation U = (U0, . . . ,U0), where U0 is a unitary
dilation of T1 = · · · = Td . Therefore, the assumption that T ∈ Pdpq is not necessary for T to
have a unitary dilation (equivalently, to satisfy the d-variable von Neumann inequality for any
polynomial with operator coefficients).
5.4. We show here that there are d-tuples of commuting contractions which belong to all
classes Pdpq and do not belong to Pd .
Example 5.6. Define Tk , k = 1, . . . , d , as in Example 5.5, however with 1/
√
d < r  1/
√
d − 1.
Then for any k = 1, . . . , d ,
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e−ek
T =
[
1 − r2(d − 1) 0
0 1
]
 0,
however
ΔeT =
[
1 − r2d 0
0 1
]
 0.
Thus, T belongs to all classes Pdpq and does not belong to Pd .
It is still unclear whether there are d-tuples in Pd but in none of Pdpq .
5.5. In Example 5.5 a d-tuple T does not satisfy any inequality Δe−ekT  0, k = 1, . . . , d ,
while in Example 5.6 a d-tuple T satisfies all of these inequalities. These examples can be easily
modified to have only part of the inequalities satisfied.
Example 5.7. Define Tk for k = 1, . . . , l, as in Example 5.5, and Tk = rI for k = l + 1, . . . , d ,
where 2 l  d − 1, with 1/√l < r  1/√l − 1. Then
Δ
e−ek
T =
(
1 − r2)d−l [1 − r2(l − 1) 00 1
]
 0 for k = 1, . . . , l,
and
Δ
e−ek
T =
(
1 − r2)d−l−1 [1 − r2l 00 1
]
 0 for k = l + 1, . . . , d.
The following example covers the case where only one of inequalities Δe−ekT  0 holds.
Example 5.8. Let A = [ 1 10 1] and let T1 = √rA, T2 = √rA−1, T3 = √1 − r(A−I ). Then, ‖A‖ =
‖A−1‖ = 1+
√
5
2 , and so T = (T1, T2, T3) is a triple of commuting contractions for 0 < r  3−
√
5
2 .
One easily checks that
Δ
e−e3
T =
[
1 − 4r + r2 0
0 (1 − r)2
]
is positive semidefinite for 0 < r  2 − √3. At the same time,
Δ
e−ek
T =
[ −r2 (−1)kr
(−1)kr 1 − r
]
 0, k = 1,2.
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