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The purpose of this thesis is to develop a discrete event simulation model of 
post-earthquake restoration for the Los Angeles Department of Water and Power 
(LADWP) water supply system.  Discrete event simulation, a new approach to 
modeling post-disaster lifeline restoration, offers many benefits for restoration 
modeling compared to alternative methods.  The water supply system and restoration 
process are represented in great detail with few simplifications.  The utility company’s 
decision variables (e.g., number of repair crews, repair prioritization rules) are 
included explicitly, allowing exploration of their effects on the speed of the 
restoration.  Restoration times are estimated separately for each region within the 
service area, and uncertainty in the process is modeled explicitly.   
With a service area of more than 1,200 km
2 and 12,000 km of pipelines, the 
LADWP water supply system is the largest municipal system in the United States.  
Extensive review of the LADWP water organization, water supply system, and post-
earthquake restoration process was conducted.  This review provided the basis for the 
restoration model.  Crews, tasks, and the different phases in the restoration process 
came directly from discussions with LADWP personnel and the water organization’s 
emergency response plans. 
For a particular earthquake, the restoration model takes as input information 
about damage to the system and the resulting hydraulic flow, both of which are 
provided by the Graphical Iterative Response Analysis for Flow Following 
Earthquakes (GIRAFFE) model that was developed for the LADWP system (Shi 
2006, Wang 2006).   Throughout the restoration simulation, the model interacts with 
GIRAFFE periodically in order to receive updates of the system functionality at 
specific times as the restoration process proceeds and damage is repaired. The restoration model provides several different types of output including 
system and subregion restoration curves; spatial distribution of restoration; material 
usage; crew usage; average time each customer is without water; and time to restore 
the system and subregions to 90%, 98%, and 100%.  It can also include damage 
uncertainty by combining the output from runs for multiple realizations of damage 
associated with a single earthquake.  The model can be used to help estimate economic 
and societal losses due to water supply system outages, and to evaluate the 
effectiveness of possible restoration improvement strategies. 
Ten simulations of the restoration model were run using real damage data from 
the 1994 Northridge earthquake as input, and the results were compared to the actual 
restoration that took place following Northridge.  The average spatial distribution of 
restoration roughly matches what occurred in 1994.  As in real life, the areas 
experiencing longer outages in the model are mainly in the north of the system service 
area or around the San Fernando Valley.  The system restoration curves did not match 
exactly, as the range of outputs from all 10 runs of the restoration model shows that 
the restoration occurs too quickly, especially during the first day after the earthquake.  
Possible future model modifications that may improve the calibration are discussed.    iii
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CHAPTER 1 
 
INTRODUCTION 
 
1.1. Introduction 
Earthquakes can cause widespread damage to water supply systems resulting 
in extensive service interruptions that can last for days.  In the 1994 Northridge 
earthquake, the Los Angeles Department of Water and Power (LADWP) sustained 
more than 70 incidents of damage to trunk lines, 1,013 incidents of damage to 
distribution lines, and damage to 5 water tanks (Shi 2006).  Approximately 500,000 
people (14% of those served by LADWP) lost water service (McReynolds and 
Simmons 1995).  It took five days to restore water to 99% of customers and repairs 
continued for months, costing about $41 million (McReynolds and Simmons 1995, 
Lund et al. 2005).  About 18% of surveyed businesses that closed indicated that loss of 
water was one reason they closed (Tierney 1997), suggesting that indirect losses 
associated with water supply damage were substantial as well.  The first citywide 
water purification notice was issued in Los Angeles within three hours of the 
earthquake and it lasted for up to 12 days in some areas (McReynolds and Simmons 
1995).   
Loss of water service and water purification notices in events like the 
Northridge earthquake can significantly disrupt drinking supply, sanitation, hospital 
functioning, industrial processes, and many other aspects of daily life.  In fact, surveys 
suggest that water supply is one of the elements of the built environment that residents 
and business owners consider to be most important to remain functional after an 
earthquake (Tierney 2000, Argothy 2003, Tierney and Dahlhamer 1998).  Both the   2
number of post-earthquake water outages and their durations are important in 
determining the final impact of an event.  
This thesis describes a new discrete event simulation model of post-earthquake 
restoration for the LADWP water supply system.  Discrete event simulation offers 
many benefits for restoration modeling compared to alternative methods.  The water 
supply system and restoration process are represented in great detail with few 
simplifications.  The utility company’s decision variables (e.g., number of repair 
crews, repair prioritization rules) are included explicitly, allowing exploration of their 
effects on the speed of the restoration.  Restoration times are estimated separately for 
each region within the service area, and uncertainty in the process is modeled 
explicitly.  This approach to modeling post-disaster lifeline restoration is new.  There 
are just two applications in the literature, both to electric power systems (Newsom 
1977, Çağnan and Davidson in press, Çağnan et al. 2006).  Water supply systems, 
however, introduce additional challenges when developing a discrete event simulation 
model of the restoration process.  Among the most important differences when 
addressing water supply instead of electric power, are: (1) many more components of 
the system are damaged, (2) the ability to reroute around and isolate damage is 
important and more difficult to capture, (3) restoration decisions depend on 
serviceability, so damage and restoration models must be coupled, and (4) the 
restoration process lasts longer and thus, modifications to the plan are made 
repeatedly.  
 
 
 
 
   3
1.2. Objectives   
The specific objectives of this study are to:  
1.  Understand and document the real-life post-earthquake water supply 
restoration process used by the Los Angeles Department of Water and 
Power (LADWP). 
2.  Develop a discrete event simulation model of the LADWP post-earthquake 
water supply restoration process.  For a given earthquake, output of the 
model should include: (a) restoration curves (percentage of demand met vs. 
time) with estimates of uncertainty, (b) the spatial pattern of restoration, 
and (c) a summary of crews and repair materials required.  It should be 
possible to use the model to evaluate the effectiveness of restoration 
improvement activities in future earthquakes. 
3.  Calibrate the restoration model using observations from the 1994 
Northridge earthquake. 
  
1.3. Expected  significance 
The research presented in this thesis offers four primary contributions: (1) 
advancing the state-of-the-art in post-disaster lifeline restoration modeling, (2) 
improving post-earthquake loss estimation and resilience assessment, (3) helping 
utilities identify ways to improve post-earthquake restoration, and (4) supporting post-
earthquake fire modeling.  
First, as one of the only applications of discrete event simulation to post-
disaster lifeline restoration modeling, and the first for water supply in particular, this 
research helps establish this relatively new, valuable method for addressing lifeline 
restoration.  It extends the previous work on post-earthquake electric power restoration 
modeling by addressing many new challenges associated with water supply   4
specifically, thus advancing the state-of-the-art in lifeline engineering.  Among those 
challenges are accommodating thousands of entities (compared to tens in electric 
power) and a corresponding increase in complexity of the system and the restoration 
process; coupling the restoration model with a damage and functionality estimation 
model; and incorporating rerouting and damage isolation explicitly. 
Second, the restoration model developed in this study can be used to improve 
the quantitative estimates of restoration times that are required to estimate economic 
and societal losses due to water supply system outages.  This study is part of a 
Multidisciplinary Center for Earthquake Engineering Research (MCEER) effort to 
assess community earthquake resilience (Bruneau et al. 2003).  A key dimension of 
reslience is rapidity, the speed with which response and recovery occur.  The 
restoration model developed in this thesis will improve the assessment of rapidity for 
the water supply system in particular and lifelines in general. 
Third, by explicitly representing the actual process that the utility company 
goes through to restore water service, the model can help identify ways to improve the 
restoration process in future earthquakes and evaluate the relative effectiveness of 
those strategies.  The restoration process is complicated by the many decisions that 
must be made simultaneously, in a short time frame, with limited information, and 
under adverse conditions (in the aftermath of a major earthquake).  Each utility 
company has relatively infrequent experiences with major earthquakes and each event 
is different.  Thus, it will be valuable to be able to experiment with different strategies 
in a risk-free, virtual environment, and to examine the effects of different decisions on 
the restoration process. 
Finally, the availability of water supply is a key input to any post-earthquake 
fire model.  Since the water supply restoration model developed in this thesis provides   5
spatially disaggregated estimates of water service at each time step in the post-
earthquake period, it can be useful in supporting post-earthquake fire models.  
 
1.4.  Post-disaster lifeline restoration modeling methods 
Available post-disaster restoration lifeline models can be grouped into six main 
approaches: (1) empirical curve fitting, (2) deterministic resource constraint, (3) 
Markov, (4) statistical regression, (5) optimization, and (6) simulation. Each of these 
approaches is described briefly in this section.  More thorough reviews are available in 
Çağnan (2005), Liu (2006), and Xu et al. (2007).  Liu (2006) updates the earlier 
review by Çağnan (2005), including the addition of the statistical regression approach.  
Xu et al. (2007) provides an in-depth review of the optimization approach. 
In the empirical curve fitting approach, data obtained from previous events 
and/or expert opinion are employed to fit restoration curves, and it is assumed that 
those curves represent future restorations.  In the deterministic resource constraint 
approach, the actual restoration process is modeled, but in a simplified way, typically 
using a set of simple equations and rules.  Some studies have modeled the restoration 
process of individual or groups of lifelines by assuming they follow a discrete-state, 
discrete-transition Markov process.  Liu et al. (in press) offer the only example of a 
statistical approach to restoration modeling, applying it to electric power systems in 
hurricanes and ice storms.  They fitted accelerated failure time (AFT) models using 
power company data from past storms.  The models can be used to predict the duration 
of each probable outage in a storm, and by aggregating those estimated outage 
durations and accounting for variable outage start times, restoration times can be 
estimated for each county or other subregion of the service areas.  While all the other 
approaches focus on descriptively modeling the current restoration process, 
optimization aims to determine the “best” way to conduct a restoration process in   6
terms of, for example, how to prioritize repairs and how many of each type of 
restoration crew to have. 
Monte Carlo simulation has been used in a simplified way to estimate post-
storm electric power restoration.  A simplified version of the storm restoration process 
is simulated using estimated failure rates and mean times to repair and switch.  
Newsom (1977) presents early work on post-earthquake electric power restoration 
using discrete event simulation, but interestingly, no other studies could be found that 
use or even mention that approach until almost 30 years later.  As mentioned earlier, 
Çağnan and Davidson (in press) and Çağnan et al. (2006) present a discrete event 
simulation model of the post-earthquake restoration process for the Los Angeles 
Department of Water and Power electric power system.  
Based on potential uses of a restoration model, a detailed study of real-life 
restoration processes, and a comparison of available methods, Çağnan (2005) defined 
a list of desirable features for a post-disaster restoration model.  These attributes can 
be useful for comparing and evaluating different restoration modeling methods.  It is 
desirable for a restoration model to (based on Çağnan 2005): 
•  Be usable in a predictive mode, before an in-field damage assessment is 
complete.  
•  Include the utility company’s decision variables explicitly, allowing 
exploration of their effects on the speed of the restoration.  Possible 
decision variables include number of response crews of different types, 
amount of repair materials of different types, and repair prioritization 
rules. 
•  Produce different restoration curves for each subregion within the 
service area rather than just one curve for the whole system.  This   7
allows more precise modeling of the economic and social impact 
resulting from service interruptions. 
•  Represent the uncertainty in the restoration time estimates. 
•  Be based on and validated with real experiences and/or data. 
•  Limit the extent to which simplifying assumptions about the 
infrastructure system and restoration process are required and ensure 
that any assumptions made are reasonable. 
•  Require only available data. 
•  Be flexible so that it can be applied to other lifelines and hazards, and 
so it can easily accommodate multi-lifeline interactions, changes in the 
restoration process, or changes in the data. 
One of the key advantages of the discrete event simulation approach is that it 
does not requiring simplifying representation of the infrastructure system or the 
restoration process the way the other methods do.  Some of the simplifications adopted 
in other methods may lead to large errors.  For example, in most applications using the 
other methods, rerouting around and isolating damage, two parts of the process that 
can significantly affect restoration times, are neglected.  While the statistical 
regression approach implicitly accounts for all the subtleties of the process, it cannot 
be applied for earthquakes unless a great deal more data becomes available, and it 
does not allow one to examine the effect of the utility’s decision variables on the 
restoration.  
It can be quite time-consuming to develop a discrete event simulation model 
and the model itself is system-specific.  However, through sensitivity analysis one can 
use a discrete event simulation model to identify the most influential features of the 
restoration process and draw more general conclusions.  One could also potentially use 
a discrete event simulation model to calibrate other simpler models.    8
1.5.  Organization of the thesis 
Chapter 2 presents relevant background about the Los Angeles Department of 
Water and Power (LADWP).  It includes descriptions of the physical system, the 
organization, and the post-earthquake restoration process.  The discrete event 
simulation model and efforts to calibrate it using data from the 1994 Northridge 
earthquake are described in Chapter 3 and 4, respectively.  The key contributions and 
avenues for future work are summarized in Chapter 5.   9
CHAPTER 2 
 
LOS ANGELES DEPARTMENT OF WATER AND POWER 
 
2.1. Introduction 
This chapter presents relevant background about the Los Angeles Department 
of Water and Power (LADWP) water supply system.  After a brief description of the 
physical system, two models important for understanding the restoration model are 
described.  H2ONET is a hydraulic network model used within LADWP and 
GIRAFFE is an earthquake damage and functionality estimation model developed for 
the LADWP system.  The LADWP organization is then described briefly, 
emphasizing aspects relevant for post-earthquake restoration.  A detailed discussion of 
the post-earthquake restoration process follows, including the different types of crews 
involved in it and the process they follow.  This understanding of the LADWP system, 
organization, and its post-earthquake restoration process are the basis for the 
restoration simulation model described in Chapter 3. 
 
2.2. LADWP  water  system 
Established in 1902, the Los Angeles Department of Water and Power is the 
country’s largest municipal utility.  During the 2005-2006 fiscal year, the LADWP 
water supply system provided water to about 680,000 customers, representing 3.9 
million people in a service area of approximately 1,200 km
2 (Figure 2.1) (LADWP 
2007).  In a typical summer or winter day, it supplies about 2.5(10
6) m
3 or 1.2(10
6) m
3 
of water, respectively (Wang 2006). In 2004-2005, residential, 
commercial/governmental, and industrial uses accounted for 72%, 25%, and 3% of the 
water consumption, respectively (LADWP 2007).  The key features of the LADWP    10
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1. LADWP customers mapped by type: residential, commercial, purpose of 
enterprise, government, municipal, industrial, and other.   11
water system necessary for understanding the restoration model are summarized in this 
section.  Wang (2006) provides a more detailed description. 
The three main water sources for the system are the Los Angeles Aqueducts, 
the Metropolitan Water District (MWD), and local groundwater wells, providing about 
48%, 41%, and 11% of the total water supply, respectively, in 2004-2005 (LADWP 
2007).  Water from the First and Second Los Angeles aqueducts and the California 
aqueduct enters the LADWP system at the Van Norman Complex (Figures 2.2 and 
2.3), north of the San Fernando Valley, where it is treated by the LADWP Los 
Angeles Aqueduct Filtration Plant (LAAFP) and then distributed to the rest of the 
system.  Water purchased from the MWD comes from the Colorado and California 
aqueducts.  Figures 2.3 and 2.4, respectively, show the locations of the 
LADWP/MWD connections and the local groundwater wells. 
LADWP divides its service area into 5 major water districts: West Valley, East 
Valley, Western, Central, and Harbor (Figure 2.5).  The water system is also divided 
into 13 subsystems (Figure 2.6), which to meet the pressure requirements of a large 
service area with elevations that range from 0 to 735 m (1 to 2,411 ft), are further 
divided into 106 pressure zones (Figure 2.7).  Each pressure zone is numbered after 
the highest hydraulic grade (sum of pressure and elevation heads) in it, in units of feet. 
In general, the hydraulic grades decrease from the north to the south, with the 
exception of the Santa Monica Mountains area.  While 75% to 77% of pressure zones 
(based on water consumption), are gravity-fed, those located in the mountainous areas, 
where the elevations are high and vary greatly, are dominated by pressure zones fed by 
pump stations (Wang 2006) (Figure 3.3). 
To distribute water throughout its service area, the LADWP water supply 
system includes approximately 300 regulator stations, 73 pump stations, 110 tanks and   12
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Figure 2.4. Major LADWP water supply system facilities. (Source: Wang 2006) 
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Figure 2.7. LADWP pressure zones. (Source: Wang 2006) 
 
small reservoirs (Figure 2.4).  It includes approximately 7,142 mi. (11,494 km) of pipe 
line—5,635 mi. (9,069 km) up to 12 in. (305 mm) in diameter, 972 mi. (1,564 km) 12 
to 16 in. (406 mm) in diameter, and 535 mi. (861 km) larger than 16 in. in diameter. 
The four most common pipe diameters are 6 in. (152 mm) (3,109 mi. (5,003 km)), 8 
in. (203 mm) (1,827 mi. (2,940 km)), 12 in. (791 mi. (1,273 km)), and 4 in. (102 mm) 
(628 mi. (1,011 km)).  Major trunk lines are the pipelines that are the sources for each   16
of the 13 subsystems (Figure 2.6), minor trunk lines are the remaining pipelines with 
diameters of at least 24 in. (610 mm) (sometimes less in the Santa Monica Mountains 
region), and the distribution pipelines have diameters of less than 24 in. (610 mm) 
(Jeon and O’Rourke 2005). 
 
2.3. LADWP  water  system  models 
The restoration model makes use of two computer models that have been 
developed for the LADWP water system: the hydraulic network model, H2ONET, and 
the earthquake performance simulation model, GIRAFFE.  They are described briefly 
in this section.  
 
2.3.1.  H2ONET hydraulic network model 
A hydraulic network model called H2ONET was developed for the LADWP 
water supply system and is used by LADWP engineers for planning and analysis.  In 
the 2002 version used in this work, H2ONET explicitly models 2,186 km (1,358 mi.) 
of pipeline, 230 regulator stations, 110 tanks and reservoirs, 151 local groundwater 
wells, and 73 pump stations (Figure 2.4) (Wang 2006).  The size of the LADWP water 
supply system does not allow for the explicit modeling of all pipelines within 
H2ONET.  As a result, more than 10,000 km (6,214 mi.) of the smaller diameter 
pipeline are represented by 1,052 demand nodes within the model.  Each demand node 
is considered to represent an area of distribution pipelines (Figure 2.8).  Figure 2.9 
shows a portion of the real LADWP system with distribution lines and demand nodes.  
The demand nodes represent from about 1 to a couple hundred kilometers of 
distribution pipeline, with an average of about 35 km (22 mi.) per node.  H2ONET 
contains more than 10,000 links and approximately 9,300 nodes.  Figure 2.4 shows all    17
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.8. Schematic of system (a) with distribution lines and (b) with demand nodes 
representing distribution lines (modified from Shi 2006). 
 
of the facilities and pipeline modeled in H2ONET, and Figure 2.5 shows the demand 
nodes. 
 
2.3.2.  GIRAFFE earthquake damage and functionality estimation model 
A software program called Graphical Iterative Response Analysis of Flow 
Following Earthquakes (GIRAFFE) was developed at Cornell University to estimate 
earthquake performance of water supply networks (Shi 2006, Wang 2006).  Developed 
as part of the MCEER-LADWP partnership, GIRAFFE estimates damage and 
functionality for heavily damaged water systems, a circumstance when standard 
hydraulic analysis models, like H2ONET, do not work.  This section describes its key  
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features necessary for understanding its role in the restoration model.  Shi (2006) 
describes the program in detail. 
Figure 2.10 summarizes the main steps in GIRAFFE.  First, the hydraulic 
network being analyzed is defined using the graphical user interface from EPANET, a 
free, standard hydraulic analysis program (Rossman 2000).  The system definition 
includes the topology, physical and operational characteristics of the system, and 
normal system demands.  Trunk lines are represented explicitly as lines in the network 
model.  Distribution lines are represented as demand nodes on the trunk network.  
Second, the system is modified to simulate the occurrence of earthquake-
caused damage.  Damage to trunk lines is represented as distinct breaks and leaks.  
Trunk line damage can be modeled in two modes: deterministic and probabilistic.  In 
the deterministic mode, the user can specify the locations of breaks and leaks.  In the 
probabilistic mode, given a particular earthquake, the model simulates the occurrence 
of breaks and leaks according to a Poisson process, where the mean damage rate is a 
function of the peak ground velocity experienced at the pipe.  The probabilistic mode 
results in multiple realizations of damage.  Damage to distribution lines is represented 
by increasing the demand at the demand node that represents the damaged distribution 
lines.  This reflects the fact that distribution pipes with breaks and leaks in them will 
draw more water than normal from the trunk line network because the water will be 
spilling into the ground rather than just serving customers.  Damage at a demand node 
is based on the peak ground velocity and mean pressure at that node.  GIRAFFE does 
not explicitly model the number of breaks and leaks associated with distribution line 
damage (see Section 3.3).  The system definition file is modified to represent the trunk 
line breaks and leaks and the new demands. 
Next, GIRAFFE performs a hydraulic analysis on the modified system using 
the EPANET engine.  In this step, GIRAFFE first checks the connectivity of the   20
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.10. Flowchart for GIRAFFE. (Source: Shi 2006) 
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modified system and removes any components that are isolated from water sources.  It 
then runs a normal hydraulic analysis.  If any nodes are found to have negative  
pressure, they are removed from the system and the analysis is rerun.  This is repeated 
until there are no nodes with negative pressure.  Those results are the final ones. 
The output from GIRAFFE includes the flow and/or pressure at each system 
component (e.g., pipe, junction, pump, tank).  For each demand node, it indicates 
whether it is satisfied or not (i.e., whether the trunk network can get water to that 
node).  It also produces the system serviceability index (SSI), which is defined as the 
ratio of the total available demand at demand nodes after an earthquake to total 
required demand at demand nodes after an earthquake.   
 
2.4. LADWP  water  organization 
The LADWP water supply organization is divided into four main divisions 
(formerly called business units): Water Distribution (WD), Water Quality and 
Operations (WQ&O), Water Engineering and Technical Services (WETS), and Water 
Resources (WR). Each of these divisions has its own set of crews and procedures to be 
followed in the event of a large earthquake.  The information presented in Sections 2.4 
to 2.7 is based on interviews with many LADWP personnel and on the Emergency 
Response Plans for the LADWP WD, WQ&O, and WETS divisions (LADWP WD 
n.d., LADWP WETS 2001, LADWP WQ&O 2005).   
The Water Distribution (WD) division is responsible for the installation and 
maintenance of water distribution facilities, which includes trunk lines (at least 610 
mm (24 in.) in diameter), distribution lines (less than 610 mm (24 in.) in diameter), 
meters, fire hydrants, regulators, valves, appurtenances, and other related items.  This 
division also designs distribution lines (not trunk lines) and operates valves on the 
distribution lines (not trunk lines).  WD is organized according to the 5 geographic   22
districts: East Valley, West Valley, Western, Central, and Harbor (Figure 2.5).  Each 
district manages its own facilities to a large extent, and each has its own district yard 
to which personnel reports and in which materials are stored (Harbor has two, Harbor 
and North) (Figure 2.11).  During the restoration process following an earthquake, 
WD is responsible for the inspection and repair of its facilities.  
The Water Quality and Operations (WQ&O) division divides its 
responsibilities between two main sections: Operations and Maintenance and Water 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.11. WD district yard and WQ&O yard locations.   23
 
Quality Compliance.  The Operations and Maintenance (O&M) Section 
includes four groups: Transmission Operations, Treatment Operations, Repair and 
Construction, and Property Management.  The O&M Section oversees the operation 
and maintenance of the filter plants, pump stations, regulator stations, tanks, 
reservoirs, and ground wells.  During the restoration process, this section is in charge 
of inspecting and repairing these same facilities.  The O&M Section also operates the 
SCADA system, which can remotely monitor levels in tanks, reservoirs, and wells; 
monitor (and operate some) valves at regulator stations, tanks, and reservoirs; and 
monitor pressures and flows in some trunk lines.  The Water Quality Section works 
out of the Van Norman Complex and oversees the quality of the water distributed 
throughout the system.  During the restoration process, this section will assist 
managers in determining whether to issue water purification notices.  
Water Engineering and Technical Services (WETS) is a technical division that 
focuses on the design of facilities for the water system, including trunk lines (but not 
distribution lines).  Staffed largely by engineers and construction managers, it does 
design and oversees construction and the start-up of facilities, but does not do the 
actual construction and does not own any of the facilities.  During the post-earthquake 
restoration process, the division’s primary duty is to assess the safety of dams and 
reservoirs in the LADWP service area and to provide technical assistance to the other 
divisions.  
The Water Resources division is responsible for the facilities that deliver water 
to the LADWP system, e.g., the aqueducts.  Since its facilities are not within the 
service area, it is not considered in development of the restoration model. 
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2.5.  Post-earthquake restoration overview 
The information presented in Sections 2.5 to 2.7 is based on extensive 
interviews and conversations with many LADWP water personnel, the LADWP 
Emergency Response Plan for each major division in the organization, and 
experiences in the San Fernando and Northridge earthquakes.  Although each LADWP 
division has its own emergency response plan, they primarily establish basic 
guidelines for who is responsible for what.  To provide flexibility, they intentionally 
do not detail how decisions will be made under different circumstances, but rather 
allow the people in charge to use their judgment at the time.  Further, while each 
department has an understanding of what to do in the event of an earthquake, few 
people can provide details about the entire process.  As a result, the detailed company-
wide restoration process that is expected to unfold following the next earthquake was 
not documented in one place and required extensive work to develop.  It is described 
in Sections 2.6 and 2.7 
Since each earthquake is different and brings unanticipated challenges, the 
actual restoration process following a future earthquake inevitably will be different 
than the description provided here.  Nevertheless, this is the best available 
understanding of what will happen, it captures the key features of the process, and it 
should be reasonably accurate.  Further, the restoration model explicitly represents 
many aspects of the uncertainty in the process (Chapter 3).  
The goals that guide the LADWP restoration process are: (1) to restore water 
service to the most people as quickly as possible, with special consideration given to 
hospitals, fire fighting needs, and life threatening and other high priority situations; (2) 
to have a water purification notice for as short a time as possible; (3) to not interrupt 
water to an area after it has been restored; and (4) to not reinstitute a water purification   25
notice in an area after it has been lifted.  Section 2.6 describes the key crews involved 
in restoration and Section 2.7 outlines the procedure they are expected to follow after 
an earthquake. 
 
2.6. Restoration crews 
The restoration model described in Chapter 3 follows crews that originate from 
the WD, WQ&O, and WETS divisions and are directly involved in the restoration 
process within the LADWP service area.  In this section, the principal crews involved 
in post-earthquake restoration from each division are introduced—what they do, how 
many and what type of people are on each crew, how many crews there are, where 
people initially report following an earthquake that occurs during work or non-work 
hours, how their shifts are organized, how they communicate, and where they get their 
equipment.  Table 2.1 summarizes much of this information.  For all types of crews, it 
is assumed that not all crews will report as they are supposed to immediately after an 
earthquake, but most of those not there initially will gradually report over the 
following day or two.  For all WD and WQ&O crews, the first post-earthquake shift, 
which will begin immediately after the earthquake, is likely to be especially long, as it 
was following the Northridge earthquake.  After the first shift, they will adjust into a 
schedule of two 12-hour shifts, with approximately ⅔ of all personnel on the day shift 
and ⅓ on the night shift.  
 
2.6.1.  Water Distribution Division crews 
During the restoration process, the Water Distribution division mobilizes (1) 
inspectors and (2) repair crews.  Following an earthquake all employees report to their 
assigned district yards.  If an employee is unable to report to his usual district yard, he 
may go to another instead.  WD crews communicate by 900 MHz 2-way radio or    26
 
 
Table 2.1. Summary of WD, WQ&O, and WETS crews involved in the post-
earthquake restoration process. 
 
Division Crew  Name  Reporting 
Location
1 
Size and Number of 
Crews  Responsibilities 
WD 
inspectors 
Assigned district 
yard 
5 gate men, 10-15 
meter inspectors, and 
2-3 light-duty truck 
operators per district. 
They work 
individually. 
Inspect leaks 
reported to Trouble 
Board. Reroute 
around trunk 
damage. Isolate 
distribution damage. 
Water 
Distribution 
Repair and 
Construction 
Crews 
Assigned district 
yard 
Crews of 2 for small 
repairs and 5 for large 
projects; some 3-
person crews also 
available. 80 each in 
Central and Western; 
50 each in East 
Valley, West Valley, 
and Harbor 
Repair damage to 
pipelines 
Water 
Utility 
Operators 
(WUO) 
Ripple St. Yard, 
Harbor District 
Yard, or Tujunga 
PS; or if on-duty 
inspect current 
facility, then 
report 
24 people who work 
individually 
Inspect pump 
stations, tanks, 
reservoirs, and 
wells. Reroute 
around trunk 
damage. Isolate 
distribution damage. 
Water 
Utility 
Workers 
(WUW) 
Ripple St. Yard, 
Harbor District 
Yard, or Tujunga 
PS; or if on-duty 
inspect current 
facility and then 
report 
12 crews of 2   
Inspect regulator 
stations; also tanks 
and wells left 
uninspected after 
regulator stations are 
all inspected. 
Reroute around 
trunk damage. 
Isolate distribution 
damage. 
Water Quality 
& Operations 
Repair and 
Construction 
Ripple St. Yard 
or Tujunga PS 
20-30 crews of 2-3 
each (about 60 people 
total)  
Repair damage to 
pump stations, 
regulator stations, 
and other facilities 
within WQ&O's 
responsibilities 
 
 1 JFB is the John Ferraro Building, where LADWP headquarters is; VNC is Van Norman Complex; and 
PS is pump station   27
Table 2.1. (Continued) 
 
Division  Crew 
Name 
Reporting 
Location
1 
Size and Number 
of Crews  Responsibilities 
Damage 
Assessment 
Team 
(DAT) 
JFB, VNC, East 
Valley District 
Yard, and Western 
District Yard 
4 crews of 10; 2 
of each: electrical, 
mechanical, 
structural, trunk 
line engineers, 
and field 
inspectors 
Assist WQ&O and WD 
personnel: (1) assess 
damage, (2) recommend 
repairs, and (3) document 
damage for 
reimbursement 
Water 
Engineering 
& 
Technical 
Services  Reservoir 
Inspection 
Team 
(RIT) 
JFB or VNC; can 
go to critical 
reservoirs before 
reporting in an 
emergency if 
directed 
13 crews of 2, 
plus 1 or 2 
coordinators 
Assess reservoirs in 
system for safety; provide 
a more technical 
evaluation of 
reservoirs/dams than 
WQ&O personnel 
 
 1 JFB is the John Ferraro Building, where LADWP headquarters is; VNC is Van Norman Complex; and 
PS is pump station 
 
Nextel cell phone.  All WD supervisors and all WQ&O personnel have Nextel phones, 
but some non-supervisor WD personnel may not.  Gate Men (Water Utility 
Specialists), Meter Operators (Meter and Service Crews), and Light-Duty Truck 
Operators all work as inspectors following an earthquake, and they all work 
individually.  For each district yard, there are 5 Gate Men, 10 to 15 Meter Operators, 
and 2 to 3 Light-duty Truck Operators.  Personnel from district yards in non-damaged 
areas help as needed.  There are approximately 400 construction personnel total in 
WD who can be called in if necessary.  The inspectors are dispatched to examine 
pipelines and find leaks in areas identified by the Trouble Board it is associated with 
(see Section 2.7.1 for description of Trouble Boards).  They then report their findings 
back to the Trouble Board.  They may also be assigned to operate valves within the 
system to aid in rerouting water and/or isolating damage.  All of their equipment is 
contained on trucks issued by the department.    28
Construction crews that do pipe installation and repair in normal times do 
repair in a post-earthquake situation.  West Valley, East Valley, and Harbor district 
yards have approximately 50 repair personnel each—20 two-person repair crews and 2 
five-person repair crews each.  Central and Western district yards have approximately 
80 repair personnel each—30 two-person repair crews and 4 five-person repair crews 
each.  Two-person crews undertake smaller repair projects; five-person repair crews 
undertake the larger repair projects.  
Repair and construction crews are responsible for repairing pipe damage and 
restoring service to customers.  Assignments are given at the beginning of a shift and 
repair crews remain in the field during the shift.  They will call in for additional 
assignments if needed.  Crews’ materials are carried on department-assigned trucks, 
are stored in the district yard, or can be delivered in the field.  Districts that are closest 
to the heavily damaged areas will deploy all of their personnel during the restoration.  
Repair and construction crews from non-damaged districts may help relieve crews in 
the affected districts.  Repair crews from other companies that show up are used for 
small projects, such as repairing leaks in distribution lines.  They tend to be less 
efficient since they are not familiar with the system.  Following the Northridge 
earthquake, 25 crews came from 11 other utilities (McReynolds and Simmons 1995). 
 
2.6.2.  Water Quality and Operations Division crews   
Since the primary concern of the restoration model is the time at which 
customers have their service restored, only the Operations and Maintenance Section of 
the WQ&O Division is considered (not Water Quality Compliance).  The O&M 
Section includes the following groups: Transmission Operations, Treatment 
Operations, Repair and Construction, and Property Management. SCADA is operated 
by 8 employees who rotate in shifts of 1 to 2 people 24 hours per day.    29
The Transmissions Operations Group includes Water Utility Operators (WUO) 
and Water Utility Workers (WUW).  There are about 24 WUOs who work 
individually, and about 12 two-person WUW crews.  Following an earthquake, the 
WUOs and WUWs assess the damage and functionality of the facilities, and determine 
what is needed to repair them.  If an earthquake occurs during normal working hours, 
WUOs and WUWs will inspect the facilities they are at, and then call in to their 
supervisors to report the results of the inspection.  WUOs will then begin inspecting 
their pre-assigned facilities listed in the Internal Coordination Plan and in the order 
listed in the WQ&O Emergency Response Plan (ERP).  WUWs will report to the 
Ripple St. Yard or Tujunga Pump Station (PS), as assigned in the WQ&O ERP.  If an 
earthquake occurs during off-duty hours, WUOs and WUWs call an 800 number to get 
instructions.  If the earthquake is at least magnitude 5.0 and within 50 miles of the LA 
Civic Center, WUOs and WUWs call the 800 number, then their supervisors, then the 
Los Angeles Water Supply System Data Acquisition Control center (LAWSDAC).  
LAWSDAC is located in the John Ferraro Building (JFB), where the LADWP 
headquarters is.  If they can not reach anyone, the WUOs report to their pre-assigned 
locations listed in the WQ&O ERP, and WUWs report to their Field Facility Locations 
(i.e., their regular reporting locations—Ripple St., Tujunga PS, Encino, Harbor 
District Yard, and Van Norman Complex).  
The Water Utility Operators inspect the 80+ pump stations and about 110 tanks 
and reservoirs (which are often located near the pump stations).  The assignments are 
divided among the available WUOs, so each will inspect 3 to 4 pump stations and any 
adjacent tanks and reservoirs.  They will also inspect any trunk lines connected to the 
pump stations.  After the pump stations, tanks, and reservoirs have been inspected, the 
WUOs will be assigned to inspect the 60 to 80 ground wells in use at the time, most of 
which are in the San Fernando Valley.  The Water Utility Workers inspect the 350+   30
regulator stations (about 30 to 40 regulator stations per crew).  The WUOs and WUWs 
have radios to communicate with headquarters.  Materials for WQ&O inspection and 
repair are stored mostly at the Ripple St. Yard, with some at Tujunga PS.  They may 
request additional assistance from DATs if needed during their inspections.  Crews 
arriving from other companies will not be used to help with WQ&O inspection and 
repair.  (They will only be asked to help with WD facilities.) 
Repair and construction crews from WQ&O repair damage to the pump and 
regulator stations, tanks and reservoirs, and wells.  There are about 60 WQ&O repair 
personnel organized into 20 to 30 crews of 2 to 3 people each.  If an earthquake occurs 
during business hours, they inspect the facility they are at and then call in to report to 
their supervisor (or LAWSDAC or LAAFP control room if the supervisor is 
unreachable).  If they cannot reach anyone, they report to the nearest of four reporting 
locations—San Pedro Pump Station, LAAFP, Western District Yard, or Temple St. 
Yard.  If an earthquake occurs during off-duty hours, WQ&O repair crews call an 800 
number to get instructions.  If the earthquake is at least magnitude 5.0 and within 50 
miles of the LA Civic Center, they call the 800 number, then their supervisors, then 
LAWSDAC.  If they can not reach anyone, they report to their pre-assigned 
locations—Temple St. Yard or LAAFP. The WECC and WQ&O managers determine 
priorities for repairs and dispatch WQ&O repair crews, who stay in the field during an 
entire shift.  If possible, they report back by radio or phone during the shift; otherwise, 
they report at the end of the shift. 
 
2.6.3.  Water Engineering and Technical Services Division crews 
There are two main types of crews originating from the WETS division that are 
involved in the restoration process: Damage Assessment Teams (DATs) and Reservoir 
Inspection Teams (RITs).  The DATs serve as technical support for the other divisions   31
in assessing damage to facilities, recommending repairs, and documenting damage. 
DATs are called in to inspect building damage, for example.  RITs are responsible for 
assessing the damage and safety of the reservoirs and dams in the LADWP system.  
They conduct more detailed technical evaluations than the initial evaluations 
conducted by WUOs. 
There are 4 DATs, composed of 10 team members each.  Each is assigned to a 
specified geographic area and reports to a specified location (in parentheses): Central 
(John Ferraro Building, JFB), Los Angeles Aqueduct Filtration Plant (LAAFP, West 
San Fernando Valley), East Valley (East Valley District Yard), and Western (Western 
District Yard).  Each DAT is composed of two each of the following: trunk line 
engineer, structural engineer, electrical engineer, mechanical engineer, and field 
inspector.  Immediately after an earthquake, DAT members call an 800 number and a 
message tells them if their DAT has been activated.  If it has, they report to their pre-
assigned location—East Valley District Yard, JFB, LAAFP, or Western District 
Yard—and await further instructions.  They are given assignments at the beginning of 
the day and report back at the end of the day.  They have materials or kits available at 
their reporting locations.  Each 10-person DAT may be divided up in order to send a 
couple people to one location, a few to another location, and so on, depending on what 
each damaged site needs.   
About 26 individuals comprise the RITs, plus 1 or 2 coordinators.  There are 
13 teams of 2 that work to inspect the safety of the dams and reservoirs within the 
LADWP system.  The pairs are not pre-assigned; rather they are assigned depending 
on who reports for duty.  Following an earthquake that is during normal business 
hours, RITs are dispatched from the John Ferraro Building (JFB) because that is where 
they normally work.  Following an earthquake that occurs during off-duty hours, RIT 
personnel will call an 800 number to get an assignment.  If it says to report (a Level 2   32
event as defined in the RIT ERP), they contact the RIT coordinator to get an 
assignment.  If they cannot reach the RIT coordinator, they report to the Van Norman 
Complex or the JFB, and a few people will inspect assigned reservoirs before 
reporting.  The RIT coordinator will have them follow this plan as well.  Materials for 
inspections are contained at the reservoirs and at reporting locations.  RITs 
communicate using phones, cell phones, pagers, and radios, or if those modes are 
unavailable, through operating personnel or leaving messages with the WECC. 
 
2.7.  Restoration timeline of tasks  
In this section, the four main phases of the LADWP post-earthquake 
restoration process—inspection, rerouting around trunk line damage, isolating 
distribution damage, and repair—are described through discussion of the activities of 
the crews involved.  The description of each phase includes the goals of the phase, the 
tasks that take place during the phase, how the tasks are prioritized, and the expected 
duration of the phase and/or tasks it includes. 
During inspection, which begins immediately following an earthquake, 
facilities and pipelines are examined to determine the level of damage and degree of 
functionality, if there are any safety concerns, and what needs to be done to isolate the 
damage and repair it.  The goals of the rerouting and isolating phases are to minimize 
water loss, minimize the number of customers without service, and maximize the 
water available for fire fighting.  This is accomplished by opening and closing valves 
and adjusting settings at regulator and pump stations so as to minimize flow to 
damaged areas and redirect water to customers through different paths.  (Minor 
rerouting around a damage location as part of a repair is considered part of the repair 
process).  Rerouting and damage isolation occur concurrently with inspection and 
repair.  In the repair phase, damage is repaired so that the facility or pipeline is   33
functional.  Repairs may be temporary or permanent.  Temporary repairs are assumed 
to last days or weeks (i.e., beyond when the earthquake event is considered over), but 
ultimately to require more extensive work.  For purposes of modeling the post-
earthquake restoration process, temporary repairs are in effect permanent.  For each 
facility or pipeline, the repair phase can begin immediately after inspection is 
completed.  
In water supply systems, unlike other lifelines, one can consider three different 
types of restoration curves, related to (1) restoration of non-potable water service, (2) 
restoration of potable water service, and (3) repairs to the system.  These three levels 
of restoration may occur at different times.  This study focuses on the first type of 
restoration.  That is, the restoration is considered complete when all customers have 
service restored.  Some facilities and pipelines may still be damaged at that time, but 
because of temporary repairs or rerouting, all customers nevertheless have service.  It 
is expected that water purification notices will be issued as necessary, so that water 
can be restored without additional delays due to concerns about water quality.  Repair 
times are estimated under this assumption.  Water trucks may be used to provide 
potable water to customers without service, as they were following the Northridge 
earthquake (McReynolds and Simmons 1995).  This mitigates the detrimental effects 
of the water supply system being nonfunctional, but does not affect the restoration 
time of the system, so water trucks are not considered in the simulation model.  
The Water Emergency Command Center (WECC) is established in the John 
Ferraro Building (JFB, LADWP headquarters) within a few hours after an earthquake.  
Managers from the water system run the WECC, which is responsible for overseeing 
the restoration process.  All divisions report damage and operational status to the 
WECC managers, who then determine the priorities for repair and the rerouting to be 
done.  A Field Command Center (FCC) is also established at the district yard that is   34
nearest to the most heavily damaged area, but has not suffered significant damage.  
The WECC and FCC are the two centers from which major operations are directed.  
 
2.7.1. Inspection  phase 
For the WD division, the initial inspection phase is expected to last several 
hours following an earthquake.  Each district yard has a Trouble Board that receives 
calls from customers and LADWP crews reporting water outages and damage to the 
system.  Only the Central District Yard Trouble Board is open 24 hours a day, 7 days a 
week, so it covers the entire service area when the others are closed.  During a post-
earthquake situation, all trouble boards may be kept operating for the duration of the 
event.  When a call is received, a job ticket is created that includes the customer’s 
description of the severity of the problem, the customer location, the time, and other 
related information.  Based mostly on those calls, but also pressure readings 
throughout the system and other relevant information, the Superintendent and 
Assistant Superintendent prioritize inspections.  WD inspectors (Gate Men, Meter and 
Service Crews, and Light-duty Truck Operators) are dispatched according to that 
priority list to inspect potentially damaged pipelines.  Following the Northridge 
earthquake, not all damage locations were identified right away.  In some cases, if a 
break upstream caused a pipe to run dry, then a break or leak downstream was not 
apparent until the upstream portion was repaired or rerouted around and the pipe was 
filled again.  A similar situation is expected to occur in future earthquakes.  
At each potential damage site, the inspector visually inspects the area to locate 
the source of the water leak, determines the severity of the damage/leak (e.g., water is 
bubbling up, or street is flooded), identifies the size and type of pipeline that is 
damaged (e.g., 8 in. (203 mm) cast iron main), uses the gate book to locate the valves 
in the area that can be used to isolate the damage, identifies any priority customers   35
(e.g., hospital) served by the damaged pipeline, and reports that information to the 
Trouble Board via radio or cell phone.  The inspector will typically receive prioritized 
assignments at the beginning of the shift, call in damage reports after each inspection, 
and return back to the district yard only at the end of the shift.  In unusual 
circumstances, a DAT could be called to help inspect trunk line damage.  If possible, 
an inspector may begin isolating damage as well, but usually that is part of the repair 
process.  Based largely on lessons learned in the Northridge earthquake, the plan for 
future earthquakes is that the largest diameter pipelines will be inspected internally 
rather than taking the usual approach of repairing a leak, filling the pipeline, then 
draining the pipeline again if another leak downstream becomes apparent.  This will 
help inspectors discover leaks and breaks not apparent from the surface more quickly. 
If an earthquake occurs during work hours, Water Utility Operators (WUOs) 
and Water Utility Workers (WUWs) will inspect the facilities they are at, then report 
to their supervisors or pre-assigned location.  If an earthquake occurs during off-duty 
hours, they report directly to their supervisors or pre-assigned locations.  Supervisors 
prioritize facilities for inspection based on the priorities listed in the WQ&O ERP, and 
by giving higher priority to those close to the epicenter that are more likely to be 
damaged.  For WUOs, pump stations, tanks, and reservoirs are inspected first, then 
ground wells. Crews will typically inspect the facilities they normally work at.  During 
an inspection, a WUO or WUW crew will assess the damage and functionality of the 
facility and determine what is necessary to repair it.  In addition, WUOs and WUWs 
may be asked to operate valves to prevent further water loss and/or to isolate damage 
within the system. WUOs and WUWs should have radios to communicate with HQ so 
that they can stay in the field during their entire shift.  It is expected that the inspection 
of pump stations, regulator stations, tanks, and reservoirs will be complete and 
reported to the WECC within 8 to 12 hours following the earthquake.     36
The DATs respond to requests for technical assistance, mainly from WQ&O 
personnel but possibly from WD personnel as well.  They can help assess any facility 
except reservoirs, which are supported by RITs, and pipelines smaller than 12 in. (305 
mm) in diameter.  The DATs help to (1) assess a facility’s damage, functionality, and 
safety; (2) recommend repairs; and (3) document damage using the form in the DAT 
ERP.  Damage assessment is expected to occur during the first couple of days and 
does not take long; recommending repairs may take much longer.  Following one or a 
few assessments, a DAT reports the assessment(s) back to the WECC by using the 
department-supplied cell phone of a DAT team leader or field personnel (e.g., WUW 
or WUO), or by driving out of the damaged area and using a pay phone. 
If an earthquake occurs during working hours, most RIT members will be 
dispatched from the JFB where they normally work.  If an earthquake occurs during 
off-duty hours, RIT members report to the location assigned in the RIT ERP—the 
JFB, the Van Norman Complex, or a specific reservoir.  Once at the reservoir to which 
they are assigned, an RIT determines the safety and functionality of the reservoirs by 
making a more detailed technical inspection of the reservoir than the WQ&O operator.  
They then report their findings to the RIT coordinator by radio, cell phone or fax if 
available, and if not, but driving in to the headquarters.  Three vehicles available to the 
RITs have radios in them.  Most of the inspection can be done visually, but having the 
correct equipment allows them to do a more thorough inspection. 
 
2.7.2.  Rerouting around trunk line damage phase  
The rerouting phase begins immediately following an earthquake to minimize 
water loss through damaged pipelines, minimize the number of customers without 
service, and ensure that fire fighters have adequate water.  WQ&O and WECC 
managers decide how to reroute water around trunk line damage.  Some valves can be   37
operated remotely from the SCADA system, but most of the rerouting is accomplished 
by crews in the field (WUOs, WUWs, and WD crews) opening and closing valves, 
and adjusting settings at pump and regulator stations.  Rerouting applies only to trunk 
lines.  
Trunk line damage can take days, weeks, or even months to repair, so before 
beginning repairs, an effort will be made to reroute water around a damage location so 
that customers can have their service restored without waiting for the lengthy repair to 
be completed.  There are four main methods of trunk line rerouting, which are, in 
order of preference: (1) use trunk system redundancy, (2) connect to a Metropolitan 
Water District (MWD) source (Figure 2.3), (3) connect to a groundwater well (Figure 
2.4), or (4) use fire trucks.  In the first, preferred method, water is redirected around 
the damage location using other undamaged trunk lines.  It can get water around a 
damage location within hours, but it is only possible if there is an alternative, 
undamaged route.   Connections to the MWD can be made in a time of emergency 
provided there is a nearby MWD connection and the MWD supply is functional.  This 
method can also be implemented in a matter of hours.  If the first two methods are 
unavailable and a groundwater well is nearby, the third method is used.  As a final 
alternative, the Fire Department can reroute water around a damaged trunk line from a 
lower pressure zone to a higher pressure zone by pumping water from one fire hydrant 
to another.  They try to do this by connecting two fire hydrants on the same side of the 
street, on smaller streets, to minimize traffic disruption.  Twenty-five fire trucks were 
used in this way following the Northridge earthquake, and they expect to do the same 
in future events.  In this manner, the Fire Department can pressurize a whole pressure 
zone in 2 to 3 days.  Using fire trucks is the last option because it requires fire 
department involvement and takes longer than the other methods. 
   38
2.7.3.  Isolating distribution damage phase 
The goals of isolating distribution damage are the same as those for the 
rerouting phase.  Damage isolation is managed and conducted by the same people who 
do rerouting, and at the same time.  If an area of distribution pipeline is dry (i.e., not 
currently being served by the trunk system) and heavily damaged, crews may isolate 
the area from the rest of the system so that it will not cause a great deal of water loss 
when it is rewetted.  The repairs to that area can then be made later after other higher 
priority repairs are complete.  This strategy can succeed in stopping excessive water 
loss, but all customers within the isolated area will lose service.   
 
2.7.4. Repair  phase 
The repair phase can begin at any facility or pipeline once the inspection phase 
is completed for that facility or pipeline.  Each of the divisions is responsible for 
repairing its own facilities, but they are able to enlist help from other divisions 
especially from WETS crews.  Repair priorities are determined by the managers in the 
WECC and passed down to the division managers.  The priorities are to restore service 
to areas in which critical facilities are located, like hospitals and schools, and beyond 
that, to restore service to as many customers as quickly as possible.  
The WD division repair crews report to their assigned district yard following 
an earthquake.  They get their truck and repair materials there, and are assigned from 
one to a few projects at the beginning of a shift.  They then remain in the field until all 
the projects are complete or the shift ends.  To minimize crew travel time, projects are 
assigned by area (say, neighborhood), so that a crew will repair all damage in one area 
before moving on to another.  When mutual aid crews arrive, they will likely be 
assigned to minor repairs.   39
To repair a pipeline, a repair crew isolates the damage by operating valves in 
the area (which are typically separated by 300 ft (91 m) to 500 ft (152 m)); excavates 
the area around the damage; assesses the damage; puts a repair clamp on the leak or 
puts in new section of pipe with two mechanical couplings (one on either end); 
replaces or repairs any broken valves; and tests for water quality (Figures 2.12 and 
2.13).  Simple repairs for small pipelines take about 2 to 4 hours of work, but can 
require an additional 2 to 4 hours if a valve is broken as well.  Addition or repair of a 
service connection can also add up to 8 hours to a repair job.  Larger main and trunk 
line repairs require more time, up to a week or two.  Major trunk lines typically 
connect reservoirs, so damage to trunk lines can often be isolated and repaired later. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.12. Picture of a mechanical coupling from a LADWP district yard. (Source: 
Çağnan 2005) 
   40
 
 
 
Figure 2.13. Picture of pipe sections stored in a LADWP district yard. (Source: 
Çağnan 2005) 
 
WQ&O Repair and Construction crews are responsible for repairs to the pump 
and regulator stations, tanks, and reservoirs.  Unlike pipeline damage, each location of 
WQ&O facility damage is likely to be unique and may require a long time to repair. 
As a result, WQ&O facility repairs are managed on a case-by-case basis and may call 
on many different LADWP personnel to help. 
 
2.8.  Summary 
The physical system, organization, and post-earthquake restoration process for 
LADWP water are described in this chapter.  Two software models that describe the 
system and are used in the restoration model—H2ONET and GIRAFFE—are also 
discussed.  The information provided in this chapter forms the basis of the post-
earthquake restoration simulation model described in Chapter 3.    41
CHAPTER 3 
 
POST-EARTHQUAKE LADWP WATER SUPPLY SYSTEM  
RESTORATION MODEL  
 
3.1.   Introduction 
The discrete event simulation model of the post-earthquake restoration of the 
LADWP water supply system is described in this chapter.  The purpose of the model 
is to simulate the real-life restoration process for any input earthquake scenario.  It was 
developed to be as simple as possible, while capturing all the key aspects of the 
restoration process so as to produce meaningful results.  The model is based on the 
understanding of the real-life LADWP system and planned restoration process 
described in Chapter 2.  The chapter begins with an overview of the model and a 
summary of the inputs it requires and outputs it generates.  The entities, crews, 
materials, and events that are explicitly represented in the model are then described in 
Sections 3.5 to 3.12.  Chapter 4 describes preliminary calibration of the model to 
LADWP’s experience in the 1994 Northridge earthquake.  
 
3.2. Model  overview 
3.2.1. Elements  in  model 
The key elements in a discrete event simulation are entities, resources, and 
events (Law and Kelton 2000).  Objects of interest in the real system are represented 
as entities in the simulation model.  Each entity has several relevant attributes that 
describe it.  Resources are a special type of entity that can move and provide a service 
to other entities in the system.  Together the entity attributes and other global variables 
describe the state of the system.  Whenever an event occurs, the values of entity   42
attributes and global variables are updated.  Simulations are based on keeping track of 
changes in certain variables as time proceeds (Ross 2002).  The one-to-one mapping 
between objects in the real-life system and their abstractions in the simulation model 
enables modeling the system under consideration quite accurately without the need to 
make significant simplifications. 
In the LADWP water restoration simulation model, the entities are the physical 
components of the system (e.g., a piece of trunk line, pump station).  A key attribute of 
each entity is its status, which indicates how far along it is in the restoration process.  
For example, the possible status values for demand nodes include uninitialized, 
waiting for inspection resource, being inspected, waiting for isolation resource, being 
isolated, waiting for repair resource, being repaired, and restored.  There are two key 
types of resources in the model, crews and materials.  Each crew also has a status 
attribute that can take on values that include waiting to go on-duty, traveling, working, 
idle (not currently needed), or on down time (off-duty).  At each time step (time to the 
next event; can be less than 1 minute to 30 minutes in length), events occur, causing 
the status of entities and crews involved to be updated.  Events that take place within 
the simulation include inspecting entities, rerouting around trunk line damage, 
isolating distribution damage, repairing pipe breaks and leaks, and traveling.  To 
determine which specific events will take place in each time step, events are 
prioritized according to simple rules that reflect LADWP’s real-life restoration 
priorities.  As time progresses, the simulation mimics the restoration process quite 
literally until all customers have water service restored and no more events need to 
take place.  As discussed in Section 2.7, in this model, restoration refers to the non-
potable water service. 
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3.2.2. Interaction  with  GIRAFFE 
At a given time t, many decisions about how to prioritize pending events (e.g., 
which damaged pipe to repair first) depend on both which pipes are damaged and 
where customers are and are not getting water service at that time.  As a result, it is 
important to know how both the damage and functionality within the system evolve 
over time.  The system damage state is described in terms of trunk breaks and leaks 
and demand node normalized demands (post-earthquake demand divided by pre-
earthquake demand).  The system functionality is described in terms of serviceability 
(Section 2.3.2).  For each demand node, serviceability is a binary indicator of whether 
or not it is being satisfied.  For the system (or a region within the system), 
serviceability is the ratio of total demand available (satisfied) after an earthquake to 
that required.  It is zero if the post-earthquake demand is not satisfied and 1 if it is 
satisfied. 
For the restoration model to base prioritization decisions at time t on current 
serviceability as well as damage, it had to be coupled with the earthquake performance 
model, GIRAFFE (Section 2.3.2).  Figure 3.1 describes the interaction between the 
restoration model and GIRAFFE.  First, GIRAFFE is run in a probabilistic mode to 
determine multiple realizations of the: (1) initial damage state, and (2) associated 
initial system serviceability.  Each realization of the damage is run in turn.  (If 
GIRAFFE is run in the deterministic mode, only one realization of the initial damage 
state and system serviceability is used.)  For one damage realization, based on the 
input damage and serviceability, the restoration model repairs some breaks and leaks 
in trunks and distribution lines during the next time step.  The updated damage state of 
the system is then input back into GIRAFFE, which is run in a deterministic mode to 
determine the system serviceability associated with that new damage state.  This 
updated damage state includes altering the pipe damage input file and the system    44
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definition file.  Both files are needed to run GIRAFFE in the deterministic mode.  The 
pipe damage file contains those that were damaged in the initial state of the system 
that have not been repaired or rerouted.  The undamaged system definition file only 
has the demands altered.  When a demand node is not restored or isolated, the demand 
is the post-earthquake demand.  When it is isolated, the demand is zero, and when it is 
restored, the demand returns to the node’s pre-earthquake value.  The revised system 
damage state and serviceability are then input back into the restoration model, which 
repairs additional damage locations during the next time step.  The process continues 
until all damage is restored and all customers have water service (i.e., system 
serviceability equals one).  
Each time t at which GIRAFFE is called provides one estimate of system 
serviceability that can be plotted to create a serviceability-versus-time restoration 
curve (e.g., Figure 4.8).  However, calling GIRAFFE takes a significant amount of 
time, so there is a tradeoff between number of points on the restoration curve and 
computational demands.  In the applications in Chapter 4, GIRAFFE was called at 12-
hour intervals for the first 2 days and 24-hour intervals for the remaining 5 days.   
The restoration simulation model was programmed in C++ using Visual Studio 
2005.  C++ was chosen because object-oriented languages lend themselves to use with 
discrete event simulations, it is flexible language, and GIRAFFE was programmed in 
C++ as well.  Currently, the interaction between the restoration model and GIRAFFE 
must be accomplished manually.  The user must run GIRAFFE, and then run the 
restoration model, inputting the files produced by GIRAFFE.  The user repeats the 
process several times, manually starting GIRAFFE and the restoration model each 
time and transferring the necessary files as needed.  In the future, it is hoped that the 
interaction can be automated, perhaps using a Dynamically Linked Library (DLL), so   46
that the user simply runs the restoration model once and the models calls GIRAFFE as 
part of the run.  This would significantly decrease the time required to run simulations.   
 
3.3. Inputs   
The restoration model requires a few types of input: (1) system definition, (2) 
initial system damage and serviceability, (3) location and area definitions, and (4) 
various user-specified parameter values.  The system definition, which is taken from 
H2ONET and exported to an EPANET file format, describes the components of the 
hydraulic network being analyzed, i.e., the LADWP water system.  It includes 
locations and key attributes for each entity (e.g., trunk line location, size, and 
capacity).  Multiple realizations of the initial post-earthquake damage and 
serviceability of the system can be obtained from an initial run of GIRAFFE using the 
“Monte Carlo Simulation” option (Section 2.3.2).  Each realization of the damage 
includes the numbers of breaks and leaks on each length of trunk line and the post-
earthquake demand at each demand node.  If the distribution pipelines represented by 
a particular demand node are damaged, then the post-earthquake demand for that node 
will be greater than its pre-earthquake demand because the breaks and leaks mean that 
those distribution pipes are drawing more water than normal from the trunk line 
network.  For each realization of damage, GIRAFFE also provides a corresponding 
description of serviceability that indicates whether or not each demand node is being 
served (i.e., whether water is getting through the trunk network to the distribution 
pipes represented by that node).  
Several locations and areas have to be input as well.  For locations, coordinates 
are specified; for areas, the relevant entities they contain are specified.  The locations 
of each district yard are required so that the model knows where crews are dispatched 
from and report back to.  The locations of the earthquake epicenter and the sources for   47
the water system are used for some task prioritization rules (Section 3.8 to 3.12).  For 
example, facilities closer to the epicenter will be inspected first, representing the idea 
that LADWP will first try to inspect facilities that are most likely to be damaged.  The 
major water sources for the LADWP system are defined to be the Van Norman 
Complex, the Eagle Rock Reservoir, and LA-21 and LA-16 MWD connections in the 
Harbor district (Figure 3.2).  Additionally, in the summer LADWP uses water from its 
ground wells and these sources become important in emergency situations.  Because 
the restoration simulations are run with the H2ONET summer scenario the Manhattan 
Wells, Rinaldi-Toluca Wells, 99
th Street Wells, North Hollywood Wells, Tujunga  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2. Water sources within the LADWP system.   48
Wells, and Mission Wells are also considered water sources for the LADWP system 
(Figure 3.2).  If MWD connections or wells are used during a rerouting operation, 
those locations are then added to the list of water sources.  Facility repairs tend to 
begin at a water source and move outwards.  Geographic zones, called “Demand 
Zones,” are also defined for use in prioritizing tasks.  The zones correspond to the 
LADWP pressure zones (Section 2.2, Figure 2.7), with larger zones divided by major 
highways or roads (Figure 3.3).  There are 169 Demand Zones and 106 pressure zones. 
To minimize travel time, water distribution crews will focus on restoring water to one  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3. Demand Zones used for the restoration model.  The original pressure zones 
in the LADWP service area were used, and the larger zones were split using major 
roads and highways.   49
area completely before moving to another.  These Demand Zones are used to model 
this and to ensure that crews are not asked to travel far distances between jobs. 
Finally, there are several parameter values that the user must specify, such as, 
probability that a distribution line damage location is a break rather than a leak, 
threshold of distribution damage that indicates if the demand node will be isolated, 
triangular distribution for travel speed, large user and hospital factors, and time period 
between runs of GIRAFFE. 
 
3.4. Outputs 
This restoration simulation model can produce several different types of 
outputs.  As mentioned in Section 3.2.2, GIRAFFE is used to produce multiple 
realizations of water system damage given a particular earthquake.  The restoration 
model is run for all those realizations and results can be obtained for each earthquake-
damage state combination separately, or by combining the results for all damage state 
realizations, a single set of results can be obtained for one earthquake.  The model 
collects the following output for a single input earthquake-damage state combination: 
 
a.  Serviceability at t. System and Demand Zone serviceability (percentage of 
demand met) at specified times t, estimated from GIRAFFE runs (Section 
3.2.2).  By default, t is taken at 12-hour intervals from 0 to 2 days after the 
earthquake, 24-hour intervals 2 to 6 days after, and 48-hours intervals for 
the remaining restoration time.  
b.  Restoration curves. Curves showing serviceability versus time for the 
system as a whole and each Demand Zone, including 90% confidence 
intervals that capture uncertainty in the restoration process.  These are 
developed using the data in Item a.   50
c.  Average time without water. The area above a restoration curve, which is 
equivalent to the average time each customer is without water, provides a 
useful scalar summary of restoration efficiency. 
d.  Restoration times. Time required to restore the system and each Demand 
Zone to 90, 98, and 100% serviceability.  Time required to restore each 
demand node is also provided. 
e.  Spatial distribution of restoration. Demand Zone serviceability data 
from Item a or demand node restoration time data from Item d can be 
mapped to show the spatial evolution of the restoration process. 
f.  Crew usage. Total time idle, traveling, and working for each type of crew, 
by reporting location. 
g.  Material usage. Number of materials used during each 12-hour period, by 
district yard and material type. 
 
By combining the output from all the realizations of damage associated with a single 
earthquake, the model can also include damage uncertainty in the 90% confidence 
intervals for the restoration curves and system, Demand Zone, and demand node 
restoration times.  
 
3.5. Entities 
The entities included in the LADWP water supply system restoration model 
are: trunk lines (major and minor), demand nodes (representing the distribution 
pipelines), tanks, reservoirs, regulator stations, pump stations, and wells.  Each of 
these components is represented within LADWP’s hydraulic network model H2ONET 
(see Section 2.3.1) and in the damage model, GIRAFFE (see Section 3.2.2).  Table 3.1 
summarizes some of the main attributes for each type of entity.  The damage locations    51
 
Table 3.1. Summary of main entities within the restoration model and their attributes.  
Name of the entity’s class within the model is indicated in parentheses. 
 
Entity Attributes 
Trunk line (“Pipe_Entity”) 
ID 
Number of breaks 
Number of leaks 
Distance from earthquake epicenter 
Distance to nearest water source 
Inspection, isolation, and repair priorities 
Demand zone assignment 
District yard assignment 
Current phase in the restoration 
Type, major or minor 
Node IDs 
Node X and Y-coordinates 
Rerouting method 
Inspection time 
Rerouting time 
Repair time 
Demand Zone 
(“DemandZone”) 
ID 
Number of demand nodes 
Number of demand nodes without service 
Zone serviceability 
Total number of breaks 
Total number of leaks 
Distance from earthquake epicenter 
Distance to nearest water source 
District yard assignment 
Inspection, isolation, and repair priorities 
Current phase in the restoration 
Centroid X and Y-coordinates 
Number of hospitals, large users, and customers 
Average customers restored per hour 
Number of mechanical couplings, pipe sections, and repair clamps 
Total inspection, isolation, and repair times 
Demand node 
(“DemandNode”) 
ID 
Pre- and post-earthquake demand 
Number of breaks and leaks 
Distance from earthquake epicenter 
Distance to nearest water source 
Customers restored per hour 
Inspection, isolation, and repair priorities 
Demand zone assignment 
District yard assignment 
Current phase in the restoration 
Amount of pipe length 
Repair rate 
X and Y-coordinates 
Inspection, isolation, and repair times 
Number of mechanical couplings, pipe sections, and repair clamps 
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Table 3.1. (Continued) 
 
Entity Attributes 
Reservoir (“Reservoir”) 
ID 
Distance from earthquake epicenter 
District yard assignment 
Inspection priority 
Current phase in the restoration 
X and Y-coordinates 
Inspection time 
Tank (“Tank”) 
ID 
Distance from earthquake epicenter 
District yard assignment 
Inspection priority 
Current phase in the restoration 
X and Y-coordinates 
Inspection time 
Pump station (“PumpStation”) 
ID 
Distance from earthquake epicenter 
District yard assignment 
Inspection priority 
Current phase in the restoration 
X and Y-coordinates 
Inspection time 
Regulator station 
(“RegStation”) 
ID 
Distance from earthquake epicenter 
District yard assignment 
Inspection priority 
Current phase in the restoration 
X and Y-coordinates 
Inspection time 
 
at the trunk line and demand node entities are modeled individually.  Each damage 
location has a status, and if an entity has multiple damage locations, the entity cannot 
advance to the next status unless all of its damage locations have reached or advanced 
past that status.  For example, a trunk line entity cannot advance to status 1 (waiting 
for inspection resource to arrive) unless all of its damage locations have been 
discovered and inspection entities are enroute.  An entity’s status is repeatedly updated 
throughout the simulation.  It must begin with inspection before it can continue to 
rerouting, isolation, or repair.  All possible status values for the entities can be found 
in Table 3.2.   
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Table 3.2. Restoration model entities and resources with their possible status values.  
Entities with multiple damage locations (trunk lines and demand nodes) will not 
advance their status until all of that entity’s damage locations have reached or 
advanced beyond that status.  Similarly for Demand Zones, the status of the zone does 
not advance until all of its demand nodes have reached or advanced beyond that status. 
 
Entity/Resource Status  Values 
Trunk lines 
0 – Uninitialized, damage location has not been discovered or inspection 
resource not assigned to it yet. 
1 – Waiting for inspection resource to arrive 
2 – Inspection in progress 
3 – Waiting for repair resource 
4 – Repair in progress 
5 – Repair in progress, waiting for another repair resource to continue work 
6 – Waiting for rerouting resource 
7 – Rerouting operation in progress 
9 – Entity restored, all damage locations are repaired 
Demand Nodes and 
Demand Zones 
0 – Uninitialized, damage location has not been discovered or inspection 
resource not assigned to it yet. 
1 – Waiting for inspection resource to arrive 
2 – Inspection in progress 
3 – Waiting for repair resource 
4 – Repair in progress 
5 – Repair in progress, waiting for another repair resource to continue work 
6 – Waiting for isolation resource 
7 – Isolation operation in progress 
8 – Entity is isolated 
9 – Entity restored, all damage locations are repaired 
Reservoirs, Tanks, 
Pump Stations, and 
Regulator Stations 
0 – Uninitialized, waiting for available inspection resource 
1 – Waiting for inspection resource to arrive 
2 – Inspection in progress 
9 – Entity restored, inspection is completed 
WD and WQ&O 
Inspectors 
0 – Idle, currently not needed 
1 – Traveling 
2 – Working, inspection at entity damage location 
3 – Off-duty, on down time 
4 – Working, rerouting or isolating at entity or entity damage location 
5 – Unavailable following earthquake, not on-duty yet 
WD Repair Crews 
0 – Idle, currently not needed 
1 – Traveling 
2 – Working, repair at entity damage location 
3 – Off-duty, on down time 
5 – Unavailable following earthquake, not on-duty yet 
 
Although the model includes all the entities that are included in H2ONET, only 
trunk lines and distribution lines (i.e., demand nodes) can be damaged because   54
GIRAFFE only initially modeled pipeline damage.  At the time the restoration model 
was created, damage information for the other facilities was not available.  The other 
facilities (e.g., tanks, regulator stations) are inspected, but then are assumed to be 
undamaged and operational following an earthquake.  This is considered a reasonable 
assumption because the majority of damage occurs in the pipelines.  Fragility curves 
for the other facilities have been developed for GIRAFFE, and this information can be 
included in future versions of the restoration model. 
As discussed in Section 2.3.2, GIRAFFE provides trunk line damage 
information in terms of the numbers of breaks and leaks in each length of pipe, and 
distribution damage in terms of increased demand at the associated demand node.  To 
simulate the time required for inspection and repairs, it is necessary to have 
distribution line damage in terms of numbers of breaks and leaks as well.  To do this, 
the restoration model applies the same method used to simulate damage to the trunk 
lines within GIRAFFE (Shi 2006).  First, the approximate length of distribution pipe 
and repair rate RR (number of repairs required, i.e., damage locations per unit length) 
associated with each demand node were obtained from LADWP and Wang (2006), 
respectively.  Using the repair rate and length of pipeline associated with a demand 
node, a Poisson process, in which the repair rate acts as the mean arrival rate, is used 
to estimate the number of damage locations (breaks and leaks) associated with that 
node (Shi 2006).  The interarrival distance between damage locations, L, is assumed to 
follow an exponential distribution and can be simulated using the following equation:  
 
ln( )/ Lu R R =−  (3.1) 
 
where u is a random variable that is uniformly distributed between 0 and 1.  To 
determine the total number of damage locations associated with a demand node,   55
values of the interarrival distance L are generated repeatedly until the cumulative 
length exceeds the total length of pipe associated with that demand node.  Each 
damage location is then characterized as a break or a leak by comparing another 
sampled u value to the user-specified conditional probability of a break given a 
damage location.  For this project, it was assumed that 5% of damage locations are 
breaks.  The numbers of breaks and leaks for each demand node are estimated at the 
beginning of each simulation. 
 
3.6. Crews 
3.6.1. Crew  types 
The several types of crews included in the restoration model are listed in Table 
3.3.  It is assumed that these crews can perform only the duties indicated in Table 3.3.    
 
Table 3.3. Summary of WD and WQ&O crews considered in the restoration model. 
 
Crew Type  Number by Reporting Location  Tasks 
Water Distribution  
inspection crew  20 per District Yard  Inspect all pipes; isolate; reroute  
Water Distribution    
2-person repair crew 
Central District Yard: 30  
Western District Yard: 30  
East Valley District Yard: 20  
West Valley District Yard: 20  
Harbor District Yard: 20  
Non-LADWP crews: 25 
Repair distribution pipes 
Water Distribution    
5-person repair crew 
Central District Yard: 4 
Western District Yard: 4 
East Valley District Yard: 2  
West Valley District Yard: 2  
Harbor District Yard: 2  
Repair trunk lines 
Water Utility 
Operators (WUOs) 
Tujunga Pump Station: 11 
Ripple St. Yard: 11 
Harbor District Yard: 2 
Inspect pump stations, tanks, 
small reservoirs, wells; isolate; 
reroute 
Water Utility Worker 
crews (WUWs) 
Tujunga Pump Station: 5 
Ripple St. Yard: 5 
Harbor District Yard: 2 
Inspect regulator stations; isolate; 
reroute   56
Note that the Water Engineering and Technical Services (WETS) division crews—
Reservoir Inspection Teams (RITs) and Damage Assessment Teams (DATs), though 
providing an important role in the real-life process, are not expected to significantly 
impact the time required to restore water service to LADWP customers, so they are 
not included.  Further, because it is assumed that WQ&O facilities (e.g., tanks, 
reservoirs, pump stations, regulator stations) will not be damaged (Section 3.5), 
WQ&O repair crews are not included either.  If damage information for those facilities 
becomes available, WQ&O repair crews could be added.   
 
3.6.2. Reporting 
As in real life, in the model there is uncertainty in the number of crews that 
will be available immediately following an earthquake.  All on-duty personnel are 
likely to be available immediately following an earthquake, but off-duty personnel 
may have difficulty reporting if, for example, the roads are damaged or they have 
suffered personal injury.  To capture this, it is assumed that the percentage of crews 
available immediately after an earthquake is a random number sampled value from a 
triangular distribution with minimum, mode, and maximum values of 25%, 50%, and 
75%, respectively.  It is further assumed that the number of crews available increases 
linearly until all crews are available 48 hours after the earthquake. 
 
3.6.3. Shifts 
The length of the first shift for LADWP crews is expected to be especially 
long, lasting approximately 24 to 36 hours.  After that first shift, the crews adjust to 
night and day shifts.  This is modeled explicitly within the restoration model.  It is 
assumed that the day shift is 8am-8pm and the night shift is 8pm-8am.  A random 
number is sampled from a uniform distribution (0, 24) to determine the hour in which   57
the earthquake occurs.  If the earthquake occurs between 8am and 8pm, then the first 
shift will last until 8pm the next day.  Similarly, if the earthquake occurs 8pm to 8am, 
the first shift will end at 8am the following day.  After the first shift, the crews are 
divided so that 2/3 work the day shift and 1/3 work the night shift.  
 
3.6.4. Scheduling 
When a crew becomes available, it is assigned to the next location or entity on 
a relevant priority list, as described in Section 3.8.  As in the real-life process, the crew 
travels from one location to another instead of traveling back to its reporting location 
between jobs.  Entities can only request resources that are working within the same 
Demand Zone, or if none of those are available, resources that report to the same 
district yard.  This is to prevent crews from traveling long distances and to leave more 
time for tasks to be completed.  During any shift, a resource can complete a number of 
different tasks.  For inspection and isolating tasks, a crew will not be dispatched unless 
there is sufficient time to complete the next task before the shift ends. Repair and 
rerouting tasks that take longer can span multiple shifts.  
 
3.7. Materials 
During the restoration process following the 1994 Northridge earthquake, 
LADWP did not run out of repair materials (or at least not in a way that made a 
noticeable impact on the restoration process).  When materials from the nearest district 
yard were exhausted, others were moved from yards in farther, undamaged districts, 
and additional materials were acquired from suppliers within 24 hours.  Nevertheless, 
it is still possible that LADWP could exhaust its supply in a larger earthquake, and in 
any case, it is useful to know how many are likely to be used so that they can be 
stockpiled efficiently.    58
The restoration model keeps track of the amount of each type of pipe repair 
material used during each 12-hour period, by district yard.  Materials are added to the 
running tally at the beginning of a repair task because it is assumed the task cannot 
begin without the appropriate resources.  The materials monitored are: mechanical 
couplings, pipe sections, repair clamps, and fire trucks (used for trunk line rerouting 
operations).  While the model does not distinguish particular sizes and material types, 
the couplings, pipe sections, and repair clamps are tracked separately for distribution 
pipes and trunk lines.  It is assumed that two mechanical couplings and one pipe 
section are needed for each pipe break, one repair clamp is needed for each pipe leak, 
and one fire truck is needed for each trunk line rerouting operation.  Note that more 
fire trucks were used per rerouting operation in Northridge, but this allows the model 
to keep track of the number of trunk rerouting operations that use fire trucks. 
 
3.8. Events  overview 
Several types of events occur within the restoration model (Table 3.4).  The 
main types of events correspond to the four main phases of the restoration process: 
inspection, rerouting around trunk line damage, isolating distribution damage, and 
repair.  Chapter 2 describes what occurs during each of these events in more detail.  
Traveling and waiting for a next task are additional events that are modeled.  Events 
are completed when an entity or resource changes status. 
To determine the order in which events occur, pending events are ordered in 
priority lists.  There are separate priority lists for inspection of each entity type, 
isolation of distribution damage, rerouting around trunk damage, repair of trunk 
damage, and repair of distribution damage.  In each time step, the simulation loops 
through each priority list.  For each list, if an appropriate type of crew is available, it is 
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Table 3.4. Values defining event duration triangular distributions.  
 
Event  Min.
1  Mode  Max. 
Trunk or distribution damage location  0.5 hr  0.5 hr  1 hr 
Pump station  1 hr  1 hr  2 hr 
Regulator station  1 hr  1 hr  2 hr 
Tank  1 hr  1 hr  2 hr 
Inspect a 
Small reservoir  2 hr  2 hr  3 hr 
Trunk redundancy  (major)
 2 Varies  varies  varies 
Trunk redundancy (minor)  3 hr  4 hr  8 hr 
Connecting to MWD line (varies)
 2  3 hr 
4 hr  6 hr  12 hr 
 8 hr 
Connecting to well (varies)
2  4 hr 
6 hr 
6 hr 
 8 hr 
8 hr 
12 hr 
Rerouting 
operation on a 
trunk line by 
  Using a fire truck (varies)
 2  1 d 
2 d 
2 d 
3 d 
3 d 
4d 
Isolate distribution damage at 1 demand node  1 hr  2 hr  4 hr 
Distribution leak  3 hr  4 hr  6 hr 
Distribution break  4 hr  6 hr  12 hr 
Trunk leak  4 d  4 d  6 d 
Repair a 
Trunk break  6 d  8 d  10 d 
Travel a distance D (km)  D/25 hr  D/40 hr  D/80 hr 
1 hr = hour, d = day 
2 See Appendix A for values for each trunk line 
 
assigned to the next event on that list.  Because some types of events compete for the 
same resources (Table 3.3, e.g., rerouting and isolation can both use WUWs), the 
order in which priority lists are checked within a time step is also important for 
determining which events happen first.  In this model, the order in which priority lists 
are checked within a time step are, from first to last: trunk line inspection, demand 
node (distribution pipe) inspection, reservoir inspection, tank inspection, pump station 
inspection, regulator station inspection, trunk rerouting, demand node isolation, trunk 
repair, and finally, demand node repair.  The model first checks if there are any trunk 
line damage locations that need to be inspected.  If there are, and if a WD inspector 
crew is available, then that crew is assigned to inspect the first trunk damage location   60
on the priority list. The status of the damage location and the crew are updated, and 
the model looks for the next item on that priority list. When there are no more items 
on the trunk line damage inspection list, it begins checking the demand node 
inspection list, and so on.  Note that entities requesting rerouting, isolation, or 
inspection may draw from the same pool of resources because WD Inspectors, 
WUWs, and WUOs all perform these tasks.  The crews are dispatched on a first come, 
first served basis.   
At the beginning of each shift, all priorities are reevaluated and each priority 
list is reordered according to these new priorities.  This represents the reality that 
information on the status of the system is repeatedly updated as the restoration process 
evolves, and managers may reevaluate their priorities based on that new information. 
All event durations are modeled as triangularly-distributed random variables, a 
different value is sampled for each instance of the event (e.g., each trunk line 
inspection takes a different amount of time), and the values for a particular run are 
sampled at the beginning of the simulation.  With the exception of travel time, the 
values that define the event duration distributions were all elicited during interviews 
with relevant LADWP personnel based on their experience (Table 3.4).  The 
distribution representing travel speed was assumed by the investigator to account for 
uncertainty in possible damage to or congestion in the transportation system, and 
different routes.  For simplicity, instead of trying to determine the exact path that a 
crew will travel, straight-line distances are used and the speeds were reduced to adjust 
for the underestimation of distance.  Task durations for major trunk line rerouting 
operations vary by specific trunk line (Appendix A). 
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3.9. Inspection   
The first phase of the restoration process is inspection.  WQ&O managers 
identified some facilities that probably will not be inspected, for example, those not 
currently in service.  It is assumed that all other tank, reservoir, pump station, and 
regulator station entities are inspected if they are within a specified distance of the 
epicenter (25 km (15.5 mi.) in the analyses in Chapter 4).  Wells are rarely damaged 
and difficult to inspect, so they are not inspected.  For pipelines, only identified 
damage locations are inspected, not the entire length of pipeline within the system.  
Not all pipe damage locations are discovered and reported to the Trouble Board 
immediately following the earthquake (Section 2.7.1).  If a break upstream causes a 
pipe to run dry, then a break or leak downstream will not be apparent until the 
upstream portion is repaired or rerouted around and the pipe is filled again.  Therefore, 
it is assumed that a percentage of the total number of pipe damage locations is 
discovered during each 12-hour period for the first 72 hours of the restoration effort.  
The percentages, estimated by LADWP personnel, vary based on type of pipeline and 
time period (Table 3.5).  Trunk line damage is more visible, so most breaks and leaks 
can be discovered immediately.  Distribution line damage can be more difficult to 
find, and most damage locations are reported to the Trouble Board by customers.  At 
the beginning of the simulation, for each trunk line entity and demand node damage 
location, a random value is sampled from a uniform distribution U(0,1), and the 12-
hour discovery time period is determined based on the appropriate distribution in 
Table 3.5.  A second uniformly distributed random number is then sampled to 
determine exactly when during the 12-hour period the damage is discovered. 
Inspection of pipeline damage locations is prioritized based on straight-line 
distance to the earthquake epicenter (an indicator of damage), with higher priority for 
those locations closer to the epicenter.  Trunk line and distribution line break and leaks   62
Table 3.5. Percentages of pipe damage discovered by post-earthquake time (in hours) 
period T. 
 
  Immediately 
post-EQ  0<T≤ 12  12<T≤24 24<T≤36 36<T≤48 48<T≤60 60<T≤72 
Distribution 
lines  0.00  0.67 0.07 0.07 0.07 0.07 0.05 
Trunk lines  0.90 0.01  0.01  0.04  0.04 0  0 
 
are not distinguished from one another, as an inspector does not necessarily know the 
extent of the damage prior to arriving at the location.  Priorities for tanks, reservoirs, 
pump stations, regulator stations are also based on proximity to the earthquake 
epicenter.   
  WD inspector crews inspect pipeline damage locations, WUO crews inspect 
reservoirs, tanks, and pump stations, and WUW crews inspect regulator stations.  All 
crews work within their assigned district(s).  WD crews work in the district of the 
district yard they are assigned to—East Valley, West Valley, Central, Western, or 
Harbor.  WQ&O crews reporting to Tujunga, Ripple St., and Harbor work in East 
Valley and West Valley, Central and Western, and Harbor, respectively. 
 
3.10.  Rerouting around trunk line damage 
The rerouting phase applies to minor and major trunk lines, and it can begin for 
a particular entity once that entity has been inspected.  It is assumed that all damage 
locations occurring in minor trunk lines (Figures 2.3 and 2.5) can be rerouted around 
using the trunk line redundancy method.  For damage on major trunk lines, LADWP 
uses four different methods, listed in order of preference: (1) use trunk line 
redundancy, (2) connect to a MWD line, (3) connect to a well, and (4) use fire trucks. 
As discussed in Section 2.7.2, not all of these methods are available for every major 
trunk line.  (Appendix A indicates which of the four methods are possible for each 
major trunk line.)  In addition, it is assumed that there is a 75% chance that trunk line   63
redundancy and MWD connection methods will not work in each particular instance 
even if it is theoretically possible.  This represents the idea that other trunk and MWD 
lines may have been damaged in the earthquake too, making the method infeasible.  In 
the restoration model, for each damaged trunk entity, each of the four remaining 
methods is tried in turn, in the order listed, and the first method available is used for 
the rerouting operation.  Methods 2 and 3 result in another source being added to the 
water sources list for the system.  If no rerouting method is available, the entity is 
added to the to-be-repaired list.  WQ&O managers provided information on what 
rerouting methods are likely to be available for each of the major trunk lines.  
Rerouting tasks are prioritized in the following order: major trunk breaks, 
minor trunk breaks, major trunk leaks, then minor trunk leaks.  Within each of those 
categories, priority goes to the entity that is closest to a water source.  Distance to 
water source is used to capture the idea that rerouting and repairs are typically done 
starting with areas that are in service then working downstream, so that when a section 
of pipe is restored, water will be available to fill it.  The straight-line distances to 
nearest water source for each pipe and demand node entity are recalculated at each 
shift change to account for changes in the systems’ water sources list.   
 
3.11.  Isolating distribution damage 
For a particular demand node, the isolation of damage (if it is going to happen) 
can begin once the inspection for that node is complete.  A demand node will only be 
isolated if the distribution damage associated with it is severe.  The normalized 
demand ratio (ND=post-earthquake demand divided by pre-earthquake demand) 
output by GIRAFFE is used as a measure of damage.  It is assumed that a demand 
node will be isolated if the demand is not being met at that particular node and its 
normalized demand ratio is at least a user-specified value (a default value of 3.0 was   64
used in the analyses in Chapter 4).  If it is determined that a demand node will be 
isolated, then the demand at the node is set to zero and the node is added to the to-be-
repaired list, but it is given the lowest priority because it has been isolated.  More 
heavily damaged areas require more time and resources to repair, so they are 
addressed later in the restoration process. 
The WD inspectors, WUOs, and WUWs that are conducting inspections and 
rerouting trunk lines also do the distribution damage isolation.  As mentioned in 
Section 3.8, requests to isolate distribution damage are given lower priority than 
requests to reroute around trunk line damage.  Among requests to isolate demand 
nodes, those that are closer to a water source are given higher priority.  
 
3.12. Repair 
  A trunk line can be repaired once it has been inspected, and a demand node can 
be repaired after it has been inspected (and possibly isolated).  Repair of trunk lines 
and distribution lines require different types of crews.  Two 5-person WD repair crews 
are sent to each trunk with a break location and one 5-person WD repair crew is sent 
to each trunk leak location.  One 2-person WD repair crew is sent to each instance of 
damage located at the demand nodes. 
Trunk breaks have higher priority than trunk leaks.  Among trunk breaks, 
straight-line distance to the nearest water source determines priority, with closest 
getting the highest priority.  The same is true for trunk leaks.  
In the real-life process, to minimize crew travel time, WD managers dispatch 
distribution repair crews so as to repair all the damage in one neighborhood before 
moving on to the next area.  To represent this strategy in the restoration model, 
priority for repairing distribution line damage is based first on Demand Zone (Section 
3.3, Figure 3.3) and then demand node.  The Demand Zones are prioritized based on   65
the estimated average number of customers restored per hour, Cz.  Within each zone, 
the demand nodes are prioritized based on customers restored per hour, Cn.  They are 
calculated as: 
 
  (3.2) 
 
 
  (3.3) 
 
where xn is the number of customers served by demand node n, Sn is indicator 
variable equal to 1 if node n is satisfied and 0 otherwise, Tn is the estimated time 
required to repair all breaks and leaks at node n, and Nz is the number of demand 
nodes in Demand Zone z.  Higher values of Cz and Cn correspond to higher priority 
for repair.  This accounts for the LADWP goal to restore as many customers in the 
shortest amount of time during an emergency.  For each demand node n, the value of 
Sn may change during the simulation as the damage is gradually repaired and 
demand nodes that originally were not satisfied become satisfied.  For each node, 
the time required to repair all breaks and leaks, Tn, is calculated by sampling repair 
times for each damage location using the distribution described in Table 3.4, then 
summing those values.  
The number of customers served by each demand node, xn, is an input 
quantity.  To reflect the idea that areas with critical care facilities receive higher 
priority during the restoration process, if one or more hospitals are served by a 
demand node n, a value of H*xhn is added to the xn value, where xhn is the number of 
hospitals associated with demand node n and H≥1 is a user-specified parameter (in 
Chapter 4, H=500).  Fifty-three of the 1,052 demand nodes, are “large users,” i.e., 
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single customers using a large quantity of water, such as Universal Studios or the 
University of Southern California.  To more accurately reflect the importance of 
large users, the xn values for demand nodes that represent large users are also 
multiplied by a user-specified factor L≥1 (in Chapter 4, L=100). 
 
3.13. Conclusions 
This chapter describes the discrete event simulation model developed for the 
post-earthquake restoration of the LADWP water supply system.  The input required 
to run the model and the output it can produce were discussed.  Assumptions and 
modeling issues were presented, including the close interaction with the damage 
model called GIRAFFE.  Preliminary calibration and future application of the model 
are discussed in Chapters 4 and 5, respectively.   67
CHAPTER 4 
 
PRELIMINARY CALIBRATION OF THE POST-EARTHQUAKE LADWP 
WATER SUPPLY SYSTEM RESTORATION MODEL  
 
4.1. Introduction 
  As a recent, well-documented earthquake affecting the LADWP service area, 
the 1994 Northridge earthquake offers helpful data for calibrating the post-earthquake 
restoration model.  The initial calibration process and results are discussed in this 
chapter.  First, the actual damage and restoration process are described.  The input data 
used to run the model for the Northridge earthquake are then presented.  Finally, the 
restoration model was run for 10 simulations assuming the Northridge earthquake 
occurred.  The results from those runs were compared to the observed process to 
determine how well they match and to identify possible future modifications to the 
model.   
 
4.2.  Actual water supply system performance in the Northridge earthquake 
The Northridge earthquake (Mw6.7) occurred at 4:31am PST, January 17, 
1994.  The epicenter was located in the San Fernando Valley (34°12.53’N, 
118°32.44’W) (Figure 4.1).  The earthquake caused significant damage to the 
LADWP water system, mostly concentrated in its northern and central areas.  There 
were 82 repairs made to trunk lines owned by LADWP (70) and MWD (12), and 
1,013 repairs made to LADWP distribution pipelines (Jeon and O’Rourke 2005) 
(Figure 4.1).  Lund (1996), Lund et al. (2005), Lund and Davis (2005), and 
McReynolds and Simmons (1995) provide more detail about the performance of the 
LADWP water system in the Northridge earthquake.   68
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1. Trunk line and distribution line damage locations following the 1994 
Northridge earthquake (Jeon and O’Rourke 2005, Shi 2006). 
 
As a result of the damage, 114,000 service connections (i.e., customers), or 
roughly 450,000 people, lost water service (Table 4.1).  Twenty-five percent of those 
connections were restored after one day, 65% after 3 days, 94% after 5 days, and 
virtually all after 7 days (Figure 4.2).  
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Table 4.1. Actual number of service connections restored each day following the 1994 
Northridge earthquake, by pipe size. 
  
Service size 
(in.) 
Jan. 18 
1 
Jan. 19 
2 
Jan. 20 
3 
Jan. 21 
4 
Jan. 22 
5 
Jan. 23 
6 
Jan. 24 
7 
 
Total 
1 24,989  7,174  35,618  14,259  15,331  3,513  2,353  103,237 
1.5  1,508 640 1,130 828  945  171  126 5,348 
2 746  373  596  515  632  66  50  2,978 
3  94 34 68 91 51 11 9 358 
3 equivalent
1  72 31 35 41 34  -  5 218 
4  146  72 83  113  87 4 10  515 
6 170  62  79  114  107  6  6  544 
8  108 62 58 89 55 2  5 379 
10  27 20 10 20 18 2  1  98 
12  1 - - - - - - 1 
Unknown 120 45 58 39 33 2  2 299 
Residential
2  27,529 
(24%) 
8,297 
(7%) 
37,505 
(33%) 
15,773 
(14%) 
17,026 
(15%) 
3,763 
(3%) 
2,545 
(2%) 
112,438 
(100%) 
Commercial
2  452 
(29%) 
216 
(14%) 
230 
(15%) 
336 
(22%) 
267 
(17%) 
14 
(1%) 
22 
(1%) 
1,537 
(100%) 
Total  27,981 
(25%) 
8,513 
(7%) 
37,735 
(33%) 
16,109 
(14%) 
17,293 
(15%) 
3,777 
(3%) 
2,567 
(2%) 
113,975 
(100%) 
Population
3  110,116 33,188 150,020 63,092 68,104 15,052 10,180 450,202 
1Typically refers to two smaller pipes side-by-side that are functionally equivalent to a 3 in. service 
connection. 
2Residential is sum of 1 in. to 3 in. and unknown; commercial is sum of 4 in. to 12 in. 
3Assuming an average of 4 people per service connection, residential only.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2. System restoration curve (percentage of those service connections that lost 
service restored vs. time).   70
It is important for the restoration model to match not just the overall system 
restoration curve, but also the spatial distribution of the restoration, which is shown in 
Figure 4.3.  The areas that had no water service for the longest were the most heavily 
damaged areas in the northwest San Fernando Valley.  Note that the map in Figure 4.3 
was drawn by two LADWP employees intimately involved with the post-Northridge 
restoration process.  It is thought to be an accurate overview of the affected outage 
areas based on the loss and reestablishment of major supply sources and trunk lines.  
However, the map creators have indicated that the boundaries may not be exact, there 
may be scattered pockets of outage areas outside the mapped areas, and there may be 
pockets of outages areas that that extended longer than the zone they are in indicate.  
These caveats should be kept in mind as the model results are compared to this map. 
 
Figure 4.3.  Spatial distribution of the restoration of water outage areas. (Source: Lund 
et al. 2005)   71
4.3.  Input data for model run with Northridge scenario 
  As discussed in Section 3.3, running the restoration model for a specified 
earthquake scenario requires a description of the initial system damage state in terms 
of trunk line damage locations and post-earthquake (or normalized) demand for each 
demand node (to represent distribution pipe damage).  Usually, that information is 
obtained by running GIRAFFE for the specified earthquake scenario.  In this case, 
since the actual damage associated with the earthquake is known, that reported 
damage was used instead of the GIRAFFE output.  GIRAFFE was then run with that 
initial damage state information to determine the initial serviceability.  The trunk line 
damage information from Jeon and O’Rourke (2005) and Shi (2006) was used 
directly.  Some analysis was required to translate the specific distribution damage 
locations in Jeon and O’Rourke (2005) into post-earthquake demand at demand nodes, 
the form required for input into the restoration model.   
  First, each location of distribution pipeline damage was assigned to the nearest 
demand node.  For each demand node, the total number of damage locations was 
divided by the length of distribution pipe associated with it to get a repair rate for each 
demand node.   
  Second, information from Shi (2006) was used to translate repair rates into 
normalized demands for each demand node.  Shi (2006) used five representative 
distribution network models to create fragility curves for earthquake demand 
simulations (Figure 4.4).  Each of these network models represents roughly one 
pressure zone or several small pressure zones within the LADWP water system.  The 
first model or distribution system, 1449, is located in a hillside area in the northeastern 
part of the LADWP system and has a high mean pressure.  Distribution system 1000 is 
located in a flat area in the southern region of the San Fernando Valley with a 
moderate mean pressure.  Both the 579 and 448 & 462 systems are located in areas   72
that are partly flat and partly hillside, and in northeast Los Angeles central city area.  
The fifth system, 426, is also located in a flat area, but in the northwest Los Angeles 
central city area.  The mean pressures for the five systems span the range of the whole 
LADWP water system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4.  Locations of the six distribution systems used by Shi (2006) to create 
fragility curves for earthquake demand simulations.  The sixth zone, 205, was used to 
verify the fragility curves of the first five systems. (Source: Shi 2006)    73
  Shi (2006) used linear regression to formulate a relationship between repair 
rate, RR, and normalized (i.e., pre-earthquake demand/post-earthquake demand) 
demand: 
 
Intercept Mean RR Slope Mean Demand Normalized + ∗ =                  (4.1) 
 
He determined a different Mean Slope and Mean Intercept for each of the 5 sample 
distribution systems (Table 4.2).  In this calibration study, each Demand Zone was 
classified as being similar to one of the five sample distribution systems in terms of 
location and mean pressure (Figure 4.5).  The corresponding Mean Slope and Mean 
Intercept values were used in Equation 4.1 to translate repair rate into normalized 
demand for each demand node.    
The trunk line damage information from Shi (2006) and Jeon and O’Rourke 
(2005) and calculated normalized demand values from the process described above 
were used to create an initial damage state approximately equivalent to the damage 
from the Northridge earthquake. 
As discussed in Section 3.5, the restoration model typically takes in the 
normalized demand associated with each demand node, and uses that information to 
 
Table 4.2.  Mean slope and mean intercept values for the 5 representative distribution 
systems used to find the normalized demand from the repair rate. (Source: Shi 2006) 
 
Distribution System  Mean Slope  Mean Intercept 
1449 2.20 1.28 
1000 1.82 1.41 
579 1.54 1.21 
426 1.05 1.15 
448 & 462  0.72  1.16 
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estimate the corresponding number of breaks and leaks, which then help 
determine repair times.  In this calibration study, since the actual number of damage 
locations (breaks plus leaks) associated with each demand node is known, that data 
was used directly for estimating repair times.  It was assumed that 5% of the damage 
locations were breaks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.5. Demand Zones identified as being similar to one of the 5 pressure zones or 
distribution systems (1000, 1449, 426, 448/462, and 579) used to determine 
normalized demand values for the demand nodes.  The 5 distribution systems were 
used by Shi (2006) as representative systems of the 30 distributions making up the 
LADWP system.   75
A few additional assumptions regarding the input damage state should be 
noted.  Of the original 70 trunk line damage locations, 66 are included in this damage 
state.  Shi (2006) did not include detailed damage information for 20 locations on the 
Granada Trunk Line and 3 locations in the central part of the system, and it was 
assumed that these locations were breaks.  (Based on additional conversations with 
LADWP personnel, it was recently determined that it would be more appropriate to 
include only 53 trunk line damage locations in the restoration model run for the 
Northridge earthquake.  The revised recommendation is based partly on new 
information that has come to light since Shi (2006) and partly on differences between 
the needs of GIRAFFE and the restoration model.  The 53 locations are the ones in 
which there was damage that affected the hydraulic analysis and that required 
LADWP crews for restoration work.  In the future, the model can be rerun with that 
revised damage state.)  Of the original 1,013 distribution damage locations, 944 were 
used to determine the normalized demand values in the previous section.  The other 
distribution damages did not have sufficient location and pipeline composition 
information (Shi 2006).  
The method developed by Shi (2006) to determine the normalized demand 
from the repair rate is only valid for repair rates of 2 repairs/km or smaller.  For 
demand nodes that had repair rates larger than 2 repairs/km, the additional damage 
was distributed among the node’s nearest one or two neighbors to reduce the repair 
rate to 2.0 or less. 
The assumptions made in determining the initial damage state are considered 
reasonable and should not significantly affect the restoration results. GIRAFFE was 
calibrated to the Northridge earthquake and shown to match well (Shi 2006).  Further, 
when GIRAFFE was run with this initial damage state, the initial serviceability 
(percentage of demand met) was 90.3%.  The exact serviceability is not known from   76
Northridge, but it is known that approximately 15% of customers experiences water 
outages.      
 
4.4.  Model results for the Northridge earthquake  
4.4.1.  System restoration curves 
To compare the restoration model results to the Northridge data, 10 
simulations were completed.  The system restoration curves for all simulations with 
the actual restoration curve (Figure 4.2) are shown in Figure 4.6.  Figure 4.7 shows the 
variability of restoration curves from the 10 simulations runs with the mean restoration 
curves and the 90% confidence interval curves plotted.  The variability in the model 
results reflects all the uncertainty included in the restoration model, including 
uncertainty in task and travel time durations and damage location discovery times.  
Clearly, in its current form, the restoration model predicts that the restoration occurs 
too quickly when comparing to the actual Northridge curve, especially in the first day.  
There are several possible reasons for this, and future work should explore them and 
modify the model as necessary to achieve a better match. 
One possible cause of the mismatch has to do with tanks and reservoirs.  
Currently the restoration model assumes that tanks and reservoirs will never run out of 
water.  Following the Northridge earthquake, however, some tanks did run dry, 
resulting in lower system serviceability, additional time required to refill them, and 
more difficulty finding damage locations in pipes that had run dry.  While the 
restoration model takes into account difficulty in finding damage locations, it does not 
account for decreased serviceability as a result of dry tanks or reservoirs, or the time 
required to refill them.  A preliminary attempt was made to consider the effect of 
changing tank and reservoir levels on the restoration process.  To do this, the  
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Figure 4.6. Actual Northridge system restoration curve (See Figure 4.2) and system 
restoration curves from the restoration model run for 10 simulations with the  
Northridge calibration damage state developed in Section 4.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7. Mean system restoration curves and 90% confidence interval bounds with 
the actual Northridge restoration curve (Figure 4.2).   78
restoration model was adjusted so that the input to GIRAFFE during the restoration 
simulations considered both the restoration of damage that had taken place during the 
previous time period, and the quantity of water remaining in the tanks and reservoirs.  
GIRAFFE can produce as output serviceability at time 0 and at a future user-specified 
time, such as 12 hours later.  The results at the later time are different because they 
assume that the tank and reservoir levels have been decreasing until that time (Shi 
2006).  Thus, to determine the system serviceability at time 12 hours, GIRAFFE is run 
at time 0 hours and results are obtained for time 0 and time 12 hours.  The time 0 
output information is used to represent the serviceability at time 0 and to make 
decisions in the restoration model for the first 0 to 12 hours; the time 12 output 
information is stored as a prediction for the reservoir and tanks’ status at time 12 
hours.  When GIRAFFE is run again at time 12 hours, the input damage state includes 
the updated pipe damage at time 12 hours and the estimated reservoir and tank levels 
at time 12 obtained from the previous GIRAFFE run.  The process is repeated for each 
12 or 24 hour time step.  Although the reservoir and tank levels at time 12 do not 
account for pipe restoration that has taken place from 0 to 12 hours, it is considered to 
be a reasonable estimate of the status at 12 hours.   
The restoration model was run for one simulation considering the reservoir and 
tanks’ status as described.  In the resulting system restoration curve (Figure 4.8), the 
serviceability of the system does not reach 1.0, indicating that customers are still 
without water even after all damage is restored.  Following the earthquake, the 
reservoir and tanks were emptied of too much water and could not serve their 
customers.  Note that whereas in Figures 4.6 and 4.7, the y-axis shows the percentage 
of those customers who lost service, in Figure 4.8, the y-axis shows restoration as a 
percentage of all LADWP customers so that one can see that the serviceability 
declines after time 0.  Without refilling the reservoirs and tanks, the system   79
serviceability will never return to 1.0.  The original runs that did not consider the 
decline in reservoir and tank levels and this additional run that considered these level 
decreases but not refilling, bound the correct solution.  The former results in a 
restoration that is too fast and the latter in a restoration that is too slow.  In the future, 
both the lowering of the reservoir and tanks levels and the process of refilling them 
should be included in the restoration model.   
Other possible reasons that the restoration model currently predicts an overly 
fast restoration, especially in the first day, are discussed in Section 5.2.1 in the section 
about possible future model development efforts.       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8. System restoration curve from restoration model simulation considering 
reservoir and tank levels.    
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4.4.2.  Spatial distribution of the restoration 
The spatial distribution of restoration in Northridge was compared to the 
average time each demand node was restored from the 10 simulations.  Figure 4.9 
shows the average time each demand node was restored.  The longer restore times are 
located mostly within the northwestern portion of the system.  There a few of 
locations, one in the Santa Monica Mountains south of the San Fernando Valley and in 
the western Santa Monica Mountains, that required longer restoration times (indicated 
by red and yellow dots) than what was observed in Northridge (Figure 4.9). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9. Average time each demand node was restored in the 10 simulations run 
with the Northridge calibration damage state developed in Section 4.3 with the outage 
map from Figure 4.3.   81
Comparing the results in Figure 4.9 to Figure 4.3, the restoration model was 
able to simulate longer restoration times in roughly the same locations as they 
occurred in Northridge.  This suggests that future modifications to the model should 
aim to capture longer restoration times evenly across the system without substantially 
changing the order in which damage is repaired and service is restored.   
 
4.4.3.  Crew and material usage 
  Data on the crews and materials used during the restoration is also available for 
the 10 simulation runs.  The time each crew type from each yard spends working, 
traveling, and idle is tracked by the restoration model.  Results from one of the sample 
runs discussed in Section 4.4.2 are presented in Table 4.3.  One can see, for example, 
that most of the work was done by crews from the West Valley, Western, and East 
Valley District Yards, as expected.  Repair crews spend more time working than other 
crews since repair tasks typically take longer than inspection, rerouting, and isolating.   
 
Table 4.3.  Summary of crew usage following the Northridge calibration earthquake 
for one run.  The percentage of total time working, traveling, and idle for each crew 
type at each yard they are assigned. 
 
(District) Yard Assigned  Type of Crew  Number 
of Crews 
%Time 
Working 
%Time 
Traveling 
%Time 
Idle 
WD  Inspector 20  4.44 0.72  98.84  Central District Yard 
WD Repair Crew  34  21.59  1.77  76.64 
WD Inspector  20  11.36  2.62  86.02  Western District Yard 
WD Repair Crew  34  48.22  1.84  49.94 
WD  Inspector 20  9.21 2.22  88.57  East Valley District Yard 
WD Repair Crew  32  41.15  2.40  56.45 
WQ&O Inspector  4  0  0  100 
WD  Inspector 20  0.06 0.03  99.91   Harbor District Yard 
WD Repair Crew  22  0.39  0.17  99.44 
WD Inspector  20  13.45  0.35  86.19  West Valley District Yard 
WD Repair Crew  37  55.48  2.74  41.78 
Ripple St. Yard  WQ&O Inspector  16  0  0  100 
Tujunga Pump Station Yard  WQ&O Inspector  16  13.45  0.35  86.19 
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Since the model assumes that crews do not return to their yards between assignments, 
they do not spend a large percentage of their time traveling.  Note that it appears that 
the crews spend a great deal of time idle largely because many crews work only during 
one phase.  For example, although inspectors may work a lot initially, once inspection 
is complete, the model considers them to be idle for the remainder of the restoration 
process. 
The amount of each material type used within a district during a 12-hour 
period is also tracked.  Table 4.4 shows the amount of pipeline materials used in the 
Central, Western, East Valley, and West Valley districts during the same one 
simulation (no materials were used in Harbor so it is not included).  As expected, West 
Valley, the district with the most damage, used the most repair materials, followed by 
East Valley and Western.  More repair clamps were used that pipe sections and 
mechanical couplings since pipe leaks were more common than breaks.  When using 
the restoration model in the future, this type of repair material information can be 
helpful in determining whether sufficient repair materials are available for future 
earthquakes, and where they should be stored.    
 
4.4.4.   Additional model results 
  In addition to the above model outputs, which are likely to be the most useful 
ones for general application of the model, other output can be generated to provide a 
more detailed description of how the restoration takes place within a model run.  For 
example, tracking the status of the demand nodes and the trunk lines at the end of each 
day can show more detail about the order in which tasks are completed.  An example 
of one of the ten simulation runs is shown in Figures 4.10-4.15.  The 10 possible status 
values are listed in Table 3.2.  Note that a demand node may still be uninitialized at 
time 24 hours or later either because there are not enough inspection crews and so it is    83
Table 4.4. Number of distribution pipeline materials used in each district every 12 
hours for the first 120 hours from one simulation of the Northridge calibration damage 
state (Section 4.3). 
 
District Yard  Time Step 
(hours) 
#Mechanical 
Couplings  #Pipe Sections  #Repair Clamps  #Fire Trucks 
12 4  2  28  0 
24 4  2  28  0 
36 0  0  20  0 
48 0  0  8  0 
60 0  0  11  0 
72 0  0  7  0 
84 0  0  0  0 
96 0  0  0  0 
108 0  0  0  0 
120 0  0  0  0 
Central 
Total 8  4  102  0 
12 16  8  64  0 
24 10  5  73  0 
36 6  3  40  0 
48 2  1  26  0 
60 4  2  44  0 
72 6  3  21  0 
84 4  2  21  0 
96 0  0  0  0 
108 0  0  0  0 
120 0  0  0  0 
Western 
Total 48  24  289  0 
12 2  1  39  0 
24 2  1  50  0 
36 2  1  30  0 
48 2  1  19  0 
60 4  2  42  0 
72 0  0  9  0 
84 0  0  1  0 
96 0  0  0  0 
108 0  0  0  0 
120 0  0  0  0 
East Valley 
Total 12  6  190  0 
12 0  0  0  0 
24 2  1  39  1 
36 10  5  55  0 
48 6  3  29  0 
60 6  3  52  0 
72 6  3  25  0 
84 6  3  51  0 
96 2  1  19  0 
108 2  1  38  0 
120 0  0  0  0 
West Valley 
Total 40  20  308  1   84
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.10. Demand nodes’ status at time 0 hours in one simulation of the Northridge 
calibration damage state (Section 4.3).   85
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11. Demand nodes’ status at time 24 hours in one simulation of the 
Northridge calibration damage state (Section 4.3).   86
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12. Demand nodes’ status at time 48 hours in one simulation of the 
Northridge calibration damage state (Section 4.3). 
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Figure 4.13. Demand nodes’ status at time 72 hours in one simulation of the 
Northridge calibration damage state (Section 4.3).   88
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.14. Demand nodes’ status at time 96 hours in one simulation of the 
Northridge calibration damage state (Section 4.3).   89
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.15. Demand nodes’ status at time 120 hours in one simulation of the 
Northridge calibration damage state (Section 4.3).   90
waiting for a crew to be dispatched to it, or because a damage location has not been 
discovered yet.   
The user can also examine, for example, the rerouting methods and times for 
each trunk line that is rerouted in the simulation (Figure 4.16 and Table 4.5). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.16. Locations of damaged trunk lines from the Northridge calibration damage 
state (Section 4.3) and rerouting methods from one simulation indicated.  
 
 
Table 4.5. Example rerouting methods and times for pipes from simulations of the 
Northridge calibration damage state (Section 4.3). 
 
Pipe ID  Rerouting Method  Total Rerouting Time Duration 
GH222  Use Trunk Line Redundancy  21.06 hours 
VF1438  Use Trunk Line Redundancy  4.71 hours 
GH8382  Connect to MWD  5.85 hours 
GH3844  Use Fire Trucks  66.12 hours   91
  Hospital locations are included in the restoration model input, so one could 
also easily examine the results to see how long hospitals are expected to be without 
water (Figure 4.17).  Since hospitals cannot operate for long without potable water and 
since they play a critical role in post-earthquake emergency response, this information 
could be important for emergency response planning. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.17.  Hospital locations nearest to the LADWP service area and the estimated 
average time water is restored to their nearest demand node from the 10 simulations of 
the Northridge calibration damage state (Section 4.3).   92
4.5. Conclusions 
In this chapter, the initial calibration of the restoration model using data from 
the 1994 Northridge earthquake is described.  The system restoration curves indicate 
that the restoration predicted by the restoration model for the Northridge calibration 
damage state is faster than what was observed in 1994.  In terms of the spatial 
evolution, the restoration model results approximately match the observed restoration.  
Further work is needed to incorporate the consideration of the reservoir and tank status 
within the restoration model and to calibrate the model so that the results match the 
actual data from Northridge more closely.   93
CHAPTER 5 
 
CONCLUSIONS AND FUTURE WORK 
 
5.1. Key  contributions 
This thesis describes the use of discrete event simulation to model the post-
earthquake restoration of the Los Angeles water supply system.  As mentioned in 
Chapter 1, this research aims to: (1) advance the state-of-the-art knowledge in post-
disaster lifeline restoration modeling, (2) improve post-earthquake loss estimation and 
resilience assessments, (3) help identify ways to improve post-earthquake restoration 
and evaluate the relative effectiveness of such strategies, and (4) support post-
earthquake fire modeling.  The real-life post-earthquake restoration process is 
described in Chapter 2.  In Chapters 3 and 4, respectively, the post-earthquake 
restoration model for the Los Angeles water supply system and its comparison to the 
1994 Northridge earthquake are explained. 
Using discrete event simulation for modeling post-earthquake restoration of 
lifelines is a recent advance, and to the author’s knowledge, this thesis represents the 
first attempt to apply that technique to water supply system restoration.  The resulting 
restoration model is able to depict the real-life process described in Chapter 2 and the 
spatial distribution of restoration following the 1994 Northridge earthquake in general 
(Section 4.3).  Although the initial calibration results from the restoration model 
predicted a faster restoration than what was observed in Northridge, it should be able 
to match well with modest additional calibration.  Compared to previous restoration 
modeling efforts, this model includes very limited simplifications of the water system 
and the restoration process, which should lead to a more accurate, highly detailed 
representation of the restoration process.  It interacts closely with the damage and   94
system functionality model for the Los Angeles water system, GIRAFFE, and thus 
makes use of the most realistic available methods for estimating post-earthquake 
damage and system functionality.  The restoration model produces multiple forms of 
output, including system and subregion restoration curves with uncertainty estimates, 
spatial distribution of restoration, and information on crew and material usage.  As the 
first application of discrete event simulation to restoration of water supply systems in 
particular, the model is novel in representing thousands of entities (compared to tens 
in electric power) and accommodating a corresponding increase in complexity of the 
system and the restoration process; coupling the restoration model with a damage and 
functionality estimation model; and incorporating rerouting and damage isolation 
explicitly.   
When calibrated to the satisfaction of the user, the restoration model can be 
applied to estimate the restoration for any earthquake.  One could apply it for 
hypothetical future earthquakes for long-term planning, or even immediately 
following an earthquake to give an early estimate of restoration time before damage 
assessments are available from the field.  Because so many of the utility company’s 
decision variables are represented explicitly in the model, by varying those parameters 
and seeing their effect on final restoration times, the model can be an aid in evaluating 
the effectiveness of possible restoration improvement activities.  Finally, the model’s 
output may be useful in supporting post-earthquake fire modeling, since water 
availability is a key determinant of the risk of post-earthquake fire spread.     
 
5.2. Future  work 
  There is great potential to build on the work presented in this thesis to further 
the understanding and improvement of post-earthquake restoration of water supply   95
systems.  Avenues for future research can be divided into those related to model 
development and those related to model application.   
 
5.2.1. Model  development  
The restoration model of the Los Angeles water supply system presented in 
this thesis has been shown to depict the real-life restoration process in general 
spatially, but the initial calibration results consistently predicted a faster restoration 
than what occurred in Northridge.  There is more than can be done to continue its 
development by calibrating more fully, relaxing some model assumptions, integrating 
the model with other lifeline restoration models, and improving the programming.   
  To further improve the accuracy of the restoration model presented here, more 
calibration of the model should be completed.  The model can be modified to achieve 
a better match between the model results and observations in the Northridge 
earthquake.  It is expected that the modifications required to achieve a satisfactory 
match will not be major, although it may be necessary to try several different possible 
adjustments.  LADWP personnel can help suggest modifications that might achieve 
the desired effect and can assess when the match is sufficiently close for practical 
purposes.  Additional calibration can also be performed using other hypothetical 
earthquakes.  For any hypothetical future earthquake, given an initial damage state and 
the output from the restoration model, LADWP personnel can assess how the results 
compare with what they expect.  This additional calibration can also act as a planning 
exercise for the LADWP personnel, as they can explore how they would respond to a 
hypothetical earthquake in the future. 
There are some key assumptions adopted in the model that could be relaxed or 
modified if desired.  An important future effort should be to model changes in tank 
and reservoir levels during the restoration, efforts to refill reservoirs and tanks once   96
they have run dry, and the effect of reopening emergency reservoirs that are currently 
full of non-potable water, but not connected to the system.  Currently the restoration 
model only considers damage and restoration to the pipelines in the LADWP system.  
The consideration of other facilities, like tanks, reservoirs, pump stations, and 
regulator stations, ends with their inspections.  Fragility curves for these facilities are 
now incorporated within GIRAFFE, and later versions of the restoration model can 
add the rerouting and repair phases to these entities with this available damage 
information.  It is currently assumed that non-major trunk line damage is all rerouted 
around using trunk line redundancy.  This could be changed to include the possibility 
that some non-major trunk line damage will have to be repaired.   
In real life, pipe damage locations that are discovered after the first 12 hours 
are usually discovered late because the pipes they are in ran dry due to upstream 
damage before they were found.  When the pipes are refilled, the damage is finally 
located.  In the model, currently the time at which each distribution damage location is 
discovered is sampled randomly without consideration of the status of the pipe until 
that time (Section 3.9).  A future version of the model might be modified so that the 
damage locations that are discovered late are found in pipes that were dry and are later 
rewetted, and they are discovered at the time the pipes are rewetted.   
The model currently focuses on restoration of non-potable water, assuming 
water purification notices can accommodate any water quality issues.  Although it 
would likely require significant effort, in the future the restoration model could be 
extended to consider restoration of potable water as well.  That could allow future 
investigation of possible tradeoffs between restoring water serviced as quickly as 
possible and ensuring that all water is potable.  Other similar modifications are 
possible, but it is important to keep in mind that the goal is to have the model be as 
simple as possible, while still producing meaningful and useful results.     97
Since the restoration model interacts closely with GIRAFFE, any future 
improvements in GIRAFFE will automatically be included in the restoration model.  
For example, efforts are currently underway to integrate results from the electric 
power restoration model developed for LADWP (Çağnan and Davidson in press, 
Çağnan et al. 2006) into GIRAFFE, which should give more accurate predictions of 
when pump stations that require electric power would be restored.  Integrating the 
restoration model with results from REDARS2, a model of post-earthquake highway 
system damage and restoration, could increase the accuracy of travel time estimates 
(Werner et al. 2006).   
  There are a few programming-related challenges that could also be addressed 
in future work.  The most important effort would be to automate the interaction 
between the restoration model and GIRAFFE.  A more streamlined interaction with 
GIRAFFE would significantly decrease the time required to run a restoration 
simulation and provide a more user-friendly restoration model.  The restoration model 
requires a great deal of input data, which takes a lot of pre-processing time to prepare.  
In the future, the process could also be more automated and streamlined.  While the 
restoration model does not take too long to run at present (one simulation takes 
approximately 2 hours time on a personal computer with a 1.6 GHz processor and 512 
MB of RAM, including the manual interaction with GIRAFFE), with advanced 
programming knowledge, one could probably reduce the run time further and create a 
user interface to make the program more user-friendly.   
 
5.2.2.  Model application 
A great deal can be learned about post-earthquake water supply restoration by 
applying the restoration model in different ways.  The model can be run numerous 
times to estimate annual risk for the LADWP system; possible restoration   98
improvement strategies can be evaluated; and a sensitivity analysis of the restoration 
model could be conducted. 
Recently, a suite of 59 earthquake scenarios were developed to describe the 
seismicity of the LADWP water supply system (Wang 2006).  These 59 deterministic 
earthquake scenarios each have an associated “hazard-consistent” probability of 
occurrence (Chang et al. 2000) determined so that together, this collection of 
earthquakes and their occurrence probabilities represent the region’s seismicity.  The 
GIRAFFE model has been run to produce 10-15 initial damage states for each of the 
59 earthquake scenarios.  A number of restoration simulations could be run for each 
damage state-earthquake combination.  By probabilistically combining the results for 
all damage states and earthquake scenarios, one can estimate the annual probability of 
exceedence vs. restoration time for the Los Angeles water supply system.  Çağnan et 
al. (2006) describes application of a similar process for the LADWP electric power 
system. 
Once fully calibrated, the model can be a valuable tool for LADWP personnel 
to explore possible restoration improvement strategies in a risk-free environment.  For 
example, the number of repair crews or the way crews are scheduled can be changed, 
and by comparing the results with and without the change, one can determine its effect 
on restoration times and spatial order.  The results of exploring different strategies can 
help LADWP determine the relative effectiveness of different emergency response 
plans, or the cost effectiveness of changes within their system. 
The sensitivity of the restoration model can also be explored in future work.  
By varying the many parameters included within the model one at a time, one can 
determine which have the most influence on the final restoration estimates.  That 
understanding can guide future data collection efforts and could help determine if the   99
model can be simplified without negatively impacting the quality of the results it 
produces.   100
APPENDIX A 
 
REROUTING METHOD TIMES FOR MAJOR LADWP TRUNK LINES 
 
Table A.1. Rerouting methods available for the major trunk lines in the LADWP 
system, with estimates of the time required to complete the rerouting operation for one 
damage location. 
 
Trunk Line 
Name  Rerouting Method
1  Minimum Time  Most Likely Time  Maximum 
Time 
Use trunk line 
redundancy  4 hours  6 hours  12 hours 
Foothill 
Use fire trucks  1 day  2 days  3 days 
Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Connect to MWD  4 hours  6 hours  8 hours  L.A. City 
Connect to 
groundwater well  6 hours  8 hours  12 hours 
Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Haskell 
Connect to MWD  4 hours  6 hours  8 hours 
Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Hayvenhurst 
Connect to MWD  4 hours  6 hours  8 hours 
Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Connect to MWD  4 hours  6 hours  8 hours  East L.A. 
Use fire trucks  1 day  2 days  3 days 
Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Connect to MWD  4 hours  6 hours  8 hours  Ivanhoe Outlet 
Connect to 
groundwater well  4 hours  6 hours  8 hours 
Silverlake 
Outlet 
Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Connect to MWD  4 hours  6 hours  8 hours  Harbor 
Connect to 
groundwater well  6 hours  8 hours  12 hours 
Van Ness  Use trunk line 
redundancy  3 hours  4 hours  8 hours 
1For each trunk line, only those methods listed are possible.     101
Table A.1. (Continued) 
 
Trunk Line 
Name  Rerouting Method
1  Minimum Time  Most Likely Time  Maximum 
Time 
Cahuenga  Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Use trunk line 
redundancy  3 hours  4 hours  8 hours  Franklin-
Baldwin 
Connect to MWD  4 hours  6 hours  8 hours 
Venice-Franklin  Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Use trunk line 
redundancy  3 hours  4 hours  8 hours  Lower Stone 
Canyon Outlet 
Connect to MWD  4 hours  6 hours  8 hours 
Westgate None       
Use trunk line 
redundancy  3 hours  4 hours  8 hours  Upper Stone 
Canyon 
Reservoir Outlet  Connect to MWD  4 hours  6 hours  8 hours 
Eagle Rock-
Hollywood 
Conduit 
Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Use trunk line 
redundancy  4 hours  6 hours  8 hours 
Hollywood Inlet 
Connect to 
groundwater well  6 hours  8 hours  12 hours 
Use trunk line 
redundancy  6 hours  8 hours  12 hours  River Supply 
Conduit  Connect to 
groundwater well  4 hours  6 hours  12 hours 
Use trunk line 
redundancy  3 hours  4 hours  8 hours  Stone Canyon 
Inlet 
Connect to MWD  4 hours  6 hours  8 hours 
Encino Inlet  Use trunk line 
redundancy  3 hours  4 hours  8 hours 
Susana  Use fire trucks  1 day  2 days  3 days 
Use trunk line 
redundancy  6 hours  12 hours  1 day 
Connect to MWD  3 hours  6 hours  12 hours 
Granada 
Use fire trucks  2 days  3 days  4 days 
De Soto  Connect to MWD  3 hours  6 hours  12 hours 
Roscoe  Use trunk line 
redundancy  3 hours  6 hours  12 hours 
1For each trunk line, only those methods listed are possible.     102
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