An inversion algorithm for seismic re ection data is presented. It recovers both the lowfrequency features of the medium (the background) and its discontinuities. The algorithm chooses the background model in such a way that the remaining residuals correspond to model discontinuities superposed on the background. The optimization involves an entropy measure of the image contrast and an e cient optimization algorithm. The method takes into account the large amount of data that have to be processed in 3D inversion and sparseness of input data. It is also robust with respect to the noise in the data.
Probably it is a propagation of sound waves in a medium that is the best-known nonlinear process in geophysics. Parameters of the process are distributed in a 3-dimensional physical space and have an excellent physical interpretation, e.g. density, slowness, impedance, Lam e parameters. To extract these parameters from observed data means to solve 3D nonlinear inverse problem that creates additional di culties as compared with any nonlinear incorrect problem. Indeed, it is impossible to apply a conventional iterative algorithm to solve the nonlinear problem because of extremely high computational costs of 3D forward modeling that is necessary on each step of the iteration procedure. In view of general computational di culties arising even when solving a 3D linear inverse problem we try to save the general structure of the suggested algorithm as much as possible omitting details that depend on an operator
The problem of numerical inversion of 3D seismic re ection data remains to be a challenge because of the huge amount of unknowns and data that are to be handled. At the same time it is impossible to ignore the three-dimensional geometry of real geological structures, i.e. one can't reduce su ciently the set of unknown medium parameter functions.
It is also impossible to decouple migration or linear inversion with respect to an interface from the determination of the elastic parameters of the overlying layers. It has been shown by numerical experiments that linear inversion is extremely sensitive to noise in the travel times, e.g. 17] , but su ciently robust with respect to amplitude noise. It is therefore important to couple linear inversion with velocity analysis, e.g . 7] .
We start from realistic assumptions about the data taking into account their incompleteness, sparseness and spatial randomness. The data represent an unstacked digitized nite-band noisy seismogram. It is supposed a source-receiver array has an arbitrary con guration.
In order to handle incomplete data it is necessary to introduce an adequate a priori information 5], 16]. We have based inversion on the assumption that the deviation of model parameters m(x) x 2 R 3 from a reference model s 0 can be decomposed into two components m ? s 0 = s + . The low frequency component s(x) corresponds to the parameter variation inside the layers. The high frequency component (x) describes the jumps of the parameters at interfaces. The high frequency component is assumed to be concentrated in a neighborhood of some two-dimensional manifolds, while the low frequency component s is assumed to be such that relative perturbation of a reference medium s 0 (x) is rather smooth, i.e.
to belong to a small ball in the Sobolev space of second order.
Taking into account sparseness of the data we reduce the size of the problem without any loss of information. Spatial randomness of the acquisition system does not cause additional di culties since we do not interpolate in the data space.
Updating the low frequency component s is based on solving an optimization problem.
The objective function is a measure of the sharpness of an image of the high-frequency component obtained by linear inversion of the data residuals with respect to the background s = s 0 + s.
It is de ned in terms of a new function of the gradient of , which we call entropy of image contrast (EnIC), and an appropriate regularizing term depending on s. It is conjectured that a "good" background allows successful migration of high frequency model features. In other words, we suppose that a background s = s 0 + s is responsible for nonlinear part of inversion problem, so we suggest the measure to estimate focusing features of unknown s(x) by analysis of a contrast of corresponding image (x).
In order to reduce the number of optimization parameters we represent the low frequency component in terms of a truncated expansion in terms of the eigenfunctions of the "anisotropic Laplacian" r Sr (Sect. 4). For example, the anisotropy can assign di erent a priori weights to horizontal and vertical variations of model parameters.
The optimization problem is solved by a global optimization algorithm. In order to reduce the number of evaluations of the objective function a new algorithm (RGA-algorithm) has also been introduced (Appendix C). It has been successfully applied to optimization in a 12-parameter space 9].
Each evaluation of EnIC requires interface imaging, i.e. determination of the highfrequency component while the background model M is held xed. Interface imaging is implemented by a wave eld inversion based on the Born approximation. In order to reduce the costs of each evaluation of EnIC the image is constructed in a small volume , typically a thin vertical layer in the physical space. The inversion is based on a relatively crude diagonalization of the Hessian to facilitate computation of its inverse. More accurate inversion may be needed after the nal update of the background model. The general structure of nonlinear inversion is shown in Fig. 1 (C ?1 e ) n 0 n 00 d 0 n 0 d 00 n 00 ; (5) while d cal is nonlinear operator on M. The data space is assumed to be a nite-dimensional space. The vector components in the data space are indexed by a multi-index N = (r; s; t), where the indices r; s; t specify the receiver, the source and the discretized time delay. It should be mentioned that real data are discrete and an interpolation can lead to a loss of information. The norm in the data space The solution of eq. (8) can be written in terms of the integral kernel of the Hessian of (8) H ( 
where h(x) = P N n 0 P N n 00 (C ?1
n 00 (x 0 ) (x ? x 0 ) is introduced to make the problem tractable in 3D. A similar approximation was made by 1] in elastic inversion problem. The solution of eq. (8) is given by RT-algorithm ( Appendix A) (x) = hd (B) (x) j d i (10) where weighted Born response is de ned bỹ
To specify the expression for localized inversion (10) one needs to construct Fr echetderivative of the operator L m (e.g. 14], 2], 3]) and to solve forward problems: to reconstruct wave elds in a chosen inhomogeneous background. In other words, to recover a component of mu(x) in a given point x it is necessary to calculate all single-scattered in the point x wave elds generated by all sources and convolved with impulse responses of corresponding receivers.
3 Entropy of image contrast.
The de nition of the set of admissible solution m in (3), must account for the speci c features of the 3D inverse problem. The inversion problem of re ection seismics involves sources and receivers located on the surface of registration and with a relatively small aperture. Dealing with re ection data means we can make an a priori assumption that the medium m has two well-separated components. The rst component is the background s(x), which does not cause a signi cant back-scattering e ect and therefore does not contribute to re ection. The second one corresponds to interfaces (x) and is responsible for re ections. The component (x) can be assumed to be located in a vicinity of 2D-surfaces. The entropy of image contrast (EnIC) is a functional which quanti es contrast of a function (x) de ned over a region . The EnIC is de ned in terms of the entropy (12) of the pseudo-probability density function (pseudo-pdf)
Large contrast of (x) -or high concentration of jr (x)j 2 -corresponds to low values of EnIC.
EnIC is non-negative and assumes minima on suitably constrained sets of functions. A few entropy features are described in Appendix B. In 3D inversion the function (x) appears as the image of the the high frequency component of the model. A background model is assumed to be acceptable if the solution of the linearized inversion problem for the residuals is a high contrast function.
The entropy of image contrast E( ) is obtained by substituting eq. (13) in eq. (12) . It is su cient to test the contrast of in a small subset of the model space V provided the rays joining to the sources and receivers cover a su cient part of V. This makes the 3D problem tractable if the linear inversion/migration algorithm is su ciently simple (e.g. 10) and based on ray tracing.
The high-frequency component reconstruction is based upon the set of functions fd B (x)g (8) .
Each of them has a support in a vicinity of an isochron if the sounding signal is su ciently short (e.g. 8], 11]) Because of the re ection seismic geometry the normals to the isochrons are contained in a narrow vertical cone, which leads the set (x; s ) (10) belongs to a near-oneparametrical family of images, and consequently the set of pseudo-pdf's forms the near-oneparametrical family also.
On the other hand, in contrary ( 13] ), ( 6]) we apply linear inversion to the full set of data d (5) . This yields a better resolution due to a larger set of isochrons at each point x. Besides it allows us not to claim the images associated with di erent sources to be similar. It should be expected that these images do di er because of di erent illumination of the medium.
Regularized inverse problem
The inverse problem for the data
with m = m(x); x 2 R 3 while no spatial symmetry is assumed a priori, can be formulated in terms of the following optimization problem: m = arg inf f E(m) j m 2 M = S Mg (15) where m(x) = s(x) + (x); s 2 S; 2 M. The set of admissible background models S is de ned by S = f ( ; I ? r Sr] ) j = (s ? s 0 )=s 0 ; s 0 (x) > 0 g (16) The set (16) 5 Numerical experiments.
The forward problem.
In order to test the applicability of EnIC to 3D inversion of re ection seismic data some preliminary numerical tests have been carried out. Because of computational costs of the numerical experiment we have reduced each step of it as much as possible. A block scheme of the experiment was represented by The synthetic data were calculated or by applying the ray-theory approximation for the scalar-wave equation to imitate re ections caused by plane interfaces, or by applying the Bornapproximation in the case of arbitrary smooth interfaces. Example of a geometry for simulating of 3D re ection seismic data is given in Fig. 2 The Born-approximation of the incoming wave eld ' in (x; t) (Appendix A for a homogeneous medium m(x) = s = const as the background was constructed by convolution of a low-frequency signal f(t) with the Green function for the unbounded medium: In order to generate synthetic re ected data we modeled the interface as a set of point di ractors on a smooth surface. Numerically the interface was modeled by "inserting" point scatterers fx g in a regular grid located on the plane surface, which is equivalent to a Riemann sum for (23).
The Born-approximation was also applied to the calculation of the virtual responsed (B) (x ) (10).
EnIC and REnIC behavior
The low-frequency component of the slowness is expressed in terms of the reference slowness s 0 (x) and a truncated expansion in terms the eigenfunctions (x) of the regularizing operator I ? r Sr] (Sect.4): therefore a sphere f P 2 = constg represents a isosurface of a priori probability in the slowness space. In Figs. 3 -4 we present plots of EnIC and REnIC for some inversion problems mimicking inversion of 3D re ection data. The synthetic model involves principal components (x) corresponding to lower values of f g ,where = f x ; y ; z g. In order to avoid extra calculations of eigenvalues and eigenfunctions of anisotropic Laplacian in a given domain we took eigenfunctions of Laplacian in a unit box scaled along lateral coordinates and depth by factors a, b, c under homogeneous Neumann boundary conditions ( the unit box is chosen rather arbitrary and it has not to create arti cial interfaces because of nonzero gradient of slowness on boundaries). So, eigenvalues and eigenfunctions (x) (24) playing the role of generalized Karhunen-Lo eve basis in our simpli ed version were the following: Numerical experiments indicate that REnIC is a well-behaved smooth function with a unique global minimum.
The RGA-algorithm requires a relatively small number of evaluations of REnIC. The new optimization algorithm is at an initial stage of development.
It has been applied in 4-and 12-parametric (with f0; 0; 0g?f1; 1; 2g principal components) inversion by REnIC optimization. Reconstruction of of REnIC in the 4-parametric case is shown in Fig. 5 . The values of 2 and 4 in the plots are xed at 0.
It took just 107 evaluations of REnIC in the 4-parametric case and 256 evaluations in the 12-parametric case to get a REnIC value error of 2 %. In Fig. 6 the reconstructed slowness is represented by isolines of relative di erences. One of the "bad" points in the slowness space which was used by the algorithm is shown in Fig. 6b . It is easy to see that the accuracy of slowness reconstruction is in uenced by the choice of region for EnIC testing (cross-section A in Fig. 2) . Indeed, contrast images are obtained only if the kinematics, being responsible for the reconstruction in a chosen region for EnIC testing, was true. It gave us the base to call the method generalized ray tomography as far as virtual rays as well as real rays are involved in reconstruction of velocity model. 
Interface image reconstruction
Typical artifacts appear while image reconstructing because of limited aperture and signal shape even in the case when the reference model is reconstructed properly. Interface images have been processed using 2D Radon-type ltering of 2D slices of (x) followed the regularized approximation. The ltering has been carried out applying the RGA-algorithm (Appendix C) to get an approximation of Radon-projection function in the vicinity of its global maximum.
In Fig.. 7 the result of global inversion for an inhomogeneous model involving a dipping interface is shown. The picture shows a vertical cross-section of the reconstructed part of the interface.
The result of global inversion with 8-parameter slowness space (with f0; 0; 0g ? f1; 1; 1g principal components) and two curved interfaces is presented in Fig.. 8 . To estimate slowness function more accurately than in the previous experiment we took two small boxes to calculate EnIC (cross-sections A in Fig.. 8) . The error of reconstructed slowness is less than 2 % in the whole region (less than 0.5% inside the boxes), as compared with "bad" slowness model that was detected while optimization searching when the ratio of EnIC values was 1.42, the error reached 7%-level inside the boxes and 11 % in the whole region.
6 Conclusions.
The algorithm based on REnIC optimization signi cantly reduces the computational e ort involved in 3D inversion. The linear inversion takes into account all the available data rather than their subsets, in contradistinction to 13], 6]. Linear inversion appears as an element of the evaluation of the EnIC and, at the last step, it allows imaging of the interfaces. In the tests described in Sect. 5 we have applied linear inversion based on the Born approximation and its generalizations. It involves two Green functions which have to be calculated for the background medium. A cheap way of computing Green functions in an inhomogeneous medium involves a high-frequency asymptotic wave eld approximation based on ray tracing methods. This approach is also well adapted to the reconstruction of the background because it involves ray tracing from the sources and receivers to a relatively small subset T of the physical space. It is clear that the time delays along the rays depend on the slowness eld in a much larger subset of the physical space, coupling the background model to interface imaging in T .
The numerical experiments described in Sect. 5 involve a simpli ed forward operator. Travel times are calculated by integration of slowness along straight lines joining the sources/receivers with the scatterers and the ray spreading was estimated in terms of inverse distance.
Accurate reconstruction requires accurate ray tracing in the background medium. In view of inhomogeneity of the background multipathing and caustics must be taken into account. An appropriate 3D ray tracing algorithm is under development.
To keep the calculations as cheap as possible we applied the approach just to the scalar wave equation, using rather rough approximations. But the main goal of our computer experiments was to check the ability of the EnIC to measure the focusing feature of velocity model.
In fact the approach does not need in the additive representation of the medium function m = s 0 + s+ . The only condition is a priori assumption that data can be treated as linearized response if the background is taken properly 4]. The approach can be applied, for example, to the elastic inversion problem. Elastic inversion deals with two background models, say so m P and m S , and gives two images P and S . Assuming a priori that jumps of these two images occur in the same spatial regions, it is possible to suggest a regularization likewise the entropy of image contrast. Namely, introducing two pseudo-probability density functions p P (x) = (r P (x)) 2 = Z (r P (x)) 2 Botom: ltered image of interfaces.
It allows , for example, the ratio of P-and S-velocities to be arbitrary while treating of backgrounds but to get near-cooperative jumps (in the same spatial regions ). We suppose the EnIC can be useful for detecting of any near-singular events, for example for detecting the signal from time series, for location of single source. 
B Gateaux derivative of entropy
To illustrate the entropy E (12) behavior in the probability density function (pdf) space let introduce p :
and for a pdf p(x) p 0 > 0 de ne a -parameter family of pdf's:
Using the derivative of the entropy E(p ) with respect to in the point = 0
we can write the evolution equation 
C Global optimization algorithm
Global optimization algorithm is based on Regularized Global Approximation of a objective function (RGA-algorithm). Using values of the objective function (OF) calculated on a set of points a di erentiable global approximation of the OF is constructed, which can be interpreted as prediction of OF-value at any point of the domain of searching. Next step consists in expansion of the initial set of points by extremal points of the OF-approximation. The OF is to be calculated at these points. Renewing set of OF values gives a renewing OF-approximation. The termination of the algorithm is de ned by condition that minimum of calculated values of OF is reached namely at the point of global minimum of OF-approximation provided the OF-value is well-predicted.
In our case the OF < is regularized entropy of image contrast (eq. 20) that can be rewritten in terms of slowness parameters (24) as follow < =Ẽ( ) = E( ) + h j i where = f ; = 1; 2; : : :g and h j i = P 2 . So the optimization problem is to nd global minimum of < in the region A, foe example A = k k Cg = arg inf 2A <( )
RGA-algorithm can be expressed in terms of the following iteration procedure: k+1 = arg inf
The subsetÃ k+1 is obtained using the regularized approximation< k of objective function The subsetÃ k+1 is constructed as
where Ã k = f j rÃ k ( ) = 0 g. The subsetÃ 0 is generated in random manner. The point of global extremum of < and the global approximation< are de ned bỹ < ( ) _ = <( )
