Scientists, public health and school officials are paying growing attention to the mechanism underlying the delayed sleep patterns common in human adolescents. Data suggest that a propensity towards evening chronotype develops during puberty, and may be caused by developmental alterations in internal daily timekeeping. New support for this theory has emerged from recent studies which show that pubertal changes in chronotype occur in many laboratory species similar to human adolescents. Using these species as models, we find that pubertal changes in chronotype differ by sex, are internally generated, and driven by reproductive hormones. These chronotype changes are accompanied by alterations in the fundamental properties of the circadian timekeeping system, including endogenous rhythm period and sensitivity to environmental time cues. After comparing the developmental progression of chronotype in different species, we propose a theory regarding the ecological relevance of adolescent chronotype, and provide suggestions for improving the sleep of human adolescents.
Introduction
"Each morning, few of the country's 17 million high school students are awake enough to get much out of their first class, particularly if it starts before 8 a.m. Sure, many of them stayed up too late the night before, but not because they wanted to. Research shows that teenagers' body clocks are set to a schedule that is different from that of younger children or adults." (excerpt from the New York Times [87] )
Recently, there has been a growing public discussion regarding the delayed sleep patterns, or evening chronotype, of human adolescents and their influence on health and school performance. The cause of these "night owl tendencies" is theorized to be a pubertal hormonally-driven change in the body's internal clock. What research supports this claim? If adolescents truly do have a "biological schedule" that is different from that of adults, why might this be? In order to address these questions, our laboratory has examined the rest and activity patterns of two laboratory species during the adolescent period, and then performed an intensive review of the existing developmental sleep and circadian literature to determine how well our conclusions can be generalized to other mammalian species, including human children. We review these data with the goal of drawing out themes that can be used to inform the policy decisions affecting the health of adolescents as well as theories regarding the role of within species "temporal niche" changes in ecology.
Overview of Adolescent Sleep Patterns in Humans: Evidence Suggesting Physiological Underpinnings
Sleep deprivation amongst adolescents is epidemic. Recent studies show that many adolescents maintain schedules during the school year that result in insufficient and ill-timed sleep. Unlike adults, growing adolescents require on average as much as 9-10 hours of sleep per night [29, 33] . Despite this fact, over 45% of adolescents in the United States report obtaining less than 8 hours of sleep on school nights [137] . Similar trends have been observed in other modern societies, including Korea, Brazil, and Italy [11, 59, 62, 209] . This chronic sleep deprivation interferes with daytime functioning. In Iceland over 70% of individuals between the ages of 16-21 reported frequent daytime sleepiness [188] . Other surveys indicate that 15-52% of adolescents have problems with excessive sleepiness, including oversleeping, inadvertent napping, and sleeping during class [62] .
At the root of this chronic sleep deprivation is the adolescent tendency to stay up late. Many studies indicate that teenagers maintain later (delayed) bedtimes than younger children, even when wake times are constrained by school or work ( Figure 1 , [45, 62, 188] ). This tendency to stay up late has been attributed to many external influences, ranging from evening work schedules and increased academic responsibilities to late night television and social opportunities [24, 35, 191] . Current evidence, however, demonstrates that social factors do not completely account for the adolescent shift towards evening chronotype. Indeed, some of the social changes may result from the physiological changes.
First, this phenomenon is widespread and cross-cultural: a delay in the timing of sleep during the second decade of life has been observed in over 20 countries on 6 continents, in cultures ranging from pre-industrial to modern (as reviewed in [28, 62] ). A recent metanalysis of 13 studies from 9 countries indicated that weekend bedtimes delayed by ~2.75 hrs between the ages of 11-18, even though overall bedtimes and wake times varied by culture [62] . This phenomenon is also not restricted to modern times: although most studies have been cross-sectional, retrospective longitudinal measures indicate that teenagers competition for existence. Species began to make sophisticated use of their time-keeping capabilities to adapt to a specific temporal niche (also called chronotype) such as diurnality (day activity) or nocturnality (night activity). The timing of hunting, breeding, and hatching became just as important as their location [50] . In complex organisms the body's internal clock also became a mechanism that could coordinate activity in tissues in disparate locations, and regulate such essential functions as cell division, hormone release, growth, metabolism, and reproduction [91, 165, 190] . Even on the cellular level, circadian rhythms coordinate and organize a remarkable variety of rhythmic processes. For example, within one large microarray study of the mouse liver, over 8% of the mRNA transcripts examined were found to be rhythmically expressed. Similar percentages have been found in other mammalian tissues, ranging from connective tissue to the cortex [5, 210] .
In the laboratory, circadian rhythms are often modeled as sinusoidal oscillations ( Figure 3) . As mentioned earlier, these rhythms are endogenously-generated. Thus, under conditions in which there are no time cues from the outside world (also referred to as constant or "freerunning" conditions), the circadian system will continue to generate daily rhythms. These rhythms will appear to "drift" a little each day, so that for any particular individual the rhythm will start either progressively earlier each day or progressively later because the rhythm's period (or cycle length) is not exactly 24 hours (typically ranging from 23-25 hrs [150] ). Under normal conditions, the endogenous rhythm must be entrained by external time cues (or "zeitgebers," such as sunlight) to maintain a periodicity that matches environmental rhythms, such as the 24-hr solar day [151] . To allow entrainment, the circadian system is most sensitive to zeitgeber time cues at times of the day when they are not expected to be present. For example, light exposure in the evening causes circadian rhythms to shift later, and light exposure in the early morning causes circadian rhythms to shift earlier, but in most species light exposure during the midday has little effect because it confirms that the circadian system is already aligned properly with the solar day [83, 159] .
After a rhythm is entrained, there is a stable phase relationship between phase markers for the rhythm (e.g., rhythm onset, peak, offset, and trough) and the zeitgeber time cue. Light is the dominant environmental zeitgeber, and under laboratory conditions the phase of biological and physiological rhythms is traditionally characterized by the relationship of phase markers to the solar day or laboratory light-dark (LD) cycle. If the phase of the rhythm shifts so that phase markers are occurring at a relatively earlier time, this is known as a phase-advance, whereas a shift that causes phase-markers to occur at a later time is known as a phase-delay [125] . Phase can also be compared between individuals or groups, for example the daily sleep rhythms of human adolescents are described as being delayed in phase relative to those of pre-pubertal children or adults [160] .
Despite the traditional modeling of circadian rhythms as sinusoidal waves, most rhythms also contain components (or harmonics) with shorter periodicities referred to as ultradian rhythms. The most common ultradian rhythm is bimodal (a rhythm with two peaks, or 12-hr harmonic). This is because most organisms, whether diurnal or nocturnal, increase activity around the transition times of sunrise and sunset (or lights-on and lights-off in the laboratory, [15] ). Animals that exhibit activity predominantly at these transition times are referred to as having a crepuscular chronotype [50] ).
The Physiology of the Circadian System
Circadian rhythms in mammals are generated endogenously via a molecular negative feedback loop within individual pacemaker cells throughout the brain and body. Within this feedback loop, proteins produced by particular "clock genes" inhibit their own transcription, leading to daily cellular oscillations [18, 71, 211] . The core feedback loop consists of a positive arm, which contains proteins (BMAL1 and CLOCK) that drive transcription, and a negative arm, which contains proteins (PER, CRY) that inhibit transcription. To initiate the loop, a heterodimer of BMAL1 and CLOCK proteins drives the transcription of Per and Cry. The PER and CRY proteins (PER1, PER2, PER3, CRY1, CRY2) then form heterodimers that inhibit their own transcription [18, 211, There is a particularly dense collection of pacemaker cells within the suprachiasmatic nucleus (SCN) of the hypothalamus in the brain [13] . This region is essential for driving and coordinating circadian rhythms throughout the body [155] . For this reason, the SCN is frequently referred to as the master circadian regulator (or "master clock", [125] ). Within the SCN, pacemaker cells use reciprocal communication to amplify and perpetuate oscillation and to maintain a specific alignment between rhythmic events, a function referred to as oscillator coupling [116, 205] . Molecular oscillations are translated into oscillations of membrane potential and firing rate. Coupling then occurs via electrical gap junctions between SCN cells and synaptic communication (especially involving the neurotransmitters GABA and vasoactive intestinal polypeptide [VIP] [16, 99] . Some non-neuronal glia cells in the SCN also appear to play an important role in this coupling by modulating intercellular communication [116] .
Light can influence oscillations in the SCN via three known pathways: a direct pathway between the retina and ventrolateral SCN (vlSCN) called the retinohypothalamic tract (RHT) and two indirect pathways via the intergeniculate leaflet (IGL) and raphe nuclei. The two indirect pathways have distinct neurochemical signatures: projections from the IGL to the SCN contain neuropeptide Y (NPY), and projections from the raphe nuclei to the SCN contain serotonin (5-HT, [127] ). The RHT, which is mostly glutamatergic, is the primary pathway mediating photic entrainment. Entrainment occurs when light exposure on the retina activates a special subset ganglion cells, called melanopsin ganglion cells, which are photosensitive to blue green light. This activation causes a rapid release of glutamate in the vlSCN, which binds to NMDA receptors, initiating a series of molecular events previously associated with long-term memory systems, including an intracellular cascade of second messenger signaling and synaptic remodeling. These signaling pathways induce the transcription of immediate early genes, such as cFos [115] , as well as two components of the clock gene feedback loop, Per1 and Per2 [121, 173] .
If this light exposure occurs during the evening and early morning hours, when Per1 and Per2 transcript levels are low, induction of Per1 and Per2 causes an overall phase shift (or realignment) of the molecular feedback loop ( [173] ; Figure 1 .6) as well as rhythms in membrane potential [99] . This phase-shift propagates to the endogenously-rhythmic dorsomedial (dm) SCN [13, 133, 208] and eventually to rhythmic oscillators throughout the rest of the body [207] . Consequently, phase-shifts in the molecular feedback loop are thought to underlie the photic phase-shift of behavioral rhythms [173, 207] and it has become common to examine the phasing of Per1 and Per2 rhythms as a manner of characterizing the entrainment of the central circadian pacemaker and periphery (e.g., [2, 206, 207] ).
It should be noted that the entrainment of the SCN is not the only determinant of the final phase of circadian output. For example, substantial evidence now indicates that adult diurnal and nocturnal species have a similar phasing of many aspects of SCN physiology [68, 180] . Therefore, the downstream coupling (or phase relationship) between the circadian pacemaker and central or peripheral systems plays an important role in determining the phase of behavioral and endocrine rhythms [180] . As mentioned earlier, many areas of the brain outside of the SCN (e.g,. cortex, striatum, hippocampus, amygdala) as well as other tissues in the body (e.g., liver, heart, adrenals, ovaries) contain daily rhythms in clock gene expression. These semi-autonomous or "slave oscillators" are thought to be entrained by output from the SCN as well as by non-photic zeigebers, such as daily rhythms in food intake [64] . Previous work indicates that the phase relationship between the central SCN oscillator and slave oscillators in other regions of the brain closely relates to the phase of behavioral activity rhythms [1, 110, 132, 193, 195] , suggesting that these regions may be important for expressed chronotype.
A Bidirectional Relationship Exists Between the Circadian System and

Reproductive Axis
One of the primary reasons for hypothesizing that the adolescent shift towards "night-owl" behavior represents the influence of pubertal hormones on the circadian timekeeping system is the large body of evidence indicating that the circadian system regulates the reproductive axis and vice-versa. This evidence is presented below.
Circadian Rhythms Regulate the Reproductive Axis
Circadian rhythms regulate many aspects of reproduction, including the timing of hormone release, ovulation, mating, and parturition [91, 190] . The circadian system also mediates the effects of photoperiod (day length) on seasonal reproduction [190] . In turn, reproductive hormones feedback on the circadian system [89] .
In mammals, the reproductive system is controlled by hormones within the hypothalamicpituitary-gonadal (HPG) axis. The hypothalamus releases pulsatile gonadotropin-releasing hormone (GnRH). GnRH then drives the release of luteinizing hormone (LH) and follicle stimulating hormone (FSH) by the anterior pituitary, which then stimulate a hormonal environment conducive to reproduction [84] . The primary steroid hormones produced by the testes are androgens (e.g., testosterone, dihydrotestosterone), and the primary steroid hormones produced by the ovaries are estrogens (e.g., estradiol), and progestins (e.g., progesterone; [84] ). However, both sexes produce all three hormone classes and their steroidal precursors, as well as other non-steroidal hormones such as the inhibins [138] . These hormones feed back on the hypothalamus and pituitary to regulate their own production [84] .
In adult females, hormone production varies over the course of the reproductive cycle. In humans, this cycle lasts for around 28 days and contains two major phases: follicular and luteal. During the early follicular stage, estrogen and progesterone levels are low and the uterine lining is shed in preparation for a new cycle (menstruation). As follicular development proceeds, estrogen levels increase. When estrogen levels reach peak production, they cause positive feedback on the GnRH system, driving a surge of LH and, consequently, ovulation. Following ovulation, the follicle converts into a secretory luteal body and begins to produce progesterone as well as estrogen. Progesterone levels remain high for most of the luteal phase [84, 112] .
In laboratory animals, the female reproductive cycle follows a different progression. With the exception of primates, menstruation does not occur, and therefore the cycles are referred to as estrous cycles instead of menstrual cycles. For some species (e.g., the degu), the estrous cycle contains both a follicular and luteal phase [108] . However, in most traditional laboratory rodents (rats and mice), estrous cycles are short (4-5 days) and do not contain a true luteal phase, except following vaginocervical stimulation (pseudopregnancy). In these species, estrogen peaks on the day of proestrus around 12 hours prior to ovulation, and is followed several hours later by a peak in progesterone. Ovulation occurs that night, and is followed by a period of sexual receptivity (estrus), despite a concurrent drop in steroid hormone levels [112] .
In traditional laboratory rodents (rats, mice, hamsters), circadian regulation of the HPG axis has received particular attention because lesions of the SCN eliminate ovulation and produce a state of persistent estrus [39, 154] . Further investigation revealed that the SCN sends a signal daily to GnRH neurons. When estrogen levels are high, this signal helps drive the GnRH/LH surge that leads to ovulation [39] . Therefore, arguably in these species the SCN is actually an integrated component of the HPG axis. Recently, researchers have also found that clock genes are expressed at all levels of the HPG axis, including the GnRH neurons, the pituitary, and the ovaries [171] . These clock genes seem to play an important role in the generation of synchronized pulsatile hormone release [40] , and in the preparation of the ovary for ovulation [171] .
Circadian Rhythms are Sensitive to Reproductive Hormones
Due to the circadian regulation of ovulation in traditional laboratory rodents, there has been substantial interest in the influence of gonadal hormones on the circadian system. Gonadal hormones can influence the brain in several ways. The activational effects of hormones are direct and transient. If a hormone is functioning activationally, then at any time an experimenter should be able to remove the hormone from the system or block its receptor and the effect will disappear. Activational effects can occur due to hormones binding to their traditional receptors [113] , or due to hormonal modulation of the efficacy of neurotransmitter receptors (e.g., progesterone metabolites can alter the function of GABA or NMDA receptors, [101, 162] ). Organizational (long term/permanent) effects can also occur in response to steroid hormones. These effects are due to steroid hormones binding at nuclear receptors to produce long-term changes in the transcription of particular genes [113] . Organizational effects typically occur during a sensitive period of development, known as a critical period. Although some organizational changes cause direct functional effects, others may alter hormone receptor distribution and sensitivity. In this case, the organizational effects will not be observed unless hormones are present [179] .
Gonadal hormones can transiently affect activity and permanently organize the circadian system. One of the best-known activational effects is on activity rhythms during the female reproductive cycle in rodents. On the day of estrus, following elevated estrogen, female rodents exhibit increased activity and begin their activity earlier in the day. The next day, after hormone levels drop, the females phase-delay activity onset and decrease overall activity levels ( Figure 4, [17] ). During the human menstrual cycle circadian rhythms may also shift their phasing, but results are contradictory [109, 143, 144, 167] . Indeed, in adult laboratory rodents a wide variety of gonadal hormones can affect the phase of circadian rhythms, including estrogens, progestins, androgens, and non-traditional neuroactive steroids (e.g., rats: [8, 17] , hamsters: [49, 51, 129] , mice: [23, 47, 78, 90] , degus: [80, 100] ).
Gonadal hormones can influence other circadian parameters as well, including endogenous period [7, 23, 47, 49, 91, 129, 212] , rhythm amplitude [8, 17, 100] , range of entrainment [49] , zeitgeber sensitivity [23, 51, 79, 81] , and oscillator coupling [126, 128, 187] . Many of these parameters also exhibit sex differences. For example, hamsters, degus, and mice all show sex differences in their phase-response to light [23, 49 , T.M. Lee unpublished data] . Although some of these sex differences are activated by the different hormonal milieu of adult males and females, some sex differences also arise organizationally during development [23] . The sensitivity of circadian parameters to steroidal hormones also exhibits sex differences. These sex differences are determined in some species by the organizational effects of gonadal hormones during the perinatal period (rat: [7] , hamster: [212] ).
Circadian Physiology is Altered by Gonadal Hormones
Some of the effects of gonadal hormones on circadian rhythms are due to modulation of the circadian pacemaker in the SCN. In laboratory rodents, gonadal hormones have been shown to alter key aspects of SCN physiology, including those necessary for circadian rhythm generation, entrainment, and coupling ( Figure 5 ). For example, both androgens and estrogens can activationally alter photic sensitivity within the entrainment pathway, as measured by the induction of immediate early gene expression (FOS) and clock genes (Per1, Per2, [3, 88, 90] ). Photic sensitivity in the SCN is also enhanced during early pregnancy, although the specific hormones involved are unknown [169] .
The effect of gonadal hormones on of photic sensitivity could be due to alterations in glutamate signaling from the RHT, as NMDA receptors can be directly modulated by the neuroactive metabolites of progesterone [124] . However, it is just as likely that gonadal hormones alter photic sensitivity by modulating the indirect pathways by which light influences SCN function. In females, estrogen increases the sensitivity of SCN neurons to the neurotransmitter 5-HT [96] , which conveys photic information from the raphe nuclei. In males, castration increases NPY content in the SCN and IGL [140] . In females gonadal hormones can also increase the sensitivity of the SCN to cholinergic inputs (ACh; [96, 117, 118]), which are thought to potentially mediate the influence of cognition (sustained attention) on chronotype [63] .
These hormonal effects on circadian entrainment pathways may explain why the phasing of many rhythmic components in the SCN is altered by gonadal hormones. For example, the phasing and amplitude of clock gene rhythms (Per2, Cry2) are sensitive to estrogen in females [133, 134] . Rhythms for the clock protein, PER2, are phase-advanced by gonadectomy in males [147] , and by early pregnancy in females [169] , but not by the estrous cycle [147] . Estrogen can also alter the phasing of neurotransmitter rhythms in the SCN [41, 97, 107] . In the case of VIP, which is a neurotransmitter that is important for oscillator coupling, ovariectomy causes a remarkable 8 hour delay, so that the phasing of the transcript rhythm resembles that of intact males [97, 107] . In male gerbils, VIP levels in the SCN are increased by both castration and testosterone treatment, depending on the season [40] , but it is unknown if VIP rhythmicity is also affected as samples were only made at one time point. During early pregnancy, the daily rhythm in FOS changes so dramatically that its short peak extends to encompass most of the daytime [169] .
These phase changes may also be caused by gonadal hormones affecting the intercellular communication and coupling in the SCN. Estrogen enhances electrical intercellular coupling by increasing the number of gap junctions in the SCN, [175, 176] in a manner that is opposed by progesterone [176] . In males, estrogen alters the overall excitability of SCN neurons by depolarizing resting membrane potential and increasing spontaneous firing rate [54] . Hormonal manipulations in males (castration, androgen treatment) also change the number of glia and synaptic proteins in the SCN [88, 166] , both of which are likely to alter intercellular coupling and communication. It is also worth noting that neuroactive metabolites of progesterone are well-known for their ability to modulate GABAA receptors [101, 162] , and GABA is the primary neurotransmitter used both for communication between cells within the SCN and projections from the SCN [127] . This enhanced intercellular communication and coupling could affect the phase of rhythms by enhancing the response of the SCN to photic and non-photic time cues. It is also likely to affect the precision and amplitude of output rhythms.
Outside of the SCN, gonadal hormones alter the amplitude and phasing of circadian rhythms in multiple brain regions in a robust and complex manner. For example, the ventral subparaventricular zone (vSPZ) is located just dorsal to the SCN, and is necessary for the generation of activity rhythms in rats. During early pregnancy, daily FOS rhythms in the vSPZ lose their bimodality, and daily rhythms in PER2 dampen and shift by 4-8 hours [169] . In brain regions important for emotional processing, the central amygdala (CEA) and the oval nucleus of the bed nucleus of the stria terminalis (BNSTov), the peak in PER2 rhythms shifts by as much as 12 hrs over the course of the estrous cycle. This shift is accompanied by a dampening of rhythmicity, and appears to be mediated by a slow (48-72 hr) response to transient estrogen exposure. Due to this slow response, the rhythms of females during proestrus and estrus are high amplitude and similar to those of females that are ovariectomized [147] . In contrast, gonadectomized males have significantly dampened PER2 rhythms [147] , and early pregnancy increases the amplitude of both PER2 and FOS rhythms. Early pregnancy also produces a large 8-12 hr phase shift in PER2 rhythms in the BNST [170] . Other brain regions show more subtle changes in response to gonadal hormone fluctuation. In the basolateral amygdala (BLA) and dentate gyrus of the hippocampus (DG), there is little change in PER2 rhythms over the estrous cycle, and no obvious effect of male gonadectomy, but a small increase in rhythm amplitude in ovariectomized females in response to estrogen treatment [147] . Estrogen treatment also produces a non-significant phase-advance of clock gene rhythms (Per1, Per2) in the cortex [133] . Thus, it seems that the effects of gonadal hormones on circadian physiology are diverse, and likely to be dependent on the nature and duration of hormone exposure, the surrounding hormonal milieu, and the sex of the individual, suggesting that the function of gonadal effects on the circadian system may be similarly diverse.
Puberty and Adolescence: A Time for Development of the Circadian
System?
Puberty is a time of intense hormonal change. Since reproductive hormones alter circadian rhythms and circadian physiology during early development and adulthood, we expect that puberty should also be a time of circadian rhythm development. What evidence supports this hypothesis? Can these hormonal effects explain the phenomenon of adolescent chronotype in humans?
Puberty and Adolescence
Although colloquially the terms "puberty" and "adolescence" are used interchangeably, scientifically they refer to separate concepts [179] . Traditionally, puberty is defined as the process leading to the attainment of sexual maturation [181] , beginning with the activation of the HPG axis, and ending with reproductive competency [153, 178] . Reproductive competency is rarely used as a developmental marker in neuroscience research, however, because it is unreasonable to run mating and pregnancy tests in the middle of an experimental procedure. Therefore, most researchers measure the physiological correlates of sexual maturation -the development of the HPG axis, increases in circulating gonadal hormones (e.g., testosterone, estrogen), and the maturation of the testes, ovaries, uterus, and external genitalia [158] .
Adolescence, on the other hand, is defined as the period of social, emotional and cognitive transition between childhood and adulthood [178, 179] . Adolescence encompasses puberty, and typically human neuroscience studies will discuss the period of "adolescence" instead of "puberty," since human subjects remain embedded in their social environment. In animal studies, the term "adolescence" is traditionally used specifically to refer to research focusing on the neural and behavioral changes accompanying the transition from juvenile dependence into the relative independence of adulthood [181] . This transition includes both the hormone-dependent and hormone-independent remodeling of cortical and limbic circuitry necessary for adult decision-making, cognition and social interaction [179] . As this review focuses primarily on interactions between pubertal hormones and the circadian system, a regulator of the HPG axis, we will henceforth only use the term "adolescent" when referring to human studies.
It should be noted that the progression of puberty in laboratory species is not necessarily analogous to that of humans. To begin with, human puberty is commonly preceded by eight or more years of gonadal "quiescence" following infancy. During this time, gonadotropin releasing hormone (GnRH) pulsatility is suppressed and gonadal steroidogenesis is nearly absent. Puberty is initiated when the HPG axis is released from juvenile inhibition [153] . Some mammalian species, such as the rhesus macaque, show a similar developmental pattern [153] , but rodents typically do not [139] . Most rodent species show low levels of steroidogenesis and secondary sex development throughout the juvenile period that then accelerates near the time that reproductive competence develops [139] . Another key difference between the progression of puberty in humans and other species is the role of seasonality. Season plays a crucial role for determining the timing and rapidity of secondary sex development in many species. Photoperiod is typically the environmental signal that indicates season physiologically [61] , thus care must be taken when interpreting the results of circadian developmental studies that incorporate manipulations of the daily light-dark cycle.
Pubertal Changes in Chronotype Occur in Animals
In order to better understand the mechanisms underlying changes in chronotype during adolescence in humans, we recently examined the phasing of sleep and activity rhythms during puberty in other mammalian species. To measure changes in chronotype during puberty, we monitored secondary sex development and daily wheel-running activity rhythms in two species of laboratory rodent, the nocturnal rat and the diurnal degu (Octodon degus; [102, 103] ), under varying hormonal conditions. We also monitored sleep electrophysiology in pubertal degus, and then performed an intensive review of the existing developmental sleep and circadian literature to determine how well our conclusions could be generalized to other mammalian species.
In both laboratory rodent species we found evidence for a large shift in the timing of daily rest and activity during the pubertal period. The daily rest/activity rhythms of juveniles and early pubertal rodents were characterized by a crepuscular pattern, with the majority of activity occurring near the end of the typical active phase for the species (the end of the night for rats, and the early evening for degus). As puberty progressed, their daily activity began to shift earlier (phase-advance), so that by adulthood most of their activity had consolidated at the beginning of the active phase for the species ( Figure 6A , [66] [67] ). This shift in the timing of daily rest and activity occurred whether we were observing wheelrunning activity or general sleep patterns using sleep electrophysiology (degus: [148] ; similar data are presented for a small sample size of rats in [76] ). This meant that, overall, both rodent species showed a large (2-4) hr shift in the phasing of their rest/activity rhythms during pubertal development, similar to human adolescents ( Figure 2C -D, [66-67, 75, 114, 185] ). We also found evidence in the literature that there might be a pubertal shift in the timing of daily rhythms in other species, including rhesus macaques ( Figure 2B ), laboratory mice, and fat sand rats [60, 137, 197, 199 , further reviewed in 70]. Overall, these results suggest that chronotype changes during puberty are likely to be a common phenomenon in mammals. The reversal of this shift following maturation, as observed in humans and macaques (Figure 2A-B) , has not been as well studied, and it is unclear whether it exists in laboratory rodent species (see p. 35 for a more in depth discussion).
Similar to humans, the manner that this chronotype shift occurred during puberty differed by sex in rodents ( Figure 2C-D) . We observed a large sex difference in the magnitude of the chronotype shift during puberty in both species that we examined. For rats, males showed a larger shift in the phasing of rest/activity rhythms during puberty than females [66] . For degus, the sex difference was absolute: females did not seem to shift their activity rhythms at all during puberty, despite the fact that males showed large changes in chronotype [67] . However, this conclusion remains tentative, because a previous study observed changes during chronotype in both males and female degus during puberty [75] . Similar to humans, the developmental timing for the chronotype changes in rats also differed by sex, paralleling sex differences in the progression through puberty [66] . A similar correlation was found in rhesus macaques: a study comparing the activity rhythms of rhesus macaques with normal or delayed pubertal development reported a strong correlation between pubertal timing and a shift in the timing of rest/activity rhythms [60] .
Pubertal Changes in Chronotype are Driven by Gonadal Hormones
The presence of sex differences suggested that pubertal hormones might drive the chronotype shift. To test this hypothesis, we removed the gonads (ovaries, testes) from juvenile rats and degus to prevent the onset of puberty. We found that gonadectomized animals either completely lacked a shift in chronotype during the normal pubertal period (degus: [67, 75] ) or showed a much diminished shift in chronotype (rats: [66] ). The activity patterns of the animals gonadectomized before puberty resembled those of prepubertal rodents, as well as those of animals that were gonadectomized during adulthood in previous studies. For example, castrated adult male rodents under entrained and free-running conditions had activity that was more dispersed across the active period [128] , such that activity at the beginning of their active period in the early night was less cohesive, diminished, lost, or delayed [47, 49, 78, 90, 128 , although see 23 and 80] . This was also true of ovariectomized adult female rodents: they lost the phase advance and increase in wheel running activity that typically accompanies estrus [49, 78, 100, 129] , and in general exhibited a more dispersed activity distribution and delayed activity rhythm phase [187, 203, although see 23] .
In these previous studies, the administration of testosterone or dihydrotestosterone to castrated adult males was able to restore the normal circadian activity patterns [47, 78, 90, 128] and estrogen treatment was able to reconsolidate rhythms in ovariectomized rats [187, 203] . Thus, it seemed likely that the pubertal chronotype shift and consolidation of activity rhythms might be driven by either androgens or estrogens. To further clarify the hormonal mechanism responsible, we began a series of hormone replacement studies in rats that had been gonadectomized before puberty. So far, these data indicate that it is likely that the mechanism driving the pubertal chronotype shift in male rats is an activational effect of pubertal testosterone. This pubertal testosterone is then converted into estrogen locally in the brain by the aromatase enzyme (M.H. Hagenauer, C. L. Fournier, A.M. Wehner, J. Eisman, B. Ajegba, and T.M. Lee, unpublished data). Thus, the shift in chronotype that occurs during puberty in male rats may be similar to the shift in the rest/activity rhythm that occurs due to high estrogen during the estrus cycle in adult females [8, 17] . This story is consistent with recent data from adult men demonstrating a positive correlation between circulating testosterone levels and evening chronotype [156] . However, the story may be more complicated in other species. In the degu, previous studies suggest that adult castration does not cause activity rhythms to revert to a delayed, crepuscular distribution, but instead causes the rhythms to phase-advance [80] . Thus, in this species it is unlikely that the hormonal effects on chronotype are purely activational, but may instead represent a permanent, organizational change to the sensitive pubertal brain (e.g., [75] ).
Pubertal Changes in Chronotype Are Internally-Generated and Not the Product of Masking
As discussed earlier, the timing of rest and activity rhythms is thought to derive from three primary components: an endogenous daily circadian timekeeping system, a homeostatic drive for sleep, and other external constraints (which are often referred to as "masking").
One of the first questions that arose after observing pubertal changes in chronotype was whether these changes might represent a change in the sensitivity of the animals to the masking properties of light. Since the animals appeared to be more crepuscular during the juvenile period and early puberty, was it possible that they were simply more reactive to the light transition times? To test this hypothesis, we placed juvenile rats into constant lighting conditions to determine if they would still exhibit a crepuscular-like activity distribution, with greater activity occurring at the end of their active period. To our surprise, the crepuscular-like activity distribution not only persisted under constant conditions, it was immediately exaggerated, with even more activity occurring at the end of the active period. Then, in the same manner as under a normal light-dark cycle, their activity shifted so that it gradually concentrated at the beginning of the active period as the animals progressed through puberty under constant conditions. These data suggested that pubertal changes in the distribution of activity were internally-generated and not a change in the passive response of the animals to the light cycle [66] .
Do Pubertal Changes in Chronotype Result from Circadian System Development?
If pubertal changes in chronotype are internally-generated, is it possible that they result from hormonally-driven circadian system development? There is growing evidence from multiple species that circadian rhythm properties change during puberty (Table 1 ). In addition to circadian rhythm phasing and chronotype, these properties include the endogenous period of the rhythms under constant conditions, the sensitivity of the rhythms to resetting by environmental time cues (zeitgebers) such as light, the strength of rhythm coupling, and physical properties of the suprachiasmatic nucleus.
Circadian Free-Running Period Changes Around the Time of Puberty and Adolescence
One circadian property that changes around the time of puberty in multiple species is the endogenous free-running period. As mentioned earlier, under conditions in which there are no time cues from the outside world, the circadian system will continue to generate daily rhythms but these rhythms will appear to "drift" a little each day, because the period (or cycle length) of the rhythms only approximates 24 hours (ranging from 23-25 hrs). The actual period of the free-running rhythm is a relatively stable property that varies by species, sex, and occasionally hormonal environment [7, 23, 47, 49, 90, 129, 212] . A few years ago, we discovered that the free-running period of male degus shortens several months after puberty is traditionally considered to have ended (e.g., after reproductive competence and full body size have been attained). The development of this sex difference was dependent on the organizational effects of gonadal hormones [75] , and, in particular, estrogen [74] . This finding was provocative because it indicated that hormone-dependent brain reorganization might continue much later into the "adolescent" or "young adult" stage of development than previously expected. It was also interesting because the changes in chronotype observed during the "adolescent" period in humans extends into the early 20's -well beyond the traditional end of puberty and sexual maturation [160] . In an effort to determine whether changes in circadian period might accompany adolescent changes in chronotype in humans, one study used a forced desynchrony protocol that caused the circadian rhythms of human subjects to free-run by placing the subjects in laboratory housing with an unnatural environmental light cycle that was beyond the range of entrainment (28 hrs instead of the normal 24 hrs). They found that human adolescents have an endogenous period of 24.27 h, significantly longer than the period length found in adults (24.12 h) using similar protocols [28, 34] . Two studies in laboratory rats also revealed a change in free-running period around the time of puberty [66, 114] .
Changes in free-running period around the time of puberty and young adulthood are noteworthy because they imply that the circadian system continues to mature late into development. A change in free-running period could also cause an adolescent change in chronotype or entrained phase, because it would alter the amount of daily resetting that is necessary for circadian rhythms to entrain to a normal 24 hr day. In that case, a lengthening of free-running period during adolescence, as is seen in human adolescents, would be expected to cause a delay in circadian chronotype, whereas a shortening of free-running period, as is seen in young male degus, would be expected to produce an advance in chronotype. Although these predictions seem to align well with the chronotype changes that actually occur during puberty and adolescence in these species, there are several reasons to believe that changes in free-running period cannot explain pubertal changes in chronotype in our rodent models. First, the changes in free-running period that are observed in male degus occur several months after the changes in chronotype and entrained phase. Male degus show a shift in their chronotype around the time of puberty, whereas their free-running period shortens several months later around the time that would naturally be their first breeding season in the wild [75] . In rats, both males and females show changes in free-running period around the time of puberty, but these changes differ by sex, with males showing a lengthening of free-running period and females showing a shortening. Thus, these changes in free-running period do not predict the pubertal change in chronotype, which takes the form of a phase-advance in both sexes [66] .
To complicate matters, the changes that we observed in the free-running period of male rats during puberty in our study are actually the opposite of what was found in an earlier study by a collaborator [114] . One possible explanation for this discrepancy is the differing duration of time that the rats were placed in constant conditions. In an earlier study in pubertal degus, younger animals were found to maintain a free-running period close to 24 h for almost 2 weeks after placement in constant conditions. These pronounced "aftereffects" of the former light/dark cycle on free-running period did not occur after the animals matured and were placed back into constant conditions again [75] . Recent data from mice also indicates that animals with low levels of reproductive hormones (castrates) are especially sensitive to the effects of light on free-running period (M.P. Butler and R. Silver, unpublished data discussed in [123] ). More pronounced "aftereffects" in young animals may explain the contradictions present in the rat studies. In both of the rat studies [66, 114] , the free-running period of the male and female rats was closest to 24 h during the youngest developmental time point, immediately after placement into constant conditions. Thus, it may be that the developmental changes in free-running period that we observed in rats reflect developmental changes in the sensitivity of the circadian system to the "aftereffects" of the light/dark cycle. A developmental change of this variety would still be provocative, as it similarly indicates that the circadian system continues to mature late into adolescence.
Adolescents Have a Different Circadian Sensitivity to Light
Another possible mechanism that could underlie adolescent chronotype is a change in the circadian system's sensitivity to light during puberty and adolescence. For example, one study constructed a "phase response curve" for the sensitivity of the circadian system to light in pubertal mice (49 days of age, [136] ), late/post-pubertal mice (63 days of age, [136] ) and adults [198] . They constructed the curve by administering brief (15 min) pulses of light at different times of the day while the mice were housed in constant darkness, and then examined the effect of the light pulses on the phasing of the animals' activity rhythms. In our previous review, we compared the data for the 49-day-old (P49) pubertal mice to the older animals, and found that the pubertal animals were much more sensitive to light. As is typical, all mice were most responsive to light that was administered at a time of day that they perceived to be nighttime (subjective night) based on their own internal rhythms. Light that was administered in the subjective evening caused the circadian rhythms to shift later (delay), and light that was administered in the subjective morning caused the circadian rhythms to shift earlier (advance). For pubertal mice, this tendency was exaggerated, with the animals being clearly more sensitive to evening light than adults [70, 198] . An earlier study also showed that pubertal mice (42 days of age) adjusted to artificial "jet lag" (a phase delay of the light-dark cycle) much faster than adult mice [197] .
In humans, there is moderate support for the hypothesis that the circadian system is especially sensitive to evening light in adolescents, and less sensitive to morning light. For example, the chronotype of adolescents and young adults (ages 13-29) was less responsive to latitude-related differences in sunrise time than that of older adults (ages 30-97) [22] . Another study found that during the transition from winter to spring, adolescents became more evening type, and this change in chronotype correlated with increased light exposure in the evening but not the morning [55] . Other evidence suggesting altered light sensitivity during adolescence comes from an intervention study that attempted to determine how best to allow sleep-deprived adolescents to recover sleep on weekends [46] . This study focused on the phenomenon of weekend "social jet lag" in adolescents and young adults. Typically, during the week adolescents follow a schedule in which they stay up late, but then wake up early for school, producing chronic sleep restriction. On the weekends, when they have the opportunity to recover sleep, adolescents and young adults continue to stay up late, exposing themselves to evening light, and then they sleep in and lose several hours of exposure to morning light. This weekend light schedule drives their circadian rhythms to become even more delayed, so that by Monday morning they are completely out of synchrony with the school schedule. In an attempt to alleviate this shift in a realistic manner, the authors realized that adolescents were likely to stay up later on the weekends regardless of the health consequences. Therefore, they attempted an intervention that increased the exposure of adolescents (ages 15-17 years) to bright, short-wavelength light in the morning on the weekends in an attempt to produce a phase advance that would counterbalance the delaying effects of evening light exposure, so that the social "jet lag" on Monday would be less extreme. To their surprise, these interventions had little effect, implying that the circadian systems of the adolescents were relatively insensitive to morning light [46] . These data align well with a study in young adults (aged 21 years on average), which found that bright, shortwavelength light exposure in the morning had no effect on circadian phase, as measured via melatonin rhythms [172] . However, it should be noted that both of these studies lacked a child or older adult control group, and thus it is unclear whether morning light treatment under these particular conditions advances circadian phase in individuals of any age.
Other support for the hypothesis that human adolescents are less sensitive to morning light comes from a preliminary study examining the suppression of melatonin secretion by 1hr light pulses, which is mediated by the same pathways in the SCN as the resetting of circadian rhythms [30] . This study found that late adolescents were significantly less sensitive to dim light exposure (15 lx) in the morning (03:00-04:00 h) than early adolescents. However, it is clear that morning light exposure still matters to some degree for the circadian entrainment of adolescents, because another study found that preventing adolescents from receiving short-wavelength light exposure later in the morning during school hours caused the students' circadian rhythms to become even more delayed [56] .
We believe that a change in the sensitivity of the circadian system to light cannot be solely responsible for the shift in chronotype observed in our animals, because we observed a reorganization of rest/activity rhythms during puberty even under conditions of constant darkness [66] . However, this evidence does suggest that altered circadian light sensitivity may play a role in the development of chronotype changes during puberty. Even more importantly, it implies that adolescents may be particularly sensitive to circadian disruption by the nighttime electrical lighting that pervades our modern living. Indeed, a recent study found that adolescents in Brazil who did not have electrical lighting at home had significantly earlier sleep onsets and less sleep deprivation than their peers [146] .
Other Circadian Properties May Change During Puberty and Adolescence
In addition to pubertal changes in free-running period and the circadian sensitivity to light, there is also some evidence for other forms of circadian system development. For example, multiple authors have commented that there is a prevalence of ultradian components in the rhythms of young rodents under both entrained and free-running conditions which disappears in the post-weaning and pubertal periods [26, 38, 52, 76, 85, 93] . This disappearance may represent an increase in oscillator coupling in the suprachiasmatic nucleus due to pubertal hormones, or simply reflect disruption of the rest period by the high metabolic demands of young, fast-growing animals, which would diminish with age regardless of hormonal environment [9] . Accompanying this decrease in ultradian components is an increase in rhythm amplitude. In rats, the increase in the amplitude of rest/ activity rhythms during puberty is particularly notable and strongly related to pubertal hormones: prepubertal gonadectomy prevents activity levels from increasing much beyond prepubertal levels in both males and females [66] . In the degu, there is a brief increase in activity levels during puberty that appears only to be related to gonadal hormones in females, and which then disappears as the animals mature [67] , so the increase in activity level cannot explain the development of more consolidated, phase-advanced rest/activity rhythms during puberty.
Other forms of pubertal circadian development have merely been suggested by previous studies. One study observed that sex differences in the range of entrainment of the circadian system in hamsters seemed to depend on gonadal hormone exposure during puberty [49] . In the SCN, there are indications of anatomical changes (growth in nuclear size and nucleoli size) around mid-puberty in rats [10, 130, 131] . There may also be an increased number of cells expressing a neuropeptide (VIP) that is important for photic entrainment and oscillator coupling during late adolescence in humans [183] . However, the correlation between these anatomical changes, secondary sex development and pubertal hormones has not been explicitly tested.
Discussion
This review began with the concept that we could use animal models to address fundamental questions regarding the delayed sleep patterns of human adolescents, while avoiding the technical and ethical issues associated with using human subjects. We presented data indicating that multiple mammalian species showed dramatic changes in the timing and organization of daily rest/activity rhythms during puberty, not unlike human adolescents. These changes exhibited sex differences and are, at least partially, dependent on gonadal hormones. We also demonstrated that other fundamental circadian properties change during puberty and adolescence, including free-running period and circadian sensitivity to light. We conclude that it is likely that multiple aspects of the circadian timekeeping system are affected by pubertal hormones, suggesting that adolescent changes in chronotype may derive from the effects of hormones on the circadian timekeeping system.
It is important to note that there are still multiple experiments that need to be completed to solidify this argument. For example, it would be useful to know whether the hormonal mechanism driving pubertal changes in chronotype is similar across species. In laboratory animals, gonadectomy and hormone replacement experiments could be done in a manner similar to those previously discussed for rats. For humans, it would be useful to know whether chronotype correlates with circulating levels of testosterone and estrogen. As mentioned earlier, a recent study by Randler et al. [156] suggests that there is a positive correlation between evening chronotype and circulating testosterone levels in adult men (ages [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . These data suggests that the slow decrease in testosterone observed in adulthood [86] may play a role in the reversal of adolescent chronotype in men. However, to provide a strong conclusion, a follow-up study will need to be performed in which blood is collected at more than one time point to control for potential differences in the phasing of testosterone rhythms in individuals with different chronotypes. Also, in order to generalize these results to the shift towards evening chronotype observed during adolescence, a similar correlation would need to be observed in an adolescent population that is dissociable from age-related changes.
It would also be extremely useful to determine whether these findings can be expanded to estrogen levels in women.
Substantial work still needs to be done to clarify the relationship between adolescent chronotype and pubertal changes in the circadian system. As discussed earlier, we know that gonadal hormones can affect everything from the sensitivity of the circadian system to time cues, to the phasing and coupling of oscillators within the SCN, as well as the strength of SCN output and phasing of downstream oscillators. Based on these data, we would expect that pubertal increases in gonadal hormones might enhance the sensitivity of the SCN to time cues (both photic and non-photic), as well as the coupling and amplitude of neurotransmitter and electrical rhythms. However, to alter chronotype, we believe that each of these changes would need to alter the phasing of SCN rhythms. Thus, in order to best determine the location of pubertal hormone effects within the circadian system, we can first examine whether there is a change in the phasing of circadian rhythms in the suprachiasmatic nucleus and then either look upstream or downstream from those rhythms based on our results. We are currently examining this question using In light of recent evidence suggesting that estrogen may enhance the influence of the circadian system on the sleep/wake cycle (M.D. Schwartz and J.A. Mong, unpublished data discussed in [123] ), it may also be productive to measure the strength of rhythmic output from the SCN during puberty. Since estrogen has the ability to depolarize SCN cells and enhance firing rate [54] , we would hypothesize that aromatized testosterone or estrogen during puberty might shift behavioral rhythms by increasing the firing rate of SCN cells. This increased output from the SCN might better outcompete the homeostatic drive to sleep, allowing animals to consolidate their activity into one strong bout at the beginning of the evening, or freeing human adolescents to stay awake later into the evening (when the circadian influence on the sleep/wake cycle peaks in humans, according to the classic twoprocess model [4] ).
Similarly, we know that gonadal hormones can alter properties of the suprachiasmatic nucleus related to oscillator coupling (e.g., the number of electrical gap junctions connecting cells, glial cell proliferation, VIP signaling). Does the consolidation of rest/activity rhythms during puberty in animals relate to an increase in coupling between cellular oscillators?
Finally, in rats, we have learned that the hormone responsible for pubertal chronotype change is testosterone, which is converted locally into estrogen. Therefore, is it possible that we can determine where pubertal hormones are acting in the brain to cause chronotype development using local presentation of receptor antagonists? Does the estrogen bind in the suprachiasmatic nucleus itself, where receptors are relatively rare but estrogenic effects are observed in vitro, or in hormonally-sensitive structures that project to the nucleus, such as the raphe nuclei, or in local downstream oscillators?
Adolescent Chronotype: Are We Observing the Same Phenomenon Across Species?
Before moving on to a discussion of the relevancy of these results, it seems important to first answer a fundamental question: Are we observing the same phenomenon in these species? How generalizable are the conclusions from each experiment? In 1979, Beach laid out two cardinal rules regarding the construction of animal models for human behavior as well as for behavioral comparisons between species. One rule was that any "significant comparison of a particular type of behavior in two different species is impossible unless and until the behavior has been adequately analyzed in each species by itself" [20] . In this sense, the additional data presented here has expanded upon several conclusions from our initial crossspecies comparison [70] . First, detailed analyses of activity rhythms across postnatal development supported the assertion that pubertal phase changes in animals show sex differences in their timing and magnitude, with males showing larger changes than females. Since the timing of adolescent phase changes in humans also displays sex differences and human males show larger phase changes than females [160] , these findings support the hypothesis that the phenomenon observed in each species shares some common origins. The magnitude of phase change in male degus and rats (3-5 hrs) also resembled that observed in studies of human males [160] .
Second, the pubertal phase changes occurring in these rodent species are directly related to a consolidation of ultradian components in the rhythms. This conclusion is consistent with previous data indicating that both androgens and estrogens can consolidate rhythms at the beginning of the active period in rodents [78, 128, 187, 203 ], but has not been discussed in previous studies of pubertal phase change [60, 75, 185] . Earlier research on the postweaning period in altricial rodents, such as rats and mice, discussed this rhythm consolidation in terms of the switch from maternal to photic entrainment and in terms of the development of circadian output systems (e.g., [196] ), because altricial species are born at a relatively earlier stage of brain development and have their eyes closed during the early postnatal period. Therefore, these species initially rely on the dam to provide entraining time cues [196] . The reviewed data are the first to note that a similar consolidation of rhythms can occur in precocial species, which open their eyes soon after birth. These species presumably rely on photic entrainment almost immediately during the postnatal period and would have emerged from the burrow in the wild many weeks before the age of the initial measurements in the reviewed studies. Thus, consolidation of rhythms at the beginning of the active period cannot be exclusively attributed to pups developing independence from the dam (or dams and sire, in the case of communally-nesting degus; [82] ). The reviewed data are also the first to demonstrate that the developmental decrease in ultradian rhythms during post-weaning development is related to pubertal hormones.
The relationship between rhythm consolidation and phase change in rats and degus is one formal characteristic that differentiates the pubertal phase changes in these species from those occurring in human adolescents. A second characteristic that appears to differ between our rodent species and other species that have been studied in detail (human, macaque) was the developmental timing and the direction of the phase changes ( Figure 2 ). The newer reviewed data did not provide evidence that circadian phase was more advanced in the prepubertal animals than the pubertal animals, unlike previous studies in the degu and rat that briefly examined one or two pubertal time points [9, 75, 185] . However, the observation was clearly replicated that circadian phase is more delayed during puberty than adulthood [75, 114] as it is in humans and macaques [60, 160] . Thus, it is unclear whether the changes in laboratory rodents (rats, degus, mice?) are more analogous to the circadian phase advance that occurs following sexual maturity in humans [160] or to the phase delay that occurs between pre-puberty and sexual maturity in humans and macaques [60, 160] . The relationship between phase changes and pubertal timing in each species, as well as the dependency on pubertal hormones, suggests that the latter comparison may be more appropriate, although the direction of phase change during puberty clearly differs between these species.
Consequently, Beach's second rule of comparative studies pertains, which is that meaningful comparisons should not be based "upon the formal characteristics of behavior, but upon its causal mechanisms and functional outcomes" [20] . The causal mechanisms of the phenomenon, as suggested by the relationship between circadian changes and pubertal timing, sex, and gonadal dependence, indicate that the phenomenon that we are observing is analogous between species, whereas the formal characteristics may differ in the ways discussed above.
There is…great diversity in the ways in which hormones can affect an animal's nervous system and behavior. To the student, this diversity might seem like an unwanted complexity, something else to complicate the story."
Indeed, in some ways it seems like it would be surprising if we actually did find an identical phenomenon occurring during puberty in each of these species because there are several striking differences in the progression of puberty between laboratory rodents, such as the degu and rat, and primates, such as macaques and humans. For example, in fast-developing, altricial rodent species, such as rats and mice, puberty rapidly follows weaning, a life transition best associated with infancy in humans. For this reason, there are several hormone-independent circadian changes that occur around the time of puberty, independent of the gonadal hormone-dependent changes in chronotype discussed above. For example, when young rats are allowed to remain with the dam they will continue to show nursing behavior until postnatal ages P28-P40 [25, 43] , which overlaps with the beginning of puberty. The dam nurses predominantly during the day, and this nursing pattern has a large influence on the phasing of activity rhythms in the pups [174, 182, 186] . The pups will exhibit a diurnal activity pattern until around age P18 when they begin to consume significant amounts of solid food [21, 186] . Even after this point, the dam continues to serve as an effective zeitgeber until the 4th or 5th week of life (approximately P28-P35, [104, 184] . Thus, the earliest part of the data regarding adolescent chronotype in rats (P21-P30; [66] ) overlapped with the typical time of transition from maternal to photic entrainment (for review see [196] ), as well as from dependent, diurnal activity to independent, exploratory nocturnal activity. In contrast, in humans and other primates, for whom weaning and puberty are distinct events, circadian system development is likely to progress quite differently.
Likewise, as discussed in the introduction, puberty in primates is characterized by several years of preceding gonadal quiescence [153] , whereas puberty in rodents follows low-level steroidogenesis throughout the infantile and juvenile periods [139] . Thus, it is possible that we do not observe a period of relatively advanced phase during pre-puberty in rats and degus because they have already been exposed to gonadal hormones during juvenile development [75 139 ]. However, it seems unlikely that early-pubertal or juvenile hormone production in the degu and rat delayed circadian phase before our recording period in a manner analogous to the delay observed in human adolescents and pubertal rhesus macaques, as the activity rhythms of rodents gonadectomized prior to puberty appeared similar to those of prepubertal rodents. Since long-term hormone withdrawal is known to alter hormone receptor levels [122, 161] , it seems more likely that following quiescence in primates, hormones transiently have different effects on the circadian system than those observed in species with low-level steroidogenesis throughout the juvenile period.
In general, in the realm of reproduction, diversity is certainly the rule and not the exception [44] . Therefore, alternatively, it could simply be that pubertal hormones have different effects on the circadian system of primates and rodents. This would not be an unprecedented conclusion, as gonadal hormones are already known to have species-specific effects during adulthood. For example, testosterone shortens free-running periodin adult mice [90] , but not in adult hamsters [128] . Estrogen (17β-Estradiol) shortens free-running periodin adult female hamsters [129, 212] and adult female rats [7] but not adult female degus [100] . Testosterone treatment consolidates rhythms in adult male mice [47, 78] , whereas it induces rhythm splitting in starlings [65] . Indeed, since there are pronounced species differences in the degree of circadian regulation of the hypothalamic pituitary gonadal axis [39] , it makes sense that gonadal hormone feedback should be similarly diverse.
Finally, the role of artificial lighting in prolonging or exaggerating delayed phase in human adolescents should not be underestimated. During the earliest human circadian experiments, unbeknownst to researchers at the time, subjects lengthened their own free-running period by controlling their daily light exposure [14] . Now it is widely-acknowledged that behavioral habits in humans can lead to altered zeitgeber exposure and atypical circadian phase (e.g., [19, 95] ). Individuals that are regularly awake later in the evening and expose themselves to evening light can delay their circadian phase even more. Likewise, individuals that are regularly up early, and expose themselves to morning light, can shift their phase earlier.
As discussed above, recent evidence from both human and animal studies suggests that adolescents may be particularly susceptible to circadian disruption by evening light. It seems to be a reasonable hypothesis then that bad lighting and sleeping habits developed during adolescence in humans could prolong the presence of delayed chronotype into young adulthood.
What Does It All Mean? Moving Beyond the Use of Pubertal Laboratory Rodents as Models for Human Adolescents
How about the functional outcomes of phase changes during puberty? Beach's second rule argues that meaningful comparisons of behavior between species can also be made based upon the "functional outcomes" of that behavior [20] . However, the role for gonadal hormone effects on circadian rhythms has been a source of mystery for years. On this front, the new data that we reviewed have the ability to inform two pre-existing theories.
According to the gonadal hormone "feedback" theory, the circadian timekeeping system is sensitive to gonadal hormones because it plays an integral role in the HPG axis (as reviewed earlier; [89] ). In support of this theory, many physiological systems that are regulated by circadian rhythms are also known to influence circadian function. For example, the circadian system drives rhythms in pineal melatonin, and melatonin is an effective zeitgeber [105] . Rhythms in food consumption can also feedback on circadian function [119] , as well as rhythms in behavioral arousal [111] . In each of these cases, it seems that the feedback effects of these systems serve a similar purpose across species to align output rhythms with appropriate cues from the internal and external environment. In this case, the diversity of effects of gonadal hormones on circadian rhythms sets them apart from other known feedback effects. Also, the feedback model seems to make the most sense when applied to traditional laboratory rodents (rats, mice, hamsters) that have strong circadian regulation of ovulation and mating [39] . In contrast, the reproduction of many primates, including humans, as well as the degu, is not strictly tied to the circadian cycle [91, 108, 190 , M.M. Mahoney, personal communication] . Thus, it is unclear why pubertal hormones would have a similar magnitude of effect on the circadian system of these species.
Another theory that is regularly discussed regarding the influence of gonadal hormones on circadian timekeeping is the "early bird gets the worm" theory. According to this theory, when females are most receptive during their cycle they become hyperactive and active earlier in the day to increase their chance of encountering a mate. In this case, it is in the best interest of reproductively-active males to be active earlier in the day, to increase their probability of gaining first access to females during their receptive period. Although this theory seems to have some explanatory power regarding the pubertal advances in circadian phase observed in males in our two rodent models, it does not seem to explain the pubertal delays in phase observed in humans and macaques. There is a tendency for humans to be more sexually active in the evening, which could provide incentive for individuals to stay up later. However, there is also increased sexual activity on weekends, which suggests that the daily rhythm in sexual activity is an artifact of the modern work week [142] . On weekends, there is a secondary peak in sexual activity that develops in the morning [142] , which occurs around the time that testosterone peaks in men [190] , again suggesting that the weekday evening peak may be an artifact of modern conditions. Rhesus macaques are known to be regularly sexually active during the morning hours following dawn, although this is unlikely to be their only time of sexual activity [200] , so it is unclear why pubertal hormones would drive them to stay up later.
Without an obvious reproductive function, is it possible that changes in circadian rhythms during puberty could serve a purpose that is not strictly reproductive? Outside of the mammalian class, there are numerous examples of developmental shifts in preferred activity times around the time of maturity ( Figure 6 ). For example, juvenile chubs (a variety of fish) are diurnal, whereas adult chubs are nocturnal. These chronotype differences are likely to be related to either risk of predation or optimal hunting time, since juvenile chubs have smaller mouths and consume different prey [106] . Amongst toad species, it is extremely common for younger toads (metamorphlings) to be diurnal, whereas juveniles are crepuscular, and adults are active early in the night. The reason for this chronotype shift appears to be related to the risk of predation for the young toads as well as the need to avoid dehydration. The need to avoid dehydration restricts their habitat to wetter regions, and the high density of the metamorphlings, as well as their small size, increases the risk of predation. During the day the small toads can make use of their adaptive coloring to advertise toxicity and discourage predators (Bufo bufo: [57] ). Diurnal behavior can also allow young toads to avoid cannibalistic older toads (Bufo marinus: [152] ).
Although, clearly, most human teenagers are not at high risk of being consumed by their parents, there is an argument to be made that the risks, needs, and social interactions of mammalian species, including humans, change during adolescent development. Similarly, there is growing evidence that within-species competition can influence the timing of an individual's activity within the species' normal active period (called "Temporal Partitioning"; [98] ). This temporal partitioning regularly results in the dominant individual gaining primary access to the early part of the active period, whereas lower-ranking individuals are shunted to either a more unconsolidated or delayed activity pattern (bellbirds: [42] , trout: [6] , rats: [25] ), in a manner that also resembles the division of time between younger and older individuals in the examples presented above (toads: [57, 152] ). As a result, this temporal partitioning allows dominant individuals to forage during times when there are higher rewards (bellbirds: [42] , trout: [6] ), whereas lower-ranking individuals can gain access to resources during a time when there is less personal risk of intimidation and attack (bellbirds: [42] ). Therefore, the pubertal shift that we observed in degus and rats from an activity pattern that is more crepuscular/delayed to one that is consolidated earlier during the active period resembles circadian changes associated with a shift in dominance status.
Gonadal hormones correlate with competitive status during adulthood in many species [73] as well as during puberty [12] . For example, testosterone levels are lower in individuals that are frequent recipients of aggressive behavior, and higher in individuals that are frequent initiators (chimpanzees: [12] ). During puberty in primates, individuals become increasingly more involved in the adult social hierarchy, engaging in more affiliative behaviors and associating with same sex adults. Pubertal animals also start to be treated competitively by adults, and aggressive interactions can peak during the pubertal period in some species [181] . Amongst rodent species, puberty overlaps with a play period [21, 181] , but late puberty is also a time of intense competition [21] , as many individuals are eventually evicted or emigrate from the colony or living group (especially males, [53] ). Thus, potentially having a circadian system that is sensitive to signals regarding dominance status may be particularly important during the pubertal period. In that case, it is possible that when a temperamental adolescent avoids his parents while staying up late socializing with peers he might actually be responding to a hormonal drive to establish an independent life at a time of day that is not dominated by older individuals.
There are several interesting future experiments that could be done to test the hypothesis that pubertal hormones influence circadian rhythms in a manner that signals dominance status. First, we would expect that pubertal hormones might produce a consolidation and phase advance of activity rhythms in rodents under conditions of low competition (e.g. individual laboratory housing) but not under conditions of high competition (e.g. social housing with older, dominant individuals; [25] ). One might also predict that the degree of phase shift and rhythm consolidation would correlate with plasma testosterone levels. Recently the technology to run circadian experiments in socially-housed individuals became available [145] , so such experiments are now feasible.
The Societal Relevance of Hormone-Driven Circadian Development
The most important conclusion of our review is that hormonally-driven changes in circadian activity during puberty are common across mammalian species, and therefore likely to be found in humans as well. What do these results mean for society?
For the research community, these results have two important implications. First, the circadian mechanisms in the SCN cannot be assumed to be static after prenatal/infantile development. These data suggest that a number of components of the circadian system change during puberty, including free-running period, circadian light sensitivity, rhythm consolidation, and rhythm amplitude. On a practical level, this means that the results of electrophysiological studies performed on young animals cannot be immediately generalized to adults. This point is particularly significant, because pre-pubertal and pubertal rodents are frequently used for voltage clamp studies (e.g., [94, 157, 204] ) due to the greater ease of creating an electrode seal (or "patch") on younger cell membranes (A.M. Vosko, personal communication). Likewise, college freshman are commonly the subject of human psychological studies, but current evidence suggests that they exhibit rhythms atypical of the rest of the population and exist in a perpetual state of sleep deprivation.
For clinicians, these results stress the need for differential diagnostic considerations for sleep and circadian disorders in adolescents. This is especially important for the diagnosis of circadian phase disorders, such as delayed (DSPD) or advanced (ASPD) sleep phase disorders, as well as for insomnia and narcolepsy. Indeed, an earlier study of human adolescents indicated that 10th grade students maintaining their typical sleep schedule could fall asleep within 5 minutes during a Multiple Sleep Latency Test (MSLT) administered during the morning (8:30 a.m.). Furthermore, 48% of these teens showed at least one episode of sleep onset REM sleep [37] . These data from a clinical screening are hallmarks of narcolepsy [120] . Such findings highlight the importance of revising clinical assumptions in the face of the prevalence of sleep deprivation amongst teens asked to be awake at the "wrong" circadian phase. Recent data also suggest that later bedtimes and chronically shortened sleep place teens at risk for depression and suicidal ideation [58] . Thus, interpretations of teenagers' complaints of malaise, fatigue, and sadness also need to take into account adolescent sleep and circadian issues [29, 31] .
Finally, for policy makers, teachers and parents, these results provide a clear mandate. The effects of sleep deprivation on grades, car accident risk, and mood are indisputable [27, 201, 202] . It is important to determine how we as a society can help adolescents obtain more sleep. One possible intervention is parent-set earlier bedtimes, which not only provide a regular schedule and encourage teenagers to spend sufficient time in bed, but may actually advance circadian rhythm phase by reducing light exposure in the evenings and increasing light exposure in the morning. Two recent studies indicate that earlier parent-set bedtimes can help teenagers adjust to early school start times, leading to greater total sleep time, improved daytime wakefulness, reduced fatigue, and better emotional health [58, 177] . However, despite the superior health outcomes, parent-set bedtimes were associated with rather small increases in total sleep time (19 minutes on average, [177] ). In another study, earlier parental-set bedtimes (10 p.m. or earlier) were associated with 40 minutes more sleep per night than later parental-set bedtimes (midnight or later). However, even the adolescents with earliest parental-set bedtimes only received 8 hrs 10 min of sleep per night, on average [58] , far less than the recommended 9-10 hours [33, 29] .
Further improvements have been observed in studies examining school districts that have delayed middle and high school start times with the goal of accommodating adolescent chronotype and improving teens' sleep-wake patterns by easing the pressure to wake in the early morning [48, 141, 194] . Moving school start times modestly later (30 min-1 hr) was found to increase total sleep time on weekdays by 15-45 minutes [48, 141] , leading to a 20-30% decrease in the number of students reporting daytime sleepiness, difficulty staying awake during class, and tiredness that interfered with completing homework. There was also around a 20% decrease in the number of students reporting feeling unhappy, depressed, irritated or annoyed [141] . Overall, later school start times were associated with better academic performance, including decreased truancy, tardiness, and drop-out rate, and better grades in first hour classes [141, 194] . Perhaps most striking were the results regarding car accident risk: in one study, the adolescent car accident rate dropped by 16% following a 1 hr delay in school start time [48] . Similarly, another study comparing two cities of similar size and demographics found that the city with the later school start time (75-80 minutes later) had 16-19% fewer teenage car accidents per year per capita [192] .
For this reason, we advocate for a combination of parental and school-based interventions to improve teenage circadian entrainment and resulting daily sleep. In addition to changing start times, schools can help teenagers gain control over their own sleep patterns by teaching sleep and circadian principles in middle and high school health education. In particular, it appears that teenagers may be more sensitive to the phase-delaying properties of evening light exposure than young children or adults. Therefore, it may be important to stress the fact that reducing light at night, including exposure to TV screens and computers before bedtime, can naturally advance circadian phase [24] . Similarly, incorporating outdoor morning activity into an adolescent schedule might also produce a phase advance. A Japanese study found that adolescents who were exposed to greater light exposure during the day were less likely to have trouble falling asleep at night [72] . In high or low latitudes, daylight exposure can also produce the added benefit of reducing seasonal affective disorder (SAD), a mood disorder that affects more adolescents than any other age group [77, 189] . Overall, it is clear that encouragement, pronouncements, and advocacy from the medical/scientific and public health community is essential for driving such societal changes and curricular enhancements.
Figure 1. The Timing of Sleep Delays During Adolescence
This figure was created by averaging data from 13 studies in 9 countries reported in a recent metanalysis of adolescent sleep patterns [62] . The average bed times (black line) and wake times (grey line) are shown for both weekdays (left graph) and weekends (right graph). In general, the timing of sleep becomes progressively later (y-axis = clock time in military hrs) over the course of puberty and adolescence (x-axis=age in years). Note that this change is most striking during weekends, when wake times are relatively unconstrained. On weekdays, when wake times are restricted due to school or work, bedtimes still grow later during adolescence so that total sleep time becomes increasingly restricted (total sleep time is indicated by color, with a key at the top of the figure). Adolescents are recommended to obtain 9-10 hrs of sleep each night, thus anything shown in red (7-7.99 hrs of sleep) can be considered to be severely sleep-restricted. Data from males and females are shown in blue and pink, respectively. Chronotype was approximated from the phase variables measured in each experiment [60, 66, 67, 160] and is depicted in terms of relative change in hours. For example, panel C summarizes the results from a study in which pubertal rats showed approximately a 3-4 hr phase advance in multiple phase markers (e.g., peak activity, activity offset [66] ). However, as these markers occurred at different hours of the day, what is graphed is a relative phase advance across puberty in general. Pubertal stage was assigned with respect to secondary sex development in the same manner as discussed in [70] . Note that all four species exhibit a shift in chronotype between pre-puberty and puberty, with the two primate species (humans and macaques) exhibiting a phase-delay, and the two rodent species (degus and rats) exhibiting a phase-advance. In general, males show a larger shift during puberty than females. Following maturation, humans (and potentially macaques) exhibit a reversal of this shift, with chronotype growing progressively earlier. In many rodent species, females show large changes in their rest/activity rhythms over the course of their reproductive cycle. Following elevated estrogen, on the day of estrus females exhibit increased activity and begin their activity earlier in the day (phase-advance). Shown are two examples of estrus-typical wheel-running activity from a degu, with the putative day of estrus marked with an "E." The activity is graphed as an actogram, with each horizontal line sequentially representing a day of activity (# wheel turns/10 min bin) and the environmental light-dark cycle indicated by the bar at the top of the figure. The red line in the middle of the actogram represents a one-week break in recording, and the estrous cycle length for the female is noted at the bottom [108] . Color is used to indicate whether a property of the circadian system is known to be modulated by hormone exposure (blue=androgen sensitive; red=estrogen sensitive; purple=sensitive to both androgens and estrogens). Depicted are several major input structures to the suprachiasmatic nucleus (SCN), SCN properties, and output structures that are known to be hormone sensitive (vSPZ = ventral subparaventricular zone, CEA=central amygdala, BNST= oval nucleus of the bed nucleus of the stria terminalis, BLA= basolateral amygdala, DG= dentate gyrus). Please note that that we do not mean to imply that all output rhythms directly derive from pathways traversing the local brain oscillators depicted, nor that these structures receive output directly from the SCN. Finally, on the far right, hormonal effects on circadian output rhythm properties are summarized. The shift in chronotype observed during puberty in rodent species resembles shifts seen in other species related to development and dominance status. On the left is depicted the shift in chronotype seen in laboratory rodents, with the percent of daily activity occurring during each time bin plotted relative to time of day (24 hrs). Time of day is divided into four 6 hr bins, and is presented in terms of the typical active period for adult males of the species (green), with the central 12 hours representing nighttime for the nocturnal rat and daytime for the diurnal degu. Prepubertal animals and castrates (red) are more crepuscular, and have more of their activity occur at the end of the active period [66, 67] , when they are less likely to have to compete for resources with adult males. On the right are other examples of younger, weaker, or subordinate individuals maintaining activity at a less preferred time of day (red). Each plot again shows a 24 hr day, divided into four 6 hr bins and centered around the typical active period for the larger or more aggressive/dominant individuals in the species (green). The y-axis depicts the relative amount of time spent engaging in activity (in some graphs this is feeding activity, in others general activity) (chub: [106] , trout: [6] , toads: [57] , bellbirds: [42] , rats: [92] , but also see [25] for more naturalistic examples).
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