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Abstract
In this work the existence of Q-rational points on a geometrically integral projective
quartic hypersurface X ∈ Pn−1 defined over Q will be discussed. It will be shown that
the set of rational points X(Q) on X is non-empty, provided that there exist a non-
singular real and a non-singular p-adic point for each prime p on X and provided that
n − dimQ singX ≥ 41. A lower bound for the number of Q-rational points of bounded
height will be established. In particular, the Hasse-principle for quartic hypersurfaces
which are defined by a non-singular form in at least 40 variables will be confirmed. This
improves on a result by Browning and Heath-Brown [BHB09] by saving one variable.
Closely related to this is the question under which conditions an absolutely irreducible
quartic form F ∈ Z[x1, . . . , xn] represents each non-zero rational number when rational
values for the variables are allowed. It will be shown that such a result can be established
under the following conditions. It will be required that n− dimQ singY ≥ 34, where Y
is the quartic hypersurface defined by F , and that there exist a non-singular real and a
non-singular p-adic point for each prime p on Y .
In the last part of the work a quartic hypersurface Z ⊂ Pk+l−1 which is defined by a
quartic form F ∈ Z[x1, . . . , xk, y1, . . . , yl] of the shape
F (x1, . . . , xk, y1, . . . , yl) = F1(x1, . . . , xk) + F2(y1, . . . , yl)
will be examined. The case l = 1 is equivalent to the previous problem. In the case
l ≥ 2 it will be shown that Z(Q) is non-empty under the following conditions. It will be
assumed that F1 is absolutely irreducible and that there exist a non-singular real and
a non-singular p-adic point for each prime p on Z. Moreover, it will be required that
n − dimQ singZ ≥ 26 and n − dimQ singZ1 ≥ 35, where Z1 is the quartic hypersurface
defined by Z1.
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Zusammenfassung
In der vorliegenden Arbeit wird die Existenz von Q-rationalen Punkten auf einer geo-
metrisch integeren projektiven quartischen Hyperfla¨che X ⊂ Pn−1 u¨ber Q untersucht.
Es wird gezeigt, dass die Menge der rationalen Punkte X(Q) auf X nicht-leer ist, falls
sowohl ein nicht-singula¨rer reeller als auch ein nicht-singula¨rer p-adischer Punkt fu¨r jede
Primzahl p auf X liegt, und fu¨r die Dimension des singula¨ren Lokus von X die Beziehung
n−dimQ singX ≥ 41 gilt. Fu¨r die Anzahl Q-rationaler Punkte beschra¨nkter Ho¨he auf X
wird eine untere Schranke etabliert. Insbesondere wird gezeigt, dass das Hasse-Prinzip
fu¨r quartische Hyperfla¨chen gilt, denen eine nicht-singula¨re quartische Form u¨ber Q in
mindestens 40 Variablen zu Grunde liegt. Damit wird ein Resultat von Browning und
Heath-Brown [BHB09] durch das Einsparen einer Variablen verbessert.
Eng damit verwandt ist die Fragestellung, welchen Bedingungen eine absolut irre-
duzible quartische Form F ∈ Z[x1, . . . , xn] genu¨gen muss, so dass jede rationale Zahl
ungleich Null von F dargestellt wird, wenn rationale Werte fu¨r die Variablen zugelassen
werden. Es wird gezeigt, dass dies der Fall ist, sobald folgende Bedingungen erfu¨llt sind.
Zum einen wird vorausgesetzt, dass n − dimQ singY ≥ 34, wobei Y die quartische Hy-
perfla¨che ist, die durch F definiert wird, zum anderen wird angenommen, dass auf Y
ein nicht-singula¨rer reller und fu¨r jede Primzahl p ein nicht-singula¨rer p-adischer Punkt
liegt.
Im letzten Teil der Arbeit wird eine quartische Hyperfla¨che Z ⊂ Pk+l−1 untersucht,
der eine quartische Form F ∈ Z[x1, . . . , xk, y1, . . . , yl] der Gestalt
F (x1, . . . , xk, y1, . . . , yl) = F1(x1, . . . , xk) + F2(y1, . . . , yl)
zu Grunde liegt. Der Fall l = 1 kann als a¨quivalent zur vorherigen Fragestellung erkannt
werden. Im Fall l ≥ 2 wird gezeigt, dass Z(Q) nicht-leer ist, wenn folgende Annahmen
gelten. Es wird gefordert, dass F1 absolut irreduzibel ist und dass ein nicht-singula¨rer
reller und fu¨r jede Primzahl p ein nicht-singula¨rer p-adischer Punkt auf Z liegt. Zudem
wird vorausgesetzt, dass n− dimQ singZ ≥ 26 und n− dimQ singZ1 ≥ 35 gilt, wobei Z1
die quartische Hyperfla¨che ist, die durch F1 definiert ist.
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1 Introduction
In this work we will examine under which circumstances a geometrically integral quartic
hypersurface X ∈ Pn−1 defined over Q has Q−rational points. We will denote the set of
singular points on X by sing(X) and the set of non-singular points by Xns = X\sing(X).
We use the symbols X(Q), X(R) and X(Qp) to denote the set of rational, real and
p−adic points on X for each prime p, whence the set of ade`les X(AQ) is given by
X(AQ) = X(R)×
∏
pX(Qp).
Birch [Bir62] not only showed that the set X(Q) is non-empty provided that Xns(AQ)
is non-empty and
n− dim sing(X) ≥ 50, (1.1)
but he also established an asymptotic formula for the number of Q−rational points under
those conditions in the following sense. Let x ∈ X(Q) be any rational point on X. Then
there exists a representative x ∈ Zn for x with gcd(x1, . . . , xn) = 1 which is uniquely
determined up to a choice of sign. We define the height H(x) of the rational point
x ∈ X(Q) by
H(x) = max{|x1| , . . . , |xn|}.
We can measure the density of rational points X(Q) by the counting function
NX(P ) := {x ∈ X(Q) : H(x) ≤ P}.
According to Birch we have
NX(P ) = cXP
n−4(1 + o (1)) (1.2)
for some positive constant cX > 0 whenever the conditions (1.1) are met, which confirms
the Manin conjecture for these hypersurfaces.
This was the best known result until recently Browning and Heath-Brown [BHB09]
were able to extend the admissible range of n to
n− dim sing(X) ≥ 42
and thus were able to save eight variables compared to Birch. In particular they were
able to establish the Hasse-principle which states that X(Q) is non-empty if and only
if X(AQ) is non-empty for non-singular quartic forms over Q in at least 41 variables.
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Browning and Heath-Brown establish a lower bound for NX(P ) of magnitude (1.2),
which is due to the fact that they work with a weighted counting function. Like Birch
they use the Hardy-Littlewood circle method to get their lower bound for NX(P ). The
main part of their work deals with the treatment of the occurring exponential sums.
Compared to Birch, who uses an iterated Weyl differencing process in order to relate the
size of the quartic exponential sum to the locus of a system of corresponding trilinear
forms, Browning and Heath-Brown use just one discrete differencing step based on van
der Corput’s method and bound the resulting cubic exponential sums directly.
The first goal of this work is to save one variable compared to the approach of Browning
and Heath-Brown. We will be able to prove the following result.
Theorem 1. Let X ⊂ Pn−1Q be a geometrically integral quartic hypersurface with
n− dim sing(X) ≥ 41.
Assume that Xns(AQ) is non-empty. Then there exist constants P0 ≥ 1 and c > 0, such
that NX(P ) ≥ cPn−4 for P ≥ P0.
The condition on Xns(AQ) being non-empty is needed to establish the positivity of the
constant c, which basically is a product of local densities.
Our proof will be much in the spirit of the work of Browning and Heath-Brown. The
main difference in our approach is that we combine the van der Corput differencing
process of the corresponding exponential sum with a mean square average over a short
interval. We hereby adapt the approach of Heath-Brown [HB07], who deals with cubic
forms, to the setting of quartic forms. The averaging technique allows us a little saving
compared to the bound one obtains by applying the van der Corput method pointwise
which will be sufficient for the saving of one variable.
Our result has consequences for the representation of a non-zero rational number by
an arbitrary absolutely irreducible quartic form G˜ ∈ Z[x1, . . . , xn], using rational values
for the variables. On multiplying by denominators it is easy to see that it is sufficient to
establish that each quartic form of the shape
G(x1, . . . , xn+1) = F (x1, . . . , xn) +mx
4
n+1 (1.3)
represents zero non-trivially, where F is an absolutely irreducible quartic form, m is an
arbitrary non-zero integer and xn+1 6= 0. It can be deduced from the proof of Theorem 1
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that this property holds provided that (n + 1) − dim sing(X) ≥ 41. But the range for
admissible n can be extended. We denote the number of integer solutions x ∈ Zn+1 of
(1.3) with max |xi|  P and xn+1 6= 0 by N∗F (P ). We get the following result.
Theorem 2. Let Y ⊂ PnQ be a quartic hypersurface defined by a form G of the shape (1.3)
with
(n+ 1)− dim sing(Y ) ≥ 35.
Assume that Yns(AQ) is non-empty. Then there exist constants P0 ≥ 1 and c > 0, such
that N∗F (P ) ≥ cP (n+1)−4 for P ≥ P0.
We therefore deduce the following result.
Corollary 1. Let F ∈ Z[x1, . . . , xn] be an absolutely irreducible quartic form with
n− dim sing(X) ≥ 34,
where X ⊂ Pn−1Q is the hypersurface defined by F . Assume that Xns(AQ) is non-empty.
Then F represents each non-zero m ∈ Q.
We will use the circle method to establish the result. On the major arcs we will follow
the steps of the proof of Theorem 1. On the minor arcs we will split off the contribution
form the term involving xn+1 by an application of Ho¨lders inequality. We obtain two
integrals which can be bounded separately. The integral involving the form in n variables
can be treated with the methods we use for the proof of Theorem 1. The key point of
the proof of Theorem 2 is the treatment of the integral involving the variable xn+1. In
the cubic case this has been done by Browning [Bro10] by completing the integration
range to the unit interval which enables him to interpret the quantity diophantically.
In the quartic case one can do better. Instead of completing the integration range to
the unit interval we will be able to keep the information that we just have to integrate
over comparable short intervals. This finally relates our integral to a diophantic problem
which still contains the information that our integration variable has been small in some
sense. The number of solutions of the diophantic problem we thereby encounter can be
treated by a result of Robert and Sargos [RS06, Theorem 2].
In Theorem 2 we deal with a form that splits off a form in one variable. In our last
theorem we will consider the general case of a form F in n = k + l variables splitting
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into two quartic forms F1 and F2, where F1 is absolutely irreducible and
F (x1, . . . , xk, y1, . . . , yl) = F1(x1, . . . , xk) + F2(y1, . . . , yl) (1.4)
identically in x1, . . . , xk and y1, . . . , yl. This problem has been considered in the cubic
case by Browning [Bro10] who showed that a cubic form in n variables splitting off a
non-zero form has a non-trivial zero provided that n ≥ 13. In the quartic case we will
be able to proof the following result.
Theorem 3. Let Z ⊂ Pn−1Q be a quartic hypersurface defined by an equation of the
shape (1.4). Let Z1 ⊂ Pk−1Q be the quartic hypersurface defined by F1 and Z2 ⊂ Pl−1Q be
the quartic hypersurface defined by F2. Assume that Zns(AQ) is non-empty. We have a
rational point on Z provided that
n− dim sing(Z) ≥ 27, k − dim sing(Z1) ≥ 35 and l ≥ 2.
The condition on the size of the singular locus of Z is needed for the general treatment
of the major arcs whereas the one on the singular locus of Z1 comes into play when we
consider the completion of the singular series.
We will establish the theorem by showing, that either the form F2 has a non-trivial
zero, which implies a non-trivial zero of F , or F2 can be assumed to have a special shape,
whence we can establish an asymptotic formula similar to the asymptotic formulas in our
other theorems. In the latter case, we will use the circle method to proof the theorem.
We will apply Ho¨lders inequality to separate the contribution of the terms involving
the polynomials F1 and F2 respectively. We will treat the integral involving F1 with
the methods established for Theorem 1. In the case that l = 2, the completion of the
integration range to the unit interval of the term involving the polynomial F2 allows us
to use a version of Hua’s Lemma for binary forms due to Wooley [Woo99]. If l > 2 we
will treat l − 2 variable trivially and use a version of Hua’s Lemma for the remaining
two variables.
2 Notations
In this section we shall introduce some notation we need. Since our work is based on
the one of Browning and Heath-Brown [BHB09] we find it convenient to adopt their
notation for the most part.
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Let W ⊂ Pn−1Q be an arbitrary variety with irreducible components W1, . . . ,WD. We
define the dimension of W by
dimW := max
1≤i≤D
dimWi,
and use analogue definitions for varieties defined over finite fields.
Any non-zero form G ∈ Z[x1, . . . , xn] defines a hypersurface XG ⊂ Pn−1 that can
be viewed over any field Fv, where v denotes either a prime p or the symbol ∞. Here
we follow the convention that F∞ = Q. We denote the singular locus of XG ⊂ Pn−1
over Fv, a projective subvariety of XG, by singFv(XG) or singFv(G). We will write
sv(XG) = sv(G) for the dimension of this singular locus.
We will work with a certain family of infinitely differentiable weight functions ω :
Rn → R≥0 which have compact support. We denote the smallest value for S such that
ω is supported in [−S, S]n by S(ω). Furthermore for each j ∈ N0 we set
Sj(ω) := max
{∣∣∣∣ ∂j1+···+jnω(x)∂j1x1 · · · ∂jnxn
∣∣∣∣ : x ∈ Rn, j1 + · · ·+ jn = j} .
For given constants cn and cn,j we say that ω is in the set Wn provided that S(ω) ≤ cn
and Sj(ω) ≤ cn,j for all j ≥ 0.
As usual the symbols N, Z, Q, R and C denote the set of natural, integer, rational,
real and complex numbers. We will write e (α) := e2piiα and eq (α) := e
2piiα/q. We shall
indicate vectors by bold letters and their components by the same letter in italic font
with subscripts. It should always be clear from the context how many components a
vector x is supposed to have. If x = (x1, . . . , xn) ∈ Zn, the maximum max |xi| will be
denoted by |x|. We will often perform summations involving vectors x,y etc. These will
always be restricted to integer vectors. The notation
∑
x mod q is used as a shorthand
for
∑
1≤i≤n
∑
1≤xi≤q. We follow the ε-convention: whenever we use the symbol ε in a
statement it is asserted that the statement is true for any positive real number ε. Any
order constants which we shall write in O (. . .) or  notation may depend on the actual
value of ε, on the form F and the weight function ω. Any other dependencies will be
indicated by appropriate subscripts.
6
3 Circle Method: main steps and treatment of the major arcs
In this section we will recall the main steps of the Hardy-Littlewood circle method and
introduce major arcs and minor arcs. Since the basic steps in the treatment of the major
arcs are the same in the proof of all our results, we will give a general discussion of them
at the end of this section.
Let X ∈ Pn−1Q be a quartic hypersurface defined by an absolutely irreducible quartic
form F ∈ Z[x1, . . . , xn]. We may assume that X has a non-singular adelic point and
hence we can fix once and for all a non-singular real point x0 ∈ Rn such that F (x0) = 0
and ∇F (x0) 6= 0. We adopt the notation of [BHB09] and set
σ := s∞(X) = dim singQ(X). (3.1)
We want to count the points lying close to x0. We set
γ(x) :=
e−1/(1−x
2), if |x| < 1
0, if |x| ≥ 1
(3.2)
and define for any ρ ∈ (0, 1] the weight function ωn : Rn → R≥0 via
ωn(x) = ω(x) :=
n∏
i=1
γ(ρ−1(xi − x0i)). (3.3)
In due course of the argument we will choose a suitable value for ρ which is small in
some sense. It can easily be checked that there exist constants cn and cn,j , which we
consider as fixed from now on, such that ωn ∈ Wn.
For the proof of our results we will consider the quantity
NF ;ω(P ) :=
∑
x=(x1,...,xn)∈Zn
F (x)=0
ω(x/P ), (3.4)
as P →∞.
We will show that there exist constants c > 0, δ > 0 such that NF ;ω(P ) = cP
n−4 +
O
(
Pn−4−δ
)
. The primitive points, which are counted by NX(P ) and NY (P ) in Theorems
1 and 2, can be singled out by the Mo¨bius function µ (cf. [Bro09, §1.2]): let V ⊂ Pn−1
7
be a projective variety which is defined by an absolutely irreducible polynomial g ∈
Z[x1, . . . , xn]. Since x = −x in Pn−1 we have
NV (P ) =
1
2
#{x ∈ Zn : g(x) = 0, gcd(x1, . . . , xn) = 1, |x| ≤ P}
≥
∑
x∈Zn:|x|≤P,
gcd(x1,...,xn)=1,
g(x)=0
ω(x/P )
=
∞∑
k=1
µ(k)
∑
x∈Zn:|x|≤P,
k|x,
g(x)=0
ω(x/P )
=
∞∑
k=1
µ(k)Ng;ω(k
−1P ),
where the results about the respective quantities Ng;ω can be inserted.
We define the generating function SF : R→ C by
SF (α) :=
∑
x∈Zn
ω(x/P )e (αF (x)), (3.5)
whence we have
NF ;ω(P ) =
∫ 1
0
SF (α) dα,
by the orthogonality of the exponential function.
One splits the integration range [0, 1] into a set of major arcs and minor arcs, which
are both defined modulo 1. We shall take
Ma,q(∆) :=
[
a
q
− P−4+∆, a
q
+ P−4+∆
]
as major arcs, for 1 ≤ a ≤ q such that gcd(a, q) = 1 and q ≤ P∆. Here 0 < ∆ < 4/3 is
a small fixed parameter to be defined in due course. It can easily be checked that two
distinct intervals Ma,q(∆) are disjoint for these values of ∆. We write M(∆) for the
union of the various Ma,q(∆) and
m(∆) := [0, 1] \M(∆)
for the corresponding set of minor arcs.
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For any coprime integers a, q we define the complete exponential sums Sa,q by
Sa,q :=
∑
x mod q
eq (aF (x)),
and define the singular series
S := lim
R→∞
S(R) := lim
R→∞
∑
q≤R
1
qn
q∑
a=1
gcd(a,q)=1
Sa,q.
The corresponding singular integral is given by
I := lim
R→∞
I(R) := lim
R→∞
∫ R
−R
∫
Rn
ω(x)e (zF (x)) dx dz.
According to Lemma 23 of [BHB09, §10] there exists δ > 0 such that∫
M(∆)
SF (α) dα = SIP
n−4 + O
(
Pn−4−δ
)
for any ∆ in the range 0 < ∆ < 1/5, provided that n − dim sing(Z) ≥ 27 and if there
exists φ > 0 such that
S(R) = S + O
(
R−φ
)
. (3.6)
This Lemma also assures the absolute convergence of the singular integral I, the absolute
convergence of the singular series S follows from [BHB09, Theorem 2]. It can be seen
by standard arguments (cf. [Bir62, Lemma 7.1]) that S > 0. By choosing a sufficiently
small value of ρ in (3.2) we can ensure that I > 0 (cf. [BHB09, §8]).
We want to remark that (3.6) is fulfilled for n− σ ≥ 38 because we than have
|S−S(R)|  R−1/24+ε
by an argument similar to [BHB09, p.88]. This is sufficient for the treatment of the
singular series in Theorem 1. To get respective bounds for the forms considered in the
other theorems we will use the fact that they split into two forms F1 and F2. Thus, we
can apply the simple identity
Sa,q =
∑
(x,y) mod q
eq (a(F1(x) + F2(y))) =
∑
x mod q
eq (aF1(x))
∑
y mod q
eq (aF2(y)),
which allows us to bound the resulting two sums separately.
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4 Exponential sums: estimates
Like Browning and Heath-Brown we want to relate the size of the quartic exponential
sum SF to a certain family of cubic exponential sums. This can be done by a discrete
differencing step based on van der Corput’s method. Before we proceed by presenting
the bounds Browning and Heath-Brown obtain for the exponential sums, we want to
acquaint the reader with the main idea of van der Corput’s method. We hereby closely
follow the steps of [BHB09, p. 41f]. Let H ≤ P be a positive integer and write,
temporarily,
f(x) = ω(x/P )e (αF (x)) .
The starting point of the van der Corput method is the equality
HnSF (α) =
∑
h
∑
x∈Zn
f(x+ h) =
∑
x∈Zn
∑
h
f(x+ h), (4.1)
where the sum over h is for vectors in Nn with 1 ≤ hi ≤ H. By applying Cauchy’s
inequality we obtain
H2n |SF (α)|2  Pn
∑
x∈Zn
∣∣∣∣∣∑
h
f(x+ h)
∣∣∣∣∣
2
= Pn
∑
h1
∑
h2
∑
x∈Zn
f(x+ h1)f(x+ h2)
= Pn
∑
h1
∑
h2
∑
y∈Zn
f(y + h1 − h2)f(y)
= Pn
∑
h∈Zn
|h|≤H
N(h)
∑
y∈Zn
f(y + h)f(y),
where N(h) is given by
N(h) := #{h1,h2 : h = h1 − h2}. (4.2)
Since N(h) Hn, this yields
|SF (α)|2  PnH−n
∑
h
|Th(α)|  P
2n
Hn
+
Pn
Hn
∑
h6=0
|Th(α)|, (4.3)
where
Th(α) :=
∑
x∈Zn
ωh(x/P )e (α(F (x+ h)− F (x))) (4.4)
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and
ωh(x) := ω(x+ P
−1h)ω(x). (4.5)
We want to point out that by choosing H = P this corresponds to the first step
in Birch’s differencing process. The advantage of the van der Corput method is the
parameter H which value can be chosen appropriately.
In the rest of this section we will summarize the results Browning and Heath-Brown
obtain in their treatment of the exponential sums [BHB09, §§4-7] and we find it conve-
nient to adopt their notation for the most part. Let g ∈ Z[x1, . . . , xn] be an arbitrary
cubic polynomial and let g0 be the cubic homogeneous part of g. We set
‖g‖P :=
∥∥P−3g(Px1, . . . , Pxn)∥∥ ,
where the height ‖f‖ of an arbitrary polynomial f is defined to be the maximum over
the moduli of the coefficients of f .
Before we can present bounds for the cubic exponential sum
T (α) = Tn(α; g, ω, P ) :=
∑
x∈Zn
ω(x/P )e (αg(x)),
we have to introduce some more notation. We consider α = a/q + z, with a, q ∈ Z such
that
1 ≤ a ≤ q ≤ P 2, gcd(a, q) = 1, (4.6)
and z ∈ R satisfiying
|z| ≤ q−1P−1.
For each p | q we set sp := sp(g0) as well as s∞ := s∞(g0). Furthermore, we will write
q = bc2d, where
b :=
∏
pe‖q
e≤2
pe, d :=
∏
pe‖q
e≥3,2-e
p, (4.7)
and thus we have d | c. For 0 ≤ i ≤ n we define
ri :=
∏
pe‖bd
sp=i−1
pe.
The following result is due to Browning and Heath-Brown [BHB09, Proposition 2].
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Lemma 1. Let A, ε > 0. Let ω ∈ Wn and let g ∈ Z[x1, . . . , xn] be a cubic polynomial
with ‖g‖P ≤ H, for some H in the range 1 ≤ H ≤ PA. Let a, q be such that (4.6) holds
and q = bc2d with respect to (4.7). Then we have
T (a/q + z)A min
1+s∞≤η≤n
q−(n−η)/2
 n∏
i=η
r
(i−η)/2
i
Pn+εWn−η,
where W is given by
W := V + min
{
(c2dH)1/3, c1/2V 1/2 + c5/6H1/6
}
(4.9)
with
V := qP−1 max
{
1,
√
|z|HP 3
}
.
Browning and Heath-Brown obtain bounds for the quartic exponential sum SF (α) by
applying Lemma 1 to the system of cubic exponential sums, which they get by applying a
single van der Corput differencing step and summing up over the values of h afterwards.
The following result is due to [BHB09, Proposition 4].
Lemma 2. Let a, q be coprime integers such that 1 ≤ a ≤ q ≤ P 2 and q = bc2d, in the
notation of (4.7). Let z ∈ R such that |z| ≤ q−1P−1. Then we have
SF (a/q + z) P
n+ε
H(n−1−σ)/2
(
1 +
q1/2H
P
+
√
q |z|H3P + H
q1/2
M
)n/2
,
where
M := min
{
(c2dH)1/3, c1/2q1/2(P−1/2 + (|z|HP )1/4) + c5/6H1/6
}
.
For some values of H, the direct treatment of the cubic exponential sums described
above, gives better bounds than an iterated Weyl differencing process as used in [Bir62].
Hence, this is one of the key ingredients in the work of Browning and Heath-Brown. In
[BHB09, §6] Birch’s approach is slightly modified and leads to the following result.
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Lemma 3. Let a, q, z be such that
1 ≤ a ≤ q, gcd(a, q) = 1, |z| ≤ 1
q2
.
Then we have
SF (a/q + z) Pn+ε(q |z|+ q−1 |z|−1 P−4)(n−σ−1)/24.
5 Averaged van der Corput method
In order to obtain satisfactory estimates for the overall contribution of the minor arcs we
will relate the size of SF (α) to the size of a certain family of cubic exponential sums by
using a differencing process based on an averaged version of the van der Corput method.
We will adapt the approach of Heath-Brown [HB07], who considers cubic exponential
sums, to the setting of quartic forms. We want to study the object
M(α,H) :=
∫ α+(HP 3)−1
α−(HP 3)−1
|SF (β)|2 dβ,
where SF is given by (3.5).
Up to formula (5.6), we will basically follow the argument of Heath-Brown [HB07, p.
214f] step by step. Since we work with a quartic exponential sum instead of a cubic
one, roughly spoken, the only difference is that we have to insert an extra factor P at
some points of the argument. We recall that our weight function is centered about a
non-singular point x0. By reordering the indices, if necessary, we may therefore assume
that
G :=
∣∣∣∣∂F (x0)∂x1
∣∣∣∣ > 0.
We now perform a discrete differencing step due to van der Corput as we described it in
the previous section, starting with (4.1), but with α replaced by β and the summation
range for h altered to 1 ≤ h1 ≤ P and 1 ≤ h2, . . . , hn ≤ H. We therefore obtain
P 2H2n−2 |S(β)|2  Pn
∑
h
N(h)
∑
y∈Zn
f(y + h)f(y),
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with the new summation condition on h. Analogously, we have to mind the new restric-
tions on h in the definition of N which apart from that is still given by (4.2). We deduce
that
M(α,H) 
∫ ∞
−∞
exp{−P 6H2(β − α)2} |S(β)|2 dβ (5.1)
 Pn−2H2−2n
∑
h
N(h)
∑
y∈Zn
I(h,y), (5.2)
where I is given by
I(h,y) :=
∫ ∞
−∞
ωh(y/P ) exp{−(HP 3)2(β − α)2}e (βFh(y)) dβ (5.3)
and Fh(y) = F (y + h)− F (y). By carrying out the integration we may write
I(h,y) = ωh(y/P )
√
pi
HP 3
exp
(
−pi2
(
Fh(y)
HP 3
)2)
e (αFh(y)) .
We set L := logP and turn to the terms with
|F (y + h)− F (y)| ≥ HP 3L. (5.4)
We observe that they contribute O (1) to M(α,H) since ωh  1 and N(h)  PHn−1.
By Taylor-expansion and the conditions on h we have
|Fh(y)| = |F (y + h)− F (y)| = ∂F (y)
∂y1
h1 + O
(
HP 3
)
+ O
(
h21P
2
)
, (5.5)
where the implicit constants depend on the form F only. We now choose ρ in (3.3)
sufficiently small, such that ∣∣∣∣∂F (y)∂y1
∣∣∣∣ > 12P 3G,
which we clearly may, since we just have to consider those y and h satisfying ωh(y/P ) 6=
0. If we choose ρ even smaller, if necessary, we can arrange the error term O
(
h21P
2
)
in
(5.5) to be at most 14G |h1|P 3. Consequently we get
|Fh(y)| ≥ 1
4
G |h1|P 3 + O
(
HP 3
)
.
We may conclude that the condition (5.4) holds unless |h1| ≤ 5G−1HL, or alternatively
|h1| ≤ HL2. It follows that the terms with |h1| ≥ HL2 contribute O (1) in total to (5.2).
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Since the contribution of the range |β − α| ≥ (HP 3)−1L to (5.1) is obviously O (1) we
finally obtain
M(α,H)  1 + Pn−2H2−2n
∑
|h1|≤HL2
∑
|h2|≤H
. . .
∑
|hn|≤H
N(h)
∑
y∈Zn
I(h,y)
 1 + Pn−1H1−n
∑
|h|≤HL2
∫ α+(HP 3)−1L
α−(HP 3)−1L
|Th(β)| dβ, (5.6)
where Th(β) is given by (4.4). The bound (5.6) should be compared to the bound (4.3)
which one obtains by applying the simple version of van der Corput’s method. Roughly
spoken, the averaging process by the integration allows us to shorten a long summation
over values of h1 to a comparable short one whence by considering the mean-square
average of SF (β) over a suitable interval we gain an extra factor HP
−1.
In our treatment of the minor arcs we will split up the integration range in dyadic
intervals. For given Q,R, t ∈ R with 0 < R ≤ Q we set
m(R, t) =
⋃
R<q≤2R
⋃
1≤a≤q
gcd(a,q)=1
I(a, q, t)
with
I(a, q, t) =
{
α ∈ R : t <
∣∣∣∣α− aq
∣∣∣∣ ≤ 2t} .
For given 1 ≤ θ ≤ 2 we define the integrals
Σ(R, t, θ, SF ) :=
∫
m(R,t)
|SF (α)|θ dα. (5.7)
We clearly have
Σ(R, t, θ, SF )
∑
R<q≤2R
∑
1≤a≤q
gcd(a,q)=1
∫
I(a,q,t)
|SF (α)|θ dα (5.8)
which we will use frequently without further comment.
In order to apply the averaged version of van der Corput’s method, we apply Ho¨lder’s
inequality to (5.8) to deduce that
Σ(R, t, θ, SF ) t1−θ/2
∑
R<q≤2R
∑
1≤a≤q
gcd(a,q)=1
(∫
I(a,q,t)
|SF (α)|2 dα
)θ/2
. (5.9)
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We divide the integration range [t, 2t] into O
(
1 +HP 3t
)
intervals of the shape
[τ − (HP 3)−1, τ + (HP 3)−1]
with t < τ ≤ 2t. We therefore have
Σ(R, t, θ, SF ) t1−θ/2(1 +HP 3t)θ/2
∑
R<q≤2R
∑
1≤a≤q
gcd(a,q)=1
M
(
a
q
+ ϑ,H
)θ/2
, (5.10)
for some ϑ in the range t ≤ |ϑ| ≤ 2t. It follows from (5.6) that
M
(
a
q
+ ϑ,H
)
 1 +
∫ ϑ+(HP 3)−1L
ϑ−(HP 3)−1L
P 2n−1
Hn−1
+
Pn−1
Hn−1
∑
|h|≤HL2
h6=0
|Th(a/q + β)| dβ. (5.11)
Since H ≤ P , for n ≥ 4 the contribution by the integral dominates the term 1.
The integrand, I(a/q+β;H) say, is considered in [BHB09, §7]. A key ingredient for its
treatment is an application of Lemma 1 with A = 1 + ε to the the occurring exponential
sums Th, since |h| ≤ HL2 ≤ P 1+ε and
‖F (x+ h)− F (x)‖P =
∥∥P−3(F (Px+ h)− F (Px))∥∥ HL8.
Since there exist constants such that ω ∈ Wn and by the definition (4.5) of ωh it can
easily be seen that there also exist constants uniform in h such that ωh ∈ Wn. The
homogeneous part of maximal degree of Fh(x) = F (x+ h)− F (x) is given by h∇F (x).
Furthermore, the equation h∇F (x) = 0 defines a variety Xh in Pn−1 over any Fv,
where v denotes a prime or the symbol ∞. By setting sv = sv(Xh) and recalling the
corresponding definition (4.8) of the ri, Lemma 1 gives us
Th(a/q + β) min
1+s∞≤η≤n
q−(n−η)/2
 n∏
i=η
r
(i−η)/2
i
Pn+εWn−η,
since L  P ε. We may now follow the arguments of [BHB09, §7] to sum this bound
over the relevant values of h and so we obtain
I(a/q + β;H) P 2n−1+εH2−n+σ
(
1 +
Hn
qn/2
Wn
)
.
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We write q = bc2d in the notation of (4.7). On recalling the definition (4.9) of W and
by using the fact that β  t+ (HP 3)−1L we obtain
I(a/q + β;H) P 2n−1+εH2−n+σ
(
1 +
q1/2H
P
+
√
q |t|PH3 + H
q1/2
M
)n
, (5.12)
with
M = min
{
(c2dH)1/3, c1/2q1/2(P−1/2 + (|t|HP )1/4) + c5/6H1/6
}
. (5.13)
With respect to (5.10), we should compare the square-root of the bound (5.12) to
Lemma 2, since for the proof of Theorem 1 we will set θ = 1. Hence, by using the
averaged version of van der Corput’s method, we gain an extra factor (H/P )1/2 in the
bound for the quartic exponential sum SF , which will allow us the extra saving that is
crucial to establish Theorem 1.
We set
E(H,P,R, t,M) := 1 +
R1/2H
P
+
√
R |t|PH3 + HM
R1/2
. (5.14)
Combining (5.10),(5.11) and (5.12) and carrying out the integration, we finally obtain
the following result, which should be compared to Lemma 2.
Lemma 4. Let 1 ≤ θ ≤ 2 and Q,R, t ∈ R≥0 such that 0 < R ≤ Q and |t| ≤ R−1P−1.
Let H be an integer in the range 1 ≤ H ≤ P and write q = bc2d with respect to (4.7).
We then have
Σ(R, t, θ, SF )
(
t1−θ/2
P 2θ
+ t
(
H
P
)θ/2) ∑
R<q≤2R
∑
1≤a≤q
(a;q)=1
P θn+ε
Hθ(n−1−σ)/2
E(H,P,R, t,M)θn/2,
where M is given by (5.13) and E is given by (5.14).
For θ = 1 and H  P , the latter bound is better than the bound one obtains by using
Lemma 2, provided that t > P−4.
6 The minor arcs
In this section we will discuss the general steps of the treatment of the minor arcs which
can be used in the proofs of all our theorems. Let X ∈ Pn−1Q be a quartic hypersurface
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with underlying quartic form F ∈ Z[x1, . . . , xn]. Let σ = dim singQ(X) denote the
dimension of the singular locus of X. Our goal is to show that there exists δ > 0 such
that ∫
m(∆)
SF (α) dα = O
(
Pn−4−δ
)
, (6.1)
for some ∆ in the range 0 < ∆ < 4/3, where the minor arcs m(∆) are defined as in §3.
Since the basic steps in the treatment of the minor arcs will be the same in the proof
of all our theorems we will give a general discussion here. In the following sections we
will make explicit use of the special shapes of the forms under consideration as stated in
our theorems to get respective estimates of the shape (6.1). The following arguments in
this section will be much in spirit with the original argument [BHB09, §9]. The major
modification is to include the results of §5, which will finally allow us extra savings.
For any α ∈ [0, 1] we apply Dirichlet’s approximation theorem with the same param-
eters as in [BHB09]. So we can write α = a/q + z for appropriate coprime a, q ∈ N with
1 ≤ a ≤ q ≤ Q and z ∈ R with |z| ≤ 1/(qQ). We may conclude that if α lies in the
minor arcs m(∆), then
q ≤ P∆, |z| ≤ P−4+∆ (6.2)
do not both hold. It will be convenient to work with
Q := P 8/5+φ, (6.3)
where 0 < φ < 1/5 is a small parameter which will be defined in due course.
We want to show that there exists δ > 0 such that
Σ(R, t, 1, SF ) Pn−4−δ, (6.4)
unless
2R ≤ P∆ and 2t ≤ P−4+∆, (6.5)
which is satisfactory for establishing (6.1), because summing up over the dyadic decom-
position of R, t just gives us an extra factor P ε.
Let us consider the general case
Σ(R, t, θ, SF )
∑
R<q≤2R
∑
1≤a≤q
gcd(a,q)=1
∫
I(a,q,t)
|SF (α)|θ dα.
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Like Browning and Heath-Brown, we will study the contribution to Σ(R, t, θ, SF ) which
arises from those q = bc2d, in the notation of (4.7), whose factors b, c, d are restricted in
the following way. For given R = (R0, R1, R2) ∈ R3≥0 we consider those q = bc2d with
R0 < b ≤ 2R0, R1 < c ≤ 2R1, R2 < d ≤ 2R2, (6.6)
and denote their overall contribution to Σ(R, t, θ, SF ) by ΣR(R, t, θ, SF ). It will be
convenient to use the notation
QR(R) := {q = bc2d ∈ N : R < q ≤ 2R, (4.7) and (6.6) hold}.
Since d | c, like in [BHB09] the fact that ΣR(R, t, θ, SF ) = 0 unless
R2 ≤ 2R1, R/16 < R0R21R2 ≤ 2R, Ri ≥ 1/2 (6.7)
for 0 ≤ i ≤ 2 will be used frequently. We have
Σ(R, t, θ, SF ) P ε max
R
ΣR(R, t, θ, SF ),
where the maximum is over all those R = (R0, R1, R2) ∈ R3≥0 satisfying (6.7).
In the following we will often utilize the next result due to Browning and Heath-Brown
[BHB09, Lemma 20].
Lemma 5. We have ∑
q=bc2d
(6.6) holds
1 R0R1/21 R1/22 .
The following bound for ΣR(R, t, θ, SF ) is a generalisation of [BHB09, Lemma 21].
Lemma 6. For t > (RP 2)−1 we have
ΣR(R, t, θ, SF ) P θn+ε(Rt)1+θ(n−σ−1)/24R0R1/21 R1/22
while for t ≤ (RP 2)−1 we have
ΣR(R, t, θ, SF ) P θ(n−(n−σ−1)/6)+ε(Rt)1−θ(n−σ−1)/24R0R1/21 R1/22 .
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Proof. An application of Lemma 3 yields
ΣR(R, t, θ, SF )
∑
q∈QR(R)
∑
1≤a≤q
gcd(a,q)=1
∫ 2t
t
P θn+ε(q |z|+ q−1 |z|−1 P−4)θ(n−σ−1)/24 dz.
We then may use Lemma 5 to complete the proof. 
Our second bound for ΣR(R, t, θ, SF ) will be the key ingredient for extra savings com-
pared to the original work and can be seen as analogue to [BHB09, Lemma 22]. The
proof is similar to the proof of this Lemma. The major difference is that we use the
bounds we gained in §5 by using an averaged version of van der Corput’s method.
Lemma 7. Let 1 ≤ θ ≤ 2. For (RP 2)−1 < t ≤ (RQ)−1 we have
ΣR(R, t, θ, SF )M0 + P θ(n−2/5+φ)+εR0R
1/2
1 R
1/2
2
Q
µθ(n−σ−1)/2, (6.8)
while for t ≤ (RP 2)−1 we have
ΣR(R, t, θ, SF ) M˜0 +RtP θn+εR0R1/21 R1/22 µθ(n−σ−1)/2, (6.9)
where
µ := min
{
R
5/7
1
R3/7
+R
2/5
1 t
1/5P 1/5 +
R
1/2
1
P 1/2
,
R
1/2
1 R
1/4
2
R3/8
}
and
M0(θ) = M0 := P
θ(9n/10+(σ−3)/10+φ/4(n−σ+3))+ε, (6.10)
M˜0(θ) = M˜0 := P
θ(9n/10+(σ+1)/10+φ/4(n−σ−1))−2/5+φ+ε. (6.11)
Proof. We will deal with the range (RP 2)−1 < t ≤ (RQ)−1 first. Lemma 4 gives us
ΣR(R, t, θ, SF )
(
t1−θ/2
P 2θ
+ t
(
H
P
)θ/2) ∑
q∈QR(R)
∑
1≤a≤q
(a;q)=1
P θn+ε
Hθ(n−σ−1)/2
E(H,P,R, t,M)θn/2
with
E(H,P,R, t,M) = 1 +
R1/2H
P
+
√
|t|PRH3 + HM
R1/2
,
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where
M = min
{
(R21R2H)
1/3, R
1/2
1 R
1/2(P−1/2 + (|t|HP )1/4) +R5/61 H1/6
}
.
We proceed like Browning and Heath-Brown [BHB09, cf. Proof of Lemma 22] by choosing
1 ≤ H ≤ P such that E(H,P,R, t,M) = O (P ε). This can be achieved by the choice
H := 1 + min
{
P 1/5−φ/2,
R3/7
R
5/7
1
,
1
R
2/5
1 t
1/5P 1/5
,
P 1/2
R
1/2
1
}
+ min
{
P 1/5−φ/2,
R3/8
R
1/2
1 R
1/4
2
}
,
where compared to Browning and Heath-Brown we replaced the term P 9/5/Q by P 1/5−φ/2,
which we may since we then still have R1/2H/P +
√|t|PRH3 = O (1). Performing the
summation over q and using the fact that H  P 1/5−φ/2 we have that ΣR(R, t, θ, SF ) is
 RtR0R1/21 R1/22 P θn+ε
(
t−θ/2P−2θ + P−θ(2/5+φ/4)
)(
P−1/5+φ/2 + µ
)θ(n−σ−1)/2
 R0R
1/2
1 R
1/2
2 P
θn+ε
Q
(
(RQ)θ/2P−2θ + P−θ(2/5+φ/4)
)(
P−1/5+φ/2 + µ
)θ(n−σ−1)/2
since t ≤ (RQ)−1 and θ ≤ 2. Using the fact that R ≤ Q = P 8/5+φ we have
(RQ)θ/2P−2θ + P−θ(2/5+φ/4)  P θ(−2/5+φ)
and hence we obtain the term involving µ on the right hand side of (6.8).
It remains to deal with the terms involving P−1/5+φ/2. By the same arguments as
above and using the fact that t ≤ (RQ)−1, θ ≤ 2 and R ≤ Q = P 8/5+φ this is
 RR0R
1/2
1 R
1/2
2 (RQ)
θ/2
RQP 2θ
P θ(9n/10+(σ+1)/10+φ/4(n−σ−1))+ε
 P θ(9n/10+(σ−3)/10+φ/4(n−σ+3))+ε.
This completes the proof of the Lemma for the range (RP 2)−1 < t ≤ (RQ)−1.
We now turn to the range t ≤ (RP 2)−1. Instead of using Lemma 4 we use Lemma 2.
The same choice for H and following the same steps as above this leads to
ΣR(R, t, θ, SF ) RtR0R1/21 R1/22 P θn+ε
(
P−1/5+φ/2 + µ
)θ(n−σ−1)/2
.
The contribution from the term involving P−1/5+φ/2 is
 RR0R
1/2
1 R
1/2
2
RP 2
P θ(9n/10+(σ+1)/10+φ/4(n−σ−1))+ε
 P θ(9n/10+(σ+1)/10+φ/4(n−σ−1))−2/5+φ+ε,
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which completes the proof of the Lemma. 
In the following step we will combine Lemma 6 and Lemma 7. We set
ξn−σ−1 := P−2/5+φ
and define
M1 :=
1
2
min
{
Q−1/24, ξ
R
1/4
1 R
1/8
2
R3/16
, ξ
R
5/14
1
R3/14
}
,
M2 :=
1
2
min
{
Q−1/24, ξ
R
1/4
1 R
1/8
2
R3/16
, ξ
R
1/5
1 P
1/10
(RQ)1/10
}
,
M3 :=
1
2
min
{
Q−1/24, ξ
R
1/4
1 R
1/8
2
R3/16
, ξ
R
1/4
1
P 1/4
}
, (6.12)
as well as
M˜1 :=
1
2
min
{
(RtP 4)−1/24,
R
1/4
1 R
1/8
2
R3/16
,
R
5/14
1
R3/14
}
,
M˜2 :=
1
2
min
{
(RtP 4)−1/24,
R
1/4
1 R
1/8
2
R3/16
,
R
1/5
1 P
1/10
(RQ)1/10
}
,
M˜3 :=
1
2
min
{
(RtP 4)−1/24,
R
1/4
1 R
1/8
2
R3/16
,
R
1/4
1
P 1/4
}
.
We want to remark that the definitions of the M˜i correspond to the definitons of the
Mi in the original work of Browning and Heath-Brown. It is in the definition of our Mi
that the extra saving achieved by an application of the averaged van der Corput method
comes into play. There we have the extra factor ξ which will allow us some extra saving
in the range (RP 2)−1 < t ≤ (RQ)−1. This saving will be sufficient for the saving of one
variable. In this range by Lemmas 6 and 7 we have
ΣR(R, t, θ, SF )  M0(θ) + R0R
1/2
1 R
1/2
2
Q
P θn+ε min
{
Q−1/24, ξµ1/2
}θ(n−σ−1)
 M0(θ) + R0R
1/2
1 R
1/2
2
Q
P θn+ε(M1 +M2 +M3)
θ(n−σ−1). (6.13)
Analogously, in the range t ≤ (RP 2)−1 we obtain
ΣR(R, t, θ, SF )  M˜0(θ) +RtR0R1/21 R1/22 P θn+ε(M˜1 + M˜2 + M˜3)θ(n−σ−1).
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We will conclude this section by showing that for θ = 1 and n−σ ≥ 32, which from now
on we assume for the rest of this section, in the range t ≤ (RP 2)−1 we have
RtR0R
1/2
1 R
1/2
2 P
n+ε(M˜1 + M˜2 + M˜3)
n−σ−1  Pn−4−δ (6.14)
for some small δ > 0. We will be able to use this result in the proof of all our theorems.
We will basically follow the route taken in [BHB09, §9] to bound the overall contribution
from the terms involving M˜1, M˜2, M˜3 to the left hand side of (6.14) and we denote this
contribution by Σ˜1, Σ˜2, Σ˜3. Browning and Heath-Brown use the inequality
min{A,B,C}  AαBβCγ , (6.15)
which is valid for any α, β, γ ≥ 0 provided that α + β + γ = 1 in order to deal with
the terms Mi, where the elements of the respective minimae correspond to A,B,C. The
main idea is to choose β and γ such that the term R0R
1/2
1 R
1/2
2 in (6.14) can be cancelled.
Therefore, we try to choose values for β and γ such that we get the term R0R
2
1R2 in
the numerator and a factor R in the denominator, although it turns out that this is not
always possible and one gets a power of R2 which is slightly smaller than 1. Nevertheless,
the terms involving R0, R1, R2 then can be cancelled by the help of (6.7). One achieves
a saving by the term (RtP 4)−α/24, which is taken to the (n−σ−1)−th power via (6.14).
The saving turns out to be sufficient for a certain range of t−values. In the remaining
t−range one can use the property that the inequalities (6.5) do not both hold on the
minor arcs. Since the inequalities (6.7) yield that R
1/4
1 R
1/8
2 R
−3/16 ≤ 2 the functions
Mn−σ−1i are decreasing in n. Thus, it is sufficient to consider just the case n− σ = 32.
We start with the contribution of the term involving M˜1. We choose the values
α = 26/31, β = 8/93, γ = 7/93. This gives us
M˜1
n−σ−1 ≤ R
3/2
1 R
1/3
2
P 13/3R(Rt)13/12
.
By using (6.7) we obtain
Σ˜1 ≤ (Rt)−1/12R0R
2
1R
5/6
2
R
Pn−13/3+ε ≤ (Rt)−1/12Pn−13/3+ε,
whence Σ˜1 = O
(
Pn−4−δ
)
for some small δ > 0 provided that t > R−1P−4+∆/2. We will
deal with the remaining values for t later and turn our focus on the term M˜2. We apply
(6.15) with α = 49/62, β = 4/31, γ = 5/62. By using the same cancellation effects as
23
above this gives us
Σ˜2 ≤ (Rt)−1/48Pn−127/30−φ/4+ε,
which is clearly O
(
Pn−4−δ
)
for t > R−1P−4+∆/2 and 0 ≤ ∆ ≤ 4/3, where δ > 0 is a
suitable small positive number. Finally we set α = 21/31, β = 8/31, γ = 2/31 in order
to deal with the term involving M˜3. We get
Σ˜3 ≤ (Rt)1/8Pn−4+ε ≤ Pn−4−1/4+ε,
since t ≤ (RP 2)−1.
It remains to deal with the case that t R−1P−4+∆/2. Because of being on the minor
arcs and the corresponding inequalities (6.5), we may assume that 2R > P∆. We carry
out the same arguments as in [BHB09, §9, p. 83f], whence by Lemma 7 we have
ΣR(R, t, 1, SF )  M˜0 + max
R
RtR0R
1/2
1 R
1/2
2 P
n+ε
(
R
1/2
1 R
1/4
2
R3/8
)(n−σ−1)/2
 M˜0 + max
R
R0R
1/2
1 R
1/2
2 P
n−4+∆/2+ε
(
1
R30R
2
1R2
)31/16
= M˜0 + max
R
R
−77/16
0 R
−27/8
1 R
−23/16
2 P
n−4+∆/2+ε
= M˜0 + P
n−4−15∆/16+ε
for n − σ ≥ 32, where the maximum is over all vectors R ∈ R3≥0 such that (6.6) holds.
This shows (6.14).
7 Proof of Theorem 1
With the results of the previous sections the proof of Theorem 1 now is straightforward.
Let F ∈ Z[x1, . . . , xn] be the quartic form defining the quartic hypersurface X with
n− σ ≥ 41, where σ = dim singQ(X). We want to compute the integral
NF ;ω(P ) =
∫ 1
0
SF (α) dα.
We follow the steps of §3 to deal with the major arcs. For α ∈ m(∆) we apply Dirichlet’s
approximation Theorem according to §6 and hence we may write α = a/q+ z such that
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(6.2) do not both hold. Following the arguments of §6 with θ = 1 further, we deduce that
in order to complete the proof of Theorem 1 it just remains to establish a bound of the
form (6.4). We will have to deal with the two ranges for t which lead to the estimates
(6.13) and (6.14). We will show in both cases that ΣR(R, t, 1, SF ) = O
(
Pn−4−δ
)
for
some small δ > 0 and for the relevant values (6.7) of R under the assumption that (6.5)
do not both hold.
We consider the range t ≤ (RP 2)−1 first. We have already dealt with the contribution
to ΣR(R, t, 1, SF ) from those terms involving M˜1, M˜2, M˜3 in §6. It remains to deal with
the term M˜0(1). According to (6.11) we have
M˜0(1) = P
9n/10+(σ+1)/10+φ/4(n−σ−1)−2/5+φ+ε.
For n− σ = k and k ≥ 41 we have M˜0(1) = O
(
Pn−4−δ
)
for some small δ > 0 provided
that φ < (2k − 74 − ε)/(5k + 15). For k ≥ 41 this is valid for φ < 2/55 and ε small
enough.
We shift our focus to the range (RP 2)−1 < t ≤ (RQ)−1. According to (6.13) we have
to find suitable bounds for
ΣR(R, t, 1, SF )M0(1) + R0R
1/2
1 R
1/2
2
Q
Pn+ε(M1 +M2 +M3)
n−σ−1.
By (6.10) and (6.11) we have M˜0(1) = M0(1), so we can bound the term M0 in the same
way as above. It remains to deal with the overall contribution of the terms involving
M1,M2,M3 which we will denote by Σ1,Σ2,Σ3. To bound those terms we will follow
basically the same steps as in the treatment of the M˜i in the previous section and hence
we basically follow the arguments of [BHB09, §9]. Since the term ξ  1 the terms
Mn−σ−1i are decreasing functions in n as well, in fact the term ξ provides the extra
saving we need compared to the result of Browning and Heath-Brown. Thus, for the
proof of Theorem 1 it is sufficient to consider the case n − σ = 41 which from now on
we assume throughout this section.
Let us start with the term involving M1. We treat the minimum by using the inequality
(6.15) with α = 7/8, β = 1/15, γ = 7/120. This gives us
Mn−σ−11 = M
40
1 
R
3/2
1 R
1/3
2
RP 1/20−φ/8Q35/24
,
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whence
Σ1  P
n−1/20+φ/8+εR0R21R
5/6
2
RQ59/24
 Pn−4+1/60−7φ/3+ε.
This is sufficient provided that φ > 1/140 and ε small enough.
Let us consider the term involving M2, next. This time we set α = 67/80, β =
1/10, γ = 1/16. Thus
Mn−σ−12 
R
3/2
1 R
1/2
2 P
37/200+13φ/80
RQ79/48
.
We use the same cancellation effects as above and get
Σ2  P
n+37/200+13φ/80+εR0R
2
1R2
RQ127/48
 Pn−4−29/600−149φ/60+ε.
This is satisfactory for all φ > 0 and ε sufficiently small. Finally we turn to the term
involving M3 and use the values α = 3/4, β = 1/5, γ = 1/20 which leads to
Mn−σ−13 
R
5/2
1 R
1
2
R3/2P 3/5−φ/4Q5/4
.
We obtain
Σ3  P
n−3/5+φ/4+εR0R31R
3/2
2
R3/2Q9/4
 Pn−4−1/5−2φ+ε.
This is clearly satisfactory for all φ > 0. Summarizing all conditions on φ, we can estab-
lish the needed bounds provided that 1/140 < φ < 2/55. Since this interval obviously is
non-empty this completes the proof of Theorem 1.
8 Proof of Theorem 2
In this section we will prove Theorem 2. Let G ∈ Z[x1, . . . , xn, y] given by
G(x1, . . . , xn, y) = F (x1, . . . , xn) +my
4 (8.1)
be the form defining the quartic hypersurface Y in the statement. We will use the circle
method to proof the result by establishing an asymptotic formula for NG;ω(P ) with
respect to (3.4). By an abuse of notation we denote the dimension of the singular locus
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of Y by σ. We follow the steps of §3. Let the non-singular real point x0 ∈ Rn+1 we
thereby fix be denoted by x0 = (x01 , . . . , x0n , y0). The starting point of the circle method
is the identity
NG;ω(P ) =
∫ 1
0
SG(α) dα =
∫ 1
0
SF (α)S1(α) dα, (8.2)
where SF is given by (3.5) and F is defined by (8.1). The one-dimensional sum S1 is
given by
S1(α) :=
∑
y∈Z
ω1(y/P )e
(
αmy4
)
,
where ω1(y) = γ(ρ
−1(y − y0)) in the notation (3.2). We adopt the definition of major
arcs and minor arcs from §3 and we can treat the major arcs with the methods described
there. It remains to establish an estimate of the form (3.6). Here we have to deal with
S = lim
R→∞
∑
q≤R
1
qn+1
q∑
a=1
gcd(a,q)=1
Sa,q,
where
Sa,q :=
∑
(x1,...,xn,y) mod q
eq (aG((x, y))) =
∑
x mod q
eq (aF (x))
∑
y mod q
eq
(
amy4
)
= SF ;a,qS1;a,q,
say. It is a well known fact that S1;a,q  q3/4 ([Dav05, cf. §7]). We write q = uv, where
u is the squarefree part of q. According to [BHB09, Lemma 7, (6.12)] we have
SF ;a,uv  u(n+σ+1)/2+εv23n/24+(σ+1)/24+ε, (8.3)
whence by an argument similar to [BHB09, p. 88] we have
|S−S(R)| 
∑
q=uv>R
u3/4−n/2+(σ+1)/2+εv3/4−n/24+(σ+1)/24+ε

∑
q=uv>R
u−63/4+εv−5/8+ε
 R−1/8+2ε
∑
q=uv>R
u−2v−1/2−ε
 R−1/8+2ε
∞∑
u,v=1
u−2v−1/2−ε,
since (n + 1) − σ ≥ 35. Both sums are convergent, because the number of square-full
integers v ∈ (V, 2V ] is O (V 1/2). Thus (3.6) can be established for any φ ∈ (0, 1/8).
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We want to note that the contribution to the major arc integral by those (x, y) ∈ Zn+1
with y = 0 is satisfactory small. This contribution is given by the integral∫
M(∆)
SF (α) dα.
We apply the steps of §3 in order to deal with it. By using the fact that the corresponding
singular series [BHB09, cf. Theorem 2] and singular integral [BHB09, cf. Lemma 23]
are both absolutely convergent we may deduce that
∫
M(∆) SF (α) dα = O
(
Pn−4
)
. In
the following we will show that the overall contribution to the minor arcs is satisfactory
small for all (x, y) ∈ Zn+1 which will finally give us Theorem 2.
On the minor arcs we want to separate the contributions arising from the two expo-
nential sums appearing in (8.2) by using Ho¨lders inequality. We thereby will take S1
to the fourth power and we will relate the size of the exponential sum to the number
N (M,µ) of solutions of an equation of the shape∣∣y41 + y42 − y43 − y44∣∣ ≤ µM4,
with M < yi ≤ 2M for an integer M and some real constant µ > 0. This quantity can
be bounded by the following result due to Robert and Sargos [RS06, Theorem 2].
Lemma 8. With the above notations we have
N (M,µ)M2+ε + µM4+ε.
In order to be able to apply this Lemma later, we proceed by splitting up the summation
over y in dyadic intervals. We will consider the term
S1,Y (α) :=
∑
y∈{Y+1,Y+2,...,2Y }
ω1(y/P )e
(
αmy4
)
. (8.4)
We then clearly have∫
m(∆)
SF (α)S1 (α) dα P ε max
Y
∫
m(∆)
|SF (α)| |S1,Y (α)| dα, (8.5)
where the maximum is over all those Y such that there exists y ∈ {Y +1, Y +2, . . . , 2Y }
with ω1(y/P ) 6= 0, which from now on we assume. Since all values of y are taken to the
28
fourth power in S1,Y we can assume without loss of generality that Y > 0. Our goal is
to show that there exists δ > 0 such that∫
m(∆)
SG(α) dα = O
(
P (n+1)−4−δ
)
.
For α ∈ m(∆) we apply Dirichlet’s approximation theorem and write α = a/q + z such
that the same conditions on a, q, z as in §3 are satisfied. Again we use the value (6.3)
for Q.
Let us now consider the quantity Σ(R, t, 1, SG) given by (5.7) under the assumption
that (6.5) do not both hold. Similarily to §7 it is sufficient to show that for relevant R, t
Σ(R, t, 1, SG) = O
(
P (n+1)−4−δ
)
,
since summing up over the dyadic intervals for R, t then completes the proof.
For given R = (R0, R1, R2) ∈ R3≥0 we want to study the overall contribution from those
q = bc2d satisfying the conditions (6.6) and (6.7), which we denote by ΣR(R, t, 1, SG).
An application of Ho¨lder’s inequality and (8.5) yields
Σ(R, t, 1, SG) P ε max
R,Y
{
ΣR(R, t, 4/3, SF )
3/4ΣR(R, t, 4, S1,Y )
1/4
}
, (8.6)
where the maximum is over all vectors R ∈ R3≥0 satisfying (6.6) and (6.7).
We shall start by considering the term ΣR(R, t, 4, S1,Y ). We complete the sum over a
to the range 1 ≤ a ≤ q and introduce a non-negative integration kernel such that
ΣR(R, t, 4, S1,Y )
∑
q∈QR(R)
∑
a
∫ ∞
−∞
|S1,Y (a/q + z)|4 sin
2(piz/(4t))
(piz/(4t))2
dz.
We have
|S1,Y (a/q + z)|4 =
∑
y1,...,y4
ω1,4(y)e
(
(a/q + z)(m(y41 + y
4
2 − y43 − y44))
)
,
where the summation range for the yi is given by the definition (8.4) of S1,Y and where
ω1,4(y) =
∏
1≤i≤4 ω1(yi). By sorting this according to the value of ηm(y) := m(y
4
1 +y
4
2−
y43 − y44) we can bound ΣR(R, t, 4, S1,Y ) by∑
q∈QR(R)
∑
N∈Z
∑
ηm(y)=N
ω1,4(y/P )
∑
a
e
(
aN
q
)∫ ∞
−∞
e (zN)
sin2(piz/(4t))
(piz/(4t))2
dz,
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where the summation conditions on the yi are as before. On performing the summation
over a we obtain
ΣR(R, t, 4, S1,Y ) R
∑
q∈QR(R)
∑
N∈Z
∑
ηm(y)=N
N≡0 mod q
ω1,4(y/P )
∫ ∞
−∞
e (zN)
sin2(piz/(4t))
(piz/(4t))2
dz.
The contribution arising from the value N = 0 is
 Rt
∑
q∈QR(R)
∑
Y <yi≤2Y
y41+y
4
2−y43−y44=0
ω1,4(y/P )
 Rt
∑
q∈QR(R)
#
{
Y < yi ≤ 2Y : y41 + y42 − y43 − y44 = 0
}
 R0R1/21 R1/22 RtP 2+ε (8.7)
where we have used Lemma 5 and the fact that Y  P . For the other values of N we may
calculate the well known Fourier integral (cf. [Dav05, chapter 20]). Since ω1,4(y/P ) 1
the overall contribution from those N is
 Rt
∑
q∈QR(R)
∑
N∈Z
∑
ηm(y)=N
0 6=N≡0 mod q
ω1,4(y/P ) max{0, 1− |4Nt|}
 Rt
∑
q∈QR(R)
N ∗(q, Y, t−1),
with
N ∗(k,M, δ) = #
{
M < yi ≤ 2M : 0 <
∣∣y41 + y42 − y43 − y44∣∣ δ,
m(y41 + y
4
2 − y43 − y44) ≡ 0 (mod k)
}
.
By standard estimates for the divisor function and Lemma 8 we get
Rt
∑
q∈QR(R)
N ∗(q, Y, t−1)  Rt
∑
0<|y41+y42−y43−y44|t−1
Y <yi≤2Y
# {R < q ≤ 2R : q | ηm(y)}
 RtP εN (Y, (tY 4)−1)
 RtP 2+ε +RP ε, (8.8)
since Y  P . Combining (8.7) and (8.8) for those t under consideration we have
ΣR(R, t, 4, S1,Y )
1/4  (Rt)1/4R1/40 R1/81 R1/82 P 1/2+ε +R1/4P ε =: Ψ1 + Ψ2, (8.9)
say, since Ri ≥ 1/2 by (6.7).
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We will consider the two ranges for t that arise through an application of Lemma 6 and
Lemma 7 separately and start with the range (RP 2)−1 ≤ t ≤ (RQ)−1. The following
argument is in the spirit of [BHB09, §9]. By the same arguments leading to (6.13) for
those t we have
ΣR(R, t, 4/3, SF )
3/4 M0(4/3)3/4 + R
3/4
0 R
3/8
1 R
3/8
2
Q3/4
Pn+ε(M1 +M2 +M3)
n−σ−1, (8.10)
where M0,M1,M2,M3 are defined by (6.10) and (6.12). Inserting (8.9) and (8.10) into
(8.6), we finally can bound Σ(R, t, 1, SG) by
max
R
(
M0(4/3)
3/4 +
R
3/4
0 R
3/8
1 R
3/8
2
Q3/4
Pn+ε(M1 +M2 +M3)
n−σ−1
)
(Ψ1 + Ψ2). (8.11)
First we will consider the contribution from the term involvingM0. We have Ψ1+Ψ2 
P 1/2+ε since we have t ≤ (RQ)−1 and (6.7). Thus, by our choice (6.3) for Q and the
definition (6.10) for M0 we get
M0(4/3)
3/4P 1/2+ε  P 9n/10+(σ+2)/10+φ(n/4−σ/4+3/4)+ε. (8.12)
For n − σ = k and k ≥ 34 the exponent is strictly less than (n + 1) − 4 provided that
φ < (2k−64+ε)/(15+5k). For the k under consideration this is fulfilled for all φ < 4/185
and ε sufficiently small.
We denote the total contribution to (8.11) by the term involving Mi and Ψj by Σi,j
for i = 1, 2, 3 and j = 1, 2. We will use the same arguments leading to the bounds for the
terms Σi in §7. Recalling that the Mn−σ−1i are decreasing functions in n, it is sufficient
to evaluate them just for (n + 1) − σ = 35 which from now on we assume. Like in the
proof of Theorem 1 we apply inequality (6.15) to get suitable bounds for the Mi. By
similar considerations as in the proof of Theorem 1 we choose optimal values for the
exponents. We set
(α1,1, β1,1, γ1,1) = (28/33, 8/99, 7/99) for Σ1,1
(α2,1, β2,1, γ2,1) = (53/66, 4/33, 5/66) for Σ2,1
(α3,1, β3,1, γ3,1) = (23/33, 8/33, 2/33) for Σ3,1
to get
Σ1,1  P (n+1)−4−3/110−133φ/66+ε
Σ2,1  P (n+1)−4−21/220−1139φ/528+ε
Σ3,1  P (n+1)−4−14/55−437φ/264+ε,
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for (n+ 1)− σ = 35 which clearly is satisfactory for any φ > 0.
Let us now consider the terms involving Ψ2. The goal for the term involving M1
is to cancel the terms R0, R1, R2 as well as some of the extra factor R
1/4 we now
have in the numerator arising from Ψ2. It turns out that the choice (α2,1, β2,1, γ2,1) =
(101/132, 2/11, 7/132) for an application of (6.15) is satisfactory. We have
Σ1,2  R
1/4R
3/4
0 R
5/2
1 R
9/8
2 P
n−31/330+31φ/132+ε
R3/2Q173/96
 P (n+1)−4+1/44−1655φ/1056+ε, (8.13)
since R ≤ Q. The bound (8.13) is satisfactory for all φ > 24/1655 and ε sufficiently
small.
To get a bound for the term Σ2,2 we set (α2,2, β2,2, γ2,2) = (193/264, 7/33, 5/88),
whence
Σ2,2  R
1/4R
3/4
0 R
5/2
1 R
5/4
2 P
n+211/2640+71φ/264+ε
R3/2Q373/192
 P (n+1)−4−5/176−3535φ/2112+ε,
which is clearly satisfactory for all φ > 0 and ε sufficiently small.
Finally we set (α3,2, β3,2, γ3,2) = (15/22, 8/33, 5/66) and obtain
Σ3,2  R
1/4R
3/4
0 R
3
1R
11/8
2 P
n−331/440+7φ/22+ε
R3/2Q27/16
 P (n+1)−4−23/440−197φ/176+ε,
which is satisfactory for any φ > 0 provided that ε is sufficiently small.
It remains to deal with the range t ≤ (RP 2)−1 under the condition that the inequalities
(6.5) do not both hold. By Ho¨lder’s inequality we have
ΣR(R, t, 1, SG) P εΣR(R, t, 4/3, SF )3/4ΣR(R, t, 4, S1,Y )1/4. (8.14)
By (6.14), the first factor on the right hand side of (8.14) is bounded by
M˜0(4/3)
3/4 + (Rt)3/4R
3/4
0 R
3/8
1 R
3/8
2 P
n+ε(M˜1 + M˜2 + M˜3)
n−σ−1 (8.15)
where M˜0 is given by (6.11). We turn to the second factor and use the estimate (8.9).
We have Ψ1 + Ψ2  P 2/5+φ/4 by (6.7) and since t < (RP )2. We get another bound for
this factor by using the trivial bound S1  P and summing over a and q with the help
of Lemma 5. We get
ΣR(R, t, 4, S1,Y )
1/4  min
{
P 2/5+φ/4+ε, (Rt)1/4PR
1/4
0 R
1/8
1 R
1/8
2
}
. (8.16)
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Inserting (8.15) and (8.16) into (8.14), we have that ΣR(R, t, 1, SG) is bounded by
M˜0(4/3)
3/4P 2/5+φ/4+ε +RtR0R
1/2
1 R
1/2
2 P
(n+1)+ε(M˜1 + M˜2 + M˜3)
n−σ−1.
By the arguments at the end of §6 we may deduce that there exists δ > 0 such that
ΣR(R, t, 1, SG) M˜0(4/3)3/4P 1/2+ε + P (n+1)−4−δ+ε.
Thus, it remains to deal with the term M˜0(4/3)
3/4P 2/5+φ/4+ε. By (6.11) this is
M˜0(4/3)
3/4P 2/5+φ/4+ε = P 9n/10+(σ+2)/10+φ/4(n−σ+3)+ε = M0(4/3)3/4P 1/2+ε,
whence the term involving M˜0 can be bound by (8.12).
By summarizing the conditions on φ, we see that all of them are fulfilled provided that
ε is sufficiently small and
24/1655 < φ < 4/185.
Since this interval is non-empty this completes the proof of Theorem 2.
9 Proof of Theorem 3
In this section we will consider quartic forms that split off a form in l ≥ 2 variables. In
the case that l = 2 we can use a result by Wooley [Woo99], who established a version
of Weyl’s inequality and Hua’s Lemma in the setting of binary forms. Before we can
describe his results, we require some notation. Let Φ ∈ Z[u, v] be a binary quartic form.
We say that Φ is degenerate if there exist λ, µ ∈ C such that Φ(v, w) = (λv+µw)4. One
can easily show that each such form Φ can be written in the form Φ(v, w) = a(bv+ cw)4
for some integers a, b, c. We remark that each degenerate binary form therefore has a
non-trivial integer zero. We are now ready to present Wooley’s version of Hua’s Lemma
(cf. [Woo99, Theorem 2]) in the the setting of binary quartic forms.
Lemma 9. Let Φ ∈ Z[u, v] be a non-degenerate binary quartic form. Then we have
∫ 1
0
∣∣∣∣∣∣
∑
0≤u,v≤P
e (αΦ(v, w))
∣∣∣∣∣∣
2j−1
dα P 2j−j+ε
for any integer 1 ≤ j ≤ 4.
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As usual we set
SΦ (α) :=
∑
u,v∈Z
ω((u, v)/P )e (αΦ(u, v)) ,
where ω ∈ W2. From Lemma 9 we immediately get the following Corollary.
Corollary 2. We have ∫ 1
0
|SΦ (α)|2
j−1
dα P 2j−j+ε
for any integer 1 ≤ j ≤ 4.
Proof. By orthogonality we have∫ 1
0
|SΦ (α)|2
j−1
dα =
∑
ui,vj
ω((u1, v1)/P ) · . . . · ω((u2j , v2j)/P )
∑
ui,vj
1
where the sum is over all u1, . . . , u2j−1 , v1, . . . , v2j−1  P such that Φ(u1, v1) + · · · +
Φ(u2j−2 , v2j−2) = Φ(u2j−2+1, v2j−2+1)+ · · ·+Φ(u2j−1 , v2j−1). The right hand side of (9.1)
can be rewritten in integral form and estimated by Wooley’s result, which completes the
proof of the Corollary. 
Since a version of Hua’s Lemma for forms in more than two variables is unknown
we shall establish a Lemma which allows us to treat l − 2 variables trivially and get a
saving from the remaining two variables. The following result is based on Wooley’s work
[Woo99].
Lemma 10. Let Ψ(y1, . . . , yl) ∈ Z[y1, . . . , yl] be a quartic form. Then either Ψ has a
non-trivial zero or we have
I(l)j :=
∫ 1
0
∣∣∣∣∣∣
∑
y∈Zl
ω(y/P )e (αΨ(y))
∣∣∣∣∣∣
2j−1
dα P j(l−1)+ε (9.1)
for j = 1, 2.
Proof. Let us suppose that
Ψ(y1, . . . , yl) =
l∑
i1,i2,i3,i4=1
ψi1,i2,i3,i4yi1yi2yi3yi4 ,
with integer coefficients ψi1,i2,i3,i4 which are symmetric in the indices i1, i2, i3, i4. Let us
assume that in each non-vanishing monomial ψi1,i2,i3,i4yi1yi2yi3yi4 of Ψ we have that at
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least three of the indices ik are pairwise disjoint. Then we clearly have Ψ(1, 0, . . . , 0) = 0,
which is sufficient for the proof of the Lemma. So from now on, by reordering the indices
if necessary, we may assume that we can write
Ψ(y1, . . . , yl) = Φ(y1, y2) + ϕ(y1, . . . , yl), (9.2)
such that in each non-vanishing monomial of ϕ we have at least one factor yi with i /∈
{1, 2}. If there exist (y∗1, y∗2) ∈ Z2\{0} with Φ(y∗1, y∗2) = 0, we have Ψ(y∗1, y∗2, 0, . . . , 0) = 0,
which is satisfactory for the proof of the Lemma. Thus, from now on we assume that
Ψ is of the shape (9.2) where Φ(y1, y2) = 0 is just trivially solvable, whence Φ is a non-
degenerate quartic binary form. In this case we will establish the bound (9.1). The case
j = 1 follows from the case j = 2 through an application of Cauchy’s inequality. Let us
assume j = 2. By orthogonality we have
I(l)2 =
∑
y1,y2∈Zl
Ψ(y1)=Ψ(y2)
ω(y1/P )ω(y2/P ) # {(y1,y2) P : Ψ(y1) = Ψ(y2)} , (9.3)
since our weight function is bounded. For each h ∈ Z we set
r∗(h) := # {(u, v, w1, . . . , wl−2) P : Ψ(u, v,w) = Φ(u, v) + ϕ(u, v,w) = h}
=
∑
|w|P
# {u, v  P : Ψ(u, v,w) = Φ(u, v) + ϕ(u, v,w) = h}
=
∑
|w|P
r∗w(h),
say. Thus, by (9.3) and an application of Cauchy’s inequality we have
I(l)2 
∑
h∈Z
r∗(h)2 
∑
h∈Z
 ∑
|w|P
r∗w(h)
2  P l−2 ∑
|w|P
∑
h∈Z
r∗w(h)
2. (9.4)
Before we proceed we introduce further notation. We set
r(h) := # {u, v ∈ Z, |(u, v)|  P : Φ(u, v) = h} .
Wooley [Woo99, cf. proof of Lemma 5.1] showed that for any non-zero h we have
r(h) = O (P ε). We will use this result to show that∑
h∈Z
r∗w(h)
2  P 2+ε
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uniformly in w, since the statement of the lemma then follows by performing the sum-
mation over w in (9.4). Let us consider the case h = 0 first. We have
r∗w(0)
2 = (# {u, v  P : Ψ(u, v,w) = Φ(u, v) + ϕ(u, v,w) = 0})2
 (# {u, v  P : Φ(u, v) = 0, ϕ(u, v,w) = 0})2
+ (# {u, v  P : Φ(u, v) = −ϕ(u, v,w),Φ(u, v) 6= 0})2
 r(0)2 +
∑
h6=0
r(h)2
 r(0)2 +
(
max
h6=0
r(h)
)∑
h6=0
r(h)
 1 + P 2+ε,
due to Wooley’s result and since we have assumed that Φ has no non-trivial zero. We
now consider the the case h 6= 0. We have∑
h6=0
r∗w(h)
2 =
∑
h6=0
(# {u, v  P : Ψ(u, v,w) = Φ(u, v) + ϕ(u, v,w) = h})2

∑
h6=0
(# {u, v  P : Φ(u, v) = h− ϕ(u, v,w), h− ϕ(u, v,w) = 0})2
+
∑
h6=0
(# {u, v  P : Φ(u, v) = h− ϕ(u, v,w), h− ϕ(u, v,w) 6= 0})2
= P1 + P2,
say. By our assumption in P1 the condition Φ(u, v) = 0 is only met for (u, v) = (0, 0).
Since there is at most one value for h such that h− ϕ(u, v,w) = 0 we have P1 = O (1).
Furthermore we have
P2 
∑
h6=0
r(h)2 
(
max
h6=0
r(h)
)∑
h6=0
r(h) P 2+ε,
which completes the proof of the Lemma. 
In order to deal with the singular series of our theorem we will state a version of Weyl’s
inequality which is due to [Woo00].
Lemma 11. Let Φ ∈ Z[u, v] be a non-degenerate binary quartic form. Let ϕ(u, v) ∈
R[x, y] be any polynomial of total degree at most three. Suppose that q ∈ Z is sufficiently
large in terms of the coefficients of Φ. Then for each ε > 0 one has∑
u,v mod q
e (a(Φ(u, v) + ϕ(u, v))/q) q7/4+ε,
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where the implicit constant depends at most on the coefficients of Φ and ε but is uniform
in the coefficients of ϕ.
We are now ready to prove Theorem 3 for a quartic hypersurface Z defined by a quartic
form F (x1, . . . , xk, y1, . . . , yl) = F1(x) + F2(y) in n = k + l variables provided that the
conditions as stated in the theorem are met. For our proof we will use Lemma 10 for
all values l ≥ 2. Nevertheless we want to remark that in the case l = 2 Corollary 2
with j = 3 would allow us better bounds. Since theses bounds turn out to be not good
enough to save a further variable, we will deal with all values of l in the described way.
We write σ := dim singQ(Z1). Following the proof of Lemma 10, by reordering the
indices if necessary, we may assume that F2(y) = Φ(y1, y2) + ϕ(y) where Φ is non-
degenerate, since otherwise there exists a non-trivial zero y∗ of F2 and F (0, . . . , 0,y∗) =
0. We follow the steps of §3 to activate the circle method and to deal with the major
arcs. It remains to establish an estimate of the shape (3.6). Here we have to deal with
S = lim
R→∞
∑
q≤R
1
qk+l
q∑
a=1
gcd(a,q)=1
Sa,q,
where
Sa,q =
∑
(x,y) mod q
eq (aF ((x,y))) =
∑
x mod q
eq (aF1(x))
∑
y mod q
eq (aF2(y)) = SF1;a,qSF2;a,q,
say. By Lemma 11 we have
SF2;a,q 
∑
y3,...,yl mod q
∑
y1,y2 mod q
eq (a(Φ(y1, y2) + ϕ(y)))

∑
y3,...,yl
q7/4+ε
 q(l−2)+7/4+ε. (9.5)
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Writing q = uv, where u is the squarefree part of q, we get a bound for SF1;a,q via (8.3).
Together with (9.5) we may conclude that
|S−S(R)| 
∑
q=uv>R
u3/4−k/2+(σ+1)/2+εv3/4−k/24+(σ+1)/24+ε

∑
q=uv>R
u−65/4+εv−2/3+ε
 R−1/6+2ε
∑
q=uv>R
u−2v−1/2−ε
 R−1/6+2ε
∞∑
u,v=1
u−2v−1/2−ε,
since k − σ ≥ 35. By the same arguments as in §8 both sums are convergent, and (3.6)
can be established for any φ ∈ (0, 1/6), which completes the treatment of the major arcs.
The treatment of the minor arcs now is routine, since we basically follow again the
arguments of [BHB09, §9]. Following the steps of §6 we have to establish a bound of the
form (6.4) to get a satisfactory contribution from the minor arc integral. We therefore
have to consider the quantity ΣR(R, t, 1, SF ) for those R satisfying (6.7). An application
of Ho¨lder’s inequality yields
ΣR(R, t, 1, SF ) (ΣR(R, t, 2, SF1))1/2(ΣR(R, t, 2, SF2))1/2, (9.6)
and after completing the integration range of the second factor we can apply Lemma 10
with j = 2, which turns out to be the optimal choice for j. Thus we have
ΣR(R, t, 2, SF2)
1/2 
(∫ 1
0
|SF2 (α)|2 dα
)1/2
 P l−1+ε. (9.7)
We deal with the first factor of (9.6) by considering the two ranges for t that arise
through an application of Lemma 6 and Lemma 7. Let us start with the range
(RP 2)−1 < t ≤ (RQ)−1.
By the same arguments as in the previous sections, (9.6) and (9.7) we have
ΣR(R, t, 1, SF )  (ΣR(R, t, 2, SF1))1/2P l−1+ε
 M0(2)1/2P l−1+ε + R
1/2
0 R
1/4
1 R
1/4
2 P
k+l−1+ε
Q1/2
(M1 +M2 +M3)
k−σ−1,
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where the Mi are defined as in §7 but with n replaced by k. By (6.10) we have that
M0(2)
1/2P l−1+ε  P (k+l)−4−4/5+19φ/2+ε,
for k− σ ≥ 35. This is O (P (k+l)−4−δ) for some small δ > 0 provided that φ < 8/95 and
ε sufficiently small.
As usual we denote the overall contribution of the terms involving Mi, i = 1, 2, 3 by
Σi. This time we use (6.15) with
(α1, β1, γ1) = (63/68, 2/51, 7/204) for Σ1
(α2, β2, γ2) = (123/136, 1/17, 5/136) for Σ2
(α3, β3, γ3) = (29/34, 2/17, 1/34) for Σ3
to get satisfactory bounds for the terms M1,M2,M3. Then we have
Σ1  P (k+l)−4+6/85−473φ/272+ε
Σ2  P (k+l)−4+5/136−985φ/544+ε
Σ3  P (k+l)−4−43/1020−637φ/408+ε,
for k − σ ≥ 35 which is satisfactory provided that φ > 96/2365 and ε sufficiently small.
The latter condition on φ comes from the term involving M1.
To deal with the range t ≤ (RP 2)−1 we start with the inequality
ΣR(R, t, 1, SF ) ΣR(R, t, 2, SF1)1/2ΣR(R, t, 2, SF2)1/2.
By the same arguments leading to (8.15) we can bound the first factor in the following
way.
ΣR(R, t, 2, SF1)
1/2  M˜0(2)1/2 + (Rt)1/2R1/20 R1/41 R1/42 P k+ε(M˜1 + M˜2 + M˜3)k−σ−1.
The second factor can be bound in two ways. We can either use Lemma 10 or we can
use the trivial bound SF2  P l and perform the integration as well as the summation
over a, q with the help of Lemma 5. This gives us
(ΣR(R, t, 2, SF2))
1/2  min
{
P l−1+ε, (Rt)1/2R1/20 R
1/4
1 R
1/4
2 P
l
}
.
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Thus, according to section §6 we have
ΣR(R, t, 1, SF )  M˜0(2)1/2P l−1+ε +RtR0R1/21 R1/22 P k+l+ε(M˜1 + M˜2 + M˜3)k−σ−1
 M˜0(2)1/2P l−1+ε + P (k+l)−4−δ
for some δ > 0. We have
M˜0(2)
1/2P l−1+ε  P (k+l)−4−3/5+9φ+ε,
for k − σ ≥ 35. This is O (P (k+l)−4−δ) for some small δ > 0 provided φ < 1/15.
All conditions on φ are met provided that 96/2365 < φ < 1/15. Since this interval is
non-empty this completes the proof of Theorem 3.
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