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ABSTRACT
In thiswork, mainly,thefirststepof craniofacialsurgicalsimulationandplanning
procedure, reconstructionof tomography images is investigated.The Direct
Reconstruction techniques and algebraic methods are described in detailed
mathematicalformulationsforbothtwoandthree-dimensionalcases.
And alsoa brief descriptionof medicalimagingtechniquesandtheterminologyof
craniofacialsurgicalsimulationandplanningis given.
In the last chapterthe implementationdetails,the algorithmsdevelopedand some
resultingimagesare given and the imagesare comparedwith respectto the used
algorithms.
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STYLE CONVERSIONS
• EquationhasbeenabbreviatedtoEq. LikewiseEquationsEqs.
• The lettersm,n,k,h,lareusedto denotetheintegertypevariables,andx,y,zdenote
continuoustypevariables.
• Vectorsaredenotedbybold- facedsmalllettersorGreekletters,asb or ~.
• Transposeof avectoris shownasbT •
• Matricesaredenotedby bold- facedcapitalletters,likeA. A realvaluedmatrixwith
1 rows and J columnsare denotedA E IR IxJ. The individual elementsare aij
correspondingtorow i andcolumn).
• Vectorsarealwayscolumnvectors,andith rowsof thematrixaredenotedai ,i.e.
A = ...
aT
I
• Algorithmswill usetheCourier font.
• Thedeltafunctionis denotedby 5(.).
• The Hamiltonstepfunctionis denotedby ,u(.).The functionis zeroif theargument
is negative,andoneif theargumentis positive.
• Fouriertransformpairsaremarkedas get) ~ G(f).
• In equationsconvolutionsaredenotedby * for a one dimensional,* * for a two
dimensional,and* * * for athreedimensionalconvolution.
• In thealgorithmsnoconvolutionis found,* is usedformultiplication.
• Thescalarproductbetweento(column)vectorsa andb aredenotedby a .b =aT b
FUNCTIONS AND VARIABLES
• Theobjectfunctionandthereconstructedfunctionf('e,y)
• Projectionanglee
v
• Projectionaxis,sinogramr
• Thesinogramor Radontransformp(r, ())
• Thefilteredsinogramq(r,(})
FOURIER TRANSFROMS
• A functionj(x,y)
• The ID Fouriertransformofj(x,y) in thefirstvariableF(X,y)
• The ID Fouriertransformofj(x,y) in thesecondvariableF(x,}j
• The2D Fouriertransformofj(x,y) F(X, 1)
• The ID FouriertransformF(X) = [",j(x)e-J2IV\Xdx
• The ID inverseFouriertransformj(X) = [",F(x)eJ271:Xx dX
• The2D FouriertransformF(X, Y) = [", [", j(x, y)e-J2Jr(xt+Yy) dxdy
• TheFouriertransformoperator:J
• TheRadontransformoperator9t
• The inverseFouriertransformoperator:J-1
• The inverseRadontransformoperator9t-\
• TheFouriertransformin ther-variable:Jr
• TheinverseFouriertransformin theR- variable:J~I
DEFINITIONS
• RadonSpace:
Projectiondatap(r,fJ) putin the(x,y)spacewhere('C,y)=(rsinB,rcos())
• Sinogramprojections:
Parallelequidistantprojectiondatatakenatequidistantangles()
• Linogramprojections:
Parallelprojectiondatatakenin equidistantane-stepsfor -450<=()<=45°,andin
equidistant-cote- stepsfor 45°<=()<=135°.The projectiondata are equidistant
withineachprojection,butvariesbetweentheprojectionswith thesampledistances
asfollows, const·cos() for-450<=()<=45°,andconst·sin() for 45°<=()<=135°.
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CHAPTER 1
INTRODUCTION
Medicalimagingtechnologiesarealteringthenatureof manymedicalprofessions
today.During the last decade,many radiologydepartmentshave installedpowerful
imagingequipmentfor imagingmodalitieslike MagneticResonance(MR), Computed
Tomography(CT), and Positron Emission Tomography(PET). These systemshave
spawnednewspecialities,andhavefundamentallychangedtheway manydiseasesare
diagnosed,andeventhewaytheyaretreated.
SmallerCT scannersarebeingmarketedby theimagingsystemmanufacturers,who
expectsuch systemsto be increasinglyused at clinical departmentinsteadof at
centralizedradiologydepartments.In addition,cheapUltra Sound (US) systemsare
increasinglybeingusedin theclinicaldepartments.
Unfortunately,although the "mechanical" equipmenthas seen a dramatic
development,therealpowerof thesesystemshasnotbeenreleased.The softwareand
knowledge,neededto takefull advantageof theimagingsystems,hasnot followedthe
developmentof hardware.
It is, therefore,still not unusualthathospitals,evenwith powerfulexpensive3D
scanners,only havediagnosticproceduresfor handling2D imageslices.In addition,
whenhospitalsdo usethe3D reconstructioncapabilitiesof thescanners,theavailable
softwareis notsufficientlyflexibleandadvanced,to allowrealinteractionwith the3D
imagedataandprovideusefulsupportfordiagnosis.
Only advancedmedical imaging researchlaboratories,which have their own
softwaredevelopmentcapabilityandaccessto thelatesttechnologythroughtechnical
partners,aretodayableto exploremoreadvancedusesof the3D imagesproducedby
thescanners.Typical for those laboratorieshas been a specific focus on technical
research.Thegroupshaveparticipatedin largetechnicaladvancedresearchprojects,ie.
EuropeanUnion projects,andhavebuilt up thenecessarytechnicalexpertisethrough
theseprojects.
But fromtheseresearchprojects,andotherresearchthatis beingperformedin the
fieldof medicalimaging,new technologyis becomingavailable.Recentyearshave
seenthedevelopmentof manyimageprocessing,andcomputergraphicsalgorithms.
Algorithmsthatultimatelywill leadto bettermedicalimagingsoftwarefor diagnosis,
treatmentplanning,surgerytraining,andsurgeryassistance.
The work I proposedmay be namedas "passiveaidedsurgery"in a way as in
(Subsol1995). It is passive in the sensethat the computeraids the surgeonby
displayingusefulinformationbutdoesnotintervenein thediagnosisor surgeryprocess
itself.
If atlasvisualizationand registrationare addedto a surgerysimulationprogram
(craniofacialsurgery(Delingetteet aL 1994)or stereotacticsurgery(Hardy 1994)),the
usercanmanipulatemoreeasilythepatientdatathanksto automaticlabellingandto
contrasthepatientdatawith the normalizedatlas.A medicaldoctorcan thenplan
surgicalprocedures.
Moreoverif the registrationalgorithmcanwork in real time (at leasta frequency
levelof hertz),it becomespossibleto superimposethevisualizationof theatlason the
realimageof the surgery.This is theprincipleof "enhancedreality" developedby
severalteams.
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CHAPTER 2
l\IEDICAL IMAGING
The studyof medicalimagingis concernedwith the interactionof all forms of
radiationwith the tissueand the developmentof appropriatetechnologyto extract
clinicallyusefulinformationfromobservationsof this interaction.Suchinformationis
usuallydisplayedin animageformat.Medical imagescanbeassimpleasa projection
or shadowimageor complicatedas a computerreconstructedimage-as producedby
ComputerizedTomography(CT) using X- rays or by MagneticResonanceImaging
(MRI) usingintensemagneticfields.
Although strictly speaking,medical Imagmgbegan in 1895 with Rontgen' s
discoveriesof X- raysandtheabilityof X- raysto visualizebonesandotherstructures
withinthe living body,contemporarymedicalimagingbeganin the 1970swith the
adventof ComputerizedTomography.Early or what we called classical, medical
imagingutilizesimagesthatarea directmanifestationof theinteractionof someform
of radiationwith tissue.First exampleof classicalimaging,the conventionalX- ray
procedurein whicha beamof X- rays is directedthroughthepatientontoa film. The
developedfilm providesa shadowimageof thepatientwhichis a directrepresentation
ofthepassageof X- raysthroughthebody.
As a secondexample,think over a conventionalnuclearmedicineprocedure.A
radioactivematerialis injectedinto thepatientandits coursefollowedby a detector,
whichis movedoverthepatientin a specifiedmanner. It providesa measureof
physiologicalfunctionfromthetime courseof radioisotopeuptake.The conventional
nuclearmedicineimageis a direct measureof locationand concentrationof the
radioactiveisotopeused.
As a final exampleof classicalmedical imaging,considerconventionalmedical
ultrasound.Here,a pulseof ultrasonicenergyis propagatedinto thepatientand the
backscatteredchosignalis recordedby thesametransducer.By angulatingor moving
thetransducerpositionallysequentialechosignalsarerecorded,and a cross-sectional
imageof thesubjectis displayeddirectlyon a videomonitor.Ultrasoundimagesare
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reallya mappingof echo intensitiesand area directresultof the interactionof the
ultrasoundpulsewith tissue(Choetal. 1993).
2.1.ComputedTomoeraphy(eT)
ComputedTomography(CT) is anoutstandingbreak-throughin technologyaswell
as in medicaldiagnostics.Its global successpavedthe way for a new scientific
disciplinecalledimaging,which encompassessuchmorerecentdevelopmentsuchas
SyntheticApertureRadar(SAR) andMagneticResonanceImaging(MRI).
The meaningof the word ComputedTomographyis as follows. According to
Webster'sdictionarytomographycomesfromtheGreekword tomos,meaningsliceor
section,andthe Greekword graphein,meaningto write. Computedcomesfrom the
demandof heavycomputation.
AlthoughCT is ageneraltechnique,itshistoryis stronglyrelatedto theuseof X- ray
imaginginmedicine.Thehistoryof CT maybesummarisedby thefollowingevents.
1895
1901
1917
1914-32
1972
1974
1978
1979
William K. RontgendiscoversX- rayemission
RontgenreceivesthefirstNobelprizein Physicsfor thisdiscovery
Radonfommlatesanewmathematical2D- transform
Developmentof classicaltomography
Hounsfield gets patenton the first CT scannerusmg an algebraic
reconstructionmethod
The FilteredBackprojectionMethod(FBM) startsto replacealgebraic
reconstructiontechniquesin commercialCT scanners
Third generationfanbeamtomographywithFBM is establihed
HounsfieldandCormackreceivestheNobelprizein medicineforCT.
AlthoughRontgenwasunawareof thefact,X- raysareelectromagnetic(EM) waves
o
in the interval 0.5 to 10.2A. These EM waves are well suited for attenuation
measurementsin thehumanbody.Waveswith longerwavelengths,suchas light,are
toomuchattenuatedand shorterwavelengths,suchas gammarays, are transmitted
almostcompletelywithout attenuation.In addition,to obtain a reasonableImage
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resolution,thewavelengthmustat lengthbe lessthen1mm.The X- rayssatisfiesalso
thisdemand.
Figure2.1Recording of anX- ray imageof the humanhead.
X- raytransmissionimagesareobtainedby placingthepatientbetweenan X- ray
sourceandan imagedetector,Figure2.1.The X- raystravelthroughthehumanbody
wheretheyareattenuated.Whentheyhit thedetector,a pictureis producedwherethe
contrastis producedby differentattenuationfor differentrays.By the unexperienced
viewer,theX- rayimageis normallyperceivedasa"negative".
Tomographywas inventedsurprisinglyearly.In ordernot to confusethis kind of
tomographywith the much laterdevelopedcomputedtomography,the first kind of
tomographywill becalledclassicaltomography.By classicaltomographyit is possible
to obtaina sharppictureof a specificplaneof thebody, while all otherplanesare
renderedunsharpby blurringin proportiontotheirdistancefromthespecificplane.
Classicaltomographyis obtainedby moving the X- ray sourceand the image
detectorin relationto thepatientin sucha way thattheimageof thespecificplaneis
projectedon to thedetectorwithoutmotion.The imagesof all otherplanesare thus
depictedwith blur. The simplestform of classicaltomographyis linear tomography,
showninFigure2.2.
TheX- ray sourceandthe2D detectormoveduringtheexposurealonglinearpaths
synchronouslyand in oppositedirections.They movein differentplanes,parallelto
eachotherand to the specific plane.Relatedtechniquesemploy circular (circular
classicaltomography)or spiralmovementsof X- raysourceanddetector.
5
X-ray
focus
object plane
withdetail
which should
be reproduced
sharply
In the image, the ob-
ject plane with detail is
reproduced sharply,
but the detail outside
the plane is repro-
duced as a blurred line
shadow.
Figure2.2Linear classicaltomography
In classical transversal tomography cross- sectionsof the human body are
depicted.Thesourceandthedetectormovein circlesaroundthepatient,paralleltoeach
otherandto thespecificplane.In onekind of transversaltomography,thesource,the
specificplane,and the detectorare in the sameplaneso thatthe specificplane is
projectedfrom edgeto edgeonto thedetector.This kind transversaltomographywas
neverimplementedcommercially,but maybe consideredas a precursorto computed
tomography.The principleof projectionrecordingin transversaltomographyis shown
inFigure2.3.Heretheobjector thepatientmovesin a circle,insteadof thesourceand
thedetector,buttheeffectis thesame.
sinogram
Figure2.3A specialkind of classicaltransversaltomography.The projection recorder.
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The imageobtainedafterthe recordingof theprojectionsis calleda sinogram.a
seriesof 1D projectionspiled on top of eachother.To geta real imageof thecross-
section.post-processingor so calledback-projectionmustbe performed,where 1D
projectionsaresmearedbackovertheimageplane.Onewayto do is to useananalog
mechanicalopticaldeviceshownin Figure2.4.
Figure2A The backprojector
Many of the early inventorsof computed tomography (CT) had very little
knowledgeaboutthelongdevelopmentof classicaltomography.In CT, objectoutside
thecross-sectionwill not influencetheimageas in classicaltomography.Neitherwill
objectsin the cross- sectionbe smearedout as in that specialtype of transversal
tomographymentionedabove. In fact, theoreticallythe cross- section can be
reconstructedperfectlywithoutsmearingorblurring.
Thebasicreconstructionproblemin CT is to find the2D functionj(x,y) from the
completesetof line integralsp(r,B) throughthefunction.As waspointedoutin 2.1this
iss problemof inversion,andit hasbeensolvedindependentlyin differentwaysby a
numberof researchersworkingin verydifferentfields.Cormackhasmadea searchin
theliteraturefor earlycontributions.He foundthattheDutchphysicistH. A. Lorenz
wasprobablythefirstto findasolutionaccordingtoa:referencefromBockvinkel1906.
Asmentionedabove,in 1917JohannRadonfounda solution.After him theproblem
is oftenc:llledtheRadon' s problemThe completesetof line integralsthroughthe
functionjfx,y)is calledtheRadontransform,andtheRadon'ssolutionof theproblem
iscalledRadon'sinversionformula.The difficultywith theRadoninversionformulais
7
thatit doesnot producean obvioussolutionto a workingalgoritlun,due to a zero
valuedenominatorfor linesthroughtheorigin.
Thefirstimplementationof asolutiontoRadon'sproblemtobeusedin practicewas
madein 1956by RonaldBracewellin thefieldof radioastronomy.He reconstructedthe
radiationdistributionof thesundiskfromlineintegralacross.
In 1958,B. 1.Korenblyum,S. 1.Tetelbaum,andA. A. Tyutin wrotean articlein
RussianwheretheRadonproblemwassolvedanda suggestionwasmadefor applying
thesolutionto X- rayCT. Unfortunately,thisarticleremainedunknownto thewestern
researchcommunityuntiltheeighties.
In 1963,Allan Cormackpublisheda workingalgorithmfor calculatinga CT image.
At thattimevirtuallynoonepaidanyattentiontohisarticle.
In 1969,Hounsfieldappliedfor a patenton the first computerizedtomography
scanner.Thereconstructiontechniqueheusedwasanalgebraicreconstructionmethod.
Thepatenwasgranted1972.
For theirdiscoveriesin thefieldof computedtomography,HounsfieldandCormack
receivedtheNobelprizein medicine1979.
Up to 1969it seemsthat all researchersm the field worked independentlyand
withoutknowledgeof eachother.The commercialactivitiesgrewsteadilyfrom 1970
andonwards.
In commercialCT scannersthe algebraicreconstructionmethodsbegan to be
replacedby theFBM around1974.It wasshownthattheprocessingtimeaswell asthe
imagequality(forgoodprojectiondata)wasmuchbetterfortheFBM thanforalgebraic
methods.
ThefirstandsecondgenerationCT- scannersgeneratedparallelprojectiondatausing
aslowandphotonwastingprocedure.Thethirdgeneration,thefanbeamtomography
scannersintroducedin 1978,generatedso calledfanbeamprojectiondata,whereall
raysin one projectionoriginatingfrom the samesourcepoint. The reconstruction
methodusedfor fanbeamtomographywas a modified,morecomplicatedFBM. In a
thirdgenerationCT scanner(shownin Figure 2.5a),both theX- ray sourceandthe
detectorarrayrotatessynchronouslyaroundthe patient.In a fourth generationCT
scanneronly the X- ray tuberotatesaroundthe patientinside a ring of stationary
detectors(Figure2.5b)
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In theearly fanbeamscannersthe fanbeamprojectiondatawere interpolatedto
paralleldata (so called rebinning)before reconstructionso that a parallel filtered
backprojectionalgorithmcould be employed.Nowadaysit is moreusualto apply a
fanbeamfiltered backprojectionalgorithmdirectly on the projection data. These
algorithmsaresomewhatmorecomplicatedthantheparallelalgorithmandwere first
developedby Lakshminarayananforequispacedcollineardetectorsandlaterby Herman
andNaparstekfor equiangularays.The benefitof no rebinningseemsto outweighthe
increasein complexity.
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Figure 2.5 Cross- section of the X- ray source, the patient, and the detectors in (a) a third
generationCT scanner, (b) a fourth generationCT scanner.
A highqualityX- rayCT scannerof 1993typicallyhasthefollowingtechnicaldata
• Typeof X- raybeam:fanbeam
• Numberof projections:approximately1000
• Numberof detectorvaluesperprojection:approximately700
• Reconstructedimageformat:512*512pixels
• Dynamicintensityrangein reconstructedimage:12bits
• Dataacquisitionperslice:1-2seconds
• Reconstructiontimeperslice:2-5seconds
• Cost:0.5-1M$
X- ray CT has its widest use in medicine,but CT is also used in Industrial
applicationsin the field of nondestructivetesting(NDT) of industrialparts and
materials.Therearenow severalcompanies,mostlyin USA, which producespecial
9
industrialCT- scanners.Typically, the applicationsfor NDT concernsexpensIve
products,safety demandingapplicationsand materialdevelopment,for instance
checkingthequalityof ammunition,inspectionof turbo-bladesfor aeroplaneengines.
andtestingof composite-andpowder-materialproducts.
3D- imagingis of interestfor bothmedicalandindustrialapplications.The common
techniquetoday to obtainan imagevolumeis ratherprimitive. It is performedby
movingthe patientcouch stepwisethroughthe CT scannerring and collects the
projectiondatafor a wholesetof 2D- slices.The disadvantagewith thisprocedureis
thatit is slow andthattheresolutionfromsliceto sliceusuallyis muchlowerthanthe
resolutioninside2D- slices.
A fastermethodis to useis so calledhelical scanningwhich givesa whole setof
projectionsin a comparativelyshortdataacquisitiontime. The patientis translated
slowlyandlinearlythroughtheCT- scannering.SimultaneouslytheX-ray sourceand
detectorrotatescontinuously.The netresultis a helicalor spiralmovementaroundthe
patient,which suppliesprojectiondatafor a wholesetof slices.The spiralprojection
datahaveto be interpolatedto a setof 2D- slice projectiondataalignedin thesame
plane.The reconstructionof each individual 2D- slice can then be done with
conventional2D techniques.
The fastest3D data acquisitionmethodis cone beamscannmginsteadof the
conventionalfanbeamscanning.Initially,all X- raysourcesgenerateconebeamrays.To
obtainfanbeamrays,mostof theconebeamraysarescreenedoff. A conebeamsource
requiresa2D detector,seeFigure2. 6.
_Object
Figure2.6 (a) Fanbeamscanner(b) Conebeamscanner
Exactreconstructionof 3D- volumesfromthe2D-conebeamprojectiondatais nota
straightforwardmatter,however.The conventionalFBM for parallel or fanbeam
projectiondataconsistingof filteringof projectiondata followed by backprojection
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alongtheprojectionrays.Attemptshavebeenmadeto extendthismethodto conebeam
projectiondata.The resultis a 3D-imagevolumewith varying imagequalityfrom a
perfectreconstructionof thecentralsliceto heavyartifactsin thepartsilluminatedat
largecone-angles.One reasonfor the bad imagequality is ratherfundamental.A
conebeamsourcemovingcircularlyaroundtheobjectcannotgivesufficientprojection
datafor a perfectreconstruction.This is theproblemof missingdata.The projection
datacanbe madecompletein variousways, for instance,by addinga verticalline
movementatsourceatrightangleto thecircularpath.The exactmathematicalsolution
to thereconstructionproblemof conebeamprojectiondatawas given in (Kudo and
Saito1990,Grangeat1991).
2.2.SPECT
ConventionalCT imagestheattenuationof X- raysin anobjectslice.EmissionCT,
ontheotherhand,imagesthedistributionof aradioactiveisotopeinsideanobjectslice.
Onetechniqueis called SPECT (Single Photon Emission ComputedTomography),
whereonesingle gammaphotonis emittedfor eachnuclearevent.SPECT is well
describedin theliterature,seeforexample(Kok andSlaney1987)
Thedataacquisitionstartsby depositingisotopesin the patient.The isotopesare
injectedor inhaled in the form of radio- pharmaceutical.After some time these
substancestendto aggregateanddepositthemselvesin specificorgansandtissues.The
concentrationof the isotopecan thenbe imagedby measuringthe gammaphotons
originatingfromradioactivedecayof theisotope.
As theconcentrationof the isotopechangeswith timenot only dueto radioactive
decay,butalsobecauseof flow andbiochemicalkineticswithin thebody, functional
propertiesof thehumanbody can alsobe measured.However, its importanthatthe
timeconstantof thesehumanfunctionsis largeenoughto measurea sufficientnumber
ofgammaphotonsforcomputationof one3D image.
Thegeometryof SPECT is shownin Figure 2.7. The radioactiveisotopeshave
migratedandaccumulatedin a specificareain thepatient.Gammaphotonsareemitted
fromtheisotopesandarethendetectedby they- camera.In thescintillatorcrystalthe
gammaphotonsareconvertedto light photons,which aredetectedandmagnifiedby
photomultipliers.In frontof they- camerais a collimatorconsistingof manyparallel
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tubesof lead.The leadtubesrestrictstheflightpathsof themeasuredphotonsso thata
parallelprojectionof thepatientis producedfor eachpositionof thecameraasit moves
inacirclearoundthepatient.In principle,fromthese2D projections,thereconstruction
canbe done in the sameway as for X- ray CT where object cross- section is
reconstructedfromsetsof lineintegrals,i. e. 1Dprojections.Sincethey- camerais two
dimensional,as shownin Figure 2.7, it is possibleto achievea whole 3D volumeof
imagedataafterreconstruction.
The y-camera
from the side photo-
multipliers
scintillator
crystal
collimator
patient
isotope area
emittinggamma
photons
The y-camera
fromabove
photo-
• multipliers
I I .
, I
, ..
Figure2.7SPECT geometry.(a) Cutting through they- cameraand the patient. (b) The y- camera
fromabove.
Thereare severaldifficulties with SPECT. One is the unwantedattenuationof
photonsas theytravelfrom the isotopesourcetowardsthedetector.The attenuation
dependsbothuponthephotonenergyandthenatureof thetissue.In Figure2.8,photons
originatingfrom an isotopesourceat g2are furtheraway from the detectorthengJ
photons,andwould thereforebe moreattenuated.To compensatefor theattenuation,
thereconstructionformulacould be modified.However,this modificationis neither
straightforwardnorsimpleandthecompensationis notperfect.
Anothersourceof error is also shownin Figure 2.8. Photonsoriginatingfrom a
sourcebetweentwo nonparallelines lo and l3 , butoutsidetheareabetweenl, and l2
mayalsodetectedby thedetector.Seenasprobe,thecollimatorlosesits sharpnesswith
distance.Thereforetheresolutionbecomeslower for pointslying far away from the
detector.
Typically,the Imagesobtainedwith SPECT havethe 64 or 128.The ratherlow
imagequalityin comparisonwith X- ray CT images(seefor exampleFigure2.12) is
duetoa lowernumberof detectedphotonsperpixel.Unfortunately,for safetyreasons
- m_~_
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thedosageof theradioactiveisotopecannotbe increased.A certainincreasein signal-
to-noiseratio(SNR) si obtainedbyusingtwoor threecamerasatthesametime.e--detector
W&¥M¥ • crystal
collimator
three
photon
sources:
g1
g
g
cross-section
of the patient
isotope area
emitting
gamma
photons
Figure2.8Sourceartifactsin SPECT
If CT is filtered verSlOn of transversaltomography,by the same token
ectomographycan be called the filteredversion of circular classicaltomography.
Ectomographyis a newtechniquewhich is on thevergeof beingintroducedclinically.
It ispreferablymeantformeasurementsin thesameareaasSPECT, i.e.measurementof
y- radiationfrom an isotopeinside thebody. Figure 2.9 shows the geometryof an
ectomographyscanner.Integralsof theslantedlinesthroughthebodyarerecordedby a
rotatingdevice.For the reconstructionsimilar methodsas in CT are used.Exact
reconstructionis not possiblebecauseof missing data.Even so, thereare certain
situationswhenthiscanbetoleratedandwheretheectomograohymaybemoresuitable
thantraditionalSPEeT.
Figure2.9Geometryof ectomography.
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2.3.PET
PET or PositronEmissionComputedTomographyis anothertypeemissionCT. A
PET imageshowstheconcentrationof positronemittingisotopesinsidea cross-section
ofthehumanbody.As in SPECT, a radioactiveisotopeis distributedto thepatient,but
thisisotopeemitspositronsratherthangammaphotons.
Theprincipleof PET is shownin Figure2.10.A positroncanexistin natureforjust a
shortimeinterval.It verysooninteractswith anelectron,whichresultsin annihilation
of theirmasseswhile two photonsare created,eachof themhaving an energyof
SilkeV andtravellingin exactoppositedirections.Notethatthemassm of anelectron
orpositronis 9.1091*10-31 kg anddueto
E =mcl =8.19*10-14Ws =511keV
thisisequivalenttothewavelength
. h -'1
It =- =8.09*10 - m
E
(2.1)
(2.2)
An emittedpositronis detectedby timecoincidesof two photonsarrivingat two
diametricallyoppositedetectorelements.Evidently,the time window mustbe very
narrow(usually10-25ns)andthenumberof emissioneventsmustbekeptratherlow to
avoidfalsematches.When a matchis confirmed,we know thatthepositron-emitting
isotopewas on the line (or strip) betweenthe two reactingdetectors.APET device
containsa lot of detectors,wheremanycoincidencelinesarepossibleatthesametime.
InFigure2.10,for example,a ring of detectorsurroundingthebodyis indicated.The
recordingeventsconstituteline integralsof theisotopeconcentrationwithin thebody.
Hence,in principle,thereconstructioncanthenbedonein samewaysasfor X-ray CT
wherean object cross- section is reconstructedfrom sets of line integrals,i. e.
projections.
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There are two clear advantagesof PET comparedto SPECT. One is that no
collimatorsareneeded.Collimationis doneby natureitself andthe timewindowing.
Consequently,thephotonefficiencyis higher.The otheradvantageis easyattenuation
compensation,seeFigure 2.10.From thesourceS (an annihilatedpositron-electron
pair)twogammaphot()l1sgl andgz areemittedandtravellingtowardsthedetectorsD1
andD2respectively.Thedistancethatgl travelin thebodyis Xo- XI andthedistancethat
g2travelin the body is Xr Xo. The photonsgl and g2 are then attenuatedwith the
probabilityfunctions
x
cross-
section of
the patient
isotope area
emitting
positrons
coincidence
testing
circuit
Figure2.10The principle of the PET.
exp[- rj.1(x)dX] and exp[- [j.1(X)dx] , respectively,
wherefJ(x) is theattenuationcoefficientalongtheactualpath in thebody.The total
attenuationj.1/o/ is independentof thesourcepositionXo alongtheactualpathsince
J.1tot =exp[- rj.1(x)dxJexp[ [j.1(x)dx ]
=exp[- rj.1(x)dx - [j.1(X)dX] =exp[- rj.1(x)dX]
(2.3)
Theattenuationfactorfor everyline throughthebodycanthenbe estimatedandput
intothereconstructionformula.An elegantandexactway to estimatetheattenuation
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factorsis by meansof a so-calledtransmissionstudy,whichis madewithan initialstep
in thePET examination.During this calibrationevent511 keV gammaphotonsare
generatednotby annihilatedpositronsbutby acontrollablea gammaray-source.
Typically,theresolutionof the imagesobtainedwith PET arethesameas for the
SPECT, i.e. 64, 128, or mavhe256A disadvantagewith PET is high cost. An
examinationwith PET requiresisotopes,which usually have to be producedby a
cyclotron.The totalsystemwithbothPET-camera andcyclotronis considerablymore
expensivethenaSPECT scanner.
TheLinogramMethod(LM) andotherDirectFourierMethods(DFM) mayreplace
theFilteredBackprojectionMethod(FBM) in SPECT andPET aswell asin X- rayC1.
However,theLM andotherDFM havetheirgreatestcomputationadvantageoverthe
FBM forlargeimagesizes,sincetheircomplexityis O(N2ZogN)comparedto theO(N3)_
complexityforFBM.
2.4.MRI
Theimagesproducedby MRI (MagneticResonanceImaging)aresimilar to those
producedbyCT in thesensethattheyrepresentcross-sectionsof thehumanbody.Here
wewill give a simplifieddescriptionof MRI in termof classicalphysicsas well
simplifiedescriptionof tworeconstructionmethods.
MRI is basedon thefactthatanyatomwith anoddnumberof nucleons(protonsor
neutrons)hasa magneticmoment,which is dueto thespin of thenucleus.When the
atomis placedin a strongmagneticfield, themagneticmomentof thenucleustendsto
lineupwiththefield.The magneticmomentcanthenbeperturbedby anotherotating
magneticfield.This causesthemagneticfield toprecess.After theperturbation,during
thereturnto equilibriumstatea radio frequencysignalis emitted.This signalcanbe
measuredand reconstructionmethodscan be appliedto computean imageof the
precessingucleidensitydistributioninsidetheobject.
Thetotallydominatingmeasuredelementis thehydrogennucleus,consistingof one
singleproton.Hydrogenis the abundantin the humanbody, in water, fat, and all
organicsubstances.Thus simplistically,MRI normallymeasuresthehydrogendensity
inthehumanbody.
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The magnetIcmomentIS associatedwith an angularmomentum.The magnetic
moment111[.-:111/2] andtheangularmomentumZ(Nms]arerelatedas
m=yL (2.4)
wherey[AmJNs] is the gyro- magneticratio, a propertyof the material.When the
magneticmomentis placedin a strongmagneticfield Eo it tendsto line up with the
field.In classicalphysics,it is well known thata staticmagneticfield Eo actsan
angularmomentumwith a torque.The torqueinfluencestheangularmomentum(and
thereforealsothemagneticmoment)toprocesslike a gyroscopearoundthedirectionof
thestaticmagneticfield.
It canbeshownthattheprecessingfrequency,calledtheLarmorfrequency,is
(2.5)
whereWo [rad/s]is theangularfrequency,y [Am/Ns] is thegyro-magneticratio,andEo
[N1Am]= [Vs/m2] is thestaticmagneticfield.
In realitythetopic is morecomplicatedthanwe haveindicatedhere.Among other
things,we know from quantummechanicsthattheangularmomentumof any system
canonlytakecertaindiscretevalues.Here we havenot takenthediscretenessunder
consideration.Fortunately,theclassicaltheorywill givethesameresultasthequantum
mechanicapproachif small partialvolumeelementsconsistingof severalnuclei are
regardedinsteadof individualnuclei.
Thehydrogennucleicanbe excitedby a rotatingmagneticfield generatedby coils
aroundtheobject.The frequencyof this rotatingfield mustbe equalto the Larmor
frequencyWo to obtainresonance,otherwisethe excitationwill be negligible.In our
classicalmodeltheexcitationcausestheprecessionangle8 to increaseaccordingto
B= '/B tf' I P
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(2.6)
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where(p is thedurationof therotatingmagneticfieldpulse.Commonvaluesof Bo are
0.1- 21. This gives resonancefrequenciesWo in the radio frequencyrangeof 3- 60
MHz.Theexcitationsignalis oftencalled"theradiofrequencysignal"becauseof this
frequencyrange.
If thestaticstrongmagneticfield (Bo) lies in the Z- directionand the rotating
magneticfield (BI) liesin thexy-plane,thetotalvectorB is givenby
(2.7)
whereX, y, andz are unitvectors.
Afterthetime tp theexcitationfield BI is turnedoff. The precessionof thenuclei
thenundergoesFID (free inductiondecay)as theyreturnto their equilibriumstate.
Duringthis processan electromagneticsignal at the Larmor frequencyWO=y Bo is
emitted.This signalcanbedetectedby thesamecoilsthatearlierproducedtherotating
magneticfield.Thesignalis proportionaltothehydrogen ucleidensityof thematerial.
A hydrogen ucleusreturnsto its equilibriumstatewith thetimeconstantT I known
as the longitudinalor spin- lattice relaxationtime. The transverseor spin- spin
relaxationtime,T2 determinesthetimefor theindividualmagneticmomentsto come
outof phase.Therearealsoa third,morepracticalparameterT2' which includesT2 as
well as local inhomogeneitiesof the static magneticfield. Because of physical
constraintshefollowingrelationshipalwaysholds
(2.8)
TheFill signalis attenuatedbothaccordingto theT1 andT2' timeconstantsSome
typicalvaluesfor T I andT2' are0.5sand50 ms,respectively.Exceptfor imagingthe
nucleidensity,imagingof thetimeconstantsT I andT2' canprovideusefulimagessince
therelationT I /T2' differsgreatlybetweenvarioustissuesof thehumanbody.
MRI ispresentlyundergoinga verylively development.2D imagesaswell aswhole
3D volumeswithhigherresolutionandmoresamplepointsareproduced.Othernuclei
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thanthehydrogenareaof greatinterestfor the cliniciansand are beginningto be
exploited.Not only theanatomy,but alsothedynamicphysiologyof thehumanbody
canbevisualisedby fast3D- imaging.Variousnewcontrastfluids usedtogetherwith
MRl giveimageswithnewinformation.
In Figure2.11,Figure2.12,anMRI imagedataanda CT- imageis shownto topto
down,respectively.The CT imageis a horizontalsliceof thehumanhead,which is the
onlypracticallyviableorientationfor CT cross-sections.The MRl techniqueis more
flexiblewith regardto orientationand to producetheverticalslices in Figure 2.11,
Figure2.12is no problemwhatsoever.MRl andCT imagesshowdifferentthings.MRl
shows(mainly)hydrogennucleusdensity,whileCT showsmatterdensity.Bonematter,
forexample,givesa largesignalin CT. In Figure2.12,thewhitematerialis theskull. In
MRl, on theotherhand,bonegivesno signal.Consequently,theskull formsa black
areabetweenthegreyskinandthegreybrainin Figure2.11.
Figure2.11Cross- sectionalimagesof the humanhead,MRI
Figure2.12Cross-sectionalimagesof thehumanhead,CT
2.5.UltrasoundImaeine
Medicalultrasoundhasbecomean importantand widely acceptedmeansfro the
noninvasiveimagingof thehumanbody.Studiesin thewide rangeof clinical settings
haveshownit to be accurateand versatile techniqueyielding cross- sectional
tomographicmages,with little risk or discomfortand with reasonableresolution.
Perhapsthemostimportantfeaturesof thismodalityare,first,itsabilitytoproducereal-
timeimagesof movingstructuresand,second,its low cost.The first is essentialfor
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cardiacand fetal applications;the secondimperativefor the efficaciouspracticeof
medicine.
All diagnosticultrasoundunitsnow in routineclinicalservicearebasedon a simple
pulse-echo techniquein which the backscatteredsignal from an interrogating
ultrasoundpulseis detectedasafunctionof timeby thesametransducerthatservedasa
source.By moving transducerover a body region or by using an array of such
transducers,a cross-sectionalimage(actuallya mappingof echo intensities)can be
formed.All currentultrasound-imagingsystemsare based on envelopedetection
methodsand thereforeonly capableof displayingecho amplitude(i.e., intensity)
information.Althoughpresentultrasoundsystemshavebeenclinicallyquitesuccessful,
they.actuallyutilize only a small portion of the informationavailablein the echo
waveform.For example,phaseinformationis recordedby the transducer,which is a
phase-sensitivedevicebut is notutilizedin presentdisplayor measurementschemes.
Otherparametersuchas the spectralcharacteristicsof the echo waveformarealso
easilyobtainedbutarenotutilized.
In manyways,ultrasoundhasbeenthepoor stepchildof medicalimaging:despite
technologicalenhancementandimageimprovement,today'sultrasoundsystemshave
essentiallythesameblockdiagramasthosefromthebeginningsof themodalityover40
years.Thereareat leastthreereasonswhy ultrasoundhas remainedin its "classical"
imagingstageandhasnotyetto utilize,at leaston a clinicalbasis,thereconstruction
formalismso mucha partof contemopraryimagingandtheunifyingvolumefor this
volume.First, andperhapsthemostsurprising,is thefactthatdataratesin ultrasound
arehigherthan even presentcomputertechnologycan handle. Since ultrasound
propagatesthroughtissue fairly slowly each image containsa large number of
interactions.Retainingboth thephaseand amplitudeinformationassociatedwith the
echowaveform,thedatabaseassociatedwitha singleultrasonogramcancontainseveral
megabytesof information.To recordin real timeandto processin nearreal time,a
sequenceof suchdatasetsposessignificantcomputationaldemands.
A secondreasonultrasoundhasremainedat theclassicalimagingstagehas to de
withthefactthattheinteractionbetweensoundandtissueis anexceedinglycomplex
process.Major factorsthatdescribethepropagationof ultrasoundin tissueincludethe
density,elasticity,soundvelocity,specificacousticalimpedance,absorption,scattering,
andtheparameterof nonlinearity.In generaltheseparametersare frequencyand
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temperaturedependentand,arealsoa functionof tissuetypeandpathologicalstate.In
manycasesrathersubtlechangesin pathologycan significantlyalterthepropagation
process.By contrastthepropagationof X- rays in tissueis quitesimple,determined
largelyby thedensityof thematerial.Thus, in principle,an immenseof information
couldbeextractedfromananalysisof theinteractionof soundwith tissue.Theproblem
issortingoutwhatis in effectanoverloadof complexinformationin arealisticmanner.
Finallya thirdreasonultrasonicimaginghasnotdevelopedfurthersi relatedto our
lackof knowledgeof fundamentalinteractiveprocesses.Althoughour knowledgeof
ultrasoundphysics and of the interactionof ultrasoundwith tissue has certainly
increasedrecently,our knowledgeis still far fromcomplete.Clearly, it is difficult to
engineeramedicalimagingsystemwithoutallof thebasicphysicsfirstin place.
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CHAPTER 3
COMPUTER ASSISTED CRANIOFACIAL SURGERY
3.1.CraniofacialSureerv
Craniofacialsurgeryinvolvespermanentlyor temporarilyremovingpartof the
craniofacialandskull bonesto accessdeeperregionsconsistsof operationson thesoft
tissuesandbonesin theheadandface.Theseoperationsaredoneprimarilyonchildren
bornwithabnormalshapesof theheadandface.Sometimessuchsurgeryis donein-
patientsufferingwith tumors,injuriesor otherdisorders.Reconstructivesurgeryis not
appliedto childrenwith birthdeformities,butusedto removetumors,bothbenignand
malignant,that would otherwisenot be accessible.These tumorsusually begin in
sinuses,nosethroat,eyesockets,or earsandgrowtowardthebrain.A teamof doctors
composedof head& necksurgeon,neurosurgeon,neuro-otologist,andreconstruction
surgeonsharetheirexpertisetofacilitatethesurgeryandreconstruction.
Successfulexecutionof a surgicaloperationnecessitatesknowledgeof therelevant
anatomy,physiology,pathology,andwoundhealing,aswell as thetechnicalspecifics
of theintervention.Historically,this knowledgehas beenacquiredthroughreading,
didacticteaching,dissectionroom practicum,intraoperativeobservation,personal
operativexperience,andanimalexperimentation.Commonproblemswith minimally
alteredanatomylendthemselveswell to thiseducationalprocess.Rareconditionswith
markedlyaberrantanatomyare more problematic,craniofacialanomaliesare such
conditions.
3.2.Sur~icalSimulation
Just like flight simulatorsare essentialtoday in the educationof aircraftpilots,
surgerysimulatorsareexpectedto havean importantimpacton educationof surgeons
inthefuture(Satava1990).
Currentlytrainingof surgeonsis eitherperformedusinganimals,cadavers,or actual
humanpatients.But it is expectedthatthesetrainingmethodswill be restrictedin the
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future.Animal protectiongroupsarepressuringthemedicalindustryto restricttheuse
of animalsfor experiments,cadaversaregenerallyproblematic,and theuseof direct
training(undersupervision)onhumanpatientswill probablyincreasinglybe limitedby
insuranceproblemsand patientscepticism(Nielsen1997).In addition,the facilities
neces""ryfor trainingonanimalsarequiteexpensive.
Virtualrealitytechniquesare,therefore,beingdevelopedto replaceexperimentation
onliveobjectswith simulatedenvironments.In particular,thefieldsof craniofacialand
minimallyinvasive surgeryhave seen the developmentof some initial surgery
simulators.
3.3.SomeExamplesof Craniofacial Deformities
Themostcommonreasonfor doingcraniofacialsurgeryis to correctabnormalhead
andfaceshapes,whichcertainchildrenarebornwithor developafterbirth.This is due
tocraniosynostosis.
In thisdisorder,a childpresentswith a characteristicdeformityof thehead,or head
andface.It is typicallyanintrauterine(insidethewomb)event.This is probablydueto
amisdirectedmessagefrom a gene.It is not dueto a defectin parents.Sometimes,
postnatal(afterbirth)synostosiscanoccuraswell. Therearerarecaseswherethis is
dueto inbornerrors of metabolismwherethe body chemicalsaffect bone growth
abnormally.
: "\ .
. .I
Figure3.1
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In babies,theskull boneis notonelargevaultaswe seein adults.Rather,thereare
numerousbones(Figure 3.1).The placeswherethesebonescometogetherarecalled
"sutures."Any or all of the cranial suturescan close prematurely.This is called
craniosynostosisor just synostosis.It is accompaniedby abnormalitiesof the facial
skeleton.Therearerarecaseswhereotherpartsof thebody,particularlythelimbs,are
affected,in addition.
In thepast,thesepatientsweresociallyostracizedandonly reluctantlybroughtfor
treatment.Accordingly, such individuals led reclusivelives, with little ability to
functionormallyin society.
In Figure 3.2, the most commontype of synostosisis shown. This is sagittal
synostosis,wherethesuturealongthetopof theheadclosesprematurely.It producesan
abnormallyshapedheadtermedscaphocephaly.
Figure3.2
In Figure 3.3, the secondmostcommondisorderis shown.This occurswith one
coronalsuturefused(thesuturethatgoesfrom left to right,just behindthehairline).
Thedisorderis calledplagiocephaly.
Figure3.3
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In Figure 3.4, trigonencephalyis shown.Here,thechild is bornwith fusionof the
suturedownthemiddleof theforehead.
Figure3.4
Fusionof one suturecanbe associatedwith mentalretardation.Usually it is not,
however.Operationsin thesecasesaredonefor cosmetic(appearance)purposes.When
twoor moresuturesare involved,thereis a definitedangerof mentalretardation.
Surgeryis recommendedin thefirst few monthsof life. Sometimestherecanalsobea
conditioncalledhydrocephalus.In this instance,extrafluid accumulateswithin the
brain.This is due to an abnormalityregardingcirculationof this fluid and can be
associatedwithmentalretardation.
Generallyspeaking,craniosynostosisis seenin oneoutof 2,000births.Deforming
tumorsandtraumaare also quitecommon.In somecases,removalof a tumorwill
changetheshapeof theheadandface.This requiresboneandsofttissuereconstruction.
Inotherinstances,thesameprocesscan occurdueto a traumaticeventor injury. In
craniosynostosis,skull growthis inhibitedalongthe line of the fusedsuture.Growth
occursparalleltothesuture.The purposeof surgeryis to openfusedsutures.Whenthe
faceis involved,theskull basebehindtheeyesandnosehaveto bemovedforward,as
well.
3.4.CraniofacialSureical Simulationand Plannine
Craniofacialsurgeryis usedto changethebonestructureof a patient'sface.The
purposeof thiskindof surgeryis to enhancetheappearancepatientor to restorenormal
function,whenabnormalbonegrowthhas resultedin restrictionof body functionor
development.
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In recentyearspromisingwork hasbeendonetodevelopsimulationsoftware,which
canmodelthesoft tissuechanges,thataretheresultof changesin theunderlyingbone
structureof the patient.The simulatorsdeveloped,are not realistic models of the
surgerysimulation,butrathersoftwaretoolsfor modellingandplanningsurgery.
Duringsurgery,partsof thecraniofacialbonesareseparatedfromtheremainder,and
rearrangedlike building blocks,by the surgeon.Naturally,extensiveplanningtakes
placetodeterminethebestprocedure.
This planningis usually performedusmg X- ray cephalometrictechniquesand
reconstructedCT images.Somecraniofacialteamsareusingsolid modellingsoftware,
butmostusemanualad-hocmethodsduringtheplanningphase.
Treatmentplanningfor complexcraniofacialoperationswas initially basedupon
maxillofacialtraumaexperience,studyof museumskullswith anomalies,conventional
andpolytomographicradiography,andlargepatientvolumefor a few surgeons.The
developmentof computerassistedmedicalimaging,CT and MR, has madespecific
detailedcraniofacialanatomyof affectedindividualsin vivo. Postprocessingof digital
dataacquiredby CT or MR scanning(or both) into threedimensionalsurfaceor
volumetricreformattedimagesor life sizedmodelshasmadequantitativepreoperative
surgicalplanningpossible.An accuratesurgical"blueprint"canbegeneratedfromsuch
imagesormodels.Suchblueprintsareroutinelyusedin manycraniofacialcenters(La
etal. 1994).
Actualizationof theblueprintprior to patient'soperationis the objectiveof surgical
simulation.Computergraphicsworkstationsprovide the platform for preoperative
simulationby testingtheblueprinton thedigitalimagedatabaseratherthanthepatient.
Theoutcomeof thealternativeprocedurescanbepredicted,allowingselectionof the
onethatseemsto providethebestsolutionfor thegivenpatient.At timestheselected
procedurewill bestandard,andtimesit will benovel(Loetal. 1994).
3.4.1.TheBasisfor Sur~icalSimulation
Preoperativeplanningfor craniofacialsurgerymustencompassbothfunctionaland
aestheticconsiderations.Becausemanycraniofacialoperationsareperformedon infants
andchildren,growthmustbeconsideredaswell. The craniofacialoperationshouldnot
onlycorrecthedysmorphologyat handbut alsosetthefoundationfor normalfuture
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growthif possible.Ideally then,computer-assistedsurgicalsimulationshouldinclude
manipulationof bothhardandsoft tissues,predictionof theacutehard-andsoft tissue
outcomes,andpredictionof surgicalandgrowth-inducedalterationsof sizeandshape
overtime.Currently,theskull canbe easilymanipulatedelectronicallyandsatisfactory
accuracyis achieved.Althclllgh acute bone outcomeprediction is quantitatively
successful,soft tissuepredictionis not.Long-termskeletalandsoft tissuechangesare
notwellsimulated.Soft tissueoutcomepredictionandlong-termtemporalchangesfor
alltissuesremainthefocusof currentresearches.
Comprehensivedocumentationof aberrantanatomyand function, through a
multidisciplinarycraniofacialteam,precedessurgicalsimulation(Marsh andVannier
1985).The surgical plan attempts,ideally, to normalize shape, symmetry,and
dimensionsof hardandsofttissues.Implementationof thesurgicalplanuponthedigital
database,ratherthanthepatient,is surgicalsimulation(Lo etal. 1994).
Surgicalsimulationas a process,consistsof threephases:development,validation
andutilization(Figures3.5 to 3.7).The developmentalphasebeganin themid 1980s
andcanbe expectedto continueas new simulationtechnologybecomesavailable.
Duringdevelopment,hereis minimalinteractionbetweentheclinicalenvironmentand
theimaginglaboratory.Duringvalidation,surgicalplansaresimulatedfor patientswho
havealreadyundergonetheoperationbeingsimulated.Thesurgeonprovidestheimager
withexpertguidance,if theimagerandthesurgeonarenot thesameperson,to fine-
tunesimulationuntil it coincides with the actualoutcome.Although laboratory
simulation-for example,phantomor cadavers-is importantfor verification of
quantitativealidity(Hildeboltet al. 1990),in vivo verificationmustprecedeclinical
use.In vivoverificationconsistsof applicationof thesameoperativeblueprintto both
digitaldatabaseand thepatient(thepatientis operatedupon following "traditional"
computerassistedandothertypesof preoperativeplanning).Quantitativecomparisonis
madebetweenthesimulationandtheactualpreoperativeresult.In theearlyphaseof
validation,discrepanciesbetweenthe simulatedand actualoperativeresult lead to
modificationsof the simulationprocess.Once the simulationhas beenrefined,the
predictedandactualresultwill coincide.Whenthiscongruencyoccursconsistently,the
simulationprocesshasbeenvalidatedandcanbe usedprospectivelyas thedefinitive
testofandguidancefor thesurgicalplan.
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Figure3.5The developmentphaseof surgical simulation consistsof preoperativeCT scan images
with the conventionally derived preoperative plan. Familiarity with the congruencies and
divergencesbetweenthetwo educatestheplanner(Lo et al. 1994).
Surgicalsimulationhas been performedin two environments:digital graphics
workstationsand solid life- sized facsimiles.Although each environmentshas its
proponents,bothenvironmentswill likelyto continuetobeusedfor sometimeowingto
uniquecapabilitiesof each.Digital graphicsworkstationsallowthesimulatorunlimited
interrogationf thedatabase.Multiple simulationoperationscanbe performedon the
samedatabasewithoutdegradationordestructionof thatdatabase.Themajorcostis the
simulator'stime. In addition,the workstationallows combinationsof hard and soft
tissuesand can accommodatedifferential deformationsof soft tissues following
simulatedsurgery.The digitaldataformatfacilitatesquantitativeanalysisof simulation
andoutcome.Facsimilemodelsareintuitivelymorenaturaltopracticingsurgeons,who
oftenpreferto handleobjectsin simulation-for example,orthognathicmodelsurgery,
because.they more closely resemblethe real intraoperative xperience.Structural
conflictmightbemoreeasilydiscernedin solidmodelsimulationthanin electronic
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Figure3.6 The validation phase of surgical simulation occurs after the operation has been
performed.Archived preoperativeCT digital dataare reformattedfor simulation of the operation.
Thesimulatedoutcomeis comparedqualitativelyand quantitativelywith the actual outcomeof the
operationusing archived preoperative CT data. The simulation is modified to maximize
congruencebetweenthesimulationand theactualoutcomes(Lo etal. 1994).
simulation.Rigid internalfixationplatescanbe prebent,or platesandotherimplants
canbe uniquely fabricatedprior to the operationusing solid models, thereby
maximizingfit andminimizingintraoperativetime.Destructivemanipulationof models
necessitatesproductionof a new replicafor eachuniquetrial. The time and cost of
modelfabricationremainsa limitation.Finally, modelsdo notreadilylendthemselves
tothequantitativecomparisonsnecessaryfor simulationverification.
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3.5.Previous\Vork
Withoutgoingintospecifictechnicaldetailsthissectionreviewstheimportantwork
oncraniofacialsurgerysimulation.
Earlywork usingsolid modellingtechnioll~shavebeenreportedby (Yasudaet al.
1990),(Satohetal. 1992),(CaponettiandFanelli 1993),(Lo etal. 1994)and(Delingette
etal. 1994).Delingetteet al. Used 2- simplexsurfacemeshes(Delingette1994)to
representthesurfaceof skull,andalsoreportedonsomepreliminaryexperimentsusing
3-simplexmeshesasmodelsof soft tissuebetweenthe2- simplexmeshesof theskull
andskin.
In his Ph.D. thesisPieper(Pierper1992,Pieperet al. 1992)presentedwork on a
completesystemfor simulatingplasticsurgery.His systemuseda volumetriclinear
elasticfiniteelementmodelfor theskin, andshowedvalidationresultscomparingreal
plasticsurgeryresultstopredictionsobtainedusingthesystem.
Interestingwork hasbeenreportedby WatersandTerzopouloson facial animation
(Waters1987,WatersandTerzopoulos1991,Terzopoulosand Waters1991,Waters
1992,TerzopoulosandWaters1993,Lee et al. 1993,Lee et al. 1995)in which they
creatednon-linearmass-springmodelsof the facialsoft tissues.By addingmuscles,
andmodellingthemuscleactivityfor generalhumanexpressions,theydevelopedthe
abilitytoanimatehumanexpressions.
Keeveetal. (Keeveetal. 1995a,Keeveetal. 1995b,Keeveetal. 1996a)havebeen
stronglyinfluencedby this work. They developeda similar systemin which they
createdindividualizedmodelsfromCT scansandaddedtheabilityto performsurgical
procedureson the bone structuresusing interactivecomputergraphics.By moving
separatedbone pieces and modelling the correspondingsoft tissue deformation,
obtainedanestimateof the resultingfacial changesfor the particularsurgery.Some
validationresultshavebeenreported.
In (Keeveeta1.1995a,Keeveetal. 1995b,Keeveetal. 1996a)Keeveetal.Usedthe
mass-springmodels originally proposedby Waters and Terzopouloswith slight
modifications.In laterwork (Keeveet al. 1996b,Keeve t al. 1996c)theyhaveused
finite lementmodelsof thesofttissue.
A similarsystemfor modellingfacialexpressionsaroundthemouthhasalsobeen
developedby (Tanakaetal. 1995).
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(Koch et al. 1996)haveusedcommerciallyavailabletools to built a craniofacial
simulationsystem.In this systemsoft tissuechangesaremodelledusing a 2D finite
elementsurfacemodelof the skin. The skin model is connectedto the skull using
springswithspringconstantsdependingonthesofttissuetypetheyspan.Thesofttissue
typeis determinedautomaticallyby classificationof theCT scan,which providesthe
3D modelof thepatient.
Sinceonly a surfacemodelof thesoft tissueis used,thework Keeve et al. Seems
moreconvincing,althoughthecalculationof thespringconstantsbasedon thegray
levelvaluesof theCT scan,is aninterestingnewidea.Unfortunately,it is questionable
whethersufficient informationcan be gatheredfrom CT scans which normally
optimizedforbonevisualization(Nielsen1997).
In (Nielsen1995,NielsenandCotin 1995)somepreliminarywork on craniofacial
surgerysimulationwasreportedbyNielsen.Using a volumetricelasticmodelproposed
earlierby(TerzopoulosandFleischer1988)thedeformationof thefaceof anindividual
wasmodelledforhorizontalmovementof thejaw.
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Figure 3.1 The utilization phaseof surgical simulation usespreoperativesimulation to test alternativeproceduresand to selectthe procedure to be executed.
Comparativeoutcomeanalysis continuesasa meansof quality control.
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CHAPTER 4
THE BASICS OF RECONSTRUCTION METHODS
4.1.ReconstructionPrinciples
In CT therearetwodifferentproblems.Oneis theacquisitionof theprojectiondata
fromtheobjectsliceusingvariousdevicessuchasX- raytubesanddetectorarrays.The
otheris thereconstructionof theimagefromtheprojectiondata.
Theimageor theobjectfunctionf(x,y) to be reconstructed,is thedistributionof X-
rayattenuationvaluesinsidea sliceof theobject.Ideally,anX- raytraversingtheslice
alongtheline L with the original intensity10emergesattenuatedto the intensityI
accordingto
- r j(x.y)dl
1= fo.e ·L (4.1)
BytakingthenaturalalgorithmonbothsideswecanexpressthelineintegralalongL
as
i 10f(x,y) =In] (4.2)
In practicetherearemanyimportantdeviationsfromtheidealsituationin (EqA.2)
andthesedeviationscauseimperfectionsin thereconstructedimages.
If werepresentthelineL by (r,B), wherer is thedistancefromtheoriginand8 is the
anglebetweenits normalandpositivex- axis, thenwe can expressall line integrals
(Eq.1.2)asp(r,B). In practicetheCT scanneronlysuppliesuswithsamplesofp(r,(}).If
8 lS fixed.8=8j, thenp(r,B J representsaparallelprojectionoff(x,y)with theangle8j as
showninFigure4.1
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Thegeneralproblemcanthenbe formulatedasfollows.Using a procedure91,a set
ofprojectionsp(r, B)areobtainedfromtheobjectfunctionf(x,y)i.e.
p(r,B) = [91fKr,B) (4.3)
r
I>
X
Figure4.1An objectslicef(;t",y)and oneof its projections
Givenp(r,(J), how canwe obtainf(x,y)?Obviouslyweneedis theinverse91-1 of 91.
Reconstructionis a problem of inversion.The procedure91-1 should be applied
accordingto
(4.4)
All reconstructionmethodsandalgorithmsareimplementationsof 91-1 . Theycanbe
dividedintwomaingroups,transformalgorithmsandalgebraicalgorithms.
Thetransform methodssolve the inversionproblemby relying heavily on the
FourierSliceTheorem.Examplesof suchalgorithmsare theFilteredBackprojection
Method(FBM) andDirect FourierMethods(DFM). The LinogramMethodis alsoa
transformethod.Developmentsof thesealgorithmsare rootedin multidimensional
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signalprocessing.An excellentovervIewof transformmethodsIS gIVen III (Lewitt
1983).
Algebraicmethodsarealsocallediterativemethods.Thesolutionis obtainedfroma
firstverycrudeguessby changingit stepwiseuntil its projectionscomplywith the
originalprojections.The processmayrequireseveraliterations.Althoughconceptually
muchsimplerthan the transformmethods,this approachis normally much more
computationi tensive.
Therearemanysituationswherethe inputdataarefar from ideal.Someprojection
datamaybelackingor objectswithhigh densitymayabsorball X- ray energyandhide
behindlyingmatter.Suchthingsareratherdisruptivefor theimagequalityin transform
methodreconstruction,but often tractableby algebraicmethods.Facts known in
advance,suchasobjectsizeandnon-negativematterdensitymayalsobe includedin
algebraicmethodsto improveimagequality.Let us also remarkthat reconstruction
usinga priori knowledgeand!or incompletedataborderson the disciplineof image
restoration.
TheRadon transform is thoroughlydescribedin (Deans1983,Toft 1996).The
formulafortheRadontransformof the2D functionf(.'C,y)is
p(r,B) =[9tfKr,B) = [, [, f(x, y)5(xcos B +y sinB - r)dxdy (4.5)
wherethe x cosB +y sinB - r =0 definesa line throughf(x,y) and 8 is the Dirac
impulsesymbol.ThustheRadontransform[9tfKr, B) canbeinterpretedasthesetof all
lineintegralsof thefunctionf(.'C,y).
Theinversesolutionto the Radon transformwas describedby Johann Radon in
1917.In (Deans1983),theRadoninversionformulais presentedas
1 dp(r,B)
f(x,y) =[9t-1pkx,y) =_1 r[ Jr' dr. drdB2Jr ao xcosB +Y SIllB - r (4.6)
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This formula statesthat it is possibleto obtainoriginal functionI("y) if all its
projectionsp(r,B) areknown.A straightforwardigitalimplementationof (Eq. 4.6)will
encounterdifficultiessincethedenominatoris zeroforr=xcos(}+ysine..
4.2.Line Inteerals and Projections
A projectionis a set of line integrals.An exampleof physicalphenomenonthat
generatesalmostperfectline integralsis theattenuationof X- raysas theypropagate
throughbiologicaltissue.Figure4.1,showsaparallelprojection.Figure4.2alsoshows
aparallelprojection,butwithmoredetailedgeometryandcoordinatesystems.Clearly;
aparallelprojectionis asetof parallellineintegrals.
A parallelprojectionfor a special8=8j is denotedp(r, eJ. A setof projections,for all
anglese,is denotedp(r,B) andalsoknownastheRadontransformofl(x,y).
r
x
Figure4.2An objectf(x,y) and oneof its projectionsp(r,BJ.
The(r,s) coordinatesystemis a rotatedversionof the (x,y) coordinatesystemas
expressedby
[r] [case sinej[x]~ = - sine cos y
orsimilarly
IZMIR YUKSfK TtKNOlOJI ENSlllU ,.
.. ., ....
RfK10RLUSU
Kuruphane ve Dokiimontu.syon Doire Bs~
(4.7)
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[.:] =[c~s() - sin()][!.-Jy sm() cos() s
Thesetof projectionsp(r, ())in (Eq.4.3)canthenbeformulatedas
p(r,e) = [, f(r cos()- ssin(),r sin()+scos())ds
or
p(r,e) = [,fr(r,s)ds
wherej,(r,s)is arotatedversionoff(x,y).By usingthedeltafunctionweget
p(r,e) =[, [,f(x,y)5(xcos()+ ysin()-r)dxdy
(4.8)
(4.9)
(4.10)
(4.11)
Figure4.3Projection geometries.(a) The geometryfor parallel projections. (b) The geometryfor
fanbeamprojections.
Anothertypeof projectiongeometryis known as fanbeamprojection,seeFigure
4.3b.All modemcommercialCT - scannersusefanbeamprojectiongeometry.
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The termsinogram is often usedin this thesis.A sinogram is the collectionof
parallelprojectionsof theobject-disktakenatequidistantangles8, seeFigure4.4.The
domainof thesinogram,seenasa 2D-functionp(r, fJ), is - R ~r ~R,-tr / 2<B ~tr / 2.
Theprojectionis a map of the projectiondata, i.e. of the Radon transform.The
sinogramis cyclic in the8- coordinate.The termwasfirstusedby Edholm(Def.)andis
motivatedby thefactthata pointin theobjectgivesriseto a sinusoidin thesinogram,
seeFigure4.5.The samepointgivesrisetoacirclein theRadonspace.
r
Figure4.4Collection of projections0 fan objectdisk in a sinogram.
G) object,f(x,y)
(x,y)
Figure4.5A point in theobject disk givesrise to a sinusoidin thesinogram.
4.3.The Fourier SliceTheorem
An importantpropertyof theRadontransformis itscorrespondencewith theFourier
transform.A projectionof an objectis formedby combininga set of line integrals
throughthe object.The simplestprojection,a parallel projection [91fKr,B), is a
collectionfparallellineintegrals,thatis a setof "radonvaluesalonga linethroughthe
origin,asshownin Figure4.6a.
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Theorem: The FouriertransformP(R, BJ of a parallelprojectionp(r,BJ of animage
f(x,y) takenat angle Bi is foundin the two dimensionaltransformF(X,Y) on a line
subtendingtheangleeiwiththeX-axis.
ThetheoremstatesthattheFourier transformof p(r,Bi) givesthevaluesof F(X,Y)
alonglineAA in Figure4.6a.An intuitiv~understandingof theprojectionslicetheorem
maybegivenby thefollowing,seeFigure4.7.ConsiderthevaluesalongtheX- axisin
theFourierdomain,F(X,O).Herewe find thezerofrequenciesin they-directionfrom
f(x,y). Butthezerofrequenciesin they-directioncanalsobecalculatedby integratingin
thisdirectionalongprojectionrays orthogonalto thex- axis andthentakingthe ID
Fouriertransformin the x direction.And this is exactlywhat the projectionslice
theoremstatesfor a projectionwith the angle ej =0. For symmetryreasonsthis
explanationcanbeappliedto all linesthroughtheoriginF(X,Y) andtheprojectionslice
theoremshouldholdforall e.
Fouriertransform
x
f(x,y),
object
Spatial domain
Figure4.6The projection slicetheoremillustrated.
MathematicallytheFouriertransformofp(r, ())in r is givenby
P(R,(})= [,p(r,B)e-J2irRr dr
x
(4.12)
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or,wheninseningEq. 4.9
f(x,y).
object
r
=0
Figure4.7A specialcaseof theprojection slicetheorem.
P(R,(J) = [,[ [<Xl/(rcosB- ssinB,rsinB +scosB)ds }-J2;rRr dr
Wechangetothe(x,y)coordinatesystemusingr=xcosB+ysinB,x=rcosB- ssinB,
y=rsin()+scosB,andbyreplacingtheareadifferentialdrds withdxdy.Theresultis
(4.13)
P(R,(J) =[, [<Xl/(x,y)e-J2irR(XCOso+YSinO)d.xdy
or
(4.14)
(4.15)
Foranyfixedvalueof 8, therighthandsideof thisequationnow representsvalues
alonga linethroughtheorigin of thetwo dimensionalFourier transformF(X,Y) and
formingthe angle8 with the X- axis. The coordinatevalues along the line are
rx,Y)=R(cosB,sinB).ThuswecanrewriteEq. 4.15as
. .... f
IIMIR YUKStK HKNOLOJI L~)TlTUSUI
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p(R,e) =F(Rcose,Rsine)
whichprovestheFourierslicetheorem.
4.4.TheFiltered BackprojectionMethod
4.4.1.IntuitiveDescription
(4.16)
Todaythecommonmethodfor CT- reconstructionis theFiltered Backprojection
Method(FBM). The backprojectionitselfmeansthatprojectiondataaresmearedback
alongthelinesof theiroriginasshownin Figure4.8.
x
Figure4.8A filtered projection q(r,8i) is smeared out (backprojected) over the reconstruction
plane.
Projectionfollowedby backprojectionis anoperationwhichcausessomesortof low
passfilteringin theimage,seeFigure4.9.Projectionp(r,CV aretakenof apoint-shaped
objectas shown to the left. Then theseprojectionsare backprojectedover the
reconstructedimageareaasshownin Figure4.9b.Thewholeprocedureis repeatedfor
differentequidistant8:s,notonly for thefourprojectionsshownin Figure4.9.We call
theoriginalfunctionf(x,y) andtheresultimagefilulx,y). Since theobjectis a single
point,it is easyto seethatfilur is not identicaltof but tof convolvedwith thepoint
spreadfunctionis 1/~,where~ is thedistancefromtheoriginallocationof thepoint,
I.e.
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hlur(X,y) =1/;* f(x,y) (4.17)
TheFourierTransformof lie; is lIP sothat
Fb1ur(X,Y)=p. F(X,Y) (4.18)
Thus,tocompensatefor theblurringfilter lIP inherentin thebackprojectionmethod,
wecan multiply F;,'ur(X,.Y)with P, the inverseorder of lIP. One possibility to
reconstructF(X,Y) is thentoperform
F(X, Y) =p. F;,'ur(X,Y) (4.19)
Thefunctions1/;, liP andP areshownin Figure4.10.
G FourierdQmain
Fblur(X,y)
®BackprQjectioo
p(r,O;)
~
oProjectioo
Figure4.9A setof projections followed by a setof backprpjectionscausessomesort of low- pass
filteringin theimage.This is easyto seewhentheobjectconsistsof a singlepoint.
Insteadof doingthecompensatingfilteringin the2D Fourierdomainasindicatedby
Eq.4.19.wecangetthesameeffectby filteringeachprojectionwith 1Drampfilter
(4.20)
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Spa~alc;1omain: -':'.
Fourier domain
.....' :'.. . .
o .....•
Fourier domain
Figure4.10Projection followed by backprojection causeslow- pass filtering in the image. The
equivalentfilter function is 1/<;in the spatial domain or lIP in the Fourier domain. To compensate
forthelow-passfiltering we can multiply theimagewith P in theFourier domain.
shownto theright in Figure 4.11. The reasonis as follows. The backprojectionin
Figure4.9b is a straightforwardsummation.In the Fourier domain this is also a
summationalbeitnow of slicesthroughtheoriginshownin Figure 4.9c. It is this 2D
functionthataccordingtoEq.4.19shouldbemultipliedwithP. However,if wemultiply
eachcontribution(i.e. the individualslices)with H(R) = IRI ' we will getan identical
result.
Alternatively,wecanconvolveeachprojectionin thespatialdomainwith theinverse
Fouriert ansformofH(R), theID functionher).Ifwe assumethatH(R) is limitedtothe
mterval-WtoW thisconvolutionfunctionis
h( 1. ( r ) 1 . ? ( r )
r)=--smc - ---sme-
2T2 T 4T2 2T
(4.21)
whereT isthesamplinginterval(T=1/(2W). Theband-limitedversionof H(R) andthe
correspondingfunctionh(r) areshownin Figure4.11.
0.2
0.1
·5
Spatialdomain
h(r)
o 5
Fourierdomain
0.4
0.20
-w
-0.2
-1
-0.50
w
0.5
Figure4.11The band-limited versionof theramp- filter H(R)= IRI shownin both domains.
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Figure4.12An overviewof theFBM.
AI) Take parallel projection around the object for a number of different equidistant angles8and
collecthemin a so calledsinogramp(r,8) (theRadon transform).
A2) TaketheID Fourier transform of eachprojection to obtainP(R,8).
AJ) Performramp- filtering accordingto: Q(R, 8)=IRI· P(R,8).
A4) Takethe ID inverseFourier transform in th e R- direction We now have filtered projections:
q(r,8).
AS) Performbackprojectionwith eachfiltered projectionq(r,8).
An overviewof theFBM is shownin Figure4.12.Note thatthestepsa2),a3),and
a4)canbereplacedby a convolutionwithh(r),
4.4.2.FormalProof
The2-dimensionalinverseFouriertransformof theobjectf(x,y)is givenby
f(x,y) =[, [, F(X,Y)eJ2;r(x.t+YY)dXdY (4.22)
Weexchangetherectangularcoordinatesystemin theFourier domain(X,Y), to a
polarcoordinatesystem(R,e) by makingthesubstitutions.
x =Rcose (4.23)
Y =Rsine (4.24)
UsingdXdY =R . dRd e wecannowrewritetheformulaas
---~---
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f(x,y) = r:fT F(RcosB,RsinB)ei2;r(XCosB+ysinB)RdRdB (4.25)
Theintegralcan be split into two for 0~B ~ Jr and 0 ~(B +Jr) <Jr, respectively.
Theresultis
f(x,y) = rrF(RcosB,RsinB)ei2JrR(XCosB+YSinB) RdRdB +
+rrF(R cos(B +Jr), R sin(B+Jr))ei2JrR(XCOS(BH)+ysin(BH)) RdRdB (4.26)
Since
R cos(()+Jr) =-RcosB
R sin(()+Jr) =-RsinB
theEqA.26 yields
f(x,y)= rrF(RcosB,RsinB)ei2'TR(XCOsB+YSinB)RdRdB+
+r r F(_RcosB,_RsinB)ei2'T(-R)(XCosB+YSinB)RdRdB=
=r[[,F(R cosB, R sinB)IR/ei2JrR(XCosB+YSinB)dR JdB
Usingr =x .cosB +y .sinB , weget
f(x,y) =r[[,F(R cosB, R sinB)IRlei2JrRr dRJdB
Finally,weutilizetheprojectionslicetheoremEq.4.16toobtain
f(x,y) =r[[,P(R,B)IRlei2;rRr dR }B
. .. ..I
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(4.27)
(4.28)
(4.29)
(4.30)
(4.31)
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Insideout Eq.4.31 is the samereCIpeas was illustratedin Figure 4.12. the first
computationis takingFouriertransformsof theprojectionsp(r,B) to obtainP(R, B). The
secondoneis
Q(R,e) =p(R,e) ·IRI
sothatEq.4.31yields
f(x,y) =r[[,Q(R,e)ej2/rRr dR}e
(4.32)
(4.33)
After 1D mverseFourier transforms,the remaImngstep IS the backprojection
expressedby
f(x,y) =rq(r,(})de
FromEq.4.7weknowthatr = xcos(}+ysin(} sothatEq.4.34canberewrittenas
f(x,y) = rq(xcos(}+ysin(},(})d(}
(4.34)
(4.35)
Thisis thebackprojectionoperation.SeeFigure4.13.For everypoint (--r,y) in the
imagetherecorrespondsonecertainr =xcos(}+ysin(} in theprojectionq(r, e), e fix.
Accordingto Eq.4.35it is thevalueq(r,B) thatshouldbe accumulatedtof(x,y). The
pointsintheimagethatshouldreceivethesamecontributionq(r,B) areall foundonthe
liner =.'Ccos(}+ysine whichis thelineAA in Figure4.13.
Thus.thevalueof thefilteredbackprojection,q(r,e),will makethesamecontribution
toallthepointson thelineAA. That is, in thereconstructionprocess,for everye the
filteredprojectionq(r,fJ) aresmearedoutorbackprojectedovertheimageplane.
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Figure4.13Backprojectiontakesplacewhen, for a givene,a filtered projectionq(r, e)is smeared
outoYerthereconstructionplanealonglines of constantr.
By insertionof Eq.4.9in Eq.4.12and 4.12 in 4.31,we get a fully unrolled formula
Eq.4.36for all stepsin theFBM.
j(x,y) =
= r[[,[[[ [,f(rcosO -ssinO,rsinO +scosO)ds}-i2:rRr dr]IRlei2:rRrdR}to(4.36)
4.5.Filterin{:afterBackprojection
It is also possible to make the backprojection, i.e., the adjoint Radon transform
beforethe filtering (Deans 1993,Jain 1989).In this case another filter must be used
(Toft1996).For anyfunctiong(x,))theRadon transformis given by
g(p,B) = [, [g(x*,y*)5(p - x * cos0 - y * sinO)dx*dy*
Rewriting(x,)) usingdeltafunction, Eq.4.37gives
g(x,y)= [[,g(x*,y*)5(x-x*)5(y- y*)dx*dy*~
g(p,B) =[, [,g(x*,y*)5(p - x * cosO - y * sinO)dx *dy*
(4.37)
(4.38)
(4.39)
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Eq.4.39showsthateachpoint (x*,y*) is transformedinto a sinecurvein theRadon
domain.TheRadontransformof g(x,y)is thesum(integral)of all thesinecurvesin the
Radondomain.In thefollowingtheintegrationsoverx* andy* areomitted.This canbe
donebecauseonly lineartransformsareused.Now assumea pointsourceis givenand
theadjointRadontransformis appliedbeforeafiltering.
g(x,y) =5(x - x*)5(y - y*) =>
g(p,e) =5(p - x *cosB - y *sinB)
g(x,y) =rg(xcosB +ysinB,B)dB
1
I(x - x*) sinB - (y - y*) cosB! (x-x')cos 8+(y- yO)sin8=0
1
1+(;=::)' 1
= =-----------------------------
_(x_-_X*_)_2+(y _ y*) ~(x _ x *Y +(y _ y*)2
y-y*
Itcanberecognizedthatthisis atwo-dimensionalconvolution.
1
g(x,y)=g(x,y) * *h(x, y) wherehex,y) = ~x2 +y2
(4.40)
(4.41)
(4.42)
(4.43)
(4.44)
(4A5)
(4A6)
Usingthetechniqueshownin EqA.39 it canbe seenthatEqAA6 is valid for any
giveg(x,y),Eq.4.46thusenablesanotherinversionscheme.A two-dimensionalFourier
transformof Eq.4.46gives
I !ZMIR YUKSfK TfKNOlOJi tlCllTUSO I
I RfK10RlUGU
!ifOtiionone ve Dobimnntowofl nllirp. R\k
(4A7)
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G(k k)
G(k k) = x' y
x' Y H(k k)x' y
Fromstandard2D Fouriertransformtableit canbefoundthat
1 1
hex,y) =-~-_-_-_-_-HH(k ,k ) =-_-_-~-=
~" x y ~' ,x- +y- k- +k-x y
Thismeansthatg(x,y)canbefoundas
g(x,y) =rg(xcosB +ysinB,B)dB
( ) = [ [ ~e e6(k k) j2Jr(k,x+k"y) dk dkg x,Y "" a) x + y x' y e x y
(4.48)
(4.49)
(4.50)
(4.51)
(4.52)
Thereconstructionmethodpresentedis herecalledFiltering afterBackprojection,
whichmakesuseof integrationsucceededby a two-dimensionalhigh pass filtering.
ThisisaninversionalgorithmverysimilartoFilteredBackprojection.
4.6. TheDirectFourier Method
DirectFourierMethodsof tomographicreconstructionhavebeeninvestigatedsince
theintroductionof thetechniquein theearly1970's,althoughcomputerizedtomograms
employtheFilteredBackprojectionMethod4.4 as meansof the reconstruction.The
maindifficultywith DFM is therequiredinterpolationof radiallysampleddatato the
Cartesiangrid in order to allow a 2D Fourier transformto be performedon the
frequencyplanedata,and is at leastpart of the reasonfor the preferenceof FBM
(Brantnertal. 1997).
A differentapproachis theDirect FourierMethod(DFM)(SheppandLogan 1974,
Starketal. 1981),thatis basedon theprojectiontheoremfor Fouriertransforms.This
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theoremis knownastheFourierSliceTheorem(4.3),andrelatestheline integralsof a
physicalpropertyto the 2D Fourier transform(FT) of thedesiredimage.The major
computationalburdenof this approachthenbecomesthe FT. However, this can be
achievedby exploiting the Fast Fourier Transform(FFT) algorithm,reducingthe
requiredcomputationaltimefor 2D transforms.
TheFourierslicetheoremdemonstratesthatthe2D FT of thedesiredimagecanbe
obtainedby resamplinga setof 1D FTs of theprojectiondata.Fourierinversionof the
2D arrayyields the reconstruction.The resamplingstep is basically a coordinate
transformationfromthepolartotheCartesiangrid in ordertobeabletoapplyadiscrete
Fouriertransform.
This resamplingstepis quitedifficult, and its accuracyis thecrucialpointof the
DFM to improve reconstructionquality. There are several simple interpolation
techniques,such as the nearest neighbour interpolation(NNB) and 2D linear
interpolation,thebilinearinterpolation(BI).
More sophisticatedinterpolationtechniquesevaluateeach point III the complex
frequencydomainfrom many neighbouringsamples,but are correspondinglymore
computationallyintensive.(Brantneret al. 1997)Severaldifferentsolutionshavebeen
suggestedin recentpublicationsthatinvolvequitecomplexinterpolationtechniques.
Forexample,BelleonandLanzavecchia(Bellon andLanzavecchia1995)introduceda
noveltechnique,the 'movingwindowShannonreconstruction'(MWSR). This method
usesa high numberof coefficientsto resamplea single complexpoint of the 2D
transform,i.e.eachpoint is reconstructedfrom all samplesencompassedby a window
movingalongthesamplinginterval.Matej andBajla(Matej andBajla 1990)suggested
using'hybridspline-linear interpolation'(SPLI) which calculates,as a first step,de
800r's cubic spline interpolationin the radial direction;as a secondstep linear
interpolationis performedin the angulardirection.SPLI usesjust four points to
calculatehevalueof thedesiredpointunlikeMWSR.
A summaryof DFM is shown in Figure 4.14, wherethe projectionsare stored
immediatelyin the Radon space.This is quitenaturalbecauseof the symmetrical
relationbetweenRadonandFourierspacesasexpressedin theFourierSliceTheorem.
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f(x,y)
Figure4.14An overview of theDFM
BI) Takeparallel projections p(r,8) around the objectf(x,y) for a number of different equidistant
angles.Put themintermediately in theRadon space.
B2) Takeone2D FFTs along the projection directionto arrive in F(X,Y) , the 2D Fourier transform
of object.
B3)Do 2Dinterpolation in the (X,Y)- spaceto obtainnlues on a square grid.
B4)Perform2D IFFT to receivethe reconstructedimage.
4.7.TheLino~ramMethod
Thelinogram method can be consideredto be a direct Fourier method, which uses
Iinogramsampling instead of sinogram samplingin the Radon and Fourier spaces.For
detailsonthe linogram sampling see(Magnusson1993).
In thecaseof linogram sampling thedistanceof d along projection varies with 8 as
-45° ~e~45°
45°~e~135°
(4.53)
whered(Oo) is the sampling distancefor the0°projection and can be chosen to be the
samplinginterval in the sinogram case. In practise,this means that for all projection
angles- 45° ~e~45° - 45° ~e~45° the linear detectorarray lies fixed along thex-
axis(Figure4.15a) and for all projection 45° ~e~135°the detectororientation is fixed
alongy- axis (Figure 4.15). This may be comparedwith sinogram sampling where the
parallelprojection data always are collected with a detector perpendicular to the ray
direction.
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Figure 4.15 a) The detector orientation is fixed along the x- axis for all projections
-450 ~B~45°.
b) Thedetectororientation is fixed alongthey- axis for all projections 450 ~ B ~ 1350
c)An objectpoint contributesto linogram datapointsalonga line in both Iinograms.
The angular increment~eis not constantas in the sinogram case, instead
equidistance
f !:J. tanB=2/N1-!:J. cotB =2/N
-450 ~B~45°
450 ~B~135°
(4.54)
Theprojectiondataorganizedin a Cartesianspaceis calleda linogram.A linogram
canbe divided into two linograms with axis (p/d(B),tanB),(p/d(B),-cotB),
respecti\"ely.A specificpoint (Xj,YI) contributestheRadondataalonga line,hencethe
namelinogram.(SeeFigure4.15c)
Figure4.16 attemptsto visualize the differencebetweensinogramand linogram
sampling.We notethatthe sinogramsamplingproduceson concentriccircles in the
Radonspace(Figure4.16),whilethelinogramsamplesarelocatedon concentricsetsof
foursemicircles(Figure4.16).
Thevirtueof linogramprojectionscomesforwardin theFourierdomain.While the
radiallyappliedFourier transformon eachsinogramprojectionproducesan identical
patternofconcentric irclesin theFourierspace(Figure4.16),thelinogramprojections
produceFourierdatain theform of concentricsquares(Figure4.16).Samplingalong
concentricsquaresin the Fourier domain ·.vasfirst proposedby (Mersereau1973,
Mersereau1976).
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Figure4.16a) Sinogram sampling of the Radon space.b) The Fourier space corresponding to
sinogramsampling.c) Linogram samplingof theRadon space.d) The Fourier spacecorresponding
toIinogramsampling.
Along each vertical or horizontal segmentof such a square we find equidistantant
samplesof Fourier data. Likewise the sampling distance D(B)is constant along every
radialine.However as a direct consequenceof (EqA.53) the sampling distance varies
over8as
D(B)=fd(OO)/cosB -45° ~B~45°l sin 50 ~B~135°
(4.55)
Weuseto refer to the Fourier spacewith the samplepatternof concentric squaresas
theFouriersquare.The inverse squareis the correspondingpattern in the Radon space
consistingof four semicircles. The radial samplingdistancesin two spacesare inversely
proportional.
Reconstructionby the direct Fourier method reqUIres resampling in the Fourier
space.Resamplingfrom sinogram data (Figure 4.16) to a rectilinear grid requires 2D
interpolation.Resampling from linogram data(Figure 4.16) on the other hand requires
only1Dinterpolation.
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Figure4.l7describesthecompletelinogrammethod.The projectiondatais divided
in two linograms.The first one consistsof the projections- 45° :s;e :s;45°and the
secondoneconsistsof projections45°:s;e :s;135°.
Radon space
Fourier space FilteredFoun'erspace
Reconstructed
object ..'..'... . . ..•
.'," .;'.. •..'~:,'.,.
" :,.' .O''
I
Horizontal inverse
chirp z-transform
••••
tVerticalinverse
Fourier transform
•••
Horizontal inverse
x Fourier transform
••
y
v*:::.u --¥-.. *""~:.. "I.' R
HR(R) = IRI
v • v
x
Radial Fourier
transform
Signal space 10 Fourier space
Figure4.17The linogram method.
WithradialFouriertransformsof theprojectionsillbothlinograms,we arriveto the
Fourierspaceof theobject.Due to thelinogramsamplingthedataaresampledalong
concentricsquaresin theFourierdomain(i.e.if thetwo linogramsareputtogether)
Insteadof interpolationthebasic linogrammethodemploysthechirp-z transform.
describedby (Rabineret al. 1969).The inversechirp-z transformcomputesthe lD
inverseFouriertransformexactlyin therequiredsamplepoints.Therefore,andin spite
ofbeingarightfullyclassifieddirectFouriermethod,thebasiclinogramreconstruction
isinfactperformedwithoutanyinterpolationatall.
Intheinversechirp-z transformall datapointsareweightedequally,whichresultsin
lowpassfilteringof theimage,i.e. thelowerfrequenciesareoverrepresented.This is
intuitivelyeasyto understand,asthesamplepatternbecomesdensertowardstheorigin
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(Figure4.16d).to compensatethis low- passfiltering,rampfilteringis appliedin the
Fourierdomain.
Theinversechirp-z transformis computedthe1D inverseFouriertransformsin one
direction.To arrivein thespatialdomainwe applyanotherinverseFourier transform,
perpendicularto theoneperformedwith the inversechirp-z transform.The linogram
methodrequires2N detectorvaluesin eachprojectionto reachout thecomersof the
squareto be reconstructed.Garbagefrom therampfilteringis obtainedin thesignal
domainoutsidethereconstructedsquare,as illustratedin Figure 4.17.This garbageis
truncated.
Sincethe Radon dataweer dividedinto two linograms,eachlinogramdeliversa
reconstructedimageobtainedfromhalfof theprojections.The final stepin thelinogram
methodaddsthetwoparts.
4.8.ReconstructionAleorithms basedonLinear A1eebra
Inversionof Radontransformneednotbe basedon thedirectinverseformulas.A
differentclassof reconstructionschemesis basedonlinearalgebra(Censor1993,Deans
1983, Older and Johns 1993). This section presentsthe linear algebra based
reconstructiontheory.
4.8.1.FromtheRadon Transform to Linear A1eebrabasedReconstruction
TheRadontransformis a lineartransform,with respecto thefunctiong(x,y),andso
isthediscreteversionsof theRadontransform,henceinsteadof consideringtheintegral
versionoftheRadontransformoperatorsamatrixrepresentationcanbeused.
g(p,B) =~g(x,y)
~ ~ -l-
b A x
(4.56)
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Assumea discretesetof valuesfor theRadontransformg(Pr ,fi() =gd (r,t), anda
givensamplingof wantedimageg(xm, yn) =g d (m,n) usedfor thereconstruction.If the
matrixg(r, t) is rearrangedintoa vector,e.g.,
hi =brT+I =g(r, t)
andsametechniqueis appliedtotheimage,e.g.,
Xj =xnM+m =gem,n)
(4.57)
(4.58)
thenusinga seriesexpansionshownin Eq.4.60theRadontransformcanberewrittenin
theformshownin Eq.4.66.The vectordimensionsare 1=RT and J =MN , thusthe
transformationmatrixA haveRTMN elements,andwill belarge.
g(r,t) = [, [~ (Lm In gem,n)¢(x - x"" y - yJ )5(Pr - xcosB( - y sinB()dxdy (4.60)
hencethematrixelementsof thesystemmatrixcanbecalculatedas
ai.; =arT+t,nM-m (4.62)
= [, [¢(X-xm,y- yJr5(Pr -xcosB( - ysinB()dxdy (4.63)
= [, [¢(x,y)r5((Pr -xm cosB(- Yn sinB()-xcosB( - ysinB()dxdy (4.64)
wherethefunction¢(.)is theexpansionfunctionin theimagedomainspecifyinghow
thepixel at (xm, yJ models the image domain with the continuouspositions
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(t,y).EqA.65showsthatthematrixelementis theRadontransformof theexpansion
function,where the p parameterhas been shiftedaccordingto the pixel position.
Alternativesto theimagepixel drivengenerationof matrixelementscan be foundin
(Lewitt1992).
Themethodstobepresentedall relyonalineardependencebetweentwovectors;the
known1-dimensionalvectorb (I=RT), containingthesinogram,and theunknownJ-
dimensionalvectorx (J=M2). For tomographythevectorb will containthesinogram
valueswrappedintoa vectorusingEq.4.57,andx is thesetof reconstructedpixelsin
theimageformedasavectorusingEq.4.58.
Nowthereconstructionproblemwill bewrittenin amatrixvectorformulation.
b=Ax (4.66)
whereA E IR ixJ is calledthesystemmatrixcontainingtheweightfactorsbetweeneach
oftheimagepixelsandeachof thelineorientationsfromthesinogram,asillustratedin
Figure4.18.
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Figure4.18The matrix element aiJ can be considered as the weight factor betweena certain
sinogramvaluenumberedby i and the imagepixelj.
Comparedto the Radon based direct reconstructionmethods, several new
possibilitiesandproblemsarise.
• Linearalgebrais verystronglysupportedin mathematics,andtheformalismcanbe
usedforboth2D and3D reconstruction.
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• ~'1 irregularscannergeometrywith, e.g., limitedline orientationis very bad for
directreconstructionmethods,and with linear algebraapproach,problemswith
missingdatain thesinogramcaneasilybeincorporatedintothematrixformalism.
• A finite, i.e., non- zero detectorsize can be modelledinto the system,hencethe
modelneednobebasedona rayapproximation,andv::lryingdetectorsensibilitycan
in principlebemodelledintothesystemof equations,hencebettermodellingof the
physicalscannersetupis possible.
• ThesystemmatrixA is in generalnotquadratic(I -::F J), which limit thenumberof
techniquesapplicableif not formingthenormalequations,which will be shownin
EqA.70.
• ThesystemmatrixA will be (near)singular,i.e., haveverysmall singularvalues,
i.e.,thatreconstructionwrittenin thelinearalgebraformalismis an ill- conditioned
problem.Someof theimagevaluescanbe underdeterminedandothersveryover
determinedueto theunevencoverageof theprojections(sinogramlines) in the
imagedomain.This problemmust then be controlledwith constraintsand! or
regularization.
• It turnsoutthatA doesnothavea simplestructure,hencetheinversionof A haveto
useratherslowmethods.ThereasonthatA doesnothaveasimplestructureis partly
duetoeasysortingschemesshownin EqA.57 and4.58.Anotherreasonis thatline
parameters(p,B) doesnothaveaverysimplerelationtotheimagecoordinates(x,y).
• ThematrixA is normallyverylarge,thuscalculationof ageneralizedinverseof A is
extremelycostlybothin timeandmemory.
• Thesystemmatrixwill be sparsedueto thefactthatonly approximatelyM of the
M*M imagepixelsaddsweighttoa certainbin in thesinogram.
4.8.2 Calculationof Matrix Elements
ThematrixA canbeestimatedin severalways.Oneverycommonapproachis touse
anearestneighbourapproximation.But a firstorderapproximationbetterinterpolation
canalsobe used.As mentionedprevious,the alternativemethodscan be found in
(Lewitt 1992).
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Eventhoughthatsomeof thefollowinginterpolationschemesareverysimple,they
canbe attractiveif theycanbe computedfast,dueto the fact thatthe largematrices
normallyare not stored in memory but calculatedmany times in the iterative
reconstructionschemesanda goodinterpolationschemetakeslongertimecomparedto
thecoarseinterpolationschemes.
4.8.2.1.Pixel OrientedNearestNeiehbourApproximation
Around each pixel (xm, Ym) is placed a square&*& wide. If the line with
parameters(pr , Bt) crossesthesquarethenthematrixelementaij is setto L1x, andelseto
O. FromFigure4.19it is easytoseethatthetestcriterioncanwrittenas
p'=Pr - xm cosBt - Yn sinBt
Ip'cosB11 < ~'(andlp'sinBrl < ~ ~ arT+t.nM+m=&
(4.67)
(4.68)
NotethattheindexrT + t caneasilybe invertedto giverand t usingtruncationto
lowerintegerandthemodulusoperator,andlikewisewith the indexnM +m.This is
relevantwhengeneratingthematrix,e.g.,column-wiseor row-wise.Oftenthematrix
elementsare set to 1 in caseof the line crossesthe pixel (Censor 1993)and zero
otherwise.This will implyageneralscalingof thesolutionx.
V"n
Figure4.19Thelinewithindexi, correspondingto (p r' Bt) , crossesthesquarepixelcenteredat
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4.8.2.2.DiscreteRadon Transform
Anotherinterpolationschemeis to usethediscreteRadontransformto approximate
theforwardmatrixmultiplication.This can be doneusingAlgorithm 4.1(Toft 1996),
eitheronce (requiresstorageof the systemmatrix)or every times it is needed.If
multiplicationwith the transposeof the matrix is needed, then the discrete
backprojectionoperator(multipliedwith a factorof two)canbe used,cf. Eq.4.72and
Algorithm4.3(Toft1996).
4.8.2.3.The Sinc Interpolation Strateev
AnotherapproachIS to use the Eq.4.69, which IS basedon smc interpolation
scheme(Toft1996).
I(p,e,xm,Yn) =At Sin(lf/min{-,.1_, '_I _I_I})If/ sme cose
Thisexpressiongivestheelementsof A.
At . ( . {II})QrT+I.nM+m =-sm If/mm - .-, '-I -IIf/ sme cose
(4.69)
(4.70)
(4.71)
Notethatthiswayof generatingthematriximpliesthatsomeof thematrixelements
willbenegative,whichdefinitelyis badfrom a physicalpointof view. Assumingthat
onlyonepixel is non- zero in the image,thennegativecountswill be measuredfor
someline orientations.NeverthelessEq.4.70 representa betterinterpolationfrom a
signalprocessingpointof view. Anotherdrawbackis thatit is verycostlyto generate
thematrixnthiswaycomparedtotheothermethods.
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4.4.3.Dualitv BetweenMatrix Operationsand theRadon Transform
Using the Radon transformschemealongwith thematr~xformalismas shownin
Eq.4.66impliesordinarymatrixoperationshaveequivalentRadantransformoperations.
Eq.4.66is theRadontransformof discreteimageg(m,n)intothefull discreteparameter
domaing(r,t).
b=Ax ~ RadonTransformof full sizeparameterdomain (4.72)
IterativealgorithmssuchasART, usethescalarproductbetweenrow numberi of A,
i.e.,ai andthecurrentreconstructedimagex, i.e., a; x, whichis theRadontransformof
theimagex intoonespecificsamplein theparameterdomain.
bi =a;x~ Radontransformof onesamplein theparameterdomain (4.73)
Anothercommonoperatorin iterativealgorithmsis the transposeof matrix.The
operationx = Arb is the backprojecteddiscreteparameterdomain into the Image
domain.
x =AT b ~ AdjointRadontransformof thesinogramintotheimagedomain (4.74)
Thisfactis oftennotrecognizedin theliterature,butit is a directconsequencefrom
thematrixformalism.The transposeof a matrix(withoutcomplexvalues)is anadjoint
operator.andin thiscase,theadjointRadontransformis two timesthebackprojection
operator,cf. Page134of (Deans1983),andit is equivalento thetransposeof matrix,
cf. Eq.4.35.
Onewell-knownapproachto solvesetof equationswithanon-squaresystemmatrix
istoformnormalequations.
(4.75)
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An interestinganalysisis shownin (KawataandNalciog1n1985)is thatto thenormal
equations
(4.76)
canbe interpretedin formalismof the directreconstructionmethods.The matrixAT
representthebackprojectionoperator,cf. EqA.74, andthen(ATArl representsthefilter
inEqA.52.Likewisecanit be shownthatFilteredBackprojectioncaninterpretedfrom
Eq.4.74if assumingfull rankof A
x=(AT At ATb
=(AT A)-IAT(AAT)(AAT)-tb
=(ATAr1(AT A)AT(AAT)-t b
(4.77)
(4.78)
(4.79)
(4.80)
where(AATrl representsthe filter in EqA.36 and AT (again) representsthe
backprojectionperator.Notethattheassumptionof full rankis notquitevalid,dueto
theproblems,suchaszerofrequencyproblem.
4.4.4.IterativeReconstructionusineA1eebraicReconstructionTechnique(ART)
A wel1-knownway to solvetheEqA.69 is namedART, which standsfor Algebraic
ReconstructionTechnique.Many articles,(Censor1983,HermanandMayer 1993,Jain
1989) demonstratethealgorithm.ART was publishedin thebiomedicalliteraturein
1970, and Cormack and Hounsfie1dused ART for reconstructingthe very first
tomographyimages.They probablydid not know thework of JohannRadon at that
point,andlaterit wasdiscoveredthatART is a reinventionof thealgorithmintroduced
by Kaczmarzin backin 1937.
TheBasicoperatorequiredin ART is thescalarproductbetweento certainrow i of
thesystem atrix,a. andasolutionvectorx
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(4.81)
ART is formulatedasaniterativereconstructionalgorithm,wherethesolutionvector
initerationk is updatedby addinga scaledversionof i of thesystemmatrix.
(4.82)
Themainideaof ART is thattheequationi is fulfilled in iterationk, which is easily
shown:
(4.83)
If uSlllg the Radon transformationterminology,then ART will modify the
reconstructedimagein iterationk, in orderto givecorrectRadontransformat (p r ,8,),
where(r.t) is foundfromthesinogramsortingschemeshownin EqA.60. In thisway,
thereconstructionqualityof ART in a givenareacanbe alteredby choosingthat i
matchesthelinespassingthroughaninterestingareafrequently.
Often(Jain 1989)i is a functionof k is chosento i=kMOD I. whereMOD is the
modulusoperator,butthischoiceis notverygood(HermanandMayer 1993).Another
verycommonandeasystrategyis to choosei randomlyusinga uniform probability
densityfunction.Initiallyx(O) canbechosento zeroor somegoodguesson thesolution,
e.g.,in 2D from a fastalgorithmlike onebasedon Fourierslice theorem.Yet another
strategyisto initializeall solutionvalueswithaconstant.
TheART algorithmcanalsobe interpretedfroma geometricalpointof view.Figure
4.20showstheuseof ART in a two-parameterestimationproblemwith two projection
lines.As shownin EqA.83 the currentsolutionin iterationk, i.e., x(k) is projected
perpendicularly(alongthedirectionof a;) onto thehyperplane(in this casea line)
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determinedby bi(~) =a;X(k) . As seenfromFigure4.20thespeedof convergenceis very
dependenton theanglebetweenthehyperplanes.
X1
Xl
X I
X 1
Xl
XD
X I
X 1
Xl
X
Figure4.20The different casesof iteration in a two parameterproblem using ART. Dependingon
theorthogonalityof hyperlines (here lines) the convergencecan be slow (left most figure) or fast
(rightmostfigure)(Toft 1996).
NotethatART in eachiterationonly requiresthescalarproductbetweenai andthe
currentsolutionx (k) , whichcanbecomparedto calculatingonevaluein theparameter
domainusingdiscreteRadontransform,henceeachiterationis veryfastbutthequality
enhancementgained from one iteration is in generalvery limited. Often when
comparingART to otheriterativealgorithmsthatrequirescomputationof a full discrete
parameterdomain,theiterationnumberusedfor ART is a full loopthroughall I rows,
i.e.,I timestheactualnumberof iterationsin ART.
A commonalterationof ART is to introducea relaxationparameterin form of a
weightfactorasshownin Eq.4.84
b T (k-I)
(k) (k-I) 1 i-aix Tx =x +/\'k T ai
ai ai
(4.84)
where,1,k canbesetasa simplefunctionof k, suchasa linearfunctionor a exponential
decay.EvengiventheresultEq.4.83it hasexperimentallybeenproven(Herman1980),
thatsettingAk to valuesdifferentfrom onecanimprovethespeedof convergence.It
shouldbenotedthattheoptimumvalueof Ak is a functionof k, thesinogramvalues,and
thesamplingparametersof thereconstructedimage.In (HermanandMayer 1993)it is
shownthatoptimizingthevalueof Ak in eachiterationand carefulselectionof row
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indexi asa functionof k resultsin a reconstmctedimagequalityas goodas usingthe
EM-algorithm,at a orderof magnitudelesscomputationalcost (The EM-algorithmis
presentedin Section4.8.5).
In theliterature,authorshaveoptimizedART and/orEM, andfor someyearsit was
notclearwhethertheonewasbetterthantheother.Now it seemsas if ART is loosing
popularitycomparedto EM for 2D reconstruction,but for 3D reconstructionit is still
knownasa goodreconstructiontechnique.
As shownin Algorithms4.1 and4.2ART is veryeasyto implement.Only a scaler
productis reallyneeded.In thealgorithmthematrixelementsareusedover andover
again,andnotefor a hugeproblemwhich cannotbestoredin memoryall atonetime
eachmatrixelementhasbecalculatedin a functionlike it wasshownin Section4.8.2.
InAlgorithm4.1thedenominatorvaluesar a; arecomputedonceasafunctionof i. The
reasonfor showingtwo algorithmsis thatthe firstpartcanbe computedonce,andif
severalsinogramswith the samegeometryshouldbe reconstructed,then it is only
Algorithm4.2whichshouldbeusedseveraltimes.
ALGORITHM 4.1 INITIALIZATION OF THE ART ALGORITHM
ForhO to 1-1
sum=O
For j=O to J-1
sum=sum+a(i,j)*a(i,j)
End
Anorm(i)=sum
End
For j=O to J-1
x (j) =c
End
ALGORITHM 4.2 THE ART ALGORITHM
//For all values of I
//Calculate the denominator
//For all values of j
//Accumulate value
//Store denominator
//For all values of j
//Initialize with a constant
//For K iteration of ART
//Choose row index in iteration k
//Initialize scalar product
//For all values of J
//Update scalar product
For k=O to K-1
Set i as a function of k
sum=O
For j=O to J-1
Sum=sum+a(i,j)*x(j)
End
w=lambda(k)*(b(i) -sum)/anorm(i)//Calculate common weight
For j=O to J-1 //For all values of J
x(j)=x(j)+w*a(i,j) //Project solution
End
End
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4.8.4.1ART with Constraints
It is notguaranteedthatART will provideanon-negativesolution,asrequiredby the
physicalmeaningof the solution; in PET emissionactivity and in CT absorption
coefficient.Ther~is a crude,but very easily implementedstrategyis to restrictthe
solutionaftersomeiterationsfrom a upperlimit estimateon thesolutionin eachpixel
(Toft 1996),i.e., vectorelementor maybejust usinga upperlimit constantin each
iteration.A non-negativityconstraintcanbeimposedasshownin Algorithm4.3,where
theinitializationpart shownin Algorithm 4.1 hasbeenremoved.Otherconstraining
schemesforART canbefoundin (Censor1993).
ALGORITHM 4. 3 THE ART ALGORITHM WITH CONSTRAINTS
For k=O to K-l
Set i as a function of k
sum=O
For j=O to J-l
sum=sum+a(i,j)*x(j)
End
w=lambda(k)*(b(i)-sum)/anorm(i)
For j=O to J-l
x (j ) =x(j ) +w*a (i , j )
End
If k MOD kc=O
For j=O co J-l
If x(j)<O
x(j)=O
End
If x(j»Maxx(j)
x(j)=Maxx(j)
Gnd
End
End
End
4.8.4.2Initialization
IIFor k iterations of ART
IIChoose row index in iteration k
IIInitialize scalar product
IIFor all values of j
IIUpdate scalar product
IICalculate common weight
IIFor all values of j
IIProject solution
IIEvery kc iterations use constraints
IIFor all values of j
IINegative solution is found
Ilwhich is set to zero
IIToo large solution is found
Ilwhich is set to max limit
Usingiterativealgorithmsalsoimpliesthatthesolutionvectorx shouldbe initialized
witha constantvalue or a good startguess,which need not be a constant.One
possibilityis to use fast directalgorithms,suchas Fourier Slice basedmethods,for
producinga startguess.If thestartguessis goodtheiterativealgorithmsin generalwill
convergefaster,but it alsoimpliesthatthebehaviorof thealgorithmwill bebiasedby
the directmethod.Anotherverycommonstartingguessis to initializethesolutionwith
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aconstant.For theART algorithmno restrictionsaremadeconcerningtheinitialvalue,
but for other iterativealgorithmssuch as EM the initial value has to be positive.
Assumingthatthesolutionis a constant,thenby averagingin Eq.4.69thevalueshould
be
I
Lb,
,,0 = '=1 V'. j } I }
'" '" a~~ I.}
j=1 i=1
(4.85)
This initializationrequiresthatthesystemmatrixis computedan additionaltimeor
canbe combinedwith the first part of Algorithm4.1. A fasterschemeis to use the
approximationthatfor a certainvalueof i a line approximatelycrossesM pixelseach
withavalueof approximatelyLlx, hence
} { 1 I~'a.~IM&=:;.xo=--'"bV}'L...L I.} ) l'A'(A~ ~ Ii=1;=1 IVlLU i=1
4.4.5.TheEM Al20rithrn
(4.85)
So far the reconstructionmethodshavemodelledtheprojectionsas line integrals,
whichwas reconstructedby use of discretizationof the inverseRadon transform.
Especiallyin emissiontomographywith limited countsin each sinogram bin, the
statisticalnoisecandominatethereconstructedimageswhenusingdirectreconstruction
methods.This lead many scientiststo consider statisticalapproachesto derive
reconstructionalgorithms.Oneof themostprominentiterativereconstructionmethodsis
MaximumLikelihood Reconstructionusing the EM algorithm,which stands for
ExpectationMaximization.In thevery famousarticles(Sheppand Krustal 1978)by
SheppandVardi and(Sheppet al. 1985)by Vardi, Shepp,andKaufmana statistical
frameworkfor reconstructionis given.It is assumedthatthemeasurementsoriginate
fromuncorrelatedPoissongenerators,which ideallymodeltheunderlyingphysics,but
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problemslike attenuationcorrectionare not modelledin this framework.Another
featureof theEM-algorithmis thatthemodelincludesanon-negativityconstraint.
Thekeyideaof theEM- algorithmis tomaximizetheLikelihood
[ (b *)~,
L(x) =p(blx) =Il ;,e-b,·
1=1 b;.
(4.86)
whereb* containstheunknownmeanvaluesof b, i.e.,thetruesinogramwithoutnoise,
andit is assumedthatb* fit thesolutionperfectly
b*=Ax (4.87)
wherethecoefficientsof the systemmatrixareconsideredas transitionprobabilities
nonnalizedas
[
I=Ia
;=1
(4.88)
inPETmeaningthataphotonpairatdetectorpairi originatesfromoneof theregionsin
thebrain(pixelsin theimage)with theprobabilityof one.
Nowtheexpectationof theLikelihoodis maximizedfromthelog Likelihood l(x) by
settingthederivativesof 1('C) tozero
alex) =_ fa. +f a;,jb;
ax. LJ '.} LJ IJ} 1=1 1=1 a.. ,X.,j'=l I.} } f a;,jb;--1+LJ----=Oi=l "J a..,X.,LJj'=1 I,} } (4.89)
Intheliteratureanadditionalnon-negativityconstraintis imposedandit canbeshown
thatthisresultsin theKuhn-Tuckerconditions,
x. alex) =0
J ax}
Vj where xj >0
, -::-::,
IlMIR YUKStK HKNOlOll [,,511iUSU .
REKTORLUGU
(4.90)
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V) where x· =0j (4.91)
wherethefirstequationis usedtoformulateaniterativemappingscheme
- alex) - [ If ai,jbi J
O-x---x -1+ ----- ~
} ax. j- IJj 1-1 a. ·,X·,j'=l I,j j
(k) _ (k-l) If ai,jbix. -x· ------
} j . IJ (k-l)1=1 a. ·,X·j'=l I,j j
(4.92)
(4.93)
Thisequationis veryoftenfoundin statisticalreconstructionliterature,butit should
benotedthatit requiresthattheelementsof thesystemmatrixis properlynormalized.
Hereanotherversionof theEM algorithmproposedin (CarsonandLange 1985),and
foundto give verygood resultsis used.It doesnot requirethe assumptionshownin
EqA,88, andworksfinewiththenormalizationusedin Section4.8,2.
(k-I) f b
X(k) = xj '" ai,j i}If L.., IJ (k-l)a·, 1=1 a· ·,X·i'=1 I j'=! I,j j (4.94)
EqA.94 is a verycompactform to showtheEM-algorithm,but it doesnot show that
eachiterationconsistsof foursteps
bl =Ax(k-l) (4.95)
bq=~
(4.96)f M Ii =AT bq
. 7
X(k) =
X(k-I) xb
} } (4.98)} 5j
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IwhereSj =I ai.j , formsanormalizationvectorthatcanbecalculatedoncefor all.
i=l
EqA.96 can leadto instability.Assumea PET imagingsituationwherea certaini
correspondsto a linenotenteringregionsof activity,hencetheforwardprojectedvalue
b( becomeszero,thusthedenominatoriTl Eq.4.96is apotentialstabilityproblem.
TheEM algorithmis computationallydemanding.Eq.4.95showsthateachiteration
requiresaforwardprojection(Radontransform)of thecurrentsolution,cf. EqA.72.The
quotientin eachpoint betweenthe measuredsinogrambi and the forwardprojected
solutionb( , i.e., bq is thenbackprojectedinto theimagedomain.Finally, in EqA.98,
thenextestimateof thesolutionis generatedby multiplyingfor eachindex},thecurrent
estimateof the solutionxY-l), e.g., FilteredBackprojection.Note also that the EM
algorithmis nonlinear,henceadditivenoisein thesinogramwill notautomaticallylead
toanadditivenoisetermin thereconstructedimages,asit hasbeenthecasefor all the
previousmethods.
In Algorithms4.4and4.5areshowntheimplementationof theEM-algorithm.It has
beensplitintotwo partsindicatingthatthefirstparthasto be calculatedonce,andthe
lastpartcanthenbeusedtoreconstructseveralimageswiththesamegeometry.
ALGORIT:-:M 4.4 INITIALIZATION OF EM ALGORITHM
For j=O to J-1
sum=O
For i=o to 1-1
sum=sum+a(i,j)
End
s(j)=sum
End
For j=O to J-1
x(j)=c
End
//For all values of j
//Calculate the values of s(j)
//For all values of I
//Accumulate value
/jStore value
jjFor all values of j
jj1nitialize with a constant
Notethatthe initializationof theEM-algorithmrequiresthatthe systemmatrixis
generatedonce in the initializationpart, but this can be avoidedby initializing the
solutionvectoras shown in Algorithm 4.6, and then use Algorithm 4.5 for the
remainingiterations.Note thatin thefirst line of theAlgorithm4.5 thecountershould
thenbeFork =I toK -1.
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ALGORITHM 4.5 THE EM ALGORITHM
For k=O to K-1
For i=O to I-1
sum=O
For j=O to J-1
sum=sum+a(i,j)*x(j)
End
bq(i)=b(i)/sum
End
For j=O to J-1
sum=O
For i=O to I-1
sum=sum+a(i,j)*bq(i)
End
x (j ) =x(j ) *sum/ s (j )
End
End
//For K iterations of EM
//For all values of row index
//Initialize scalar product
//For all values of j
//Update scalar product
//St2~e scaled forward projection
//For all values of column index
//Initialize backprojection sum
//For all values of row index
//Accumulate sum
//Update solution
ALGORITHM4.6 THE FIRST ITERATION OF THE EM ALGORITHM
For i=o to I-1
sum=O
For j =0 to J-1
sum=sum+a(i,j)*x(j)
End
bq(i) =b(i) /sum
End
For j=O to J-1
s (j) =0
sum=O
For i=O to I-1
la=a(i,j)
sum=sum+la*bq(i)
s(j)=s(j)+la
End
x(j)=x(j)*sum/s(j)
End
//For all vales of row index
//Initialize scalar product
//For all values of j
//Update scalar product
//Store scaled forward projection
//For all values of column index
//Initialize s- values
//Initialize backprojection sum
//For all values of row index
//Store value in a simple variable
//Accumulate sum
//Increment s
//Update solution
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CHAPTERS
THREE DIMENSIONAL RECONSTRUCTION
5.1.Lines in a Three DimesionalSpace
Linesin a threedimensionalspacecannotbewrittenin asingleformasin thetwo
dimensionalcase.Insteada parameterdescriptioncanbe used.In the following a line
descriptionusing four parametersis shown.This descriptionis the basis of direct
inversionschemes.In generala linecanbedescribedby
r =ro +ST (5.1)
whereS is the freeparameter,andro is an offsetvector.The vector't is a directional
vector,whichcanbenormalizedto theunit length,i.e., ITI =1. The vectorcan,e.g.,be
describedby
[CaSe cas rjJJ
r = sin~cosrjJ
smrjJ
(5.2)
Thebasepointvector(or offsetvector)ro is descriedby twoparametersu andv using
twodirectionalvectorsaand~,bothnormalizedtounitlength.
ro=ua+vfJ (5.3)
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Figure5.1The (x,y,z)coordinatesystemand a line lying alongto the, axis.The basepoint vector ra
canbewirtten asa linear combinationof aand ~.
It canbechosenthatthreevectorst,aand~formanorthogonalbasis,andthelast
rotationaldegreeof freedomcanbe usedfor specifyingthatthez- componentof a is
zero.In (Clacketal. 1989),aand~aredefinedas
r- sin()J [- cos()sin¢J
a= cos() and fJ = - sin()sin¢
lOcos ¢
(5.4)
It shouldbementionedthatothersymbolsof thevectorscanbe foundin theliterature,
e.g.,(Orlov1975a,Orlov 1975b,Nattarer1986).Following(Clack 1992),line integrals
throughathree-dimensionalspacecanbeexpressedbythesymbolsdefinedin Eqs.5.1
and5.3.
g(e,¢, ll, v) = [, g(sr+ua +v/3)ds (5.5)
where(e,¢,u, v) is four dimensionalparameterdomain.The mappingfromthe(x,y,z)
domainto(s,u,v)is veryuseful
r=sr+ua +v/3
[XJ [COS () cos¢
r = y = sin~cos¢
z sm¢
- sin()
cos()
o - cos()sin¢J[sJ
- sin()sin¢ u =Qp
cos¢ v
\ IZMIR YUKSfK Tf~NOlO.jiY~STnOSORE 10RLUGU
I D' B1
, '~;·tuDhtingve Df)kumo ••!lsyon Glfe ~i:"
(5.6)
(5.7)
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Usingthatthebasevectorsareorthogonalandnormalizedto unit length,hencethe
rotationmatrixQ is unitaryi.e.,
0-1 OTp=_ r=~ r (5.8)
One featureof matrixQ is thatonly two anglesareusedcomparedto a general
rotationmatrix,'.vhichusesthreedegreesof freedom,i.e.,threeangles.Thedefinitionof
theline integralsin Eg 5.5 implies that a threedimensionalfunctiong(;'(,y,z) is
transformedintoafourdimensionalparameterdomaing(e.¢,u,v).
It hasbeenchosento denotetheline integralsof g(r) with thesymbolg. It canbe
arguedthatEq. 5.5is nota radontransformof thefunctiong(x,y,z). It is not,but it can
beseenasahybridor generalizedRadontransformfor linesthroughdimensionalspace.
In thefollowing,Eq. 5.5is calledthe3D lineRadontransformor simplytheRadon
transform.In the rest of this chapteronly the 3D line Radon definition will be
considered,and the actual parameterswill uniquely determinewhich type of
transformationused.From thedefinitionof the3D line Radontransformsomebasic
rulesarederivedandshownin APPENDIX A. Additionally,theRadontransformof
simplegeometricalfunctionsaregivenin thesameappendix.
The3D lineRadontransformcanbeperceivedasa convolutionbetweena function
g(r) anda kernelh expressedin the coordinatesp for a given combinationof the
angles19 and¢.
h(r) =h(p) =h(s, u, v) =5(u)5(v) (5.9)
whichcan be seen from the following, where *** implies a three dimensional
convolutioni theparameters(s,u,v).
g(e,¢,u,v) =g(r) ** *5(u)5(v)
= [=-00[=-00[=-00g(s' r+u'a +v'jJ)5(u - u')5(v - v')ds' du'dv' (5.10)
= [-00g(s' r+ua +vjJ)ds'
Besidesthenewintegrationvariables " theresultsmatchesEq. 5.5.
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At this time it could be appropriateto look back to the two dimensional results.This
canbedone by choosing ¢=O,V=Zo, and u=p, thusthe line integral reducesto
g(p,O, e) = [~g(s cose - p sin e, s sin e +p cose, 20 )ds
5.2.Fourier Slice Reconstructionin 3D
.
(5.11)
From the line integralsdefined in Eq. 5.5, the function g(r) can be recoveredusing
Fouriertechniques,andthe Fourier Slice Theorem is now derive for 3d line integralsby
applyingthetwo dimensional Fourier Transform to eachof the (u,v) planes in Eq.5.5.
G(B,¢, vu'vJ = [, [, g(e,¢,u, v)e- J2Jr(uvu+wu)dudv
= [oo[oo[oog(sr +ua +vjJ)e-J2Jr(uvu+wu)dudvds
(5.12)
whichindicates a close connection to the three dimensional Fourier transform of the
functiong(r).
G(v) = [[ [~g(r)e-j2nrvdr
g(r) =[, r~[ooG(v)eJ2,"" dv
(5.13)
(5.14)
wherev is thethreedimensional frequencyvector.
Now, the integrationparametersin Eq. 5.12. is changedinto x, y and z, i.e., r. It is
usedthatr, aandfJ areorthogonal.
r=sr+ua+vfJ =>
U = ar and v =fJr =>
uVu +vvu= r· (vua +vvfJ) =>
G(B,¢,vu,vJ = [oo[oo[oog(r)e-J2JlT'(vua+v,P)dr
(5.15)
(5.16)
(5.17)
(5.18)
Theseinterestingresults shows that the two-dimensional Fourier transform of the
line integrals is the three dimensional Fourier transform of the function to be
reconstructed(Clack 1992).
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(5.19)
whichis a Fourier slice theoremfor line integralsin a three-dimensionalspace.It
impliesthatthefunctiong(r) canbe recoveredby applyinga two dimensionalFourier
transformto the sinogramfor all valuesof (B,¢), followed by a mappingof the
spectrum,and finally recoveringthe desiredvolumeby using a threedimensional
inverseFouriertransform.
G(vua+ vj3) = [00 [oog(B,¢,u, v)e-J2;r(uv,+vv,ldudv
g(r) = [[00 [00G(v)eJ2JlTVdv
(5.20)
(5.21)
A non-trivialproblemariseswhenimplementingthemappingof thespectrum.Each
frequencypoint v is mappedinto vua +vjJ, but v is three-dimensionalvectorand
vua+vj3 hasfourdegreesof freedom.This impliesthateachv matchesaninfiniteset
of parameters(B,¢,u,v). One possiblesolution is to use weightedaveragesof the
possible4D frequencyvectorsfor eachvalueof v, andthisproblemis still an areaof
activeresearch,thoughin (Steams1990)severalaspectshavebeencovered.
5.3.TheBackprojectionBasedInversionof Line Inteerals in 3D
Analogousto the 2D Filtered Backprojection,it is possible to filter the line
projectionsandthCll makea backprojectionof thesinograminto the volumedomain
(t,y,z)(Clack1992).The backprojectionoperatorin 3D is now analyzedfrom the
transformationf apointsource.Again, it is usedthatanyfunctioncanberesolvedinto
aweightedsum(integral)of deltafunctions.
g(r) = [[ [oog(ro)5(x -xo)5(y - yo)5(z - zo)dxodyodzo
== [g(ro)5(r - ro)dro
ThisimpliesthatthecorrespondingRadontransformis givenby
j'IIMIR Y!!KSEK rt.KNO!.~.Ii.t~STlTOSU .REKTORlUGU I
I v- L.- I •••., r
(5.22)
(5.23)
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(5.24)
This shows that any function g(r) can be Radon transformed,if the point source can
betransformed.Now this will be done.
gp(r) =5(r - ro)=>
g(B,¢,u,v) = f"5(sr +ua +v,8- ro)ds
=[, 5((s - so)r +(u - uo)a +(v- vo),8)ds
= fa,5(s, +(u - uo)a +(v - vo)P)ds
(5.25)
(5.26)
(5.27)
(5.28)
Heretheunambiguoussubstitution ro=so' +uoa+vo,8hasbeenused.Using thatthe
deltafunction will be non zero if and only if the argument is a zero length vector
impliesthatthe result will be non zero if and only if u =Uo=ro.a and v =va=ro. ,8 ,
andbecausethe base vectors are orthogonal the result can be expressedusing the delta
function.
(5.29)
Thiscan also be found directly from Eq. 5.10. It is a very importantresult,which can
beusedto formulatea backprojectionoperatorin 3D (Clack 1992).
g = bg(B,¢,u =r ·a, v =r· ,8)dQ.=[0(_V'g(B,¢,u =r ·a, v =r· P)cos¢xi¢xiB (5.30)
Forconveniencethe integrationover anglesis written as a single integral with index
Q. If thegeometryis, e.g., Q.IV the integrationbecomesthe last part of Eq. 5.30, where
thetermcos~is theJacobian, found when convertingto sphericalcoordinates.
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5.4.Filterin~After Backprojectionof Line InteeralsIn 3D
Like in twodimensionalbackprojectionalgorithms,ahighpassfilteris neededeither
beforeor after thebackprojection(Clack 1992).In this sectionthe aim is to find a
."
conditionfor thefilter usedafterbackprojection,i.e.,on thev·olume.It canbe derived
bybackprojectingtheRadontransformof a functiong. Insertingin Eq. 5.5. into Eq.
5.30gives
(5.31)
Now it is utilizedthatthes- integrationcanbeshiftedalongthe1:- axis, like it was
donefromEq. 5.27to 5.28.Heretheoffsetis chosento r· r .
g(r) = .b [_00g((r. a)ex+(r' j3)fJ +(r' r)r+sr)dsdQ
= .b [_00g(r +sr)dsdQ
(5.32)
(5.33)
Whichcan be recognizedto be a convolution,thusa 3D Fourier transformcanbe
appliedonbothsides.
G(v) =1[_00[-00g(r +sr)e-J2JrVrdrdsdQ
=1[_00 l_oog(r)e-J2JlV(r-sr)ardsdQ
=1[_00G( v)eJ2JlSv.rdsdQ
=1G(v{ (~~2JlSv-rds)dQ
=G(v) .b5(v· r)dQ == G(v)
Ha (v)
(5.34)
(5.35)
(5.36)
(5.37)
(5.38)
This result is a 3D Filtering after Backprojectionreconstructionmethod.The
spectrumof thebackprojectedsinogramis multipliedwith thefilter Ha(v), shownin
Eq.5.39. FinallyEq. 5.14is usedto recoverthedesiredvolume.
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1
H (v)=----
a 15(v. ,)do
(5.39)
In thegeometryfl'[/, the filter can alsobe foundon an analyticalform. Several
papers,e.g.,(Colsher1980,Clack1992),haveshowndifferentfilters,whichagainhave
beenshownto only differwith a normalizationconstant.Due to thecircularsymmetry
aroundz- axis, the filter can be calculated,with Vy, i.e., they- componentof the
frequencyvector,setto zero.
1o(v,T)dO = L-'II [oo(v<cose cos¢+Vz sin¢)cos¢dfJd¢
=2L-'II r~02o(vx cose +Vz tan¢)dfJd¢
r 1 {r=min{IfI,!arctan(v<I J}=2 ----d¢where=-r Ivx sinexl Vx coseo +Vz tan¢=0
= 2 f cos¢ d¢
#=-r~v~- (v~+v~)sin2 ¢
(5.40)
(5.41)
(5.42)
(5.43)
Thesymmetryof theintegralis usedagainto getthegeneralresults,i.e., in thelast
linelv,I is substitutedbackto ~v~+v~' andtheresultis
v
Jr
{ 2arcsin(~/~ v; sin¢]J -,
otherwise
(5.44)
Twothingscan be notedin Eq. 5.44.First, letting IfI ~ Jr I 2implies full angular
coverageandEq. 5.44becomesveryeasy,i.e., Ha (v) =V I, .On theotherhandletting
1fI-+0impliesthatthefilterbecomescloseto Ha (v) =~v~+v~1(21f1). Neglectingthe
normalizationconstant2 If/, thefiltercanberecognizedasthefilterusedin 2D Filtering
afterBackprojection.
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Figure 5.2 Normalized angular part of the filter as a function of ¢v =arcsin(vz/Ivl) for
lfI =100,200, •••,800•
5.5.FilteredBackprojectionof Line Inteeralsin 3D
Analogousto thetwo-dimensionalFilteredBackprojectionmethod,thefilteringcan
bedonebeforebackprojectionof theline integralsin 3D.Herea two dimensionalfilter
hb(e,¢,u,v)is convolvedin the (u,v) planeof thesinogramfor eachvalueof (e,¢).
Afterthefilteringshownin Eq. 5.45,thebackprojectionoperatoris usedas shownin
Eq.5.47.
g(e,¢,u,v) =hb (e,¢,u, v) * *g(e,¢,u, v)
= f=-oo[_00hb (e,¢,u - u', v - v')g(e,¢,u', v')du'dv'
g(r) =1gee,¢,r· a, r· ,B)dQ
(5.45)
(5.46)
(5.47)
Thecriterionthatthefilter in 3D FilteredBackprojectionwill haveto satisfycanbe
derivedbychoosingg(r) asapointsourceandrequiringthatEqs.5.45and5.47areself-
consistent,i.e.,
g(r) =oCr) ~ gee,¢,u,v) =8(u)0(v) ~ (5,48)
. ..
)IZMIR YUKSEK TE~NOlO}iwL.~Sl:rUS"
,.1. ~ J,l' I ;Y
IKuruphnne ve Dokfima,,'QWO~ Dcim p I
(5.49)
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Thelast equationcan also be viewed in the 3D Fourier domain
1= 1([ [" [hb (e, ¢,r· a, r· f3)e-J2'TVrdryo
= 1(["[[ hb(e,¢,u, v)e-J2-T(sv.r+uva+uv{Jldpyo
=1Hb (e, ¢,v· a, v· /l) [e-J2mVr dsdO
= lHb(e'¢'V'a'V'/l)5(V'r)d0
where2D Fourier transformof the filter hasbeenused
H (B A. ) - [ [ h (/1 A. )e-J2'T(UVu+vvvlddb ,'f',vu'vv 00 00 b U,'f',U,V U V
(5.50)
(5.51)
(5.52)
(5.53)
(5.54)
In a given geometry, several filters are valid (Clack 1992), due to the 4D to 3D
transformationduring reconstruction. In general, part of the filters belong to a null-
space,which could be used to improve noise performancewithout altering the signal
reconstruction,thoughmore researchis neededto deriveappropriatefilters.
In (Clack 1992) a criterion is given which makesFiltered Backprojection in a sense
equivalentto Filtering afterBackprojection.
Hb(vU ' V v) =H a (V ua +vv/l) (5.55)
Defining vr =vuax +vvf3xand vy =vuay +vvf3y, thenEqs. 5.44 and 5.55 imply that
onevalidfilter is
otherwise (5.56)
Inthegeometry0JrI2' the filter is very simple
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TheQ,T 2 filtercanbevalidatedby insertingEq. 5.57in 5.53.
t!Hb(B,¢,v·a,v·fJ)5(v,r)dQ
=~.6 ~(v.a)2 +(v·fJ)25(v·r)dQJr ~!
=~ 1 ~(v.aY +(v·fJY +(v·rY5(v·r)dQ1r ,T 2
=~1 IvI5(v.r)dQ=1Jr :r 1
InthelastlinetheresultfromEqs.5.40-5.44areused,with lj/ =Jr/2 .
(5.57)
(5.58)
(5.59)
(5.60)
(5.61)
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CHAPTER 6
IMPLEMENTATION DETAILS
6.1.NumericalImplementationof 2D Direct ReconstructionAI~orithms
In this section the implementationof Filtered Backprojection,Filtering after
Backprojectionand The Fourier Theoremareshown.All of thesealgorithmscan be
basedonFouriertransform,whichis reviewedin theChapter4.
6.1.1.Usin~theDFT to ApproximatetheFourier Transformation
All of thepresented irectreconstructionschemesuseFouriertransformation,either
forfiltering,or for re- mappingof the spectra(FourierSlice theorem).For digital
signals,thediscreteFouriertransform(DFT) canbeusedto estimatethespectrum,and
inpractise,thespectrumis estimatedby theFastFourierTransform.
Assumethattheonedimensionalfunction,of a continuousvariablet, denotedg(t) is
sampleduniformly, i.e., gs(n)=g(n6t).Furthermore, assumethatonly N valuesare
non-zero.In thiscasetheFouriertransformcanbeapproximatedby theDFT
N-}
G(f)= r g(t)e-j2;rftdt~6tLgs(n)e-j2;rmnIN =Gs(m)~OJ
n:D
hence,Glm)will approximatethecontinuous pectrum
I::.tG (m)::::: G(~)s N6t
(6.1)
(6.2)
Thediscretespectrumis in Eq.6.1computedusingtheDFT of gs(n). With thesame
approacht einverseFouriertransformis commonlyapproximatedby
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(6.3)
Thistechniquecaneasilybegeneralizedtotwoormoredimensions.
WhenapproximatingtheFourier transformby theDFT it shouldbe notedthatthe
spectrumis availableonly in discretesamplesandthesamplesrepresentstheFourier
transformof aperiodicalrepetitionof thediscretesignalgs (n) withperiodN.
Furthermorea very importantfactoris thatthediscretespectrumasa functionof m
alsois periodicalwithperiodN, i.e.,
(6.4)
This implies that the maXImum absolute frequency corresponds to
m=N / 2~ r =_1_, i.e., the upper frequencyfu equals half of the sampling
j 11 2!:lt
frequency.Due to theperiodicalbehaviourof thediscretespectrum,thelasthalf of the
digitalspectrum,i.e.,fromm =N/2 tom =N-l will correspondtonegativefrequencies.
6.1.1.1.TheFFT Applied for Filterine
Now thepracticaluseof theDFT for implementationof theoperator:J~Iwill be
discussed.It is veryimportanto notethattheDFT usesanarrayof signalvaluesg(n),
n=O,l,...,N-l, where the last half of the array corresponds0 negativecontinuous
variable.In this casetherelevantsignalis thediscretesamplesof thesinogramfor a
certainvalueof Bt, i.e., h(r) = g(Bt. Pr), wherethevaluesof P lies symmetrically
aroundO.In orderto getthephaseof thespectrumcorrect,thearrayg(n) usedfor the
DFTmustbe filled asshownin Figure6.1.Note thewrappingso negativevaluesof P
arefilledintothelasthalf of thearray.It is alsoassumedthattheDFT transformation
lengthis apowerof two in orderto useoneof thefastradix-2FFT algorithms.For the
unknownentriesin the middle of the arrayof g(n) zeros must be filled in. This
operationiscalledzeropaddingandthisactionwill affectthespectrum.
A largenumberof zerosgivea moresmoothspectrum(dueto a densersamplingin
frequencydomain),which canbe desiredif interpolationin thespectrumis required.
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Thus,theextrazerospaddedcanhelpto improvethenumericalstability.In Figure6.2a
squaresignalis shownin theleft uppercorner,andthecorrespondingspectrumin the
rightuppercorner.Zeroshavebeenpadded,andagainthespectrumhasbeenfound.
This is shownon the lower part of the figure.Note, thatthenew spectrumis more
smooth.
g(n)
o 0 0 0 0 Zeros filled into g(n)
Figure6.1Filling an array h(n) into a larger array g(n),whenusingradix- 2 FFT.
As it brieflyhasbeendescribed,theuseof DFT toapproximatetheFouriertransform
alsoimpliesthat the signal becomescyclical with theperiod of the transformation
length.Thiscanleadto problems,as it laterwill bedemonstratedin Subsection6.1.5.l.
A commonstrategyto reducethis cyclical influenceis to multiply the signalwith a
window,i.e.,aweightfunctionattenuatingtheedgesof thesignal.
A property,which can be usedto reducethecomputationalcost, is basedon real
(non-complex)valuedsignals.Assumeadiscretecyclicalrealvaluedsignalg(n)
G(m) =G(-m)* =G(M - m)* (6.5)
where* denotesthecomplexconjugateandg(n) =g(n +N ). This symmetryis easily
provedfromtheDFT definitionshownin Eq.6.1,andit shouldbe usedif only a real
signalis provided,such as a sinogram,which shouldbe filtered (withoutcomplex
values).In thisway thelengthof theFFT needed,canbereducedby a factorof two,or
tworeal"aluedsignalscanbetransformedwith thesameFFT.
Numericalalgorithmsareavailablein virtuallyanynumericalpackagefor efficient
calculationof the FFT. Several packagesfurthermorealso includes functions for
calculatingtheDFT of a realvaluedsequenceg(n) of lengthN = 2P, e.g.,Numerical
Recipes(Pressetal.).OftentheFFT-algorithmis aradix-2algorithm.This restrictionis
forreconstructionpurposesnotharsh,butmustberememberedwhenzerosarepadded.
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Figure6.2 Upper left shows a square and the upper right shows the corresponding absolute
spectrum.The frequency ranges from 0 to the sampling frequency (last half is the negative
frequencies).Lower left showsthe squarewhere the zeros have beenpadded, and the lower right
showsthecorrespondingabsolutespectrum,which appearsmoresmooth.
In theimplementationof FilteredBackprojectiona ID filteringof thesinogramis
needed,wherethefilter is theabsoluteof thefrequencyparameter,i.e., Ivl. This filter is
approximatedin manyways,butthestructureof theFFT basedfilteringis thesame,as
shownin Algorithm6.1.The algorithmdoesnotdemonstratetheimplementationof the
extraspeedupgainedby exploitingEq.6.5,hencethearrayg(n) has complexentries.
Notealsothatthealgorithmdoesnotsplit thesignalvaluesas it was shownin Figure
6.1,becausethefilteringdoesnotusetheactualphaseof thespectrum.Whatmatters,is
thathefilteredresultis extractedfromthesamepositionsin thearray,andis returned
intheoriginalsinogram (g radon(t I r) ) I which is done for sake of memory
efficiency.
Thefiltercalculatedin linethreeof Algorithm6.1(samplingof Eq.6.2)is calledthe
i ampfilteror Ram-Lak filter.Often it is multipliedwith a weightfunctionor simply
otherfunctionin orderto geta bettersignalto noiseratio.The only itemall of the
rltershavein commonis that they approximateIvl at low frequencies,and the
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differenceis pronouncedasthefrequencyv approacheshalfof thesamplingfrequency,
1
denotedby v =--
" 2!:::.p
//Using radix-2 FFT
//For the radial samples
//Move the real part
//For all angular samples
//For the radial samples
//Move the sinogram values
//For padding
//Pad with zeros
//Using radix2 FFT
//Handle zero
//Multiply with filter
//Positive frequency
//Negative frequency
sampling
frequency
half
//Assuming radix-2 FFT
//Initialize filter
//Approximate filter
//Handling
ALGORITHM 6.1 FILTERING USING DFT
Set P to upper power of two (P>=R)
For r=l to P/2
f(r)=r/(Delta_rho*P)
End
For t=O to T-l
For r=O to R-l
g(r)=g_radon(t,r)
For r=R to P-l
g(r)=O
End
Compute FFT of g(n)
g(O)=O
specially
g(P/2)=g(p/2)*f(p/2)
frequency
For r=l to P/2-1
9 (r) =g(r) *f (r)
g(P-r)=g(P-r)*f(r)
End
Compute inverse FFT of g(r)
For r=O to R-l
g_radon(t,r)=real(g(r))
End
End
End
Someof thefiltersreportedin theliterature(Jain 1989)aregivenbelow,whereit is
onlythepartbelow a certainlimit frequencyVI ~ V u' which is sampledandused.The
reasonforusingtheseweightfunctionsalsocalledwindowsor apodizingfunctionsis to
suppresstheinfluenceof noise.It is obviousthatthefilter Ivl is a highpassfilter andit
willattenuateanynoisepresentin thesinogram.Examplesof thispropertywill begiven
inSubsection6.1.5.5.Many windowscanbepresented,buthereonly fourexamplesare
gIven.
TheCroppedRam- Lak/ Ramp Filter Samplethefilter Ivl untilVI, i.e.,thefilteris
(6.6)
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andfor v, ~ Ivl <VII the filter is set to zero. The ramp filter is widely usedbut will
amplifynoiseif VI is chosentoohigh.
TheShepp-Logan Filter A sincwindowis multipliedtotherampfilter
sin(~J
III 2v,
H(v) Shepp-Logon= V"2 (7rV J2v,
andfor VI ~ IVI <VII thefilteris settozero.
TheHann Filter A HarmWindowis multipliedtothefilter.
andfor v, ~ Ivl < VII thefilteris settozero.
TheGeneralizedHammingFilter
(6.7)
(6.8)
(6.9)
wheretypicalvaluesof a are0.5-0.54.Again for v,~Ivl <VII thefilter is settozero.
StochasticFilters In Section10.8of (Jain 1989),Jain derivesa parameterizedfilter,
whichisshapedtotheactualnoiselevel.
Figure6.3 showsthreeof the filters.They can all be writtenas a productof the
theoreticalderivedramp filter and an apodizingwindow, which will influencethe
performancein presenceof noise.In general,if theapodizingwindowhavea low cutoff
frequencytheresolutiongetsworse,butthenoisesuppressioncanbeimproved.
In thetoppartFigure6.4 is showntheimpulseresponsefrom therampfilter.Note
thathelowersub-figureuseslogarithmicscale.The figure shows that the impulse
responsehaslong tails which impliesthata numberof zeros,in principlean infinite
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number,ha\'eto be paddedto thesignalor elsethecyclicalbehaviorof theDFT can
influencethefilteredsignal.
a.ll
a:;
a.1
.1,01-1,••11-"
..,--
••11 ••••••••,,~
~,," Shtpp-Ul[l"lito
112 I1:l 11-'1 11~ a.il 11, l1a 11&
...- •.••I',cp.Kt.,.,.••••..•1a""IN Imllhcp.Kt.,.
Figure6.3 The amplitude of the Ram- Lak filter, the Shepp- Logan filter, and the generalized
Hammingfilter using a=O.5,all three as a function of frequencynormalized to the upper limit
frequency,VI-
1S11}-20 -1S -11} ·S I}
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Figure6.4Upper shows51 samplesof a ramp filter as a function of frequency.Upper right shows
theabsolutevalue of the correspondingspectrum,found from a DFT of the samelength.Here no
windowinghasbeenusedto reducethecyclicalbehaviourof theDFT.
Figure6.5showsfilteringof a sinogramcorrespondingto acirculardiscin theimage
domain.Here a Hann window has beenmultipliedto the ramp filter. This filtered
sinogramwill later, in Figure 6.7, be backprojectedto demonstratethe full
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reconstructionalgorithmof Filtering afterBackprojection.From Figure 6.5 it can be
seenthatthespectrumis verylocalizedaroundzerofrequency,andthehigh-passfilter
will amplify the edgesand from the last sub-figure,it can be seenthatsignificant
negativevaluesare found. A small remarkis thatthe datarepresentation'in these
algorithmshouldincludeasignbit.
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Figure6.5Upper left showsthe sinogram for a fixedvalueof e and varying p. Upper right shows
thecorrespondingdiscrete spectrum, and it can be noted that there is heavy low frequency
dominance.Lower left shows the filter, which here is the ramp multiplied with a Hann window.
Lowerright showsthe filtered sinogrampart.
It shouldbementionedthatthecomplexityof filteringthesinogramis thenumberof
angularsamplestimesthecomplexityof theFFT operations(plus somelower order
terms)
DFillering =O(TR logR) (6.10)
whereR shouldbe replacedby thesmallestpowerof two largeror equalto R if a
radix-2FFT is used.
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The 10 filteringcould alsohavebeendoneby convolvingthesinogramwith the
properimpulseresponse,which is infinitely long as indicatedin Figure 6.4, hence
windowingis needed.This approachis fastif theimpulseresponseis truncatedinto a
shortsignal,which will somewhatsacrificetheperformancein the frequencydomain.
Thisimplementationof filteringof thesinogramfollowedby backprojectionis known
asconvolutionbackprojection.
6.1.2.DiscreteImplementationof Backprojection
FilteredBackprojectionis theeasiestinversionschemeto implement.An algorithm
basedonFilteredBackprojectionwill havetwoparts:A filteringpartandanintegration
part.The filteringparthasbeencoveredin Subsection6.1.1.1andin this sectionthe
implementationf thebackprojectionpartis described.
Thebackprojectoroperatorwasfoundin Eq.4.35.
g(x,y) =rg(xcosB +ysinB,B)dB (6.11)
whereg is the filteredsinogramin caseof FilteredBackprojectionandthe original
sinogramin FilteringafterBackprojection.
A commonlyusedapproximationofEq.6.11is
T-I
g(xm, YII):::= 6BI g(xm cosBt +YII sinBt, Bt)
t=O
(6.12)
wherea onedimensionalinterpolationmustbe usedin p direction.Normally,eithera
nearestneighbourapproximationor a linear interpolationis incorporated.Now the
discreteindicesof thesinogramareused.
NearestNeighbourApproximation
T-I
g(x m , Y J :::= 6.BIg ([r *1t),
,=0
(6.13)
where Xm cosBt +Yn sinBt - Pminr * (m,n;t) =----------
6p
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ALGORIT:-!Y1 6.2 INITIALIZATION B:::FORE
rhooff=rho_min/Delta rho
For t=O to T-l
theta=t*Delta theta
costheta(t) =cos (theta)
sintheta(t)=sin(theta)
End
For m=O to M-l
xrel= (x_min+m*Delta_x) IDelta rho
For t=O to T-l
xc(m,t)=xrel*costheta(t)
ys(m,t)=xrel*sintheta(t)-rhooff
End
End
BACKPROJECTION
IICompute offset
IIFor all values of theta
Iitheta is computed
Ilcos(theta) is stored
Ilsin(theta) is stored
IIFor all values of x
Ilcompute x
IIFor all values of theta
IIStore x times cos theta
IIStore y times sin theta
ALGORITHM 6.3 FAST BACKPROJECTION
For m=Oto M-l IIFor all values of x
For n=O to M-l IIFor all values of y
sum=O IIInitialize simple variable
For t=O to T-l IIFor all values of theta
rm=xc(m,t)+ys(n,t) IICompute non- integer index
rl=floor(rm) IIFind lower integer
w=(rm-rl) IICompute weight
sum=sum+(l-w)*g_Radon(t,rl)+w*g_Radon(t,rl+l)
End IILinear interpoaltion
finished
g(m,n)=sum*Delta_theta
End
End
Notethat,in Algorithm6.3it is notcheckedwhetherthevalueof rl correpondto
pixelsin theimageor not,i.e., 0~rl <R - 1. This operationis verytimeconsumingas
it isevaluatedin themostinnercoreof theloop.Checkingcanbeavoided,if theinitial
sinogramis expandedin sizein thep directionbypaddingzeros,in orderto fulfil
0<xm cas()(+YII sin()t - P:in <R -1
fJ.p
V(Xm, Y II' ()t) ~ R* >J2(Jvf -1) ill +1(6.18)
fJ.p
whereR * is thenumberof samplesrequiredin thenewsinogram,whenusingthesame
samplingintervalfJ.p, andalsoadjustingthevalueof Pmin to maintaina symmetrical
samplingof P
. R *-1
POlin =-6.p 2
(6.19)
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Thegivenimplementationin Algorithm6.2and6.3will requiretwomatricesof size
MT andthecomputationalloadis loweredsignificantly.
The discreteimplementationof FilteredBackprojectionis schematicallyshownIn
Figure6.6usingfirst filteringandthenbackprojection.
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Figure6.6 The discrete implementationof Filtered Backprojection. At the left the sinogram is
filteredandthen the filteredsinogramis by backprojectionmappedinto the reconstructedimage.
Now a set of imagesare shownwherea syntheticsinogram,correspondingto a
circulardiscin theimagedomain,mustbe reconstructedusingFilteredBackprojection
withan increasingnumberof angularsamples.Figure6.5 showedthe filteringof the
sinogram,and herethe (rotationalsymmetrical)disc is placedin the middle of the
coordinatesystem,henceeach of one-dimensionalthe filtered sinogram does not
dependon ()t' From 5 angularsamplesin the sinogram,i.e., T = 5, Figure 6.7
demonstratesthereconstructedimageusingFilteredBackprojection.The figureclearly
showshow the5 sinogrampartsarebackprojectedinto the image,andmoreangular
samplesareobviouslyneeded.In Figure6.8,only 10angularsampleswasused,andthe
reconstructedshapeof thediscis muchbetterrecovered,butlargeartifactsarestill very
visibleoutsidethedisc. Increasingto 20 angularsamples,as shownin Figure 6.9,the
artifactsare reducedin amplitudecomparedto Figure 6.8, and with 100 angular
samples,hownin Figure6.10,thediscis nearlyrecoveredperfectly.
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Figure 6.7 Filtered Backprojection from a
sinogramwith 5 angular samples(T=5) Figure 6.8 Filtered Backprojection from a
sinogramwith 10angular samples(T=10)
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Figure 6.9 Filtered Backprojection from a
sinogramwith 20 angular samples(T=20)
Figure 6.10 Filtered Backprojection from a
sinogramwith 100angular samples(T=100)
6.1.3.Implementationof Filterine afterBackprojection
Implementationof FilteringafterBackprojectionrequiresa discreteimplementation
ofthebackprojectionoperator,asshownin Section6.1.2.After thebackprojectionthe
matrixg(m,n)mustbehighpassfiltered.The implementationresemblestheoneshown
inSubsection6.1.1.1,butextendedtotwodimensions.
Thespectrumof animagecanbe obtainedin two ways.Eitherby usingoneof the
multidimensionalFFT algorithms,e.g. (Press et al. 1992), or by using a one
dimensionalFFT on firstall of therowsandthenall thecolumnsof theimage,whichis
possiblebecausethediscretespectrumcanbewritten
-
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G(u, V) = LLg(m,n)e-J2iT(mU/M+nV'N)
m=On=O
(6.20)
<\/-1[-"-1 ]
= '" '" a(m n)e-J2:rmu/ M e-J2:rnVi NL Lb ,
m::;O n=O
(6.21)
wh~rebothimagesizesM andN mustbepowersof two, if usinga radix-2FFT. If this
is nottrueextrapad imagesamplesat theedges.For filteringtheadditionalsamples
shouldnotbe canbe paddedwith zeros.Assumethatthereconstructedimageshould
looklike a disc. Then thebackprojectedsinogram(intothe imagedomain)will have
largenon-zerovaluesaway from thedisc, dueto theconvolutionshownin Eq.4.46.
Thisimpliesthatthefilteringin theimagedomainwill meetproblemwith thecyclical
behaviorof theDFT (or FFT). Theseedgeproblemmustbe solvedby backprojecting
ontoa largerimagethannecessary(if using radix-2FFT oftento the nearestupper
powerof 2), andthenfilter theexpandedimage,andcroppingvaluesof corresponding
tothespecifiedimagesize.
Notethatthe imageis consideredperiodicalandthespectrumwill havecomplex
conjugatesymmetryfor arealvaluedsignal,asshownin
Figure6.11.
gem,n) =gem+lvI, n)=gem,n+N)
G(u,v) =G(m +M, n) =G(m, n +N)
g(m,n)=gem,n)* =>G(u, v) =G( -u,-v)* =G(lvl - u,N - v) *
(6.22)
(6.23)
(6.24)
The symmetryof the spectrumcan be exploited for reducing the memory
requirementsdueto aratheroddstoragestrategyneeded.
gem,n) real G(u,V) complex
Complex conjugate
u=7
),.\
\
"
u=O
If=0
m=O m=7
n=0 ,--,--r-r--r-T""""1---'--'I-+-+--+--+--t--i--+--i
n=7 L.....J.---'---'---'---'--.L.-L.....J
Figure6.11A real valuedimagegivesa spectrumwith complexconjugatepairs.
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The 2D filtering is very easyis the spectrumis calculatedproperly.The complex
spectrumcaneasilybemultipliedby asampledversionof thefilter ~k; +k\~.
k u~--
x Mt:..x
and
v
k ~--
Y Nt:..x
(6.25)
~k;+k.: ~ ( u )2 +( V )2MAx NAx (6.26)
If addressingthenegativefrequenciesk x ! 0,umustbereplacedby u-M andif ky<O,
v mustbereplacedby v-N Symmetrycanbeusedsoapproximatelyhalf of thecomplex
spectrumis multipliedwith thefilter andtheotherhalf is duplicatedfromthefirst due
tothecomplexconjugatesymmetry.After themultiplicationof the filter, the inverse
twodimensionalDFT (orratherFFT) is used,andtherealpartof theresultis extracted,
andtheimaginarypartshouldbezero.
The 2D DFT implementationof the high-passfilter should also incorporate
multiplicationby anapodizingwindow, in orderto reducetheedgeeffects,dueto the
periodicalbehaviorof thespectrum.Of thehugeamountof windows available,two
relevantchoicesof windowsshouldbementioned.
Cropped2D Ramp Filter Herethetheoreticallyderived2D rampfilter is croppedata
certainfrequencyk{
if ~k2 +e <kx Y ,
else
(6.27)
wherek{ is setbelowtheupperlimit frequencyin oneof thedirections,i.e., k, <_1_
2Ax
HanningWindow The2D rampfiltercouldalsobemultipliedby aHanningwindow
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H(kr,k,) =
1 , , [ [~ k; +k ~JJ
2~k; +k~1+cos TC k,' if
o else
(6.28)
wherek, againIS c:e~below the upper limit frequencyin one of the directions,l.e.,
1
k <--
/ 26.x
Thetwowindowsbothusea cutofffrequencykj , whichcanbevaried,dependingon
thenoise-level.A highnoiselevelmightcall for a low valuefor k" which impliesthat
thereconstructedimagewill besomewhatblurred.
Noteagainthatthemeanvalueof thereconstructedimagewill alwaysbesetto zero.
Thisvaluemightbeestimatedin anareaof thereconstructedimagewheresomeprior
knowledgeimpliesthatthevalueshouldbe,e.g.,zero.In braintomographytherelevant
areacouldbeoutsidethebrain.
6.1.4.Implementationof theFourier SliceTheorem
The basis of the Fourier Slice Theorem is gIven m Section 4.3. In the
implementation,the discretespectrumof the sinogramis calculatedfor eachof the
angularsampleslike it wasshownin Sub- section6.1.1.1.Note thatherethephaseis
important,hencetheshiftingshownin Figure6.1mustbeconsidered.This spectrumis
consideredas polar samples,andmustbe mappedontoa quadraticfrequencygrid, as
shownin Figure 6.12. This operationcalls for two-dimensionalinterpolationin the
frequencydomain,an itemto be discussedfurthermore.Finally, the two-dimensional
quadraticspectrumcan be invertedusing 2D inverse FFT in order to get the
reconstructedimage.
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Figure6.12Following from upper left. At first thediscretespectrumis computed.The spectrumis
thenconsideredto be polar, and mappedonto a quadraticgrid in thefrequencydomain using two-
dimensionalinterpolation. Finally, the 2D spectrumis invertedinto the reconstructedimageusing
2D inverseFFT.
The complexityof this implementation,wheretheFFT IS usedto computingthe
spectrais givenby
oFor.,ardIDFFTo/Sillogram =O(TR logR)
O'n\'erse2DFFTojSpecrrum =O(M2 10gM)
oFourierSliceTheorem ::::::OeM 2 logM)
(6.29)
(6.30)
(6.31)
wherethetimeusedtomapthepolarspectrumontothequadraticspectrumhasnotbeen
considered,andit will actuallybenegligibleif usingnearestneighbourinterpolation.In
thelastequationit hasbeenassumedthatT::::::R ::::::M . In all threeequationsthevalues
ofRandM shouldcorrespondto theexpandedsinogramandimage(powersof two),if
usingradix-2FFT. In conclusion,Eq. 6.31 indicatesthatthe implementationof the
FourierSlice Theoremis of a lower orderthanFilteredBackprojectionandFiltering
afterBackprojection.
Nextsomeof theproblemswith this implementationarediscussed.If omittingthe
importantshifting problems,illustratedin Figure 6.1, the polar and the quadratic
spectrumcan matchin threedifferentways as shownin Figure 6.13.The boundary
IIMIR YUKSEK TEKNOlOJi fNSll fU~i,
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correspondsto themaximumfrequencies(halfof thesamplingfrequencies).Notethata
squareandcenteredreconstructedimageis still assumed1\1=N, Xmin =Ymin andLlx=Lly.
V
J
(a)
u
v
(b)
u
V
i
(c)
u
Figure6.13Threewaysthatthepolarandthequadraticspectrumcanmatch.
In the first case(a) the quadraticspectrumis too small. Somepartsof thepolar
spectrumis not mappedontothequadraticspectrum.This is a verybadsituation,and
theresultis unreliablewhen
1 1
maxlk I =- <vmax =- ¢::>&>6"p
x 2~.x 26"p
(6.32)
In the secondcase (b) the entirepolar spectrumis mappedonto the quadratic
spectrum.This will happenwhenLlx=Llp. In thefinalcase(c),wherethepolarspectrum
is fully coveredby the quadraticspectrum.This meansthat the outputimage in
principleusesall of thespectrum,butthereconstructedimagewill appearasit waslow
passfiltered,becausethe polar spectrummustbe assumedto be equalto zero for
frequencieshigherthanhalfof thepolarsamplingfrequency.
Concerningthe2D interpolation,nearestneighbourinterpolationis veryfast,butthe
costis thatartifactsmustbe expectedin thereconstructedimage.Anothercornmon
choiceis insteadtousetheslowerbutmorestablebilinearinterpolationasshownin the
followingequations.Figure 6.14 illustratesthat the value of each samplein the
quadraticgrid is aweightedsumof thefournearestneighboursin thepolargrid.Firstof
allthefrequenciesin thequadraticgridareexpressedin polarcoordinates.
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(~x J =v(c~s~Jkr smB
Thenthefournearestneighboursarefound.
l-J -B - B-BFindtheintegert = - ~ B( ::;B <B1+1 andsetOJe = 16B 6B
l-J -
" v _ v-v_
Fmdthemtegerr = 6v ~ vr ::; v <vr+1 andsetOJy 6v r =6p(V - vr)
(6.33)
(6.34)
(6.35)
wherethe last formula only is valid for positive frequencies.In caseof negative
frequencies,the periodicalbehaviorof the spectrummustbe consideredand proper
shiftingmustbeused.
Finally,abilinearinterpolationin thepolarcoordinatesof thefourvaluesareused
G(kr, ky) =(1- OJe)((1-OJy)G(vr, B1) +OJyG(vr+l, B1))
+OJe((1- OJy)G(vr, B1+1) +OJyG(vr+l' Bt+J)
(6.36)
The samplingof theoutputimagemustfurthermorebesufficientlydenseto adjustto
thelevelof informationin the polar spectrum,but due to the distributionof polar
samples,with anincreaseddensitytowards(0,0),ageneralproblemis thatthequadratic
spectrumdoesnot exploit thehigh numberof samplesnear (0,0) leadingto aliasing
artifacts.On the other hand for high polar frequencies,the densityis low, so the
quadraticspectrumsamplesthepolarspectrumfasterthannecessary.Note,theangular
distancebetweensamplesin thepolar grid is LIB, and in the radial parameterv the
1
distancebetweensamplesis 6v=--, cf. Eq. 6.2. The distancein each of the
R6p
coordinatesin the rectangulargn'd is 6k =M =_1_ If choosing Llp=L1x, cf.
~ x y Mill ~
Eq.632,onecriterionis thatthesamplingintervalin theradialparameters mustmatch
theonein therectangulargrid,whichis areasonabletradeoff,i.e.,
1 1
M =!5.k =--=6v=--~M =R
x y M!1x R6p
(6.37)
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wherebothM andR shouldcorrespondto theexpandedvalues,i.e., beinga powerof
twoifusing a radix-2~FT.
The presentedreconstructionalgorithmwill introducemorenoisethanaccumulated
in the backprojectionalgorithms.Especially, ringing problemsare common. The
problemcanbe reducedby useof higher-orderinterpolationand/oruseof, e.g.a non-
lineargrid in the Radon domain.Note that higher-orderfilters can provide better
numericalresults,but thecomputationalloadmightincreaseto an unacceptablelevel.
Anothermethod(Carlsonet al. 1995)illustratedin Figure6.15is to distributeeachof
thepolarsamplesontotherectangularmapusingproperweights,which impliesthatall
of thepolarsampleswill alwaysberepresentedin thequadraticgrid,butthecostof the
unevendensityof samplesis thatanadditionalfilteringis required.
The2D interpolationin thefrequencydomaindescribedin thissectionis in general
consideredthemajorproblemin implementationsof theFourierSliceTheorem,andthe
methodhasapparentlyfoundlimitedsuccessin clinicaluse.
Figure6.J.t Strategy 1: A weightedsum of the
fourclosestpolar samplesis usedto estimatethe
spectrumon the quadratic grid.
Figure 6.15 Strategy 2: Any of the sampleson
the polar grid are distributed with certain
weightsto thequadratic grid.
6.2. Implementationof 3D Direct ReconstructionAleorithms
Goingfrom2D to 3D reconstructiononemajordifferenceis thesizeof theinversion
problem.A practicalreconstructionprogram(eitheriterativeor direct)will include
severalstepsof filtering,Radon transform,and thebackprojectionis the most time
consummg.
Theprogramwill requirea uniformlysampledsinogramasit will shownin Eq.6.38,
basedon r2't'-geometryandthereconstructedvolumeswill alsobe sampleuniformly.
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The valueof q; is left to the user. The packagealso includesthe programnames
"3D_RadonAna" which has been developedfor generatinga volume and the
correspondingfour dimensionalsinogramfrom a setof scaled,rotated,andtranslated
primitives.This programis basedonpropertieshownin AppendixA. The usageof the
programis shownin AppendixB.
6.2.1.Implementationof the3D ReconstructionMethods
It hasbeenshownthatreconstructionof volumesfrom4D line integralscanbedone
by filtering,eithertheprojections,cf. Eq.5.56,or thebackprojectedvolume,cf. Eq.5.44.
The implementationis a straightforward generalizationof the 2D reconstruction
implementationdiscussedin Chapter4, butthefiltersarenotassimple,if thelimiting
angleljI <Jr . Again, apodizingwindowsshouldbemultipliedto thefiltersin orderto
2
limittheinfluenceof noise.
HerethereconstructionalgorithmsarebasedonthegeometryQ\jI, andtheparameters
intheparameterdomainaresampleduniformly
Jr
B=e =[-
t T'
U =Ui = lImin +il1u,
v =v j =V min +j 11v,
p =0,1,...,P-1
t =0,1,...,T-1
i=0,1,..., I -1
j =0,1,..., J -1
(6.38)
2lj1 Jr
where6.¢=--,l1e=-,emin =0,P-1 T
and ¢min=-ljI havebeeninserted.
Theparametersof thereconstructedvolumearealsosamplesuniformly
x=xk =Xn1ir. +kt1x,
Y =y, = V 0 +1l1y. mm ,
Z =2m =::min+mt1z,
k =0,1, ,K -1
1=0,1, ,L-1
m =O,l,...,M -1
----.--~r
I \ZMIR YIJKSfK TEKNOlOJI ENS1ITUSU \
\ REKrORLUGU !
i ,,;o'll(lh()nr. ve OokOmontosyon OOi::.~~.1. --..._---- -
(6.39)
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Notethata measuredsinogrammustberesampled(rebinned)intothisgeometryand
missing parts of the sinogram can be estimatedusing the Kinahan & Rogers
reprojectiontechnique.
§.2.1.1.Implementationof theBackprojectionOperator
The backprojectionoperatorcan be approximatedby a sum, hereshown usmga
nearestneighbourapproximation
g(rk.l,m) =[0I-I"gee,¢,u=r . a, v =r . {3)cos¢xi¢xie
P-I T-l [r.a -u ] [r ·13 -v ]
':'::,6.e6.¢Lcos¢pLg(t,p,k.l,m P,I min, k.l.m P.I min)
P;O 1;0 6.u 6.v
(6.40)
(6.41)
In Algorithm6.4theimplementationof thebackprojectionoperatoris shown,when
usingnearestneighbourinterpolation.
It has been shown that all of the reconstructionmethodsare heavily basedon
projectionsof thedirectionalvectorsa, f3,and T ontothevolumecoordinatesr. In order
to speed up the reconstruction algorithms, the vectors a =(at'a\'a= ) T ,
f3 =(f3x ' f3y , {3= ) T, and r=(T x' Ty , Tz) T, shouldbe computedonce, for all valuesof
(p,t).This canbedoneratherefficientlyandwill onlyrequiresix matrices.In Algorithm
6.4thearraysareassumedgiven,e.g.,alpha x (t i p) = ax(el, ¢p) . For further
optimization,the doubleloop of all possibleangles(fJ, ¢) can be combinedinto one
loop,andthevaluesof x (k) I Y (1) I andz (m) shouldbemovedto simplevariables
beforeenteringthe inner loops. In this way manyof the arraycalculationscan be
avoided.
Foreachvalueof (t,p),Eq.6.40requiresthattheu- andthev- valueslies withinthe
boundsshown in Eq.6.38.One schemeto avoid this time-consumingtestingis to
expandthesinogramin the u and v direction(by paddingwith zerosat the edges),
thoughthismightnotbedesirable,dueto thememoryrequirementsFor theexpansion,
itcaneasilybeshownthat
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l- maxir~um1-"m'" J" i"1maxh~:I-um'"1
l- maxlr~:I-vm,"J" i"l maxh~:I-vm,"1
(6.42)
(6.43)
Anotherschemeto avoidtheindextesting,couldbeto computetheintervals(p,t),
whichwill give legalvaluesof u andv, cf. Eq.6.40.In principlethisis viable,butmight
requiremorecomputationscomparedtothereductionbeingofferedby thisalteration.
The numberof loops shown in Algorithm 6.4 illustratesthat the complexityof
backprojectionis high,namely
03DBackprojection=O(KLMNPT) (6.44)
Hence,the complexityincreaseswith the numberof voxels in the reconstructed
volumetimesthenumberof angularsamplesin thesinogram,andit indicatesthatthe
backprojectionoperatoris aratherdemandingoperation.
ALGORIT::~ 6.4 BACKPROJECTION OPERATOR IN 3D
For k=O to K-l IIFor all values of x
For 1=0 to L-l IIFor all values of y
For m=O to M-l II For all values of z
sum=O IIInitialize sum
For ~=O to P-l IIFor all values of phi
sump=O IIInitialize sump
For t=O to T-l IIFor all values of theta
u=x(k) *alpha_x(t,p)+y(l) *alpha_y(t,p) +
z(m)*alpha_z(t,p) IICalculate u value
i=round((u-u_min)/Delta_u) IICalculate i index
If O<=i<l
v=x(k)*beta_x(t,p)+y(l)*beta_y(t,p)+
z(m)*beta_z(t,p) IICalculate v value
j=round( (v-v_min)/Delta_v)
If O<=j<J
sum=sum+9_radon(t,P/i,j) IIUpdate sum
End
End
End
sum=sum+sump*cosphi(PI IIUpdate sump
End
9_backproject(k,1,m)=sum*Delta_rho*Delta_phi IIStore result
End
End
End
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6.2.1.2.Implementationof theRadon Transform Operator
An implementationof theRadontransformdefinedin Eq.5.5will now be shown.
Thisoperatoris neededfor theKinahan& Rogersreprojectionmethodsandfor anyof
theiterativemethodspresentedin Chapter4.
where ro =(xo,yo,ZO)T =ua+vf3 (6.45)
(6.46)
In orderto avoidtheproblemswith toohighslopes,theline integralis projectedonto
theaxis with maximumabsolutecomponentof the directionalvectorrelativeto its
samplinginterval.Assumethattheprojectionis madeontothex- axis
Thenthe3D Radontransformcanbewritten
g(B, ¢,u, v) = [, IT1(I g(x, .xy(X) +y~X), xz(x) +z~x))dz
where
(6.47)
(6.48)
(x) fl'
Y =-
'.<
and
and
Y(x) -y _y(X)xo - 0 0
z(x) =z -z(X)xo 0 0
(6.49)
(6.50)
wheretheexponent(x)merelymeanswithrespectox.
A simplediscretization,whichwill requirea fewcalculationseachtime,cannow be
derivedfromEqs.6.39,6.46,6.49,and6.50.
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K [ (x) + (x) _ ] [7(X) (x) _ _ ]
g(e,¢,ll,V):::.6.'Ig(k, XkY Yo Ymin, Xk- +ZO Xmin)
k=O 6.y 6.z
K
=-l'I g(k,[a~.X)k +b~X)1 (a;X)k +b;X) D
k=O
(6.51)
(6.52)
where a~X) =~ 6.x and
. 'x 6.y
(xl ': 6.x da_ =-- an
- Lx .6.y
b(X) =~ (Xmin -Xo) +Yo - Yminv
Lx.6.y .6.y
b(x) = Lz (Xmin - XO) +Zo - Zmin
= Lx 6.z .6.:
(6.53)
(6.54)
With respectto thehighslopeproblem,Eq.6.47impliesthat la;X) I::::; 1 and la;X) I::::; l,
i.e.,a stepfromk to k+ 1 in thesumshownin Eq.6.52,will not leadto a stepin I or m
greaterthan1.
Thediscreteimplementationof Radontransformis alsoquitedemanding,dueto the
complexity
O)DRadanTransform=O(PTIJK) (6.55)
whichaccountsfor thenumberof timeswheretheprojectionis madeontothex- axis.
Forprojectionontothey andz- axissimilarexpressionsarefound,withK substituted
byLand M, respectively.
If eithertheabsolutey- or z-componentof l' is thegreatest,thenit is very easyto
derivealmost identical formulas,and the formulaswill only require swappingof
symbolscomparedtotheonesshownabove.In Algorithm6.5theimplementationof the
discrete3D Radontransformis shownusinga nearestneighbourapproximation.The
algorithmonly shows the casewhere Eq.6.47 is fulfilled. The algorithmuses the
a_z= a;X) , b y=b(X)- y'
algorithmsareneededtocoverprojectionontotheY- axisandthez- axis,respectively.
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valid
valid
IIUpdate Radon domain
TRF.NSFORM
IIFor
allvaluesofphi
IIFor
t et u
IIFor
v
fulfilled
from Eqs.6.52,6.53
Initialize sum
IIFor all values of x
IICalculate y-index
IICheck if index is
Ilcalculate z-index
IICheck if index is
IIUpdate sum
ALGORITHM 6. 5 D-SC~.ETE 3D RADON
For p=O to P-1
For t=O to T-1
For i=O to I-1
For j=O to J-1
Assuming Eq.6.47 is
Set a_y,b_y,a_z,b_z
sum=O
For k=O to K-1
l=round(a_*k+b_y)
If O<=l<L
m=round(a_z*k+b_z)
If O<=m<M
sum=sum+g(k,l,m)
End
End
End
g_Radon(p,t,i,j)=sum*Delta_x
End
End
End
End
6.3.ExamplesUsin~Direct ReconstructionAI~orithms
Here,reconstructionof aphantomis examined.In Figure6.1is shownthenoisefree
sinogramcorrespondingtotheimageshownFigure6.17
G.S t.S"'~"
.2.S
Figure6.16Sinogram of thephantom
. ~
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Figure6.17The original headphantom
Figure 6.18 The reconstructed head phantom
usingfilteredbackprojection
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Figure 6.19 The reconstructed head phantom
usingfiltering after backprojection
Figure 6.20 The reconstructed head phantom
usingFourier slicetheorem
First,FilteredBackprojectionhasbeenusedto reconstructhe imageas shownin
Figure6.18.It canbeseenthatthemeanvalueis displaced,anda ring is visibleoutside
theheadphantomwith aradiuscorrespondingtotheextensionof thesinogramin thep-
direction.When usingFilteringafterbackprojection,asshownin Figure6.19,thering
effecthasbeendissappeared,but otherwisetheresultappearsto bejust as goodwith
respecttoedgesharpness.
Finally a nearestneighbourimplementationof theFourier slice theoremhasbeen
usedasshownin Figure6.20.The reconstructedimageappearsto becomparableto the
twobackprojectionmethods,but more"texture"can be found in the areaoutsideof
head(andinsidetoo).
Thesamplingparametersof thesinogramareiJp=O.OJ. R=20J, T=200 andfor the
image,M=20J andiJx=O.OJ hasbeenused.
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The samplingparametersof thesinogramareiJp=O.Ol, R=201, T=200 andfor the
image,M=201 andi1x=O.Olhasbeenused.
6.3.1.ReconstructionWith Varvine ImaeeSize
Thenextexampleaddresseesqualificationof thereconstructionqualityandartifacts
whenusing a Fourier Slice algorithm,Filtered Backprojection,and Filtering after
Backprojection.From the sinogramin Figure 6.16, imageshavebeenreconstructed
withvaryingimagesize,goingfromM=51to M=401in stepsof 50 samples(on each
dimensionof thereconstructedimage),wherethesamplingdistancehasbeenchanged
inordertokeeptheimagein focus,asin Figure6.17.
A modifiedL' - measureof misfitis givenin Eq.6.56.
L2 = ,,( ref - -ref \2L..m,ngm.n- gm.n- g +g J
" (oref _ -ref \2L..m.n bm,n g J
(6.56)
whereg:'~~,is thereferenceimage(theoriginal)andthebarsindicatetheaverageover
allsamples.
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Figure6.21L2 error as a function of the reconstructedimagesizeM for Filtered Backprojection,
Filteringafter Backprojection, and a Fourier slice implementation.
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Figure6.21showsthemisfitin thiscaseasa functionof theimagesizeM. It canbe
seenthathere the errorslimited,and theFourier Slice methodhas the worsterror-
measure.For Filtered Backprojection,Figure 6.22 shows that the error has several
reasons.It is obviousthatthestepedgesin theimagearenot reconstructedperfectly,
dueto theuseof linearfilters.Furthermore,linesarevisiblein thefigurewhicharedue
to aliasingproblems.The sinogramshouldhavebeensampledmoredensely.Finally,
theringalsofoundin Figure6.18will alsoaddthetotalerror.
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Figure 6.22 The absolute error between the original image and the reconstructedimage using
FilteredBackprojection.
For a Pentium120MHz (Linux system)thetimeneededto reconstructheimages
areshownin Figure 6.23. It is clear the radix-2FFT used for this implementation
impliesthat severalstepscan be seenin the Filtering afterBackprojectionand the
FourierSlice implementation.The reasonthatFilteringafterBackprojectionis much
slowercomparedto FilteredBackprojectionis thatbackprojectionmustbedoneintoa
largernumberof samples(power of two) in order to reduceedge effects in the
subsequentfiltering.It canbe seenthatFilteringafterBackprojectionfrom imagesize
151to251getsslightlyfaster.In thisrangetheuseofradix-2 FFT impliesthata 256*
256imageis generatedin all threecases(151,201,251)whenbackprojecting,anddue
totheimplementation,thesubsequentcroppingbecomeslightlyfasterhere.
1 1 1
This exampleshowsthatFilteredBackprojectioncanbeimplementedefficientlyon a
PC andprovidefastreconstruction.
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Figure 6.23 Time usage for reconstructing the sinogram in seconds as a function of the
reconstructedimage size M for Filtered Backprojection, Filtering after Backprojection, an da
Fourier SliceTheorem implementation.
6.3.2.Reconstructioninto an OversampledIma~e
~.I
.6.J
I.So
•••.•.•J
Figure6.24Sinogram of a squarewith R=251,T=200,andLlp=O.0025.
In orderto illustratetheproblemswith theFourierSlice Theoremif .6.x>6.p , (cf.
Eq.6.32)a sinogramwith R=251,T=200,and Llp=0.0025 has been created.The
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sinogramcorrespondingto a squarein theimagedomainis shownin Figure6.24.Then
two reconstructionmethodshave been used,namelythe Fourier Slice Theoremin
Figure6.25,andFilteringafterBackprojectionFigure6.26.
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Figure6.25Reconstructedimagewith M=lOl andLlx=O.Ol usingFourier SliceTheorem.
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Figure6.26Reconstructedimagewith M=lOl and Llx=O.Ol usingFiltering after Backprojection.
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It can be seenthatFiltering afterBackprojectionhasno problems.Using Fourier
SliceTheoremsevereartifactscanbeseen,duetoaliasingof thespectrum.
As a result,FilteredBackprojectionis normallyprecise,but somehowslow, with
complexityof OUv13), whereM is the numberof samplesin one directionof the
resultingimage.T~eFourierSlice Theoremgivesa fastalgorithm,OeM 2 logM), but
doesnothavethesamenumericalstability.
6.4.ExamplesUsin~IterativeReconstructionAI~orithms
In thissubsectiona setof examplesarepresentedwheniterativemethodshavebeen
used. In Figure 6.27 a sinogramwith 281*336 samplesis shown.The sinogramis
reconstructedinto an image with 301*301 samples.The system matrix has
94416*90601elementsof which 0.23% are non- zero when modellingthensystem
matrixusingtheRadontransformof a square.
1C~
100
Figure6.27A sliceof a sinogramof humanbrain.
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Figure6.28The reconstructedimageafter 10iterationsof EM.
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'igure6.29The reconstructedimageusingFiltered Backprojectionwith a ramp filter.
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6.5.Examplesof 3D ReconstructedVolumes
6.5.1.Reconstructionof a Ball
.
Thefirst exampleconcernreconstructionof a homogeneousball, cf. A.2.l. In this
casetheaxial limiting angle tp was setto 90°.Here thereconstructedvolumehas
51*51*51 voxelsandthesinogramusesP=12,T=10,and51*51 samplesin eachof the
(u,v) planes.BoththevolumeandthesinogramrequiresMBytesof memory.
Figure6.30Reconstructedball using3D Filtered Backprojection.
In Figure6.30,3D FilteredBackprojectionhasbeenusedto reconstructheball, and
Figure6.313D FilteringafterBackprojection.The figuresindicatethattheball has
eenrecoveredwell, thoughtheedgesof theball areblurred.This couldbe expected,
[uetolownumberof samplesin bothdomains.
NexttheiterativemethodsART andEM havebeenusedto reconstructthesameball.
'orART someartifactswerefound,while EM is successful.Herethefigureshasbeen·
ittedduetothehighsimilarityshownabove.
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Figure6.31Reconstructedballusing3DFilteringafterBackprojection
6.5.2.Reconstructionof theMickey Phantom
In thisexample,theaxialacceptancehasbeenreducedto merely 'F=9°.The volume
hascenteredaround(0,0,0)with L1x=Lly=L1z=O.5and K=L=!vf=71. which requires
lAMBytes of memory.In the sinogram,T=90, P=ll, I=J=61 and Llu=Llv=l were
used,andthesinogramrequires14.7MBytesof memory.
Using3D FilteringafterBackprojection,thereconstructedvolumecanbevisualized
withPolyr and Geomview.Figure 6.32 showsthe resultwhich looks like original
MickeyMouse. In Figure6.33andFigure6.34thereconstructedcentral(x,y) and(y,z)
planesareshown.The figuresuseindividualcolor scaleaccordingto theminimaland
maximalvalue.This volumehasthevalue0.2insidethe"skull" anda small "tumor"-
ballwithradiusfo 1andvalue0.4placedat(0,1,0).Thetumoris visiblebutblurred,but
it is clear that the generalstructureshave been recovered.The sinogram was
backprojectdeontoa 128*128*128volumein ordertouseradix-2FFT filtering.
NextFilteredBackprojectionusedto reconstructthesamephantom.Figure6.35and
Figure6.36showthecentral(x,y) and(y,z)planesforFilteredBackprojection.
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Figure6.33Reconstructedphantominthecentral(x,y)planeusignFilteredBackprojection.
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Figure6.35Reconstructedphantomin thecentral (x,y)planeusingFiltered Backflrojection.
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Figure6.36Reconstructedphantomin thecentral(y,z)planeusingFilteredBackprojection.
Finally, five iterationsusingEM algorithmhasbeendemonstrated.Figure 6.37and
Figure6.38againshowthe(x,y)and(y,z) planes.It is obviousthatmoreiterationsare
needed,butit is moretimeconsuming.
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Figure6.37Reconstructedphantomin thecental(x,y) planeusingfive-iterationsofEM.
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Figure6.38Reconstructedphantomin thecentral(y,z)planeusingfiveiterationsofEM.
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CHAPTER 7
RESULTS AND FUTURE WORK
In this work, most prominently,the reconstructionmethodsof medical Imagmg
modalitiessuchasCT areinvestigated.
At thebeginningof this study,it wasplannedto havea completesoftwaresystem,
which performscraniofacialsurgicalsimulationandalsoplanning.While going into
detailsof the subject,we saw thattherearetwo differentsteps.The first one is the
reconstructionof medicalimagesandthesecondandcomplementaryone is to process
thesereconstructedimages in cooperationwith surgeons,who are specialist in
craniofacialsurgery.
As wasstatedbefore,this thesisalthoughnamedas" CraniofacialComputer-Aided
SurgicalPlanningandSimulation",we haveworkedonjust reconstructionstep,anda
software package,which consists of implementationsof several reconstruction
techniques,waswritten.
Thenextstepforwho plantoworkon thissubjectwill betounderstandthefunctions
of structuresin theheadand face,andthepurposesof craniofacialsurgery,which is
especiallyimportantfor planningprocedure.
Identificationof bones,the interconnectionsof thesebonesand the influenceson
eachotherwould be included in simulationphase.The definitions,techniquesare
brieflydescribedin Chapter3 forbothsimulationandplanningphases.
Medical imageregistrationmayalsobeviewedasa furtherwork, whichprovidesa
completeimagethatconsistsof both hardandsoft tissues.In this case,it would be
possibleto showthetothepatienthowhelshewouldlooklikeaftertheoperation.
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APPENDIX A
A PROPERTIES OF THE 3D LINE NORMAL RADON
TRANSFORM
A.I. BasicProperties of the3D Line Radon Transform
gee,¢,u,v)= [g(ST +ua +vj3)ds
A.I.I. Linearitv
The firstcrucialpropertyis linearityof thetransform.
whereK, arearbitraryconstants.
A.1.2.Translation
It is assumedthat
her) =g(r - ro) ~
h(e,¢,u,v)= [g(sT+ua+vj3-ro)ds
Herethetranslationro areresolvedafterthebasisvectors,i.e.,
Thiscanbedonein anunambiguousway
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(A.I)
(A.2)
(A.3)
(A.4)
(A.S)
A.I
This is insenedin Eq.A.3
I~(e.¢,II,v)= Lg((s - s,Jr +(u - Uo )a +(v - Vo ) j3}is
= [g(sT+(u-uo)a+(v-vo)j3)dS=>
h \ (; . ¢,II.v) =g(e.¢,u - ro . a, v - ro . 13)
NotethattheangularparametersBand¢arenotchanged.
A.I.3. Rotation and Scalin~
(A.6)
(A.7)
(A.8)
Rotationandscalingcanbecontrolledbymeansof ageneraltransformationmatrixA
her) =geAr) (A.9)
Thediagonalelementsof the3*3matrixcontroltheindividualscalingandoff- diagonal
elementsarecontrollingtherotation.ThecorrespondingRadontransformis givenby
1~(e.¢.II.v)= r g(.~(sT+ua+vj3»)ds
= Lg(SAT +uAa +vAfJ)ds
(A.I0)
(A.ll)
This will in generalalterthedirectionalvectorr of theline, i.e.,a newdirectionvector
is needed
y;::::O (A.12)
The vector T definescf. Eq.5.2 two correspondinganglesB and ¢, which again
definesthetworemainingvectorsa and jJ , cf. Eq.A.12is insertedintoEq.A.ll.
1~(e,¢,II.v)= .~rg(ST +A(ua +vj3))ds, (A.l3)
A.2
The ne:\tstepis to resolvethe line offsetparametersafterthethreenew tildevectors,
whichagaincanbedoneunambiguously.
(A.14)
This impliesthatthe3D lineRadontransformis givenby
=,~[g(s:r+uii+voiJ)dS
1 --
=- g((},¢ ,Lta, va)
y
wherefourtildeparametersaregivenby
(A.IS)
(A.I6)
(A.I7)
/I =CI. .. -1. (au +fiv),r =1·-1d.
r =
- -
cos¢cos()- -
cos¢sin()
3m(/)
1
=-I-,Ar,
rl rl
[ -1 [--J
- sin() - sin¢ cos()
a= cos() i and j3 = - sin¢ ~n()
o ) cos¢
va =fi .A . (au +fJv)
(A.18)
(A.19)
ThematrixA cJ.nbepartitionedin threerotationalmatricesandonescalingmatrix
whererI.\ rotatesin they- z coordinates,e.g.
(A.20)
°
cosIfIx
- Sll1lf/, sinOlflxJcosIfIx
(A.2I)
andA, rotatesin thex-z coordinates,e.g.
A.3
cosuI)Slll l!/\'I
I.-I
_I 0
easOw,j
I
! -sinv 0,
(A.22)
andfinally.-1: routesin thex-ycoordinates,e.g.
cosl!/:S 111If/ =01
,-I. =
- S1l1 (J/ _cosl!/=0
0
01)
(A.23)
ThescalingmatrixS hereis chosentobethelatin Eq.A.20becausetheinterpretation
of the scaling is by far easierwhen applieddirectlyon the base functiong(r). The
matrixcanbechosento
/
1
I 1 00l- IS
0
1
5 _I
-II (A.24)-, 5
I
(I ()
:
)\
The scalingp~lrametersin the diagonalare chosenso that they directlyrelateto
lengthin thene\\ functionh(r).Thetotalrotationandscalingmatrixdefinedin Eq.A.20
multipliedtogetherbecomes
(
I COSIf/ \ cos If/v
I
I S, .
i COSIf/. SIl1Il1. -"-COSIf/ . smlfI sm lfI
A =i _ . . \ Y z
S,
smIII \ sm lfI: - cos lfI \ cos lfI: sm lfI y
S,
COSlfI y Sill lfIx
Sy. . .
cos lfIx coslfI z - Sill lfIx Sill lfI y Sill lfI z
Sy
cos lfIx sin lfIx sin lfI y +COS lfIx sin lfI z
Sy
Sill lfIy
Sz
coslfI y Sill lfI z
Sz
coslfI y coslfIx
Sz.
(A.25)
A.4
A.2. Analytical Radon Transform of Primitives
.-\Iong thebasic rules of the 3D line Radon transformit is very useful to have a setof
base3D functions andtheir correspondingRadon transform.In the following the Radon
tranSf01111of the unit ball and a Gaussian bell are derived. This can be used to produce
more comple.\: functions written as a weighted sum of shifted, rotated and scaled
pnmll1\es.
A.2.1.The Ball
The first primiti\e is theunit ball, i.e.,
fl for
a (1:1'-)-
oball . '. , - -10 for
x2 +y2 +Z2 <1
? ? 2
x- +y- +Z ~ 1
(A.26)
z
Due to the rotational symmetryof the primitive, the correspondingRadon transform
cannot be depend on the two angular parametersBand ¢, thus the Radon transform is
deri\ed in a rOl~l~edcoordinate system with r lying along the x- axis and the vector
ro =UC/. + l'fJ along the 'j- axis. As illustrated in Fig.A.I, theRadon transform is merely
thedistancebetweenthetwo intersectionpoints betweenthe line and theball.
y
.-------
~- ,I~.. .- I ••••.•I '••
/ -'--'---.
I - - __
r- -.- ~-
I. -. :._ .•.•.-I •__'
~.-\,~.-..
"'.,
-"-.
._-- ..------
Figure A.l The uuit ball with radius 1 and the Radon transform is the length betweenthe two
intersectionpoints betweentheline andthesurfaceof theball.
A.S------~
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The length0 i 1"" is .JU 2 +V2 , which implies that the Radon transformcan be
calculatedas
(A.27)
A.2.2. The Gaussian bell
for
for
u2+v2<1
u2+v2;:::1
(A.28)
Tlle Gaussianbell is anotherprimitive,wheretheRadon transformcan be found
analytically.
, , ,
ggallss (x, y,.:-) =e"p(-x- - y. - Z") (A.29)
Again the function has rotationalsymmetry,hencethe Radon transformdoes not
dependontheangularparameterse andr/J, andtheRadontransformcan,e.g.,bederived
as
(A.30)
A.6
APPENDIXB
B THE USAGE OF RECONSTRUCTION TOOLS
A softwarepackagehasbeendevelopedfor 3D reconstructionof sinograms(line
integrals),as shown in Chapter5. The programsdescribedin this Appendix are
compiledboth on Linux, and Windows98operatingsystems.In SectionB.l the
package of "Recon3D" is explained,which can generatea volume and the
correspondingfour- dimensionalsinogram from a set of scaled, rotated,and
translatedprimitives.
B.t. The 3D ReconstructionProeram "Recon3D"
Theprogram"Reocn3D"usesthefollowingparameters
• Sinogram [String] Nameof the file containingthe 4D sinogram.The file
musthavethenamesameas the.ini file, andtheextension.f4f (binaryformat)or
.a4f(ASCII format).
• OrgFile [String] (optional) Nameofa volumespecifyingthesampling
parametersof the reconstructedvolume. If given, then error measureswill be
computedwith respectothisvolume.
• Volume [String] Nameof thevolumeto bereconstructed.The file musthave
theextension.Df (binaryformat),or .a4f(ASCII format).
• Function [String] Parameterspecifyingthefunctiontobeused.
• FB DirectreconstructionusingFilteredBackprojection,resultin Vo1ume.
• FAB Direct reconstructionusing Filtering After Backprojection,result III
Volume
• CS DirectreconstructionusingFourierSlice theorem(Experimental).Resultin
Volume.
• Forward Radontransformof volumeinto Sinogram.
• ART IterativereconstructionusingART. Resultin Volume.
• EM IterativereconstructionusingEM. ResultinVolume.
B.l
• Iterations [Integer] For EM thenumberof iterationsbeforetheiteration
ends.For ART the numberof full iterations,i.e., the numberof actualART
iterationsareIterationstimesthenumberof rowsin thesystemmatrix.
• Iterative Par 1 [Float] In ART theinitialweightparameterA..
• Iterat i ve Par 2 [Float] In ART thefinalweightparameterA..
• Select Par 1 [Integer] In FourierSlice Reconstructiona valueof 0will
choosea nearestneighbourinterpolationin thespectrum,andavalueof 1will chose
tri- linearinterpolationtechnique.
• Xmin [Float] The minimum value of x In the volume. Only neededif
OrgFi 1e is notspecified.
• Ymin [Float] The minimum value of Y In the volume. Only neededif
OrgFi 1e is notspecified.
• Zmin [Float] The minimum value of Z In the volume. Only neededif
OrgFile is notspecified.
• DeltaX [Float] The samplingintervalof x in the volume.Only neededif
OrgFi 1eis notspecified.
• DeltaY [Float] The samplingintervalof y in the volume.Only neededif
OrgFile is notspecified.
• DeltaZ [Float] The samplingintervalof z in the volume. Only neededif
OrgFile is notspecified.
• Xsamples [Integer] Thenumberof x samplesin thevolume.Only neededif
OrgFile is notspecified.
• Ysamples [Integer] The numberofy samplesin thevolume.Only neededif
OrgFile is notspecified.
• Zsamples[Integer] Thenumberofz samplesin thevolume.Only neededif
OrgFile is notspecified.
An exampleof valid ini- file for "Recon3D"is shownbelow.The ini- file is usedto
reconstructa sinogramEl. ini. f4f into El. ini. FB.f3f with the same
sampling parametersas contained in the El. ini .f3f. Here the Filtered
Backprojectionis used.
B.2
Sinogram=El Sino.f4f
Volume=ElVol.FB.f3f
OrgFile=El_Vol.f3f
Function=FB
Xmin=-2
DeltaX=O.08
XSamples=51
Iterations=5
B.2. The Analvtical Sino~ramPro~ram"3D RadonAna"
Theprogram"3D_RadonAna"usesthefollowingparameters.
• Xmin [Float] Theminimumvalueofx in thevolume.
• Ymin [Float] (optional) The minimumvalueofy in thevolume.If not
specified,Xminis used.
• Zmin [Float] (optional) The minimumvalueof z in thevolume.If not
specified,Xmin is used.
• DeltaX [Float] Thesamplingintervalofxin thevolume.
• DeltaY [Float] (optional). The samplingintervalofy in thevolume.If
notspecified,DeltaX is used.
• DeltaZ [Float] (optional) The samplingintervalof z in thevolume.If
notspecified,DeltaX is used.
• XSamples [Integer] Thenumberofx samplesin thevolume.
• YSamples [Integer] (optional) Thenumberofy samplesin thevolume.
lfnot specified,XSamplesis used.
• ZSamples [Integer] (optional) Thenumberof z samplesin thevolume.
lfnot specified,XSamplesis used.
• USamples [Integer] Thenumberofu samplesin thesinogram.
• VSamples [Integer] (optional) The number of v samples m the
sinogram.lfnot specified,USamplesis used.
B.3
• DeltaU [FJoat] Thesamplingintervalofu in thesinogram.
• DeltaV [Float] The samplingintervalof v in thesinogram.If not specified
DeltaUis used.
• PhiSamples [Integer] The numberof ~ samplesin the sinogram.This
numberwill bedistributedfrom ¢min =-If/ =-PhiLimit to - ¢min - tj/ =PhiLimit .
• PhiLimit [Float] TheaxialacceptanceangleIf/(measuredin degrees).
• GenerateVolumeIf setto 0thenthevolumewill notbe generated,andif 1it
will be.
• GenerateSinogramIf setto0 thenthesinogramwill notbegenerated,andif 1,
thenit will be.
• NumberOfShapesNumberof primitivesused.
The orderingof parametersshown aboveis arbitrary.After theseparametersa
numberof linesmustfollow specifyinga scaling,rotation,andshiftingparametersof
eachprimitive.The lineusesthefollowingparametersin thisorder
• Shapei [String] wherei is0toNumberOfShapes
• Type [Integer] The type of primitive, where
• 1A ball centeredaround(0,0)withradiusI anduniformsignal1in theball.
• 2 A 3D Gaussianbell exp(_x2_y2_Z2)
•offx[Float]Shiftof of theprimitivein thex-axis.
•
ffy yz the zrot Rotationangleof theprimitivearoundthex-axis.r t yzscalx[Fl ]caling d recti nofx-a is.
•
ly yz zp wer[ loat] valueof prim tive.
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B.4
B.3. The Functions usedin "Recon3D"
• Recon3ddeneme2.cpp
This is the centralprogram,which containsroutinesto call the mam calculation
routines.It readsthe specifiedIniFile.ini file and executesone of the following
functions:
ffl Central Slice (CS) experimental!
ffl Filtered BackProjection (FB).
ffl Filtering after BackProjection (FAB).
ffl Algebraic Reconstruction Technique (ART).
ffl Expectation Maximization (EM).
ffl Convert between ASCII and Binary (Convert).
ffl Numerical Radon Transform (RT).
• CSreconstruct3D
Synopsis
Description
Usage
: voidCSreconstruct3D(void)
: The functionimplementstheFourierSliceTheorem
: CSreconstructO
• FABreconstruct3D
Synopsis
Description
Usage
: voidFABreconstruct3D(void)
:Thefunctionimplementsfilteringafterbackprojection.
: FABreconstructO
• FBreconstruct3D
Synopsis
Description
Usage
• ART3D
Synopsis
Description
Usage
: voidFBreconstruct3D(void)
: The functionimplementsfilteredbackprojection.
: FBreconstructO
: voidART3D(void)
: The functionimplements3D ART.
: ART3DO
B.5
• EM3D
Synopsis
Description
Usage
• Forward3D
Synopsis
Description
integrals.
Usage
Note
• Convert
: voidEM3D(void)
: The functionimplements3D EM.
: EM3DO
: voidForward3D(void)
: The function implementsa numericalcalculationof the line
:Forward3DO
:UsestheOrgFiletospecifythe4D Sinogram.
Synopsis :voidConvert(void)
Description :The functionconvertstheVolumeandSinogramfrom ASCII to
binary or oppositedependingon the types.The functionwrites in the same
filenameswithoppositeextentions.
Usage : Convert()
B.4. FunctionsUsedin "3D RadonAna"
This programgeneratesVolumesandcorrespondingfour-dimensionalsinogramsof
line integrals.
Currentlytwo basicfunctionscanbe used.Eithera uniformball or a Gaussian3D
bell. Both can be scaled,rotated,and shiftedand put togetherwith an arbitrary
numberof objects.
• init
Synopsis
Description
• MakeVolume
Synopsis
Description
• MakeSinogram
Synopsis
Description
void init(void)
The function will initialize and read the .ini-file.
void MakeVolume(void)
The function will generate the volume.
void MakeSinogram(void)
The function will generate the 4D-Sinogram.
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Synopsis
B.S.Additional Functionsusedin bothPackaees
• GenerateTrigDef
Synopsis : TrigDef * GenerateTrigDef(
intThetaSamples,PhiSamples,Usamples,VSamples,
floatThetamin,Phimin,Umin,Vmin,
floatDeltaTheta,DeltaPhi,DeltaU,DeltaV)
Description : This functionretumesaTrigDef withpropertrigonometricarrays
defined.Thestructureis usedfor3D reconstructionfromlineintegrals.
Usage
MyTrigDef=GenerateTrigDef(ThetaSamples,PhiSamples,USamples,VSamples,
Thetamin,Phimin,Umin,Vmin,DeltaTheta,DeltaPhi,DeltaU,DeltaV);
• GenerateXYZ
: XYZDef * GenerateXYZ(
intXsamples,YSamples,ZSamples,
floatXmin, Y min,Zmin,
floatDeltaX,DeltaY, DeltaZ)
Description : This functionretumesa XZYZDef withproperarraysdefinedfor
samplingthevolumedomain.The structureis usedfor 3D reconstructionfrom line
integrals.
Usage
MyXYZDef=GenerateXYZ(XSamples,YSamples,ZSamples,Xmin,Y min,Zmin,
DeltaX,DeltaY,DeltaZ);
• GenerateXYZ fromMultiStruct
Synopsis
Description
MultiStruct.
Usage
Note
:XYZDef *GenerateXYZ_ fromMultiStruct(
MultiStruct*MyMultiStruct)
The function generatesthe XYZDef from a three dimensional
: MyXYZ=GenerateXYZfromMultiStruct(MyMultiStruct);
:SeeGenerateXYZ.
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• GenerateXYZ fromlniFile
Synopsis :XYZDef *GenerateXYZ_fromlniFileO
Description:ThefunctiongeneratestheXYZDef fromdatafromtheIniFile
Usage
Note
: MyXYZ=GenerateXYZfromIniFileO;
:SeeGenerateXYZ
Synopsis
• GenerateTrigDef_fromMultiStruct
:TrigDef*GenerateTrigDeCfromMultiStruct(
MultiStruct*MyMultiStruct)
Description :The function generatesthe TrigDef from a four dimensional
MultiStruct.
Usage
Note
:MyTrig=GenerateTrigDeCfromMultiStruct(MyMultiStruct);
:SeeGenerateTrigDef
:RecVol=CSrebin3DTI(Sinogram,MyTrig,MyXYZ);
• CSrebin3D TL
Synopsis :MultiStruct* CSrebin3D_TL(MultiStruct*,TrigDef*,XYZDef*);
Description :Calculates the two-dimensionalFourier transformationof a
sinogram (for each combinationof angles).This sinogram is distributedin the
Fourierspaceof thereconstructedvolumewithtri linearinterpolation.(CentralSlice
ifea).
Usage
Reconstructsthevolumefromthesinogramusingcentralslicetheoremfor linesin a
threedimensionalspace.
• CSrebin3D NN
Synopsis MultiStruct* CSrebin3D_NN(MultiStruct*,TrigDef*,XYZDef*);
Description : Calculatesthe two-dimensionalFourier transformationof a
sinogram (for each combinationof angles).This sinogram is distributedin the
Fourierspaceof thereconstructedvolume.(CentralSlice ifea).
Usage :RecVol=CSrebin3DNN(Sinogram,MyTrig,MyXYZ);
Reconstructsthevolumefromthesinogramusingcentralslicetheoremfor linesin a
threedimensionalspace.
• NumericalRadon3D Restore
Synopsis MultiStruct* NumericaiRadon3D-Restore(M ultiStruct
*MyRadon,MultiStruct*InVolume,TrigDef*MyTrig)
B.3
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Description :The functionwill numericallycalculateline integralsthrougha
threedimensionalvolume.The samplingof the Radon domain is given through
MyTrig.
Usage :NumericaLRadon3D(MyRadon,InVolume,MyTrig);
Note :Uses bilinear interpolation. Requires that the Sinogram
(MyRadon)is allocated.SeealsoNumericalRadon3D.
• NumericalRadon3D
: MyMultiStruct=NumericalRadon3D(InVolume,MyTrig);
: SeeNumericaLRadon3DRestore.
Synopsis :MultiStruct*NumericaLRadon3D(MultiStruct*InVolume,TrigDef
*MyTrig)
Description : The functionwill numericallycalculateline integralsthrougha
threedimensionalvolume.The samplingof theRadon domain is given through
MyTrig.
Usage
Note
• NumericalRadon3D_OneSampl_NN
Synopsis : int NumericaLRadon3D-OneSample-NN(VolWeight*,TrigDef
*,XYZdef *, int,int,int,int)
Description :The functionwill numericallycalculateline integralsthrougha
threedimensionalvolume ONLY at one samplesin the parameterdomain.The
functionwill numberof samplesandin the fIrstparameterthe indicesandweight
factorscorrespondingto the voxels.The samplingof theRadon domainis given
throughMyTrig. uuint, wint, thetaintand phiint determinesthe samplein the
parameterdomain.The functionwill returnin VolWeight,which mustbe extemally
beallocatedwithatleasta lengthof maxfXSamples,YSamples,ZSamplesg.
Usage :NoOfSamples=NumericaLRadon3DOneSample NN(MyWeight,
MyTrig, MyXYZ, int thetaint,intphiintintuuint,intwint);
Note :Uses currently nearest neighbor interpolation. See also
NumericalRadon3D.
• NumericalRadon3D_OneSample_BL
Synopsis :int NumericaLRadon3D-OneSample-BL(VoIWeight *,TrigDef
*,XYZdef *, int,int,int,int)
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Description :The functionwill numericallycalculateline integralsthrougha
threedimensionalvolumeONLY at one samplesin the parameterdomain.The
functionwill numberof samplesandin thefirst parameterthe indicesandweight
factorscorrespondingto thevoxels.The samplingof theRadon domainis given
throughMyTrig. uuint, vvint, thetaintand phiint determinesthe samplein the
parameterdomain.The functionwill returnin VolWeight,whichmustbe externally
beallocatedwithatleasta lengthofmaxfXSamples,YSamples,ZSamplesg.
Usage : NoOfSamples=NumericalRadon3DOneSample BL(MyWeight,
MyTrig, MyXYZ, intthetaint,intphiintintuuint,intvvint);
Note :Usesbilinearinterpolation.SeealsoNumericalRadon3D.
• BackProject3D_Restore
Synopsis : voidBackProject3D-Restore(MultiStruct*MyVol,
MultiStruct*My4D, XYZDef *MyXYZ, TrigDef *MyTrig)
Description : The functionwill backprojecta 4D setof line integralsthrougha
3D volume.(SeeChapter5.)
Usage : BackProject3DRestore(MyVolume,My4D,MyXYZ,MyTrig);
Note :This function requires that the volume has been allocated
elsewhere.
• BackProject3D
Synopsis :MultiStruct *BackProject3D( MultiStruct *My4D, XYZDef
*MyXYZ, TrigDef *MyTrig)
Description :Thefunctionwill backprojecta 4D setof line integralsthrough a
3D volume.(SeeChapter5)
Usage : My3D=BackProject3D(My4D,MyXYZ,MyTrig);
Note : SeealsoBackProject3DRestore
Searchesfor anentry'Function'in IniBuffer,andreturnsitsvaluein Function.
• MultReStore
Synopsis : voidMultReStore(float*pI ,float*p2)
Description :The functionwill multiplythetwocomplexnumbersA andB and
storetheresultatthelocationof A. HereA =pl[O] +i pl[l] andB =p2[O]+i p2[1].
Usage : MultReStore(arrl,arr2);
Preformsthemultiplicationarri=arri*arr2.
RIO
• MultNew
Synopsis : voidMultNew(float*pl,float *p2,float*p3)
Description : andB, so thatC =AB. The resultis storedatthe locationof C.
HereA =pl[O] +i pl[l], B =p2[O]+i p2[1]andC =p3[O]+i p3[1].
Usage : MultNew(arrl,arr2,arr3);
Preformsthemultiplicationarr3=arrl*arr2.
• FindSignalIndexInMultiStruct
Synopsis : int FindSignalIndexInMultiStruct(int*Indices,int *Samples,int
Dimensions)
Description : Returnsindex in MultiStruct-?Signal for the multidimensional
elementwith indicesIndices.AppliestoMultiStructof typeRealArray.
Usage :Myindex=intFindSignalIndexInMultiStruct(Indices,Samples,Dim)
Note : SeeFindIndicesInMultiStructfor theoppositefunction.
• FindIndicesInMultiStruct
Synopsis : voidFindIndicesInMultiStruct(int*Indices,int*Samples,
int index,intDimensions)
Description : Returnsindecesin for themultidimensionalelementwith index
Indexin MultiStruct->Signal.AppliestoMultiStructof typeRealArray.
Usage :FindSignalIndexInMultiStruct(Indices,Samples,index,Dim)
Note : SeeFindIndexInMultiStructfor theoppositefunction.
• SliceMultiStruct
Synopsis : MultiStruct * SliceMultiStruct(MultiStruct*InMultiStruct,int*
CutVector)
Description : The functionreturnsa slice of InMultiStructcorrespondingto
CutVectorwhich is of samedimension.Is thei'th elementof CutVectoris negative
thatdimenionis unchanged.If positiveelementswith thatpositionis chosen.The
number of non-negativeelementsdeterminethe dimension of the returned
MultiStruct.
Usage :MyMulti=SliceMultiStruct(InMultiStruct,CutVector)
• SubtractMultiStruct
Synopsis :MultiStruct* SubtractMultiStruct(MultiStruct*,MultiStruct*);
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Description : This functionwill subtracthesecondMultiStructfromthefirst.It
is checkedwhetherthetwoareof samesize.
Usage
• L2 measure
:DitNewMultiStruct=SubtractMultiStruct(MyMultI,M yMult2);
Synopsis : float* L2-measure(MultiStruct*,MultiStruct*);
Description : This functionwill returnthevarianceestimateof thedifference,
i.e., the squarerootof the second order measureof misfit betweenthe two
MultiStructs.It is checkedwhetherthetwoareof samesize.
Usage :MyL2=L2 measure(MyMultl,MyMult2);
• StatMultiStruct
Synopsis :voidStatMultiStruct(MultiStruct*,float*, float*);
Description : This functionwill returnthe meanestimateand the deviance
estimateof theMultiStruct.
Usage : StatMultiStruct(MyMulti,&MyMean,&MyDev);
whereMyMean,MyDev areof typefloat.
• ReadFIF
Synopsis : Image*ReadFIF(char*FileName);
Description : The functionreadsa picturein .fif format(raw floatwithheader)
fromthefile 'FileName.fir.All memoryallocationis doneinternally.A pointerto
thenewimageis returned.
Usage : Test=ReadFIF("Test");
ReadstheimageTest.fifandreturnthepointerin Test.
• WriteFIF
Synopsis :voidWriteFIF(Image*MyImage);
Description :The functionwritesapicturein .fif format.Thenameof thesaved
imageis determinedby MyImage->FileName.The file extensionis appendedto
thefilenamesin all the'write'routines.
Usage : WriteFIF(Test);
WritetheimageTesttoa .fif file.
• WriteMultiStruct
Synopsis : voidWriteMultiStruct(MultiStruct*MyMultiStruct)
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Description :The functionwill save the MultiStruct to the disc under the
filenamecontainedin thestructure.A file extension.f<N>fis added,where<N>
is thedimension.
Usage : WriteMultiStruct(MyMultiStruct);
• ReadMultiStruct
Synopsis
Description
:MultiStruct* ReadMultiStruct(char*FileName,intDim)
The function will read a MultiStruct with filename
FileName.f<Dim>f.
Usage : MyMultiStruct=ReadMultiStruct("My3D",3);
This will readMy3D.f3f.
• Iterative ART 3D
Synopsis :MultiStruct* Iterative-ART-3D(MultiStruct *,XYZDef*,float)
Usage
Description : This functionwill estimatethereconstructedvolumeusingART
in a threedimensionalversion.The functionwill returnthereconstructedvolume.
The inputparametersare:The4D sinogram,aXYZDef definingthesamplingof the
volumeand the lastparameterdeterminesthenumberof iterationsrelativeto the
numberof samplesin the4D sinogram.
MultiStruct * Iterative_ART_3D(MultiStruct *MyRadon,
XYZDef *MyXYZ, floatmaxiterations)
• Iterative EM 3D
Synopsis
Description
: MultiStruct* Iterative_EM_3D(MultiStruct*,XYZDef* ,float)
:This functionwill estimatethereconstructedvolumeusingEM in
a threedimensionalversion.The functionwill returnthereconstructedvolume.The
input parametersare: The 4D sinogram,a XYZDef definingthe samplingof the
volumeandthe last parameterdeterminesthe numberof iterationsrelativeto the.
numberof samplesin the4D sinogram.
Usage : MultiStruct* Iterative_ART_3D(MultiStruct*MyRadon,
XYZDef *MyXYZ, floatmaxiterations)
• windowVolume
Synopsis : voidWindowVolume(MultiStruct*My3D,intwidth)
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Description : The functionwindowsa volumewitha Hannwindow in all three
directions.Theparameterwidthdetermineshowmanysamplesarealteredmeasured
fromtheedges.
Usage : WindowVolume(InVolume,5);
• Filter4DSinogram
Synopsis : voidFilter4DSinogram(MultiStruct*My4D, TrigDef *MyTrig,
floatPhiMin, int WindowParam,floatRelative_filtercutoff)
Description : The functionwill applya highpassfilter to the images(u,v) for
each(B,¢).TheparameterPhiMin determinesthelimiting If(anglein thegeometry
.Q'P. The parameterwindowParam controls the windowing. If set to 0 no
windowingis done.If setto 1pre-windowingis done.A cubicHann-windowis used
toreducetheedgeartifacts.
Usage :Filter4DSinogram(My4D,MyTrig,PhiMin,O);
• FilterVolume
Synopsis : voidFilterVolume(MultiStruct*My3D,floatpsi)
Description :The functionwill filteragivenvolumewithahighpassfilter.The
functionis intendedfora filteringafterbackprojectingalgorithm.
Usage :FilterVolume(InVolume,-MySinogram->psi_min);
• ComplexNdimFFT
Synopsis : voidComplexNdimFFT(float*data,unsignedlong*nn,
intndim,int isign);
Description Calculatesthe n-dimensionalFourier transformationof a n-
dimensionaldatastructurein data.(See(Presseta1.1989)pp.523-524for acomplete
description).Data are storedin sequencein data.The dimensionsin dim, where
dim(1]is thesizein thefirstdirection,andsoon...
Usage : ComplexNdimFFT(&Test(-1],&dim(-1],3,_FFT);
Calculatesthe3-dimensionalFFT of theimagestoredin data.
Note :Besurethatdimensionsis powersof two.SeealsoNewNdimFFT.
• BoxFilterVolume
Synopsis :voidBoxFilterVolume(MultiStruct*My3D,inthwidth)
Description : The functionfiltersa volumewith a cubicbox filter with width
equal2*hwidth+1in all threedirections.
B.14
:..W"indowVolume(InVolume,S);Usage
• NdimFFT
Synopsis : voidNdimFFT(float*data,int*nn,intndim,int isign);
Description : Calculatesthe n-dimensionalFourier transformationof a n-
dimensiona1 data structurein data. (See (presset al. 1989) pp. 523-524for a
completedescription).Usedby FFTImage.Dataarestoredin sequencein data.The
dimensionsin dim,wheredim[OJ is thesizein thefirstdirection,andso on... This
function is meantto gIve a simpler interface(no old-fortranshift problem)to
ComplexNdimFFT.
Usage :NdimFFT(Test,dim,3,FFT);
Calculatesthe3-dimensionalFFT of theimagestoredin data.
Note : Be sure that dimensions is powers of two. See also
ComplexNdimFFT.
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