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NUMERICAL METHODS FOR THE FRACTIONAL LAPLACIAN:
A FINITE DIFFERENCE-QUADRATURE APPROACH
YANGHONG HUANG∗ AND ADAM OBERMAN†
Abstract. The fractional Laplacian (−∆)α/2 is a non-local operator which depends on the parameter α and
recovers the usual Laplacian as α → 2. A numerical method for the fractional Laplacian is proposed, based on the
singular integral representation for the operator. The method combines finite differences with numerical quadrature,
to obtain a discrete convolution operator with positive weights. The accuracy of the method is shown to be O(h3−α).
Convergence of the method is proven. The treatment of far field boundary conditions using an asymptotic approxima-
tion to the integral is used to obtain an accurate method. Numerical experiments on known exact solutions validate
the predicted convergence rates. Computational examples include exponentially and algebraically decaying solutions
with varying regularity. The generalization to nonlinear equations involving the operator is discussed: the obstacle
problem for the fractional Laplacian is computed.
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1. Introduction. The fractional Laplacian is the prototypical operator to model non-local
diffusions. These non-local (or anomalous) diffusions, which incorporate long range interactions,
have been the subject of much interest in recent years [OS74, Hil00, Das11, Her11]. Despite the
diversity of the numerical methods in use, the modern tools of numerical analysis have not been
applied to the study of the operator. In particular, the accuracy of the methods may be unknown,
and convergence proofs have not been firmly established, for the majority of the relevant numerical
methods.
In this paper, we derive a finite difference/quadrature method for the fractional Laplacian. We
obtain the accuracy of the method (at least on smooth solutions) and prove the convergence of the
method, in the setting of the extended Dirichlet problem. We also include supplemental materials
(excerpted from [HO], in preparation) where we perform a comparative numerical study of this
methods with existing methods. We make an additional effort to study the effect of truncation of
the domain on the accuracy of the solution, and derive an asymptotic approximation which can
significantly reduce the error from truncation.
On the entire space Rn, the fractional Laplacian (−∆)α/2 with 0 < α < 2 can be defined in many
equivalent ways. It is defined simply as a pseudo-differential operator with symbol |ξ|α [Ste70], that
is, via the Fourier transform F ,
(1.1) F[(−∆)α/2u](ξ) = |ξ|αF [u](ξ).
The definition (1.1) provides a simple method for solving (−∆)α/2u = f (assuming f decays quickly
enough at infinity). An equivalent definition of the operator is given by a singular integral [Lan72],
(1.2) (−∆)α/2u(x) = Cn,α
∫
Rn
u(x)− u(y)
|x− y|n+α dy.
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Here the constant Cn,α is given by
(1.3) Cn,α =
α2α−1Γ
(
α+n
2
)
πn/2Γ
(
2−α
2
) ,
and Γ(x) is the Gamma function. In probability theory, the fractional Laplacian is the infinitesimal
generator of symmetric α-stable Le´vy process [App09]. In financial mathematics, it appears as
an alternative model to Brownian motion, incorporating the jumps in asset prices [CT04, Rai00].
These representations are shown to be equivalent in [Lan72, Ste70, Val09].
On a bounded domain, the study of the operator becomes more complicated. In contrast to
the case of the (standard) Laplacian operator, where Dirichlet and Neumann boundary conditions
are well understood, and have simple interpretations at the particle or probabilistic level, physical
or probabilistically motivated interpretations of the fractional Laplacian operator on bounded do-
mains are not well established [CMG+03, ZRK07]. The different representations of the fractional
Laplacian may lead to different operators when restricted to a bounded domain, and this provided
challenges for numerical methods, which naturally require truncation of the operator to a bounded
domain. This simplest case is for periodic boundary conditions, where the operator can still be
defined via (1.1). On an interval [−L,L], the fractional Laplacian can be defined in terms of the
left and right Riemann-Liouville fractional derivatives −LD
α
xu(x) and xD
α
Lu(x) [SKM93, GM98],
(1.4) (−∆)α/2u(x) = −LD
α
xu(x) + xD
α
Lu(x)
2 cos(απ/2)
, α 6= 1.
The spectral decomposition gives another way to define the fractional Laplacian on a bounded
domain D ⊂ Rn. Let (λk, φk)k be the eigenpairs of the (negative) Laplacian operator −∆,
−∆φk = λkφk,
subject to appropriate boundary conditions which ensure that all the λk are nonnegative and and
that {φk} is a complete orthonormal basis. Then if u has the expansion u(x) =
∑
k ckφk(x), we
can define
(−∆)α/2u(x) =
∑
k
ckλ
α/2
k φk(x).
However, it is not clear how to interpret the spectral definition at the particle level or, more
rigorously, in terms of the underlying Le´vy process. On the other hand, most of these definitions
formally converge to the fractional Laplacian operator in Rn as the domain is extended to the whole
space.
While the appropriate treatment of different boundary conditions is still an open problem, a
natural starting point is the extended Dirichlet boundary value problem, given by
(FLD)
(−∆)α/2u = f, for x ∈ D
u = g, for x ∈ Rn\D.
Here the functions f and g are given, with appropriate smoothness and decaying conditions. Note
that now (1.1) cannot be applied directly, since f is defined only on the bounded domain D.
Using the singular integral definition (1.2), the operator splits into
(−∆)α/2u(x) = Cn,α
(∫
D
u(x)− u(y)
|x− y|n+α dy +
∫
Rn\D
u(x)− g(y)
|x− y|n+α dy
)
, x ∈ D
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where the representation now makes it clear that the unknowns are only in D, despite the fact
that we have an integral over Rn. In contradistinction to the Dirichlet problem for the standard
Laplacian, the values of g are required on the entire complement of the domain D, rather than
only on boundary ∂D. Solving the extended Dirichlet problem (FLD) is a building block for the
treatment of more general nonlinear problems, for example, the obstacle problem [Sil07], which we
touch upon below.
In the special case g = 0, f = 1, the solution, u(x), of (FLD) is related to the probability
density function of the first exit time of the symmetric α-stable Le´vy process from a given domain
D [Get61]. See also [BL13] where related problems with volume constraints are discussed. In the
case where D is a ball about the origin, there is an explicit expression (“balayage problem”) for the
solution, which is an integral involving f and g ([Lan72, Chapter I] or [Sil07, Section 5.1]). The
balayage integral generalizes the classical Poisson formula for the Laplace operator.
More general Parabolic Integro-Differential Equations (PIDE) driven by Le´vy processes appear
in mathematical finance [CV05]. The infinitesimal generators LX of Le´vy processes are of the form
LXu(x) =
σ2
2
uxx(x) + γux(x) + I[u](x)
where the nonlocal operator reads
(1.5) I[u](x) =
∫
R
(
u(x+ y)− u(x)− yχ|y|≤1(y)ux(x)
)
ν(y) dy.
The fractional Laplacian operator is recovered when ν(y) = C1,α|y|−1−α. Part of our derivation
applies to a general Le´vy measure ν(y) dy, although our focus is on the special case of the fractional
Laplacian.
Many numerical methods have been proposed to solve equations involving the fractional Lapla-
cian operator, either on the whole space or bounded domains. A majority of them are related
to fractional derivatives (either Riemann-Liouville or Caputo type) on bounded domains, termed
fractional diffusion, as summarized in [DFFL05]. The theoretical aspects of equations involv-
ing fractional derivatives are not clearly established. In contrast, during the last decade equa-
tions involving the fractional Laplacian on the whole space have been studied intensively: for
instance the fractional Burgers equation [BFW98, TW06] and fractional porous medium equa-
tions [dPQRV11, BIK11, CV11a].
After we submitted this work, we became aware of recent work on nonlocal diffusion problems
and applications in the context of peridynamics. We refer to the review article [DGLZ12]. In the
reference [TD13] a finite difference/quadrature method is used to approximate a truncated nonlocal
diffusion operator. Convergence of the approximation is also proved, using similar maximum prin-
ciple techniques. In [DG13], a study of convergence of approximations of the fractional Laplacian
operator is performed, paying particular attention to the influence of the truncation size of the
operator and the computational domain size.
Compared with the advances in theoretical analysis, there are not many state-of-the-art numer-
ical methods designed for equations involving the fractional Laplacian. Surprisingly, the nonlinear
theory is ahead of the linear theory, in the sense that once a suitable numerical method is ob-
tained for the fractional Laplacian, it can be extended to nonlinear problems. For example, in
the case of nonlinear elliptic operators involving the fractional Laplacian, a necessary requirement
for convergence to the unique viscosity solution of the equation is that the scheme is consistent
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and monotone [BJK10] [AT96]. In this context, for a linear equation, monotonicity corresponds to
positive weights.
Similarly, for the fractal conservation laws considered by Droniou [Dro10], a suitable scheme
for the fractional Laplacian allows a nonlinear numerical method to be built which converges to the
corresponding entropy solution. In a similar spirit, Cifani, Jakobsen and their colleagues [CJ11,
CJK11a, CJK11b] provide results for other equations with convection or degenerate diffusion.
However, the focus of these schemes is more on the right limiting entropy solutions, while the
accuracy and the fast implementation of the schemes may not be essential. In financial mathematics,
a discussion of the related numerical methods can be found in [CT04, Chapter 12]. Numerical
methods for those parabolic obstacle Integro-Differential Equations have been studied in [CV05],
including a proof of convergence to the viscosity solution. Our methods are obtained using similar
methods to [CV05], but with improvements in the order of accuracy and the treatment of boundary
conditions.
In theory, the fractional Laplacian operator can be approximated numerically by any of the
different yet equivalent definitions above, (1.1), (1.2) or (1.4). The spectral methods based on (1.1),
usually implemented with FFT, are effective for periodic domains. However in the whole space,
the slow decay of the solutions requires a large number of modes or introduces significant aliasing
errors. Schemes based on the integral representation must be designed carefully to avoid large
errors near the singularity and to take into account the contribution on the unbounded space.
The popular Gru¨nwald-Letnikov type difference methods based on (1.4) become singular when
α ≈ 1 [TMS06], already observed from the denominator in their definition. In addition, there is
no isotropic extension of the fractional derivatives to higher dimensions. An alternative to directly
representing the operator, is to use an extension problem [CS07], which results in a local problem
on a higher dimensional space. Numerical schemes using the extension problem have been built,
based on finite difference based methods [dT13, dTV13] and finite element methods [NOS13].
In this paper, we derive a finite difference/quadrature discretization of the fractional Laplacian
based on the singular integral definition (1.2) in one dimension. The operator is approximated
by a discrete convolution of the function grids values ui with positive weights wj , defined for
j = 1, . . . ,∞. We write the discrete operator as
(FLh) (−∆h)α/2ui =
∞∑
j=1
(2ui − ui+j − ui−j)wj =
∞∑
j=−∞
(ui − ui−j)wj .
In the second expression, we have extended the weights symmetrically, w−j = wj (there is no need
to define w0, since this term makes no contribution to the sum). The positivity and decay of the
kernel of the fraction Laplacian operator are inherited by the discrete fractional Laplacian operator.
The discrete operator can be computed efficiently using a fast convolution algorithm.
The discretization is derived in Section 2, with special attention to the singularity in the integral.
The explicit weights wj are given in Section 3. The convergence proof of the extended Dirichlet
problem is given in Section 4. The treatment of the far field boundary conditions is performed in
Section 5. Validation of the accuracy and numerical convergence tests are performed in Section 6.
2. Quadrature and finite difference discretization of the fractional Laplacian. In this
section we derive the combined finite difference/exact quadrature discretization of the fractional
Laplacian operator in one dimension. The weights, wj , in the convolution (FLh) are collected from
approximations of the integral (1.2), by splitting it into two parts. In the singular part of the
integral, we obtain a (rescaled) second derivative, it is discretized using a standard centered finite
Numerical methods for the fractional Laplacian 5
difference. In the tail of the integral, because a direct quadrature method would lead to large errors,
we perform a non-standard quadrature. This semi-exact quadrature uses exact integration of the
weight function ν(y), multiplied by an interpolation of the unknown function u.
2.1. The singular integral operator. We consider the slightly more general singular integral
operator
(SI) Iν [u](x) = P.V.
∫
R
(
u(x)− u(x− y))ν(y) dy,
where P.V. indicates a principal value integral. The nonnegative measure ν(y) dy satisfies the
conditions:
(2.1)
∫ 1
−1
y2ν(y)dy <∞,
∫
|y|>1
ν(y)dy <∞.
In the special case
ν(y) = να(y) ≡ C1,α|y|−1−α,
the definition (SI) recovers the singular integral representation (1.2) of the fractional Laplacian.
We immediately divide the integral (SI) into two parts, the singular part, and the tail.
Definition 2.1. Take h < 1 and define the singular part, and the tail, of the integral to be,
respectively
IνS [u](x) = (P.V.)
∫
|y|≤h
(
u(x)− u(x− y))ν(y) dy,(2.2)
IνT [u](x) =
∫
|y|>h
(
u(x)− u(x− y))ν(y) dy.(2.3)
Next we will specialize to functions on the grid, Zh = {xi = ih | i = 0,±1,±2, . . . }, with
uniform spacing, h, and derive an expression for the discrete fractional Laplacian at x = xi.
2.2. Approximation of the singular part of the integral. In this subsection, we deal
with the singular integral (2.2), whose approximation is shown to be a rescaled second derivative
at x.
First, assuming that ν is even, and satisfies (2.1), and that u has a bounded second derivative,
we can symmetrize (2.2) to obtain,
(2.4) IνS [u](x) =
∫ h
0
(
2u(x)− u(x+ y)− u(x− y))ν(y) dy.
which is no longer principal value integral.
Assuming that u ∈ C4, substitute the Taylor expansion with exact remainder
u(x± y) = u(x)± u′(x)y + y
2
2
u′′(x)± y
3
6
u′′′(x) +
y4
24
u′′′′
(
ξ(y)
)
into (2.4). The odd terms cancel, giving
IνS [u](x) = −u′′(x)
∫ h
0
y2ν(y) dy − 1
12
∫ h
0
u(4)
(
ξ(y)
)
y4ν(y) dy
= −u′′(x)
∫ h
0
y2ν(y) dy − u
(4)(ξ¯)
12
∫ h
0
y4ν(y) dy,(2.5)
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for some ξ¯ in the interval (x− h, x+ h). When ν(y) = να(y) we obtain
(2.6) Iν
α
S [u](x) = −C1,α
(
h2−α
2− αu
′′(x) +
u′′′′(ξ¯)
12
h4−α
4− α
)
.
Therefore, the approximation above replaces the singular integral (2.2) by a second derivative of
u(x). For a fully discrete approximation, we next replace u′′(x) by central differences,
u′′(x) =
u(x+ h)− 2u(x) + u(x− h)
h2
+
u′′′′(ξ˜)
12
h2
to obtain
(2.7) Iν
α
S [u](x) = −C1,α
u(x+ h)− 2u(x) + u(x− h)
(2− α)hα −
M4
12
h4−α
2− α,
whereM4 is the absolute value of a linear combination of fourth derivatives of u. This last equation
leads to the fully discrete approximation of (2.2) at xi,
(2.8) Iν
α
S [u](xi) ≈ −C1,α
ui+1 − 2ui + ui−1
(2− α)hα =
C1,αh
−α
2− α (ui − ui+1) +
C1,αh
−α
2− α (ui − ui−1).
2.3. The tail of the integral. Next we focus on the tail of the integral (2.3). A natural
idea is to use a simple quadrature rule to approximate it, for example the trapezoidal rule for the
integrand
(
u(x) − u(x − y))ν(y). However, the errors from the trapezoidal rule, which depend on
a derivative of the integrand, blow up as h→ 0. Even for finite h, these errors are too large to be
used in practice. Instead, we take some extra effort to integrate exactly the weight function ν(y)
multiplied by a polynomial interpolant of v(y) := u(xi)− u(xi − y).
In the tail region |y| ≥ h, we approximate the regular part of the integrand v(y) = u(xi) −
u(xi − y) by the interpolant,
(2.9) Pv(y) =
∑
j∈Z
v(xj)Pj(y − xj) =
∑
j∈Z
(ui − ui−j)Pj(y − xj),
for some basis functions, Pj , defined so that Pj(0) = 1 and Pj(xk) = 0 for k 6= 0. The basis functions
Pj are Lagrange basis polynomials extended to finite overlapping domains. Specific examples, such
as the first order tent function, are defined in subsection 3.1.
Substituting the interpolant (2.9) into (2.3), we obtain
(2.10) IνT [u](xi) ≈
∫
|y|≥h
Pv(y)ν(y)dy =
∑
j 6=0
(ui − ui−j)
∫
|y|≥h
Pj(y − xj)ν(y)dy
In section 3 we evaluate the last integral above exactly, since both the weight function ν(y) and the
basis polynomials Pj are known, avoiding the additional error from a direct numerical quadrature
involving ν(y).
The approximation (2.10) defines, for fixed xi, the weight w˜i,j =
∫
|y|≥h Pj(y − xj)ν(y)dy. In
principle, we could use a different interpolation at each xi. However, as already indicated by the
notation, the basis function Pj(y) is assumed independent of i, which means the weight w˜i,j is
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also independent of i. Since we also assume Pj(y) is symmetric, this leads to a choice of weights
in (FLh), given by
(2.11) wj = w−j =
∫
|y|≥h
Pj(y − xj)ν(y) dy.
Remark 1. We must be careful evaluating (2.11) on the boundary of intervals, both near the
singular interval (|y| ≈ h or |j| = 1), and near |y| ≈ L when the computational domain is truncated
to [−L,L], in order to avoid double counting of the weights.
Remark 2. We have to isolate IνS[u] from (SI), because of the singularity of ν(y) at the origin.
If (2.11) is integrated on R instead of the interval (−∞,−h) ∪ (h,∞), then w±1 may diverge for
most functions P±1 with α ∈ (1, 2). The splitting of IνS [u] and IνT [u] avoids this problem at the
singularity.
Using the formula (2.11), the weights are obtained when Pj(y) is replaced by piecewise polyno-
mials. These functions are local Lagrange basis polynomials on each interval. The first order basis
function are piecewise linear “tent” functions; the second order polynomials comprise two families
of piecewise quadratic functions (see Figure 3.1).
Before giving the explicit weights, we discuss the errors in the approximation.
2.4. Error from the quadrature in the tail and the overall error. In this section we
estimate the errors from the approximation of Iν
α
T [u] using (2.10), with the weights defined by (2.11).
First we have the following lemma related to the error in quadrature using Lagrange interpolation.
Lemma 1. Let Pkf be the Lagrange polynomial interpolant with order k of the function f on
the interval [a, b], using equally spaced nodes which include the endpoints. Then for any nonnegative
measure ν(t),
(2.12)
∣∣∣ ∫ b
a
(
Pkf(t)− f(t)
)
ν(t) dt
∣∣∣ ≤ (b− a)k+1 Mk+1
2k+1(k + 1)!
∫ b
a
ν(t) dt,
where Mk+1 is a bound on the (k + 1)-th order derivative of f on [a, b].
Proof. The proof is elementary, but we include it for completeness. The Lagrange interpolant
on [a, b] satisfies
Pkf(t)− f(t) = f
(k+1)
(
ξ(t)
)
(k + 1)!
(t− t0) · · · (t− tk),
for some ξ(t) in the interval (a, b), where a = t0 < t1 < · · · < tk = b are the interpolation nodes. So
∣∣∣ ∫ b
a
(
Pkf(t)− f(t)
)
ν(t) dt
∣∣∣ = ∣∣∣ ∫ b
a
f (k+1)
(
ξ(t)
)
(k + 1)!
(t− t0) · · · (t− tk)ν(t) dt
∣∣∣
≤ Mk+1
(k + 1)!
∫ b
a
∣∣(t− t0) · · · (t− tk)∣∣ν(t)dt
For any t ∈ (a, b), we have the bound |(t − t0) · · · (t − tk)| ≤ (b − a)k+1/2k+1. Combine these
estimates to obtain (2.12).
The Composite Exact Quadrature Rule is given by piecewise polynomial interpolation of degree
k on the each sub-interval of size kh in the interval (h,∞) or (−∞,−h). In other words, the
piecewise interpolations Pkv in (2.10) are polynomials of degree k on the sub-intervals [h, (k +
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1)h)], [(k + 1)h, (2k + 1)h], · · · . The error in this approximation is summarized in the following
lemma.
Lemma 2. The error for the Composite Exact Quadrature Rule is given by
(2.13)
∣∣∣∣∣
∫
|t|≥h
(
Pkf(t)− f(t)
)
ν(t) dt
∣∣∣∣∣ ≤ k
k+1Mk+1
2k+1(k + 1)!
hk+1
∫ ∞
h
[
ν(t) + ν(−t)] dt
where Mk+1 is a bound on the (k + 1)-th order derivative of f .
Proof. Write the integral as a sum over sub-intervals of length kh and apply Lemma 1 on each
sub-interval. Then the combined error is bounded by
(kh)k+1
Mk+1
2k+1(k + 1)!
(∫ ∞
h
ν(t) dt+
∫ −h
−∞
ν(t) dt
)
which gives the result (2.13).
In particular, from the conditions on the measure (2.1) and the additional assumption ν(y) ∼
|y|−1−α near the origin,∫ ∞
h
[
ν(y) + ν(−y)] dy = ∫
|y|≥1
ν(y) dy +
∫
h≤|y|≤1
ν(y) dy ∼ h−α.
So the error in approximating the tail of the integral (2.3) is bounded by
(2.14) O(hk+1−α).
This, together with the error O(h4−α) from (2.7), implies the following overall error of the method.
Lemma 3. Suppose u ∈ C4. Then the combined error for the finite difference scheme (FLh)
is O(h2−α) using weights obtained from exact quadrature using linear interpolation and O(h3−α)
using weights obtained from exact quadrature using quadratic interpolation.
Remark 3. In fact, a careful examination of the errors from the singular part and the tail
above suggests at least two improvements. Higher order interpolation polynomials can be used, but
the corresponding weights computed from (2.11) can be negative and many desired properties like
maximum principle are lost. Another possible improvement is to choose a wider interval for the
singular part of the integral IνS[u], say from h to h0. The leading order errors now become h
4−α
0
(from Iν
α
S [u]) and h
k+1h−α0 (from I
να
T [u]). The balance of these two errors leads to the optimal
choice h0 ∼ h(k+1)/4 and consequently an overall error of O(h(k+1)(4−α)/4). Since the improvement
of the order for linear or quadratic interpolation is just a fractional power of α, we do not pursue
this direction here.
3. Explicit calculation of the weights.
3.1. Piecewise Linear and quadratic interpolants. Piecewise polynomial interpolation is
a standard topic in elementary numerical analysis. For our purpose, we recall the formulas for the
first and second order interpolants. These formulas will be used to derive explicit weights wj from
the semi-exact quadrature rules against the weight function ν(y).
Given the values {v(xj)} on the grid xj = jh with spacing h, we defined the following piecewise
linear and quadratic interpolants (See Figure 3.1).
The piecewise linear interpolant is given by
P1hv(x) =
∑
j∈Z
v(xj)Th(x− xj),
Numerical methods for the fractional Laplacian 9
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0
0.5
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t
 
 
Th(t)
Qh(t)
Rh(t)
0
0.5
1
 
 
xi−1 xi xi+1 xi+2 xi+3 xi+4 xi+5
One−sided Rh(x−xi+1)
Qh(x−xi+2)
Rh(x−xi+3)
Qh(x−xi+4)
Fig. 3.1. Left: the tent function Th, and the quadratic interpolants Qh, Rh. Right: the basis functions for
quadratic interpolation.
where Th(t) is the “tent” function
Th(t) =
{
1− |t|/h |t| ≤ h,
0 otherwise.
The piecewise quadratic interpolant is given by
P2hv(x) =
∑
j even
v(xj)Qh(x− xj) +
∑
j odd
v(xj)Rh(x− xj),
where Qh(x) is the quadratic Lagrange polynomial which interpolates (0, 1, 0) at (−h, 0, h):
Qh(t) =
{
1− t2/h2 |t| ≤ h,
0 otherwise,
and Rh(x) is a piecewise quadratic Lagrange polynomial which interpolates (0, 0, 1) on the left and
(1, 0, 0) on the right:
Rh(t) =
{
1− 3|t|/2h + t2/2h2 |x| ≤ 2h,
0 otherwise.
3.2. Formulas for weights in semi-exact quadrature. To derive the explicit expressions
for the weights, we need the following lemma, which is proved using integration by parts.
Lemma 4. Let F (t) be a C2 function and G(t) be a C3 function on [−2h, 2h], Th(t), Qh(t), Rh(t)
be defined above. Then∫ h
−h
Th(t)F
′′(t) dt =
1
h
(
F (h)− 2F (0) + F (−h)),(3.1) ∫ h
−h
Qh(t)G
′′′(t)dt =
2
h
(
G′(h) +G′(−h)) − 2
h2
(
G(h) −G(−h)),(3.2) ∫ 2h
−2h
Rh(t)G
′′′(t)dt = −G
′(2h) + 6G′(0) +G′(−2h)
2h
+
G(2h) −G(−2h)
h2
.(3.3)
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Also, we will need the following one-sided integrals at the boundaries∫ h
0
Th(t)F
′′(t) dt = −F ′(0) + F (h)− F (0)
h
,(3.4) ∫ 2h
0
Rh(t)G
′′′(t) dt = −G′′(0)− G
′(2h) + 3G′(0)
2h
+
G(2h) −G(0)
h2
.(3.5)
We now combine the linear or quadratic interpolation with Lemma 4 to obtain the weights.
First, rewrite (2.11) in a form consistent with the above lemma,
wj =
∫
|y|≥h
Pj(y − xj)ν(y)dy =
∫
|xj+t|≥h
Pj(t)ν(t+ xj)dt,
where Pj(t) is Th(t), Qh(t) or Rh(t) defined above.
Definition 3.1. Define the functions F (t) and G(t) to be primitives of the weight function:
F ′′(t) = G′′′(t) = ν(t). In particular, in the case of fractional Laplacian, να(t) = C1,αt
−1−α,
F (t) =
{
C1,α
(α−1)α |t|1−α, α 6= 1
−C1,α log |t|, α = 1,
G(t) =
{
C1,α
(2−α)(α−1)α |t|2−α, α 6= 1
C1,α(t− t log |t|), α = 1.
For the piecewise linear interpolants, using (2.11), for |j| > 1 the weights are given by
wTj =
∫
|xj+t|≥h
Th(t)F
′′(xj + t)dt =
1
h
(
F (xj + h)− 2F (xj) + F (xj − h)
)
= h−α
(
F (j + 1)− 2F (j) + F (j − 1)).
For the piecewise quadratic interpolants, for |j| > 1 the weights are given by
wQj =
∫
|xj+t|≥h
Qh(t)G
′′′(xj + t)dt
= 2h−α
[
G′(j + 1) +G′(j − 1)−G(j + 1) +G(j − 1)], j even.
wQj =
∫
|xj+t|≥h
Rh(t)G
′′′(xj + t)dt
= h−α
[
−G
′(j + 2) + 6G′(j) +G′(j − 2)
2
+G(j + 2)−G(j − 2)
]
, j odd.
When j = 1, one part of the domain of the integral falls into the singular interval [−h, h] that
is isolated in IνS [u], so we need to use the one-sided integrals (3.4) or (3.5) for the other part of the
integal. Combined with the contribution on the singular interval in (2.8), the weights for j = 1
become
(3.6) wT1 =
C1,αh
−α
2− α +
∫ h
0
Th(t)F
′′(x1 + t)dt = h
−α
[
C1,α
2− α − F
′(1) + F (2) − F (1)
]
and
(3.7) wQ1 = h
−α
[
C1,α
2− α −G
′′(1) − G
′(3) + 3G′(1)
2
+G(3) −G(1)
]
.
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The weights are even, wT−j = w
T
j and w
Q
−j = w
Q
j , since we chose the interpolation functions to be
symmetric.
We summarize the expression of the weights as follows.
Definition 3.2. The weights corresponding to the finite difference method (FLh) of the frac-
tional Laplacian for piecewise linear interpolation are given by
wTj = h
−α


C1,α
2− α − F
′(1) + F (2)− F (1), j = ±1,
F (j + 1)− 2F (j) + F (j − 1), j = ±2,±3, · · · .
The weights corresponding to piecewise quadratic interpolation are
wQj = h
−α


C1,α
2− α −G
′′(1)− G
′(3) + 3G′(1)
2
+G(3) −G(1), j = ±1,
2
[
G′(j + 1) +G′(j − 1) −G(j + 1) +G(j − 1)], j = ±2,±4,±6, · · ·
−G
′(j + 2) + 6G′(j) +G′(j − 2)
2
+G(j + 2)−G(j − 2), j = ±3,±5,±7, · · · .
The weight w0 can be arbitrary, because it does not enter into (FLh).
3.3. Discussion of properties of the weights. We collect some important properties of the
weights here, focusing on the case ν = να of the fractional Laplacian. The more general cases with
positive Le´vy measures can be studied in a similar way.
Positivity of the weights. The weights obtained from linear and quadratic interpolation, sum-
marized in Definition 3.2, are positive. The positivity is easy to see for weights derived from linear
interpolation, and for the even weights derived from quadratic interpolation, since Th and Qh are
positive. Although it is not immediately clear for odd weights from quadratic interpolation, their
positivity has been verified numerically.
The positivity of the weights wj for j 6= 0 is important for the maximum principle, stability
(or monotonicity) and convergence of the discrete solutions for the extended Dirichlet problem.
Notice that the appearance of negative weights is exactly the reason we do not use higher order
polynomial interpolation. For instance using cubic interpolation polynomials leads to w3 < 0 with,
and similar negative weights arise for higher order polynomials. In the extreme case of infinitely
many interpolation nodes, the global basis function Pj(x) = sinc
x
h =
sinπx/h
πx/h is used and the
corresponding weights wj with even indices j are in fact all negative when α > 1, see below.
Scaling of the weights The weights from both linear and quadratic interpolation have certain
scaling properties inherited from the measure να(y) dy. The dependence on h is always h−α,
reflecting the fact that the fractional Laplacian has a fractional derivative of order α. Furthermore,
the weights wj also decay at a rate j
−1−α, once again because of the fact να(y) ∼ |y|−1−α as
|y| → ∞. The scaling rate can also be checked for both weights using the asymptotic expansions
of the auxiliary functions F and G (and their derivatives) in j, when j is large.
Consistency when α → 2−. In the limit α → 2−, we recover the standard three point central
difference scheme for −∂xx. In fact, using the explicit expression C1,α from (1.3) and the weights
wj either from linear or quadratic interpolation, we can get
lim
α→2−
wj =
{
h−2, j = ±1,
0, otherwise,
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and hence for both wT and wQ,
lim
α→2−
[(−∆h)α/2u]i = ui − ui+1
h2
+
ui − ui−1
h2
= −ui+1 − 2ui + ui−1
h2
.
CFL condition. Using an explicit method for the parabolic evolution operator leads to a re-
striction on the time step, dt. The bound on the time step is given by
dt ≤
∑
j 6=0
wj ,
the sum of the weights, which is derived here.
We expect an upper bound of the form Ch−α for the sum of the total weights (except the
irrelevant w0), based on the fact that wj = O(|j|−1−αh−α) and the expression C1,α given by (1.3).
In fact, this sum can be worked out explicitly,
(3.8)
∑
j 6=0
wTj = 2h
−α
[ C1,α
2− α − F
′(1)
]
=
2αΓ
(
(α+ 1)/2
)
π1/2Γ(2− α/2) h
−α,
and
(3.9)
∑
j 6=0
wQj = 2h
−α
[ C1,α
2− α −G
′′(1)
]
=
2αΓ
(
(α+ 1)/2
)
π1/2Γ(2− α/2) h
−α,
the same for both weights. Another important observation is that, without the factor h−α, the
sums are uniformly bounded for any α ∈ (0, 2), and do not degenerate as α approaches either 0
or 2.
4. Convergence of solutions to the Dirichlet boundary value problem. In this sec-
tion, we provide a convergence proof of solutions to the extended Dirichlet boundary value prob-
lem (FLD). This gives a rigorous foundation for the scheme, by showing that for smooth enough
data, the error of the solution (in the maximum norm) has the same order of accuracy as the local
truncation error of the scheme.
Some of the techniques we use to prove the convergence are similar to those for linear elliptic
partial differential equations [LT09, Chapter4]. We also have to find a super-solution v(x) to control
the error on the interval [−1, 1], where v satisfies
(−∆)α/2v(x) ≥ 1, x ∈ (−1, 1)
and v(x) ≥ 0 on (−∞,−1] ∪ [1,∞).
The natural candidate for the super-solution is vG(x) = Kα(1−|x|2)α/2+ discovered by Getoor [Get61]
with Kα = 2
αΓ
(
1 + α/2
)
Γ
(
(1 + α)/2
)/√
π. Here vG satisfies
(−∆)α/2vG(x) = 1, x ∈ (−1, 1),
and vG(x) ≡ 0 for |x| ≥ 1. This function is the probability density function for the expected
exit time for a particle undergoing a random walk governed by the α-stable Le´vy process. When
α = 2, vG(x) =
1
2 (1 − |x|2)+ is the classical super-solution used to prove the convergence of finite
difference methods to elliptic equations [LT09]. Therefore, it is natural to use the sampled function
vi = vG(ih) as a discrete super-solution of the problem (−∆h)α/2vi ≥ 1 if |ih| < 1. However, a
rigorous proof of this observation seems complicated, although numerically it is tested to be true
for both wTj and w
Q
j . Instead, we sample from a simple, discontinuous quadratic function.
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4.1. The discrete super-solution. We first rewrite the expression for the operator (−∆h)α/2
in (FLh) as follows,
(4.1) (−∆h)α/2ui = C1,α
∞∑
j=1
(−δjui)wj ,
where we use the notation δjui = ui+j − 2ui + ui−j. Here with a temporary abuse of notation, we
removed the constant C1,α from the weights, in order to show that the result is independent of α.
After discretization on a grid, the extended Dirichlet problem (FLD) becomes
(FLDh)
(−∆h)α/2ui = fi, for i ∈ Dh
ui = gi, for i ∈ DCh
where DCh = Zh \Dh. To be specific, we set
(4.2) Dh = {i ∈ Z : |ih| < 1},
although other domains could be treated. Then we have the following α-independent discrete
super-solution.
Lemma 5. Define
v(x) =
{
4− x2, |x| < 1
0, otherwise.
Then the grid function vi = v(ih) satisfies
(4.3)
(−∆h)α/2vi ≥ 1, for i ∈ Dh,
vi = 0, for i ∈ DCh ,
for h small enough.
Note that the function v(x) defined above is discontinuous.
Remark 4. Here we explain why it is okay to use a discontinuous function for the super
solution. Perron’s method is used to prove existence of solutions which attain the boundary values.
For Perron’s method, continuous super-solutions, or barrier functions, such as the one provided by
Getoor, are needed. However, for the stability results proved here, continuity is not required, and
it is more convenient to use a discontinuous function. This simplicity is compensated by a larger
(and thus cruder) constant in the estimates below.
Proof. We prove the lemma in two steps.
Step 1. We will establish that
(4.4) − δjvi ≥ min(2, 2(jh)2), for i ∈ Dh, j > 0.
Case (i). Suppose i+ j and i− j are both in Dh. Then
−δjvi = h2
(
(i+ j)2 + (i− j)2 − 2i2) = 2(jh)2.
Case (ii). Suppose i+ j and i− j are both outside Dh. Then
−δjvi = 2vi = 8− 2(ih)2 ≥ 6.
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Case (iii). Suppose exactly one of i ± j is in Dh. Set y = (i ± j)h, choosing the sign so that
|y| < 1. Then
−δjvi = −v(y) + 2u(x) = 4− 2x2 + y2 ≥ 4− 2x2 ≥ 2.
So (4.4) holds in each case.
Step 2. Using (4.4), we have for i ∈ Dh,
(−∆h)α/2vi ≥
∞∑
j=1
wj min(2, 2(jh)
2) = 2
( ∑
|jh|≥1
wj +
∑
|jh|<1
wj(jh)
2
)
.
The two sums above can be estimated separately by integrals. For the first sum,
(4.5)
∑
|jh|≥1
wj ≈ 2C1,α
∫ ∞
1
y−1−αdy =
2C1,α
α
,
with an error O(hk+1) depending on the degree k of the polynomial used to derive wj . For the
second sum,
(4.6)
∑
|jh|<1
wj ≈ 2C1,α
∫ 1
0
y1−αdy =
2C1,α
2− α,
with an error O(hk+1−α + h4−α). When h is small enough,
(−∆h)α/2vi ≥ C1,α
(
4
2− α +
4
α
)
=
2α+1Γ
(
(α+ 1)/2
)
Γ(1/2)Γ(2 − α/2) > 1,
since 2α > 1, Γ
(
(α+ 1)/2
)
> π1/2 = Γ(1/2) and Γ(2− α/2) < Γ(2) = 1.
4.2. Maximum principle and convergence proof. To prove the convergence of the discrete
problem (FLDh), we begin with a standard result: positivity of the weights in a discrete Laplace
operator implies a maximum principle. The proof is included for completeness, similar results can
be found in [LT09, Chapter 6].
Lemma 6 (Maximum principle for (FLDh)). Let u satisfy (−∆h)α/2ui ≤ 0 for i ∈ Dh. Then
max
i∈Dh
ui ≤ max
i∈DCh
ui.
Similarly, if (−∆h)α/2u ≥ 0 for i ∈ Dh, then
min
i∈Dh
ui ≥ min
i∈DCh
ui.
Proof. Suppose (−∆h)α/2ui ≤ 0 for i ∈ Dh. If
ui0 = max
i∈Dh
ui > max
i∈DCh
ui,
ui0 is the global maximum on Zh. As a result,
0 ≥ (−∆h)α/2ui0 =
∑(
ui0 − ui0−j
)
wj > 0,
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which is a contradiction. So u cannot have a global maximum onDh, and maxi∈Dh ui ≤ maxi∈DCh ui,
as desired. The second result follows by a similar argument.
Define the notation for the maximum norm of a grid function on the set of indices I:
‖u‖I = max
i∈I
|ui|.
Lemma 7. For any grid function u : Zh → R and Dh = {i : |ih| < 1}, we have
(4.7) ‖u‖Dh ≤ ‖u‖DCh + 4‖(−∆h)
α/2u‖Dh .
Proof. Use the function v from Lemma 5 and set
z = u− ‖(−∆h)α/2u‖Dhv.
Then for any i ∈ Dh,
(−∆h)α/2zi = (−∆h)α/2ui − ‖(−∆h)α/2u‖Dh(−∆h)α/2vi ≤ 0.
By the maximum principle in Lemma 6, maxDh z ≤ maxDCh z. Since v = 0 on D
C
h and |v| ≤ 4 on
Dh, we have
max
DCh
z = max
DCh
u.
and
max
Dh
u ≤ max
DCh
z + ‖(−∆h)α/2u‖Dh max
Dh
v ≤ ‖u‖DCh + 4‖(−∆h)
α/2u‖Dh .
Similarly, we can show that minDh u ≥ −‖u‖DCh − 4‖(−∆h)
α/2u‖Dh and this completes the proof
of (4.7).
Definition 4.1 (Solution Error and Local Truncation Error). Let u be the solution of (FLD)
and let uh be the solution of (FLDh). Define the approximate solution error as
ehj = u(xj)− uhj ,
and the truncation error as
rhj = (−∆)α/2u(xj)− (−∆h)α/2uj.
Next, we combine the previous results to prove the convergence of the Dirichlet problem (FLDh).
Theorem 4.1. Let u be the solution of (FLD) and let uh be the solution of (FLDh). As-
sume that u is smooth enough for the truncation error estimate to be valid. The maximum of the
approximate solution error is bounded by (a constant times) the maximum of the truncation error:
(4.8) ‖eh‖Dh ≤ 4‖rh‖Dh .
Proof. Using the definition of the error ehj = u(xj)− uhj and the residual we have
(−∆h)α/2ehj = (−∆h)α/2uj − (−∆h)α/2uhj = rhj .
Then, using (4.7), along with the fact that eh = 0 on DCh , we obtain (4.8).
In particular, the convergence rate is given by the global accuracy from Lemma 3, which is
O(h2−α) for wT and O(h3−α) for wQ.
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5. Far field boundary conditions. In this section, we discuss some practical issues related
to the truncation of the computational domain and the implementation of the boundary conditions.
5.1. Truncation of the domain. The discrete operator (FLh) involves an infinite sum, and
this is the case even in the extended Dirichlet problem (FLDh) which involves a finite number of
unknowns. In practice, the computational domain has to be truncated. If the function g(x) does not
decay fast enough, the contribution of the integral (SI) outside this domain should be approximated.
As we see from the numerical example below, the inclusion of the truncated boundary terms is
essential for an accurate evaluation of the fractional Laplacian.
We can simply truncate (FLh) at a finite value M of the index j, resulting in the operator
(5.1) (−∆h)α/2M ui =
M∑
j=−M
(ui − ui−j)wj .
However, large errors can accumulate because of the slow decay of function ui and the weights
wj ≈ j−1−α. The singular integral expression (SI) allows us to take advantage of analytical formulas
for the truncated terms, reducing the overall error significantly. More precisely, when (−∆)α/2u(xi)
is written as
(5.2)
∫ LW
−LW
(
u(xi)− u(xi − y)
)
ν(y)dy︸ ︷︷ ︸
(I)
+
∫
|y|>LW
u(xi)ν(y)dy︸ ︷︷ ︸
(II)
−
∫
|y|>LW
u(xi − y)ν(y)dy︸ ︷︷ ︸
(III)
,
with LW = Mh, the truncated sum (5.1) approximates the first term (I), with an error, O(h
3−α)
or O(h2−α) for wT and wQ, respectively, which is independent of M .
We next consider the second term
∫
|y|>LW
u(xi)ν(y)dy = u(xi)
∫
|y|>LW
ν(y)dy. For general ν(y),
this integral may require numerical quadrature, however in the case of primary interest here, when
ν(y) = να(y), we can integrate to obtain
(5.3) (II) = 2u(xi)C1,α
∫ ∞
LW
y−1−αdy =
2C1,α
α(LW )α
u(xi).
This prefactor 2C1,α(L
W )−α/α can also be approximated alternatively by the sum1
∑
|j|≥M wj =∑
j 6=0wj −
∑
|j|≤M wj , with the total sum
∑
j 6=0wj given in (3.8) or (3.9).
The approximation of the last term (III) depends on the situation at hand. For the extended
Dirichlet problem (FLD), assuming the domain D is the interval [−L,L], then u(xi+y) = g(xi+y)
is given on |y| > LW , if LW ≥ 2L (notice that we only need |xi| ≤ L). Therefore, this term is
known and its evaluation, which may require numerical quadrature, is independent of our scheme;
in the special case g ≡ 0, this term is identically zero.
5.2. Approximations of the boundary term (III). In addition to the extended Dirichlet
problem, we wish to consider equations posed on the whole space R. This situation occurs in
evolution equations like the fractional Burgers equation [BFW98, TW06] or the fractional porous
medium equations [dPQRV11, BIK11, CV11a]. In the case where the equation is posed on the
whole real line, some knowledge asymptotic behavior of the function is required. In the examples
1When the domain is truncated at LW =Mh, w±M are evaluated using the one-sided integrals (3.4) or (3.5), and
they are different in the two sums
∑
|j|≤M wj and
∑
|j|≥M wj .
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cited above, solutions usually develop an algebraic tail, with or without explicit exponents. In this
case, it is impractical to choose LW large enough so that the contribution of (III) in (5.2) can be
ignored. On the other hand, this algebraic tail can help us extract the leading order contribution
of (III).
If u(x) decays to zero algebraically, u(y) ∼ |y|−β, then we can write
u(y) ≈ u(L)Lβ |y|−β, as y →∞,
u(y) ≈ u(−L)Lβ |y|−β, as y → −∞.
Substituting these asymptotic expansions into (III), and setting ν = να and LW ≥ 2L, we obtain∫ ∞
LW
u(xi − y)να(y)dy ≈ C1,αu(−L)Lβ
∫ ∞
LW
(y − xi)−βy−1−αdy
=
C1,αu(−L)Lβ
(α+ β)(LW )α+β
2F1
(
β, α + β;α+ β + 1;
x
LW
)
(5.4a)
and
(5.4b)
∫ −LW
−∞
u(xi − y)να(y)dy ≈ C1,αu(L)L
β
(α + β)(LW )α+β
2F1
(
β, α + β;α+ β + 1;− x
LW
)
,
where 2F1 is the (Gauss) hypergeometric function. These two terms (5.4a) and (5.4b) take into
account the major contribution from (III).
One should notice that by choosing the limit of the integration in (I) from −LW to LW , we need
the values of u on the interval [−(L + LW ), L + LW ] instead of [−L,L]. The algebraic extension
u(y) ≈ u(L)Lβ|y|−β as y →∞ and u(y) ≈ u(−L)Lβ|y|−β as y → −∞ can be used again to provide
the information outside the interval [−L,L]. In the numerical experiments below, LW is chosen
to be 2L. When (I) is evaluated by a fast convolution algorithm, the total computational cost is
O(N logN), where N is the number of grid points on the truncated computational domain [−L,L].
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Fig. 5.1. (a): The contributions of the terms (I), (II) and (III) to the accuracy of the method (using wQ) for
fractional Laplacian (5.5), with α = 0.4, L = 2.0 and h = 0.1. (b): The L∞ accuracy of the method using different
domain sizes and grid points. The error saturates near the dashed line, which corresponds to error O(h3−α).
The contributions of the three terms (I), (II) and (III) are illustrated in Figure 5.1(a) using the
weights wQ, for
u(x) = (1 + x2)−(1−α)/2
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with the exact fractional Laplacian
(5.5) (−∆)α/2u(x) = 2αΓ
(1 + α
2
)
Γ
(1− α
2
)−1
(1 + x2)−(1+α)/2.
When the computational domain is taken to be as small as [−2, 2], neither (I) nor (I)+(II) gives
an accurate result. However, the inclusion of the contributions (5.4a) and (5.4b) from (III) reduces
the overall error significantly, despite the crude approximation of an algebraic tail with the exact
exponent β = 1− α.
The accuracy (in the L∞ norm) of the operator as a function of the domain size, L, and the
grid spacing, h, is shown in Figure 5.1(b). One salient feature is the saturation of the error: for a
fixed size, L, of the domain, the error does not decrease any more when h is smaller than a certain
critical value. This gives another indication on the importance of the far field boundary conditions.
The convergence rate before the saturation is 3−α, consistent with the error analysis summarized
in Lemma 3.
Remark 5. The method extends to other far field boundary conditions, such as u(x) → c±
as x → ±∞ with an algebraic rate. (This is the case for certain traveling waves in fractional
conservation laws).
Remark 6. When the exponent β is not available, it could be estimated from the solution itself
by data fitting, assuming that L is large enough to be in the algebraic decaying region.
6. Numerical experiments. In this section we perform additional numerical experiments.
We perform two kinds of tests: the first is a test of the accuracy of the operator (measuring the
error in applying the operator) the second is a test of convergence (measuring the error in the
solution of the equation involving the operator).
The results validate the theoretically predicted accuracy and convergence rates for smooth
functions. These examples, which have slow decay in the far field, also illustrate the errors which
come from uncontrolled errors in the truncated domain.
6.1. Accuracy for smooth functions. The first computational example involves the func-
tion u(x) = e−x
2
, which is a smooth function with exponential decay. The fractional Laplacian of
u at x = 0 can be obtained exactly using the Fourier Transform,
(−∆)α/2u(0) = 1√
π
∫ ∞
0
kαe−k
2/4dk = 2αΓ
(1 + α
2
)/√
π.
Because u decays exponentially, there is no need to consider the boundary contribution from (III).
The convergence rate is shown in Figure 6.1. In addition, in this figure, we compared our method
with the method from [CV05] (for different values of ǫ). In this context, the scheme from [CV05]
reads
(−∆)α/2u(0) = C1,α
∫ ǫ
−ǫ
(
u(0) − u(y))|y|−1−αdy + C1,α ∫
|y|>ǫ
(
u(0)− u(y))|y|−1−αdy
≈ −C1,αǫ
2−α
2− α u
′′(0) + C1,α
∞∑
j=0
(
u(0)− u(ǫ+ (j + 1/2)h)) ∫ ǫ+(j+1)h
ǫ+jh
|y|−1−αdy
+ C1,α
∞∑
j=0
(
u(0) − u(−ǫ− (j + 1/2)h)) ∫ −ǫ−jh
−ǫ−(j+1)h
|y|−1−αdy,
where u′′(0) is also approximated by central difference.
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The accuracy of the method from [CV05] is very close to O(h2−α), which is the accuracy of our
method using the weights wT . For our method using the weights wQ, the accuracy is O(h3−α).
In addition, the measures in [CV05] decayed exponentially, so in our case, the errors from
truncation of the integral in the far field are more significant. In addition, the accuracy of these
methods is O(h2−α) which degenerates as α → 2. For this reason, the quadratic weights wQ are
needed to obtain reasonable accuracy.
The second example is a smooth function which decays algebraically:
u(x) = (1 + x2)−(1−α)/2.
This solution was discussed in Section 5.2, and the fractional Laplacian of u is given by (5.5). In this
case, the scheme recovers the asymptotic error O(h2−α) for wT and O(h3−α) for wQ, provided the
computational domain is large enough to control the truncation error . We performed computations
with computational domain size L = 8 and L = 64 to demonstrate the interaction of the domain
size L with the error. See Figure 6.2.
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Fig. 6.1. The accuracy of the scheme on the function u(x) = e−x
2
. The wT method and the method in [CV05],
with two values of ǫ are O(h2−α). The wQ method is the most accurate: O(h3−α). With parameters are L = 10 and
α = 0.8.
6.2. Accuracy for non-smooth functions. When the function is non-smooth the method
is still consistent, but the accuracy is decreased. The next example is for a solution u is which is
continuous, but the derivatives at x = ±1 are discontinuous, so u ∈ C0(R). It comes from taking
f(x) = (1− x2)1−α/2+ ,
then the solution of (−∆)α/2u = f is given by2 [BIK11],
(6.1) u(x) =


2−απ−1/2Γ
(
1−α
2
)
Γ
(
2− α2
) (
1− (1− α)x2
)
if |x| ≤ 1,
2−α
Γ( 1−α2 )Γ(2−
α
2 )
Γ(α2 )Γ(
5−α
2 )
|x|α−12F1
(
1−α
2 ,
2−α
2 ;
5−α
2 ;
1
|x|2
)
if |x| ≥ 1.
As shown in Figure 6.3(a), the error is largest near x = ±1, the points with discontinuous
second order derivatives. Numerical experiments give an accuracy of O(h1−α/2), see Figure 6.3(b).
2The formula here is slightly different from the one in the reference, because we have corrected what we believe
to be two typos
20 Y. Huang and A. Oberman
10−3 10−2 10−1 100
10−6
10−5
10−4
10−3
10−2
h
L
∞
 
e
r
r
o
r
 
 
L = 8, wT
L = 8, wQ
L = 64, wT
L = 64, wQ
O(h2−α)
O(h3−α)
Fig. 6.2. The accuracy of the scheme on u(x) = (1 + x2)−(1−α)/2, with α = 0.8, for two domain sizes. The
error for each rule is as predicted, but saturates for fixed domain sizes.
While consistent with the decreased regularity of the solution, this is much slower than the previous
(more regular) example.
However, the accuracy improves as the solution becomes smoother. The next example involves
a function, u, which is C1(R), with u′′ discontinuous at x = ±1. This function arises when we take
(note the exponent is larger)
f(x) = (1− x2)2−α/2+ .
Then the solution of (−∆)α/2u = f is given by [BIK11]
(6.2) u(x) =


2−α−1π−1/2Γ
(
1−α
2
)
Γ
(
3− α2
) (
1− (2− 2α)x2 + (1− 43α+ 13α2)x4
)
if |x| ≤ 1,
2−α
Γ( 1−α2 )Γ(3−
α
2 )
Γ(α2 )Γ(
7−α
2 )
|x|α−12F1
(
1−α
2 ,
2−α
2 ;
7−α
2 ;
1
|x|2
)
if |x| ≥ 1.
Taking α = 0.8 we computed the operator on [−2, 2] and plot the results in Figure 6.4(a). For
wT , the convergence rate is O(h2−α), as expected. But for wQ, it is O(h2−α/2), better than for
wT , but not as good as the rate O(h3−α) which requires more regularity of the solution. Refer to
Figure 6.4(b). Again, the accuracy is high enough that the local truncation error is dominated by
the error from the truncation of the far field boundary conditions, as h is decreased, for fixed L.
6.3. Extended Dirichlet problem. Next we solve the extended Dirichlet problem
(6.3) (−∆)α/2u = 1 on (−1, 1), u = 0 on (−∞,−1] ∪ [1,∞).
The exact solution is the probability density function of the expected first exit time of the symmetric
α-stable Le´vy process from the interval [−1, 1]. and is given by [Get61]
(6.4) u(x) =
2−αΓ(12 )
Γ(1 + α2 )Γ(
1+α
2 )
(1− x2)
α
2
+ .
In this case, the solution is C0,α/2([−1, 1]). Despite the singularity, convergence to the exact
solution is observed. Because of the singularity of the solution at the boundaries x = ±1, the
numerical solutions using both weights wQ and wT converge at the same rate: O(hα/2), as shown
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Fig. 6.3. (a) The fractional Laplacian of u (dashed line) defined in (6.1) with L = 2, α = 0.4 and h = 0.2. (b)
The L∞ error of (−∆h)
α/2u for different grid sizes h, computed on [−4, 4] and [−8, 8].
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Fig. 6.4. (a) The fractional Laplacian of u defined in (6.2) with L = 2, α = 0.4 and h = 0.2. (b) The L∞
error of (−∆h)
α/2u with different grid sizes h on computed on [−4, 4] and [−8, 8].
in Figure 6.5(b). The numerical solutions (we set L = 1) for two grid sizes, h = 0.20, and h = 0.05,
are shown in Figure 6.5(a). (In this case, the solution was obtained by directly solving a (non-
sparse) linear equation, rather than by iteration). The resulting linear system is strictly diagonally
dominant and is therefore well-conditioned.
6.4. The fractional obstacle problem. The fractional obstacle problem [CSS08, Sil06,
Sil07] is a direct generalization of its elliptic counterpart: given a continuous function ϕ (the
obstacle), consider the problem of determining a continuous function u satisfying
u ≥ ϕ, in Rn,
(−∆)α/2u ≥ 0, in Rn,(6.5)
(−∆)α/2u(x) = 0, on {x ∈ Rn | u(x) > ϕ(x)}.
The solution, u(x), approaches zero as |x| → ∞, which requires the obstacle function ϕ to be
compactly supported or rapidly decaying.
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Fig. 6.5. (a) The numerical solution for the extended Dirichlet problem (6.3) with parameters: α = 0.8,L = 1,
h = 0.20 or 0.05; (b) The convergence (in h) of the solution to the exact one (6.4) for the weights wT and wQ.
This problem arises in the study of the long-time asymptotic behavior of a fractional porous
medium equation [CV11a, CV11b]. Similar obstacle problems arise in financial mathematics as a
pricing model [CT04].
The equations (6.5) can be written in the equivalent form
min(u− ϕ, (−∆)α/2u) = 0,
or as a steady state of the evolution equation
ut +min(u− ϕ, (−∆)α/2u) = 0.
The latter suggests the following iterative scheme
(6.6) uk+1j = u
k
j −∆tmin
(
ukj − ϕj , [(−∆h)α/2uk]j
)
.
When ∆t ≤ min
(
1,
∑
j 6=0wj
)
, the discrete evolution operator L[u] is monotone in u, and the
iterative method is a contraction in the maximum norm [Obe06]. As a result, the extension to
nonlinear elliptic operators involving the fractional Laplacian can be performed [BJK10], using the
theory of viscosity solutions for these operators [AT96]. This allows us to conclude that the scheme
converges to the unique viscosity solution of the equation. Moreover, if we start with the initial
condition u0j = ϕj , then u
k
j is increasing in k for each j and converges to u
∞
j from below.
In one dimension, when the obstacle is ϕ(x) = 2−απ−1/2Γ
(
1−α
2
)
Γ
(
4−α
2
)(
1− (1−α)x2
)
+
, α ∈
(0, 1), one can check that the exact solution u is given by (6.1), with the coincident set [−1, 1] (on
which u = φ).
The convergence of the scheme (6.6) with α = 0.5 and L = 4 is shown in Figure 6.6, for both
the solution u and the fractional Laplacian (−∆)α/2u. The L∞ errors on different domain sizes
L and grid sizes are shown in Figure 6.7, which is shown to be O(h1+
α
2 ) for the solution, u, and
O(h1−
α
2 ) for the fractional Laplacian, (−∆)α/2u. Note that the accuracy of the solution is better
than the accuracy of the operator. As in the example of Figure 5.1, for fixed domain size L, the
error becomes saturated as h→ 0.
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Fig. 6.6. The convergence of the iterative scheme (6.6) for the obstacle problem: (a) comparing the numerical
solution to the exact solution (given in (6.1)) (b) the discrete fractional Laplacian (−∆h)
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parameters are α = 0.5, L = 4, h = 0.1 and ∆t = 0.158 = hα/2.
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Fig. 6.7. The convergence of the obstacle problem in L∞ norm with different domain sizes L and grid sizes h.
(a) the error in the solution u, (b) the error in the fractional Laplacian (−∆h)
α/2u.
7. Conclusions. We used the singular integral representation of the operator (1.2) to derive
a finite difference/quadrature discretization of the fractional Laplacian in one dimension. The
weights in the discrete scheme (FLh) are obtained from approximations of (1.2) by splitting it into
two parts: one coming from the singular part of the integral, the other from the tail of the integral.
Two different sets of weights were obtained using semi-exact quadrature in the tail of the
integral. The weights wT come from using linear interpolation functions, and the weights wQ come
from quadratic interpolation functions. The formal accuracy of the two schemes was found to be
O(h2−α) for wT and O(h3−α) for wQ. (The weights wT were included mainly because they are
simpler to derive).
The discrete scheme obtained from the weights shares important properties with the continuous
singular integral operator. The weights are positive, and they scale as expected in the parameter
h and in the distance xi = hi. The scheme is consistent in the limit α → 2−, in the sense that it
recovers the standard centered finite different approximation for the Laplacian in one dimension.
A formula for the sum of the weights was given, which provides a CFL condition for stability of
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the explicit (e.g. forward Euler) discretizations of time dependent problem involving the operator.
A practical issue is that the operator is posed on the entire line, and truncation of the compu-
tational domain can dominate the error. For solutions which decay only algebraically, this requires
the use of large computational domains. We developed an approximation for the truncated op-
erator on finite domain, using asymptotic values of the extended Dirichlet data. This led to an
improvement of the accuracy by an order of magnitude.
We measured the accuracy of the operator using known solutions. Smooth solutions to validated
the predicted convergence rates. Several exact solutions were computed: exponentially decaying
solutions could be computed on small domains. Algebraically decaying solution required larger
domains, even with the approximation of the far field boundary condition. We also computed the
singular Getoor solution, both on the line and for the extended Dirichlet problem on the interval.
Despite the singularity, the numerical solutions converge, but with a slower rate, O(hα/2).
Once equipped with a consistent, stable scheme with positive weights for the Fractional Lapla-
cian, we can compute viscosity solutions of nonlinear elliptic and parabolic PDEs involving the
operator. We computed solutions of the obstacle problem using a simple iterative method. Solu-
tions were obtained, and the computed convergence rate was O(h1+
α
2 ).
Convergence of solutions to the extended Dirichlet problem was proved in Theorem 4.1. For
smooth solutions, the error (in the maximum norm) of the solution is bounded by the truncation
error. It is an open problem to build numerical methods which obtain higher accuracy for singular
solutions. The theory of nonlocal viscosity solutions [AT96] can be applied to study weak solutions
of the fractional laplacian (while theory was developed for the nonlinear case, is also applies to weak
solutions in the linear case). Using this theory, convergence rates for finite difference quadrature
schemes for weak solutions can be obtained [BJK08]: in this case, the convergence rate is fractional
with an unknown exponent, consistent with the results we obtained here. The viscosity solutions
approach has not been used to obtain the higher order rates we established here for the special case
of smooth solutions, since it applies to weak solutions. Conversely, the analogue of Theorem 4.1
could be proposed for weak solutions: however it is an open problem how to make these techniques
rigorous in for singular solutions
We compared our method with the method from [CV05], which was found to be less accurate
than using wQ (but similar to using wT .). In the supplementary materials, excerpted from [HO],
an extensive comparison is performed with other numerical methods, which can also be written
in the form (FLh). In particular, we make comparisons with schemes using fractional derivatives
and Fourier based methods. The scheme with quadratic weights is the most accurate of the stable
schemes. (The spectral method can be very accurate, but it is unstable for α > 1.)
Extending this work to higher dimensions still remains a challenge. The simplest part of the
extension would be the treatment of the singularity in the integral: this extends naturally (using
polar or spherical coordinates) to higher dimensions. The exact numerical quadrature can be
performed in higher dimensions, although it becomes more complicated. However, the treatment
of the tail of the operator does not extend. In the special case of operators with truncated tails, or
for exponentially decaying extended boundary conditions, the extension of this work is possible.
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