We show that the optimal complexity of Nesterov's smooth first-order optimization technique is preserved when the function value and gradient are only computed up to a small, uniformly bounded error. This means that only a partial eigenvalue decomposition is necessary when applying this technique to semidefinite programs, thus significantly reducing the method's computational and memory requirements. This also allows sparse problems to be solved efficiently.
Introduction
In [Nes83] it was shown that smooth convex minimization problems of the form:
where f is a convex function with Lipschitz continuous gradient and Q is a sufficiently simple set, could be solved with a complexity of O(1/ √ ǫ), where ǫ is the absolute precision required. More recently, [Nes05] showed that this method could be combined with a smoothing argument to produce an O(1/ǫ) complexity bound for non-smooth problems where the objective function has a saddle-function format. In particular, this meant that some semidefinite optimization problems could be solved with significantly lower memory requirements than with interior point methods.
When the objective function is expressed as a saddle function, the method in [Nes05] starts by computing a uniform ǫ-approximation of the objective with Lipschitz continuous gradient, then applies the smooth minimization technique in [Nes83] to solve the approximate problem. When the smoothing technique is applied to semidefinite optimization, the exact gradient computation requires a full eigenvalue decomposition of the current iterate and is the dominant numerical step in the algorithm. Allowing for a partial eigenvalue decomposition instead means significant computation and storage savings.
It is also somewhat intuitive that an algorithm which exhibits good numerical performance in practice should be robust to at least some numerical error in the objective function and gradient computations since all implementations are necessarily computing these quantities up to machine precision anyway. Our objective here is to make that robustness explicit in order to design numerically efficient schemes using only approximate gradient information.
Smooth optimization with approximate gradient
Following the results and notations in [Nes05, §3] , we study the following problem:
where Q ⊂ R n and f is a convex function with Lipschitz continuous gradient so
for some L > 0, which also means that:
The key difference here is that the oracle information we get on f is noisy. At each iteration, the algorithm computesf(x) and∇f (x) that approximate the objective function and its gradient, with
for some δ > 0. Here, d(x) is a prox-function for the set Q, continuous and strongly convex on Q with parameter σ. We let x 0 be the center of Q with
assuming w.l.o.g. that d(x 0 ) = 0, we then have:
We denote byT Q (x) an optimal solution to the following problem:
We let y 0 =T Q (x 0 ) where x 0 is defined above. We recursively define three sequences of points {x k } and {y k } in Q, together with
and a step size sequence {α k } ≥ 0 with
where
We will show recursively that for a good choice of step sequence α k , the iterates x k and y k satisfy the following relation:
and g(k, δ) measures the approximation error. By definition of x 0 , using (2), we have:
Lemma 1 Let α k be a step sequence satisfying:
suppose that (R k ) holds, then if x k+1 and y k+1 are defined as in (7), then (R k+1 ) holds with
with τ k ∈ [0, 1] and g(0, δ) = 3δ.
Proof. Let us assume that (R k ) holds. Because d(x) is strongly convex, by construction of z k :
where we have, using (R k ), the convexity of f (x) and (7):
Because τ 2 k ≤ A −1 k+1 , we then get:
By construction ofT Q (x k+1 ) and using y − x k+1 = τ k (x − z k ) for some x, z k ∈ Q, together with (2) and (7), we can write:
This finally means:
which is the desired result.
We can use this result to study the convergence of the following algorithm given only approximate function values and gradient information.
For k ≥ 0 do:
If α k satisfies the conditions of Lemma 1, we can show the following convergence result:
Theorem 1 Suppose α k satisfies the hypotheses of Lemma 1, with the iterates x k and y k computed as above, then for any k ≥ 0 we have:
where x ⋆ is an optimal solution to problem (1).
Proof. If α k satisfies the hypotheses of lemma 1 we have:
where A k = k i=0 α i and g(k, δ) ≤ 7δ. Now, because f (x) is convex, we also have:
which yields the desired result.
Semidefinite programming
Let us now consider the following maximum eigenvalue problem:
in the variable y ∈ R m , with parameters A ∈ R m×n 2 , b ∈ R m and c ∈ R n 2 . Let us remark that when Q is equal to R m , the dual of this program is a semidefinite program with constant trace written:
in the variable x ∈ R n 2 , where Tr(x) = 1 means that the matrix whose columns are the rearranged elements of x has trace equal to one and x 0 means that this same matrix is symmetric, positive semidefinite.
Smoothing technique
As in [Nem04] , [Nes04] , [dEGJL05] or [BTN05] we can find a uniform ǫ-approximation to λ max (X) with Lipschitz continuous gradient. Let µ > 0 and X ∈ S n , we define:
where λ i (X) is the i th eigenvalue of X. We then have:
so if we set µ = ǫ/ log n, f µ (X) becomes a uniform ǫ-approximation of λ max (X). In [Nes04] it was shown that f µ (X) has a Lipschitz continuous gradient with constant:
This gradient can be computed explicitly as:
where λ i (X) and u i (X) are the eigenvalues and eigenvectors of X. Let y be some norm on R m and d(x) a strongly convex prox-function with parameter σ > 0. As in [Nes04] , we define:
The algorithm detailed in [Nes05] , where exact function values and gradients are computed, will find an 1 2 ǫ solution after at most:
iterations, each iteration requiring a full eigenvalue decomposition of the matrix A T y k − c.
Approximate gradient: average complexity gain
Let us pick a matrix X ∈ S n whose coefficients are centered independent normal variables with second moment given by σ 2 /n. From Wigner's semicircle law, λ max (X) ∼ 2σ as n goes to infinity and the eigenvalues of X are asymptotically distributed according to the density:
which means that, in the limit, the proportion of eigenvalues that need to be computed to reach a precision of 0 < γ < 1 in the gradient is given by:
Since the problems under consideration are semidefinite programs, we also consider the case where X ∈ S n is sampled from the Wishart distribution. In that case, the eigenvalues are distributed according to the Marcenko-Pastur distribution (see [MP67] ) and the above proportion becomes:
With n = 5000, γ = 10 −6 and ǫ = 10 −2 , we get nP λ = 2.3. This means that, on average, it is only necessary to compute a few eigenvalues per iteration instead of n.
In practice however, we should temper these results based on two observations. First, it is well known (see [Ove92] for example) that the largest eigenvalues of A T y−c in (8) tend to coalesce near the optimum, thus increasing the number of eigenvalues required. Second, optimization problems are generally far from random and problem structure itself can affect the multiplicity and spacing of the dominant eigenvalues, again increasing the number of required eigenvalues.
Examples & numerical performance
In this section, we illustrate the behavior of the approximate gradient algorithm on various semidefinite optimization problems.
Maximum eigenvalue minimization
Here, we form random maximum eigenvalue minimization problems. We then study how the number of required eigenvalues in the gradient computation evolves as the solution approaches optimality. We solve the following problem:
in the variable y ∈ R m , where c ∈ R n 2 and the rows of A ∈ R m×n 2 are normally distributed. In Figure 1 we plot percentage of eigenvalues required in the gradient computation versus duality gap for 10 random problem instances where n = 50 and m = 25.
Sparse principal component analysis
Based on the results in [dEGJL05] , the problem of finding a sparse dominant eigenvector of a matrix C ∈ S n admits the following semidefinite realxation:
which is a semidefinite program in the variable X ∈ S n , where ρ > 0 is the penalty controlling the sparsity of the solution. Its dual is given by:
which is of the form (8) with Q = {U ∈ S n : |U ij | ≤ ρ, i, j = 1, . . . , n} .
We generate a 100 × 100 matrix U with uniformly distributed coefficients in [0, 1]. We let e ∈ R 100 be a sparse vector with: e = (1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0, . . .).
We then form a test matrix A = U T U + vee T , where v is a signal-to-noise ratio. In Figure 2 , we plot the duality gap versus the CPU time used for values of the signal to noise ratio v ranging from 10 to 100. On the same example, in Figure 3 , we plot the percentage of eigenvalues required in the gradient computation versus the duality gap for values of the signal to noise ratio v ranging from 10 to 100. 
