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Abstract
In the equity markets the stock price volatility increases as the
stock price declines. The classical Black−Scholes−Merton (BSM) op-
tion pricing model does not reconcile with this association. Cox in-
troduced the constant elasticity of variance (CEV) model in 1975, in
order to capture this inverse relationship between the stock price and
its volatility. An important parameter in the model is the parameter
β, the elasticity of volatility. The CEV model subsumes some of the
previous option pricing models. For β = 0, β = −1/2, and β = −1 the
CEV model reduces respectively to the BSM model, the square−root
model of Cox and Ross, and the Bachelier model. Both in the case
of the BSM model and in the case of the CEV model it has become
traditional to begin a discussion of option pricing by starting with the
vanilla European calls and puts. The pricing formulas for these finan-
cial instruments give concrete information about the pricing of options
only after the employment of some intermediate approximation scheme.
However, there are simpler solutions to both models than those per-
taining to the standard calls and puts. Mathematically, it makes sense
to investigate the simpler cases first. Furthermore we do not allow our-
selves to be drawn into any rash generalizations or inferences from the
vanilla European case by prematurely focusing on those cases and we
obtain concrete information for the pricing of options without needing
to introduce any intermediate approximation schemes. In the case of
BSM model simpler solutions are the log and power solutions. These
contracts, despite the simplicity of their mathematical description, are
attracting increasing attention as a trading instrument. Similar simple
solutions have not been studied so far in a systematic fashion for the
CEV model. We use Kovacic’s algorithm to derive, for all half−integer
values of β, all solutions “in quadratures” of the CEV ordinary differ-
ential equation. These solutions give rise, by separation of variables,
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to simple solutions to the CEV partial differential equation. In partic-
ular, when β = ...,− 5
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of of denumerably infinite elementary function solutions, when β = − 1
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and β = 1
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we obtain two classes of of denumerably infinite elementary
function solutions, whereas, when β = 0 we find two elementary func-
tion solutions. In the derived solutions we have also dispensed with
the unnecessary assumption made in the the BSM model asserting that
the underlying asset pays no dividends during the life of the option.
1 Introduction
Approximately 45 years ago Black and Scholes [1, 2], and independently,
Merton [3] (see also [4]), by making a number of crucial assumptions, de-
veloped the most widely used model (hereinafter referred to as the “BSM
model”) in the pricing of financial options. The BSM model states that by
constantly adjusting the proportions of stocks and options in a portfolio,
the investor can create a riskless hedge portfolio, where all market risks are
eliminated. They were led to a PDE, the Black−Scholes−Merton partial
differential equation (PDE) (hereinafter referred to as the “BSM PDE”),
which governs the price of the option over time.
Black and Scholes, and subsequently Merton, derived [2, 3] their pricing
formula for European calls and puts, by transforming the BSM PDE into
the “heat equation”. The “heat equation” is a well known parabolic PDE,
which has been studied extensively by physicists, and describes the evolution
over time of the distribution of heat in a certain region of space under given
initial and boundary conditions.
The pricing formula derived by Black and Scholes, and subsequently
Merton, contains the Gaussian probability density function (see e.g. [5]),
and therefore, some kind of approximation scheme is needed, in order to
extract any concrete information from this formula for the pricing of options.
The model also assumes that volatility, a measure of the estimation of
the future variability for the asset underlying the option contract, remains
constant over the option’s life, which is not the case because volatility fluc-
tuates with the level of supply and demand.
The constant volatility hypothesis in BSM model often leads to results
which are inconsistent with market data. To improve the discrepancy, the
Constant Elasticity of Variance model diffusion process (hereinafter referred
to as the “CEV model”) was proposed in [6] (in [7] various jump processes
were incorporated into the model) to model the heteroscedasticity and the
leverage effect in returns of common stocks. An important parameter in the
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model is the elasticity of volatility β which controls the relationship between
volatility and price.
The pricing formula under the CEV diffusion for European options was
given for β < 0 in [6], and for β > 0 in [8]. In summary, the CEV pricing for-
mula consists of a pair of infinite summations of gamma density and survivor
functions, and its derivation rests on the risk−neutral pricing theory [6, 8].
A breakthrough was made in [9] by Schroder who expressed the pricing
formula, for all values of β, in terms of the non−central Chi−squared dis-
tribution, which facilitates the computations significantly. The CEV model
has been further investigated in [10, 11, 12].
There exists an extensive literature with different approximation schemes
(see, for instance, [13], [14], [15], [16], [17], and [18]) for the the efficient eval-
uation of the complementary non−central Chi−square distribution function,
and only after the application of such an approximation scheme concrete in-
formation can be obtained from the pricing formulas of Cox [6] and Emanuel
and MacBeth [8] for the pricing of European options under CEV diffusion.
1.1 Simpler solutions
Both in the case of the BSM model and in the case of the CEV model
it has become rather traditional to begin a discussion of option pricing by
starting with the vanilla European calls and puts. Other instruments are
generally labeled as “exotic”. However, there are simpler solutions to both
models than those pertaining to the standard calls and puts.
Mathematically, it makes sense to investigate the simpler cases first. We
can get a feeling for the behaviour of options without needing to introduce
any intermediate approximation schemes. Rather more importantly, we do
not allow ourselves to be drawn into any rash generalizations or inferences
from the vanilla European case by prematurely focusing on those cases.
In the case of BSM model simpler solutions are the log and power so-
lutions. These contracts, despite the simplicity of their mathematical de-
scription, are certainly not devoid of financial interest [19, 20, 21]. On the
contrary such contracts are attracting increasing attention as a trading in-
strument.
For instance, we note in passing, that in 1994, Anthony Neuberger, by
using the log solution, introduced [19] a simple, yet a very peculiar prod-
uct, the Log contract. This contract would forever change how we look at
volatility and lay the foundation for the introduction of variance swaps in
the late 1990s and the new volatility index, VIX by CBOE in 2003.
Though Neuberger may not have realized it then but what he had done
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was to initiate the process by which volatility would no longer remain a
mathematical and an abstract concept but become a tangible asset.
Similar simple solutions have not been studied so far in a systematic
fashion for the CEV model. This is the task we undertake in this paper. We
find classes of simpler solutions to the CEV model. In the next subsection
we define what we mean by simpler solutions and how we obtain them.
1.2 Contribution, simpler solutions to the CEV model
By using Kovacic’s algorithm [22], we find classes of simpler solutions
to the CEV model, for all half−integer values of β. Simpler solutions here
means solutions expressed in terms of elementary functions. Most impor-
tantly we do not need any intermediate approximation scheme in order to
obtain concrete information from these solutions for the pricing of the fi-
nancial instruments they describe under appropriate initial and boundary
conditions. This is in contradistinction to the pricing formulas for European
calls and puts, described in Section 3, which give information for the pric-
ing of options only after the employment of an appropriate approximation
scheme.
In particular by using Kovacic’s algorithm [22], we obtain classes of Li-
ouvillian solutions to the CEV ODE, and we so derive, with separation of
variables, solutions to the CEV PDE, in terms of elementary functions, for
all half−integer values of β.
Kovacic’s algorithm will find all possible Liouvillian solutions (i.e., essen-
tially, all solutions in terms of quadratures) of linear second order homoge-
neous ODEs with complex rational function coefficients. Hereafter, solvable
by quadratures means that we consider a differential equation solved when
we are left only with evaluating an antiderivative.
The Liouvillian solutions we find to the CEV ODE, are given, for all
half−integer values of β, in section 9, and are essentially products of poly-
nomials, truncated confluent hypergeometric functions of the first kind, with
exponential functions and powers of the independent variable. These Liou-
villian solutions to the CEV ODE induce, by separation of variables, solu-
tions in terms of elementary functions, to the CEV PDE.
These simpler solutions to the CEV PDE are amenable to analytic ma-
nipulation and easy to use, and thus, are to be juxtaposed with the solutions
to the CEV PDE given in terms of power series which are described in sec-
tion 3 in the first category of the existing literature on the pricing of options
under the CEV model.
This paper is organised as follows: In section 2 the bare essentials of the
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CEV model are given and the CEV model is compared with the BSM model.
In section 3 a very brief review of the literature on the pricing of options
under the CEV diffusion is given. In section 4 a remark is made on the
meaning of the term “closed−form” solutions which is used in the literature
on the pricing of options, either with the BSM model or with the CEV
model. In section 5 the BSM PDE, and the associated ODE, are derived.
In section 6 the CEV PDE, and the associated ODE, are derived. In section
7 we explain that Kovacic’s algorithm is an application of Picard−Vessiot
theory to linear second order homogeneous ODEs and we trace the origin
of Picard−Vessiot theory to the Galois theory of polynomials. In section
8 Kovacic’s algorithm is applied to the CEV ODE. In section 9 classes of
Liouvillian solutions to the CEV ODE are obtained, and associated solutions
to the CEV PDE are derived, for all half−integer values of β. In section 10
we outline prospects for future research. Finally, in the Appendix we give
an outline of Kovacic’s algorithm.
2 CEV and CEV versus BSM
The ability to build a portfolio of the kind envisaged by Black, Scholes
and Merton [1, 2, 3] relies on the assumptions of continuous trading and
continuous sample paths of the asset price. Other assumptions made in the
derivation of the BSM model are:
• The asset price follows a lognormal random walk.
• The volatility of the underlying asset is constant over the life of the
option contract.
• The risk−free interest rate r is constant and known.
• The underlying asset pays no dividends during the life of the option.
• There are no arbitrage opportunities.
• Short selling is allowed (full use of proceeds from the sale is permitted).
• Fractional shares of the underlying asset may be traded.
The BSM model also applies to any financial instrument the future of
which is uncertain at the present time. Basically it has to do with the pricing
of options, but anything vaguely connected such as corporate debt is equally
grist for its mill.
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Volatility, a measure of how much a stock can be expected to move in
the near−term, is probably the most important single input to any option
pricing model. In BSM model it is assumed that volatility is a constant over
time. This means that the variance of the return is constant over the life of
the option contract and is known to market participants.
2.1 The CEV model
While volatility can be relatively constant in very short term, it is never
constant in longer term. Therefore, a remedy for this shortcoming of Black-
Scholes−Merton model is needed. The CEV model introduced by Cox [6] is
an example of such a remedy.
The CEV spot price model is a one−dimensional diffusion model with
the instantaneous volatility specified to be a power function of the under-
lying spot price, σ(S) = aSβ. It was introduced by Cox as one of the early
alternatives to the geometric Brownian motion, assumed in the BSM model,
to model asset prices (see also [7] where alternative stochastic processes for
the asset price are introduced).
The CEV stochastic process is closely related to Bessel processes and
is analytically tractable. In fact there are analytic forms of option pricing
formulas for the CEV diffusion; for β < 0 was given by Cox [6] and for β > 0
was given by MacBeth and Merville [8]. Subsequently Schroder [9] expressed
in both cases the option pricing formulas in terms of the complementary
non−central Chi−square distribution function.
For β = 0 the CEV model reduces to the constant volatility geometric
Brownian motion process employed in the Black, Scholes and Merton model.
When β = −1, the volatility specification is that of Bachelier (the asset price
has the constant diffusion coefficient, while the logarithm of the asset price
has the a/S volatility). We mention in passing that Bachelier’s [23] work had
fallen into oblivion, at least in the financial circles, for an extensive period,
and was rediscovered by mathematical economists such as Paul Samuelson
in the 1960s. Recently it has become again popular since it assumes that
interest rates can be negative. For β = −1/2 the model reduces to the
square−root model of Cox and Ross [7].
Thus Cox rather than assuming constant volatility, expressed the volatil-
ity as a function of the price of the underlying asset. This is precisely the
main advantage of the CEV model: The volatility of the underlying as-
set is linked to its price level, thus exhibiting an implied volatility smile
(or implied volatility skew) that is a convex and monotonically decreasing
function of exercise price, similar to the volatility smile curves observed in
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practice (see, for example, [24]). The CEV framework is also consistent with
the so−called leverage effect (i.e., the existence of a negative correlation be-
tween stock returns and realized stock volatility) as documented for instance
in [25].
2.2 CEV versus BSM
In [26], MacBeth and Merville, compared the performances of the BSM
and CEV models through simulations and real examples. Their results
show that the CEV model has a better performance, which underprices
in−the−money call options and overprices out−of−the money call options.
In [27] Dias and Nunes showed that a firm that uses the standard geomet-
ric Brownian motion assumption is exposed to significant errors of analysis
which may lead to non−optimal investment and disinvestment decisions.
Given that the lognormal assumption with constant volatility does not cap-
ture the implied volatility smile effect observed across a wide range of mar-
kets and underlying assets Dias and Nunes used instead the CEV diffusion
process and gave analytical solutions for perpetual American−style call and
put options under the CEV diffusion. Their results strongly highlight the
case for moving beyond the simplistic real options models based on the log-
normal assumption to more realistic models incorporating volatility smile
effects.
3 Review of the literature
The CEV diffusion process has been extensively used to obtain the
solutions of several flnancial option pricing problems. In particular, the
CEV call option pricing formula for valuing European options has been
initially expressed in terms of the standard complementary gamma distri-
bution function by Cox [6] for β < 0, and by Emanuel and MacBeth [8] for
β > 0. Schroder [9] has subsequently extended the CEV model by express-
ing the corresponding formula in terms of the complementary non−central
Chi−square distribution function.
There exists an extensive literature devoted to the efficient computation
of the complementary non−central Chi−square distribution function, with
several alternative representations available (see, for instance, [9], [13], [14],
[15], [16], [17], and [18]).
Things are more complicated in the case of exotic options such as look-
back and barrier options. Davydov and Linetsky [28] evaluated European
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lookback options under the CEV process with a model based on the nu-
merical inversion of the Laplace transform of the option price. To evaluate
lookback options Linetsky [29] used spectral theory. In [30], Davydov and
Linetsky, priced single−barrier and double−barrier options under the CEV
diffusion process, using again spectral theory.
In [31], Costabile, used the binomial process to approximate the CEV
process and priced lookback options. Boyle, Tian and Imai [32] tackled
the same problem using Monte Carlo simulations. In [33], Boyle and Tian,
priced single−barrier and double−barrier options under the CEV diffusion
process in the numerical trinomial lattice framework.
Therefore the work which has been done so far on the pricing of options
under the CEV diffusion can be conveniently divided into two categories:
1. In the first category the pricing formula is given in closed−form [6,
8, 28], which, after Schroder’s work [9], is expressed in terms of the
complementary non−central Chi−square distribution function. There
exists an extensive literature ( [13], [14], [15], [16], [17], and [18]) de-
voted to the efficient computation of the complementary non−central
Chi−square distribution function, with several alternative representa-
tions and associated approximation schemes available. Pricing (exotic)
options by employing spectral theory (see, for instance, [29] and [30])
also employs functions represented by power series, and falls also into
this category.
2. In the second category the pricing of (exotic) options is attained by
discrete approximations of the CEV process: By a discrete approxi-
mation of the CEV process using the binomial tree method [31], the
trinomial tree method [33], the Monte Carlo method [32].
Needless to say the above review of the literature is extremely far from
being exhaustive and it only highlights two main trends in the current re-
search for pricing options under the CEV diffusion.
4 On the notion of “closed−form” solutions
It is appropriate at this point to make a remark regarding the meaning
of the term “closed−form” solutions which is used in the literature on the
pricing of options, either with the BSM model or with the CEV model.
This term does not imply, as one might anticipate, that the solutions at
hand give answers for the pricing of options without the implementation of
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some kind of approximation scheme. On the contrary, as we explain below,
both in the case of the BSM model and in the case of the CEV model we
have to resort to some kind of approximation in order to value the options
by using the pricing formulas.
Black and Scholes found [2] the celebrated formulas for the pricing of
the vanilla European calls and puts by transforming the BSM PDE into the
“heat equation”.
This PDE, which characterises the propagation of heat in a continuous
medium, has been extensively studied in physics. Its fundamental solution,
subject to appropriate boundary conditions, is the Gaussian density function
(e.g. [34], p. 81). Black and Scholes found the formulas for the pricing
of options by transforming this solution back to the initial dependent and
independent variables appearing in the BSM PDE.
The formulas so derived by Black and Scholes for the pricing of options
are characterised in the literature as “closed−form” solutions. However, we
have to bear in mind, that in order to extract any concrete information from
them, we need to compute the integrals N(di) =
1√
2π
∫ di
−∞ e
− 1
2
s2ds, where di
are appropriate limits, numerically by quadrature rules such as the Simson’s
rule or Gaussian rule.
Moreover, in the case of the CEV model the pricing formulas which
have been derived by Cox [6] for β < 0, by Emanuel and MacBeth [8] for
β > 0, and by Schroder [9], give answers for the pricing of options only after
the implementation of some kind of approximation scheme. For instance,
as we noted in subsection 3, in the case of Schroder’s pricing formulas,
which are expressed in terms of the complementary non−central Chi−square
distribution function, there is a whole ongoing literature ( [13], [14], [15], [16],
[17], and [18], to mention only a very small fraction of it,) of approximations
schemes for its efficient and fast evaluation.
These classes of solutions are to be juxtaposed with the classes of so-
lutions to the CEV model we derive in this paper when 2β belongs to the
integers. The classes of solutions we derive in this paper do not involve any
integrals or functions expressed in terms of series and we do not need any
intermediate approximation schemes in order to use these solutions for the
pricing of various financial instruments. Thus the solutions we derive in this
paper complement the solutions of the first category, described in subsection
3, for the pricing of options under the CEV diffusion.
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5 Derivation of the BSM PDE and BSM ODE
Black, Scholes and Merton made the fundamental observation [1, 2, 3]
that if one could perfectly hedge an option, then one could price it as
well. The reason being that a perfectly hedged portfolio has no uncertainty,
and hence has a risk−free rate of return given by the spot interest rate r.
In summary, their derivation goes as follows: Consider a portfolio Π
which contains one option and −∆ units of the underlying asset. The value
of the portfolio is
Π = V −∆ · St, (1)
where ∆ is to be determined, St is the asset value at time t, and V = V (S, t)
is the value of the option.
It is assumed that the asset value has lognormal dynamics, i.e., it satisfies
the SDE
dSt = rStdt+ σStdWt, (2)
where dSt = St+dt −St is the change in asset value from t to t+ dt, σ is the
standard deviation per unit time (volatility) of the underlying asset value,
and Wt is a Wiener process. Equation (2) says that the percentage change
in asset value from t to t + dt is normally distributed with mean µdt and
variance σ2dt.
We assume that V ∈ C2,1(R× [0, T ]), so by applying Ito Lemma we have
that the change in the value of the portfolio is given by:
dΠ = dV −∆ · dSt
=
∂V
∂t
dt+
∂V
∂S
dSt +
∂2V
∂S2
(dSt)
2 −∆ · dSt
=
(
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
)
dt+
(
∂V
∂S
−∆
)
dSt. (3)
If we choose ∆ = ∂V
∂S
then the change dΠ in the value of the portfolio Π
is no longer sensitive to random changes in the value St of the underlying
asset, and we obtain:
dΠ =
(
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
)
dt. (4)
Thus the choice ∆ = ∂V
∂S
yields a perfectly hedged portfolio, i.e., a portfolio
with no uncertainty.
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Since there is no uncertainty left in the portfolio, its value, by the prin-
ciple of no arbitrage, has to be the same as if being on a bank account with
the risk−free interest rate r. If the return of Π were larger than r then one
would simply take a loan at a risk−free rate r and buy the portfolio Π to
obtain a guaranteed profit. Conversely, If the return of Π were smaller than
r then one would simply short the portfolio and invest it in the bank.
However this is ruled out by the principle of no arbitrage and therefore
we must have:
dΠ = rΠdt
= r(V −∆ · St)dt. (5)
By combining Equations (4) and (5) we arrive at
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
+ rS
∂V
∂S
− rV = 0. (6)
This is the BSM PDE.
For the BSM PDE, which is a backward parabolic equation, we must
specify final and boundary conditions, for otherwise the PDE does not have
a unique solution. For instance for a vanilla European call c(S, t) with
exercise price E and expiry date T , the final condition is just its payoff at T
c(S, T ) = max(S − E, 0), for all S ≥ 0. (7)
The asset−price boundary conditions are applied at zero asset price, S = 0,
and as S → +∞. At S = 0 we have
c(0, t) = 0, for all t ≥ 0. (8)
The second boundary condition, as S → +∞, reads
c(S, t) ∼ S − Ee−r(T−t), as S → +∞, for all t ≥ 0. (9)
Moreover, for a vanilla European put option p(S, t), the final condition
is the payoff at T
p(S, T ) = max(E − S, 0), for all S ≥ 0. (10)
The asset−price boundary conditions are applied again at zero asset price,
S = 0, and as S → +∞. At S = 0, assuming that interest rates are constant,
we have
p(0, t) = Ee−rt, for all t ≥ 0. (11)
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As S → +∞, the option is unlikely to be exercised and so for t > 0, we have
p(S, t)→ 0, as S → +∞, for all t ≥ 0. (12)
With these final conditions and asset−price boundary conditions Black
and Scholes [1, 2], and independently, Merton [3] derived their pricing for-
mulas for European calls and puts. Their pricing formulas are essentially
the so called fundamental solution of the heat equation (see e.g. [34], p. 81),
which is the Gaussian density function.
We note in passing that the mathematical analysis of American options
is more complicated than that of European options. It is almost always im-
possible to find a useful explicit solution to any given free boundary problem,
and so a primary aim is to construct efficient and robust numerical methods
for their computation.
In contrast to ODEs there is no unified theory of PDEs. Some equations
have their own theories, while others have no theory at all. The solutions
of a PDE form in general an infinite−dimensional space and there is a wide
range of methods to probe this solution space.
This also applies to the BSM PDE (6). This is a second−order linear
homogeneous separable backward parabolic PDE. A method to solve a linear
homogeneous separable PDE is the method of separation of variables. In
this method such a PDE involving n independent variables is converted into
n ODEs.
In particular the BSM PDE (6) with the separation of variables
V (S, t) = A(S)B(t) (13)
is reduced to the following pair of ODEs
1
2
σ2S2
d2A
dS 2
+ rS
dA
dS
− (r + λ)A = 0, (14)
dB
dt
+ λB = 0, (15)
where λ is an arbitrary constant. We name ODE (14) the BSM ODE. The
general solutions to the ODEs (14) and (15) are given respectively by
A(S) = αS
ξ+ζ
2σ2 + βS
ξ−ζ
2σ2 , (16)
where, ξ = σ2 − 2r , ζ =
√
(σ2 − 2r)2 + 8σ2(r + λ), (17)
and,
B(t) = γe−λt, (18)
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where α, β, and γ are arbitrary constants.
From Equations (13), (16), and (18) the following solution to the BSM
PDE (Equation (6)) is readily obtained
V (S, t) = e−λt(aS
ξ+ζ
2σ2 + bS
ξ−ζ
2σ2 ), (19)
where a, b arbitrary constants and ξ, ζ are specified in Equation (17).
It is noteworthy that both the fundamental solution of the heat equation
which gives rise to the pricing formulas of Black, Scholes and Merton and
the solutions to the CEV model we derive in this paper are obtained by
exploiting symmetries, albeit symmetries of different objects; we elaborate
more on this issue in section 7.
The fundamental solution of the heat equation is one of the most funda-
mental formulas in all of mathematics. It is the famous Gaussian or normal
density of probability theory. It describes an initial point source of heat at
a given position.
It can be derived in a number of different ways. Namely, it can be derived
by Fourier transform ( see e.g. [35] p.98, p.99) and it can also be derived
by using the Lie symmetries of the heat equation. In fact by using the Lie
symmetries of the heat equation the fundamental solution can be derived in
two distinct ways.
One derivation results from the invariance of the heat equation under
the one−parameter Lie group of dilations ( [34] p.91, p.92 and [36] p.119).
Another derivation ([36] p.119, p.120) results from a symmetry of the heat
equation which cannot be anticipated from basic physical principles and can
only be obtained by applying Lie theory of symmetries to the heat equation.
Remarkably the last derivation is the simplest of the three.
The simpler log and power solutions of the BSM PDE, which not only are
they not devoid of financial interest but also they are attracting increasing
attention as a trading instrument, are derived with separation of variables
(see e.g. [35], p. 127, p. 132). No resort to symmetry principles is needed.
In order to derive classes of simpler solutions to the CEV model in this
paper we follow an hybrid method: We apply symmetry principles not to
the CEV PDE itself, but to the CEV ODE, which is derived from the CEV
PDE by separation of variables and so we obtain classes of simpler solutions
to the CEV ODE first. Then the classes of simpler solutions to the CEV
ODE easily induce classes of simpler solutions to the CEV PDE.
The derivation of the CEV ODE and the CEV PDE is similar to the
derivation of the BSM ODE and the BSM PDE, and it is outlined in Sub-
section 6.1.
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6 Derivation of the CEV PDE and CEV ODE
Cox [6] considered the CEV diffusion process governed by the SDE when
q = 0
dSt = (r − q)Stdt+ αSβ+1t dWt, (20)
where q is a dividend yield parameter and the instantaneous volatility is
specified to be a power function of the underlying spot price, σ(S) = αSβ ,
α is the volatility scale parameter. An easy calculation shows that β is the
elasticity of the volatility σ(S).
The elasticity parameter β is the central feature of the model, and con-
trols the relationship between the volatility and price of the underlying asset.
The dividend yield parameter q has been introduced to dispense with the
unnecessary assumption made in the BSM model asserting that the under-
lying asset pays no dividends during the life of the option. dSt, r,Wt remain
as defined in Section 5.
The CEV diffusion model seems to be a natural extension of the BSM
model. In fact as it is pointed out in Subsection 6 the CEV model subsumes
some of the previous option pricing models. For β = 0, β = −1/2, and
β = −1 the CEV model reduces respectively to the BSM model [1, 2, 3], the
square−root model [7] of Cox and Ross, and the Bachelier model [23].
In Subsection 2.2 is made clear that the CEV model performs better
than the BSM model [26, 27]. Moreover, in [37], Beckers considered the
CEV model and its implications for option pricing on the basis of empirical
studies and concluded that the CEV class could be a better descriptor of
the actual stock price than the traditionally used lognormal model.
6.1 CEV PDE and CEV ODE
The derivation of the CEV ODE and the CEV PDE is similar to the
derivation of the BSM ODE and the BSM PDE. We give it in the detail
needed in order to clarify the similarities and the dissimilarities between the
two derivations.
Consider a portfolio Π which contains one option and −∆ units of the
underlying asset. The value of the portfolio is
Π = V −∆ · St, (21)
where ∆ is to be determined, St is the asset value at time t, and V = V (S, t)
is the value of the option. It is assumed that the asset value satisfies the
SDE (Equation (20))
dSt = (r − q)Stdt+ αSβ+1t .
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We assume that V ∈ C2,1(R× [0, T ]), so by applying Ito Lemma we have
that the change in the value of the portfolio is given by:
dΠ = dV −∆ · dSt
=
∂V
∂t
dt+
∂V
∂S
dSt +
∂2V
∂S2
(dSt)
2 −∆ · dSt
=
(
∂V
∂t
+
1
2
α2S2β+2
∂2V
∂S2
)
dt+
(
∂V
∂S
−∆
)
dSt. (22)
The choice ∆ = ∂V
∂S
yields a perfectly hedged portfolio, i.e., a portfolio
with no uncertainty. With this choice the change dΠ in the value of the
portfolio Π is given by:
dΠ =
(
∂V
∂t
+
1
2
α2S2β+2
∂2V
∂S2
)
dt. (23)
Since there is no uncertainty left in the portfolio, the change dΠ in its
value Π has to be equal to
dΠ = (r − q)Πdt
= (r − q)(V −∆ · St)dt, (24)
where r is the risk−free interest rate and q is a dividend yield parameter.
By combining Equations (23) and (24) we arrive at
∂V
∂t
+
1
2
α2S2β+2
∂2V
∂S2
+ (r − q)S ∂V
∂S
− (r − q)V = 0. (25)
This is the CEV PDE.
For the CEV PDE, which is a backward parabolic equation, we must
specify final and boundary conditions, for otherwise the PDE does not have
a unique solution. For instance for vanilla European calls and puts with
exercise price E and expiry date T the final and boundary conditions are
those specified in Section 5.
A method to solve a linear homogeneous separable PDE is the method of
separation of variables. In particular the CEV PDE (25) with the separation
of variables
V (S, t) = C(S)D(t) (26)
is reduced to the following pair of ODEs
1
2
α2S2β+2
d2C
dS 2
+ (r − q)S dC
dS
− (r − q + λ)C = 0, (27)
dD
dt
+ λD = 0, (28)
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where λ is an arbitrary constant. We name ODE (27) the CEV ODE.
The general solution to the ODE (28) is given by
D(t) = δe−λt, (29)
where δ is an arbitrary constant. The general solution to the ODE (27) is
given for example in [28] and it reads
C(S) = εC1(S) + ζC2(S), (30)
where ε, ζ are arbitrary constants and C1(S), C2(S), are given respectively
by
C1(S) =


Sβ+
1
2 e
ǫ
2
xMk,m(x), β < 0
Sβ+
1
2 e
ǫ
2
xWk,m(x), β > 0
(31)
and,
C2(S) =


Sβ+
1
2 e
ǫ
2
xWk,m(x), β < 0
Sβ+
1
2 e
ǫ
2
xMk,m(x), β > 0
(32)
where Mk,m(x) and Wk,m(x) are the Whittaker functions (see e.g. [38],
Chapter 13, p.505), and,
x =
|r − q|
α2|β| S
−2β , ǫ = sign((r − q)β), (33)
k = ǫ
(
1
2
+
1
4|β|
)
− r − q + λ
2|(r − q)β| , m =
1
4|β| . (34)
Whittaker’s functions Mk,m(x) and Wk,m(x) are defined in terms of the
confluent hypergeometric functions of the first and the second kind F and
U respectively (see e.g. [38], Chapter 13, p.504−505) as follows
Mk,m(x) = e
−x
2 xm+
1
2F
(
m− k + 1
2
, 1 + 2m;x
)
, (35)
Wk,m(x) = e
−x
2 xm+
1
2U
(
m− k + 1
2
, 1 + 2m;x
)
. (36)
From Equations (26), (29), (30), (31)and (32) the following solution to
the CEV PDE (Equation (25)) is readily obtained
V (S, t) = e−λt(cC1(S) + dC2(S)), (37)
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where c, d are arbitrary constants.
We note that when β = 0 the solution space of the CEV ODE (Equation
(27)) is spanned by the Liouvillian solutions
S
ξ1+ζ1
2σ2 and S
ξ1−ζ1
2σ2 , where, (38)
ξ1 = σ
2 − 2(r − q), ζ1 =
√
(σ2 − 2(r − q))2 + 8σ2(r − q + λ).(39)
Therefore, in this case the general solution of the CEV ODE is Liouvillian
and it is given by
A1(S) = eS
ξ1+ζ1
2σ2 + fS
ξ1−ζ1
2σ2 , (40)
where e, f are arbitrary constants. The solution A1(S), as expected, is
nothing but the solution A(S) (Equation (16)) where r has been replaced
by r − q.
From Equations (26), (29), and (40), we conclude that when β = 0 the
following solution to the CEV PDE (Equation (25)) is readily obtained
V (S, t) = e−λt(gS
ξ1+ζ1
2σ2 + hS
ξ1−ζ1
2σ2 , (41)
where g, h are arbitrary constants.
7 Kovacic’s algorithm
To the best of our knowledge Kovacic’s algorithm has not been applied so
far to problems appearing in the field of Economics (the only reference where
it appears that the authors apply Kovacic’s algorithm to problems appearing
in the field of Economics is [39], but in this reference the authors do not
use Kovacic’s algorithm to derive new solutions to economic models but
rather they comment on the possible applications of Kovacic’s algorithm to
certain financial models). This is to be juxtaposed with with the numerous
applications of Lie theory of continuous symmetries to problems arising in
the field of Economics (see e.g. [40] and references therein).
Kovacic’s algorithm is the outcome of Picard−Vessiot theory when this
is applied to linear second order homogeneous ODEs with rational function
coefficients. Interestingly enough Picard−Vessiot theory and Lie theory have
sprung from the same origin, Galois theory of polynomials. In subsection
7.1 we highlight the main results of these theories and how these are related
to the main result of their origin, Galois theory of polynomials.
By so doing we bring to the fore one of the major connections between
differential equations and abstract algebra − one that is not commonly em-
phasized. This connection is related to the solvability of the equation. In
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the case of abstract algebra, we have the result that the polynomial equa-
tion is solvable by radicals if and only if the Galois group of the polynomial
is a solvable group. The differential equation result is that if the equation
admits a solvable group, then it is solvable by quadratures.
7.1 Galois Theory, Lie Theory, Picard−Vessiot theory
The idea behind the Galois theory of polynomials [41, 42, 43] is to associate
to a polynomial a group, the Galois group, which is the group of symmetries
of the roots that preserve all the algebraic relations among these roots, and
deduce properties of the roots from properties of this group.
For instance, a solvable Galois group implies that the roots can be ex-
pressed in terms of radicals, and the fact that the symmetric groups Sn for
n ≥ 5 are not solvable accounts for the fact that there is no generic formula
for extracting the roots of polynomial equations of degree five or more.
Let p(x) = 0 be an irreducible polynomial equation with coefficients in
a field F . Every element of the Galois group of p(x) permutes the roots of
p(x) and leaves invariant all the algebraic relations satisfied by the roots.
This allows to describe the Galois group of p(x) as a group of automor-
phisms of a field extension: Let A be the group of automorphisms of the
field extension of F which is formed from F by adjoining to it the roots of
the polynomial equation p(x) = 0. Galois group is the subgroup of A which
leaves fixed pointwise the elements of F .
Galois theory motivated two major developments in the theory of dif-
ferential equations: Lie group theory [44, 45] for continuous symmetries of
differential equations, and, Picard−Vessiot theory [46, 47, 48] of the dif-
ferential field extensions generated by the solutions of a linear differential
equation.
Picard−Vessiot theory is closer in spirit to Galois theory than Lie theory.
In Picard−Vessiot theory one replaces fields by differential fields: fields with
a derivation D. Just as adjoining a root of a polynomial equation to a field
gives an extension of fields, adjoining a root of a differential equation to a
field gives an extension of differential fields.
As in Galois theory, one can form the differential Galois group of an
irreducible linear homogeneous ordinary differential equation E with coef-
ficients in a field F(x). The differential Galois group of E is the group of
automorphisms of the extension of the differential field F(x) which leaves
the elements of F(x) fixed.
A main result of Picard−Vessiot theory is that a linear homogeneous
differential equation can be solved by quadratures if and only if its differen-
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tial Galois group is solvable. Picard−Vessiot theory falls into the realm of
differential algebra.
Lie’s motivation in constructing his theory was the desire to extend the
theory developed by Galois (and Abel [49]) to differential equations. If
the discrete invariance group of an algebraic equation could be exploited to
generate algorithms to solve the algebraic equation by radicals, might it be
possible that the continuous invariance group of a differential equation could
be exploited to solve the differential equation by quadratures?
In fact Lie showed in 1894 [45] that as an algebraic equation of degree n
is solvable by radicals if its Galois group is an nth−order solvable group, an
nth−order ordinary differential equations can be integrated by quadratures
if it admits a solvable n−parameter symmetry group.
Two are the key ideas which lie at the foundations of Lie theory and
enable its development: The first key idea is Lie’s great advance to replace
the complicated, nonlinear invariance condition of an analytic function under
a one−parameter Lie group of transformations by a vastly more useful linear
infinitesimal condition and to recognize that if an analytic function satisfies
the infinitesimal condition then it also satisfies the finite condition and vice
versa.
The second key idea in Lie theory is his somewhat unique view of differen-
tial equations: ODEs and PDEs can be viewed as locally analytic functions
in a space whose coordinates are independent variables, dependent variables,
and the various derivatives of one with respect to the other.
This implies in particular that we can derive one−parameter Lie groups
which leave ODEs or PDEs invariant by applying the first key idea. It turns
out (see e.g [50] p. 129) that this can be achieved in a two−step process. In
the first step we derive the vector fields whose integral curves are the orbits
of the one−parameter Lie groups which leave the ODEs or PDEs invariant.
In the second step we use these vector fields to derive the one−parameter
Lie groups which leave the ODEs or PDEs invariant.
This makes apparent that Lie theory falls into the realm of local differen-
tial geometry. Sophus Lie was at heart a geometer, and it was through this
lens that he viewed much of his work. On the other hand Picard−Vessiot
theory falls into the realm of differential algebra. Lie theory applies to any
differential equation, whereas Picard−Vessiot theory applies only to linear
homogeneous ODEs of nth order.
One expects that in the case of linear homogeneous ODEs of nth order
the two theories should be related to each other since a main result in both
theories is that if a linear ODE of nth order admits a solvable group, then
it is solvable by quadratures. However the links between Lie theory and
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Picard−Vessiot theory remained hidden for a long time, mostly because
of the apparent walls that separate the mathematical disciplines of local
differential geometry and differential algebra.
In fact evidence was given [51] to support the common wisdom that
the two theories are not related to each other. It came as a surprise when
Ibragimov found a bridge [52] between Lie symmetries and Galois groups:
He constructed the Galois groups for several simple algebraic equations by
first calculating their Lie symmetries and then restricting the symmetry
group to the roots of the equation in question. Thereafter more papers
have appeared [53] which study the interplay and connections between the
differential Galois group and Lie symmetries of linear homogeneous ODEs
of nth order.
We have emphasized that a main result in Picard−Vessiot theory is that
if a linear homogeneous ODE of nth order admits a solvable group, then it is
solvable by quadratures. In fact Picard and Vessiot proceeded even further
[46, 47, 48] and stated sufficient and necessary conditions for the existence
of Liouvillian solutions to a linear homogeneous ODE of nth order.
Roughly speaking Liouvillian solutions are solutions in quadratures which
can be expressed in terms of exponentials, integrals and algebraic functions;
a more precise definition of Liouvillian solutions is given in subsection 7.2.
A formal modern proof of the criteria given by Picard and Vessiot for the
existence of Liouvillian solutions was given by Kolchin [54, 55]. These re-
sults are such that lead to several algorithms [56, 57] to decide if a linear
homogeneous ODE of nth order has a Liouvillian solution.
Picard−Vessiot−Kolchin theory and the ensuing algorithms to decide if
a linear homogeneous ODE of nth order admits Liouvillian solutions can
be simplified for 2nd order linear homogeneous ODEs because of several
facts that are summarized in [58] (Chapter 4.3.4). The resulting algorithm
is essentially the algorithm presented by Kovacic in [22]. Kovacic’s algo-
rithm [22] predated and motivated much of the work on Liouvillian solu-
tions of general linear homogeneous ODEs of nth order. A beautiful account
of Picard−Vessiot−Kolchin theory and of Kovacic’s algorithm is given in
Singer’s lectures [59].
7.2 Liouvillian Solutions of Second Order Equations
Kovacic’s algorithm [22] finds a “closed−form” solution of the differential
equation
y′′ + ay′ + by = 0 (42)
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where a and b are rational functions of a complex variable x, provided a
“closed−form” solution exists. The algorithm is so arranged that if no solu-
tion is found, then no solution can exist. The “closed−form” solution means
a Liouvillian solution, i.e. one that can be expressed in terms of algebraic
functions, exponentials and indefinite integrals. (As functions of a complex
variable are considered, trigonometric functions need not be mentioned ex-
plicitly, as they can be written in terms of exponentials. Logarithms are
indefinite integrals and hence are allowed).
In more concrete terms, a Liouvillian function, is a function of one com-
plex variable, which is the composition of a finite number of arithmetic
operations (+,−,×,÷), exponentials, constants, solutions of algebraic equa-
tions, and antiderivatives. It follows directly from the definition that the set
of Liouvillian functions is closed under arithmetic operations, composition,
and integration. It is also closed under differentiation. It is not closed under
limits and infinite sums.
All elementary functions are Liouvillian. Examples of well−knownn
functions which are Liouvillian but not elementary are the nonelementary
integrals, for example: The error function, the Fresnel integrals. All Li-
ouvillian solutions are solutions of algebraic differential equations, but not
conversely.
Examples of functions which are solutions of algebraic differential equa-
tions but not Liouvillian include: the Bessel functions (except special cases),
and the hypergeometric functions (except special cases). Such a special case
are the truncated confluent hypergeometric functions which are going to be
of particular importance in this study. More generally, all functions which
are represented as power series (not truncated) are not Liouvillian. A more
precise definition involves the notion of Liouvillian field [22] and it is not
going to be given here.
Let η be a (non−zero) Liouvillian solution of the differential equation
(42). It follows that every solution of this differential equation is Liouvillian.
Indeed the method of reduction of order produces a second solution, namely
η
∫
e−
∫
a
η2
. (43)
This second solution is evidently Liouvillian and the two solutions are lin-
early independent. Thus any solution, being a linear combination of these
two, is Liouvillian.
A well−known change of dependent variable may be used to eliminate
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the term involving y′ from the differential equation (42). Let
z = e
1
2
∫
ay. (44)
Then Equation (42) yields
z′′ +
(
b− 1
4
a2 − 1
2
a′
)
z = 0. (45)
Equation (45) still has rational function coefficients and evidently (see
Equation (44)) y is Liouvillian if and only if z is Liouvillian. Thus no
generality is lost by assuming that the term involving y′ is missing from the
differential Equation (42). Before giving the main result obtained by Kovacic
[22] we first introduce some notation and some terminology. C denotes the
complex numbers and C(x) the rational functions over C. A function ω of
x is called an algebraic function of degree k, where k is a positive integer,
when ω solves an irreducible algebraic equation
Π(ω, x) =
k∑
i=0
Pi(x)
(k− i)!ω
i = 0 (46)
where Pi(x) are rational functions of x. Let ν ∈ C(x) (to avoid triviality,
ν ∈| C). Then the following holds ([22])
Theorem 1 Equation
z′′ = νz, , ν ∈ C(x) (47)
has a Liouvillian solution if and only if it has a solution of the form
z = e
∫
ωdx (48)
where ω is an algebraic function of x of degree 1,2,4,6 or 12.
The search of Kovacic’s algorithm for Π(ω, x) is based on the knowledge
of the poles of ν and consists in constructing and testing a finite number of
possible candidates for Π(ω, x). If no Π(ω, x) is found then the differential
Equation (47) has no Liouvillian solutions. If such a Π(ω, x) is found and ω
is a solution of the Equation (46) then the function η = e
∫
ωdx is a Liouvillian
solution of (47). If
ν(x) =
s(x)
t(x)
, (49)
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with s, t ∈ C[x], (C[x] denotes the polynomials over C), relatively prime,
then the poles of ν are the zeros of t(x) and the order of the pole is the
multiplicity of the zero of t. The order of ν at ∞ , o(∞), is defined as
o(∞) = max(0, 4 + dos− dot) (50)
where dos and dot denote the leading degree of s and t respectively (for
a justification of this definition see [60] page 10; Kovacic originally gave a
different definition, see [22] page 8). In the Appendix we give an outline
of Kovacic’s algorithm. This is the outline of an improved version of the
algorithm given by Duval and Loday−Richaud [60].
Now, besides the original formulation of this algorithm [22] we have its
several versions and improvements [60], [61], [62] and extensions to higher
order equations [63], [64], [65]. The formulation of the Kovacic algorithm
given in [62] is alternative to its original form [22] and to that presented
previously. It seems that it is much more convenient for computer imple-
mentation and it has been implemented in Maple. However, for differential
equations with simple structure of singularities, and depending on parame-
ters it seems that the previous form of the algorithm, which is the form given
in [60], is well suited. Moreover, the original formulation of the algorithm
[22] consists in fact of three separated algorithms each of them repeating
similar steps. In [60] one can find a modification of the original formulation
unifying and improving these three algorithms in one. This form is very
convenient for applications and it is the one employed here.
8 Application of Kovacic’s algorithm
We apply Kovacic’s algorithm to the CEV ODE (Equation (27))
1
2
α2S2β+2
d2C
dS 2
+ (r − q)S dC
dS
− (r − q + λ)C = 0
Dividing both sides of Equation (27) by the coefficient of d
2C
dS2
we bring it to
the form of Equation (42)
d2C
dS 2
+
2(r − q)
α2S2β+1
dC
dS
− 2(r − q + λ)
α2S2β+2
C = 0. (51)
A well−known change of dependent variable (Equation (44)) may be
used to eliminate the term involving dCdS from the differential equation (51).
Let
C = e 12
∫ 2(r−q)
α2S2β+1
dS
C. (52)
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Then Equation (51) yields
d2C
dS 2
− νC = 0, (53)
where
ν =
(q − r)2 + α2((2β − 1)(q − r) + 2λ)S2β
α4S2+4β
≡ s(S)
t(S)
. (54)
We note that Equation (52) implies that C is Liouvillian if and only if C is
Liouvillian. Thus it suffices to apply Kovacic’s algorithm to Equation (53).
Two remarks are now in order regarding Equation (53):
1. Kovacic’s algorithm can be applied to Equation (53) if ν is a ratio
of relatively prime polynomials s(S) and t(S) of S. This implies in
particular that 2β has to be an integer.
2. Kovacic’s algorithm starts with assigning orders to the poles of ν, i.e.
to the zeros of t(S), and the order of the pole is the multiplicity of the
zero of t(S). It also assigns order to ∞. The order of ν at ∞, o(∞),
is defined as (Equation (50)) o(∞) = max(0, 4 + dos− dot) where dos
and dot denote the leading degree of s and t. This is related to the
order of∞ as a zero of ν. The cases to be considered in order to decide
if Equation (53) admits Liouvillian solutions depend crucially on the
orders associated to the poles of ν and to ∞.
The first remark restricts β to take half−integer values only. The second
remark implies that if different half−integer values of β result in different
orders of the poles of ν, and of ∞, then these half−integer values of β have
to be considered separately.
In the case of Equation (53), ν has one single pole, namely the number
0. Let o(0) denote the order of 0. An easy calculation gives
o(0) o(∞)
2 β = 2,3,... 2 + 4|β| 0
2 β = 1 4 1
2 β = 0 2 2
2 β = −1 1 4
2 β = −2,−3,... 0 2 + 4|β|
The structure of Kovacic’s algorithm is such that the cases 2β = 2, 3, ... and
2β = −2,−3, ... can be considered together. Thus we are left with five cases
24
we have to consider
1st case 2 β = 2,3,...
2nd case 2 β = 1
3nd case 2 β = 0 (55)
4th case 2 β = −1
5th case 2 β = −2,−3,...
The implementation of Kovacic’s algorithm in each one of these cases
is by no means trivial and it poses its own problems and challenges. We
present here in detail the application of Kovacic’s algorithm in the first
case and report the results in all the other cases. To give in detail the
application of Kovacic’s algorithm in all cases would take us too far afield.
Detailed application of Kovacic’s algorithm in the other four cases will be
given elsewhere [66].
8.1 Application of Kovacic’s algorithm when 2 β = 2,3,...
We apply Kovacic’s algorithm to Equation (53)
d2C
dS 2
= νC.
We note that in the Appendix we give only part of Kovacic’s algorithm. It
is the part which is necessary for the application of Kovacic’s algorithm to
the case 2β = 2, 3, .... For the complete version of Kovacic’s algorithm we
use in this paper see [60].
Input: From Equation (54) we have
ν =
(q − r)2 + α2((2β − 1)(q − r) + 2λ)S2β
α4S2+4β
≡ s(S)
t(S)
.
The partial fraction expansion for ν is the following
ν(S) =
(
q−r
α2
)2
S2+4β
+
(2β−1)(q−r)+2λ
α2
S2+2β
. (56)
First step:
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1a. From Equation (54) we obtain
t(S) = S2+4β . Hence, m = 2 + 4β Γ′ = {0}, Γ = {0,∞} (57)
o(0) = 2 + 4β dos = 2β dot = 2 + 4β (58)
o(∞) = max(0, 4 + 2β − 2− 4β) = max(0, 2 − 2β) = 0 (59)
m+ = max(m, o(∞)) = max(2 + 4β, 0) = 2 + 4β Γ0 = {∞} (60)
Γ2+4β = {0}. (61)
1b. Equations (57) give
γ2 = 0 and γ = γ2 = 0. (62)
1c. Equations (59) and (62) imply
L = {1}. (63)
1d.
n = 1. (64)
Second step:
2a. ∞ ∈ Γ0 and consequently E∞ = h(n){0, 1, ...,n} = h(1){0, 1}.
Therefore
E∞ = {0, 1}. (65)
2b. We have n=1 (Equation (64)), 0 ∈ Γ2(1+2β) (Equation (61)),
q = 1 + 2β > 2, since 2β = 2, 3, ... . Equation (128) gives
[√
ν
]
0
=
a0
S1+2β
+
2∑
i=2β
µi,0
Si
. (66)
From Equations (56) and (88) by using undetermined coefficients we obtain
a20 =
(
q − r
α2
)2
, (67)
µ2β,0 = µ2β−1,0 = µ2β−2,0 = ... = µ2,0 = 0. (68)
Thus there are two possibilities for a0, one being the negative of the other,
and any of these may be chosen. We choose
a0 =
q − r
α2
. (69)
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Equation (129) yields
ν − [√ν ]2
0
=
b0
S2+2β
+O
(
1
S1+2β
)
. (70)
Equations (56), (67), (68) and (70) imply
b0 =
(2β − 1)(q − r) + 2λ
α2
. (71)
From Equations (69) and (71) we have
E0 =
{
1
2
(
q + ǫ
b0
a0
)
| ǫ = +1
}
=
{
2β +
λ
q − r , 1−
λ
q − r
}
. (72)
From Equation (131) it follows that the function “Sign” S with domain E0
is defined as follows
S
(
2β +
λ
q − r
)
= 1, S
(
1− λ
q − r
)
= −1. (73)
Third Step:
3a. For each family e = (ec)c∈Γ of elements ec ∈ Ec we calculate the
degree d (e) of the corresponding, prospective polynomial P. The sets Ec are
given by Equations (65) and (72).
e0 e∞ d = 1−
∑
c∈Γ
ec Families
1− λ
q−r 0
λ
q−r F1
1− λ
q−r 1 −1 + λq−r F2
2β + λ
q−r 0 1− 2β − λq−r F3
2β + λ
q−r 1 −2β − λq−r F4
In the last column we enumerated the different families.
3b. If d is a non−negative integer n, the family should be retained,
otherwise the family is discarded. This makes λ, in each of the families F1,
F2, F3, and F4, to become a function of q, r, β, and n.
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Families λ
F1 λ = n(q − r) (74)
F2 λ = (n + 1)(q − r) (75)
F3 λ = −(2β + n− 1)(q − r) (76)
F3 λ = −(2β + n)(q − r) (77)
3c. For each family retained from step 3b, we form the rational
function θ given by Equation (133). Since from Equations (60), (61) and
(64) we have respectively Γ0 = {∞}, Γ2+4β = {0}, and n=1, Equation (133)
implies
θ =
e0
S
+ S(e0)
[√
ν
]
0
, (78)
where ec denotes any element of Ec, S(e0) are given by Equations (73) and
[
√
ν]0 is given by Equations (88), (67), and (68). By making use of Equation
(78) for each of the retained families we obtain
θ Families
1− λ
q−r
S
−
q−r
α2
S1+2β
F1 (79)
1− λ
q−r
S
−
q−r
α2
S1+2β
F2 (80)
2β + λ
q−r
S
+
q−r
α2
S1+2β
F3 (81)
2β + λ
q−r
S
+
q−r
α2
S1+2β
F4 (82)
The functional form of θ is the same both in Families F1 and F2 (Equations
(79) and (80)) and in Families F3 and F4 (Equations (81) and (82)). However
the functions θ are different both in Families F1 and F2 and in Families F3
and F4 since λ is different in all Families F1, F2, F3, and F4 (Equations
(74), (75), (76), and (77)).
Fourth step - Output:
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For n=1 Equations (134) imply
P1 = −P, (83)
P0 = P
′
+ θP, (84)
and
P−1 = 0 = P
′′
+ 2θP
′
+ (θ2 + θ
′ − ν)P. (85)
Combining Equations (46), (83) and (84) yields
ω =
P
′
P
+ θ. (86)
For each of the retained families, i.e. for each of the families F1, F2, F3,
and F4, we search for a polynomial P of degree d (as defined in step 3a)
such that Equation (85) is satisfied. If such a polynomial P is found then ω
is given by Equation (86) and the function
η = C = e
∫
ωdr = e
∫
(P
′
P
+θ)dr = Pe
∫
θdr (87)
is a Liouvillian solution of Equation (53). Then the change of the dependent
variable (52)
C = e
− 1
2
∫ 2(r−q)
α2S2β+1
dSC
gives a Liouvillian solution to the CEV ODE (51).
The application of the Fourth step of Kovacic’s algorithm, when 2β =
2, 3, ..., is given in detail in Section 9.
Now the algorithm can be considered complete when n=1.
9 Classes of elementary function solutions for half−integer
values of β
For each of the retained families, i.e. for each of the families F1, F2, F3,
and F4, we search for a polynomial solution P of degree d, as defined in step
3a, such that Equation (85)
P
′′
+ 2θP
′
+ (θ2 + θ
′ − ν)P = 0
is satisfied.
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The function ν is given by Equation (54)
ν =
(q − r)2 + α2((2β − 1)(q − r) + 2λ)S2β
α4S2+4β
.
Given that λ in the four families F1, F2, F3, and F4, is given respectively
by Equations (74), (75), (76), and (77), the function ν in the four families
reads
ν Families(
q−r
α2
)2
S2+4β
+
(2(β+n)−1)(q−r)
α2
S2+2β
F1 (88)(
q−r
α2
)2
S2+4β
+
(2(β+n)+1)(q−r)
α2
S2+2β
F2 (89)(
q−r
α2
)2
S2+4β
−
(2(β+n)−1)(q−r)
α2
S2+2β
F3 (90)(
q−r
α2
)2
S2+4β
−
(2(β+n)+1)(q−r)
α2
S2+2β
F4 (91)
and the function θ in the four families reads
θ Families
1− n
S
−
q−r
α2
S1+2β
F1 (92)
− n
S
−
q−r
α2
S1+2β
F2 (93)
1− n
S
+
q−r
α2
S1+2β
F3 (94)
− n
S
+
q−r
α2
S1+2β
F4 (95)
where n is a non−negative integer.
With the function ν given in the four families F1, F2, F3, and F4, by
Equations (88), (89), (90), and (91) respectively, and the function θ given in
the four families F1, F2, F3, and F4, by Equations (92), (93), (94), and (95)
respectively, Equation (85) in the four families F1, F2, F3, and F4 reads
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P
′′
+ 2
(
1− n
S
−
q−r
α2
S1+2β
)
P
′
+
n(n− 1)
S 2
P = 0 F1 (96)
P
′′
+ 2
(
− n
S
−
q−r
α2
S1+2β
)
P
′
+
n(n + 1)
S 2
P = 0 F2 (97)
P
′′
+ 2
(
1− n
S
+
q−r
α2
S1+2β
)
P
′
+
n(n− 1)
S 2
P = 0 F3 (98)
P
′′
+ 2
(
− n
S
+
q−r
α2
S1+2β
)
P
′
+
n(n + 1)
S 2
P = 0 F4 (99)
We search for polynomial solutions P of degree n, where n is a non−negative
integer, to the Equations (96), (97), (98), and (99). It is appropriate at this
point to recall the following definition: The function
F (e, q;u) =
∞∑
k=0
(e)k
(q)k
uk
k!
, (100)
where the symbol (w)k, is the Pochammer’s symbol, and is defined by
(w)k = w(w + 1)...(w + k − 1), (101)
is called confluent hypergeometric function of the first kind or Kummer’s
function of the first kind. When e = −m, m being a non−negative integer,
F (e, q;u) is truncated and it reduces to a polynomial Pm(u) = F (−m, q;u)
of degree m
F (−m, q ; u) = 1− m
q
u +
m(m− 1)
q(q + 1)
u2
2!
+ ...+
(−1)mm!
q(q + 1)...(q +m− 1)
um
m!
.
(102)
We easily find that the two−dimensional solution spaces of Equations
(96), (97), (98), and (99) are spanned respectively by the following four pairs
of functions
1st pair
f1(S) = S
nF
(
− n
2β
, 1− 1
2β
;
r − q
a2βS2β
)
(103)
f2(S) = S
n−1F
(
−n− 1
2β
, 1 +
1
2β
;
r − q
a2βS2β
)
(104)
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We note that f1(S) truncates when n is a multiple of 2β and becomes a
polynomial of degree n, and f2(S) truncates when n− 1 is a multiple of 2β,
β = 1, 32 , 2,
5
2 , ..., and it becomes a polynomial of degree n − 1. f1(S) and
f2(S) span the solution space of Equation (96).
2nd pair
f3(S) = S
nF
(
− n
2β
, 1 +
1
2β
;
r − q
a2βS2β
)
(105)
f4(S) = S
n+1F
(
−n + 1
2β
, 1− 1
2β
;
r − q
a2βS2β
)
(106)
We note that f3(S) truncates when n is a multiple of 2β and becomes a
polynomial of degree n, and f4(S) truncates when n+ 1 is a multiple of 2β,
β = 1, 32 , 2,
5
2 , ..., and it becomes a polynomial of degree n + 1. f3(S) and
f4(S) span the solution space of Equation (97).
3nd pair
f5(S) = S
nF
(
− n
2β
, 1− 1
2β
;
q − r
a2βS2β
)
(107)
f6(S) = S
n−1F
(
−n− 1
2β
, 1 +
1
2β
;
q − r
a2βS2β
)
(108)
We note that f5(S) truncates when n is a multiple of 2β and becomes a
polynomial of degree n, and f6(S) truncates when n− 1 is a multiple of 2β,
β = 1, 32 , 2,
5
2 , ..., and it becomes a polynomial of degree n − 1. f5(S) and
f6(S) span the solution space of Equation (98).
4th pair
f7(S) = S
nF
(
− n
2β
, 1 +
1
2β
;
q − r
a2βS2β
)
(109)
f8(S) = S
n+1F
(
−n + 1
2β
, 1− 1
2β
;
q − r
a2βS2β
)
(110)
We note that f7(S) truncates when n is a multiple of 2β and becomes a
polynomial of degree n, and f8(S) truncates when n+ 1 is a multiple of 2β,
β = 1, 32 , 2,
5
2 , ..., and it becomes a polynomial of degree n + 1. f7(S) and
f8(S) span the solution space of Equation (99).
Therefore we do get polynomial solutions to Equations (96), (97), (98),
and (99), two for each equation, provided that n, n−1, or n+1 is a multiple
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of 2β, depending on the family under consideration. In fact in this case
each fi(S), i = 1, 2, ..., 8, represents a family of polynomials. For example
f1(S) truncates to a polynomial of degree n, for each value of n in the
set {2β, 4β, 6β, ...}, β = 1, 32 , 2, 52 , ... . Hereafter when we refer to fi(S),
i = 1, 2, ..., 8, we will mean the associated denumerably infinite family of
polynomials. Since we look for polynomial solutions of degree n to Equations
(96), (97), (98), and (99), we conclude that there remain four families we
have to consider, namely the families f1(S), f3(S), f5(S), and f7(S).
By combining Equations (26), (29), (52),(74), (75), (76), (77), and (87),
we obtain that the four families of polynomial solutions f1(S), f3(S), f5(S),
and f7(S), to Equations (96), (97), (98), and (99), give rise respectively to
the following four classes of elementary function solutions to the CEV PDE
(25)
1st class
S1,n(S) = SF
(
− n
2β
, 1− 1
2β
;
r − q
a2βS2β
)
e−n(q−r)t , (111)
where n is a multiple of 2β, β = 1, 32 , 2,
5
2 , ... . The first class arises from the
family of polynomials f1(S) given by Equation (103). We easily check that
for n=0 we also obtain an elementary function solution to the CEV PDE
(25).
2nd class
S2,n(S) = F
(
− n
2β
, 1 +
1
2β
;
r − q
a2βS2β
)
e−(n+1)(q−r)t , (112)
where n is a multiple of 2β, β = 1, 32 , 2,
5
2 , ... . The second class arises from
the family of polynomials f3(S) given by Equation (105). We easily check
that for n=0 we also obtain an elementary function solution to the CEV
PDE (25).
3nd class
S3,n(S) = e
r−q
a2βS2β SF
(
− n
2β
, 1− 1
2β
;
q − r
a2βS2β
)
e(2β+n−1)(q−r)t ,(113)
where n is a multiple of 2β, β = 1, 32 , 2,
5
2 , ... . The third class arises from the
family of polynomials f5(S) given by Equation (107). We easily check that
for n=0 we also obtain an elementary function solution to the CEV PDE
(25).
33
4th class
S4,n(S) = e
r−q
a2βS2β F
(
− n
2β
, 1 +
1
2β
;
q − r
a2βS2β
)
e(2β+n)(q−r)t , (114)
where n is a multiple of 2β, β = 1, 32 , 2,
5
2 , ... . The fourth class arises from the
family of polynomials f7(S) given by Equation (109). We easily check that
for n=0 we also obtain an elementary function solution to the CEV PDE
(25). This completes the consideration of the problem when 2β = 1, 2, 3, ... .
There remain four cases to consider 2β = 1, 2β = 0, 2β = −1, and
2β = −2,−3, ... (Equation(55)). The implementation of Kovacic’s algorithm
in each one of these cases is by no means trivial and it poses its own problems
and challenges [66]. The results in all cases are summarized in the following
Theorem.
Theorem 2 The CEV PDE (Equation (25))
∂V
∂t
+
1
2
α2S2β+2
∂2V
∂S2
+ (r − q)S ∂V
∂S
− (r − q)V = 0,
1. When β = ...,−52 ,−2,−32 ,−1, 1, 32 , 2, 52 , ... admits the following four
classes of elementary function solutions
S1,n(S) = S F
(
− n
2β
, 1− 1
2β
;
r − q
a2βS2β
)
e−n(q−r)t ,
S2,n(S) = F
(
− n
2β
, 1 +
1
2β
;
r − q
a2βS2β
)
e−(n+1)(q−r)t ,
S3,n(S) = e
r−q
a2βS2β S F
(
− n
2β
, 1− 1
2β
;
q − r
a2βS2β
)
e(2β+n−1)(q−r)t ,
S4,n(S) = e
r−q
a2βS2β F
(
− n
2β
, 1 +
1
2β
;
q − r
a2βS2β
)
e(2β+n)(q−r)t ,
where n= 0, or n is any multiple of 2β,
2. When β = 12 admits the classes S2,n(S) and S4,n(S), where n= 0, or n
is any positive integer,
3. When β = −12 admits the classes S1,n(S) and S3,n(S), where n= 0, or
n is any negative integer,
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4. When β = 0 admits the elementary function solution
e−λt
(
gS
ξ1+ζ1
2σ2 + hS
ξ1−ζ1
2σ2
)
,
where,
ξ1 = σ
2 − 2(r − q), ζ1 =
√
(σ2 − 2(r − q))2 + 8σ2(r − q + λ),
and g, h, and λ are arbitrary real numbers (Equations (39), (41)).
Since the CEV PDE is linear an immediate Corollary of Theorem 2 is
the following
Corollary 1 The CEV PDE (Equation (25))
∂V
∂t
+
1
2
α2S2β+2
∂2V
∂S2
+ (r − q)S ∂V
∂S
− (r − q)V = 0,
1. When β = ...,−52 ,−2,−32 ,−1, 1, 32 , 2, 52 , ... admits the following ele-
mentary function solution
F1(S) =
q∑
k=1
mkS1,µk (S)+
r∑
k=1
zkS2,ζk (S)+
t∑
k=1
wkS3,ωk (S)+
j∑
k=1
dkS4,δk (S),
(115)
where q, r, t, j are any positive integers, equal to one or greater than
one, mk, zk, wk and dk are arbitrary real numbers, and µk , ζk , ωk and
δk are any multiples of 2β or 0,
2. When β = 12 admits the following elementary function solution
F2(S) =
g∑
k=1
ekS2,εk (S) +
h∑
k=1
ykS4,υk (S), (116)
where g and h are any positive integers, equal to one or greater than
one, ek and yk are arbitrary real numbers, and, εk and υk are any
positive integers or 0,
3. When β = −12 admits the following elementary function solution
F3(S) =
c∑
k=1
pkS1,πk (S) +
l∑
k=1
rkS3,̺k (S), (117)
where c and l are any positive integers, equal to one or greater than
one, pk and rk are arbitrary real numbers, and, πk and ̺k are any
negative integers or 0.
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The following three remarks are in order regarding the derived classes of
elementary function solutions to the CEV model.
1. The class S1,n(S), given by Equation (111), is contained implicitly in
the solution C1(S) given by Equation (31), the class S2,n(S), given by
Equation (112), is contained implicitly in the solution C2(S) given by
Equation (32), whereas the classes S3,n(S) and S4,n(S), given respec-
tively by Equations (113) and (114), are not contained in the solutions
C1(S) and C2(S).
2. When β = 0 the general solution of the CEV ODE is Liouvillian
(Equations (39), (41)). Thus it is no surprise that in this case Kovacic’s
algorithm gives the two Liouvillian solutions S
ξ1+ζ1
2σ2 and S
ξ1−ζ1
2σ2 which
span the solution space of the CEV ODE.
3. It is well known (Equation (43)) that for every Liouvillian solution
f(S) to the CEV ODE (Equation (27))
1
2
α2S2β+2
d2C
dS 2
+ (r − q)S dC
dS
− (r − q + λ)C = 0
there is a second Liouvillian solution L(S) = f(S)
∫
e
−
∫ 2(r−q)
α2S2β+1
dS
f(S)2
dS
to the CEV ODE which also gives rise (Equation (26)) to a solution
L(S) = f(S) ∫ e− ∫ 2(r−q)α2S2β+1 dS
f(S)2
dSe−λt to the CEV PDE (Equation(25))
∂V
∂t
+
1
2
α2S2β+2
∂2V
∂S2
+ (r − q)S∂V
∂S
− (r − q)V = 0.
In all cases the integral
∫
e
−
∫ 2(r−q)
α2S2β+1
dS
f(S)2
dS is nonelementary and it can
only be evaluated by using Taylor’s series, or numerically, by using
quadrature rules such as the Simson’s rule or Gaussian rule. Con-
sequently some kind of approximation scheme is needed in order to
extract information from the solutions L(S) for the pricing of the fi-
nancial instruments they describe. For this reason we do not include
the solutions L(S) to the classes of elementary function solutions to
the CEV model we derive in this paper.
10 Conclusion and Future Development
Analytical tractability of any financial model is an important feature.
Existence of a closed−form solution definitely helps in pricing financial in-
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struments and calibrating the model to market data. It also helps to verify
the model assumptions, check its asymptotic behavior and explain causality.
In fact, in mathematical finance many models were proposed, first based on
their tractability, and only then by making another argument.
If the true asset price process was geometric Brownian motion with con-
stant volatility, then the BSM PDE could be used to find out this volatility
by equating the model price of a standard option to its market price (implied
volatility).
Empirically, we find that the implied volatilities computed from market
prices of options with different strike prices are not constant but vary with
strike price. This variation is observed across a wide range of markets and
underlying assets and is known as the implied volatility smile or frown de-
pending on its shape. The lognormal assumption with constant volatility of
the BSM model does not capture this effect. The CEV model is capable of
reproducing the volatility smile observed in the empirical data.
Our classes of elementary function solutions to the CEV model allow fast
and accurate calculation of prices of various financial instruments under the
CEV process. Moreover they will facilitate further the use of the CEV model
as a benchmark for the pricing of various types of financial instruments.
In future research we will study the Lie point symmetries of the CEV
PDE and we will use the classes of elementary function solutions to the
CEV PDE we derived in this paper in order to obtain more solutions to the
CEV model in terms of elementary functions. The study of the financial
instruments which they describe will be useful for trading by using CEV
diffusion in all cases.
APPENDIX
Notations. Let Lmax = {1, 2, 4, 6, 12} and let h be the function defined on
Lmax by
h(1) = 1 , h(2) = 4, h(4) = h(6) = h(12) = 12. (118)
Input: A rational function
ν(x) =
s(x)
t(x)
(Equation(49)).
The polynomials s, t ∈ C[x] are supposed to be relatively prime.
The differential equation under consideration is
z′′ − νz = 0 (Equation(47)).
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First step: The set L of possible degrees of ω.
We are interested in Equation (47) where ν(x) is given by (49).
1a. If t(x) = 1, set m = 0. Otherwise, factorize t(x)
t = t1t
2
2t
3
3...t
m
m (119)
where the ti , i = 1, 2, ...,m, are relatively prime two by two and each ti
either is equal to one or has simple zeros. Let
Γ′ = {c ∈ C , t(c) = 0} and Γ = Γ′ ∪ {∞}, (120)
where ∪ denotes set−theoretic union. Associate orders with the elements of
Γ:
o(c) = i (121)
for all c ∈ Γ′ ,where i is such that ti(c) = 0, and
o(∞) = max(0, 4 + dos− dot).
Let
m+ = max(m, o(∞)). (122)
For 0 ≤ i ≤ m+ let
Γi = {c ∈ Γ| o(c) = i}. (123)
1b. If m+ ≥ 2 define γ2 and γ by
γ2 = |Γ2| and γ = γ2 + |∪Γk| , k is odd, and 3 ≤ k ≤ m+ (124)
respectively, where, if S is a set then |S| denotes the number of elements of
S.
1c. Construct L, a subset of Lmax, as follows
1 ∈ L⇐⇒ γ = γ2, (125)
2 ∈ L⇐⇒ γ ≥ 2 , and, (126)
4, 6 and 12 ∈ L⇐⇒ m+ ≤ 2. (127)
1d. If L = ∅ go to the stage of the algorithm END. Otherwise, let n be
equal to the smallest element of L.
Second step: The sets Ec associated to the singular points.
Construction of the sets Ec, c ∈ Γ.
2a. If ∞ ∈ Γ0 then E∞ = h(n){0, 1, ...,n}.
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2b. When n=1, for each c ∈ Γ2q with q ≥ 2, calculate one of the two
“square roots” [
√
ν ]c of ν defined as follows:
If c ∈ C, [√
ν
]
c
=
ac
(x− c)q +
2∑
i=q−1
µi,c
(x− c)i , (128)
and
ν − [√ν ]2
c
=
bc
(x− c)q+1 +O
(
1
(x− c)q
)
, (129)
where the O symbol has its usual meaning, f(x) = O(g(x)) if |f(x)| ≤Mg(x)
for some positive constant M; g(x) is assumed to be positive.
Let
Ec =
{
1
2
(
q + ǫ
bc
ac
)
| ǫ = +1
}
. (130)
Define a function “Sign” S with domain Ec as follows
S
(
1
2
(
q + ǫ
bc
ac
))
=
{
ǫ if bc 6= 0
1 otherwise
. (131)
In Equation (128) [
√
ν ]c is the sum of terms involving (x−c)−i for 2 ≤ i ≤ q
in the Laurent series for
√
ν at c. In practice, one would not form the Laurent
series for
√
ν, but rather would determine [
√
ν]c by using undetermined coef-
ficients, i.e. by equating ([
√
ν]c)
2
=
(
ac(x− c)−q + µq−1,c(x− c)−(q−1) + ...
+µ2,c(x− c)−2
)2
with the corresponding part of the Laurent series expan-
sion of ν at c. There are two possibilities for [
√
ν]c, one being the negative
of the other, and any of these may be chosen. In Equation (129), ν denotes
its Laurent series expansion at c. This equation defines bc.
Third step: Possible degrees for P and possible values for θ.
3a. For each family e = (ec)c∈Γ of elements ec ∈ Ec calculate
d (e) = n− n
h(n)
∑
c∈Γ
ec (132)
3b. Retain the families e which are such that
d(e) ∈ N where N is the set of non− negative integers and
If none of the families e is retained, go to the stage of the algorithm CONTINUATION.
3c. For each family e retained from step 3b, form the rational function
θ =
n
h(n)
∑
c∈Γ′
ec
x− c + δ
1
n
∑
c ∈ ∪Γ2q
q ≥ 2
S (ec)
[√
r
]
c
, (133)
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where δ1n is the Kronecker symbol.
Fourth Step: Tentative computation of P.
Search for a polynomial P of degree d (as defined in step 3a) such that
Pn = −P
· · ·
Pi−1 = −P′i − θPi − (n− i)(i + 1)νPi+1
· · ·
P−1 = 0,
(134)
where the prime in P
′
(x) denotes differentiation with respect to the inde-
pendent variable x.
Output:
OUTPUT1: If such a polynomial is found and ω is a solution of the irre-
ducible algebraic equation
n∑
i=0
Pi(x)
(k− i)!ω
i = 0 (Equation (46)) ,
where the rational functions Pi(x) are defined in (134), then the function
η = e
∫
ω is a Liouvillian solution of the equation under consideration
z′′ = νz (Equation(47)).
If no such polynomial is found for any family retained from step 3b, go to
the stage of algorithm CONTINUATION.
CONTINUATION : If n is different from the largest element of L then set
n equal to the next (in increasing order) element of L and go to Step 2.
OUTPUT2: Equation z′′ = νz has no Liouvillian solutions.
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