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Abstract
Aerial networks, composed of Unmanned Aerial Vehicles (UAVs) acting as Wi-Fi access points or cellular
base stations, are emerging as an interesting solution to provide on-demand wireless connectivity to users,
when there is no network infrastructure available, or to enhance the network capacity. This article proposes
a traffic-aware topology control solution for aerial networks that holistically combines the placement of UAVs
with a predictive and centralized routing protocol. The synergy created by the combination of the UAV
placement and routing solutions allows the aerial network to seamlessly update its topology according to the
users’ traffic demand, whilst minimizing the disruption caused by the movement of the UAVs. As a result,
the Quality of Service (QoS) provided to the users is improved. The components of the proposed solution
are described and evaluated individually in this article by means of simulation and an experimental testbed.
The results show that all the components improve the QoS provided to the users when compared to the
corresponding baseline solutions.
Keywords: Aerial wireless networks, UAV placement, Predictive routing, Quality of Service (QoS)
1. Introduction
In recent years, the need for broadband wireless
connectivity has been steadily increasing. From
online video streaming to remote vehicle piloting,
new applications require reliable wireless links with
high throughput and low delay. Additionally, some
scenarios pose additional challenges when planning
the network. In emergency scenarios, such as for-
est fires and earthquakes, groups of first-responders
are distributed throughout a large area and need to
communicate among themselves and with a remote
command center [1]. In addition to traditional voice
and text services, these communications may also
include broadband services requiring the exchange
of multimedia content. In some circumstances, ex-
isting networks might not be able to provide reliable
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and broadband wireless connectivity due to failures
of the base stations or lack thereof. Other scenarios
that exacerbate the challenges of network planning
are Temporary Crowded Events (TCEs), such as
music festivals and outdoor festivities [2]. TCEs
are characterized by a high density of users that
are concentrated in predefined areas for short pe-
riods of time and generate significant and variable
traffic, which is influenced by the event dynamics.
In order to satisfy the Quality of Service (QoS)
requirements in these scenarios, novel network ar-
chitectures are being considered. An interesting so-
lution relies on the use of Unmanned Aerial Vehicles
(UAVs) acting as aerial Wi-Fi Access Points (APs)
or cellular base stations, forming aerial wireless net-
works [3, 4]. Due to the mobility of the UAVs and
the ability to position them in the 3D space, aerial
networks can quickly adapt to the dynamic condi-
tions of the environment and users’ traffic demand.
Thus, aerial networks are excellent solutions to pro-
vide on-demand wireless connectivity when there is
no network infrastructure available or to enhance
the capacity of existing networks with the deploy-
ment of temporary additional aerial base stations.
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In [2] we proposed an aerial network architecture
named Traffic-Aware Multi-Tier Flying Net-
work (TMFN), which is illustrated in Fig. 1. The
TMFN is composed of Flying Mesh Access Points
(FMAPs) and Gateway (GW) UAVs, which are or-
ganized in a two-tier multi-hop architecture. The
access tier consists of FMAPs, which are rotary-
wing UAVs acting as aerial Wi-Fi APs that form
small cells to serve the users on the ground. The
backhaul tier is composed of Gateway UAVs that
forward traffic from the FMAPs to the Internet.
The TMFN can be dynamically repositioned and
reconfigured according to the users’ traffic demand,
in order to improve the overall provided QoS.
To control the TMFN topology, we proposed a
Network Planning (NetPlan) algorithm in [2].
The NetPlan algorithm determines the horizontal
positions and Wi-Fi cell ranges of the hovering
FMAPs in order to improve the TMFN’s aggre-
gate throughput. To this end, the NetPlan algo-
rithm positions the FMAPs closer to the users gen-
erating more traffic with shorter Wi-Fi cells, with
the remaining FMAPs being distributed through-
out the coverage area. As a follow-up of this work,
we proposed the RedeFINE routing solution
[5, 6]. RedeFINE is a predictive centralized rout-
ing protocol for high-capacity multi-hop aerial net-
works, which is able to determine, in advance, the
forwarding tables of the FMAPs and the time in-
stants they shall be updated in order to minimize
communications disruptions. By assuming that the
future trajectories of the FMAPs are known, Re-
deFINE is able to predict the time instants when
each FMAP should update its forwarding table so
that the overall network throughput is maximized.
This is achieved by eliminating the process of neigh-
bor discovery and the time wasted in updating the
forwarding table in traditional routing solutions,
where nodes typically recover from link failures af-
ter they occur and are detected. Finally, we pro-
posed a gateway UAV placement (GWP) al-
gorithm [7]. The GWP algorithm takes advantage
of the knowledge of the FMAPs’ future positions
and offered traffic to determine the position of the
gateway UAVs in order to enable communications
paths with high capacity. Although the NetPlan,
the RedeFINE and the GWP solutions were de-
veloped independently, they were designed to be
used simultaneously. To the best of our knowledge,
there are no solutions combining the UAV place-
ment, routing and gateway placement problems in
a single solution for aerial networks.
Figure 1: Traffic-Aware Multi-Tier Flying Network (TMFN)
providing always-on broadband Internet connectivity to the
users attending a music festival.
In this article, we propose a novel solution re-
sulting from the holistic combination of the Net-
Plan algorithm [2], the RedeFINE routing solution
[5], including an inter-flow interference routing met-
ric [6], and the GWP algorithm [7] applied to the
TMFN. The synergy created by the integration of
the three components allows the TMFN to improve
the QoS provided to the users whilst minimizing
the communications disruption within the TMFN’s
backhaul tier. The proposed solution determines
the updated TMFN topology periodically with each
update cycle having the following sequence of op-
erations. First, the NetPlan algorithm determines
the updated positions and Wi-Fi cell ranges of the
FMAPs for the following cycle based on the users’
positions and their offered traffic. Then, the Rede-
FINE routing solution determines the optimal for-
warding tables for the FMAPs and the time instants
they shall be updated, considering their future tra-
jectories calculated through the initial and final po-
sitions of the FMAPs. Finally, the GWP algorithm
determines the optimal position of the GWs con-
sidering the FMAPs’ future positions and offered
traffic. Although the three components were de-
signed to be used simultaneously, they are evalu-
ated individually using the ns-3 simulator [8]. This
allows the evaluation of the corresponding compo-
nent without the interference from the remaining
ones. The NetPlan algorithm is also evaluated in an
experimental testbed. In this process, we evaluate
the air-to-ground and ground-to-air channel prop-
agation models in the testbed for UAVs hovering
at low altitudes in an open-air environment. This
allows the verification of the theoretical models pro-
posed in the literature [9]. Moreover, using the
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experimental channel models, instead of the the-
oretical ones, in the ns-3 simulations allows a more
accurate reproduction of the testbed conditions.
The contributions of this article are three-fold:
• A novel solution resulting from the holistic
combination of the NetPlan, RedeFINE and
GWP solutions for aerial networks, which im-
proves the network performance and minimizes
the communications disruptions;
• Evaluation of the NetPlan algorithm in an ex-
perimental testbed;
• Experimental evaluation of the air-to-ground
and ground-to-air channel propagation models
for UAVs hovering at low altitudes in an open-
air environment.
The rest of this article is organized as follows.
Section 2 discusses the related work. Section 3
presents the TMFN network architecture and the
holistic solution proposed in this article. Section 4
explains the NetPlan algorithm. Section 5 contains
the evaluation of the NetPlan algorithm. Section 6
describes the RedeFINE routing protocol. Section 7
contains the evaluation of RedeFINE. Section 8
presents the GWP algorithm. Section 9 discusses
the evaluation of the GWP algorithm. Section 10
draws the conclusions and future work.
2. Related Work
Following the emergence of aerial networks, UAV
placement algorithms have been proposed to deter-
mine the positions of the UAVs that maximize a
given objective function [10, 4]. In [11–13], the au-
thors propose solutions to maximize the area and
number of users served by the aerial network. The
determination of the UAV positions that maximize
the QoS / Quality of Experience (QoE) provided to
the users are the main objective of the works pro-
posed in [14–17]. In addition to QoS, other objec-
tives may also be considered when designing UAV
placement algorithms, including the minimization
of the UAV’s transmission power [18] or the sup-
port of first-responders in emergency scenarios [1].
Recently, UAV placement algorithms based on
Machine Learning (ML) or Reinforcement Learn-
ing (RL) techniques have been proposed [19, 20].
The use of these artificial intelligence techniques
has been proven to achieve similar or even bet-
ter results than deterministic alternatives, due to
the ability to automatically extract and learn the
most relevant features that influence the decision-
making process without human intervention. The
Q-Learning technique is explored in [21–23] in or-
der to determine the positions of the UAVs that
maximize the QoS / QoE provided to the users.
The solutions presented in [24–26] take advantage
of deep learning techniques to design UAV place-
ment algorithms that maximize the QoS provided
to the users, by controlling the position, Tx power
and OFDMA resource scheduling of the UAVs. A
deep RL placement algorithm, based on Echo State
Networks (ESNs), is shown in [27] to determine the
trajectories of multiple UAVs, so that the interfer-
ence caused in the ground network and the wireless
transmission latency are minimized. ESNs are also
explored in [28], in which an algorithm for cache-
enabled UAVs is proposed to determine the trajec-
tories and content to cache at each UAV, in order to
maximize the QoE provided to the users and min-
imize the Tx power of the on-board base stations.
Moreover, an ML framework is presented in [29] to
predict congestion and traffic demand surges in cel-
lular networks, which is used to position UAVs to
enhance the capacity of local networks using mini-
mal Tx and UAV movement power.
Overall, despite the results achieved by the UAV
placement algorithms, most of them do not consider
nor differentiate the users’ traffic demands and op-
timize the SNR for all users independently of their
traffic demand. Therefore, the network capacity
provided by the UAVs may not be fully exploited
by inactive users, who are not offering or receiving
traffic.
Most of the state of the art routing solutions for
aerial networks were built upon the protocols em-
ployed in Mobile Ad-hoc Networks (MANETs) and
Vehicular Ad-hoc Network (VANETs) [30, 31]. In
particular, some predictive approaches have been
proposed in [32–36]. Predictive solutions usually
consider the positions of the UAVs over time, which
are inferred based on their speed, moving direc-
tion, and predetermined mobility models [37]. In
[38], a routing protocol based on the Ad-Hoc On-
Demand Distance Vector (AODV) protocol [39] is
proposed. It uses Global Positioning System (GPS)
information and employs mobility prediction to es-
timate the stability of the links, aiming to minimize
the delay of the routing discovery process, typical
in reactive routing protocols [30, 40, 41]. A sim-
ilar approach is proposed in [42], where the Op-
timized Link State Routing (OLSR) protocol [43]
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is improved to predict topology changes and re-
act before link disruptions occur. Nevertheless, the
overhead inherent to proactive protocols is not ad-
dressed [44, 40]. Moreover, both solutions have
specific hardware requirements, in order to deter-
mine the location of the UAVs with high accuracy
in short time intervals. In [45], a Software-Defined
Networking (SDN) routing approach that antici-
pates topology changes is proposed; however, to the
best of our knowledge, its performance evaluation
has not yet been presented and the optimal place-
ment of the UAVs is not explored.
Overall, predictive routing solutions for aerial
networks employ the distributed routing paradigm;
hence, the UAVs need to exchange probe packets,
which may introduce high overhead and may not
scale for large networks. Moreover, in aerial net-
works, UAVs typically need to be placed close to
each other, in order to ensure high-capacity air-to-
air links. This leads to interference between con-
current flows, which is not a local concept, since it
depends on all the interfering nodes along a path.
Therefore, a solution that performs routing deci-
sions considering a holistic and centralized view of
the network is worthy to be considered.
GW placement in wireless networks is a com-
monly treated problem in the literature. Over the
years, different studies have been carried out [46–
50]. However, most of them aim at minimizing
the number of GWs while optimizing their place-
ment, in order to meet some QoS metrics, including
throughput and delay, and reducing the energy con-
sumption. In [51], the authors show how the GW
placement and the transmission power affect the
network throughput. However, they do not con-
sider the traffic demand of nodes. Similarly, the
work presented in [52] aims at determining the op-
timal placement for an Evolved Packet Core (EPC),
amongst a set of BSs in a self-deployed cellular net-
work. Nevertheless, they do not have control over
the mobility of the EPC nodes and assume that the
nodes have the same traffic demand. In [53], the au-
thors show how the placement of a UAV acting as
network relay between two ground nodes affects the
throughput achieved; however, this study is only
valid for a pair of ground nodes. A model-free ap-
proach to find the optimal positions of a relay UAV
is presented in [54]; its main drawback is the time
required to converge to the optimal position.
Overall, state of the art work has been focused
on the UAV placement, routing and GW placement
problems for aerial networks. However, to the best
RedeFINE NetPlan
Future positions 
of FMAPs
GWP
Future positions 
of FMAPs
Traffic demand
Future 
position   
of GW
FMAP GW
Figure 2: Proposed TMFN solution, illustrating the Net-
Plan, the RedeFINE and the GWP algorithms and their
interactions.
of our knowledge, no solution proposes a holistic
combination of the UAV placement, predictive rout-
ing and GW placement, leveraging the knowledge
and ability to incorporate the future decisions of all
components when determining the future TMFN
topology, in order to improve the QoS provided
to the users whilst minimizing the communications
disruption.
3. Traffic-Aware Multi-Tier Flying Network
The TMFN, originally proposed in [2] and il-
lustrated in Fig. 1, consists of a multi-tier aerial
network of FMAPs and Gateway UAVs which dy-
namically reconfigures its topology according to the
users’ traffic demand, in order to improve the QoS
provided to users on the ground. FMAPs and Gate-
way UAVs are organized in a multi-hop network ar-
chitecture that is able to cover large areas and pro-
vide on-demand wireless connectivity. The first tier
(access network) is composed of FMAPs, which are
rotary-wing UAVs acting as Wi-Fi APs; they form
high-capacity small cells that can be dynamically
configured and positioned according to the vari-
able traffic demand of the moving users. FMAPs
are able to continuously detect and seek the users
that generate more traffic to provide them more
bandwidth, so that the aggregate throughput is im-
proved. The second tier (backhaul network) is com-
posed of Gateway UAVs, which are responsible for
forwarding traffic to the Internet using dedicated
broadband wireless links. Gateway UAVs are dy-
namically positioned according to the FMAPs’ po-
sitions and offered traffic, in order to maximize the
throughput forwarded to the Internet. Due to the
multi-hop architecture, FMAPs can act as relays
between gateway UAVs and other FMAPs.
4
The TMFN is controlled by three components
working cooperatively: i) the NetPlan algorithm; ii)
the RedeFINE routing protocol; and iii) the GWP
algorithm. The interactions between the three com-
ponents are explained in Fig. 2. By sharing the
decisions taken among its components, the TMFN
is able to quickly adapt not only to the variable
users’ traffic demand, but also to the movement of
the UAVs themselves. To allow sharing information
in advance, the components run simultaneously in
a central station.
The integrated proposed solution determines the
updated TMFN topology periodically with each up-
date cycle having the following sequence of opera-
tions. The first step is to take a snapshot of the
TMFN and the users. Then, all components con-
sider this snapshot and the decisions taken by the
remaining components as their inputs and deter-
mine the final updated TMFN topology as follows.
First, NetPlan determines the updated positions
and Wi-Fi cell ranges of the FMAPs according to
the users’ positions and their offered traffic. Know-
ing the initial and final positions of the FMAPs, Re-
deFINE calculates their future trajectories. Using
this information, RedeFINE determines the opti-
mal forwarding tables of the FMAPs and the time
instants they shall be updated. Lastly, consider-
ing the future positions of FMAPs and their of-
fered traffic, GWP determines the optimal position
of the GW. When all components are combined, the
TMFN is able to seamlessly transition into the up-
dated topology, which provides an improved QoS to
the users whilst minimizing the disruption caused
by the movement of the UAVs.
4. Network Planning Algorithm
The NetPlan algorithm, originally proposed in
[2], is explained in this section.
4.1. System Model
Fig. 3 represents the model of the system. Let the
area to be covered by the TMFN be represented as
a rectangle LCovX × LCovY named map. The cov-
ered area is further subdivided into smaller fixed-
size squares LZone, defining zones, which represent
and aggregate all users on that geographic area.
Each zone is identified by its index z ∈ {1, ..., Z}.
The TMFN is composed of F FMAPs, which are
identified by index f ∈ {1, ..., F}. The FMAPs are
hovering at a constant altitude Hf and may only
ZONE
L Z
o
n
e
LCov X
L C
o
v 
Y
r u
u
AFGz
z
RFGi
i
Figure 3: Proposed NetPlan algorithm, representing the
map, zones, PFGs, corresponding forces applied on FMAP
u, and its Wi-Fi cell.
move in the horizontal plane (x, y). Each FMAP’s
Wi-Fi cell operates in a dedicated IEEE 802.11n
20 MHz channel in the 5 GHz band. The channel
model replicates the experimental model evaluated
on the field, which is discussed in Section 5.2. Thus,
due to the dominant line-of-sight (LoS) component
in the FMAP–FMAP link, this channel is modeled
by the Friis path loss model [9]. The FMAP–User
link is modeled by the Friis path loss and Rician
fast-fading characterized by the Rician K-factors
KU and KD for the uplink and downlink directions,
respectively.
U users are positioned throughout the coverage
area either generating or receiving traffic from the
FMAPs. The users are assumed to be associated to
the closest FMAP.
4.2. Overview
The NetPlan algorithm, illustrated in Fig. 3, is
inspired in the concepts presented in the Poten-
tial Fields (PFs) technique [55]. In this sense, PF
Generators (PFGs) are virtually deployed on the
map, representing users’ traffic demand hotspots –
Attractive PF Generators (AFGs) – and areas al-
ready covered by the FMAPs – Rejective PF Gen-
erators (RFGs). Each PFG generates a force field
which applies corresponding forces on FMAPs, forc-
ing them to move in the direction of the result-
ing force applied to them. The FMAPs’ Wi-Fi
cell ranges are determined directly as a function of
the PFGs combined with the current TMFN topol-
ogy. Hence, by means of the appropriate determi-
nation of the PFGs’ intensities, locations and cor-
responding forces, the NetPlan algorithm is able
to predominantly position the FMAPs establishing
small cells closer to the users generating more traf-
fic (hotspots), while the remaining FMAPs are dis-
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tributed throughout the map with larger cells, so
that the overall map coverage is not compromised.
The NetPlan algorithm runs on a central sta-
tion that periodically determines the updated po-
sitions and Wi-Fi cell ranges of the FMAPs, in
which TNetPlan  1 s is the update period. The
updated FMAPs’ positions are determined as fol-
lows: i) calculate the intensity and location of the
PFGs, based on the current TMFN topology and
the users’ traffic demand; ii) calculate the resulting
force applied to the FMAPs; iii) calculate the cor-
responding displacement vector; and iv) determine
the updated position as the sum of the previous
coordinates with the displacement vector. The up-
dated FMAPs’ Wi-Fi cell ranges are determined di-
rectly as a function of the PFGs combined with the
current TMFN topology. Finally, the central sta-
tion transmits the new coordinates and Wi-Fi cell
ranges to the FMAPs, which will readjust their po-
sitions and configurations accordingly. All of these
steps are explained in the following sub-sections.
4.3. Potential Field Generators
The calculation of the PFGs’ intensity is ex-
plained in this sub-section.
4.3.1. Attractive PFGs
In order to attract FMAPs towards high con-
centrations of generated traffic, an Attractive PFG
AFGz is assigned to each zone z of the map. Each
AFGz represents the aggregation of all users in
zone z and is located in the center of that zone.
Its intensity is defined in (1), which includes two
components.
AFGz = KAFGT ×AFGTz +KAFGC ×AFGCz (1)
The AFGTz component represents the aggregate
users’ traffic demand in zone z and is given by
AFGTz = KAFGTT × Tz +KAFGTMin , where Tz is the
mean aggregate offered throughput of the users
in zone z, KAFGTT is a calibration constant and
KAFGTMin is the baseline value of AFG
T
z , ensuring
all AFGs have a minimum value so that all zones
attract FMAPs and, thus, help maintain general
coverage of the map. To limit the value of AFGz,
the algorithm considers Tz ∈ [0, TMax].
The AFGCz component is an additional factor
that allows zones with insufficient Wi-Fi coverage
to attract more FMAPs to that area, thereby en-
suring that all zones have proper coverage regard-
less of the traffic demand. To accomplish this goal,
AFGCz ∈ [0, 1] and depends on the positions of all
FMAPs, as well as their cell ranges. In this sense,
mzu = ru − dzu is defined as the distance margin
between the edge of the FMAP’s Wi-Fi cell ru
(covered in Section 4.5), and the distance between
FMAP u and the center of zone z. Then, based
on the value of mz = max{mz1, ...,mzU}, AFGCz is
defined as a three-branched equation:
1. if mz ≤ 0, no FMAP is covering that zone,
so AFGCz = 1 thereby increasing the overall
AFGz intensity;
2. if mz ≥ LZone, at least one FMAP is properly
covering that zone, hence AFGCz = 0 and the
overall AFGz is not affected;
3. if 0 < mz < LZone, no FMAP pro-
vides sufficient coverage of that zone, thus
AFGCz = 1−mz/LZone.
Each component is then multiplied by the cal-
ibration constants KAFGT and KAFGC , respec-
tively, to adjust the variation intervals of each
component to the characteristics of the map and
TMFN.
4.3.2. Rejective PFGs
To distribute the FMAPs across the whole map,
while focusing on the zones with more traffic de-
mand, a Rejective PFG RFGu is assigned to each
FMAP u. In fact, the FMAPs’ RFGs neutralize the
AFGs of the zones covered by the FMAP, pushing
away nearby FMAPs to cover other areas of the
map. The intensity of RFGu is given by (2) and
revolves around a mean value RFGCu to which an
adjustment value RFGTu is added. This enables the
FMAPs to be predominantly positioned around the
zones with higher traffic demand, while ensuring
the overall coverage of the map, independently of
the exact values of the users’ traffic demand.
RFGu = KRFGT ×RFGTu +KRFGC ×RFGCu (2)
Therefore, the adjustment value is determined
as RFGTu =
1
Z
∑Z
z=1AFG
T
z − 1|Cu|
∑
z∈Cu AFG
T
z ,
in which Cu = {z : mzu ≥ 0} is the set of
zones z whose center is located within the Wi-
Fi cell covered by FMAP u. If Cu = ∅, then
RFGTu = 0. The mean value is determined as
RFGCu =
1
Z
∑Z
z=1AFG
T
z . Finally, each component
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is further multiplied respectively by the calibration
constants KRFGT and KRFGC to adjust the relative
weight of each component as well as the intensity of
the final equation to the characteristics of the map
and TMFN.
4.4. Potential Field Generators’ Forces
The calculation of the resulting force applied to
each FMAP is explained in this section and illus-
trated in Fig. 3.
4.4.1. Attractive Forces
The force ~FAzu applied by AFGz to FMAP u is
defined in (3). It is directly proportional to AFGz
and the distance between the center of zone z and
FMAP u (dzu), and has the direction of FˆAzu ,
which is the unit vector starting at FMAP u and
pointing to the center of zone z. This ensures the
FMAP is attracted with greater intensity by the
zones located further away and/or with more in-
tensity, so that all zones are properly covered, es-
pecially the ones with higher AFGz. The constant
KFA is added to the equation to calibrate the force’s
intensity.
~FAzu = (KFA ×AFGz × dzu)× FˆAzu (3)
4.4.2. Rejective Forces
The force ~FRiu applied by RFGi to FMAP u is
given by (4). It is directly proportional to RFGu,
but inversely proportional to the distance between
FMAPs i and u (diu), and has the direction of FˆRiu ,
which is the unit vector starting at FMAP u and
pointing in the opposite direction of FMAP i. This
enables FMAPs to move away from nearby and/or
intense RFGs, while being mostly unaffected by dis-
tant RFGs. As a result, FMAPs will be predom-
inantly positioned around zones with higher traf-
fic demand, while ensuring overall coverage of the
map. The constant KFR is added to the equation
to calibrate the force’s intensity.
~FRiu = (KFR ×RFGi/diu)× FˆRiu (4)
4.4.3. Resulting Force
The resulting force ~Fu applied to FMAP u is
given by the sum of all forces applied to it, as de-
fined in (5). As a result of this force, an instan-
taneous acceleration ~au is imposed on the FMAP.
Assuming the FMAP’s position is fixed at the be-
ginning of cycle n, the resulting displacement vec-
tor of FMAP u is given by ~su[n] = Ks × ~Fu[n], in
which Ks ∝ T 2NetPlan/m summarizes the underlying
Physics constants as a final calibration constant.
~Fu =
Z∑
z=1
~FAzu +
U∑
i=1
i 6=u
~FRiu (5)
4.5. FMAP’s Wi-Fi Cell Range
As discussed in Section 4.1, in order to improve
the TMFN’s aggregate throughput, the FMAPs
closer to the users with higher traffic demand
should establish smaller Wi-Fi cells, whereas the re-
maining FMAPs should establish larger Wi-Fi cells
to maintain the overall coverage of the map. To
implement this behavior, the FMAP’s Wi-Fi cell
range is determined according to (6). Similar to the
FMAP’s RFGu, it revolves around a mean value
RMean to which an adjustment value ru∆ is added.
Since the FMAP’s RFGTu already implements this
behavior, the adjustment value of the Wi-Fi cell
range ru∆ is proportional to RFG
T
u , in which Kr is
the calibration constant added to the equation to
adjust this value to the characteristics of the TMFN
and the event.
ru = RMean +Kr ×RFGTu (6)
5. Evaluation of Network Planning Algo-
rithm
The performance of the NetPlan algorithm was
evaluated by means of simulations and an experi-
mental testbed. The scenarios defined for the tests
are explained in Section 5.1. For each scenario,
Matlab simulations of the NetPlan algorithm are
presented, enabling the visualization of the final po-
sitions of the FMAPs determined by the NetPlan
algorithm. In addition, ns-3 simulations [8] were
performed to analyze the network performance of
the User Equipment (UE) for different offered traf-
fic types and in both the uplink and downlink flow
directions.
In terms of experimental results, first the FMAP–
UE communications channel was characterized in
terms of Signal-to-Noise Ratio (SNR), considering
different LoS distances and FMAP altitudes. This
enabled the verification of the theoretical models
proposed in the literature [9]. Moreover, using the
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Figure 4: Test scenarios depicting the FMAP positions and the associated UEs.
Table 1: Association map indicating the FMAP to which a UE is connected.
UE 1 UE 2 UE 3
Homogeneous traffic demand FMAP B FMAP C FMAP A
Concentrated traffic demand (without NetPlan) FMAP B FMAP C FMAP C
Concentrated traffic demand (with NetPlan) FMAP B FMAP C FMAP A
experimental channel models in the ns-3 simula-
tions allows a more accurate reproduction of the
testbed conditions. Then, the performance of the
communications channel, considering the defined
scenarios, was assessed with the the Cumulative
Distribution Function (CDF) of the throughput and
the histogram of the data rates of the packets gen-
erated by the FMAPs and the UEs.
5.1. Test Scenarios
The test scenarios aim at evaluating the perfor-
mance of the NetPlan algorithm in typical network-
ing scenarios. They explore different traffic de-
mands in order to demonstrate the concept and net-
work performance gains of the NetPlan algorithm.
Two scenarios were defined for this evaluation:
i) homogeneous traffic demand, which is considered
as the baseline; and ii) concentrated traffic demand,
which allows the evaluation of the network perfor-
mance gains. Each scenario is characterized by four
factors: i) the UE positions; ii) the UE offered traf-
fic; iii) the FMAP positions; and iv) the FMAP–
UE association map, indicating the FMAP to which
each UE is connected. The test scenarios are illus-
trated in Fig. 4 and the FMAP–UE association map
is indicated in Table 1. Each scenario is further ex-
plained in the corresponding subsection.
Table 2: System and ns-3.29 simulator parameters.
Coverage area and TMFN
LCovX 100 m
LCovY 100 m
LZone 10 m
Z 100 zones
F 3 FMAPs
U 3 users
Hf 10 m
KU 13 dB
KD 40 dB
ns-3.29 simulator parameters
Simulation time (30 s init. +) 20 s
Wi-Fi standard IEEE 802.11n
Wi-Fi channels {36, 40, 44}
Channel bandwidth 20 MHz
Tx power 0 dBm
Propagation model Friis + Rician
Application traffic UDP CBR or
TCP BulkSend
Packet length 8000 Bytes
MAC queues 500 Packets
MAC auto rate MinstrelHt
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Figure 5: SNR measured in the FMAP and UE. Subfigures (a) and (b) plot the SNR versus the LoS distance between each
other at different altitudes. The free-space path loss and two-ray ground reflection theoretical models are represented by the
dashed and dotted lines, respectively. Subfigures (c) and (d) represent the SNR PDF measured in the FMAP placed at 10 m
altitude, and the UE, considering the LoS distance of approximately 20 m.
Three offered traffic types were considered: i)
TCP; ii) UDP 25 Mbit/s constant bitrate (UDP
25M); and iii) UDP 75 Mbit/s constant bitrate
(UDP 75M). The TCP traffic flow allows the anal-
ysis of the channel in saturation, whereas the re-
sults of the UDP 25M and UDP 75M flows allow
the analyses of the channel when the offered traf-
fic is low and high, respectively. For each traffic
type, both flow directions were simulated: i) UE to
FMAP (uplink); and ii) FMAP to UE (downlink).
The ns-3 simulation parameters are shown in Ta-
ble 2. The ns-3 results were obtained using the
FlowMonitor [56] module, which analyzes the traf-
fic flows at the IP network layer. The experimental
results were obtained considering 3 runs for each
experiment, under the same conditions.
5.2. Experimental Channel Model
The air-to-ground and ground-to-air channel
models were evaluated in the experimental setup.
The FMAP was hovering at different altitudes and
hence different LoS distances to the UE. The SNR
received at both the FMAP and the UE was col-
lected using the horst software [57].
The channel model was analyzed in terms of the
path loss and fast-fading components. Figs. 5a
and 5b represents the collected SNR values for dif-
ferent FMAP–UE distances. In order to compare
9
the experimental values with the free-space path
loss and the two-ray ground reflection models, both
are represented in the plots. Figs. 5c and 5d rep-
resents the probability distribution function (PDF)
of the experimental SNRs, which was fitted with a
Rician distribution.
In terms of the path loss component, it can be
concluded that the free-space path loss is the most
adequate model of the UE–FMAP link, as sug-
gested in the literature [9]. This is an expected con-
clusion, since there is a dominant LoS component
between the communications nodes. Nevertheless,
the two-ray ground reflection model, which in addi-
tion to the LoS component considers a component
reflected on the ground and the effect of the anten-
nas’ heights, also provides a close SNR estimation,
especially for UE–FMAP distances up to 60 m and
FMAP’s altitudes up to 30 m. For the same LoS
distance, the angle θLoS between the ground and
the LoS ray affected the SNR on the UE and the
FMAP differently. When θLoS increased, the SNR
measured on the UE increased, whereas the SNR
on the FMAP decreased. This can be concluded
from Figs. 5a and 5b, by analyzing the two SNRs
measured for the same UE–FMAP LoS distance of
36 m, but with FMAP’s altitude of 20 m or 30 m.
Regarding the Rician fast-fading component (K-
factor), which represents the ratio of the received
power in the dominant component to the non-
dominant power, it presents a higher value in the
UE, as observed in Figs. 5c and 5d. The lower val-
ues in the FMAP can be justified by the obstruc-
tions to the signal caused by the airframe of the
UAV and the compensation movements performed
by the UAV to maintain its position, which induce
changes in the antennas’ tilt.
5.3. Homogeneous Traffic Demand
This scenario aimed at evaluating the network
performance when multiple UEs generating the
same amount of traffic were evenly distributed
throughout the coverage area. To test this scenario,
three UEs were always placed at fixed positions,
each one within the coverage area of an FMAP, as
illustrated in Fig. 4a. Each UE is associated to the
closest FMAP, which results in each FMAP having
only one UE associated. This is considered as the
baseline scenario, since the use of the NetPlan al-
gorithm does not significantly change the positions
of the FMAPs when the overall traffic demand is
equally distributed throughout the coverage area.
5.3.1. Simulation Results
Fig. 6 contains the results of Matlab simulations
depicting the user positions, their offered traffic
and the final FMAP positions determined by the
NetPlan algorithm in the homogeneous traffic de-
mand scenario for the three offered traffic types
analyzed. Since the users are homogeneously dis-
tributed throughout the coverage area generating
the same traffic demand, the FMAPs are also ho-
mogeneously distributed throughout the area.
The network performance results of UE 3 are dis-
played in Fig. 7. Since each FMAP’s Wi-Fi cell op-
erates in a dedicated and orthogonal channel and
each user is associated to a different FMAP, all
users are provided with the full channel capacity.
For each offered traffic, both the uplink and
downlink flows present similar results. More-
over, the TCP flow demonstrates that the max-
imum achievable throughput in this scenario is
≈ 105 Mbit/s, with 0% PLR and a delay of ≈ 9 ms.
The UDP 75M flow generates a high offered traf-
fic and achieves a throughput of ≈ 75 Mbit/s with
0% PLR and a delay of 0 ms. These results re-
veal that the UDP 75M flow does not saturate the
channel. Unlike UDP, TCP includes a congestion
control mechanism. Due to the congestion control
mechanism, TCP dynamically adjusts the traffic of-
fered to the IP layer so that the channel is fully uti-
lized but not saturated. Moreover, TCP guarantees
reliable end-to-end communications by means of ac-
knowledgement packets and retransmissions in case
of errors and packet losses. As a consequence, the
PLR is 0% but the packet delay increases relative
to the UDP 75M traffic flow. The UDP 25M flow
demonstrates that the channel has enough capacity
to transport all the offered traffic with a through-
put of ≈ 25 Mbit/s, with 0% PLR and a delay of
≈ 0 ms.
5.3.2. Experimental Results
In this scenario, the positions of the FMAPs
were defined in order to allow that each UE on the
ground was in the coverage area of a single FMAP.
Since the FMAPs were configured on orthogonal
channels, each UE was able to take advantage of the
full channel capacity provided by a single FMAP.
The experimental throughput results are pre-
sented in Fig. 8, represented by means of histograms
of the physical data rates corresponding to the MCS
for the IEEE 802.11n standard, 800 ns guard inter-
val, and 20 MHz channel bandwidth, according to
the configurations presented in Section 5.1.
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(b) 25 Mbit/s UDP offered traffic.
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Figure 6: Homogeneous traffic demand scenario showing the final FMAP positions determined by the NetPlan algorithm,
according to different users’ traffic demand.
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Figure 7: Network performance of UE 3 in the homogeneous traffic demand scenarios, obtained by means of ns-3 simulation.
It is possible to observe a significant asymme-
try between the downlink direction (FMAP to UE)
and the uplink direction (UE to FMAP), especially
for the TCP traffic flow and UDP 75M traffic flow.
This is denoted by the higher physical data rate val-
ues being used by most of the packets sent by the
UEs to the FMAPs during the experiment. The
physical data rate used to transmit a packet is se-
lected by the MinstrelHt MAC auto-rate mecha-
nism, which evaluates the channel conditions and
selects the highest physical data rate that allows
the transmission of the packet without errors. Since
the conditions of the channel are variable, the se-
lected physical data rate value will also be variable,
which results in a variable throughput and PLR.
Overall, the throughput in the uplink is higher
than in the downlink. This can be justified by
several reasons. First, as concluded in Section 5.2
the communications link is asymmetric, since the
Rician K-factor in the UE is higher than the K-
factor in the FMAP. Moreover, different transmis-
sion power were used in the UE and the FMAP.
Since in our testbed two commercial smartphones
and a laptop were used as UEs, they were employing
the default transmission power of 20 dBm, based on
the premise that our solution does not rely on mod-
ifications performed in the UEs. Conversely, in the
FMAPs the transmission power was set to 0 dBm,
in order to enable short range Wi-Fi cells, required
to validate the NetPlan algorithm. Link asymmetry
can also be justified by the usage of different anten-
nas in the receiver and in the transmitter. While
the FMAPs were using two 5 dBi omni-directional
external antennas, the smartphones performing the
role of UE were using their internal antennas, which
typically have a lower reception gain. Besides the
expected differences in the antennas’ gain and ra-
diation pattern, the communications performance
is also affected by the firmware used to control an-
tenna diversity, which is part of MIMO. Finally,
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Figure 8: Experimental traffic results for FMAP C, considering the homogeneous traffic demand scenario. The results include
the throughput CDFs and the histogram of the physical data rate of the packets generated by both the UE 3 (solid bar) and
FMAP C (dotted bar) during the experiment.
the noise floor should not be neglected as well. It
is determined by the receiver’s sensitivity and by
the performance of the low noise amplifier, which is
in charge of amplifying weak received signals into
stronger signals.
5.4. Concentrated Traffic Demand
This scenario, illustrated in Figs. 4b and 4c,
aimed at assessing the performance of the Net-
Plan algorithm and characterize the network per-
formance when the traffic demand in a concentra-
tion area increased compared to the overall traffic
demand of the coverage area. To test this scenario,
the UE initially located in area A was moved to
area C.
The UE–FMAP link was characterized in two
cases: i) when the decisions of the NetPlan algo-
rithm were not considered; and ii) when they were
considered. In order to accommodate the traffic de-
mand, the NetPlan algorithm positioned FMAP A
near area C, which was experiencing a higher traf-
fic demand than previously while traffic demand in
area A was reduced to zero. FMAP B maintained
its position, in order to provide coverage to the UE
in area B. In area C, FMAP A and FMAP C en-
abled two cells in orthogonal channels, which were
used by each UE. The UE–FMAP link was able to
provide higher throughput, lower PLR, and lower
Round Trip Time (RTT), measured at the applica-
tion layer, when the decisions of the NetPlan algo-
rithm were employed.
5.4.1. Simulation Results
The Matlab simulations for the concentrated
traffic demand scenario are illustrated in Fig. 9.
The images show the UE positions, their offered
traffic and the final FMAP positions determined
by the NetPlan algorithm for the three offered traf-
fic types analyzed. The baseline for this scenario,
in which the NetPlan algorithm is not used, con-
sists in evenly distributing the FMAPs throughout
the coverage area adopting the same positions as in
Fig. 4b. Since the UEs are concentrated in a small
area, the FMAPs are also concentrated around that
area, without compromising the overall coverage of
the area.
In order to analyze the network performance
gains in the concentrated traffic demand scenario
due to the NetPlan algorithm, UE 3 is analyzed
since this is the UE that benefits the most with the
FMAPs’ repositioning. Fig. 10 presents the net-
work performance results of UE 3 with and with-
out the NetPlan algorithm. In order to analyze the
network performance gains, the TCP flow is ana-
lyzed. As previously explained, when the NetPlan
algorithm is not used, UE 2 and UE 3 are both asso-
ciated to FMAP C. Hence, the capacity of FMAP C
has to be shared among both UEs. However, when
the NetPlan algorithm is used, FMAP A is reposi-
tioned closer to UE 3, so that this UE can associate
to this FMAP. As a result, since both FMAPs now
only have one UE, each UE can take advantage of
the full FMAP channel capacity.
The analysis and comparison of the median val-
ues of the QoS metrics obtained with and without
the NetPlan algorithm demonstrate that the theo-
retical expectations are valid. In fact, for the TCP
flow the median throughput of UE 3 increased to
≈ 2x when the TMFN was positioned according to
the NetPlan algorithm, compared to the baseline
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Figure 9: Concentrated traffic scenario showing the final FMAP positions determined by the NetPlan algorithm, according to
different users’ traffic demand.
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Figure 10: Network performance of UE 3 in the concentrated traffic demand scenario, obtained by means of ns-3 simulation.
The first row represents the results without the NetPlan algorithm, whereas the second row represents the results with the
NetPlan algorithm.
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of not using the NetPlan algorithm. Furthermore,
the median delay reduced to ≈ 0.4x when not us-
ing the NetPlan algorithm. The PLR was 0% for
both cases, since TCP guarantees reliable packet
delivery.
Similar to the homogeneous traffic demand sce-
nario, the UDP 25M flow does not demonstrate per-
formance gains, since the channel still has capacity
to transport the traffic being offered by the three
UEs. In both cases, UE 3 achieves a throughput
of ≈ 25 Mbit/s, with a delay of ≈ 0 ms and a PLR
of ≈ 0%. Moreover, the downlink and uplink flows
have similar results.
The UDP 75M traffic flow saturates the chan-
nel when the NetPlan algorithm was not used, but
does not saturate when the NetPlan algorithm is
used, since each UE was associated to a different
FMAP. For the downlink flow (FMAP to UE), the
median throughput increased to ≈ 1.7x compared
to the baseline of not using the NetPlan algorithm,
the delay reduced from ≈ 150 ms to ≈ 0 ms and
the PLR reduced from ≈ 65% to ≈ 0%. For the
uplink flow (UE to FMAP), the median through-
put increased to ≈ 1.7x compared to the baseline
of not using the NetPlan algorithm, the delay re-
duced from ≈ 350 ms to ≈ 0 ms and the PLR re-
duced from ≈ 70% to ≈ 0%. In order to control the
delay of the UDP traffic flows, active queue man-
agement applied to the MAC queues could be used
at the expense of an increased PLR.
Similar to the TCP flow, the performance gains
are explained by the repositioning of FMAP A.
Moreover, as analyzed in Section 5.2, the chan-
nel is modeled by the Friis propagation loss model
with a Rician fast-fading characterized by the Ri-
cian K-Factor, which is the ratio between the Rx
power of the LoS component and the sum of the
Rx power of the Non Line-of-Sight (NLoS) compo-
nents. Since the downlink Rician K-factor (40 dB)
is much higher than the uplink Rician K-factor
(13 dB), the downlink channel benefits from bet-
ter propagation conditions. In this sense, when the
FMAP is transmitting to the UE, there is a higher
probability of using higher physical data rates, thus
improving the network performance.
5.4.2. Experimental Results
In this scenario, two UEs were generating traffic
in the same area. This scenario motivates the us-
age of the NetPlan algorithm, in order to position
the FMAPs according to the traffic demand, in or-
der to improve the network performance. When the
NetPlan algorithm was not employed, the two UEs
generating traffic in the same area were sharing the
same Wi-Fi channel. This resulted in one of the
FMAPs being overloaded with two UEs, whereas
the second FMAP did not have any user associ-
ated. Hence, the UEs could not take full advantage
of the aggregate network capacity provided by the
two FMAPs, resulting in a degraded network per-
formance. When the decisions of the NetPlan algo-
rithm were considered, the FMAPs were positioned
in order to meet the traffic demand of the UEs. In
this case, each UE was able to take advantage of
the full channel capacity provided.
In the concentrated traffic demand scenario with-
out the NetPlan algorithm, two UEs inside area C
(Fig. 4b) were associated to FMAP C simultane-
ously. On the other hand, in the concentrated traf-
fic demand scenario with the NetPlan algorithm
(Fig. 4c), a single UE was associated to FMAP
C, since the other UE, previously associated to
FMAP C, became client of FMAP A, which has
been moved closer to area C, in order to enhance
the network capacity and meet the traffic demand of
the UEs inside this area. The performance results
for both scenarios (with and without NetPlan) are
depicted in Fig. 11.
The results with the NetPlan algorithm signif-
icantly outperform those when the NetPlan al-
gorithm is not used. By comparing the 25th,
50th, and 75th percentiles of the throughput CDFs
(Figs. 11a and 11c), it can be concluded that
the NetPlan algorithm allows a throughput im-
provement up to 1.84x, 1.63x, and 1.52x, respec-
tively. Nevertheless, the link asymmetry is once
again observed, which is justified by the same rea-
sons pointed out in the homogeneous scenario. In
Fig. 11a, the lower throughput values of some flows,
including the UDP 75M flow between the UE and
FMAP C, is justified by the simultaneous exchange
of traffic in both directions, with both traffic flows
competing to access the Wi-Fi medium.
Regarding the RTT, which is depicted in Fig. 13,
the results for the concentrated traffic demand sce-
nario denote the superior performance of the Net-
Plan algorithm (yellow diamond) compared to the
case where the NetPlan is not employed (orange
cross). This can be concluded by observing the
50th and 75th percentiles of the RTT CDFs, for
which the RTT is 0.24x and 0.1x lower, respectively.
The higher RTT when the NetPlan algorithm is not
employed denotes packets being held longer in the
transmission queue and packet retransmissions due
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Figure 11: Experimental traffic results of FMAP C for the concentrated traffic demand scenario with and without the NetPlan
algorithm. The results include the throughput CDFs and the histogram of the physical data rates of the packets generated by
both the UE 3 (solid bar) and FMAP C (dotted bar) during the experiments.
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Figure 12: Packet Loss Ratio (PLR) CDF in FMAP C for different traffic demands, considering the homogeneous traffic demand
and the concentrated traffic demand (with and without the NetPlan algorithm).
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Figure 13: Round Trip Time (RTT) CDF in FMAP C con-
sidering the homogeneous traffic demand and the concen-
trated traffic demand (with and without the NetPlan algo-
rithm).
to link congestion. The same behavior is observed
for PLR, which is represented in Fig. 12, consid-
ering UDP flows with different bitrates, for which
there is no packet loss. Overall, the network per-
formance when the NetPlan algorithm is used in a
concentrated area is similar to the one obtained for
the baseline scenario, which considers homogeneous
traffic demand in the different network areas; this
is the main contribution of the proposed solution.
6. RedeFINE Routing Solution
RedeFINE, which was initially proposed in [5, 6],
is presented in this section.
6.1. Problem Formulation
In the following, we formulate the problem ad-
dressed by RedeFINE. At a time instant tk =
k · ∆t, k ∈ N0 and ∆t ∈ R, which is defined ac-
cording to the TMFN update period imposed by
the NetPlan algorithm, the TMFN is represented
by a graph G(tk) = (V,E(tk), w(tk)), where V =
{0, ..., N−1} represents the set of UAVs forming the
TMFN, E(tk) ⊆ V × V represents the communica-
tions links, and w(tk) represents the cost assigned
to the communications links of G. (i, j)tk ∈ E(tk)
represents the directional communications link from
i to j available at tk, where i, j ∈ V , and wi,j(tk)
represents the cost of link (i, j)tk . Xi(tk) represents
the position of UAV i at time tk and depends on its
initial position at instant t0 and its associated veloc-
ity and acceleration vectors defined by the CS that
controls the UAV positions. The availability of the
wireless links connecting the UAVs changes along
the time. Hence, the directional wireless communi-
cations link (i, j)tk exists if and only if the power
PRi(tk) received by UAV i at time tk divided by the
noise power Ni satisfies (7), that is, if the Signal-
to-Noise Ratio (SNR) is higher than a threshold S.
The received power at UAV i, PRi(tk), results from
the Free-space path loss model defined in (8), where
PTj (tk) describes the power transmitted by UAV j
at time tk, c represents the speed of light in vacuum,
fi,j denotes the carrier frequency, and di,j(tk) ex-
presses the Euclidean distance between UAV i and
UAV j at time tk.
PRi(tk)
Ni
> S (7)
PRi(tk)
PTj (tk)
=
[
c
4pi × di,j(tk)× fi,j
]2
(8)
We define a path as a set of adjacent links con-
necting UAV i to the GW. Multiple paths may be
available for UAV i at time tk, but only one of them
is used. We also define Ci,j(tk) as the maximum
capacity, in bit/s, of the communications link avail-
able between UAV i and UAV j at time tk, consid-
ering a constant value for the link bandwidth Bi,j
in Hz; Shannon-Hartley theorem is used for this
purpose, as given by (9).
Ci,j(tk) = Bi,j × log2
[
1 +
PRi(tk)
Ni
]
(9)
Considering the throughput Ri(tk), in bit/s, as
the bitrate of the flow from UAV i received at the
GW at time tk, and N UAVs generating traffic to-
wards the GW, we aim at maximizing at any time
instant tk the amount of bits received by the GW
during time interval ∆t. As such, our objective
function can be defined as:
maximize R(tk) =
N−1∑
i=0
Ri(tk) (10)
The factors influencing Ri(tk) include the capac-
ity of the path used by UAV i, which should be
limited by the link in the path having the smallest
capacity, the number of flows traversing the links,
medium access protocol behaviour, and interference
between the communications nodes. This is a com-
plex optimization problem since the last two factors
are not easily characterized.
In order to solve this problem we will attempt to
find a path for each UAV i for each time instant tk,
so that we meet (10).
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Figure 14: Scenario used for the theoretical validation of
RedeFINE. For the initial position of FMAP 3, the wireless
links between FMAP 3 and both FMAP 2 and GW are not
available, due to the SNR threshold constraint.
6.2. Concept
RedeFINE was designed to take advantage of
the centralized view of the TMFN available at the
CS. By considering a) the future positions of the
FMAPs composing the TMFN, which are defined
by the NetPlan algorithm to fulfill the traffic de-
mand of the UEs on the ground, and b) the veloc-
ity of the FMAPs following a straight line between
source and destination, RedeFINE selects periodi-
cally the best path for each FMAP. We will define
the best path as the path that has the smallest cost,
according to metrics that will be discussed later on.
RedeFINE assumes a strong LoS component be-
tween the nodes, which is characteristic of the links
between UAVs flying dozens of meters above the
ground. To find the shortest path between UAVs,
RedeFINE employs the Dijkstra’s algorithm [58].
6.3. Analysis of a Reference Case
In order to demonstrate the RedeFINE concept
and perform a preliminary evaluation, a theoretical
validation is made herein. For the sake of simplic-
ity, we consider the scenario depicted in Fig. 14. It
is formed by: 1) a static GW; 2) two static relay
FMAPs (FMAP 1 and FMAP 2); and 3) a moving
FMAP (FMAP 3). This scenario aims at illustrat-
ing a TMFN reconfiguration that causes link dis-
ruptions. In particular, FMAP 3 follows a straight
line at 0.5 m/s in the direction from FMAP 1 to
FMAP 2, in order to reach the new location defined
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Figure 15: Theoretical capacity values for the paths between
FMAP 3 and the GW. In order to reach the GW, FMAP 3
uses as relay nodes FMAP 1 until t = 60 s and FMAP 2 from
t = 60 s to t = 130 s. The path with the highest capacity at
each instant is highlighted by the circle symbol.
by the NetPlan algorithm. FMAP 1 and FMAP 2
remain in the same positions and they are able to
forward the traffic received from FMAP 3 towards
the GW, while simultaneously providing connectiv-
ity to users on the ground.
The initial position of FMAP i is represented by
Xi(0) and the constant velocity is denoted by vi.
The initial cost of the wireless link between FMAP
i and FMAP j is represented by wi,j(0), which for
demonstration purposes is the linear Euclidean dis-
tance between their initial positions. The wireless
link availability is restricted by a 5 dB SNR, that is
S ≈ 3.16 threshold (cf. (7)). The SNR is derived
from the Free-space path loss model (cf. (8)). We
assume that the maximum capacity for the wire-
less links is given by the Shannon-Hartley theorem
(cf. (9)). The maximum capacity of a wireless link is
computed considering an average noise power equal
to −85 dBm. In turn, the capacity of a path is re-
stricted by the link with lower capacity among the
set of links forming the path. Additionally, we con-
sider the transmission power equal to 0 dBm, the
carrier frequency equal to 5250 MHz, and the chan-
nel bandwidth equal to 160 MHz, which are values
compatible with the IEEE 802.11ac standard.
Based on these assumptions, the theoretical max-
imum capacity values for the paths between FMAP
3 and the GW are plotted in Fig. 15. With Rede-
FINE, in order to reach the GW, FMAP 3 uses as
relay nodes FMAP 1 until t = 60 s and FMAP 2
from t = 60 s to t = 130 s. These are the highest-
capacity paths, which are highlighted by the circle
symbol in Fig. 15.
Considering as baseline the static routing config-
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uration that uses FMAP 1 as relay node for the
communications between FMAP 3 and the GW
during 130 s, RedeFINE allows a gain of ≈ 20%
regarding the total amount of bits received in the
GW. The areas under the curves in Fig. 15 give
the total amount of bits carried by the respec-
tive path. We compute the amount of informa-
tion received on each case (static and RedeFINE)
as
∑130
k=0R0(tk) × ∆t, considering ∆t = 1 s. In
this analysis, FMAP 1 and FMAP 2 do not gener-
ate traffic. They only forward traffic received from
FMAP 0.
6.4. Interference Model
Taking into account the IEEE 802.11 MAC pro-
tocol, for a packet transmission to be successful nei-
ther the transmitter nor the receiver should be in-
terfered by other nodes. Hence, the transmissions
on links (i, j)tk and (k, l)tk are both successful at tk
if and only if both i and j are outside the interfer-
ence range of k and l at tk. This is expressed by the
Transmitter-Receiver Conflict Avoidance (TRCA)
interference model [59].
In order to demonstrate how the selection of re-
lay nodes affects the network performance, let us
analyze a reference case. For the sake of simplic-
ity, we consider the scenario depicted in Fig. 16.
It is formed by: 1) two FMAPs generating traf-
fic – FMAP 1 and FMAP 4; 2) a GW; and 3) six
FMAPs able to forward traffic. The interference
range of each node is represented by a dashed cir-
cumference around that node. Firstly, we consider
two paths for the flows between the FMAPs gen-
erating traffic and the GW: p1:<FMAP 1, FMAP
2, FMAP 3, GW> and p2:<FMAP 4, FMAP 5,
FMAP 6, FMAP 8, GW>. For these paths, there
is no inter-flow interference, excluding the nodes
competing for the access to the GW, which is ad-
dressed by the MAC protocol. Hence, the through-
put achieved by each flow is only limited by the
link with the lowest capacity among the ones form-
ing the path. Conversely, if FMAP 8 is chosen to
be part of a path p′1:<FMAP 1, FMAP 2, FMAP
8, GW>, then inter-flow interference will be intro-
duced in the network. For instance, since FMAP
8 is in the interference range of FMAP 6, the links
<FMAP 2, FMAP 8> and <FMAP 5, FMAP 6>
become mutually interfered. Therefore, the net-
work performance is reduced up to 50%, when com-
pared with the previous routing configuration.
This reference case motivates the definition of
an inter-flow interference-aware routing approach
GW
FMAP 1 FMAP 2 FMAP 3
FMAP 4
FMAP 6 FMAP 7
FMAP 8
Traffic sources
Relay nodes Interference range
Traffic sink
FMAP 5
Figure 16: Network graph illustrating the TRCA interfer-
ence model. If FMAP 8 is used as relay node, the network
performance will be reduced up to 50%, since FMAP 8 is in
the interference range of FMAP 2 and FMAP 6.
to improve the performance of RedeFINE. In fact,
by using the Euclidean distance as routing metric
in the reference scenario depicted in Fig. 16, it be-
comes indifferent selecting FMAP 7, or FMAP 2
and FMAP 6, respectively, to forward the traffic
from FMAP 1 and FMAP 5, since the minimal Eu-
clidean distance is equal for both in this reference
case.
6.5. I2R Routing Metric
Motivated by the problem presented in Sec-
tion 6.4, an inter-flow interference-aware routing
metric tailored for centralized routing in TMFNs
with controllable topology, named I2R, was incor-
porated into RedeFINE.
I2R consists of two factors: the distance-aware
factor and the inter-flow interference-aware factor.
Both factors are fed by the centralized view of
the TMFN provided by the CS running the Net-
Plan algorithm, which defines the future locations
of the FMAPs that will serve the mobile UEs on
the ground. Since a strong LoS component char-
acterizes the wireless links between the UAVs fly-
ing dozens of meters above the ground, we use
Free-space path loss to model the links between
the FMAPs, and estimate the SNR and number
of neighboring FMAPs. This holistic knowledge
avoids the usage of control packets for neighbor dis-
covery and interference estimation. The distance-
aware factor is based on the Euclidean distance of
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the links between each pair of FMAPs, at time in-
stant tk, which is denoted by di,j(tk). As such, this
factor includes the sum of the Euclidean distances
of the set of links forming a path p, considering
in advance the future trajectories that FMAPs will
follow, which were calculated and pre-defined by
the CS to fulfill the traffic demand of the ground
users. Using the Euclidean distance as part of the
routing metric is compliant with the objective of se-
lecting high-capacity paths, since the link capacity
increases as the Euclidean distance decreases, ac-
cording to the Shannon-Hartley theorem. di,j(tk)
is normalized to the maximum Euclidean distance
among all the usable links of the TMFN, at tk.
In turn, the inter-flow interference aware factor is
a value γ(tk) that is added to the Euclidean dis-
tance of the link between FMAP i and FMAP j,
at tk. γj(tk) represents the number of neighboring
nodes of FMAP j, excluding FMAP i, at tk. We
assume as neighboring nodes the FMAPs in carrier-
sense range that are generating or forwarding traf-
fic. γj(tk) considers that the level of interference is
equal either the neighboring nodes are close or far
away, as the TRCA model denotes. γj(tk) is nor-
malized to the maximum number of neighbors that
any FMAP composing the TMFN has at tk.
The path cost using I2R is defined in (11), where
0 ≤ α ≤ 1 is a tunable parameter that weights
the influence of the distance-aware and interference-
aware factors. To calculate the path between any
FMAP and the GW, the Dijkstra’s algorithm [58]
is used. Considering the reference case depicted
in Fig. 16, I2R uses the factor γ to increase the cost
of the links <FMAP 2, FMAP 8> and <FMAP
6, FMAP 8>, since FMAP 8 is in the interference
range of FMAP 2 and FMAP 6.
I2R = (1− α)×
∑
∀(i,j)∈p
di,j(tk) + α×
∑
∀j∈p
γj(tk)
(11)
7. RedeFINE Evaluation
The performance evaluation of RedeFINE is pre-
sented in this section, including the simulation
setup, the simulation scenarios, and the perfor-
mance metrics considered.
7.1. Simulation Setup
The ns-3 simulator was used to evaluate Rede-
FINE in complex networking scenarios formed by a
Table 3: Summary of the ns-3.27 simulation parameters.
Simulation time (30 s init. +) 130 s
Wi-Fi standard IEEE 802.11ac
Wi-Fi mode Ad Hoc
Wi-Fi Channel 50 [5250 MHz]
Channel bandwidth 160 MHz
Guard interval 800 ns
Tx power 0 dBm
Propagation delay Constant speed
Propagation loss Friis
Remote station manager IdealWifiManager
Mobility model Waypoint
Traffic type UDP Poisson
Packet size 1400 Bytes
Traffic control CoDel
TMFN composed of 1 GW and 20 FMAPs. In each
node, a Network Interface Card (NIC) was config-
ured in Ad Hoc mode, using the IEEE 802.11ac
standard in channel 50, which allows 160 MHz chan-
nel bandwidth. The data rate was defined by the
IdealWifiManager mechanism. The wireless links
were modeled by the Free-space path loss model;
only links with SNR above 5 dB were considered as
usable. The transmission power of the NICs was
set to 0 dBm.
One IEEE 802.11ac spatial stream was used for
the wireless links. With one spatial stream, the
data corresponding to the maximum Modulation
and Coding Scheme (MCS) index is 780 Mbit/s,
considering 800 ns Guard Interval. Taking into ac-
count the dimensions of the simulated scenarios,
we assume an average number of 2 hops between
the FMAPs generating traffic and the GW, in or-
der to calculate the maximum achievable data rate
per flow; this results in ( 780Ntx /2)Mbit/s, where Ntx
denotes the number of FMAPs generating traffic.
Based on that, the maximum offered load for each
scenario was set to 75% of the maximum achievable
data rate per flow, for a total number of FMAPs
generating traffic between 5 and 10. The traffic
generated was UDP with arrival process modeled
as Poisson, for a constant packet size of 1400 bytes;
the traffic generation was only triggered after 30 s of
simulation, in order to stabilize the OLSR routing
tables. In addition, different values for the tunable
parameter α, between 0.2 and 1, were considered.
A summary of the ns-3.27 simulation parameters
used is presented in Table 3.
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7.2. Simulation Scenarios
Five scenarios, in which the UAVs were mov-
ing according to the Random Waypoint Mobility
(RWM) model, were generated to evaluate the per-
formance of RedeFINE in typical crowded events.
Under the RWM model, each UAV chooses a ran-
dom destination and a speed uniformly distributed
between a minimum and a maximum value. Then,
the UAV moves to the chosen destination at the
selected speed; upon arrival, the UAV stops for a
specified period of time and repeats the process for
a new destination and speed [60]. Since RedeFINE
relies on knowing in advance the movements of
the UAVs, instead of generating the random move-
ments during the ns-3 simulation, we used Bonn-
Motion [61], which is a mobility scenario generation
tool. BonnMotion was set to create random way-
point 3D movements for 21 nodes (20 FMAPs and
1 GW) within a box of dimensions 80 m × 80 m ×
25 m during 160 s, considering a velocity between
0.5 m/s and 3 m/s for the UAVs. These scenarios
were used to calculate in advance the forwarding ta-
bles and the instants they shall be updated. Both
the forwarding tables and the generated scenarios
were finally imported to ns-3 with a sampling pe-
riod of 1 s. To apply mobility to the UAVs, based
on the generated scenarios, the WaypointMobility-
Model model of ns-3 was used.
7.3. Performance Metrics
RedeFINE using the Euclidean distance, Air-
time, and I2R routing metrics was evaluated against
two state of the art distributed routing protocols
representative of the reactive and proactive routing
paradigms – AODV [62] and OLSR [63], respec-
tively, using the ETX routing metric. ETX is a link
quality-based routing metric that represents the ex-
pected number of transmissions required to send a
packet over a link, including retransmissions. Air-
time, which is the default routing metric specified
in the IEEE 802.11s standard [64], expresses the
amount of channel resources consumed for trans-
mitting a frame over a link. Since the theoreti-
cal calculation of the Airtime resulting costs is not
straightforward, we exported them from ns-3, by
running previous simulations for each one of the
generated scenarios. Afterwards, we employed the
Dijkstra’s algorithm to find the shortest paths be-
tween each FMAP and the GW, considering a sam-
pling period of 1 s and the corresponding routing
metric. The Airtime routing metric was used in
our evaluation to ensure that I2R is able to out-
perform a metric that uses real measurements to
estimate data rate, overhead, and frame error ratio
of the communications links.
Our performance evaluation considers two met-
rics:
• Aggregate throughput: The mean number of
bits received per second by the GW.
• End-to-end delay: The mean time taken by
the packets to reach the application layer of
the GW since the instant they were generated
at a given FMAP, measured at each second,
including queuing, transmission, and propaga-
tion delays.
7.4. Simulation Results
The results were obtained after 20 simulation
runs, using using RngSeed = 10 and RngRun =
{1, ..., 20}, for each experimental combination, in-
cluding different I2R’s α values and different num-
ber of FMAPs generating traffic. The results are
expressed using mean values, considering five ran-
dom scenarios, as stated in Section 7.2. They are
represented by means of the CDF for the end-to-
end delay and by the complementary CDF (CCDF)
for the aggregate throughput, including the values
for the 25th, 50th, and 75th percentiles. The CDF
F (x) represents the percentage of simulation time
for which the mean end-to-end delay was lower than
or equal to to x, while the CCDF F ′(x) represents
the percentage of simulation for which the mean ag-
gregate throughput was higher than x. Finally, the
influence of the tunable parameter α on the TMFN
performance is also evaluated.
When 5 FMAPs are used as traffic sources
(cf. Fig. 17), the usage of the I2R routing met-
ric improves the end-to-end delay achieved by Re-
deFINE using the Euclidean distance in approxi-
mately 22%, OLSR and AODV using ETX in 21%
and 15%, respectively, and RedeFINE using Air-
time in 10%. These values are obtained considering
the mean end-to-end delay of the packets received
in the GW for the different solutions. The outper-
forming results of RedeFINE using the I2R routing
metric are justified by the selection of paths formed
by FMAPs with reduced number of neighbors that
are generating or forwarding traffic. Regarding the
total amount of bits received in the GW, RedeFINE
using the I2R routing metric provides a gain up
to 7% when compared with RedeFINE using the
20
0 0.1 0.2 0.3 0.4 0.5 0.6
End-to-end delay (s)
0
0.2
0.4
0.6
0.8
1
CD
F
AODV - ETX
OLSR - ETX
RedeFINE - Airtime
RedeFINE - Euclidean dist.
RedeFINE - I2R
(a) End-to-end delay Cumulative Distribution Function
(CDF).
0 20 40 60 80 100 120
Throughput (Mbit/s)
0
0.2
0.4
0.6
0.8
1
CC
D
F
AODV - ETX
OLSR - ETX
RedeFINE - Airtime
RedeFINE - Euclidean dist.
RedeFINE - I2R
(b) Throughput Complementary Cumulative Distribution
Function (CCDF).
50 55 60 65 70 75 80 85 90 95
Throughput (Mbit/s)
0.25
0.3
0.35
0.4
0.45
0.5
En
d-
to
-e
nd
 d
el
ay
 (s
)
AODV - ETX
OLSR - ETX
RedeFINE - Airtime
RedeFINE - Euclidean dist.
RedeFINE - I2R
(c) The 25th, 50th, and 75th percentiles of both the through-
put CCDF and end-to-end delay CDF.
Figure 17: Results for throughput and end-to-end delay in
the GW. The results were obtained considering 5 FMAPs
generating traffic, and α = 1.
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Figure 18: Results for throughput and end-to-end delay in
the GW. The results were obtained considering 10 FMAPs
generating traffic, and α = 1.
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Figure 19: The 25th, 50th, and 75th percentiles of both
the throughput CCDF and delay CDF, considering different
I2R’s α values. The results consider 5 FMAPs generating
traffic.
Euclidean distance. In turn, when compared with
AODV and OLSR using the ETX routing metric,
and with RedeFINE using Airtime, the gains are
even more relevant: approximately 45%, 17%, and
28%, respectively. When 10 FMAPs are generating
traffic (cf. Fig. 18), RedeFINE using the I2R rout-
ing metric improves end-to-end delay in approxi-
mately 10% with respect to RedeFINE using the
Euclidean distance, while the gain over AODV and
OLSR using ETX is approximately 18% and 13%,
respectively. The gain in end-to-end delay of I2R
over the Airtime routing metric applied to Rede-
FINE is negligible. Regarding the total amount
of bits received in the GW, the gain of RedeFINE
using I2R over OLSR using ETX is still approx-
imately 18%, and over RedeFINE using the Eu-
clidean distance is negligible (≈ 4%). Conversely,
the gain over AODV using ETX is increased to ap-
proximately 68%, while with respect to RedeFINE
using Airtime it is approximately 31%.
The relation between aggregate throughput and
end-to-end delay for the different combinations of
protocols and routing metrics is depicted in Fig. 17c
and Fig. 18c, where the 25th, 50th, and 75th per-
centiles of both the throughput CCDF and delay
CDF are represented. Overall, the gains in end-
to-end delay and throughput of RedeFINE using
I2R are reduced when the number of transmission
FMAPs increases. The performance evaluation car-
ried out allowed to conclude that I2R selects prefer-
ably as relay nodes the FMAPs that are also sources
of traffic; for instance, in a scenario where 5 FMAPs
are generating traffic, if any of these FMAPs need
a relay to reach the GW, then I2R will give pref-
erence to any of the remaining 4 FMAPs that are
generating traffic, thus avoiding that a sixth FMAP
introduces interference in the TMFN. This effect is
faded when the number of FMAPs in the TMFN
increases.
Regarding the tunable parameter α of I2R, it
must be set to a value close to 1 for higher through-
put and lower end-to-end delay values. As α de-
creases, the performance worsens, as exacerbated
by α = 0.2, in Fig. 19. This demonstrates how the
selection of paths formed by the minimum number
of neighboring FMAPs in carrier-sense range con-
tributes to improve the performance of a TMFN,
rather than the selection based only on the Eu-
clidean distance.
8. Traffic-Aware GW Placement Algorithm
Even though users are directly affected by the
QoS and QoE provided by the access network, the
backhaul network, including the GW placement,
needs to be carefully designed in order to meet the
variable traffic demand of the access network. In
this section, a centralized traffic-aware GW Place-
ment (GWP) algorithm for the TMFN, which takes
advantage of the knowledge of the placement of the
FMAPs and offered traffic to enable communica-
tions paths with high enough capacity is presented.
8.1. Problem Formulation
In the following, the problem addressed in this
section is formulated. At time tk = k ·∆t, k ∈ N0
and ∆t ∈ R, which is defined according to the
TMFN update period imposed by the NetPlan algo-
rithm, the TMFN is represented by a directed graph
G(tk) = (V,E(tk)), where V = {0, ..., N − 1} is the
set of UAVs i positioned at Pi = (xi, yi, zi) inside a
cuboid X×Y ×Z, E(tk) ⊆ V ×V is the set of direc-
tional links between UAVs i and j at tk, i, j ∈ V ,
and (i, j) ∈ E(tk). The wireless channel between
two UAVs is modeled by the Free-space path loss
model, since a strong LoS component dominates the
links between UAVs flying dozens of meters above
the ground.
Let us assume that UAVi, i ∈ {1, ..., N − 1},
performs the role of FMAP and transmits or for-
wards from other FMAP a traffic flow of bitrate
Ti(tk) bit/s during time slot tk towards UAV0 that
performs the role of GW. In this case, we have
a tree T (V,ET ) that is a subgraph of G, where
ET ⊂ E is the set of direct links between UAVi
and UAV0. This sub-tree defines the TMFN ac-
tive topology. The flow F0,i is received at UAV0
22
from UAVi with bitrate Ri(tk) bit/s. The wireless
medium is shared and we assume that every UAVi
is in the same collision domain, including UAV0.
The Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) mechanism is employed
for Medium Access Control (MAC), which enables
transmissions only when the channel is sensed to be
idle, in order to avoid collisions of network packets.
Considering the throughput Ri(tk) as the bitrate
of the flow F0,i at time tk, and N − 1 FMAPs gen-
erating or forwarding traffic towards UAV0, we aim
at determining at any time instant tk the position
of UAV0, P0 = (x0, y0, z0), and the transmission
power PT of the UAVs, such that the aggregate
throughput, R(tk) =
∑N−1
i=1 Ri(tk) is maximized.
Our objective function is defined in (12).
maximize
PT ,(x0,y0,z0)
R(tk) =
N−1∑
i=1
Ri(tk)
subject to:
(0, i), (i, 0) ∈ E(tk), i ∈ {1, ..., N − 1}
Ti(tk) > 0, i ∈ {1, ..., N − 1}
Ri(tk) ≤ Ti(tk), i ∈ {1, ..., N − 1}
0 ≤ xi ≤ X, i ∈ {0, ..., N − 1}
0 ≤ yi ≤ Y, i ∈ {0, ..., N − 1}
0 ≤ zi ≤ Z, i ∈ {0, ..., N − 1}
(x0, y0, z0) 6= (xi, yi, zi), i ∈ {1, ..., N − 1}
(12)
8.2. Rationale
The GWP algorithm takes advantage of the cen-
tralized view of the TMFN provided by the Net-
Plan algorithm. For the sake of simplicity we omit
tk thereafter. Considering the future positions of
UAVi and the bitrate of the traffic flow F0,i, Ti,
we aim at guaranteeing that the wireless link be-
tween UAVi and UAV0 (GW) has a minimum SNR,
SNRi, which enables the usage of a MCS index,
MCSi, capable of transmitting Ti bit/s. Concep-
tually, if MCSi is ensured by the network, then
Ri ≈ Ti and Ri is maximized; this is according
to the objective function defined in (12).
The minimum SNRi required for using MCSi im-
poses a minimum received power PR0,i. Then, if
the transmission power PTi is known, we can cal-
culate the maximum distance dmaxi between UAVi
and UAV0, using the Free-space path loss model
defined in (13).
Algorithm A – GWP Algorithm
1: PT = 0 . 0 dBm Tx power
2: while true do
3: PTi = PT , i ∈ {1, ..., N − 1} . Same UAVs’ Tx
power
4: Calculate (x0, y0, z0) . System of
equations (14)
5: if (x0, y0, z0) 6=  then . i.e., (x0, y0, z0) ∈ SG
6: return PT , (x0, y0, z0) . Tx power, GW
pos.
7: else
8: PT = PT + 1 . Increase Tx power by 1 dBm
9: end if
10: end while
y = 30 m
z = 10 m
25% L
25% L
Gateway 
Placement
Subspace (SG)
75% L
75% L
x = 30 m
SNR ≈ 35 dB 
SNR ≈ 35 dB 
SNR ≈ 20 dB 
SNR ≈ 20 dB 
Figure 20: Gateway Placement Subspace (SG) in a two-
Dimensional (2D) space, which results from the intersection
of the circumferences, centered at each FMAP, with radius
equal to the maximum distance compliant with a minimum
wireless link’s SNR.
PR0,i
PTi
=
(
c
4pi × dmaxi × fi
)2
(13)
In the three-Dimensional (3D) space, dmaxi corre-
sponds to the radius of a sphere, centered at UAVi,
inside which UAV0 should be placed. Considering
N − 1 UAVs, the placement subspace for position-
ing UAV0 is defined by the intersection of the cor-
responding spheres i ∈ {1, ..., N − 1}; we refer to
this subspace as the Gateway Placement Subspace,
SG. In order to simplify the process of calculating
SG, we follow Algorithm A, which iteratively allows
obtaining the point P0 = (x0, y0, z0) for positioning
UAV0 and the transmission power PT which we as-
sume to be the same for all UAVs.
The GWP algorithm provides the same output
whether downlink or uplink traffic is considered,
since all the nodes are configured with the same
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transmission power and the wireless channel is as-
sumed to be symmetric.
8.3. Numerical Analysis
Without loss of generality, we now exemplify the
execution of Algorithm A for the simple scenario
shown in Fig. 20; the algorithm is generic and may
be applied to any traffic demand and number of
FMAPs. The scenario of Fig. 20 is composed of
4 FMAPs that are placed within a square of 30 m
sideways, hovering at 10 m altitude. The capac-
ity of the shared wireless medium is assumed to
be equal to the maximum MCS index of the IEEE
802.11ac technology, which is 780 Mbit/s, consider-
ing one spatial stream, 800 ns Guard Interval (GI),
and 160 MHz channel bandwidth (channel 50 at
5250 MHz). Since the wireless medium is shared by
four FMAPs generating traffic, and assuming a sin-
gle hop between the FMAPs and the GW (UAV0),
this results in a fair share L = 7804 = 195 Mbit/s
for the capacity of the wireless channel between
each FMAPi, i ∈ {1, 2, 3, 4}, and the GW. In the
scenario of Fig. 20, the FMAPs on the left-side
have traffic demand equal to 25% of the FMAPs’
fair share of the wireless channel capacity, and the
righ-side FMAPs have traffic demand equal to 75%
of the FMAPs’ fair share of the wireless channel
capacity. Accordingly, the FMAPs on the left-
side transmit at bitrate T1 = T2 = 0.25 × 195 ≈
49 Mbit/s, and the right-side FMAPs transmit at
bitrate T3 = T4 = 0.75× 195 ≈ 146 Mbit/s.
Taking into account the mapping between SNR,
theoretical data rate of the IEEE 802.11ac MCS in-
dexes, and the link capacity for 4 FMAPs sharing
the transmission time, from Table 4 we conclude
that the target SNR values in dB, considering a
−85 dBm noise floor power, are respectively 20 dB
for the left-side FMAPs and 35 dB for the right-
side FMAPs. Note that the rationale to calculate
the capacity of each individual link, which is pre-
sented in the third column of Table 4, results from
the fact that the average transmission time assigned
to each FMAP, as a result of the MAC protocol, is
quarter of the transmission time available in the
shared wireless channel. For two FMAPs with traf-
fic demand equal to 0.25×195 ≈ 49 Mbit/s and two
FMAPs with traffic demand equal to 0.25× 195 ≈
146 Mbit/s, this results in 390 Mbit/s as the aggre-
gate throughput. Since the shared channel provides
2 × 78 Mbit/s + 2 × 176 Mbit/s = 468 Mbit/s as
the maximum capacity, the channel will be occu-
Table 4: Extract of the mapping between SNR, data rate
of the IEEE 802.11ac MCS indexes, and the link capacity
values for 4 FMAPs sharing the transmission time [65].
SNR MCS data rate Link capacity
(dB) (Mbit/s) (Mbit/s)
12 58.5 58.5/4 ≈ 15
20 234 58.5
35 702 175.5
37 780 195
pied during 390468 ≈ 0.83 of the available transmission
time.

(x0 − 30)2 + y20 + (z0 − 10)2 ≤ 10
K + PT − 35
20
2
(x0 − 30)2 + (y0 − 30)2
+ (z0 − 10)2 ≤ 10
K + PT − 35
20
2
x20 + (y0 − 30)2 + (z0 − 10)2 ≤ 10
K + PT − 20
20

2
x20 + y
2
0 + (z0 − 10)2 ≤ 10
K + PT − 20
20

2
K = −20× log10
(
4pi
3× 108
)
− 20× log10(5250× 106)− (−85)
(14)
Solving the system of equations (14), which is
derived from (13) in logarithmic scale, we con-
clude that an optimal placement for the GW is
(x0, y0, z0) ≈ (23.3, 15.4, 3.3) for a transmission
power PT = 22 dBm. Note that PT is the fine tun-
ing parameter in the system of equations (14), so
that we can find at least a point (x0, y0, z0) ∈ SG;
otherwise, we may have a system of equations with-
out solution. PT is initially set to 0 dBm; then, it is
iteratively increased by 1 dBm until a valid solution
for the GW position is found. In (14), the carrier
frequency f being used is considered: 5250 MHz in
this article; however, our conclusions are indepen-
dent of f .
In the GWP algorithm we assume that the
overhead introduced by the UDP, IP, and MAC
packet headers is negligible; this is compliant
with emerging wireless communications technolo-
gies, such as IEEE 802.11ax, where Orthogonal
Frequency-Division Multiple Access (OFDMA) and
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Figure 21: Scenario A, in which different positions for the
GW were evaluated. Position 8 corresponds to the optimal
GW position, while position 5 corresponds to the baseline –
GW placed in the FMAPs center.
frame aggregation mechanisms improve the MAC
efficiency [66].
9. Evaluation of the GWP Algorithm
The TMFN performance achieved using the
GWP algorithm is presented in this section, includ-
ing the simulation setup, the simulation scenarios,
and the performance metrics considered.
9.1. Simulation Setup
In order to evaluate the TMFN performance
achieved with the GWP algorithm, the ns-3 sim-
ulator was used. A Network Interface Card (NIC)
was configured on each node in Ad Hoc mode, us-
ing the IEEE 802.11ac standard in channel 50, with
160 MHz channel bandwidth, and 800 ns guard in-
terval. One spatial stream was used for all wireless
links. The traffic generated was UDP Poisson for
a constant packet size of 1400 bytes, during 100 s
simulation time. The data rate was automatically
defined by the IdealWifiManager mechanism. The
Controlled Delay (CoDeL) algorithm [67], which is
a Linux-based queuing discipline that considers the
time that packets are held in the transmission queue
to discard packets, was used; it allows mitigating
the bufferbloat problem. The default parameters
of CoDeL in ns-3 were employed, including 1000
packets as queue size and 5 ms as target queue de-
lay [68].
9.2. Simulation Scenarios
In addition to the optimal GW position, which
was obtained using the GWP algorithm, other po-
sitions for the GW in the venue depicted in Fig. 20
were evaluated, in order to show the performance
GW 
x = 80 m
z = 20 m
λ1 λ2
Figure 22: Scenario B, in which 10 FMAPs were randomly
positioned in order to form two zones with different traf-
fic demand: λ1 and λ2. The baseline corresponds to the
GW placed in the FMAPs center, which is represented by a
dashed circumference.
gains obtained when using the GWP algorithm; the
seven additional positions considered are depicted
in Fig. 21 and hereafter referred to as Scenario A.
Position 1 to position 7 were defined to allow an
inter-position distance of 7.5 m; they aimed at ex-
ploring the vertical and horizontal corridors of the
venue. We define as baseline the GW placed in the
FMAPs center (i.e., three-coordinates average con-
sidering all FMAPs). Position 8 represents the op-
timal GW placement, which was derived from (14).
In order to evaluate the performance achieved
when using the GWP algorithm in a typical
crowded event, a more complex scenario, depicted
in Fig. 22 and hereafter named as Scenario B, was
also considered. It represents a TMFN composed of
10 FMAPs and 1 GW, inside a cuboid of dimensions
80 m × 80 m × 20 m. The FMAPs were randomly
positioned in order to form two zones with different
traffic demand: λ1 and λ2 bit/s. Since the GWP al-
gorithm relies on knowing in advance the positions
of the FMAPs, provided by the NetPlan algorithm
in a real-world deployment, instead of generating
the random waypoints during the ns-3 simulation
we used BonnMotion [61], which is a mobility sce-
nario generation tool. These waypoints were con-
sidered to calculate in advance the forwarding ta-
bles and the optimal GW position. We considered
as baseline the GW placed in the FMAPs center.
Finally, the forwarding tables and the GW position
along the time, as well as the generated scenarios
were imported to ns-3, with a sampling period of 1 s.
The WaypointMobilityModel model of ns-3, which
places the UAVs in the positions generated by Bon-
nMotion, was used. Two different traffic demand
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Figure 23: Scenario A - Aggregate Throughput (R) and End-to-end delay results measured in the GW. Position 8 corresponds
to our proposal for the GW position.
combinations were considered: a) λ1 = 0.1×L and
λ2 = 0.9×L; and b) λ1 = 0.25×L and λ2 = 0.75×L,
where L is the capacity of the wireless medium di-
vided by the number of FMAPs.
9.3. Performance Metrics
The performance of the GWP algorithm was
evaluated considering two performance metrics:
• Aggregate Throughput (R): The mean number
of bits received per second by the GW.
• End-to-end delay: The mean time taken by the
packets to reach the application layer of the
GW since the instant they were generated by
the FMAPs, including queuing, transmission,
and propagation delays.
9.4. Simulation Results
The results were obtained after 20 simulation
runs for each traffic demand combinations that
were considered (cf. Section 9.2), under the same
networking conditions, using RngSeed = 10 and
RngRun = {1, ..., 20}. The results are expressed
using mean values and they are represented us-
ing the CDF for the end-to-end delay and by the
CCDF for the aggregate throughput. The CCDF
F ′(x) represents the percentage of time for which
the mean aggregate throughput was higher than x,
while the CDF F (x) represents the percentage of
time for which the mean end-to-end delay was lower
than or equal to to x.
Regarding Scenario A, when the GW is placed in
the optimal position (Position 8 in Fig. 21), the ag-
gregate throughput is improved 24% for the 90th
percentile and 21% for the 50th percentile (me-
dian), with respect to the baseline (i.e., the GW
placed in the FMAPs center). In parallel, the end-
to-end delay is decreased 26% for both the 90th and
50th percentiles (cf. Fig. 23). The similar perfor-
mance results obtained for Position 2 and Position
8, which are depicted in Fig. 23, are justified by the
closer distance between these positions; note that
Position 2 was obtained by chance, while Position 8
resulted from the GWP algorithm. In order to meet
the higher traffic demand of the right-side FMAPs,
the GWP algorithm places the GW closer to them,
in order to improve the SNR of the communica-
tions links and enable the selection of higher MCS
indexes. This improves the overall TMFN perfor-
mance and the shared medium usage – the packets
are held in the transmission queues for shorter time,
the transmission delay decreases, and the through-
put increases. The difference between the traffic
demand of the FMAPs and the aggregate through-
put in the GW are justified by the action of the
auto rate mechanism, which control the MCS in-
dexes being used by the FMAPs over time, as well
as by the overhead introduced by the UDP, IP, and
MAC packet headers.
With respect to Scenario B, when λ1 and λ2
are respectively equal to 10% and 90% of L, an
optimal placement for the GW is (x0, y0, z0) ≈
(6.2, 31.0, 8.8) for a transmission power PT =
26 dBm; this allows to improve the aggregate
throughput up to 27%, considering the 90th and
50th percentiles, while the end-to-end delay is re-
duced up to 4% (cf. Fig. 24). When λ1 and λ2 are
respectively equal to 25% and 75% of the channel
capacity, the GWP algorithm defines (x0, y0, z0) ≈
(9.0, 31.1, 2.8) as the optimal GW placement for
transmission power PT = 24 dBm. This allows to
improve the aggregate throughput in 18% with re-
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Figure 24: Scenario B - Aggregate Throughput (R) and End-to-end delay results measured in the GW for λ1 and λ2 equal to
10% and 90% of the channel capacity, respectively.
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Figure 25: Scenario B - Aggregate Throughput (R) and End-to-end delay results measured in the GW for λ1 and λ2 equal to
25% and 75% of the channel capacity, respectively.
spect to the 90th percentile and 19% for the 50th
percentile, while the end-to-end delay is reduced
12% for the 90th percentile and 8% for the 50th
percentile (cf. Fig. 25). These results validate the
effectiveness of the GWP algorithm and corrobo-
rate our research hypothesis: the TMFN perfor-
mance can be improved by dynamically adjusting
the position of the GW, considering both the posi-
tions and the offered traffic of the FMAPs.
10. Conclusions
This article proposed an integrated solution to
control the Traffic-Aware Multi-Tier Flying Net-
works (TMFN). The synergy created from the com-
bination of the NetPlan algorithm, the RedeFINE
routing solution and the GWP algorithm allows the
TMFN to seamlessly update its topology accord-
ing to the users’ traffic demand and minimizing the
disruption caused by the movement of the UAVs.
Therefore, this solution enables the TMFN to be
used as an on-demand network, which is able to
provide an improved QoS to the users, even in sce-
narios with a high-density of users and variable traf-
fic demand.
Even though the three components were designed
to be used simultaneously, they were evaluated in-
dividually, in order to obtain results that were not
affected by the remaining components. The results
obtained showed that each component was able to
improve the QoS provided to the users, when com-
pared to baselines and state of the art counter-
parts in the scenarios tested in this article. Also,
the experimental results of NetPlan demonstrated
the gains obtained by means of simulation. Fur-
thermore, the evaluation of the air-to-ground and
ground-to-air channel propagation models for low
altitudes demonstrated that both channels are best
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modeled by the Friis path loss with Rician fast-
fading, which corresponds to the theoretical studies
proposed in the literature. Moreover, the asymme-
try between the air-to-ground and the ground-to-air
channels was also confirmed.
As future work, we plan to develop a prototype of
the proposed solution with the NetPlan algorithm,
the RedeFINE routing solution and the GWP al-
gorithm fully integrated. Moreover, the RedeFINE
solution can be improved by considering the posi-
tions of the gateway UAVs determined by GWP in
addition to the FMAPs. Finally, we plan to evalu-
ate the performance of the prototype by means of
simulation and experimental scenarios.
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