The Flower Pollination Algorithm (FPA) a recently introduced bio-inspired algorithm based on the natural process of pollination of flowers. FPA has quickly drawn the attention of the research community due to its nature of both exploitation and exploration. In this paper we have introduced a novel variation in its mutation operation by linearly varying the value of its proximate probability parameter. We have evaluated the proposed algorithm on a number of benchmark problems and the experimental results are compared with the basic FPA. The empirical study indicates that the proposed FPA with variable exploration rate has better optimization performance than the basic FPA algorithm on most of the benchmark functions.
INTRODUCTION
To find out the optimum solution of different optimization problems, nature inspired algorithms have been applied sincelast few decades. The algorithms which are inspired from biological system such as pollination system, reproduction system, swarm behavior based system and many more are being used to minimize and maximize many optimization problems through exploitation and exploration. Some examples such systems are -Artificial Bee Colony (ABC) which was based on the intelligent foraging behavior of honey bee swarm [1], Cuckoo Search Algorithm (CSA) that is inspired by the obligate brood parasitism of some cuckoo species [2] and BAT algorithm based on the echolocation behavior of micro bats [3] . All these algorithms have produced better performance on wide range of applications such as mathematical problems, e.g., image processing, Data mining, Clustering, Single Integration, finding Eigenvalue and Eigenvector, Set covering problems, and so on [3] - [9] .
Flower Pollination Algorithm (FPA) is a recently introduced bio inspired algorithm that is popular for its outstanding performance on both global and local search space [4] . FPA has become one of the most popular bio-inspired algorithms which has been used to solve many challenging optimization problems. It is observed in nature on the pollination system of flowering plants. Due to its nature of exploitation and exploration, it has been a popular algorithm and has opened a new research era in optimization problems. In comparison to other swarm intelligence algorithms, FPA got the attention from last few years due to its excellent performance with nonlinearity and multimodality of the objective functions. The main advantage of FPA is that it explores and exploits the search space to locate the neighborhood of the globally optimum solution.
In this paper we have proposed a new algorithm based on the core idea of flower pollination algorithm. In the following section II, We have briefly described the FPA algorithm, followed by some existing variants of FPA in section III. Then we have utilized one of its parameters to establish our new algorithm in section IV. We have evaluated the new algorithm using a set of benchmark test functions, which has been used widely in the literature [10] - [12] in the following section V. After that, we will analyzed the result and drawn a few conclusions from the experiments.
FLOWER POLLINATION ALGORITHM (FPA)
The Flower pollination system shows remarkable adaptive and co-ordination skill. Flowering plants have been found very influential in the theory of evolution. The main purpose of flower pollination is reproduction of plants. Flower pollination generally occurs with the transfer of pollens from one flower to others. Insects, birds, air etc mediums are responsible for the transference of pollens. Such mediums are known as pollinators. Even some flowers and pollinators have special relationship which is known as flower-pollinator partnership. For example, some insects get attracted to some special flowers and thus those pollinators cause pollination of that specific flower species.
Pollination process can be divided into two different categories -self-pollination and cross pollination. Cross pollination occurs from pollen of a flower of a different plant, while self-pollination is the fertilization within one flower. Again, pollination process can be divided into two different process based on the pollinators -Biotic pollination and Abiotic pollination. Biotic pollination is basically cross-pollination occurring over long distance, pollens are being transferred by insects, birds, bees etc. This type of pollination is known as global pollination. This long distance can be simulated by using the Lévyfight behavior. In contrast, the local pollination process that is abiotic with the flower constancy can be simulated using a different mutation formula, as shown in Figure 1 . The overall process of flower pollination can be summarized into the following four basic steps [4] .
Step-1: Biotic and cross-pollination is considered as the global pollination process with pollen carrying pollinators performing Lévyflights.
Step-2: Abiotic and self-pollination are considered as local pollination.
Step-3: Flower constancy can be considered by making the reproduction probability to be proportional to the similarity of two flowers involved.
Step-4: Local pollination and global pollination is controlled by a switch probability p∈ [0, 1].Due to the physical proximity and other factors such as wind, local pollination can have a significant fraction p in the overall pollination activities.
From the above discussion we can say that the flower pollination algorithm is based on two key steps: global pollination and local pollination. In global pollination, pollens transfer to long distance by insects, birds and bees. Maximum flower pollination procedures perform both local and global pollination. In step 4 the switch probability or proximate probability p=0.8 explores the search space and works better in many existing problems [4] .
EXISTING VARIANTS AND APPLICATION OF FPA
FPA has been extended to solve many high dimensional and multi-objective problems. For example, the multi-objective FPA (MOFPA) algorithm adds the weighted sum to integrate multi objects into a single one [5] . To improve the speed of annealing, combining with the flower pollination algorithm, an improved simulated annealing algorithm (FPSA) has been proposed in [6] . Another hybrid algorithm, the hybrid FPA with particle swarm optimization (FP-PSO) is used to solve many constrained optimization problems [7] . The FPA with the chaotic Harmony Search (FP-CHS) has improved the search performance and is used to solve Sudoku problems [8] .
FPA has opened a new era in research field due to its exploitation and exploration nature. It produces better results in many unimodal and multimodal functions. The proposed variation -FPA-LVE produces a range of results where the search space is exploited and explored by varying the proximate probability p linearly..
PROPOSED ALGORITHM: FPAWITHLINEARLY VARYING EXPLORATION (FPA-LVE)
The performance of FPA significantly depends on the parameter p [0,1], which is responsible for local vs. global pollination. As mentioned earlier in the algorithm of FPA, the global pollination cause large steps to be taken in the search space with the Lévy distribution. Exploitation or exploration depends on the values of the proximate probability p.
FPA follows two types of mutation process -exploration and exploitation. With the Lévy fight behavior, it explores the search spaces and this is controlled by the parameter L which is known as the strength of the pollination, and has been addressed as the step size in [4] . Through the larger step sizes it explores the search space and tries to find out the neighborhood of the fittest value g * . The value is L should be in [0, 1], as suggested in [4] .
In every swarm intelligence based search and optimization algorithm, it is important to explore the search space in order to escape the locally minimal points. As the global optimum is unknown, the proposed algorithm FPA-LVE performs both exploitation and exploration in the search space by varying the proximate probability p linearly. Small values of p decrease explorations (i.e., increase exploitations) by reducing the probability of larger Lévy jumps (Fig. 1) , while larger values of p increase explorations by inducing more Lévy jumps. However, some degree of control is necessary to limit the values of p within some range in order to avoid complete domination by exploitation or exploration. This is why we have restricted extreme values of p (e.g., 0 or 1) by always limiting p within [0.2, 0.8].
In our experiments, we have initialized the value of the proximate probability p to 0.5 and employed it on the benchmark functions to collect the result of the basic FPA algorithm. FPA-LIE) .The minimum value (0.2) of p exploits the search area and gives good result especially in some of the unimodal functions. Gradually, we varied the value of p linearly, and collect results for each value of p, until we reach the value of 0.8 for which we get good values for some of the functions. However, the best performance of FPA-LVE is found with p = 0.6, followed by p = 0.5, which indicates that somewhat 'balance' between explorations and exploitations is overall most suitable for most of the functions. With the variation of the proximate probability value p, the degree of exploration of FPA is varied, and performance is varied significantly to produce good result for many unimodal and multimodal functions, which indicates that FPA with high explorative characteristics may perform better than the basic FPA in many situations. This experiment also reveals the exploitative and explorative requirements of the different unimodal and multimodal functions.
EXPERIMENTAL STUDIES
The experiment is conducted on a standard benchmark function set consisting of 15 functions of varying complexity. TABLE I presents a brief overview on the functions, their characteristics, dimensions and global minimum values.
Both FPA and the proposed FPA-LVE are executed using the same parameter values -iteration number N = 5000, the population size = 20, the dimensionality D = 30, initial p = 0.2. FPA-LVE gradually increases p up to 0.8. The initial population is generated randomly within the search space, as shown in Table I .
Unimodal Functions:
Among the 15 benchmark functions the first eight functions ƒ 1 -ƒ 8 are unimodal functions where ƒ 1, ƒ 2, ƒ 3 are unimodal separable functions and ƒ 4 -ƒ 8 are unimodal non-separable functions. Among these eight unimodal functions ƒ 1 and ƒ 8 functions obtain their optimum values in Basic FPA and FPA-LIE, which is shown in TABLE II and Figure 2 . Both the algorithms perform similarly on the Rosenbrock Function (ƒ 4 ). It is difficult to find its global minimum due to its long parabolic slope and flat valley. Function ƒ 6 (BentCigar) produces better result with proximate probability p = 0.5 due to its smooth and narrow ridge. The function ƒ 7 (Discuss) also gives comparatively better performance with Basic FPA due to its one sensitive direction. On the otherhand ƒ 2 (Quartic) and ƒ 5 (Schwefel 1.2) functions perform better in FPA-LIE. The Quartic function f 2 is highly explorative as it has the same infinite limit when the argument goes to the positive or negative infinite. So to find out its global optimum, it requires high degree of exploration, and FPA-LIE performs best on this function because it employs linearly increasing exploration during its execution.
Multimodal Functions:
Multimodal functions (both separable and non-separable) are often considered the most challenging to optimize. From Table I , ƒ 9 -ƒ 15 are the multimodal functions among them ƒ 11 and ƒ 15 are multimodal separable functions and the rest are multimodal non-separable functions. Multimodal functions have exponentially many locally minimal points and hence require more explorations to reach to the global optimum solution. Table II shows that ƒ 9 , ƒ 11 , ƒ 13 are moderate exploration demanding functions. On the other hand ƒ 10 performs almost similar in Basic FPA, FPA-LDE and FPA-LIE. The function ƒ 15 (Schwefel 2.26) is highly exploitative, and hence the proximate probability 0.2 produces best performance [12] . For this function, the number of local optima is huge and the second best local optimum is far from the global optimum, so it produces better result at p = 0.6 and then reached the final result by fine tuning using p = 0.2, which is quite far from the previous value. As the number of locally minimal points is huge, it requires high exploration first, followed by exploitation to pinpoint the global minimum. We can summarize our overall observation using the following points.
1. Through varying the proximate probability p, different types of behaviors have been observed, such as Exploitation demanding, Exploration demanding, Exploitation and Exploration independent and moderate Explorative and Exploitative functions.
2. FPA with highest proximate probability value (0.7-0.8) helps to escape strong local minima and achieve globally optimum solution for explorative demanding functions.
3. FPA with lowest proximate probability value (0.2-0.3) helps exploitation demanding functions to obtain their global minimum where the number of locally minimal points is large. 
CONCLUSION
This paper introduces a new modified variant of the basic FPA algorithm, which is varying one of its parameter linearly to affect the degree of exploitation and exploration. This algorithm is evaluated on a benchmark suite consisting of 15 functions, including both unimodal and multimodal, separable and non-separable functions. This overall comparison shows that FPA, with varying its exploitation and exploration characteristics, can perform better on many highly exploration and exploitation demanding functions. By varying the proximate probability p from 0.2 to 0.8, different behavior patterns of the functions have been observed. There might have many scope to improve this algorithm as it is initially a simple strategy based on the FPA algorithm. Some of the functions like the Rosenbrock, Griewank and Schwefel 2.26 show flat and semi-flat optimization behavior during the runtime, indicating that the algorithm is getting stuck around the locally optimal points failing to explore the search space sufficiently. A simple hill climbing phase can be added after 
