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Resumen
No existe, en la actualidad, un teorema general sobre la existencia y la unicidad
de las soluciones de la ecuacio´n de Navier-Stokes, la cual describe el flujo de un fluido
viscoso e incompresible. E´ste es un problema abierto a nivel internacional, llamado
el Problema del Premio del Milenio, por el cual el Instituto Clay de Francia esta´
ofreciendo 1 millo´n de do´lares, desde mayo de 2000.
Nuestro propo´sito, con el presente art´ıculo, es presentar una revisio´n breve sobre
los aspectos ma´s importantes de la evolucio´n y estado actual del problema.
Nuestro aporte es la descripcio´n anal´ıtica de la turbulencia, completamente desa-
rrollada, a trave´s de las tasas de la resolucio´n y de los rasgos de procesos multifractal,
como una coleccio´n de procesos de Cantor generalizados. Presentamos cuatro modelos
para la distribucio´n de las variaciones de la velocidad; el primero lo basamos en los
tiempos de vida y funciones de riesgo para la interaccio´n entre los vo´rtices y su poste-
rior fragmentacio´n en vo´rtices cada vez ma´s pequen˜os y ma´s numerosos; el segundo,
se basa en las pruebas de Bernoulli potenciadas, y encontramos el nu´mero de rasgos,
el espectro y la funcio´n de estructura. Encontramos la relacio´n de los para´metros de
forma con la dimensio´n caja del ma´ximo del espectro; como tambie´n, con las dimen-
siones locales. Y, describimos cuantitativamente el a´rbol asociado.
Las tasas mencionadas nos sirven de soporte, no so´lo, para la descripcio´n de
un modelo tridimensional de turbulencia intermitente, que generaliza el resultado
paradigma´tico de Kolmogorov; sino adema´s, la energ´ıa transferida en cada etapa del
proceso de fractalizacio´n; como tambie´n, el nu´mero de los exponentes caracter´ısticos,
el cual produce una cota superior para la dimensio´n de Hausdorff del conjunto de
singularidades de las soluciones.
Palabras clave: Navier-Stokes, turbulencia, intermitencia, multifractales, gradientes de
velocidad.
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Abstract
There is currently no general theorem on the existence and unicity of solutions to
the Navier-Stokes equation, which describes the flow of a viscous and incompressible
fluid. This is an open problem at the international level, known as the millennium
prize problem, for which the Clay Institute of France is offering one million dollars
since may 2000.
The purpose of this article is to present a brief revision of the most important
aspects of the evolution and current status of the problem. Our contribution is the
analytical description of turbulence, fully developed, through the resolution rates and
the features of multifractal processes, as a collection of generalized Cantor processes.
We present four models for the distribution of velocity variations. The first one is
based on the life times and risk functions for the interaction between the vortices and
their later fragmentation in ever smaller and more numerous vortices. The second
one is based on potentiated Bernoulli tests, and we found the number of features,
the spectrum, and the structure function. We found the relationship of the shape
parameters with the box dimension of the maximum spectrum as well as with the
local dimensions and we described qualitatively the associated tree.
The above-mentioned rates serve as support, not only for the description of a
three-dimensional model of intermittent turbulence that generalizes the Kolmogorov
paradigmatic result, but also for the energy transferred in each stage of the fractal-
ization process, and also for the number of characteristic exponents, which produces
a higher level for Hausdorff’s dimension of the set of singularities of the solution.
Keywords: Navier-Stokes, turbulence, intermittency, multifractals, velocity gradients.
Mathematics Subject Classification: 76F55, 60G18, 60G70.
1 Introduccio´n
Como es ampliamente conocido, la ecuacio´n de Navier-Stokes surge de aplicar la segunda
ley de Newton, o ley de la fuerza, a un elemento de masa sometido a las interacciones de
las fuerzas de esfuerzos, en la que participa la presio´n; y a las fuerzas de cuerpo, entre las
que se encuentran la friccio´n y la gravedad; junto con la condicio´n de la conservacio´n de
la masa, que debido a la caracter´ıstica de la incompresibilidad del fluido, se convierte en
la ausencia de divergencia; y en donde, adema´s, se debe agregar la condicio´n inicial para
la velocidad del fluido.
Se sabe que, en tres dimensiones, cuando la velocidad inicial es condicionalmente
pequen˜a, existen una funcio´n regular para la presio´n, y funciones regulares para las tres
componentes de la velocidad que satisfacen las condiciones requeridas, especificadas por la
ecuacio´n diferencial, la conservacio´n de la masa, la condicio´n inicial, y la energ´ıa cine´tica
acotada; siendo las componentes de la velocidad y la presio´n regulares de todo orden,
(1934). Estos resultados sirven de base para construir los distintos me´todos nume´ricos
que permiten obtener las aproximaciones a las soluciones de la ecuacio´n de Navier-Stokes.
Sin embargo, cuando no se somete la condicio´n inicial a aquella restriccio´n de pequen˜ez,
puede surgir un instante de tiempo para el cual la solucio´n deja de tener la energ´ıa cine´tica
acotada y se dice que la solucio´n explota en un tiempo finito.
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Como es usual en matema´ticas, es apropiado crear un concepto de´bil, que permita
hacer el ana´lisis de las condiciones en forma ma´s sencilla, para luego obtener un camino de
tra´nsito del concepto de´bil al fuerte. Con esta visio´n, el problema ha sido abordado desde
el a´ngulo de las soluciones de´biles. Se sabe que las ecuaciones de conservacio´n generan
soluciones discontinuas como los del problema de Riemann, por lo cual E. Hopf introdujo
las soluciones de´biles, y Peter Lax prosiguio´ su desarrollo ulterior, [11], [12]. Para definir
las soluciones de´biles se concibe a la ecuacio´n diferencial como una funcional, compuesta
de te´rminos que tambie´n son funcionales. Se las evalu´a en las funciones de prueba; la
integracio´n por partes de Leibniz, o el teorema de Green, traspasan las derivadas parciales
desde las variables de campo a las funciones de prueba, las que se asumen diferenciables de
todos los ordenes. Se dice entonces que se cuenta con la formulacio´n de´bil, o variacional,
de la ecuacio´n diferencial.
Una estrategia global de la solucio´n del problema abierto, mencionado en el resumen,
consiste en construir una solucio´n de´bil y luego la tarea se concentra en el intento de
demostrar que cada solucio´n de´bil de la ecuacio´n de Navier-Stokes, es regular.
Se demuestra la existencia de soluciones de´biles que cumplen con las condiciones re-
queridas; lo que puede alcanzarse, al estructurar un proceso de Galerkin, que conduce a un
sistema de ecuaciones diferenciales ordinarias, pero au´n cuando, subsiste la presencia de la
caracter´ıstica no lineal que induce la forma trilineal del te´rmino convectivo, la dificultad
se supera buscando las condiciones para extraer una subsucesio´n que permanezca en un
dominio acotado fijo y que posibilite transformar la convergencia de´bil en fuerte, hac´ıa la
solucio´n buscada, apelando a un criterio de compacidad. Para el caso bidimensional el
resultado se refuerza au´n ma´s, alcanza´ndose la unicidad de la solucio´n de´bil, (1959).
No se conoce un resultado sobre la unicidad de las soluciones de´biles; en el mismo
contexto espacial en donde se garantiza su existencia; pero s´ı se tiene esta unicidad, aunque
para un a´mbito espacial ma´s reducido, (1969). En general si se exige un incremento en la
regularidad de la solucio´n, puede mejorarse el resultado sobre la unicidad.
En particular, para las ecuaciones de Euler, es decir, sin viscosidad, esta´ demostrado
que no se cuenta con la unicidad; que por lo dema´s, es lo frecuente en el marco de las
soluciones de´biles; por ejemplo, para una ecuacio´n de conservacio´n, se obtiene la unicidad
para las soluciones de´biles, introduciendo una condicio´n adicional que se sustenta en su
significado f´ısico y que se conoce como condicio´n de entrop´ıa, [22].
En nuestro caso, las razones f´ısicas se expresan sen˜alando que las derivadas de la
condicio´n inicial deben satisfacer un crecimiento condicionado, en tanto que la energ´ıa
cine´tica acumulada se mantenga acotada, a lo largo de todos los instantes del proceso
evolutivo, (ecs. (2), (3)).
Scheffer, que inicia el estudio de la teor´ıa de la regularidad parcial, se mueve en otra
direccio´n respecto de esta misma regularidad, y establece en 1977, que las soluciones de
la ecuacio´n de Navier-Stokes son continuas excepto en un conjunto cerrado, el conjunto
singular, cuya dimensio´n de Hausdorff no excede el valor 2. Caffarelli et al. (1982), y luego
Lin (1998), refuerzan y ampl´ıan ese resultado obteniendo que la dimensio´n de Hausdorff
parabo´lica del conjunto singular no supera el valor de 5/3. Pero este resultado au´n no
cancela la estrategia planteada de demostrar que cada solucio´n de´bil es regular, [21].
Con abundante frecuencia los flujos en la naturaleza y la industria son turbulentos,
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[18], por lo que surge la necesidad de considerar la ecuacio´n diferencial de la evolucio´n de
los vo´rtices. E´sta se desarrolla desde las valiosas observaciones, anotaciones y dibujos de
Leonardo Da Vinci acerca de los vo´rtices, que figuran en la recopilacio´n conocida como el
Arconati, [13]; pasando por la propuesta de Boussinesq de 1877, y de Reynolds de 1894,
[5]; hasta los resultados de Kolmogo´rov sobre el espectro de energ´ıa de la turbulencia,
de 1941; quien encontro´ el valor de la potencia 5/3 a trave´s del ana´lisis dimensional, y
que en la actualidad se obtiene por el teorema Pi de Buckingham, y cuenta con amplia
verificacio´n tanto experimental como nume´rica, [18], [4].
En este art´ıculo, primero destacamos la ecuacio´n de Navier-Stokes junto con sus condi-
ciones limitantes, (ecs (1), (2), (3)), y enunciamos el problema abierto citado. Al final de
la seccio´n, llegamos a la parte hermı´tica del operador de evolucio´n, en donde se destaca
la tasa de disipacio´n de la energ´ıa por unidad de masa. En la seccio´n (3), revisamos la
construccio´n de medidas multifractales. La medida micro y su soporte. Vemos los cam-
bios de escala en la ecuacio´n de Navier-Stokes. Proponemos los coeficientes de la ecuacio´n
Fokker-Planck para obtener la densidad de probabilidad y su interpretacio´n, lo que nos
produce el nu´mero de rasgos, de lo cual se hallan el espectro, las dimensiones locales y la
funcio´n de estructura. Se obtiene la relacio´n entre el para´metro de forma y la dimensio´n
del soporte de la medida. Aproximamos la densidad de la distribucio´n multifractal por
una gaussiana y una Le´vy. Encontramos el modelo multifractal basado en los procesos
potenciados de Bernoulli y en el modelo paramagne´tico de Curie. Describimos el a´rbol
o cascada energe´tica para hallar el espectro de energ´ıa en su expresio´n multifractal, por
lo que emerge la distribucio´n Beta y sus dos para´metros de forma dependientes de los
ı´ndices de dimensiones y Le´vy; y su transformada de Laplace, con su forma acampanada.
El sistema de Pearson nos presenta otra forma de superar la distribucio´n gaussiana y
modelar las pequen˜as escalas; con lo que obtenemos nuevamente la distribucio´n Beta, con
para´metros de forma que se determinan de la asimetr´ıa y la curtosis, los que a su vez
dependen de los dos ı´ndices: dimensiones y Le´vy. Las distribuciones de los gradientes
de velocidad las podemos determinar partiendo del soporte de la gaussiana y su cercan´ıa
con la multifractal. En las u´ltimas secciones, enunciamos las conclusiones y sen˜alamos las
referencias ba´sicas citadas.
Parte I: Problema abierto y modelo de extremos
2 Ecuaciones de movimiento
La ecuacio´n de Navier-Stokes es una ecuacio´n de evolucio´n que describe la velocidad de
flujo de un fluido viscoso e incompresible, en un espacio de divergencia nula que expresa
la conservacio´n de la masa bajo la condicio´n de incompresibilidad del fluido; y que parte
de un estado inicial. Se denota por: ν > 0 la viscosidad cinema´tica, p la presio´n, ρ la
densidad del fluido, ∆ el operador de Laplace, ∇ el operador gradiente, x el vector espacial
de posiciones y t el tiempo; la ecuacio´n es:
∂
∂tu+ (u · ∇)u = ν∆u− gradpρ + f , ∇ · u = 0, u (x, 0) = u0 (x) . (1)
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A la condicio´n inicial y a las fuerzas se agregan la condicio´n de su comportamiento en el
horizonte lejano, x → ∞; siendo arbitrarios los ordenes de las derivadas, expresados por
el multi´ındice α y por m; lo mismo que exponente s > 0,
|∂αxu0 (x)| ≤ Cαs(1+|x|)s , |∂αx ∂mt f (x, t)| ≤ Cαms(1+|x|+t)s , (2)
Para cualquier instante t ≥ 0, y C una constante, la solucio´n es f´ısicamente admisible si
satisface la condicio´n de energ´ıa acotada y la regularidad de todo orden, tanto para la
presio´n como para la velocidad del flujo:∫
Rn
|u (x, t)|2 dx < C, p,u ∈ C∞ (Rn, [0,∞)) , t ≥ 0.
(3)
El problema mencionado se plantea de la forma siguiente: para la fuerza f = 0 y la
velocidad inicial u0 que satisfaga (2), demostrar la existencia de una pareja (u, p), de
la velocidad de flujo y presio´n, suficientemente regulares, que satisfagan la ecuacio´n de
Navier-Stokes y las condiciones expresadas en (1), (3); [7].
Las aproximaciones a las soluciones de la ecuacio´n de Navier-Stokes se obtienen por
el me´todo de las diferencias finitas o del elemento finito para discretizar las variables
espaciales. Se trata de esquemas que produzcan en su forma variacional, una forma bilineal
continua y coerciva, que permita aplicar el teorema de la proyeccio´n para garantizar la
existencia y unicidad de la solucio´n en su forma variacional. Tambie´n existen me´todos
del paso fraccional y el de la compresibilidad artificial. Para la parte temporal se conocen
diversos esquemas, como el que trata lo lineal en forma impl´ıcita en tanto lo no-lineal de
manera expl´ıcita, o bien el Crack-Nikolson, etc., [24].
La ecuacio´n de Navier-Stokes se reformula como la ecuacio´n de evolucio´n de los vo´rtices,
que describe el movimiento local de un fluido como una composicio´n de: una traslacio´n
r´ıgida, una rotacio´n r´ıgida y una deformacio´n; siendo el vector de rotacio´n, la vorticidad.
La ecuacio´n de evolucio´n para los vo´rtices es:
∂
∂tξ + (u ·∇) ξ = 1R∆ξ + (ξ · ∇)u, ξ = curlu, divu = 0. (4)
como se observa en (4), este flujo es difusivo, as´ı que tambie´n transporta momentum como
la viscosidad; sin embargo, tiene la propiedad de ser ma´s intenso que la difusio´n molecular.
El re´gimen de escala es otra de las caracter´ısticas ma´s destacadas para este tipo de flujo,
como lo es tambie´n, su cara´cter disipativo.
La ecuacio´n de Navier-Stokes sujeta a una condicio´n inicial puede describirse tambie´n a
partir de la evolucio´n de un vector tangente, dada por la accio´n de un operador de evolucio´n
ligado al flujo u, sobre el mismo vector tangente; la parte hermı´tica del operador se denota
por H y se expresa en la ecuacio´n (5):
H = ν∆− w (x) , w2 (x) = DT−12νDT ε (x) ,
ε (x) = ν2
∑
ij
(
∂
∂xj
ui + ∂∂xiuj
)2
; (5)
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en donde ν es la viscosidad cinema´tica; ∆ es el operador de Laplace; w2 es proporcional a
la tasa de disipacio´n de la energ´ıa, por unidad de masa del flujo u, y que es denotada por
ε; y DT es la dimensio´n topolo´gica del espacio. En especial, interesa conocer la evolucio´n
en el futuro remoto, de la distancia entre dos condiciones iniciales que comienzan siendo
cercanas. La estimacio´n de la velocidad de este crecimiento se conoce como exponente
caracter´ıstico; [14].
3 El proceso fractal
La turbulencia la describimos a trave´s de una multiestructura. Para la estructura multi-
nivel, se trata de definir, apropiadamente, una medida micro, reiterarla y conectarla con
la medida macro. Lo que conduce a tres relaciones de potencia: una, entre la funcio´n
de particio´n y la base de la resolucio´n, potencia conocida como funcio´n de estructura;
otra, entre los rasgos y la resolucio´n, siendo la potencia, el espectro multifractal, similar
a la relacio´n entre rasgos y resolucio´n en un fractal autosimilar; y una tercera, entre la
micromedida y la base de la resolucio´n, en donde la potencia es la dimensio´n local o
el orden de la singularidad. Pero adema´s, la funcio´n de estructura se convierte, con la
transformada de Legendre, en el espectro multifractal. En especial, para los procesos
potenciados de Bernoulli, y el modelo paramagne´tico, veremos que la funcio´n de particio´n
determina la estructura.
Por una parte, para la medida multifractal en el nivel microsco´pico, consideramos
la medida µ, soportada por un conjunto autosimilar. Se conforma una malla con una
coleccio´n de cubos (Ck)k de lado l0h, que intersectan el soporte de la medida µ; a h, la
denominamos la resolucio´n, con 0 < h < 1, y a l0, en ocasiones, la podemos tomar de valor
unitario. Para una funcio´n de la posicio´n, como lo es la velocidad, se define la medida por
la norma o magnitud de sus variaciones en un desplazamiento arbitrariamente pequen˜o
l0h.
Se entiende como los rasgos, al nu´mero de cubos en donde la medida micro sea del
orden de α, cuando h sea pequen˜a o como los α-iso-cubos, [6].
La ley de escalamiento queda definida por la particularidad de que los rasgos Nh(α)
son del orden de f(α), y por tanto, obedecen una ley de potencia, cuando la resolucio´n se
aproxima a cero.
Por el proceso de escalamiento, se pasa del nivel micro, al meso, y luego al macrosco´pico.
Se define la funcio´n de particio´n por los momentos de orden arbitrario s. Se obtiene, en-
tonces, una relacio´n de potencia para la funcio´n de particio´n, la cual se escala como la
funcio´n de estructura.
Las dos leyes de escala esta´n relacionadas, porque la funcio´n de estructura, τ(s), es la
transformada de Legendre del espectro multifractal, f(α); y se tiene:
τ (s) = sup
α¯≥0
{f (α¯)− sα¯} , τ (s) = f (α (s))− sα (s) . (6)
En los fractales autosimilares, el nu´mero de rasgos crece como una potencia de la resolu-
cio´n. Se aplica el proceso de Cantor generalizado, se discretiza, y se obtiene la medida, que
depende del ı´ndice de dimensiones β, con µβ (r) =
1
Γ(β)r
β−1, y hn = r/n, Nh (β) = h−β,
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0 < β < 1, β = Df/DT . O visto desde lo general, un fractal autosimilar tiene un espectro
que se reduce a un punto: el punto fijo, o la dimensio´n de informacio´n, o el orden de la
sinngularidad; y que es, adema´s, el cero absoluto del modelo termodina´mico.
Para la segunda parte de la multiestructura, la turbulencia se describe por un a´rbol o
proceso de cascada energe´tica en el espacio tridimensional. Como a´rbol fractal energe´tico,
sus tallos ma´s grandes representen los vo´rtices de mayor taman˜o, que debido a sus inter-
acciones mutuas, se subdividen en ramas cada vez ma´s pequen˜as; cuyo nu´mero representa
la magnitud aleatoria de sus descendientes; y cuyas longitudes representan la magnitud
aleatoria de sus tiempos de existencia, de tal suerte que se describan procesos de caminos
aleatorios ramificados, y los cambios de escala se obtienen de la ecuacio´n de Navier-Stokes,
[19], [15], [16].
En e´sta, la caracter´ıstica dina´mica de los cambios de escala se determina por la in-
varianza del nu´mero de Reynolds. Este nu´mero aporta el ı´ndice de importancia entre la
unidad de fuerza inercial y la unidad de fuerza viscosa: Re = vl0/ν. La micromedida
la definimos por las variaciones de la velocidad, la cual nos dice que cuando la posicio´n
cambia aritme´ticamente en la cantidad l0h, la velocidad lo hace en forma geome´trica, con
la potencia α, el orden de la singularidad o dimensio´n local,
∆hl0v = v0h
α, 0 < h < 1, 0 < α ≤ 1/3.
Cuando la resolucio´n se cambia por cierto factor, se garantiza la invarianza del nu´mero de
Reynolds bajo los cambios de escala, si la viscosidad se escala por 1 + α. En tanto, para
la disipacio´n de la energ´ıa se escala por 3α− 1. Se concluye que la viscosidad establece el
patro´n de los cambios de escala, [2]. La velocidad v0 se tomara´ del modelo de Kolmogorov:
v0 = (εl0)
1/3, en donde ε representa la tasa de transferencia de la energ´ıa cine´tica y l0 es
la longitud de mezcla de Prandtl.
Para la tercera parte de la multiestructura, la ecuacio´n de Fokker-Planck, consider-
amos el espacio muestral de los eventos elementales junto con la malla de cubos, que nos
sirven de base para generar la sigma a´lgebra de sus conjuntos medibles que intersecten el
soporte de la micro medida. La medida en este espacio muestral es la de Gibbs, νk(α) (s).
El espacio fa´sico sera´ el espacio euclidiano con sus borelianos. La variable aleatoria de
las variaciones de la velocidad es una funcio´n entre el espacio muestral y el fa´sico, con
preima´genes medibles a trave´s de la medida de Gibbs. As´ı que, ahora, el espacio fa´sico
se hace tambie´n un espacio de probabilidad. Definimos el proceso estoca´stico indexando
la variable aleatoria de las variaciones de la velocidad. La probabilidad de paso se define
por la medida de Gibbs condicionada, a que el proceso se inicie en cierto punto espacio-
temporal y llegue a cierto boreliano-temporal. El proceso es homoge´neo con respecto
al instante considerado como inicial, por lo que e´ste se toma como cero, y entonces, la
probabilidad de paso depende del lapso de tiempo que emplea el proceso en llegar al bore-
liano alrededor de x; dependiendo tambie´n de la posicio´n inicial y la coleccio´n de cubos.
La probabilidad de paso respecto del boreliano es una medida por lo que puede hacerse
integracio´n con respecto a esta probabilidad de paso y se debe cumplir la condicio´n de
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Chapman-Kolmogorov fraccional,
ρ (t, x | x0, t0) =
∫
X
ρ (t, x | x¯, t¯) ρ (t¯, x¯ | x0, t0) dµβ (x¯) . (7)
Pero adema´s, los coeficientes de memoria de este proceso se definen por
D(n) (x, t) = lim
∆t→0
∫
X
ρ (x¯, t+∆t | x, t) dµβ (x¯)
1
n!
(
x¯β − xβ)n
∆t
. (8)
En particular, interesan los coeficientes de memoria de orden 1, llamado coeficiente de
arrastre; el de orden 2, llamado coeficiente de difusio´n; y los de orden 3 o superior, los
cuales son nulos, por la conocida expansio´n de Kramers-Moyal; con lo que se tiene otra
condicio´n para la probabilidad de paso, porque sus coeficientes de memoria, para los
ordenes de tres y superiores, deben tender a cero, para tiempos de transicio´n muy cortos,
[23], [17].
La ley de evolucio´n, ecuacio´n de Fokker-Planck, y el operador de la ley de flujo depen-
diente de los coeficientes de difusio´n y arrastre, y del ı´ndice de dimensiones β, se muestran
a la izquierda de la ecuacio´n (9); y las soluciones estacionarias, debajo de la misma,
∂
∂tρ (x, t) =
∂
∂xβ
[q (ρ (x, t))] , q = ∂
∂xβ
(D (x, t) (·))− a (x, t) (·) ,
ρ (x, t) = cteD(x,t)e
∫
a
D
dxβ .
(9)
4 Modelos de turbulencia
4.1 Modelo de extremos
Nuestro primer enfoque consiste en suponer que la distribucio´n de la variable aleatoria se
concibe como l´ımite de una sucesio´n de variables aleatorias estacionarias, e imaginar que,
en sus interacciones mutuas, los intentos de transferencia entre unos vo´rtices y otros, no
pueden fructificar hasta que se alcance un nu´mero suficiente de ellos; si se disminuye la
escala del tiempo, la probabilidad del e´xito de la transferencia crece exponencialmente en
tanto la del fracaso, lo hace como potencia; con una ulterior disminucio´n de la escala del
tiempo, la probabilidad de e´xito crece como una exponencial reforzada o potenciada, en-
tonces se distribuye como los extremos, o segu´n una variable aleatoria Weibull-Gnedenko,
en tanto que el fracaso se comporta como una funcio´n de riesgo. De tal suerte, que in-
troducimos una asimetr´ıa entre las tendencias del e´xito y el fracaso en la transferencia de
energ´ıa. Para lo que fijamos los coeficientes de memoria como se muestran en la ecuacio´n
(10); y resulta, entonces, la solucio´n estacionaria, la que se muestra debajo de (10); [23],
[9]; por lo que la solucio´n estacionaria resulta,
a (x) = a1 |x|1−αF , D (x) = D1 |x|1−γ ,
ρ = cte (x)−(1−γ) exp
(
αF a1
(1+γ)D1
|x|γ
)
.
(10)
Escogiendo apropiadamente las constantes de la solucio´n estacionaria, y reiterando el
planteamiento de que la primera variable aleatoria se distribuya como los extremos, con
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λ = 3 como para´metro de escala y, γ > 0 como el para´metro de forma; y la otra varia-
ble aleatoria se distribuya como una funcio´n potencia: γ2sγ2−1, γ2 > 0, con el mismo
para´metro de escala. Entonces, la conjuncio´n de las dos variables se distribuye como el
producto; por lo que el nu´mero de rasgos es como en la ecuacio´n (11):
N = γ2s
−(1−γ2) · γs−(1−γ)esγ , s = s¯/3. (11)
Se obtienen el espectro de dimensiones, las dimensiones locales u o´rdenes de las singu-
laridades y la funcio´n de estructura; que se muestran en la ecuacio´n (12). En donde la
condicio´n de Kolmogorov puede verse como: s¯ = 3, τ (3/3) = τ (1) = 0, la cual coincide
con la condicio´n de normalizacio´n para la funcio´n de estructura. Para el para´metro de
forma γ, con γ + γ2 = 2, resulta, por tanto, la ecuacio´n a la derecha de (12),
α (s) = DB + Cγ−1
(
1− γsγ−1) , f (α (s)) = DB − Csγ ,
τ (s) = DB (1− s) + Cγ−1 (sγ − s) , γ 6= 1, γ = 1 +
√
1− hDB . (12)
As´ı que fijada la resolucio´n y la dimensio´n caja del soporte, se obtiene el para´metro de
forma; el cual debe ser, entonces, mayor que 1. Fijado h, γ crece si y solo si lo hace DB .
Puede comprobarse que cuando γ se acerca a 2, la densidad de la distribucio´n se acerca a
una log-gaussiana, cuya varianza decrece con el crecimiento de la dimensio´n DB .
El para´metro que nos interesa es el ı´ndice de dimensiones u ocupacio´n del espacio, por
lo que los rasgos lo renormalizamos considerando que cuando s = 0, el nu´mero de rasgos
debe ser, como en el conjunto de Cantor, la unidad,
Nh (α (s)) = h(
s
3 )
γ
; (13)
en particular, se observa que cuando se acerca a 2 y la resolucio´n a e−1 entonces el nu´mero
de rasgos se distribuye como una gaussiana de media cero y varianza 9/2. Por tanto, vemos
que esta distribucio´n engloba a la gaussiana; pero, una generalizacio´n de e´sta u´ltima es el
concepto de distribucio´n Le´vy.
En tanto movimientos, el punto de partida puede considerarse en el movimiento brow-
niano de incrementos independientes que se distribuyen como una gaussiana esta´ndar;
concepto que puede extenderse, al menos, de dos formas; una, manteniendo la distribucio´n
gaussiana de los incrementos pero suprimiendo su independencia, con lo que obtenemos
los movimientos brownianos fraccionarios (fBm); dos, manteniendo la independencia de
los incrementos, pero que se distribuyan como una Le´vy estable (sLm); tambie´n conocido
por (fLm), movimiento Le´vy fraccionario. Un movimiento Le´vy estable sime´trico, con
para´metro de localizacio´n nulo, e ı´ndice de estabilidad γ, 0 < γ ≤ 2, tiene una funcio´n
caracter´ıstica como la ecuacio´n (13), para el nu´mero de rasgos.
La ecuacio´n (13) contiene un doble cara´cter; por una parte, es la funcio´n caracter´ıstica,
en la variable de Fourier s, de una distribucio´n Le´vy; por otra, es la distribucio´n extrema
de Weibull-Gnedenko.
Pero adema´s, como movimiento sLm, es un proceso autoaf´ın, con ı´ndice de autoafinidad
igual a 1/α; y tiene media infinita en el intervalo 0 < γ ≤ 1, media finita 1 < γ ≤ 2,
varianza infinita 0 < γ < 2, y so´lo varianza finita para γ = 2.
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La distribucio´n Le´vy no tiene una expresio´n en te´rminos de funciones anal´ıticas usuales,
salvo para ı´ndices particulares, pero s´ı cuenta con una representacio´n en su expansio´n como
serie
1
Γ
(
1
γ
) ∞∑
j=0
(−1)j
Γ
(
j+1
γ
)
j!
(s
3
)j
cos
1
2
jpi. (14)
Comparamos la distribucio´n multifractal con una distribucio´n Le´vy, normalizada por
F (0) = 1; buscando una Le´vy que la aproxime. Encontramos que as´ı lo hace una Le´vy
con ı´ndice de estabilidad igual al para´metro de forma (1.92); por lo que obtenemos una
nueva interpretacio´n y nombre para el para´metro de forma: es el ı´ndice de estabilidad Le´vy.
Adema´s, la cercan´ıa de las dos distribuciones nos permite obtener la funcio´n caracter´ıstica,
aproximada, para la distribucio´n multifractal: fc (k) ≈ e−|k|γ .
Figura 1: Densidades Multifractal y Le´vy.
En la figura 1, mostramos la multifractal en cafe´ con bolitas; y la Le´vy, en l´ınea roja
continua. En dicha gra´fica, una franja vertical de ancho ds, alrededor de s, representa
al ı´ndice de rasgos o el nu´mero de cubos en donde la medida es del orden de α(s). Por
ejemplo, segu´n la multifractal, aproximadamente el 87.5% de los cubos tienen medida del
orden de la dimensio´n de informacio´n α(1) = 0.7052, con dimensio´n del soporte de 1.7052,
y resolucio´n 1/3.
Resulta, tambie´n, particularmente interesante calcular la dimensio´n generalizada y el
ı´ndice de intermitencia para este modelo de turbulencia. El resultado se muestra en la
ecuacio´n (15). En donde, observamos que cuando el ı´ndice decrece hacia 1, la intermitencia
se incrementa sin l´ımite, en tanto cuando e´ste crece hacia 2, la intermitencia decrece a su
mı´nimo valor posible: C. Con lo que obtenemos, adema´s, una interpretacio´n f´ısica para la
constante C, y una reinterpretacio´n para la dimensio´n de informacio´n como la diferencia
entre la ma´xima dimensio´n fractal y la mı´nima intermitencia, la cual se obtiene para la
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gaussiana, [8],
Ds =
τ (s)
1− s = DB +
C
γ − 1
(
sγ − s
1− s
)
, ι = −
[
∂
∂s
Ds
]
s=0
=
C
γ − 1. (15)
Parte II: Otros modelos
4.2 Procesos potenciados de Bernoulli
La turbulencia tambie´n la podemos imaginar como un sistema de distribucio´n de energ´ıa
cine´tica, y describirlo como una coleccio´n de vo´rtices interactu´antes con un aspecto espar-
cido e irregular; cubierto con la malla de cubos de un taman˜o homoge´neo, pero variable;
y al que queremos determinar su espectro de dimensiones fractales.
Como cuerpo macrosco´pico seguimos el me´todo termodina´mico y lo estudiamos como
procesos potenciados de Bernoulli. Al cuerpo lo consideramos como compuesto de varios
estados microsco´picos. Definimos el nu´mero pi, como probabilidad de e´xito en la trans-
ferencia de energ´ıa, siendo
∑
pi = 1, y 0 < pi < 1. Definimos una medida microsco´pica
por µi = pi. El paso de un nivel micro a uno macro lo damos a trave´s de la reiteracio´n,
por lo que potenciamos las probabilidades de transmisio´n, definiendo: νi(s), los cuales
se complementan, en el sentido de que satisfagan:
∑
νi(s) = 1, 0 < νi(s) < 1; y que se
recuperan las medidas micro por νi(1) = pi. Estos se definen en la ecuacio´n (16).
Vamos a suponer que tratamos con un cuerpo que cuenta con K estados microsco´picos.
Despue´s de s reiteraciones del proceso inverso a la pulverizacio´n, el cuerpo se encontrara´
en un estado macrosco´pico, cuya entrop´ıa, segu´n definicio´n, viene dada por:
f (α) =
∑
k
νk logh νk, νk (s) =
psk∑
i
psi
. (16)
Aplicando las propiedades del logaritmo descomponemos la entrop´ıa en sus partes, lin-
eal con s y su expresio´n complementaria, con lo que obtenemos las expresiones para la
distribucio´n de singularidades y para la funcio´n de estructura,
f (α) =
∑
k
logh (νk)
νk = logh
∏
k
(
psi/
(∑
i
psi
))νk
(17)
= − logh
∑
i
psi + s
∑
k
νk logh pk;
α (s) =
∑
k
νk logh pk; τ (s) = − logh
∑
i
psi . (18)
Pero en te´rminos de la funcio´n de particio´n o suma estad´ıstica se tiene, para la funcio´n de
estructura; la distribucio´n de singularidades; y la entrop´ıa, las expresiones dadas en (19),
τ (s) = − logh
Z (s)
(Z (1))s
; α (s) = −∂s (τ (s)) ; f (α) = τ (s) + sα (s) . (19)
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Esta expresio´n engloba la relacio´n cla´sica para la entrop´ıa en la termodina´mica, ya que
la misma se reproduce cuando la resolucio´n se toma como h = e−1, y la potencia de
reiteracio´n se la hace como s = 1/T , siendo T la temperatura.
Por otra parte, si partimos de estas relaciones (19) y asumimos que la funcio´n de
particio´n se determina de dos micro-estados, medidos por la probabilidad de e´xito y la de
fracaso, se tiene para la misma: Z (s) = ps + qs, p+ q = 1, y reobtenemos las expresiones
dadas en (17 y 18); pero, para un sistema compuesto so´lo de dos micro-estados.
En la figura 2, representamos el orden de las singularidades α, en forma parame´trica
y l´ ınea caf´e de forma sigmoide, (α (s, 1/7, 3) , s); la inversa del espectro multifractal con
l´ınea roja y forma acampanada, (f (s, 1/7, 3) , s); y la dimensio´n de informacio´n con l´ınea
negra y c´ırculo. La resolucio´n es 1/3, y la probabilidad de e´xito 1/7.
Figura 2: Multifractal y singularidades.
4.3 Modelo paramagne´tico
La interaccio´n entre dos vo´rtices puede describirse por una ley de Biot-Savart, en la cual la
interaccio´n var´ıa con el cuadrado de la distancia; as´ı que vo´rtices ma´s cercanos tienen una
interaccio´n ma´s intensa. Cuando los vo´rtices son ma´s grandes la interaccio´n es menor,
incluso entre vo´rtices ma´s cercanos, pero a medida que los vo´rtices son ma´s pequen˜os
crece la interaccio´n, la energ´ıa es mayor en valor absoluto; por tanto, la probabilidad de
la fractura del vo´rtice se incrementa y su para´metro de forma tiene que ser mayor que 1.
Es ampliamente conocida la ley experimental que encontro´ Pierre Curie para la mag-
netizacio´n de un material paramagne´tico en el caso extremo de altas temperaturas, en
1895; y que luego, su alumno Paul Langevin extendio´ para temperaturas moderadas. Se
trata de un sistema con dos estados micros, uno paralelo al campo externo, con energ´ıa
proporcional a −λ; y el otro, antiparalelo, con energ´ıa proporcional a λ. Fijamos la reso-
lucio´n en h = e−1, y la funcio´n de particio´n resulta: Z (s) = e−λs + eλs = 2 cosh λs, luego
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la funcio´n de estructura, la distribucio´n de singularidades y el espectro son:
τ (s) = ln
(
2 cosh λs
(2 cosh λ)s
)
; α (s) = −λ tanhλs+ ln (2 cosh λ) (20)
f (α (s)) = ln
(
2 cosh λs
(2 cosh λ)s
)
+ s (−λ tanhλs+ ln (2 cosh λ)) .
4.4 A´rbol o cascada energe´tica
Describimos el a´rbol o cascada energe´tica, para hallar el espectro de energ´ıa transferida y
su relacio´n con el espectro multifractal.
Queremos recordar que el llamado subrango inercial es aquel en donde la produccio´n
y disipacio´n de la energ´ıa cine´tica turbulenta es casi nula. Este rango puede ser muy
amplio cuando el nu´mero de Reynolds es lo suficientemente alto, y termina cuando la
etapa de disipacio´n empieza a ser significante. E´ste es precisamente el caso de la llamada
turbulencia completamente desarrollada.
La cascada se inicia con cierto taman˜o y nu´mero de los vo´rtices o edis, (l0, N0), los
cuales contienen cierta energ´ıa. Esos edis, a trave´s de la interaccio´n mutua, se fraccionan
en otros cada vez ma´s pequen˜os, pero tambie´n cada vez ma´s numerosos y la energ´ıa se
transfiere de un nivel al siguiente. Se asume que el taman˜o de los edis esta´ representado
a trave´s de la resolucio´n, en tanto el nu´mero de los edis, por los rasgos, Nh (α). En
el proceso, se hace cada vez ma´s pequen˜a la resolucio´n, en tanto, simulta´neamente, se
incrementa el nu´mero de los rasgos y la energ´ıa se distribuye entre un nu´mero mayor de
ellos.
Se empieza por estimar la energ´ıa transferida acumulada en la etapa n del proceso de
fractalizacio´n. Si ε denota la tasa de transferencia de la energ´ıa de una escala a la siguiente
en el proceso de fractalizacio´n. E´sta se estima por el cociente entre la cantidad de energ´ıa
al nivel n, y el tiempo de existencia de ese nivel, ∆tn; el cual a su vez, se aproxima por
el cociente entre taman˜o de los vo´rtices y la fluctuacio´n cuadra´tica media de la velocidad;
con hn = l0hn, se tiene:
ε = In∆tn =
1
∆tn
kn+1∫
kn
E (k) dk, hn∆tn =
〈
|u (x+ hn)− u (x)|2
〉 1
2 ,
Nh (α) = h−f(α), In =
(
Nh(α)
h−DT
)n 〈|u (x+ hn)− u (x)|2〉 , (21)
ε = 1l0h
−n
(
1+
DT−f(a)
2
)(kn+1∫
kn
E (k) dk
) 1
2
+1
,
kn+1∫
kn
E (k) dk = (εl0)
2
3 (hn)
2
3
+
DT
3
(1−β(α)) ;
(22)
por tanto,
E (k) = C1ε
2
3 (l0)
−Csγ
3 (k)−
5
3
−Csγ
3 . (23)
Se obtiene, entonces, el espectro de la energ´ıa transferida, el cual se ve como una genera-
lizacio´n del histo´rico resultado de Kolmogorov. El mismo se muestra en la ecuacio´n (24)
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para el caso unifractal, en donde el espectro se colapsa en un solo punto: f(α) = α = Df .
Se observa que se cumple la condicio´n de Kolmogorov cuando el ı´ndice de dimensiones
asume el valor 1, y desaparece la intermitencia,
dEη =
(
8
3
− β
)
k−
5
3 (k)−(1−β) ; β =
Df
DT
. (24)
En el proceso anterior identificamos un para´metro de forma que llamamos a = 23 +
DT
3 (1− β) + 1 = 83 − β, DT = 3; sin embargo, se puede argumentar que ese ana´lisis
es unilateral, porque no se ha tomado en cuenta la posibilidad del fracaso en el traspaso
de energ´ıa; para ello, entonces, debemos considerar otro para´metro que simbolizamos como
b y que vincularemos con cierta curvatura ma´s adelante. As´ı las cosas, contamos con dos
para´metros positivos: a > 0, b > 0. Recordando la razo´n de oro, que puede enunciarse
diciendo que el mayor de los dos para´metros es media proporcional entre la totalidad o
suma, y su complemento, b+aa =
a
b , suponiendo que a > b, aunque no es una restriccio´n
necesaria; pero que tambie´n podemos enunciar diciendo que la probabilidad a favor de un
evento es igual a su prono´stico en contra ab+a =
b
a . Definimos una sucesio´n, basados en
estos para´metros, por:
(b+a)j
(a)j
, en donde (a)j = a (a+ 1) (a+ 2) ... (a+ j − 1) = (a+j−1)!(a−1)! =
Γ(a+j)
Γ(a) son los s´ımbolos de Pochhammmer. Sea la sucesio´n de los rasgos proporcional a la
potencia siguiente de la resolucio´n, en donde la proporcionalidad se da por la sucesio´n de
las razones de oro de los dos para´metros,
pj =
(a+ b)j
(a)j
h−(j+1). (25)
A trave´s de un proceso de Cantor generalizado, el cual se realiza por medio del algoritmo
que se muestra a la izquierda de (26), cuando se aplica a la expresio´n en (25); para luego
discretizar, escogiendo la sucesio´n de resoluciones como: hn = nk2 ; y finalmente, llevarla al
l´ımite; con lo que se obtiene la expresio´n debajo de (26),
Pn,j =
(
(−1)n d
n
dhn
(
(a)j
(a+ b)j
h(j+1)
)
· (n+ 1) ∂−npj (pj)
)
, (26)
Pj =
(a)j
(a+ b)j
1
Γ (j + 1)
(
k2
)j ;
luego, con a+ b 6= 0,−1, ...,−j,
∞∑
0
Pj =
∞∑
0
(a)j
(a+ b)j
(
k2
)j
Γ (j + 1)
=M
(
k2; a, a+ b
)
, (27)
en donde la serie es convergente para todo k finito. Pero e´sta es la funcio´n confluente
de Kummer M (ik; a, a + b), Re (a) > 0, Re (b) > 0; para la cual, contamos con la repre-
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sentacio´n integral:
M (ik; a, a + b) =
1∫
0
ha−1 (1− h)b−1
B (a, b)
eikhdh (28)
=
1∫
0
Bden
(
h;
8
3
− β, b
)
eikhdh;
en donde Bden es la densidad de la distribucio´n Beta. Por tanto, la funcio´n de correlacio´n
resulta ser la trasformada de Laplace de la densidad Beta:
U (r) =M
(
(ir)2 ; a, a+ b
)
=
1∫
0
Bden
(
h;
8
3
− β, b
)
e−r
2hdh. (29)
Para que la distribucio´n Beta tenga la forma unimodal se requiere que sus dos para´metros
sean mayores que 1. El primero, a = 83 − β, evidentemente lo es, porque su mı´nimo valor
posible se obtiene para el ma´ximo valor posible del ı´ndice de dimensiones el cual es 1, y,
entonces, para este valor se tiene a = 53 > 1. Para el segundo, buscaremos las condiciones
que garantizan esta restriccio´n. Para ello analizamos la expresio´n para la funcio´n de
correlacio´n. La normalizacio´n de la Beta se traduce en U (0) = 1. La pendiente en el
origen produce U ′ (0) = 0; en tanto que la curvatura en el origen es proporcional al primer
momento de la Beta y la simbolizamos por κ, U ′′ (0) = −2 aa+b = −κ, luego el segundo
para´metro depende de esta curvatura, y se expresa por b = a
(
2
κ − 1
)
. Aproximamos
la transformada de Laplace de la funcio´n de correlacio´n, por una distribucio´n Le´vy, y
definimos la curvatura por el valor que asume la misma:− ∂2
∂r2
1
Γ
(
1
γ
) ∞∑
j=0
(−1)j
Γ
(
j+1
γ
)
j!
rj cos
1
2
jpi

r=0
=
Γ
(
3
γ
)
Γ
(
1
γ
) = κ; (30)
entonces el segundo para´metro de forma para la densidad Beta sera´ como en (29); se
determina por el ı´ndice de estabilidad Le´vy, pero como tambie´n el ı´ndice de dimensiones
depende de este ı´ndice, la forma de la densidad Beta vendra´ determinada por el ı´ndice de
estabilidad.
Cuando la curvatura es menor que 1, el primer para´metro de forma es menor que el
segundo, a < b, y como el primero es mayor que 1, luego tambie´n lo es el segundo. Por otra
parte, cuando la curvatura recorre el rango: 1 ≤ κ < 2, entonces el ı´ndice Le´vy lo hace
en el rango: 1.286 ≥ γ > 1. Para un valor del ı´ndice de dimensiones β, en un gra´fico de
b(β, γ) puede verse que b se incrementa cuando β disminuye, de tal forma que entre menor
sea la ocupacio´n del espacio, mayores sera´n los valores que pueda asumir el para´metro
b; por lo que e´ste resulta mayor que la unidad, dando lugar a la forma unimodal de la
densidad Beta.
En particular, cuando γ es cercano a la unidad, como es el caso de la proporcio´n de
oro cuando es la media proporcional entre la totalidad y la menor, debe tenerse: a+ba =
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Figura 3: Densidades Beta.
a
b =
2
κ = 2
Γ
(
1
γ
)
Γ
(
3
γ
) = 1+√52 , entonces el ı´ndice Le´vy debe ser: γ = 1.1773; y para una
ocupacio´n del espacio, que sea suficientemente pequen˜a, se tiene: a = 83 − 11000 = 2.7, y
b = 1.647; lo que da lugar a la densidad Beta:h
1.7(1−h)0.647
B(2.7,1.647) . Por el contrario cerca del otro
extremo, cuando γ es cercano a 2, por ejemplo γ = 1.9931, la distribucio´n es h
4
3 (1−h) 173
B( 73 , 203 )
.
Las densidades mencionadas se muestran en la figura 3; en donde se observa que cuando
el ı´ndice Le´vy se acerca a la unidad, la gra´fica se desplaza hacia la derecha, aumentando
el valor de la moda, en tanto cuando este ı´ndice se acerca a 2, la moda se desplaza hacia
la izquierda y disminuye.
4.5 Modelo de Pearson
Una de las caracter´ısticas ma´s importantes de la turbulencia es la mezcla y coexistencia de
una gran diversidad de escalas. Las escalas pequen˜as presentan las dificultades mayores
para su modelacio´n. Tanto los resultados de laboratorio, como las simulaciones nume´ricas,
muestran la naturaleza no-gaussiana de las escalas pequen˜as, con distribuciones de los
gradientes de velocidad que tienen como caracter´ısticas el ser ma´s picudas y poseer colas
ma´s gordas. Las colas ma´s gordas se reflejan en la asimetr´ıa, la cual se mide por el tercer
momento central, de suerte que las simetr´ıas positivas, se corresponden con colas ma´s
gordas a la derecha que a la izquierda. En tanto que, el cuarto momento, o curtosis, se
manifiesta en distribuciones ma´s picudas y colas ma´s gordas. Pero, la curtosis alta se
interpreta admitiendo que la varianza se esta´ nutriendo de desviaciones extremas, aunque
poco frecuentes; mientras la curtosis baja se la interpreta diciendo que la varianza esta´
recibiendo desviaciones muy frecuentes, pero relativamente modestas.
La distribucio´n gaussiana tiene una generalizacio´n en las distribuciones de Pearson.
La distribucio´n gaussiana resurge a bajos nu´meros de Reynolds, y es la distribucio´n de
las variaciones de la velocidad en el modelo de turbulencia de Kolmogorov. Por tanto,
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buscamos una distribucio´n, que a trave´s del me´todo de Pearson, englobe a la distribucio´n
gaussiana. Consideramos el intervalo que determina el rango inercial, con k0 la mı´nima
y kη la ma´xima, con las relaciones ω0 ∝ k−10 y ωη ∝ k−1η que pueden representar la ra´ız
cuadrada de la energ´ıa cine´tica de rotacio´n a la escala de los vo´rtices grandes, l0; y la de
los vo´rtices pequen˜os, η, en donde se inicia la disipacio´n.
Karl Pearson, 1895, trabajo´ con densidades de probabilidad determinadas por un sis-
tema de cuatro para´metros, que resuelven la ecuacio´n diferencial, en donde la derivada
logar´ıtmica se expresa como un polinomio racional, dado por el cociente entre uno lineal
y otro cuadra´tico. La variable x la concebimos como frecuencia angular de rotacio´n, [1],
[10],
d
dx
ln ρ =
P (x)
Q (x)
=
a0 + a1x
b0 + b1x+ b2x2
. (31)
Los cuatro para´metros pueden ponerse en correspondencia con los cuatro primeros mo-
mentos centrales de la distribucio´n por lo que se determinan mutuamente. El polinomio
cuadra´tico se descompone por sus ra´ıces; vistas como fluctuaciones de las frecuencias an-
gulares de rotacio´n, que recorren desde sus valores relativamente bajos para los vo´rtices
grandes en donde se inicia la cascada energe´tica, hasta sus valores relativamente altos de
los vo´rtices ma´s pequen˜os en donde termina la cascada y la energ´ıa sale disipada. Cuando
e´stas sean reales y distintas, el cociente se representa por sus fracciones parciales,
P (x)
Q (x)
=
a0 + a1x
(x+ ωη) (x− ω0) =
n
x+ ωη
+
m
x− ω0 , (32)
n =
−a0 + a1ωη
ωη + ω0
> −1; m = −a0 + a1ω0
ωη + ω0
> −1.
Lo que produce, con C una constante de normalizacio´n,
ρ (x) = C (x+ ωη)
n (x− ω0)m , x+ ωη
ωη + ω0
= h,
−x+ ωη
ωη + ω0
= 1− h, (33)
y se reproduce la distribucio´n Beta con la normalizacio´n apropiada y la identificacio´n de
los para´metros de forma en te´rminos de los coeficientes que realizan la descomposicio´n
en fracciones parciales del polinomio racional; por lo que las escalas macro y la micro
determinan los para´metros de forma,
ρ (h; a, b) =
1
B (a, b)
ha−1 (1− h)b−1 , a = n+ 1, b = m+ 1. (34)
Los coeficientes del polinomio cuadra´tico del denominador se determinan de sus ra´ıces,
por lo que el discriminante y el para´metro se observa que son negativos, como corresponde
a las distribuciones de Pearson de tipo I, y se muestran en (35), con b2 = 1,
b0 = −ωηω0, b1 = −12 (ω0 − ωη) ,
D = b0b2 − b21 = −12
(
ω2η + ω20
)
< 0, λ = b
2
1
b0b2
= −14 (ω0−ωη)
2
ωηω0
< 0.
(35)
Pero adema´s, para la normalizacio´n a1 = 1, los coeficientes del polinomio cuadra´tico se
determinan de los cuatro primeros momentos centrales; o bien, debido a la condicio´n sobre
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el segundo coeficiente, el nu´mero de grados de libertad se reduce en 1, y dependen de la
varianza, en tanto segundo momento central, µ2; de la asimetr´ıa y de la curtosis, β1 y
β2; los cuales a su vez, se obtienen de los dos para´metros de forma a y b , mismos que se
determinan de los ı´ndices Le´vy y de dimensiones, γ y β (α). Por lo que finalmente, las dos
ra´ıces, singularidades de la densidad de la distribucio´n de Pearson, solucio´n de su ecuacio´n
diferencial, se determinan de e´stos dos ı´ndices,
2b1 = −a0 = −µ
1/2
2
A′ β1 (β2 + 3) , b0 = −µ2A′
(
4β2 − 3β21
)
,
b2 = − 1A′
(
2 (β2 − 3)− 3β21
)
= 1, A′ = 10β2 − 18− 12β21.
(36)
La distribucio´n de Gauss se recupera de la asimetr´ıa 0 y curtosis 3, lo que se traduce en
b2 = 0 = b1, b0 = −µ2.
En un plano determinado por la asimetr´ıa, en la horizontal; y la curtosis, en la ver-
tical, la condicio´n sobre b2 = 1 determina una para´bola, la para´bola de referencia (linea
continua), figura [4]. El para´metro A determina otra para´bola (c´ırculos rojos), en cuya
regio´n positiva (convexa) cae la para´bola de referencia; por lo que sobre ella, A es positiva.
Entonces para que b1 sea negativa, se requiere que la asimetr´ıa resulte negativa, lo que
se traduce en que las colas deben ser ma´s gruesas a la derecha que a la izquierda. Por
otra parte, b0 tambie´n debe ser negativa, por lo que se determina una para´bola β2 =
3
4β
2
1
(cruces azules), en cuya regio´n convexa se satisface la condicio´n para b0, porque en e´sta se
encuentra la curva de referencia. La para´bola β2 =
3
4β
2
1− 3 (diamantes amarillos), aporta
otra regio´n positiva por arriba de ella, en donde cae tambie´n, la curva de referencia, por
lo que la curtosis sobre e´sta resulta mayor que 3; lo cual se traduce en una distribucio´n
de tipo leptocu´rtica de colas ma´s gruesas.
Figura 4: Curtosis vs Asimetr´ıa.
Observando que los coeficientes del polinomio cuadra´tico resultan ser funciones de
la varianza, la asimetr´ıa y la curtosis, se puede replantear el problema con coeficientes
redefinidos como en (37); en donde se hace ma´s sencilla y se resalta la dependencia de
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estos coeficientes con los para´metros de la asimetr´ıa y la curtosis,
b1 7→ b¯1 = −12 (ω0 − ωη) A
′
µ
1/2
2
, 7→ b¯1 = −12β1 (β2 + 3) ,
b0 7→ b¯0 = −ωηω0A′µ2 , 7→ b¯0 = −4β2 + 3β
2
1.
(37)
4.6 La distribucio´n de los gradientes
Dado que conocemos la distribucio´n de las variaciones o diferencias de velocidades en
te´rminos de la resolucio´n con dos para´metros de forma, dependientes del ı´ndice de di-
mensiones y del radio de curvatura del espectro en el origen, podemos plantearnos re-
presentar la distribucio´n de los gradientes de velocidad, confirmando la distribucio´n gau-
ssiana o normal, como la distribucio´n asinto´tica para los vo´rtices de mayor taman˜o, [2].
Representamos por φ los gradientes de velocidad, luego l0φ tiene las dimensiones de la
diferencia de velocidades, por lo que escribimos |∂xjvi| = φ ←→
∣∣∣∆hvhl0 ∣∣∣, y con el cambio
de variable: v0 = νRel0 (l0φ)
p, para cierto exponente p, que queremos determinar; luego
dv0 = νRel0 p (l0φ)
p−1 d (l0φ). As´ı que:
exp
(
− v
2
0
2σ2
)
7→ exp
−
(
νRe
l0
(l0φ)
p
)2
2σ2
 ∂ (v0)
∂ (l0φ)
=
νRe
l0
p (l0φ)p−1 exp
− (l0φ)2p
2
(
σ/
(
νRe
l0
))2
 . (38)
Cuando el ı´ndice de dimensiones tiende a 1, debe tenerse que: 2p → 2, p − 1 → 0,
luego una posible escogencia es: p = 12 (3− β), p − 1 = 12 (1− β), σ = νRel0 . Luego si
v0 = (εl0)
1/3 satisface una gaussiana G, entonces el gradiente φ satisface la distribucio´n
F , F (φ) = G (v0)
∣∣∣ dv0dφ ∣∣∣, y con la normalizacio´n F (φ = 0) = 1, se obtiene,
F (φ) =
φ/(2(νRe
l0
)2) 13−β
1
2
(1−β)
exp
−
 1
2
(
νRe
l0
)2
φ3−β

β → 1−−−−→ exp
−1
2
(
φ
νRe
l0
)2 . (39)
Y, entonces, la distribucio´n de los gradientes se reduce a la gaussiana para pequen˜os
nu´meros de Reynolds. Representamos en forma gra´fica este comportamiento de suerte
que para valores del ı´ndice de dimensiones de 1/3 y 1/7, se tiene la curva continua negra
y la de c´ırculos azules; en tanto que para nu´meros de Reynolds 10 veces ma´s grandes se
obtiene la curva de cruces cafe´s de la figura 5.
68 j.r. mercado Rev.Mate.Teor.Aplic. (2008) 15(1)
Las propiedades ma´s importantes de las distribuciones de los gradientes de las veloci-
dades se destacan en la figura 5. E´stas son, la asimetr´ıa, que se observa en las colas ma´s
gruesas a la derecha que a la izquierda, que se mide a trave´s del tercer momento central, y
se caracteriza por una asimetr´ıa positiva; y el aplanamiento de las curvas de distribucio´n
cerca de la media, o los incrementos de los radios de curvatura, medida por el cuarto
momento central, o curtosis.
Figura 5: Densidades de los gradientes.
5 Exponentes caracter´ısticos
Se puede estimar el nu´mero de los exponentes caracter´ısticos en el volumen del dominio
que ocupa la turbulencia desarrollada, tomando en cuenta el feno´meno de la intermitencia,
la que se mide por la fraccio´n de llenado del espacio. En determinado rango, el nu´mero de
exponentes caracter´ısticos, Nc, se identifica con el nu´mero de valores propios de la parte
hermı´tica del operador de evolucio´n, [20], [14]. Si η denota la escala de disipacio´n en donde
termina el subrango inercial, el nu´mero de los exponentes caracter´ısticos se estima por la
ecuacio´n (40); en donde n sen˜ala la etapa del proceso de fractalizacio´n; ∆tn, el intervalo
de tiempo de esa etapa; ε, la tasa de energ´ıa transferida por etapa; y se observa que con la
ausencia de la intermitencia, la concentracio´n de exponentes se reduce al cubo del inverso
de la escala disipativa, lo cual esta´ en concordancia con la teor´ıa de Kolmogorov.(
Nh(α)
hDT
)n
=
(
ε∆t3n
l20
) 1−β(α)
2/DT+1−β(α) , Nc ≈
(
Nh(α)
hDT
)n (
l0
η
)3
. (40)
6 Conclusiones
El objetivo principal de la modelacio´n de la turbulencia radica en superar las carac-
ter´ısticas de la distribucio´n gaussiana del modelo de Kolmogorov, pero basados en una
teor´ıa asinto´tica. Las v´ıas, que presentamos en el presente trabajo, son:
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• Suponer que la distribucio´n de la variable aleatoria se concibe como l´ımite de una
sucesio´n de variables aleatorias estacionarias, por lo que surge el modelo de extremos
para el nu´mero de rasgos que produce la descripcio´n multifractal, la cual depende
del ı´ndice Le´vy y del ı´ndice de dimensiones.
• Los procesos potenciados de Bernoulli, vistos como sistema de distribucio´n de energ´ıa
cine´tica, nos producen la descripcio´n multifractal que depende de una funcio´n de
estructura, que se construye a partir de los valores propios de un operador energe´tico;
y, para el caso de dos valores propios, uno produce la probabilidad de e´xito y el otro
la de fracaso, con lo que obtenemos una distribucio´n multifractal acampanada y
leptocu´rtica, junto con una distribucio´n de las singularidades de tipo sigmoide; y en
una forma ana´loga, tambie´n, para el modelo paramagne´tico.
• Considerando la posibilidad de fracaso en la transmisio´n de la energ´ıa, generalizamos
el a´rbol o cascada energe´tica; luego, a trave´s de un proceso de Cantor generalizado,
encontramos la distribucio´n Beta y la funcio´n de correlacio´n como su transformada
de Laplace, con para´metros de forma que se obtienen de los ı´ndices de dimensiones
y Le´vy.
• Con el sistema de Pearson, reencontramos la distribucio´n Beta con para´metros de
forma determinados por la asimetr´ıa y la curtosis, los que a su vez dependen de los
ı´ndices Le´vy y de dimensiones.
• La distribucio´n para los gradientes la obtenemos de la distribucio´n de las diferencias
de la velocidad y observamos que presentan un incremento de sus colas cuando el
nu´mero de Reynolds crece.
• La dependencia del ı´ndice de dimensiones, nos conduce a plantearnos la siguiente
pregunta: ¿para que´ valores del ı´ndice de dimensiones la forma bilineal, inducida
por la velocidad, sera´ coerciva? Nosotros creemos que este valor debe ser cercano a
la unidad.
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