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Introduction ge´ne´rale
Cette the`se est consacre´e a` l’e´tude de proble`mes de transmission d’ondes e´lectroma-
gne´tiques dans des mate´riaux a` fort contraste, comme par exemple un corps fortement
conducteur entoure´ d’un mate´riau die´lectrique isolant. On va analyser ﬁnement le phe´no-
me`ne de l’effet de peau a` l’aide de l’analyse multi-e´chelle et de la simulation nume´rique.
D’autre part, on pre´sente aussi des conditions de transmission approche´es pour un proble`-
me de membrane mince pose´ dans une cellule biologique.
A. Pre´sentation des proble`mes
Le proble`me de l’effet de peau
Le proble`me mathe´matique conside´re´ est base´ sur les e´quations de Maxwell tridi-
mensionnelles en re´gime harmonique. Il est pose´ dans un domaine constitue´ d’un sous-
domaine conducteur entoure´ d’un domaine isolant. Un petit parame`tre δ est introduit,
inversement proportionnel a` la racine carre´e de la conductivite´ e´lectrique du mate´riau
conducteur. Pre´cise´ment, si σ de´signe la conductivite´ e´lectrique du conducteur, ω > 0 la
pulsation du signal, et ε0 la permittivite´ e´lectrique du vide, on a
δ =
√
ωε0
σ
.
Alors dans le corps conducteur on a 0 < δ ≪ 1, tandis que dans l’isolant le parame`tre
sera absent. Une e´tude en champ e´lectrique Eδ de ces e´quations nous ame`ne a` conside´rer
le proble`me de transmission ci-dessous pose´ dans un domaine Ω = Ωcd ∪Σ∪Ωis de R3,
voir la Figure 1 :
(1)

rot rotEisδ − κ2Eisδ = µFis dans Ωis
rot rotEcdδ − κ2(1 + iδ2 )Ecdδ = µFcd dans Ωcd
Ecdδ × n = Eisδ × n sur Σ
rotEcdδ × n = rotEisδ × n sur Σ
rotEisδ × n = 0 sur ∂Ω
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2 INTRODUCTION
Ici Eisδ et E
cd
δ sont les restrictions de Eδ aux sous-domainesΩis et Ωcd respectivement, κ et
µ sont des nombres re´els strictement positifs. D’un point de vue physique, κ repre´sente le
nombre d’onde et µ la quantite´
√
ε0/µ0, ou` µ0 est la perme´abilite´ magne´tique dans l’air.
Enﬁn, n de´signe la normale entrante pour Ωcd et sortante pour Ωis. Les deux premie`res
e´quations aux de´rive´es partielles re´gissent le comportement du champ e´lectrique dans les
sous-domaines isolant et conducteur. Les deux e´quations suivantes pose´es sur l’interface
Σ sont les conditions de transmission du champ e´lectrique tandis que les deux dernie`res
sont les conditions de bord. La dernie`re conditionmode´lise une hypothe`se de type isolant
parfait sur le bord du domaine. Par la suite, nous conside´rerons aussi une condition de
type conducteur parfait.
Ωcd
Ωis
Σ
∂Ω
Figure 1 : Le domaine Ω
D’un point de vue physique, il est bien connu que dans un tel cadre, on constate une
de´croissance tre`s forte de l’amplitude du champ e´lectrique dans le conducteur pre`s de sa
surface Σ. Ce phe´nome`ne physique est bien connu, il s’agit de l’effet de peau.
On retrouve une litte´rature abondante au sujet de ce phe´nome`ne. Sur les e´tudes phy-
siques, on peut citer par exemple, [11], [49], [68]. Sur le plan mathe´matique, on rele`ve
les re´fe´rences suivantes [33], [62],[42], [43], [61], [6].
Notre travail consistera a` mettre en e´vidence l’inﬂuence du petit parame`tre δ sur la
solution Eδ du proble`me (1).
Le proble`me d’une membrane mince
L’objet de ce proble`me est l’e´tude du comportement asymptotique du champ e´lectro-
magne´tique dans une cellule biologique lorsque l’e´paisseur ε de sa membrane tend vers
0. La cellule est compose´e d’un cytoplasme Oc entoure´ d’une ﬁne membrane Oεm et
plonge´e dans un milieu ambiantOεe, voir la Figure 2 ci-dessous.
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Oc
ε
Γε
Γ
Oεm
Oεe
O
Figure 2 : Ge´ome´trie de la cellule
Le proble`me mathe´matique conside´re´ est base´ sur les e´quations de Maxwell tridimen-
sionnelles en re´gime harmonique et pose´ dans un domaineO inde´pendant de ε :
O = Oε
e
∪ Oε
m
∪ Oc .
Une e´tude en champ e´lectrique Eε de ces e´quations nous ame`ne a` conside´rer le proble`me
de transmission ci-dessous pose´ dans le domaineO de R3 :
δ
(
1
µε
dEε
)
− qεEε = J dans O, Eε × n = 0 sur ∂O .
Ici, les ope´rateurs δ et d sont respectivement la codiffe´rentielle et la diffe´rentielle exte´rieure
surO. De plus, Eε est une 1 forme surO et J est une source de courant a` support dans un
domaine exte´rieur ﬁxeOd0
e
telle que δJ = 0 dans O. Enﬁn, µε et qε sont deux fonctions
constantes par morceaux de´ﬁnies dansO par
∀x ∈ O, µε(x) =

µe dans Oεe
µm dans Oεm
µc dans Oc
et qε(x) =

qe dans Oεe
qm dans Oεm
qc dans Oc
4 INTRODUCTION
ou` µe, µm et µc sont des constantes positives et qe, qm, qc sont des nombres complexes.
On suppose de plus qu’il existe des constantes c1, c2 > 0 telles que pour tout x ∈ O,
c1 ! − Im(qε(x)) ! c2 , 0 < Re(qε(x)) ! c2
Le proble`me mathe´matique consistera a` calculer des conditions de transmission sur
le bord du cytoplasmeΓ e´quivalentes a` la couche minceOεm. Ce travail consiste a` e´tendre
les travaux [55, 57, 56, 12] aux e´quations de Maxwell en re´gime harmonique.
B. Principaux re´sultats
Nous avons traite´ les questions relatives a` l’existence et l’unicite´ d’une solution du
proble`me (1). En introduisant une formulation variationnelle dans un cadre fonctionnel
adapte´, on de´montre l’existence et l’unicite´ de Eδ dans l’espace XT(Ω, δ) des fonctions
vectorielles dont le rotationnel de Eδ et la divergence de ε(δ)Eδ ou`
ε(δ) =
1
µ
(
1Ωis + (1 +
i
δ2
) 1Ωcd
)
sont de carre´ inte´grable, et satisfont la condition Eδ · n = 0 sur le bord du domaine Ω,
voir [13], [50]. Il s’agit maintenant de de´crire le comportement de Eδ en fonction de δ,
pour δ tre`s petit. Pour cela, on va effectuer un de´veloppement asymptotiquemulti-e´chelle
de Eδ, ce qui ne´cessite l’utilisation du calcul tensoriel dans un syste`me de coordonne´es
adapte´es.
Utilisation du calcul tensoriel (chapitres 3 & 4)
On se place dans l’hypothe`se ou` le bord Σ du domaine Ωcd est re´gulier. On utilise
une technique de parame´trisation normale, voir [25, 26, 27], pour exprimer les e´quations
pose´es dans le domaine Ωcd dans un syste`me de coordonne´es normales (yα, h) de´ﬁnies
dans un voisinage tubulaireO de l’interface Σ, voir la Figure 3.
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Ω
h
Σ
Σh
n
Figure 3 – Un voisinage tubulaireO de Σ
L’ope´rateur rotationnel en parame´trisation normale admet la de´composition suivante
en composantes contravariantes
(5)
{
(∇× E)α = ǫ3βα(∂h3Eβ − ∂βE3) sur Σh
(∇× E)3 = ǫ3αβDhαEβ sur Σh
ou` ǫijk est le tenseur de Levi-Civita et Dh est la de´rive´e covariante sur la varie´te´ Σh,
surface moyenne de hauteur h par rapport a` Σ dans le conducteur, voir la Figure 3. Le
calcul tensoriel permet d’expliciter l’ope´rateur du second ordre associe´ au proble`me (1)
en parame´trisation normale. De plus, la condition de transmission d’ordre 1 a` l’interface
Σ dans le proble`me (1) s’e´crit en parame´trisation normale
(∂h3E
cd
α − ∂αEcd3 )dyα = rotEis × n sur Σ .
On effectue le changement de variable suivant de la coordonne´e normale h dans le voi-
sinage tubulaireO
Y3 =
h
δ
puis, on explicite le roˆle du petit parame`tre δ dans les e´quations pose´es dans le domaine
conducteur en de´veloppant les e´quations en se´rie selon les puissances de δ.
Analyse asymptotique multi-e´chelle (chapitres 5 & 6)
A partir du de´veloppement de l’ope´rateur associe´ au proble`me (1) en puissance de
δ, on calcule au chapitre 5 un de´veloppement asymptotique double-e´chelle du champ
e´lectrique Eδ. Puisque l’interface Σ est une surface de classe C∞, ce de´veloppement
asymptotique est constitue´ par une se´rie de termes standards dans le domaine isolant et
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par une se´rie de termes proﬁls exponentiellement de´croissants dans le domaine conduc-
teur. Le champ e´lectrique Eδ admet le de´veloppement asymptotique suivant
(6) Eisδ ≃ Eis0 + δEis1 + δ2Eis2 + · · · dans Ωis
et
(7) Ecdδ (x) ≃ Wcd0 (yα,
h
δ
) + δWcd1 (yα,
h
δ
) + δ2Wcd2 (yα,
h
δ
) + · · · si x ∈ O
ou` les Wcdj s’expriment dans les coordonne´es (yα, Y3). Pour s " 2 et une donne´e F ∈
Hs−2(Ω) telle que F = 0 dans Ωcd, et sous l’hypothe`se spectrale 2.24 sur κ, on construit
successivement les termes inde´pendants de δ
Wcdj ∈ Hs−j−
1
2
(
Σ, C∞(I)) et Eisj ∈ Hs−j(Ωis)
pour tout j = 0, · · · , ⌊s⌋ − 2. Le terme Wcd0 = 0 et Eis0 ve´riﬁe les EDP suivantes
rot rotEis0 − κ2Eis0 = µFis dans Ωis
Eis0 × n = 0 sur Σ
rotEis0 × n = 0 sur ∂Ω
De plus, pour tout j = 1, · · · , ⌊s⌋ − 2, il existe un ope´rateur tangentiel Tj
Tj : H
s(Ωis) → Hs−j− 12 (Σ)
Eis0 ,→ Eisj × n
∣∣
Σ
tel que
Eisj = Ris ◦ Tj(Eis0 )
ou`Ris est un ope´rateur de´ﬁni par
Ris : Ht− 12 (Σ) → {Eis ∈ Ht(Ωis) | div Eis = 0}
G ,→ Eis
et continu pour tout re´el t " 2, ou` Eis est l’unique solution au sens des distributions des
EDP suivantes 
rot rotEis − κ2Eis = 0 dans Ωis
Eis × n = G sur Σ
rotEis × n = 0 sur ∂Ω
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En particulier, on a
T1(E
is
0 ) = − 1λ(rotEis0 × n)× n
T2(E
is
0 ) =
1
λ
[
1
λ
{
bσα(rotE
is
0 × n)σ dyα − 12bσσ rotEis0 × n
}− rotRis ◦ T1(Eis0 )× n]× n
De plus, on a explicite´ les premiers termes du de´veloppement dans le conducteur, le
premier terme non-nul e´tant la composante surfacique de Wcd1 . Dans un syste`me de
coordonne´es normales, on note Wα,j les composantes surfaciques de Wj, vu comme
un champ de 1-formes, et wj sa composante normale de sorte que Wj = (Wα,j , wj). On
a
W0(yβ, Y3) = 0 ,
Wα,1(yβ, Y3) = −jα,0(yβ) e−λY3 et w1 = 0 ,
Wα,2(yβ, Y3) =
[
λ−1
{
bσα jσ,0 −H jα,0
}− jα,1 + Y3{bσα jσ,0 −H jα,0}](yβ) e−λY3 ,
w2(yβ, Y3) = −λ−1Dαjα0 (yβ) e−λY3 ,
ou` λ = κ e−iπ/4, jα,k(yβ) := λ−1(rotE
is
k × n)α(yβ, 0) pour k = 0, 1, bσα est un terme de
courbure de l’interface Σ, H = 1
2
bαα est la courbure moyenne de Σ et Dα est la de´rive´e
covariante sur Σ. La composante surfacique du terme d’ordre 3 est aussi calcule´e. Enﬁn,
pour tout j " 3, les termesWcdα,j et wcdj ont la structure suivante
Wcdα,j(yβ, Y3) =
[
a0α,j(yβ) + Y3a
1
α,j(yβ) + · · ·+ Y j−13 aj−1α,j (yβ)
]
e−λY3 ,
wcdj (yβ, Y3) =
[
c0j (yβ) + Y3c
1
j (yβ) + · · ·+ Y j−23 cj−2j (yβ)
]
e−λY3 .
Une synthe`se pre´cise du de´veloppement asymptotique est e´nonce´e au paragraphe 5.3.5.
On calcule au chapitre 6 un de´veloppement asymptotique du champ magne´tique Hδ
a` partir de la loi de Faraday. On effectue pour cela le de´veloppement de l’ope´rateur rota-
tionnel en parame´trisation normale (5), et on substitue le de´veloppement asymptotique
du champ e´lectrique (6)-(7). Sous l’hypothe`se spectrale 2.24, les termes Hisj et H
cd
j sont
de´termine´s de fac¸on unique, voir le paragraphe 6.5 pour des re´sultats pre´cis. On a
Hisδ ≃ His0 + δHis1 + δ2His2 + · · · dans Ωis
et
Hcdδ (x) ≃ Hcd0 (x; δ) + δHcd1 (x; δ) + δ2Hcd2 (x; δ) + · · · si x ∈ Ωcd
ou`
Hcdj (x; δ) = V
cd
j (yα,
h
δ
) si x ∈ O .
Pour tout j " 0, les termes Vcdj (yα, Y3) admettent la de´composition suivante en compo-
santes surfacique et normale
Vcdj (yβ, Y3) = Vcdα,j(yβ, Y3)dyα + vcdj (yβ, Y3)n .
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Pour tout j " 0, les termes vcdj , H
is
j et Vcdj sont de´termine´s successivement. Les termes
Vcdα,j et vcdj ont la structure suivante
Vcdα,j(yβ, Y3) =
[
A0α,j(yβ) + Y3A
1
α,j(yβ) + · · ·+ Y j3 Ajα,j(yβ)
]
e−λY3
vcdj (yβ, Y3) =
[
d0j(yβ) + Y3d
1
j(yβ) + · · ·+ Y j−13 dj−1j (yβ)
]
e−λY3 .
On a explicite´ les deux premiers termes Vcd0 et V
cd
1 . Pour tout Y3 " 0, on a
Vcd0 (yβ, Y3) = H
is
τ,0(yβ, 0) e
−λY3
ou` His
τ,0 = (n×His0 )× n est la composante tangentielle du terme His0 , et
Vcdα,1(yβ, Y3) =
[
(Hisτ,1)α(yβ, 0) + Y3
(
H (Hisτ ,0)α − bσα(Hisτ,0)σ
)
(yβ, 0)
]
e−λY3
et
vcd1 (yβ, Y3) = λ
−1Dα
(
Hisτ,0
)α
(yβ, 0) e
−λY3 .
Pour ve´riﬁer ces caluls, on a effectue´ un de´veloppement asymptotique du champmagne´tique
en re´solvant les e´quations obtenues apre`s e´limination du champ e´lectrique dans les
e´quations deMaxwell. Les re´sultats des calculs obtenus par ces deux approches coı¨ncident.
Validation du de´veloppement asymptotique (chapitres 1, 2 & 7)
On de´montre au chapitre 7 la convergence des de´veloppements asymptotiques multi-
e´chelles du champ e´lectrique Eδ et du champ magne´tique Hδ. Les restes Rm,δ d’ordre
m ∈ N du champ e´lectrique sont de´ﬁnis en otant a` Eδ les m + 1 premiers termes du
de´veloppement en champ e´lectrique (6)-(7). A partir des estimations du chapitre 2, on
de´montre des estimations de ces restes en puissances de δ. Ces estimations valident
le de´veloppement des champs e´lectromagne´tiques. Pour une donne´e F sufﬁsamment
re´gulie`re et sous l’hypothe`se spectrale 2.24, on a :
‖ rotRm,δ‖0,Ω + ‖ div ε(δ)Rm,δ‖0,Ω + ‖Rm,δ‖0,Ω + 1
δ
‖Rcdm,δ‖0,Ωcd ! Cmδm−1
ou` Cm > 0 est une constante inde´pendante de δ . De plus, on de´montre les estimations
optimales suivantes, pour les restrictions des restes a` Ωcd et Ωis
‖Rcdm,δ‖H(rot,Ωcd) ! Cm+2δm+
1
2 et ‖Rism,δ‖H(rot,Ωis) ! Cm+2δm+1 .
A partir d’une analyse ﬁne du proble`me (1) relativement au petit parame`tre δ, on
de´montre au chapitre 2 des estimations uniformes en δ de la solution Eδ de ce proble`me.
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Sous l’hypothe`se spectrale 2.24, il existe une constante δ0 > 0 telle que pour tout δ ∈
(0, δ0), la solution Eδ du proble`me (1) associe´ a` F ∈ H0(div,Ω) ve´riﬁe l’estimation
(2) ‖ rotEδ‖0,Ω + ‖ div ε(δ)Eδ‖0,Ω + ‖Eδ‖0,Ω + 1
δ
‖Ecdδ ‖0,Ωcd ! C(‖F‖0,Ω + ‖ div F‖0,Ω)
ou` C > 0 est une constante inde´pendante de δ, voir le the´ore`me 2.25. Ces re´sultats sont
valables pour des sous-domaines Ωcd et Ωis polye´draux Lipschitziens. La de´monstration
de l’estimation (2) repose sur des estimations uniformes d’un proble`me scalaire sous-
jacent du type
div a∇ϕ = f ou` a = 1 dans Ωis et a = 1 + i
δ2
dans Ωcd .
On de´montre plus ge´ne´ralement au chapitre 1 des estimations uniformes pour le proble`me
de transmission scalaire suivant
(3)

∆ϕ− = f− dans Ω−
ρ∆ϕ+ = f+ dans Ω+
ϕ− = ϕ+ sur Σ
ρ∂nϕ
+ − ∂nϕ− = (1− ρ)g sur Σ
(b.c.) sur ∂Ω
pose´ dans le domaineΩ de la Figure 4, ou` ∂n de´signe la de´rive´e normale et les conditions
aux bords (b.c.) sur ∂Ω sont les conditions de Neumann ou Dirichlet.
Ω−
Ω+
Σ
∂Ω
Figure 4 – Le domaine Ω
Pour tout s ∈ (1
2
, 1], si f ∈ Hs−1(Ω) et g ∈ Hs− 12 (Σ) sont de moyennes nulles, il existe
des constantes s0 >
1
2
et ρ0 > 0 telles que pour tout ρ ∈ {z ∈ C | |z| " ρ0}, le proble`me
(3) admet une solution ϕρ ∈ PHs+1(Ω), l’espace des fonctionsHs+1 par sous-domaines,
si s < s0 et satisfait l’estimation
(4) ‖ϕ+ρ ‖s+1,Ω+ + ‖ϕ−ρ ‖s+1,Ω− ! Cρ0,s(‖f‖s−1,Ω + ‖g‖s− 1
2
,Σ)
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ou` Cρ0,s > 0 est inde´pendante de ρ, f et g. L’estimation (4) est valable pour des sous-
domaines Ω− et Ω+ polye´draux Lipschitziens.
Calculs e´le´ments ﬁnis (chapitre 8)
On pre´sente des simulations nume´riques du champ magne´tique en ge´ome´trie axi-
syme´trique (cylindrique, sphe´rique et sphe´roı¨dale) re´alise´es graˆce a` la bibliothe`que e´le´-
ments ﬁnis ME´LINA, voir [45]. Pour une donne´e axisyme´trique et orthoradiale, le champ
magne´tique est orthoradial et on se rame`ne a` un proble`me scalaire pose´ dans le demi-
plan me´ridien, auquel on applique une me´thode de discre´tisation par e´le´ments ﬁnis. Les
calculs utilisent des e´le´ments ﬁnis quadrangulaires de degre´ Q10 et une interpolation
aux points de Gauss-Lobatto de degre´ 21. Les calculs nume´riques mettent en e´vidence
la de´croissance exponentielle du champ magne´tique a` la surface du conducteur ainsi que
l’inﬂuence de la ge´ome´trie de l’interface sur la manifestation du phe´nome`ne de l’effet
de peau, voir les ﬁgures ci-dessous ou` Hσ de´signe la solution nume´rique calcule´e pour
σ ∈ {5, 80}.
| Im Hσ| pour σ = 5S.m−1 | Im Hσ| pour σ = 80S.m−1
Dans un mode`le unidimensionnel de l’effet de peau ou` le conducteur est mode´lise´
par un demi-espace, l’e´paisseur de peau caracte´ristique ℓ(σ) de´ﬁnie par
ℓ(σ) =
√
2
ωµ0σ
,
correspond a` la distance a` l’interface ou` l’amplitude de l’onde e´lectromagne´tique a di-
minue´ d’un taux ﬁxe par rapport a` son amplitude a` l’interface. Les formules the´oriques
explicites du de´veloppement asymptotiquemettent en e´vidence l’inﬂuence de la ge´ome´trie
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de l’interface sur la manifestation du phe´nome`ne de l’effet de peau. Alors, on ge´ne´ralise
le parame`tre ℓ(σ) a` notre mode`le de l’effet de peau en conﬁguration axisyme´trique en
de´ﬁnissant une e´paisseur de peau L(σ) caracte´ristique et intrinse`que par la relation
L(σ) = ℓ(σ)
1−H ℓ(σ)
pour σ assez grand ou`H est la courbure moyenne de l’interface. Les calculs nume´riques
de l’effet de peau dans les trois ge´ome´tries e´tudie´es sont cohe´rents avec cette nouvelle
de´ﬁnition de l’e´paisseur de peau L(σ) .
Calculs de conditions de transmission approche´es (chapitre 9)
Ce travail pre´sente´ dans la partie A ci-dessus est la reproduction d’un article e´crit
avec Clair Poignard sur le proble`me d’une membrane mince. On calcule des conditions
de transmission sur le bord du cytoplasme e´quivalentes a` la couche mince, voir la Figure
2. On adopte une approche ge´ome´trique base´e sur un changement de variables ade´quat
dans la couche mince. On rappelle quelques notions de calcul diffe´rentiel aﬁn d’obtenir
un de´veloppement asymptotique de Eε. On de´montre par ailleurs des estimations d’er-
reurs qui valident ce de´veloppement. On pre´sente enﬁn en appendice le de´veloppement
asymptotique a` tout ordre. Soit E0 la solution du proble`me limite lorsque ε→ 0 :
δ
(
1
µ˜
dE0
)
− q˜ E0 = J dans O, E0 × n = 0 sur ∂O
ou` les fonctions µ˜ et q˜ sont de´ﬁnies par sous-domaines de la fac¸on suivante :
∀x ∈ O, µ˜(x) =
{
µc dans Oc
µe dans O \ Oc
et q˜(x) =
{
qc dans Oc
qe dans O \ Oc
Soit J l’injection J : Γ −→ O, et J ∗ son application pull-back J ∗ : Ω1(O) −→
Ω1(Γ). On de´ﬁnit les 1 formes S et T sur Γ par
S = (qm − qe)J ∗(E0)|Γ+ +
(
1
µm
− 1
µe
)
δΓdΓ
(J ∗(E0)) |Γ+
T = qc
(
1
qm
− 1
qe
)
d
(
int(nΓ)E
0|Γ−
)
+
µm − µe
µc
int(nΓ)
(
dE0
)∣∣
Γ−
ou` int(nΓ)E
0|Γ− est le poduit inte´rieur de la 1-forme E0|Γ− avec le champ de vecteur nΓ.
Soit E1 la 1–forme de´ﬁnie par
δdE1 − µ˜q˜E1 = 0 dans Oc ∪ O \ Oc , E1 × n = 0 sur ∂O
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avec les conditions de transmissions suivantes sur Γ
1
µe
int(nΓ)dE
1|Γ+ − 1
µc
int(nΓ)dE
1|Γ− = S
nΓ × E1|Γ+ − nΓ × E1|Γ− = nΓ × T
Pour une donne´e J ∈ H3Ω1(Od0
e
), il existe ε0 > 0 tel que
∀ε ∈ (0, ε0), ‖Eε − (E0 + εE1)‖HΩ1(d,δ,Oc) ! Cε2 ,
ou` C est une constante inde´pendante de ε ; de plus, pour tout domaine ̟ compact dans
Oe, il existe ε̟ > 0 tel que
∀ε ∈ (0, ε̟), ‖Eε − (E0 + εE1)‖HΩ1(d,δ,̟) ! C̟ε2
ou` C̟ > 0 est une constante inde´pendante de ε .
Tous les dessins dans cette the`se ont e´te´ re´alise´s a` l’aide de Fig4Tex, un ensemble de
macros Tex, voir [37].
Chapitre 1
Proble`me de transmission scalaire a`
parame`tre
1.1 Introduction
Dans ce premier chapitre, on de´montre des estimations a priori uniformes pour un
proble`me de transmission scalaire. On conside`re un proble`me mathe´matique base´ sur les
e´quations de Laplace pose´ dans un domaine Ω compose´ de deux sous-domaines. Sur le
bord de Ω, on impose les conditions de Dirichlet ou Neumann.
La solution du proble`me mathe´matique de´pend d’un parame`tre complexe ρ et on
prouve des estimations a priori uniformes selon ρ lorsque |ρ| → ∞. Ces estimations sont
utiles au chapitre 2 par exemple, lorsqu’on e´tudie la partie gradient du champ e´lectrique
solution des e´quations de Maxwell associe´es a` un proble`me de transmission dans des
mate´riaux a` fort contraste dans leurs conductivite´s.
Le plan de chapitre est le suivant. On introduit a` la section 1.2 un proble`me scalaire
avec interface et les conditions au bord de Dirichlet ou Neumann. On pre´sente ensuite au
paragraphe 1.3 une famille de proble`mes a` parame`tres et on e´nonce le re´sultat principal.
Dans la paragraphe 1.4, on prouve des estimations uniformes H2 par sous-domaines
pour ce proble`me, voir le the´ore`me 1.3 pour un re´sultat pre´cis. On de´montre enﬁn des
estimations uniformes pour une interface polye´drale au paragraphe 1.5, voir le the´ore`me
1.8.
1.2 Un proble`me de transmission scalaire
Soit Ω un domaine borne´ de R3, de frontie`re ∂Ω. Soit Ω− ⊂⊂ Ω un sous-domaine
de Ω et de frontie`re Σ. Dans les sections 1.2 a` 1.4, on conside`re que Ω est un domaine
re´gulier et que Σ est de classe C∞, alors que dans la section 1.5, on conside`re le cas ou`
Ω− et Ω sont des polye´dres curvilignes. On note Ω+ le comple´mentaire de Ω− dans Ω,
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voir Figure 1.
Ω−
Ω+
Σ
∂Ω
Figure 1 – Le domaine Ω
Tout au long de ce chapitre, nous utilisons les espaces de SobolevHs, s ∈ R, base´s sur L2
pour des fonctions scalaires. Pour O ∈ {Ω−,Ω+,Ω} et s ∈ R, on note ‖.‖s,O la norme
dans Hs(O). Pour tout s > 0, ‖.‖s,Γ de´signe la norme dans Hs(Γ) ou` Γ ∈ {Σ, ∂Ω}. Soit
a une fonction constante par morceaux dans Ω de´ﬁnie par :
a(x) =
{
a− si x ∈ Ω−
a+ si x ∈ Ω+ .
(1.1)
On de´ﬁnit le saut de a a` travers Σ par [a]Σ = a+ − a− et par ϕ+ (ϕ−) la restriction
d’une fonction ϕ a` Ω+ (Ω−).
On introduit l’espace fonctionnel
V = {ϕ ∈ H1(Ω) |
∫
Ω
−
ϕ− dx = 0} (1.2)
lorsque l’on impose les conditions aux bords de Neumann sur ∂Ω.
On choisit l’espace fonctionnel
V = H10(Ω) (1.3)
pour les conditions aux bords de Dirichlet sur ∂Ω.
Dans les deux cas (Neumann et Dirichlet) le proble`me s’e´crit : trouver ϕ ∈ V tel que
∀ψ ∈ V, a+
∫
Ω+
∇ϕ+ · ∇ψ+ dx + a−
∫
Ω
−
∇ϕ− · ∇ψ− dx =
−
∫
Ω
f ψ¯ dx + [a]Σ
∫
Σ
g ψ¯ ds, (1.4)
avec des donne´es f ∈ L2(Ω) et g ∈ L2(Σ).
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Le proble`me de transmission (1.4) est elliptique. Par re´gularite´ elliptique, ϕ a d’au-
tant plus de re´gularite´ sur les sous-domaines que les donne´es sont re´gulie`res, voir [1].
Dans la suite, on suppose que les donne´es f et g satisfont les hypothe`ses suivantes
f ∈ L2(Ω) et g ∈ H 12 (Σ) . (1.5)
De´ﬁnition 1.1 Soit PH2(Ω) l’espace des fonctions H2 par sous-domaines, de´ﬁni par
PH2(Ω) = {ϕ ∈ L2(Ω)|ϕ+ ∈ H2(Ω+) et ϕ− ∈ H2(Ω−)} (1.6)
muni de la norme
‖ϕ‖2PH2(Ω) = ‖ϕ−‖22,Ω− + ‖ϕ+‖22,Ω+ . (1.7)
Le re´sultat suivant est valable pour le proble`me (1.4) avec les conditions aux bords de
Dirichlet ou Neumann.
Proposition 1.2 Soit ϕ une solution du proble`me (1.4) pour des donne´es fet g satisfai-
sant les hypothe`ses (1.5). Alors
ϕ ∈ PH2(Ω) (1.8)
et ϕ satisfait la formulation forte du proble`me (1.4)
a−∆ϕ− = f− dans Ω−
a+∆ϕ
+ = f+ dans Ω+
ϕ− = ϕ+ sur Σ
a+∂nϕ
+ − a−∂nϕ− = [a]Σg sur Σ
(b.c.) sur ∂Ω
(1.9)
ou` ∂n de´signe la de´rive´e normale (entrante pour Ω−, sortante pour Ω+). Les conditions
aux bords (b.c.) sur ∂Ω sont les conditions de Neumann ou Dirichlet.
1.3 Une famille de proble`mes a` parame`tre
On introduit maintenant un parame`tre ρ ∈ C dans le proble`me (1.4). Pour a+ = 1 et
a− = ρ, on obtient une famille de proble`mes de´pendant du parame`tre ρ : trouver ϕρ ∈ V
tel que
∀ψ ∈ V,
∫
Ω+
∇ϕ+ρ · ∇ψ+ dx + ρ
∫
Ω
−
∇ϕ−ρ · ∇ψ− dx =
−
∫
Ω
f ψ¯ dx + (1− ρ)
∫
Σ
g ψ¯ ds , (Pρ)
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ou` les donne´es f et g sont ﬁxe´es, inde´pendantes de ρ et ve´riﬁent les hypothe`ses (1.5).
Dans la suite de ce chapitre, on construit une application
ρ ,→ ϕρ
associant a` ρ une solution du proble`me (Pρ) et on e´tudie son comportement lorsque
|ρ| → +∞. On effectue des hypothe`ses simpliﬁcatrices sur les donne´es du proble`me
(Pρ). Pour les donne´es f et g associe´es au proble`me de Neumann, respectivement au
proble`me de Dirichlet, on suppose :∫
Ω
f dx = 0 et
∫
Σ
g ds = 0 , respectivement
∫
Σ
g ds = 0 . (1.10)
Le but de ce chapitre est de de´montrer des estimations a priori dans PH2(Ω) uniformes
selon ρ pour une solution ϕρ ∈ H1(Ω) de (Pρ). Le re´sultat principal de ce chapitre est le
suivant.
The´ore`me 1.3 Sous les hypothe`ses (1.5) et (1.10), il existe une constante ρ0 > 0 telle
que pour tout ρ ∈ {z ∈ C | |z| " ρ0}, le proble`me (Pρ) admet une solution ϕρ ∈ V , qui
de plus appartient a` PH2(Ω) et satisfait l’estimation
‖ϕρ‖PH2(Ω) ! Cρ0(‖f‖0,Ω + ‖g‖ 1
2
,Σ) (1.11)
ou` Cρ0 > 0 est inde´pendante de ρ, f et g.
Remarque 1.4 Sous l’hypothe`se supple´mentaire que ρ ∈ {z ∈ C |Re z " ξ0}, avec
ξ0 > 0, un argument de coercivite´ permet de prouver que la solution ϕρ du proble`me
(Pρ) est unique.
Remarque 1.5 L’estimation (1.11) fait intervenir la norme de ‖g‖ 1
2
,Σ mais elle est inde´-
pendante de [a]Σ = 1− ρ, ce qui est a` comparer avec l’e´quation (1.9).
On de´montre le the´ore`me 1.3 au paragraphe suivant. La technique utilise´e est un Ansatz
en se´rie de ϕρ selon les puissances de ρ
−1. On prouve que cette se´rie converge nor-
malement dans PH2(Ω) vers une solution du proble`me (Pρ). On en de´duit l’estimation
(1.11). Puisque les de´veloppements en se´rie diffe`rent selon les conditions aux bords, on
traite se´pare´ment le cas Neumann dans la sous-section 1.4.1 et le cas Dirichlet dans la
sous-section 1.4.2.
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1.4 De´veloppement en se´rie
Vu la pre´sence des termes en ρ dans le proble`me (Pρ), on effectue un Ansatz se´rie
en puissance de ρ−1 pour ϕρ :
ϕρ =

∞∑
n=0
ϕ+n ρ
−n dans Ω+
∞∑
n=0
ϕ−n ρ
−n dans Ω− .
(1.12)
On va de´montrer que cette se´rie converge en norme dans l’espace PH2(Ω) vers une
solution du proble`me (Pρ). On traite tout d’abord le proble`me de Neumann associe´ a`
(Pρ).
1.4.1 Condition au bord de Neumann
On substitue l’Ansatz (1.12) dans (Pρ) puis on identiﬁe les termes selon les puis-
sances de ρ−1. On obtient une famille de proble`mes inde´pendants de ρ, couple´s par leurs
conditions sur Σ : 
∆ϕ−0 = 0 dans Ω−
∂nϕ
−
0 = g sur Σ∫
Ω
−
ϕ−0 dx = 0
(1.13)
et 
∆ϕ+0 = f
+ dans Ω+
ϕ+0 = ϕ
−
0 sur Σ
∂nϕ
+
0 = 0 sur ∂Ω
(1.14)
et pour k ∈ N∗ 
∆ϕ−k = δ
1
k f
− dans Ω−
∂nϕ
−
k = −δ1k g + ∂nϕ+k−1 sur Σ∫
Ω
−
ϕ−k dx = 0
(1.15)
et 
∆ϕ+k = 0 dans Ω+
ϕ+k = ϕ
−
k sur Σ
∂nϕ
+
k = 0 et ∂Ω.
(1.16)
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Ici δ1k de´signe le symbole de Kronecker. Noter que dans (1.13) et (1.15) on a adjoint la
condition d’inte´grale nulle sur la solution, ce qui d’une part assure l’unicite´ et d’autre
part est cohe´rent avec la condition pre´sente dans la de´ﬁnition (1.2) de V .
On construit successivement chaque terme ϕ−n et ϕ
+
n , en commenc¸ant par ϕ
−
0 et ϕ
+
0 .
Supposons que les suites {ϕ−k }n−1k=0 et {ϕ+k }n−1k=0 sont connues. Alors, le proble`me (1.15)
de´ﬁnit un unique ϕ−n dont la trace sur Σ est inse´re´e dans (1.16) comme une donne´e de
Dirichlet aﬁn de de´terminer la partie externe ϕ+n .
Discussion des proble`mes e´le´mentaires
Le proble`me de Neumann (1.13) admet une solution ϕ−0 ∈ H1(Ω−), unique sous la
condition
∫
Ω
−
ϕ−0 dx = 0. On rappelle qu’on a la condition de compatibilite´
∫
Σ
g ds = 0.
De plus, par re´gularite´ elliptique, ϕ−0 ∈ H2(Ω−) et il existe une constante CN > 0
inde´pendante de ρ tel que
‖ϕ−0 ‖2,Ω− ! CN‖g‖ 1
2
,Σ . (1.17)
On s’inte´resse a`ϕ+0 dans (1.14). Le proble`me (1.14) a une unique solutionϕ
+
0 ∈ H1(Ω+).
De plus, par re´gularite´ elliptique et puisque ϕ−0 ∈ H2(Ω−), ϕ+0 ∈ H2(Ω+) et il existe une
constante CDN > 0 inde´pendante de ρ tel que
‖ϕ+0 ‖2,Ω+ ! CDN(‖ϕ−0 ‖2,Ω− + ‖f+‖0,Ω+) . (1.18)
On continue ensuite avec les proble`mes (1.15) et (1.16) de fac¸on similaire, le seul
point a` discuter e´tant la condition de compatibilite´ dans le proble`me de Neumann (1.15).
Lemme 1.6 Le proble`me de Neumann (1.15) est compatible.
PREUVE. Pour k = 1, on doit prouver que∫
Ω
−
f−dx +
∫
Σ
(−g + ∂nϕ+0 ) ds = 0 . (1.19)
D’apre`s (1.14), {
∆ϕ+0 = f
+ dans Ω+
∂nϕ
+
0 = 0 sur ∂Ω .
En inte´grant par partie, il vient∫
Σ
∂nϕ
+
0 ds =
∫
Ω+
f+dx .
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Sous les hypothe`ses (1.10), on en de´duit la condition de compatibilite´ (1.19). Pour k " 2,
on suppose que le terme ϕ+k−1 est construit. On doit montrer que
0 =
∫
Σ
∂nϕ
+
k−1 ds . (1.20)
Or, d’apre`s (1.16), {
∆ϕ+k−1 = 0 dans Ω+
∂nϕ
+
k−1 = 0 sur ∂Ω .
En inte´grant par partie dans Ω+, on en de´duit (1.20). #
Par conse´quent, le proble`me de Neumann (1.15) admet une solution ϕ−k ∈ H1(Ω−),
unique sous la condition
∫
Ω
−
ϕ−k dx = 0. De plus, ϕ
−
k ∈ H2(Ω−) et
‖ϕ−k ‖2,Ω− ! CN
[
δ1k(‖f−‖0,Ω− + ‖g‖ 1
2
,Σ) + ‖∂nϕ+k−1‖ 1
2
,Σ
]
. (1.21)
Enﬁn, le proble`me (1.16) a une solution unique ϕ+k ∈ H1(Ω+) et on a l’estimation
‖ϕ+k ‖2,Ω+ ! CDN‖ϕ−k ‖2,Ω− . (1.22)
On de´montre maintenant la convergence normale dansPH2(Ω) de la se´rie (1.12) lorsque
|ρ| est assez grand.
Convergence normale de la se´rie
Soit C1 > 0 la constante de continuite´ de l’ope´rateur trace Neumann γ1,Σ de´ﬁni par
γ1,Σ : H
2(O) → H 12 (Σ)
ϕ ,→ ∂nϕ
ou` O ∈ {Ω−,Ω+}. Ainsi, pour tout ϕ ∈ H2(O), on a ‖γ1,Σ(ϕ)‖ 1
2
,Σ ! C1‖ϕ‖2,O. On
pose α = CNC1CDN , ou` CN et CDN sont les constantes respectives des estimations
(1.17) et (1.18). D’apre`s (1.21) et (1.22), on de´montre par re´currence sur n ∈ N∗ que{
‖ϕ−n ‖2,Ω− ! αn−1‖ϕ−1 ‖2,Ω−
‖ϕ+n ‖2,Ω+ ! CDN αn−1‖ϕ−1 ‖2,Ω− .
(1.23)
Alors, pour tout ρ ∈ C tel que |ρ|−1α < 1, les se´ries de termes ge´ne´raux ρ−nϕ+n et
ρ−nϕ−n convergent normalement respectivement dans H
2(Ω+) et H
2(Ω−).
On de´montre maintenant le the´ore`me 1.3 pour les conditions au bord de Neumann.
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De´monstration du The´ore`me 1.3
On de´montre tout d’abord l’estimation (1.11) pour ϕρ de´ﬁni par (1.12). Soit ρ0 > 0
tel que ρ−10 α < 1, ou` α = CNC1CDN . Soit ρ ∈ {z ∈ C | |z| " ρ0} et ϕρ la se´rie de
terme ge´ne´ral ρ−nϕn. D’apre`s (1.23), la convergence normale de ϕρ dans PH
2(Ω) est
ge´ome´trique de raison infe´rieure a` ρ−10 α. Ainsi{ ‖ϕ+ρ ‖2,Ω+ ! CDN 11−ρ−1
0
α
ρ−10 ‖ϕ−1 ‖2,Ω− + ‖ϕ+0 ‖2,Ω+
‖ϕ−ρ ‖2,Ω− ! ρ−10 11−ρ−1
0
α
‖ϕ−1 ‖2,Ω− + ‖ϕ−0 ‖2,Ω− .
(1.24)
D’apre`s (1.21),
‖ϕ−1 ‖2,Ω− ! CN
[
(‖f−‖0,Ω
−
+ ‖g‖ 1
2
,Σ) + ‖∂nϕ+0 ‖ 1
2
,Σ
]
. (1.25)
Avec (1.17) et (1.18), on en de´duit l’estimation uniforme (1.11). On de´montre main-
tenant que ϕρ ∈ V . Par construction, ϕρ est solution du proble`me (1.9) avec (a− =
ρ, a+ = 1). En particulier ϕρ ∈ H1(Ω). Enﬁn ϕ−ρ est d’inte´gale nulle sur Ω− car tous les
ϕ−n le sont.
On traite dans le paragraphe suivant le proble`me de Dirichlet associe´ a` (Pρ).
1.4.2 Condition au bord de Dirichlet
Ici V = H10(Ω). Lorsqu’on conside`re la condition au bord ϕρ = 0 sur ∂Ω dans le
proble`me (Pρ), une construction similaire peut eˆtre effectue´e. Cependant on traite les
conditions de compatibilite´ dans Ω− avec une attention particulie`re. Partant du meˆme
Ansatz en se´rie (1.12), il vient{
∆ϕ−0 = 0 dans Ω−
∂nϕ
−
0 = g sur Σ
(1.26)
et 
∆ϕ+0 = f
+ dans Ω+
ϕ+0 = ϕ
−
0 sur Σ
ϕ+0 = 0 sur ∂Ω
(1.27)
et pour k = 1, 2, · · · {
∆ϕ−k = δ
1
k f
− dans Ω−
∂nϕ
−
k = −δ1k g + ∂nϕ+k−1 sur Σ
(1.28)
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et 
∆ϕ+k = 0 dans Ω+
ϕ+k = ϕ
−
k sur Σ
ϕ+k = 0 sur ∂Ω .
(1.29)
Noter qu’ici, on n’a pas adjoint la condition d’inte´gale nulle dans (1.26) et (1.28). Comme
on va le voir, l’ajustement des constantes est ne´cessaire a` la re´solubilite´ de la se´rie de
proble`mes (1.26)-(1.29).
Discussion des proble`mes e´le´mentaires.
Soit ϕ˜−0 ∈ H2(Ω−) la solution du proble`me de Neumann (1.26) sous la condition∫
Ω
−
ϕ˜−0 dx = 0. Ici, on garde encore une constante c0 a` ajuster. Alors, ϕ
−
0 = ϕ˜
−
0 + c0 est
de´termine´ de`s que c0 est ﬁxe´ et (1.27) admet une unique solution ϕ
+
0 ∈ H2(Ω+).
On s’inte´resse a` (1.28) pour k = 1, qui est un proble`me de Neumann avec la condi-
tion de compatibilite´ ∫
Ω
−
f− dx +
∫
Σ
(−g + ∂nϕ+0 ) ds = 0
et puisque
∫
Σ
g ds = 0, elle s’e´crit∫
Σ
∂nϕ
+
0 ds = −
∫
Ω
−
f− dx . (1.30)
On choisit maintenant ϕ+0 = ϕ˜
+
0 + c0ψ ou`
∆ϕ˜+0 = f
+ dans Ω+
ϕ˜+0 = ϕ˜
−
0 sur Σ
ϕ˜+0 = 0 sur ∂Ω
(1.31)
et 
∆ψ = 0 dans Ω+
ψ = 1 sur Σ
ψ = 0 sur ∂Ω
(1.32)
avec
c0 = −
(∫
Σ
∂nϕ˜
+
0 ds+
∫
Ω
−
f−dx
)/ ∫
Σ
∂nψ ds. (1.33)
Par re´gularite´ elliptique ϕ˜+0 ∈ H2(Ω+) est uniquement de´termine´ par (1.31),ψ par (1.32),
et c0 par (1.33) puisque
∫
Σ
∂nψ ds 1= 0 (principe du maximum).
Ainsi on a entie`rement de´termine´ϕ−0 = ϕ˜
−
0 +c0 ∈ H2(Ω−) et ϕ+0 = ϕ˜+0 +c0ψ ∈ H2(Ω+).
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De plus le choix de c0 donne la condition de compatibilite´ (1.30) du proble`me (1.28) pour
k = 1.
A nouveau on prend ϕ−1 = ϕ˜
−
1 +c1 ∈ H2(Ω−), avec ϕ˜−1 uniquement de´termine´ par (1.28)
avec k = 1 sous la condition
∫
Ω
−
ϕ˜−1 dx = 0. Alors ϕ
+
1 = ϕ˜
+
1 + c1ψ ∈ H2(Ω+), avec ϕ˜+1
uniquement de´termine´ par (1.29) avec ϕ˜+1 = ϕ˜
−
1 sur Σ et
c1 = −
∫
Σ
∂nϕ˜
+
1 ds
/ ∫
Σ
∂nψ ds. (1.34)
On continue de fac¸on ite´rative le processus de construction des suites {ϕ−k }k!0 ⊂ H2(Ω−)
et {ϕ+k }k!0 ⊂ H2(Ω+). De la meˆme fac¸on qu’au paragraphe pre´ce´dent, on de´montre que
les se´ries de termes ge´ne´raux ρ−nϕ+n et ρ
−nϕ−n convergent normalement respectivement
dans H2(Ω+) et H
2(Ω−) vers une solution du proble`me de Dirichlet associe´ a` (Pρ). Fi-
nalement, on obtient le the´ore`me 1.3 pour les conditions au bord de Dirichlet.
Remarque 1.7 Lorsque a− = 1 dans Ω− et a+ = ρ dans Ω+, tous les proble`mes
e´le´mentaires sont bien pose´s, y compris pour le proble`me de Dirichlet. On de´montre
a` nouveau des estimations a priori dans PH2(Ω) uniformes selon ρ pour toute solution
ϕρ ∈ H1(Ω) du proble`me (Pρ), avec des donne´es ve´riﬁant les hypothe`ses (1.5) et (1.10).
1.5 Cas d’une interface polye´drale
Dans ce paragraphe, on suppose que Ω− et Ω sont des polye`dres curvilignes, voir
[18]. On s’inte´resse encore a` l’existence et au comportement d’une solutionϕρ au proble`me
(Pρ) lorsque |ρ| → +∞. Dans cette section, on prouve un re´sultat similaire a` celui du
the´ore`me 1.3, mais avec une estimation plus faible. On rappelle que les donne´es f et g
du proble`me (Pρ) ve´riﬁent l’hypothe`se (1.10), voir la section 1.2. Le re´sultat principal
de ce paragraphe est le suivant.
The´ore`me 1.8 Soit s ∈ (1
2
, 1]. On suppose que f ∈ Hs−1(Ω) et g ∈ Hs− 12 (Σ). Sous
l’hypothe`se (1.10), il existe des constantes s0 >
1
2
et ρ0 > 0 telles que pour tout ρ ∈
{z ∈ C | |z| " ρ0}, le proble`me (Pρ) admet une solution ϕρ ∈ V , qui de plus appartient
a` PHs+1(Ω) si s < s0 et satisfait l’estimation
‖ϕ+ρ ‖s+1,Ω+ + ‖ϕ−ρ ‖s+1,Ω− ! Cρ0,s(‖f‖s−1,Ω + ‖g‖s− 1
2
,Σ) (1.35)
ou` Cρ0,s > 0 est inde´pendante de ρ, f et g.
Remarque 1.9 La constante s0 de´pend de la ge´ome´trie des domaines Ω− et Ω+.
De la meˆme fac¸on que lorsque l’interface Σ est re´gulie`re, on de´montre le the´ore`me 1.8
en effectuant un de´veloppement en se´rie, voir (1.12). Les proble`mes e´le´mentaires as-
socie´s aux termes du de´veloppement asymptotique ϕ+k et ϕ
−
k sont bien pose´s dans H
1.
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Cependant, duˆ a` la pre´sence d’areˆtes et de coins sur Σ, on n’a plus d’estimations H2 par
sous domaine. Ne´anmoins, on de´montre des estimations plus faibles au paragraphe 1.5.1
pour chacun des proble`mes e´le´mentaires. La de´monstration repose sur des re´sultats de
re´gularite´ elliptique du type Hs−1 → Hs+1 ou` s de´pend des angles die´draux deΩ− et Ω+
au voisinage de chacune de ses areˆtes e ainsi que des coins c sur Σ, voir la Figure 3 pour
un polye`dre droit.
c
e
Σ
Ω−
Figure 3 – Le domaine Ω−
Les re´sultats utilise´s sont issus de [17] et [18] et donnent une re´ponse a` la question de
re´gularite´ suivante, voir [17] : e´tant donne´e une solution u d’un proble`me aux limites
homoge`ne de Dirichlet, Neumann ou Mixte associe´ ici a` l’ope´rateur de Laplace
Q(s, 2) si f ∈ Hs−1(O), a-t-on u ∈ Hs+1(O) ? (1.36)
ou` O ∈ {Ω−,Ω+}, et f est la donne´e du proble`me. On en de´duit l’estimation uniforme
(1.35) pour toute solution ϕρ du proble`me (Pρ), voir the´ore`me 1.8. Pour simpliﬁer, on
traite simplement le proble`me de Neumann associe´ a` (Pρ), le proble`me de Dirichlet
s’e´tudiant de fac¸on similaire.
1.5.1 Re´gularite´ elliptique
On commence par rappeler des re´sultats de re´gularite´ et estimations pour des proble`mes
ge´ne´ralise´s associe´s a` (1.13) et (1.14). Pour tout s > 1
2
, on conside`re les proble`mes sui-
vants 
∆ϕ− = F dans Ω−
∂nϕ
− = G sur Σ∫
Ω
−
ϕ− dx = 0
(1.37)
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ou` F ∈ Hs−1(Ω−) et G ∈ Hs− 12 (Σ), ainsi que
∆ϕ+ = F dans Ω+
ϕ+ = H sur Σ
∂nϕ
+ = 0 sur ∂Ω
(1.38)
ou` F ∈ Hs−1(Ω+) et H ∈ Hs+ 12 (Σ).
Proposition 1.10 Soit s ∈ (1
2
, 1]. Alors, il existe s−0 >
1
2
tel que si s < s−0 , la so-
lution ϕ− ∈ H1(Ω−) de (1.37) associe´e a` (F,G) ∈ Hs−1(Ω−) × Hs− 12 (Σ) ve´riﬁe
ϕ− ∈ Hs+1(Ω−). De plus il existe une constante cN > 0 inde´pendante de ρ et s tel
que
‖ϕ−‖s+1,Ω
−
! cN (‖F‖s−1,Ω
−
+ ‖G‖s− 1
2
,Σ) . (1.39)
Proposition 1.11 Soit s ∈ (1
2
, 1]. Alors, il existe s+0 >
1
2
tel que si s < s+0 , la so-
lution ϕ+ ∈ H1(Ω+) de (1.38) associe´e a` (F,H) ∈ Hs−1(Ω+) × Hs+ 12 (Σ) ve´riﬁe
ϕ+ ∈ Hs+1(Ω+). De plus, il existe une constante cDN > 0 inde´pendante de ρ et s
tel que
‖ϕ+‖s+1,Ω+ ! cDN(‖F‖s−1,Ω+ + ‖H‖s+ 1
2
,Σ) . (1.40)
Remarque 1.12 (i) Les constantes s−0 et s
+
0 de´pendent de la ge´ome´trie des domaines
Ω− et Ω+, voir [18].
(ii) Les frontie`res Dirichlet et Neumann associe´es au proble`me (1.38) sont disjointes, ce
qui assure que s+0 >
1
2
. Dans le cas ou` ces frontie`res ne seraient pas disjointes, on aurait
simplement s+0 >
1
4
.
De´monstration du The´ore`me 1.8
PREUVE. Soit s ∈ (1
2
, 1]. D’apre`s la proposition 1.10, applique´e a` (F = 0, G = g), si
s < s−0 alors la solution ϕ
−
0 ∈ H1(Ω−) de (1.13) ve´riﬁe ϕ−0 ∈ Hs+1(Ω−) et on a
‖ϕ−0 ‖s+1,Ω− ! cN‖g‖s− 1
2
,Σ . (1.41)
On ﬁxe s0 = min(s
+
0 , s
−
0 ). Pour s ∈ (12 , 1] et s < s0, d’apre`s la proposition 1.11
applique´e a` (F = f+, H = γ0,Σϕ
−
0 ), la solution ϕ
+
0 ∈ H1(Ω+) de (1.14) ve´riﬁe
ϕ+0 ∈ Hs+1(Ω+) et on a
‖ϕ+0 ‖s+1,Ω+ ! cDN(‖ϕ−0 ‖s+1,Ω− + ‖f+‖s−1,Ω+) . (1.42)
On de´montre par une re´currence sur k ∈ N∗, les estimations suivantes pour les termesϕ−k
et ϕ+k . Pour s ∈ (12 , 1] et si s < s0, les solutions ϕ−k ∈ H1(Ω−) de (1.15), respectivement
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ϕ+k ∈ H1(Ω+) de (1.16), ve´riﬁent ϕ−k ∈ Hs+1(Ω−), respectivement ϕ+k ∈ Hs+1(Ω+), et
on a les estimations suivantes
‖ϕ−k ‖s+1,Ω− ! cN
[
δ1k(‖f−‖s−1,Ω− + ‖g‖s− 1
2
,Σ) + ‖∂nϕ+k−1‖s− 1
2
,Σ
]
, (1.43)
‖ϕ+k ‖s+1,Ω+ ! cDN‖ϕ−k ‖s+1,Ω−. (1.44)
Pour de´montrer l’estimation uniforme (1.35), on utilise enﬁn l’ine´galite´ de trace sui-
vante : il existe une constante c1 > 0 telle que pour tout ϕ
+ ∈ Hs+1(Ω+) ou` s > −12
‖∂nϕ+‖s− 1
2
,Σ ! c1‖ϕ+‖s+1,Ω+ . (1.45)
On pose β = cNc1cDN . Alors, similairement a` (1.23), pour tout s ∈ (12 , 1] tel que s < s0
il vient d’apre`s (1.43) et (1.44){
‖ϕ−n ‖s+1,Ω− ! βn−1‖ϕ−1 ‖s+1,Ω−
‖ϕ+n ‖s+1,Ω+ ! cDN βn−1‖ϕ−1 ‖s+1,Ω− .
(1.46)
La suite de la de´monstration est similaire a` celle du the´ore`me 1.3 et est une conse´quence
des estimations (1.41), (1.42). #
1.5.2 Cas d’une interface cylindrique
Dans cette sous-section, on suppose que Ω− est un cylindre et Ω est un domaine
re´gulier. On note e1 et e2 les deux areˆtes circulaires de Ω−. On suppose que les angles
die´draux de Ω−, respectivement Ω+, au voisinage de e1 et e2 valent ω− = π2 , respective-
ment ω+ =
3π
2
, voir Figure 2 ci-dessous.
Ω−
Σ
e1
e2
Figure 2 – Le domaine Ω−
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On peut donner des estimations ame´liore´es des constantes s−0 et s
+
0 introduites aux
propositions 1.10 et 1.11 du paragraphe 1.5.1. Pre´cise´ment, on a s−0 = min(
5
2
, π
ω
−
) et
s+0 = min(
5
2
, π
ω+
), voir [18]. Donc s−0 = 2 et s
+
0 =
3
2
.
Chapitre 2
Proble`me de transmission
e´lectromagne´tique a` petit parame`tre
2.1 Introduction
Dans ce second chapitre, on de´montre des estimations a priori uniformes pour un
proble`me de transmission e´lectromagne´tique dans des mate´riaux a` forts contrastes dans
leurs conductivite´s. On conside`re un proble`me mathe´matique base´ sur les e´quations de
Maxwell pose´es dans un domaine compose´ de deux sous-domaines, l’un repre´sentant un
mate´riau isolant et l’autre un mate´riau fortement conducteur. La frontie`re du domaine
est suppose´e parfaitement conductrice ou isolante.
La solution du proble`me mathe´matique de´pend de la conductivite´ e´lectrique du do-
maine conducteur et on de´montre des estimations a priori uniformes. Ces estimations
sont utiles lorsqu’on e´tudie des de´veloppements asymptotiques ou encore pour de´montrer
des estimations d’erreurs dans des me´thodes d’approximations. Des estimations uni-
formes pour un proble`me de transmission similaire avec une interface re´gulie`re existent
dans [33]. Notre approche permet de traiter le cas plus ge´ne´ral d’une interface polye´drale.
On utilise pour cela une technique de potentiel vecteur pour de´composer le champ
e´lectromagne´tique, voir [4]. La partie gradient de cette de´composition est estime´e graˆce
aux re´sultats du chapitre 1.
Le chapitre est organise´ de la fac¸on suivante. Dans le paragraphe 2.2, on introduit le
proble`me de transmission e´lectromagne´tique. On e´nonce ensuite le re´sultat principal au
paragraphe suivant, voir the´ore`me 2.25. Puis, on de´montre diffe´rentes de´compositions du
champ e´lectrique dans la section 2.4. Le proble`me ge´ne´ral est analyse´ et l’estimation a
priori uniforme de´montre´e au paragraphe 2.5. On de´montre dans une dernie`re partie des
estimations uniformes dans le cas ou` l’interface et le domaine d’e´tude sont polye´driques,
voir the´ore`me 2.37.
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2.2 Description du mode`le physique
2.2.1 Les e´quations de Maxwell harmoniques
Soit Ω un domaine borne´ de R3. On suppose que Ω est simplement connexe. Soit
Ωcd ⊂⊂ Ω un sous-domaine de Ω et de frontie`re Σ. On suppose dans la suite que Ω est
re´gulier et Σ est de classe C∞. On traitera le cas ou`Σ et Ω sont polye´draux au paragraphe
2.6. On note Ωis le comple´mentaire de Ωcd dans Ω, voir Figure 1. Ainsi
Σ = ∂Ωcd ∩ ∂Ωis, Ω = Ωcd ∪ Σ ∪ Ωis, Ωcd ∩ Ωis = ∅.
Le domaine Ωis repre´sente un mate´riau isolant (par exemple de l’air ou un die´lectrique)
et Ωcd repre´sente un mate´riau conducteur (du cuivre ou de l’or par exemple).
Ωcd
Ωis
Σ
∂Ω
Figure 1 : Le domaine Ω
On suppose que Ωis est parcouru par une source de courant, repre´sente´e par j. Dans la
suite, σ de´signe la conductivite´ e´lectrique dans Ωcd. On introduit la fonction de conduc-
tivite´
s : Ω → R
x ,→ σ 1Ωcd(x)
Les e´quations de Maxwell harmoniques en temps, de´crivant un rayonnement e´lectroma-
gne´tique de pulsation ω > 0 dans un tel corps Ω et induit par une source de courant j,
s’e´crivent {
rotE− iωµ0H = 0 dans Ω, (loi de Faraday)
rotH + (iωε0 − s)E = j dans Ω, (loi d’Ampe`re) . (2.1)
Ici, E est le champ e´lectrique et H le champ magne´tique, et ε0 et µ0 sont la permittivite´
e´lectrique et la perme´abilite´ magne´tique du mate´riau a` l’inte´rieur de Ω. Sur le bord du
domaine ∂Ω, on conside`re soit la condition de l’isolant parfait pour le champ e´lectrique
E · n = 0 et H× n = 0 sur ∂Ω, ( c. b. isolant parfait) (2.2)
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soit la condition du conducteur parfait
E× n = 0 et H · n = 0 sur ∂Ω, ( c. b. conducteur parfait) (2.3)
ou` n de´note le vecteur normal unitaire sortant sur ∂Ω.
Remarque 2.1 Lorsque l’on impose la condition au bord (2.2), on suppose syste´matique-
ment que la donne´e j satisfait j · n = 0 sur ∂Ω, et alors la condition E · n = 0 est une
conse´quence de la condition H × n = 0 sur ∂Ω. En effet, d’apre`s la formule de Stokes,
on a
div∂Ω H× n = rotH · n sur ∂Ω .
D’apre`s la loi d’Ampe`re, voir (2.1), on en de´duit que
div∂Ω H× n = −(iωε0 − s)E · n + j · n sur ∂Ω ,
ce qui permet de conclure.
Les inconnues E et H de´pendent de σ. Dans la suite de ce chapitre, on effectue une e´tude
a` σ grand et on e´tudie le comportement lorsqueσ → +∞ des champs e´lectromagne´tiques
E et H dans le domaine Ω.
Remarque 2.2 (i) La pulsation ω correspond a` la de´pendance en temps t ,→ exp(iωt).
La pe´riode associe´e est T = 2π
ω
. La fre´quence f associe´e est f = 1
T
, et est mesure´e en
Hz. Ainsi
ω = 2πf
(ii) Les constantes ε0 et µ0 satisfont
ε0µ0 =
1
c2
(c : vitesse de la lumie`re)
ou` µ0 = 4π 10
−7 Wb A−1 m−1 et c ≃ 2.99792458× 108 m s−1.
(iii) On introduit le nombre d’onde κ par
κ = ω
√
ε0µ0
On en de´duit la relation suivante entre la pulsation du signal et le nombre d’onde
ω = cκ ≃ 3× 108κ .
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2.2.2 Le syste`me de Maxwell a` petit parame`tre
On introduit un petit parame`tre δ > 0, de´ﬁni par
δ =
√
ωε0
σ
et qui est proportionnel a` une profondeur de pe´ne´tration du champ e´lectromagne´tique
dans le milieu conducteur. Ainsi, lorsque σ est grand, δ est petit. On pose µ =
√
µ0
ε0
et
ε(δ) =
1
µ
(
1Ωis + (1 +
i
δ2
) 1Ωcd
)
On introduit F = iκj. Le syste`me de Maxwell (2.1) d’ordre 1 et a` petit parame`tre δ,
s’e´crit donc{
rotEδ − iκµHδ = 0 dans Ω, (loi de Faraday)
rotHδ + iκε(δ)Eδ =
1
iκ
F dans Ω, (loi d’Ampe`re) .
(2.4)
Dans la suite, on suppose que F est une donne´e a` support dans Ω. Cette donne´e est plus
ge´ne´rale que j, dont le support est inclus dans Ωis. Cette hypothe`se permettra d’utiliser
les re´sultats de ce chapitre pour de´montrer la convergence de de´veloppements asymp-
totiques. Dans ce chapitre, on s’inte´resse au comportement des solutions Eδ et Hδ du
syste`me (2.4) lorsque δ → 0 pour une donne´e j ﬁxe´e inde´pendante de δ.
2.3 Formulations variationnelles
2.3.1 Espaces variationnels
Dans ce chapitre, on notera les composantes carte´siennes d’un fonction vectorielle u
par :
u = (u1, u2, u3) .
On rappelle la formule du rotationnel d’un champ u en coordonne´es carte´siennes
rotu =
∂2u3 − ∂3u2∂3u1 − ∂1u3
∂1u2 − ∂2u1
 pour u = (u1, u2, u3) .
On rappelle aussi la de´ﬁnition des espaces associe´s au syste`me de Maxwell dans un
domaine Ω ⊂ R3, voir [50], et base´s sur l’espace
L2(Ω) = {u = (u1, u2, u3)| ui ∈ L2(Ω), i = 1, 2, 3} .
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De´ﬁnition 2.3
H(rot,Ω) = {u ∈ L2(Ω)| rotu ∈ L2(Ω)}
H0(rot,Ω) = {u ∈ H(rot,Ω)| u× n = 0 sur ∂Ω}
H(div,Ω) = {u ∈ L2(Ω)| div u ∈ L2(Ω)}
H0(div,Ω) = {u ∈ H(div,Ω)| u · n = 0 sur ∂Ω}
H(div, 0,Ω) = {u ∈ H(div,Ω)| div u = 0 dans Ω} .
Les normes naturelles sur H(rot,Ω) et H(div,Ω) sont respectivement
‖u‖2H(rot,Ω) = ‖ rotu‖20,Ω + ‖u‖20,Ω
et
‖u‖2H(div,Ω) = ‖ div u‖20,Ω + ‖u‖20,Ω .
Dans la suite, on note uis la trace de u restreint a` Ωis sur ∂Ωis et u
cd la trace de u restreint
a` Ωcd sur Σ. Aﬁn de pre´ciser la nature des solutions du syste`me de Maxwell (2.4), on
de´ﬁnit les espaces variationnels suivant.
De´ﬁnition 2.4
X(Ω) = H(rot,Ω) ∩H(div,Ω)
XT(Ω) = {u ∈ X(Ω)| u · n = 0 sur ∂Ω}
XN(Ω) = {u ∈ X(Ω)| u× n = 0 sur ∂Ω}
XT(Ω, δ) = {u ∈ H(rot,Ω)| ε(δ)u ∈ H(div,Ω), u · n = 0 sur ∂Ω}
XN(Ω, δ) = {u ∈ H(rot,Ω)| ε(δ)u ∈ H(div,Ω), u× n = 0 sur ∂Ω}
Selon le choix des conditions aux bords (2.2) ou (2.3), le proble`me limite lorsque δ → 0
fait apparaitre les espaces suivants
XTN(Ωis) = {u ∈ X(Ωis)| uis · n = 0 sur ∂Ω, uis × n = 0 sur Σ}
ou
XN(Ωis) = {u ∈ X(Ωis)| uis × n = 0 sur ∂Ωis}
ou`
X(Ωis) = H(rot,Ωis) ∩H(div,Ωis)
Remarque 2.5 (i)Munis de la norme
‖u‖2X(Ω) = ‖ rotu‖20,Ω + ‖ div u‖20,Ω + ‖u‖20,Ω ,
XT(Ω) et XN(Ω) sont des espaces de Hilbert.
(ii)Munis de la norme
‖u‖2X(Ω,δ) = ‖ rotu‖20,Ω + ‖ div(ε(δ)u)‖20,Ω + ‖u‖20,Ω ,
XT(Ω, δ) et XN(Ω, δ) sont des espaces de Hilbert.
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Conditions de transmission du champ e´lectromagne´tique
On pre´cise ici les conditions de transmission du champ e´lectromagne´tique a` l’inter-
face Σ.
De´ﬁnition 2.6 On de´ﬁnit le saut d’une fonction u = (u1, u2, u3) sur Σ par
[u]Σ =
uis1 − ucd1uis2 − ucd2
uis3 − ucd3
 ,
ce que l’on note uis − ucd .
On note encore n le vecteur normal unitaire sur Σ, qu’on choisit sortant par rapport a`
Ωis. D’apre`s [50, Lemme 5.3], on a les re´sultats suivants.
Lemme 2.7 Soit F dans L2(Ω). Soient Eδ et Hδ dans L
2(Ω) solutions de (2.4). Alors, Eδ
et Hδ ∈ H(rot,Ω) et
[Eδ × n]Σ = 0 et [Hδ × n]Σ = 0 .
Lemme 2.8 Soit F ∈ H(div,Ω). Soient Eδ et Hδ dans L2(Ω) solutions de (2.4). Alors,
ε(δ)Eδ et Hδ ∈ H(div,Ω) et
[ε(δ)Eδ · n]Σ = 0 et [Hδ · n]Σ = 0 .
De plus,
div ε(δ)Eδ = − 1
κ2
div F et div Hδ = 0 dans L
2(Ω) .
Remarque 2.9 La condition de transmission [ε(δ)Eδ · n]Σ = 0 s’e´crit
Eisδ · n = (1 +
i
δ2
)Ecdδ · n sur Σ
Selon le choix des conditions au bord (2.2) ou (2.3) pour le champ e´lectromagne´tique,
on en de´duit les re´sultats suivants.
Lemme 2.10 Soit F ∈ H0(div,Ω). Soient Eδ et Hδ dans L2(Ω) solutions de (2.2) et
(2.4). Alors, Eδ ∈ XT(Ω, δ) et Hδ ∈ XN(Ω).
Lemme 2.11 Soit F ∈ H(div,Ω). Soient Eδ et Hδ dans L2(Ω) solutions de (2.3) et (2.4).
Alors, Eδ ∈ XN(Ω, δ) et Hδ ∈ XT(Ω).
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2.3.2 Proble`me variationnel en champ e´lectrique
Dans la suite, on e´limine le champ magne´tique dans le syste`me de Maxwell (2.4)
d’ordre 1, ce qui nous rame`ne a` une formulation en champ e´lectrique. On introduit la
notation suivante.
Notation 2.12 Pour E, E′ ∈ H(rot,Ω),
bδ(E,E
′) =
∫
Ω
(1
µ
rotE · rot E¯′ − κ2ε(δ)E · E¯′
)
dx (2.5)
Proposition 2.13 Soit F ∈ L2(Ω). Soient Eδ et Hδ dans L2(Ω) solutions de (2.2) et de
(2.4). Alors Eδ ∈ H(rot,Ω) et
∀E′ ∈ H(rot,Ω), bδ(Eδ,E′) =
∫
Ω
F · E¯′ dx (2.6)
La de´monstration de la proposition 2.13 repose sur le lemme suivant.
Lemme 2.14
∀E′ ∈ H(rot,Ω), ∀H ∈ H0(rot,Ω),
∫
Ω
H · rot E¯′ dx =
∫
Ω
rotH · E¯′ dx (2.7)
PREUVE. [Lemme 2.14]
On commence par prouver ce re´sultat pour E′ ∈ C∞(Ω¯)3. On utilise la densite´ de
C∞(Ω¯)3 dans H(rot,Ω), voir [31], pour conclure au lemme. #
De´monstration de la Proposition 2.13
PREUVE. D’apre`s (2.4), on a
∀E′ ∈ H(rot,Ω),
∫
Ω
(
1
µ
rotEδ · rot E¯′ − iκHδ · rot E¯′) dx = 0
et
∀E′ ∈ H(rot,Ω), iκ
∫
Ω
(rotHδ · E¯′ + iκε(δ)Eδ · E¯′) dx =
∫
Ω
F · E¯′ dx
En additionnant ces deux inte´grales, il vient
∀E′ ∈ H(rot,Ω),
∫
Ω
(1
µ
rotEδ · rot E¯′ − iκ(Hδ · rot E¯′ − rotHδ · E¯′)
− κ2ε(δ)Eδ · E¯′
)
dx =
∫
Ω
F · E¯′ dx
Comme Hδ ∈ H0(rot,Ω), par le lemme 2.14, on en de´duit (2.6). #
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On peut interpre´ter le proble`me (2.6) en termes d’e´quations aux de´rive´es partielles. En
effectuant des inte´grations par parties dans la relation (2.6), on obtient la formulation
forte en champ e´lectrique associe´e au proble`me variationnel (2.6). Ceci fait l’objet de la
proposition suivante.
Proposition 2.15 Si Eδ ∈ H(rot,Ω) est une solution du proble`me (2.6), alors Eδ est
solution au sens des distributions des e´quations suivantes
rot rotEδ − κ2Eδ = µFis dans Ωis
rot rotEδ − κ2(1 + iδ2 )Eδ = µFcd dans Ωcd
[Eδ × n]Σ = 0
[rotEδ × n]Σ = 0
rotEδ × n = 0 sur ∂Ω
(2.8)
Re´ciproquement, si Eδ est solution des e´quations (2.8) au sens des distributions, alors
Eδ satisfait aussi la relation suivante
1
µ
rot rotEδ − κ2ε(δ)Eδ = F dans Ω (2.9)
au sens des distributions, et puisque κ > 0, Eδ ve´riﬁe de plus l’identite´ suivante au sens
des distributions
div
(
ε(δ)Eδ
)
= − 1
κ2
div F dans Ω . (2.10)
PREUVE. On prend E′ ∈ D(Ω) a` support dans Ωis comme fonction test dans (2.6).
Comme ∫
Ω
rotEδ · rot E¯′dx = 〈rot rotEisδ ,E′is〉Ωis
on en de´duit la premie`re relation du syste`me (2.8). De meˆme, en prenant E′ ∈ D(Ω) a`
support dans Ωcd comme fonction test dans (2.6), on en de´duit la seconde relation du
syste`me (2.8). La troisie`me relation est une conse´quence du fait que Eδ ∈ H(rot,Ω),
voir le lemme 2.7. La suite de la preuve de cette proposition repose sur la formule de
Stokes suivante, voir [8],
∀E,H ∈ H(rot,Ω),
∫
Ω
(rotE · H¯− E · rot H¯) dx = 〈n× E,Hτ〉∂Ω (2.11)
ou` Hτ = (n×H)×n. D’apre`s (2.8)1, on a rotEis ∈ H(rot,Ωis). Donc, en appliquant la
formule (2.11) dans Ωis a` E = rotE
is
δ et H = E
′ ∈ H(rot,Ω), il vient∫
Ωis
rotEisδ · rot E¯′
is
dx =
∫
Ωis
rot rotEisδ · E¯′
is
dx + 〈rotEisδ × n,E′isτ〉∂Ωis .
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En appliquant la formule (2.11) dans Ωcd a` E = rotE
cd
δ et H = E
′ ∈ H(rot,Ω), il vient∫
Ωcd
rotEcdδ · rot E¯′
cd
dx =
∫
Ωcd
rot rotEcdδ · E¯′
cd
dx− 〈rotEcdδ × n,E′cdτ 〉Σ .
En additionnant ces deux relations, pour tout E′ ∈ H(rot,Ω), on a∫
Ω
rotEδ ·rot E¯′dx =
∫
Ω
rot rotEδ · E¯′dx+〈[rotEδ × n]Σ,E′τ〉Σ+〈rotEisδ × n,E′isτ〉∂Ω .
D’apre`s (2.6), (2.8)1 et (2.8)2, pour tout E
′ ∈ H(rot,Ω), il vient
〈[rotEδ × n]Σ,E′τ〉Σ + 〈rotEisδ × n,E′isτ〉∂Ω = 0 .
On en de´duit les relations (2.8)4 et (2.8)5. #
Remarque 2.16 D’apre`s la relation (2.10), on en de´duit l’identite´ suivante au sens des
distributions sur Σ.
(1 +
i
δ2
)Ecdδ · n = Eisδ · n sur Σ . (2.12)
Remarque 2.17 Le lemme 2.14 s’applique encore pourE′ ∈ H0(rot,Ω) etH ∈ H(rot,Ω).
Ainsi, si Eδ et Hδ sont dans L
2(Ω) et solutions de (2.3) et de (2.4) associe´s a` F ∈ L2(Ω),
alors Eδ ∈ H0(rot,Ω) et
∀E′ ∈ H0(rot,Ω), bδ(Eδ,E′) =
∫
Ω
F · E¯′ dx (2.13)
De la proposition 2.13, on en de´duit la proposition suivante.
Proposition 2.18 Soit F ∈ H(div,Ω). Soient Eδ et Hδ dans L2(Ω) solutions de (2.2)
et de (2.4). Alors Eδ ∈ XT(Ω, δ) et une formulation variationnelle associe´e au syste`me
d’e´quations (2.4) s’e´crit
Trouver Eδ ∈ XT(Ω, δ) tel que
∀E′δ ∈ XT(Ω, δ), bδ(Eδ,E′δ) =
∫
Ω
F · E¯′δ dx (2.14)
PREUVE. En effet, d’apre`s le lemme 2.10, Eδ ∈ XT(Ω, δ). Donc, la proposition 2.13
permet de conclure a` la formulation (2.14). #
D’apre`s la remarque 2.17 et le lemme 2.11, on de´montre aussi le re´sultat suivant.
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Proposition 2.19 Soient Eδ etHδ des solutions de (2.3) et de (2.4) dans L
2(Ω) associe´es
a` F ∈ H(div,Ω). Alors Eδ ∈ XN(Ω, δ) et une formulation variationnelle associe´e au
syste`me d’e´quations (2.4) s’e´crit
Trouver Eδ ∈ XN(Ω, δ) tel que
∀E′δ ∈ XN(Ω, δ), bδ(Eδ,E′δ) =
∫
Ω
F · E¯′δ dx (2.15)
Remarque 2.20
bδ(E,E
′) =
∫
Ω
1
µ
(
rotE · rot E¯′ − κ2E · E¯′
)
dx− iκε0ω
δ2
∫
Ωcd
E · E¯′dx (2.16)
En particulier,
Re bδ(E,E) =
1
µ
∫
Ω
(| rotE|2 − κ2|E|2)dx (2.17)
Ainsi, la forme sesquiline´aire aδ associe´e a` la formulation variationnelle (2.14) n’est
pas coercive sur XT(Ω, δ) en ge´ne´ral, sauf si κ est petit.
Dans la suite, on va re´gulariser ce proble`me de Maxwell, en introduisant dans la forme
sesquiline´aire un terme supple´mentaire de divergence.
2.3.3 Equations de Maxwell re´gularise´es
Dans ce paragraphe, on rappelle les formulations variationnelles re´gularise´es as-
socie´es au proble`me (2.14) et (2.15), voir [14, 13]. La formulation re´gularise´e du proble`me
(2.14) s’e´crit :
Trouver Eδ ∈ XT(Ω, δ) tel que pour tout E′δ ∈ XT(Ω, δ),∫
Ω
(1
µ
rotEδ · rot E¯′δ + α div(ε(δ)Eδ) div(ε(δ)E′δ)− κ2ε(δ)Eδ · E¯′δ
)
dx = 〈f,E′δ〉
(2.18)
ou`
〈f,E′δ〉 =
∫
Ω
(
F · E¯′δ −
α
κ2
div F div(ε(δ)E′δ)
)
dx (2.19)
et ou` α > 0 est un parame`tre qu’on pre´cisera dans la suite. On utilisera le the´ore`me
suivant, voir [13].
The´ore`me 2.21 Il existe un re´el α > 0 inde´pendant de δ tel que si Eδ ∈ XT(Ω, δ) est
une solution de (2.18)-(2.19) associe´e a` F ∈ H0(div,Ω), alors
div(ε(δ)Eδ) +
1
κ2
div F = 0 dans Ω (2.20)
2.3. FORMULATIONS VARIATIONNELLES 37
On pose Hδ =
1
iωε0
rotEδ, alors Eδ et Hδ sont solutions des e´quations de Maxwell (2.2)-
(2.4).
PREUVE. On de´ﬁnit l’ope´rateur
∆Neuε(δ) : H
1(Ω) → H1(Ω)′
ϕ ,→ div ε(δ)∇ϕ
ou` div ε(δ)∇ϕ de´signe l’e´le´ment deH1(Ω)′ de´ﬁni par
ψ ∈ H1(Ω) ,→
∫
Ω
ε(δ)∇ϕ · ∇ψ dx
Le domaine de cet ope´rateur est de´ﬁni par
D(∆Neuε(δ)) = {ϕ ∈ H1(Ω) | div ε(δ)∇ϕ ∈ L2(Ω) }
Par conse´quent, si ϕ ∈ D(∆Neuε(δ)), alors ∂nϕ = 0 sur ∂Ω. Ainsi, on a
∀ϕ ∈ D(∆Neuε(δ)) , ∇ϕ ∈ XT(Ω, δ) .
Soit Eδ une solution de (2.18). On choisit comme fonction test E
′ = ∇ϕ ou` ϕ ∈
D(∆Neuε(δ)). Ainsi, d’apre`s (2.18),∫
Ω
(
α div(ε(δ)Eδ) div(ε(δ)∇ϕ)− κ2ε(δ)Eδ · ∇ϕ
)
dx
=
∫
Ω
(
F · ∇ϕ− α
κ2
div F div(ε(δ)∇ϕ)
)
dx (2.21)
Or, puisque ε(δ)Eδ, F ∈ H0(div,Ω) et ϕ ∈ H1(Ω), par une formule de Green, il vient∫
Ω
−κ2ε(δ)Eδ · ∇ϕ dx =
∫
Ω
κ2 div(ε(δ)Eδ)ϕ dx
et ∫
Ω
F · ∇ϕdx = −
∫
Ω
div Fϕ¯ dx .
Donc,
∀ϕ ∈ D(∆Neuε(δ)) ,
∫
Ω
(
div(ε(δ)Eδ) +
1
κ2
div F
)(
α div(ε(δ)∇ϕ) + κ2ϕ¯
)
dx = 0 .
(2.22)
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La forme sesquiline´aire associe´e a` l’ope´rateur −∆Neuε(δ) est uniforme´ment coercive sur le
sous-espace orthogonal aux constantes
W = {ϕ ∈ H1(Ω) |
∫
Ω
ϕ dx = 0 }
car
∀ϕ ∈W , Re
∫
Ω
ε(δ)∇ϕ · ∇ϕdx = 1
µ
|ϕ|21,Ω .
Donc, l’ope´rateur −∆Neuε(δ) est inversible de D(∆Neuε(δ)) ∩W sur L20(Ω), le sous-espace de
L2(Ω) orthogonal aux constantes, et a un spectre discret. De plus, il existe une constante
C > 0 telle que
∀ϕ ∈W , Re
∫
Ω
ε(δ)∇ϕ · ∇ϕ dx " C‖ϕ‖21,Ω . (2.23)
On examine a` pre´sent les valeurs propres re´elles non-nulles de l’ope´rateur −∆Neuε(δ) : soit
λ ∈ R \ {0} et ϕ ∈ D(∆Neuε(δ)) ∩W \ {0} tel que
−∆Neuε(δ)ϕ = λϕ dans Ω . (2.24)
En multipliant l’e´quation aux valeurs propres (2.24) par ϕ¯, puis en inte´grant par partie,
il vient ∫
Ω
ε(δ)∇ϕ · ∇ϕ dx = λ
∫
Ω
ϕ ϕ¯dx .
D’apre`s (2.23), on conclut que λ " C car ϕ 1= 0. On choisit a` pre´sent α > 0 assez grand
tel que κ
2
α
< C. Alors κ
2
α
n’est pas valeur propre de l’ope´rateur−∆Neuε(δ) . Par suite, d’apre`s
(2.22), on en de´duit que div(ε(δ)Eδ) +
1
κ2
div F = 0 dans Ω. Ainsi, d’apre`s (2.18),
∀E′δ ∈ XT(Ω, δ)
∫
Ω
(1
µ
rotEδ · rot E¯′δ − κ2ε(δ)Eδ · E¯′δ
)
dx =
∫
Ω
F · E¯′δ dx
On de´ﬁnit Hδ a` partir de la loi de Faraday par Hδ =
1
iωε0
rotEδ dans Ω. Alors, d’apre`s le
lemme 2.14, il vient
∀E′δ ∈ XT(Ω, δ)
∫
Ω
(iωε0
µ
rotHδ · E¯′δ − κ2ε(δ)Eδ · E¯′δ
)
dx =
∫
Ω
F · E¯′δ dx
Donc, on retrouve l’e´quation d’Ampe`re
rotHδ + iκε(δ)Eδ =
1
iκ
F dans Ω .
#
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De fac¸on similaire, la formulation re´gularise´e du proble`me (2.15) s’e´crit :
Trouver Eδ ∈ XN(Ω, δ) tel que pour tout E′δ ∈ XN(Ω, δ),∫
Ω
(
1
µ
rotEδ · rot E¯′δ + β div(ε(δ)Eδ) div(ε(δ)E′δ)− κ2ε(δ)Eδ · E¯′δ) dx = 〈f,E′δ〉
(2.25)
ou`
〈f,E′δ〉 =
∫
Ω
(
F · E¯′δ −
β
κ2
div Fdiv(ε(δ)E′δ)
)
dx (2.26)
et β > 0 est un parame`tre qu’on pre´cisera dans la suite. On utilisera le the´ore`me suivant,
voir [13].
The´ore`me 2.22 Il existe un re´el β > 0 inde´pendant de δ tel que si Eδ ∈ XN(Ω, δ) est
une solution de (2.25)-(2.26) associe´e a` F ∈ H(div,Ω), alors
div(ε(δ)Eδ) +
1
κ2
div F = 0 dans Ω . (2.27)
Si de plus Hδ =
1
iωε0
rotEδ, alors Eδ et Hδ sont solutions des e´quations de Maxwell
(2.3)-(2.4).
PREUVE. On de´ﬁnit l’ope´rateur
∆Dirε(δ) : H
1(Ω) → H1(Ω)′
ϕ ,→ div ε(δ)∇ϕ
et son domaine
D(∆Dirε(δ)) = {ϕ ∈ H10(Ω) | div ε(δ)∇ϕ ∈ L2(Ω)}
Par de´ﬁnition, on ve´riﬁe que
∀ϕ ∈ D(∆Dirε(δ)) , ∇ϕ ∈ XN(Ω, δ) .
Soit Eδ une solution de (2.25)-(2.26). On choisit comme fonction test E
′ = ∇ϕ ou`
ϕ ∈ D(∆Dirε(δ)). Ainsi, d’apre`s (2.25),∫
Ω
(
β div(ε(δ)Eδ) div(ε(δ)∇ϕ)− κ2ε(δ)Eδ · ∇ϕ
)
dx
=
∫
Ω
(
F · ∇ϕ− β
κ2
div Fdiv(ε(δ)∇ϕ)
)
dx
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Or, puisque ε(δ)Eδ, F ∈ H(div,Ω) et ϕ ∈ H10(Ω), par une formule de Green, il vient∫
Ω
−κ2ε(δ)Eδ · ∇ϕdx =
∫
Ω
κ2 div(ε(δ)Eδ)ϕdx
et ∫
Ω
F · ∇ϕ dx = −
∫
Ω
div Fϕ¯dx .
Donc,
∀ϕ ∈ D(∆Dirε(δ)) ,
∫
Ω
(
div(ε(δ)Eδ)+
1
κ2
div F
)(
β div(ε(δ)∇ϕ)+κ2ϕ¯) dx = 0 . (2.28)
La forme sesquiline´aire associe´e a` l’ope´rateur−∆Dirε(δ) est coercive sur H10(Ω) car
∀ϕ ∈ H10(Ω) , Re
∫
Ω
ε(δ)∇ϕ · ∇ϕ dx = 1
µ
|ϕ|21,Ω .
Donc, l’ope´rateur −∆Dirε(δ) est inversible de D(∆Dirε(δ)) sur L2(Ω) et a un spectre discret.
De plus, il existe une constante C > 0 telle que
∀ϕ ∈ H10(Ω) , Re
∫
Ω
ε(δ)∇ϕ · ∇ϕ dx " C‖ϕ‖21,Ω . (2.29)
On examine a` pre´sent les valeurs propres re´elles non-nulles de l’ope´rateur −∆Dirε(δ) : soit
λ ∈ R \ {0} et ϕ ∈ D(∆Dirε(δ)) \ {0} tel que
−∆Dirε(δ)ϕ = λϕ dans Ω (2.30)
En multipliant l’e´quation aux valeurs propres (2.30) par ϕ¯, puis en inte´grant par partie,
il vient ∫
Ω
ε(δ)∇ϕ · ∇ϕ dx = λ
∫
Ω
ϕ ϕ¯dx .
D’apre`s (2.29), on conclut que λ " C car ϕ 1= 0. On choisit a` pre´sent β > 0 assez grand
tel que κ
2
β
< C. Alors κ
2
β
n’est pas valeur propre de l’ope´rateur−∆Dirε(δ). Par suite, d’apre`s
(2.28), on en de´duit que div(ε(δ)Eδ)+
1
κ2
div F = 0 dans Ω. On utilise encore le lemme
2.14 pour conclure. #
Remarque 2.23 L’ensemble des ope´rateurs borne´s et inversibles est un ouvert dans
l’ensemble des ope´rateurs borne´s entre deux espaces de Banach. A partir de la rela-
tion (2.28), on peut en de´duire directement la relation (2.27) sans utiliser le spectre de
l’ope´rateur ∆Dirε(δ).
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2.3.4 Estimation a priori uniforme
Dans toute la suite, on ﬁxe un re´el α > 0 donne´ par le the´ore`me 2.21. On effectue
l’hypothe`se spectrale suivante.
Hypothe`se 2.24 (HS) κ2 n’est pas valeur propre du proble`me limite
Trouver E0 ∈ XTN(Ωis) tel que pour tout E′ ∈ XTN(Ωis),∫
Ωis
(
rotE0 · rot E¯′ − κ2 E0 · E¯′
)
dx = 0 (2.31)
Le re´sultat principal de ce chapitre est le suivant.
The´ore`me 2.25 Sous l’hypothe`se spectrale 2.24, il existe une constante δ0 > 0 telle
que pour tout δ ∈ (0, δ0), le proble`me (2.18)-(2.19) admet une unique solution Eδ ∈
XT(Ω, δ) associe´e a` F ∈ H0(div,Ω), et qui de plus ve´riﬁe l’estimation
‖ rotEδ‖0,Ω + ‖ div ε(δ)Eδ‖0,Ω + ‖Eδ‖0,Ω + 1
δ
‖Eδ‖0,Ωcd ! C‖F‖H(div,Ω) (2.32)
ou` C > 0 est une constante inde´pendante de δ.
On a un re´sultat similaire pour le proble`me analogue pose´ dans XN(Ω, δ). On ﬁxe a`
pre´sent un re´el β > 0 donne´ par le the´ore`me 2.22. Sous l’hypothe`se spectrale suivante
Hypothe`se 2.26 κ2 n’est pas valeur propre du proble`me limite
Trouver E0 ∈ XN(Ωis) tel que pour tout E′ ∈ XN(Ωis),∫
Ωis
(
rotE0 · rot E¯′ − κ2 E0 · E¯′
)
dx = 0 (2.33)
on a le re´sultat suivant
The´ore`me 2.27 Sous l’hypothe`se spectrale 2.26, il existe une constante δ1 > 0 telle
que pour tout δ ∈ (0, δ1), le proble`me (2.25)-(2.26) admet une unique solution Eδ ∈
XN(Ω, δ) associe´e a` F ∈ H(div,Ω), et qui de plus ve´riﬁe l’estimation
‖ rotEδ‖0,Ω + ‖ div ε(δ)Eδ‖0,Ω + ‖Eδ‖0,Ω + 1
δ
‖Eδ‖0,Ωcd ! C‖F‖H(div,Ω) (2.34)
ou` C > 0 est une constante inde´pendante de δ.
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2.4 Une de´composition du champ e´lectrique
Dans ce paragraphe, on s’inte´resse aux solutions Eδ ∈ XT(Ω, δ) du proble`me (2.18)
et Eδ ∈ XN(Ω, δ) du proble`me (2.25). Dans l’optique de de´montrer les estimations a
priori uniformes (2.32) et (2.34), on effectue une de´composition de Eδ comme suit
Eδ = wδ +∇ϕδ
voir les the´ore`mes 2.29 et 2.30. On utilise ici une technique de potentiel vecteur, voir
[4].
De´ﬁnition 2.28 On de´ﬁnit l’espace variationnel suivant
V = {ϕ ∈ H1(Ω) |
∫
Ωcd
ϕcd dx = 0} (2.35)
On reprend aussi les notations de la de´ﬁnition 2.4. Le re´sultat principal de cette section
est le suivant.
The´ore`me 2.29 SoitEδ ∈ XT(Ω, δ). Alors, il existe un unique couple (wδ,ϕδ) ∈ XT(Ω)×
V tel que
Eδ = wδ +∇ϕδ dans Ω et div wδ = 0 dans Ω . (2.36)
On donne les de´monstrations et de´tails au paragraphe 2.4.1. On de´montrera aussi le
re´sultat suivant au paragraphe 2.4.2.
The´ore`me 2.30 SoitEδ ∈ XN(Ω, δ). Alors, il existe un unique couple (wδ,ϕδ) ∈ XN(Ω)×
H10(Ω) tel que
Eδ = wδ +∇ϕδ dans Ω et div wδ = 0 dans Ω . (2.37)
2.4.1 Existence d’un potentiel vecteur tangentiel
Le re´sultat de cette sous-section est issu de l’article [4].
The´ore`me 2.31 Soit Eδ ∈ XT(Ω, δ). Alors, il existe un unique wδ ∈ XT(Ω) tel que{
rotwδ = rotEδ dans Ω
div wδ = 0 dans Ω
(2.38)
De plus, wδ ∈ H1(Ω) et il existe une constante C > 0 inde´pendante de δ telle que
‖wδ‖1,Ω ! C‖ rotEδ‖0,Ω (2.39)
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PREUVE. Notons uδ = rotEδ. On a uδ ∈ H(div,Ω) et div uδ = 0 dans Ω. Or, d’apre`s
le the´ore`me de la divergence,
〈uδ · n, 1〉∂Ω =
∫
Ω
div uδ dx
Ainsi,
〈uδ · n, 1〉∂Ω = 0
Donc, d’apre`s [4, Th. 3.12], il existe un unique wδ ∈ XT(Ω) tel que{
rotwδ = uδ dans Ω
div wδ = 0 dans Ω
(2.40)
Ainsi, l’ope´rateur
L : H(div, 0,Ω) → XT(Ω)
uδ ,→ wδ
ou` wδ est la solution du proble`me (2.40) associe´e a` uδ, est un isomorphisme. L’ope´rateur
L−1 e´tant continu, d’apre`s le the´ore`me d’isomorphisme de Banach, L est aussi continu.
Ainsi, il existe une constante C > 0, inde´pendante de δ, tel que
‖wδ‖X(Ω) ! C‖ rotEδ‖0,Ω (2.41)
De plus, Ω e´tant un domaine re´gulier, d’apre`s le the´ore`me 2.9 de [4], XT(Ω) s’injecte
continuement dans H1(Ω). On en de´duit l’estimation (2.39). #
De´monstration du The´ore`me 2.29
D’apre`s le the´ore`me 2.31, il vient
rot(Eδ − wδ) = 0 dans Ω (2.42)
Or, Ω est simplement connexe. Donc, il existe ϕδ ∈ H1(Ω), unique a` une constante
additive pre`s, tel que
Eδ −wδ = ∇ϕδ dans Ω (2.43)
En particulier, on choisit ϕδ tel que
∫
Ωcd
ϕδ dx = 0. De plus,
Eδ · n = wδ · n = 0
sur ∂Ω. Donc
∂nϕδ = 0 sur ∂Ω . (2.44)
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2.4.2 Existence d’un potentiel vecteur normal
Le re´sultat de cette sous-section est aussi issu de l’article [4].
The´ore`me 2.32 Soit Eδ ∈ XN(Ω, δ). Alors, il existe un unique wδ ∈ XN(Ω) tel que{
rotwδ = rotEδ dans Ω
div wδ = 0 dans Ω
(2.45)
De plus, wδ ∈ H1(Ω) et il existe une constante C > 0, inde´pendante de δ, tel que :
‖wδ‖1,Ω ! C‖ rotEδ‖0,Ω (2.46)
PREUVE. La preuve est une conse´quence du the´ore`me [4, Th. 3.17] #
De´monstration du the´ore`me 2.30
La preuve est similaire a` celle du the´ore`me 2.29. D’apre`s le the´ore`me 2.32, il vient
rot(Eδ −wδ) = 0 dans Ω
Or, Ω est simplement connexe. Donc, il existe ψδ ∈ H1(Ω), unique a` une constante
additive pre`s, tel que
Eδ − wδ = ∇ψδ dans Ω (2.47)
De plus, Eδ × n = wδ × n = 0 sur ∂Ω. Donc, il existe une constante c tel que
ψδ = c sur ∂Ω.
Soit ϕδ = ψδ − c. Alors ϕδ ∈ H10(Ω) est de´termine´ de fac¸on unique et d’apre`s (2.47),
Eδ = wδ +∇ϕδ dans Ω
2.4.3 Une formulation variationnelle pour la partie scalaire
Dans cette section, on donne une formulation variationnelle pour le terme ϕδ ∈ V ,
respectivement ϕδ ∈ H10(Ω), intervenant dans la de´composition du champ e´lectrique,
voir le the´ore`me 2.29, repectivement le the´ore`me 2.30.
Lemme 2.33 SoitEδ ∈ XT(Ω, δ) une solution de (2.18)-(2.19) associe´e a` F ∈ H0(div,Ω),
et soit (wδ,ϕδ) ∈ XT(Ω)× V donne´s par le the´ore`me 2.29. Alors, ϕδ est la solution du
proble`me variationnel suivant
Trouver ϕ ∈ V tel que ∀ψ ∈ V ,∫
Ω
ε(δ) ∇ϕ · ∇ψ dx = 1
κ2
∫
Ω
div F ψ¯ dx +
1
µ
i
δ2
∫
Σ
wδ · n∣∣
Σ
ψ¯ ds (2.48)
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PREUVE. [Lemme 2.33] Avec les notations du the´ore`me 2.29 et pour ϕ = ϕδ,∫
Ω
ε(δ) ∇ϕδ · ∇ψ dx =
∫
Ω
ε(δ) Eδ · ∇ψ dx−
∫
Ω
ε(δ) wδ · ∇ψ dx
Or, d’apre`s la formule de la divergence, puisque ε(δ) Eδ ∈ H0(div,Ω),∫
Ω
ε(δ) Eδ · ∇ψ dx = −
∫
Ω
div(ε(δ) Eδ) ψ¯ dx
donc d’apre`s le the´ore`me 2.21,∫
Ω
ε(δ) Eδ · ∇ψ dx =
∫
Ω
1
κ2
div F ψ¯ dx .
De plus, ∫
Ω
ε(δ) wδ · ∇ψ dx = −1
µ
i
δ2
∫
Σ
wδ · n∣∣
Σ
ψ¯ ds
En effet, en inte´grant par partie sur Ωis et Ωcd, et puisque div wδ = 0 dans Ω, il vient∫
Ω
ε(δ) wδ · ∇ψ dx =
∫
Σ
(
ε(δ)is − ε(δ)cd)wδ · n∣∣
Σ
ψ¯ ds
car wδ · n = 0 sur ∂Ω. Enﬁn,
ε(δ)is − ε(δ)cd = −1
µ
i
δ2
,
d’ou` le re´sultat (2.48). #
D’apre`s le the´ore`me 2.30, on de´montre le re´sultat qui suit de fac¸on similaire.
Lemme 2.34 SoitEδ ∈ XN(Ω, δ) une solution de (2.25)-(2.26) associe´e a`F ∈ H(div,Ω),
et soit (wδ,ϕδ) ∈ XN(Ω)×H10(Ω) donne´s par le the´ore`me 2.30. Alors, ϕδ est la solution
du proble`me variationnel suivant
Trouver ϕ ∈ H10(Ω) tel que ∀ψ ∈ H10(Ω),∫
Ω
ε(δ) ∇ϕ · ∇ψ dx = 1
κ2
∫
Ω
div F ψ¯ dx +
1
µ
i
δ2
∫
Σ
wδ · n∣∣
Σ
ψ¯ ds (2.49)
2.5 De´monstration de l’estimation a priori uniforme
La de´monstration de l’estimation a priori (2.32) est une adaptation de celle de [33,
Th. 2.1] et est base´e sur le re´sultat suivant.
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The´ore`me 2.35 Sous l’hypothe`se spectrale 2.24, il existe une constante δ0 > 0 telle
que pour tout δ ∈ (0, δ0), si Eδ ∈ XT(Ω, δ) est une solution de (2.18)-(2.19) associe´e a`
F ∈ H0(div,Ω), alors
‖Eδ‖0,Ω ! C‖F‖H(div,Ω) (2.50)
ou` C > 0 est une constante inde´pendante de δ.
Quant a` la de´monstration de l’estimation a priori (2.34), elle est base´e sur le re´sultat
suivant.
The´ore`me 2.36 Sous l’hypothe`se spectrale 2.26, il existe une constante δ1 > 0 telle
que pour tout δ ∈ (0, δ1), si Eδ ∈ XN(Ω, δ) est une solution de (2.25)-(2.26) associe´e a`
F ∈ H(div,Ω), alors
‖Eδ‖0,Ω ! C‖F‖H(div,Ω) (2.51)
ou` C > 0 est une constante inde´pendante de δ.
De´monstration du the´ore`me 2.35
La preuve donne´e ici utilise l’injection compacte deH1(Ω) dans L2(Ω) (The´ore`me de
Rellich). Fixons Eδ ∈ XT(Ω, δ) une solution de (2.18)-(2.19). Ainsi, avec des notations
e´videntes, pour tout Φ ∈ XT(Ω, δ),
1
µ
(rotEδ, rotΦ)0,Ω+α(div(ε(δ)Eδ), div(ε(δ) Φ))0,Ω− κ
2
µ
(Eδ,Φ)0,Ω− 1
µ
i
δ2
(Eδ,Φ)0,Ω
= (F,Φ)0,Ω − α
κ2
(divF, div(ε(δ) Φ))0,Ω (2.52)
Or, d’ apre`s le the´ore`me 2.21,
div(ε(δ)Eδ) +
1
κ2
div F = 0 dans Ω
Ainsi, pour tout Φ ∈ XT(Ω, δ),
(rotEδ, rotΦ)0,Ω − κ2(Eδ,Φ)0,Ω − i
δ2
(Eδ,Φ)0,Ωcd = µ(F,Φ)0,Ω (2.53)
Pour de´montrer ce the´ore`me, on raisonne par l’absurde. Supposons qu’il existe une suite
(Fδn)n!1 dans H(div,Ω) ou` δn → 0 lorsque n → +∞, telle que ‖Fδn‖H(div,Ω) = 1 et
Fδn · n = 0 sur ∂Ω, et telle que la solution correspondante Eδn ∈ XT(Ω, δn) ve´riﬁe
lim
n→+∞
‖Eδn‖0,Ω = +∞ .
Utilisons la notation ˜ pour de´signer la division par ‖Eδn‖0,Ω, de sorte que E˜δn =
Eδn
‖Eδn‖0,Ω . Ainsi,
‖E˜δn‖0,Ω = 1 et lim
n→+∞
‖F˜δn‖H(div,Ω) = 0 . (2.54)
2.5. DE´MONSTRATION DE L’ESTIMATION A PRIORI UNIFORME 47
Preuve que (E˜δn)n!1 est borne´e dans H
1(Ωis) et H
1(Ωcd)
PREUVE. D’apre`s (2.53), pour Φ = E˜δn , il vient
‖ rot E˜δn‖20,Ω − κ2‖E˜δn‖20,Ω −
i
δ2n
‖E˜δn‖20,Ωcd = µ(F˜δn , E˜δn)0,Ω (2.55)
En identiﬁant les parties imaginaires de chacun des membres de cette e´galite´, on a
1
δ2n
‖E˜δn‖20,Ωcd = − Im(F˜δn , E˜δn)0,Ω (2.56)
Ainsi d’apre`s l’ine´galite´ de Cauchy-Schwarz et (2.54),
lim
n→+∞
‖E˜δn‖0,Ωcd = 0 (2.57)
De meˆme, en identiﬁant les parties re´elles de chacun des membres de (2.55), il vient
‖ rot E˜δn‖20,Ω − κ2‖E˜δn‖20,Ω = µRe(F˜δn , E˜δn)0,Ω (2.58)
Ainsi, d’apre`s (2.54), il existe des constantes C1 et C2 > 0 inde´pendantes de n telles que
‖ rot E˜δn‖20,Ω ! C1 + C2‖F˜δn‖0,Ω (2.59)
Donc, (rot E˜δn)n!1 est borne´e dans L
2(Ω). Soit (wδn,ϕδn) ∈ XT(Ω)×V , donne´s par les
the´ore`mes 2.29 et 2.31, tel que
E˜δn = w˜δn +∇ϕ˜δn et div w˜δn = 0 dans Ω
et
‖w˜δn‖1,Ω ! C‖ rot E˜δn‖0,Ω (2.60)
ou` C > 0 est une constante inde´pendante de δn. Donc, (w˜δn)n∈N est borne´e dans H
1(Ω).
D’apre`s le lemme 2.33 et d’apre`s (2.20), il vient ϕ˜δn ve´riﬁe ∀ψ ∈ V ,∫
Ω
ε(δn) ∇ϕ˜δn · ∇ψ dx =
1
κ2
∫
Ω
div F˜δn ψ¯ dx +
1
µ
i
δ2n
∫
Σ
w˜δn · n∣∣
Σ
ψ¯ ds (2.61)
Soient ρ0 > 0 et Cρ0 > 0 les constantes donne´es par le the´ore`me 1.3, voir chapitre 1.
On pose ρn = 1 +
i
δ2n
. Il existe n0 ∈ N tel que pour tout n " n0 on a |ρn| " ρ0. Les
donne´es div F˜δn et w˜δn ·n ve´riﬁent les hypothe`ses du the´ore`me 1.3. De plus, le proble`me
(2.61) est coercif sur V , donc la solution ϕ˜δn de (2.61) appartient a` PH
2(Ω) et ve´riﬁe
l’estimation suivante pour tout n " n0
‖ϕ˜isδn‖2,Ωis + ‖ϕ˜cdδn‖2,Ωcd ! Cρ0(‖ div F˜δn‖0,Ω + ‖w˜δn · n‖ 12 ,Σ).
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Ainsi, la suite (∇ϕ˜δn)n!1 est borne´e dans l’espace PH1(Ω) des fonctions vectorielles
H1 par sous-domaines. Par suite, (E˜δn)n!1 est borne´e dans H
1(Ωis) et H
1(Ωcd). #
Le domaine Ω est borne´ et re´gulier. Donc, d’apre`s le the´ore`me de Rellich l’injection
canonique de l’espace PH1(Ω) dans l’espace L2(Ω) est compacte. On peut donc extraire
de la suite (E˜δn)n!1 une sous-suite encore note´e (E˜δn)n!1, et il existe E˜ ∈ L2(Ω) tel que{
E˜δn ⇀ E˜ dans PH
1(Ω)
E˜δn → E˜ dans L2(Ω)
(2.62)
D’apre`s (2.54), il vient
‖E˜‖0,Ω = 1 (2.63)
Pour aboutir a` une contradiction, on va de´montrer que E˜ = 0 dans Ωis et Ωcd. D’apre`s
(2.57), ‖E˜‖0,Ωcd = 0. Donc,
E˜ = 0 dans Ωcd (2.64)
Soit Φ ∈ XT(Ω, δn) a` support dans Ωis. Alors, Φ|Ωis ∈ XTN(Ωis) et d’apre`s (2.53), on a
(rot E˜δn , rotΦ)0,Ωis − κ2(E˜δn ,Φ)0,Ωis = µ(F˜δn ,Φ)0,Ωis (2.65)
D’apre`s (2.62) en passant a` la limite quand n→ +∞, on en de´duit que
(rot E˜, rotΦ)0,Ωis − κ2(E˜,Φ)0,Ωis = 0 . (2.66)
D’apre`s l’hypothe`se spectrale 2.24, on en de´duit que
E˜ = 0 dans Ωis (2.67)
Par suite,
E˜ = 0 dans Ω (2.68)
ce qui est en contradiction avec (2.63). Par suite, (2.50) est ve´riﬁe´e.
De´monstration du The´ore`me 2.25
Soit δ0 > 0 donne´e par le the´ore`me 2.35. On suppose qu’il existe une solution Eδ du
proble`me (2.18)-(2.19). Alors Eδ est solution de la formulation variationnelle (2.53). On
choisit Φ = Eδ comme fonction test dans (2.53), de sorte que
‖ rotEδ‖20,Ω − κ2‖Eδ‖20,Ω −
i
δ2
‖Eδ‖20,Ωcd = µ(F,Eδ)0,Ω (2.69)
En prenant a` nouveau successivement les parties imaginaires et re´elles des deuxmembres
de cette e´galite´, d’apre`s l’estimation du the´ore`me 2.35, on en de´duit que
1
δ
‖Eδ‖0,Ωcd ! C1‖F‖H(div,Ω) (2.70)
2.5. DE´MONSTRATION DE L’ESTIMATION A PRIORI UNIFORME 49
puis
‖ rotEδ‖0,Ω ! C2‖F‖H(div,Ω) (2.71)
Enﬁn, d’apre`s le the´ore`me 2.21,
div(ε(δ)Eδ) = − 1
κ2
div F dans Ω (2.72)
Par suite, l’estimation (2.32) est ve´riﬁe´e.
De´monstration de l’existence et de l’unicite´ d’une solution du proble`me (2.18)
L’estimation a priori (2.32) implique l’injectivite´ de l’ope´rateur sous-jacent au proble`me
variationnel (2.18). Il sufﬁt donc de de´montrer que cet ope´rateur est surjectif. On intro-
duit la forme sesquiline´aire cδ de´ﬁnie pour tout Eδ, E
′
δ ∈ XT(Ω, δ) par
cδ(Eδ,E
′
δ) =
∫
Ω
( 1
µ
rotEδ · rot E¯′δ + β div(ε(δ)Eδ) div(ε(δ)E′δ)
)
dx (2.73)
On peut de´montrer que cδ est coercive sur XT(Ω, δ), voir [4, Corollary 3.16]. D’apre`s le
the´ore`me de Lax-Milgram, on en de´duit que l’ope´rateur
Cδ : XT(Ω, δ) → XT(Ω, δ)′
Eδ ,→ cδ(Eδ, .)
est un isomorphisme. En particulier,Cδ est un ope´rateur de Fredholm. Soit Iδ l’ope´rateur
de´ﬁni par
Iδ : XT(Ω, δ) → XT(Ω, δ)′
Eδ ,→ ε(δ)Eδ
C’est un ope´rateur compact. Donc, l’ope´rateur Cδ − κ2Iδ est un ope´rateur de Fredholm.
En particulier, il est surjectif si et seulement son ope´rateur adjoint C∗δ −κ2I∗δ est injectif.
Soit c∗δ la forme sesquiline´aire associe´e a` l’ope´rateur C
∗
δ . Alors, pour tout Eδ, E
′
δ ∈
XT(Ω, δ) on a
c∗δ(Eδ,E
′
δ) =
∫
Ω
( 1
µ
rotEδ · rotE′δ + β div(ε(δ)Eδ) div(ε(δ)E′δ)
)
dx . (2.74)
De plus,
I∗δ = ε(δ) I .
Donc, d’une fac¸on similaire au the´ore`me 2.25, on peut de´montrer une estimation a priori
pour le proble`me associe´ a` l’ope´rateurC∗δ−κ2I∗δ . Ceci prouve l’injectivite´ de l’ope´rateur
C∗δ − κ2I∗δ , et donc la surjectivite´ de l’ope´rateur Cδ − κ2Iδ.
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De´monstration du The´ore`me 2.27
La de´monstration est similaire a` celle du the´ore`me 2.25 et utilise le the´ore`me 2.22.
PREUVE. La de´monstration est une adaptation de celle de [33, Th. 2.2] et utilise l’esti-
mation a priori du the´ore`me 2.25. #
2.6 Cas d’une interface polye´drale
On suppose a` pre´sent que Ωis est un polye`dre curviligne, voir [18], et que Ω un
domaine polye´dral Lipschitzien, voir [4]. Graˆce aux estimations du the´ore`me 1.8 (voir
chapitre 1) on de´montre que le the´ore`me 2.25 est encore vrai. Les re´sultats principaux
de ce paragraphe sont les suivants.
The´ore`me 2.37 Sous l’hypothe`se spectrale 2.24, il existe une constante δ0 > 0 telle
que pour tout δ ∈ (0, δ0), le proble`me (2.18)-(2.19) admet une unique solution Eδ ∈
XT(Ω, δ) associe´e a` F ∈ H0(div,Ω) sur ∂Ω, et qui de plus ve´riﬁe l’estimation
‖ rotEδ‖0,Ω + ‖ div ε(δ)Eδ‖0,Ω + ‖Eδ‖0,Ω + 1
δ
‖Eδ‖0,Ωcd ! C‖F‖H(div,Ω) (2.75)
ou` C > 0 est une constante inde´pendante de δ.
The´ore`me 2.38 Sous l’hypothe`se spectrale 2.26, il existe une constante δ1 > 0 telle
que pour tout δ ∈ (0, δ1), le proble`me (2.25)-(2.26) admet une unique solution Eδ ∈
XN(Ω, δ) associe´e a` F ∈ H(div,Ω), et qui de plus ve´riﬁe l’estimation
‖ rotEδ‖0,Ω + ‖ div ε(δ)Eδ‖0,Ω + ‖Eδ‖0,Ω + 1
δ
‖Eδ‖0,Ωcd ! C‖F‖H(div,Ω) (2.76)
ou` C > 0 est une constante inde´pendante de δ.
Pour de´montrer ces the´ore`mes, on utilise une technique de potentiel vecteur dans un
domaine non-re´gulier, voir le paragraphe 2.6.1.
2.6.1 Potentiel vecteur dans un domaine non-re´gulier
On utilise le re´sultat suivant, voir [4, Proposition 3.7].
Proposition 2.39 Si le domaine Ω est polye´dral Lipschitzien, il existe un re´el s > 1
2
tel
que les injections de XT(Ω) et XN(Ω) dans H
s(Ω) sont continues.
On ﬁxe un tel re´el s > 1
2
a` pre´sent. A partir de la proposition pre´ce´dente, on de´montre
facilement un re´sultat similaire a` celui des the´ore`mes 2.29 et 2.31.
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The´ore`me 2.40 Soient s > 1
2
et Eδ ∈ XT(Ω, δ). Alors, il existe un unique couple
(wδ,ϕδ) ∈ XT(Ω)× V tel que
Eδ = wδ +∇ϕδ et div wδ = 0 dans Ω . (2.77)
De plus, wδ ∈ Hs(Ω) et il existe une constante C > 0 inde´pendante de δ telle que
‖wδ‖s,Ω ! C‖ rotEδ‖0,Ω . (2.78)
Remarque 2.41 Seule l’estimation (2.78) diffe`re du cas ou` Ω est un domaine re´gulier,
voir l’estimation (2.39).
De meˆme, on a le re´sultat suivant, comparer avec 2.30 et 2.32.
The´ore`me 2.42 Soient s > 1
2
et Eδ ∈ XN(Ω, δ). Alors, il existe un unique couple
(wδ,ϕδ) ∈ XN(Ω)×H10(Ω) tel que
Eδ = wδ +∇ϕδ et div wδ = 0 dans Ω . (2.79)
De plus, wδ ∈ Hs(Ω) et il existe une constante C > 0 inde´pendante de δ telle que
‖wδ‖s,Ω ! C‖ rotEδ‖0,Ω . (2.80)
2.6.2 De´monstration des estimations a priori
On de´montre ici le the´ore`me 2.37. Il sufﬁt d’adapter la de´monstration du the´ore`me
2.35 au cas ou` Σ est polye´drale et Ω polye´dral. On raisonne encore par l’absurde et on
de´ﬁnit une suite (E˜δn)n!1 d’e´le´ments de XT(Ω, δn), voir la de´monstration du the´ore`me
2.35.
Preuve qu’il existe s > 1
2
tel que (E˜δn)n!1 est borne´e dans H
s(Ωis) et H
s(Ωcd)
PREUVE. De la meˆme fac¸on que dans le cas re´gulier, (rot E˜δn)n∈N est borne´e dans
L2(Ω). D’apre`s le the´ore`me 2.40, il existe (wδn ,ϕδn) ∈ XT(Ω)× V , tel que
E˜δn = w˜δn +∇ϕ˜δn et div w˜δn = 0 dans Ω
et il existe s > 1
2
et une constante C > 0 inde´pendante de δn tel que
‖w˜δn‖s,Ω ! C‖ rot E˜δn‖0,Ω (2.81)
Donc, (w˜δn)n∈N est borne´e dans H
s(Ω). De fac¸on similaire au lemme 2.33 et d’apre`s
(2.20), on prouve que ϕ˜δn ve´riﬁe ∀ψ ∈ V ,∫
Ω
ε(δn) ∇ϕ˜δn · ∇ψ dx =
1
κ2
∫
Ω
div F˜δn ψ¯ dx +
1
µ
i
δ2n
∫
Σ
w˜δn · n∣∣
Σ
ψ¯ ds (2.82)
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Soient s0 >
1
2
, ρ0 > 0 et Cρ0,s > 0 les constantes donne´es par le the´ore`me 1.8, voir
chapitre 1. On pose ρn = 1 +
i
δ2n
. Il existe n0 ∈ N tel que pour tout n " n0 on a
|ρn| " ρ0. Les donne´es ve´riﬁent les hypothe`ses du the´ore`me 1.8 car
div F˜δn ∈ Hs−1(Ω) et w˜δn · n ∈ Hs−
1
2 (Σ)
De plus, le proble`me (2.82) est coercif sur V . Donc, d’apre`s le the´ore`me 1.8, la solution
ϕ˜δn de (2.82) appartient a` PH
s+1(Ω) si s ∈ (1
2
, s0), et ve´riﬁe l’estimation suivante pour
tout n " n0
‖ϕ˜isδn‖s+1,Ωis + ‖ϕ˜cdδn‖s+1,Ωcd ! Cρ0,s(‖ div F˜δn‖s−1,Ω + ‖w˜δn · n‖s− 12 ,Σ).
Ainsi, (∇ϕ˜δn)n!1 est borne´e dans l’espace PHs(Ω) des fonctions vectorielles Hs par
sous-domaines. Par suite, (E˜δn)n!1 est borne´e dans H
s(Ωis) et H
s(Ωcd) pour un re´el
s > 1
2
. #
Le domaine Ω est borne´ et lipschitzien, donc d’apre`s le the´ore`me de Rellich, l’injection
de Hs(Ω) dans L2(Ω) est compacte car s > 0. On peut donc extraire de (E˜δn)n!1 une
sous-suite encore note´e (E˜δn)n!1, et il existe E˜ ∈ L2(Ω) tel que{
rot E˜δn ⇀ rot E˜ dans L
2(Ω)
E˜δn → E˜ dans L2(Ω)
(2.83)
La ﬁn de la de´monstration est similaire au cas re´gulier : on de´montre que E˜ = 0 et
on aboutit a` une contradiction. Enﬁn, la de´monstration du the´ore`me 2.38 est similaire a`
celle-ci et utilise le the´ore`me 2.42.
2.6.3 De´croissance exponentielle inte´rieure de la solution
Dans ce paragraphe, on donne un premier re´sultat de de´croissance exponentielle in-
versement proportionnel au petit parame`tre δ du champ e´lectromagne´tique dans un do-
maine strictement inclus dans Ωcd, voir [33]. Ce re´sultat exprime en particulier que le
champ e´lectromagne´tique se concentre dans Ωcd au voisinage de l’interface Σ.
The´ore`me 2.43 Soit η > 0 assez petit tel que Oη
cd
= {x ∈ Ωcd | dist(x,Σ) > η} soit
non-vide. Il existe deux constantes positives Cη et cη inde´pendantes de δ telles que si
Eδ est une solution du proble`me (2.14) associe´e a` une donne´e F ∈ H(div,Ω) et si
Hδ =
1
iωµ0
rotEδ, alors
‖Eδ‖H(rot,Oη
cd
) + ‖Hδ‖H(rot,Oη
cd
) ! Cη exp(−
cη
δ
)‖F‖H(div,Ω).
PREUVE. La de´monstration est une adaptation de la preuve du re´sultat [34, Th. 2.2] au
cas ou` l’interface Σ est polye´drale. #
Chapitre 3
Equations de Maxwell en coordonne´es
normales
3.1 Introduction
L’objet de ce troisie`me chapitre consiste a` re´e´crire les e´quations de Maxwell dans
des coordonne´es issues d’un voisinage tubulaire de l’interface dans le domaine conduc-
teur. On introduit un syste`me de coordonne´es adapte´ a` l’analyse asymptotique du champ
e´lectromagne´tique lorsque le petit parame`tre δ → 0, voir chapitre 2. Le passage dans ce
syste`me de coordonne´es dites ”normales” ne´cessite l’utilisation d’objets de´ﬁnis de fac¸on
ge´ne´rale sur des varie´te´s riemanniennes, voir [25].
Le plan de ce chapitre est le suivant. On pre´sente le proble`me et on de´ﬁnit un voi-
sinage tubulaire de l’interface au paragraphe 3.2. Puis, dans la section 3.3, on intro-
duit les coordonne´es normales et on rappelle quelques re`gles d’emploi d’objets, telle la
de´rive´e covariante, lie´s a` ces coordonne´es. On de´ﬁnit ensuite les ope´rateurs Divergence
et Rotationnel dans ce syte`me de coordonne´es, voir paragraphe 3.4. Enﬁn, dans une
dernie`re section, on de´montre la re´duction normale des e´quations de Maxwell en champ
e´lectrique, voir the´ore`me 3.47.
3.2 Pre´sentation du proble`me
3.2.1 Les e´quations en champ e´lectrique
Soit Ωcd un domaine borne´, re´gulier et simplement connexe de R
3. On appelle Σ sa
frontie`re, qu’on suppose de classe C∞.
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Ωcd
Σ
Le domaine Ωcd
On rappelle que l’e´quation de Maxwell homoge`ne d’ordre 2 en champ e´lectrique Eδ
a` petit parame`tre δ > 0 et pose´e dans le domaine conducteur Ωcd s’e´crit de la fac¸on
suivante en coordonne´es carte´siennes
rot rotEcdδ − κ2(1 +
i
δ2
)Ecdδ = µF
cd dans Ωcd (3.1)
voir les e´quations (2.8) au chapitre 2. De plus, d’apre`s le syste`me (2.8), les conditions
de transmission du champ e´lectrique a` travers l’interface Σ s’e´crivent{
Ecdδ × n = Eisδ × n sur Σ
rotEcdδ × n = rotEisδ × n sur Σ
(3.2)
ou` on rappelle que le terme Eisδ de´signe la restriction de Eδ au domaine Ωis, voir le
paragraphe 2.2. Dans la suite de ce chapitre, on suppose que Fcd = 0 dans le domaine
Ωcd. Ainsi, d’apre`s l’identite´ (2.10), on a la relation supple´mentaire
div Ecdδ = 0 dans Ωcd . (3.3)
On rappelle enﬁn que la trace normale sur l’interface Σ de Ecdδ est discontinue, voir
(2.12). Pre´cise´ment, on a
(1 +
i
δ2
)Ecdδ · n = Eisδ · n sur Σ . (3.4)
Pour ne pas alourdir les notations, on notera plus simplement E a` la place de Ecdδ dans la
suite de ce chapitre.
Soit {xi} un syste`me de coordonne´es carte´siennes de R3, et { ∂
∂xi
} la base canonique
de R3. Cette notation en de´rive´e partielle fait re´fe´rence a` la structure de varie´te´ de R3.
On conside`re a` pre´sent E comme un champ de vecteurs de´ﬁni dans Ωcd . En utilisant la
convention de sommation des indices re´pe´te´s, on note
E = Ei
∂
∂xi
.
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Les composantes Ei du champ e´lectrique sont des composantes dites contravariantes.
On note aussi Ei les composantes covariantes de E dans la base duale de { ∂∂xi}. Alors
on a l’identite´
Ei = E
i
car la me´trique est plate dans ce syste`me de coordonne´es. Dans la suite, ∂i de´signe
la de´rive´e partielle dans la direction xi. Dans la proposition suivante, on reformule les
e´quations deMaxwell du syste`me (3.1) sous forme tensorielle en coordonne´es carte´siennes.
Proposition 3.1 Soit E une solution de l’e´quation (3.1). Alors, pour tout j ∈ {1, 2, 3},
on a
∂j
3∑
k=1
∂kEk −
3∑
k=1
∂2kEj − κ2(1 +
i
δ2
)Ej = 0 dans Ωcd (3.5)
De plus, on a la relation
3∑
k=1
∂kEk = 0 dans Ωcd .
PREUVE. On a
rot rotE = ∇ div E−∆E
donc pour tout j ∈ {1, 2, 3},
(rot rotE)j = ∂j div E−∆Ej (3.6)
ou` ∆ de´signe l’ope´rateur de Laplace dans les coordonne´es carte´siennes {xi}. On en
de´duit la proposition car
div E =
3∑
k=1
∂kEk et ∆Ej =
3∑
k=1
∂2kEj . (3.7)
#
Les coordonne´es carte´siennes sont bien adapte´es a` l’e´tude des e´quations de Maxwell
(3.1) et (3.2) lorsque δ → 0 uniquement lorsque l’interface Σ est plane, voir [62]. L’ob-
jet de ce chapitre est d’e´crire les e´quations (3.1) et (3.2) dans un syste`me de coordonne´es
adapte´ a` l’analyse asymptotique des solutions de ces e´quations dans un voisinage tubu-
laire de l’interface.
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3.2.2 Voisinage tubulaire de l’interface
La surface Σ est orientable, donc il existe globalement un champ de vecteur nor-
mal unitaire n sur Σ. Pre´cise´ment, n(P ) de´signe la normale en P ∈ Σ rentrante dans
Ωcd. Dans la suite, on identiﬁera un point P de Σ avec son image par le plongement
isome´trique dans R3. Soit Ψ l’application
Ψ : Σ× (0, η) → R3
(P, h) ,→ P + h n(P ) (3.8)
Pour η > 0 assez petit, on de´ﬁnit un voisinage tubulaire de Σ d’e´paisseur η, par l’image
de la varie´te´ produit Σ× (0, η) via l’application Ψ. Pre´cise´ment, on note
O = Ψ(Σ× (0, η))
ce voisinage tubulaire. La varie´te´ Σ est compacte, donc il existe un re´el η0 > 0 assez
petit tel que pour tout η ! η0, Ψ : Σ × (0, η) → O soit un diffe´omorphisme entre la
varie´te´ produit et son image. A pre´sent, on ﬁxe un re´el η ! η0. Ainsi,O est un ouvert de
R
3 qui admet deux parame´trisations naturelles : celle issue de l’espace ambiant et celle
issue du diffe´omorphismeΨ. Dans la suite, on notera Σh la surface de R
3 de´ﬁnie comme
e´tant l’image de Σ par l’application Ψ(., h)
Σh = Ψ(Σ, h)
Ainsi, h repre´sente la distance de Σh a` la surface moyenne Σ× {0}, voir Figure 1.
Ωcd
h
Σ
Σh
n
O
Figure 1 – Un voisinage tubulaire de Σ
On de´ﬁnit au paragraphe suivant un syste`me de coordonne´es normales, adapte´ a`
l’e´tude asymptotique des e´quations (3.1) et (3.2). Le passage dans ce syste`me de coor-
donne´es normales ne´cessite l’utilisation d’objets (tenseur me´trique, symboles de Chris-
toffel, tenseur de courbure, connexion,· · · ) de´ﬁnis de fac¸on ge´ne´rale sur des varie´te´s
riemanniennes, voir [25]. A ce titre, on rappellera aussi quelques re`gles d’emploi.
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3.3 Coordonne´es normales et Tenseurs
Dans la suite, les indices latins feront toujours re´fe´rences aux indices (1, 2, 3), alors
que les indices grecs feront re´fe´rences aux indices (1, 2).
3.3.1 Coordonne´es normales
Le diffe´omorphisme Ψ de l’e´quation (3.8) est appele´ la parame´trisation normale de
O.
De´ﬁnition 3.2 Un syste`me de coordonne´es normales est un syste`me de coordonne´es sur
O = Ψ(Σ× (0, η)) induit par un syste`me de coordonne´es sur Σ.
Soit (yα) un syste`me de coordonne´es associe´ a` une carte locale de Σ. Le syste`me de
coordonne´es locales tridimensionnel surO
(yα, y3) , ou` y3 ∈ (0, η)
est un syste`me de coordonne´es normales, note´ aussi (yi). Pour ne pas alourdir les no-
tations, et parce que y3 a une existence globale dans O on notera le plus souvent la
troisie`me coordonne´e
h = y3 .
On note aussi
∂
∂yi
= Xi, i ∈ {1, 2, 3}
les champs de vecteurs coordonne´es sous-jacents. Alors,
X3(yα, h) = n(yα)
et les vecteursXα(yα, h) sont tangents a` Σh.
Tenseur me´trique et tenseur de courbure
Dans ce syste`me de coordonne´es, la me´trique surO est un champ de tenseurs syme´trique
de´ﬁni positif, note´ g, dont les composantes sont de´ﬁnies par
gij = 〈Xi, Xj〉R3 .
Remarque 3.3 Le tenseur me´trique de composantes gij de´pend de h.
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Pour h ﬁxe´, la surface Σh est plonge´e dans le domaineO de R3, et la me´trique de Σh est
la restriction de la me´trique gij a` Σh, ce que l’on note aαβ(h). On a donc
(gij) =
(
aαβ(h) 0
0 1
)
dans O (3.9)
car n est orthogonal a` la base de vecteurs (Xα) du plan tangent a` Σh et unitaire. Dans
la suite, g de´signe le de´terminant de la matrice de terme ge´ne´ral gij . D’apre`s l’identite´
(3.9), il vient
g = det(aαβ(h)) > 0 .
Les symboles de Christoffel dans le syste`me de coordonne´es normales (yi) sont de´ﬁnis
par la formule suivante, voir [26]
Γkij(h) =
1
2
gkl(∂igjl + ∂jgil − ∂lgij) (3.10)
ou` gkl de´signe l’inverse du tenseur me´trique. En particulier, lorsque la base (Xi) est
orthonorme´e, les symboles de Christoffel sont identiquement nuls. On rappelle enﬁn la
de´ﬁnition du tenseur de courbure sur Σh.
De´ﬁnition 3.4 On appelle tenseur de courbure sur Σh, le champ de tenseur note´ b , dont
les composantes s’e´crivent
bαβ(h) = Γ
3
αβ(h) .
Ainsi, d’apre`s la relation (3.10), il vient
bαβ(h) = −1
2
∂3gαβ(h) . (3.11)
3.3.2 De´rive´es covariantes
Soit∇ la connexion surO associe´e au produit scalaire euclidien surR3, voir [25]. On
noteDh la connexion surΣh induite par∇. Dans la suite, pour toute varie´te´S ∈ {O,Σh}
et (p, q) ∈ N, on notera Γ(T qpS) l’espace des champs de tenseurs de type (p, q) sur S.
On note ∂h3 et ∂α les de´rive´es partielles par rapport a` h et yα. Enﬁn, dy
i de´signe la base
duale de X i.
On conside`re a` pre´sent le champ e´lectrique E comme une 1-forme tridimensionnelle
de´ﬁnie dansO. Par abus de notation, on note encore Ei les composantes de E ∈ Γ(T1O)
dans la base dyi en coordonne´es normales. En utilisant la convention de sommation des
indices re´pe´te´s, on e´crit
E = Eidy
i .
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Les composantes Ei du champ e´lectrique sont des composantes dites covariantes. Le
tenseur∇E s’appelle la de´rive´e covariante de E. Dans une carte locale, les composantes
du tenseur∇E s’e´crivent
∇iEj = ∂iEj − Γkij(h)Ek .
On de´ﬁnit plus ge´ne´ralement la de´rive´e covariante d’un tenseur de type (s, r).
De´ﬁnition 3.5 Soit A ∈ Γ(T rsO). Alors ∇A est un tenseur dont les composantes dans
une carte s’e´crivent
∇kAi1···irj1···js = ∂kAi1···irj1···js + Γi1lkAl···irj1···js + · · ·+ ΓirlkAi1···lj1···js
− Γlj1kAi1···irl···js − · · · − ΓljskAi1···irj1···l (3.12)
ou`, par abus de notation, ∂k de´signe ∂
h
3 si k = 3.
Le tenseur DhE est la de´rive´e covariante de Eαdy
α ∈ Γ(T1Σh), et ses composantes
s’e´crivent
DhαEβ = ∂αEβ − Γγαβ(h)Eγ .
Re´duction normale des champs de tenseurs
Tout champ de tenseur sur O peut eˆtre de´compose´ en une famille de champs de
tenseurs sur Σh, voir [25]. Pre´cise´ment, pour une 1-forme E ∈ Γ(T1O), on a le re´sultat
suivant.
Proposition 3.6 Soit E ∈ Γ(T1O) une 1-forme tridimensionnelle sur O. Alors, E se
de´compose en une 1-forme surfacique Eαdy
α ∈ Γ(T1Σh) et une fonction E3 sur Σh,
de´pendant de h.
On verra au chapitre 4 que tout champ de tenseurs sur Σh peut eˆtre vu comme un champ
de tenseurs sur Σ de´pendant de h.
3.3.3 Proprie´te´s de la de´rive´e covariante
On rappelle ci-dessous quelques proprie´te´s ve´riﬁe´es par la de´rive´e covariante ∇,
qu’on utilisera par la suite. On trouve le re´sultat suivant dans [20, (30.33),(30.34)].
Proposition 3.7 Soient A et B deux champs de tenseurs. Alors, pour tout k ∈ {1, 2, 3},
∇k(A······ +B······) = ∇kA······ +∇kB······ (3.13)
∇k(A······B······) = ∇kA······B······ + A······∇kB······ (3.14)
Dans la suite, on utilisera les relations suivantes liant∇ et Dh, voir [25].
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Proposition 3.8 Soit E ∈ Γ(T1O). Alors, les diffe´rentes composantes du tenseur ∇E
s’e´crivent 
∇3E3 = ∂h3E3
∇αE3 = ∂αE3 + bβα(h)Eβ
∇3Eα = ∂h3Eα + bβα(h)Eβ
∇αEβ = DhαEβ − bαβ(h)E3
(3.15)
Remarque 3.9 (i) Ces e´quations ne de´pendent pas de la carte choisie sur Σ. Elles sont
donc intrinse`ques.
(ii) On peut monter et descendre les indices des champs de tenseurs graˆce a` la me´trique
sur Σh. Ainsi, dans la proposition 3.8, on a b
β
α(h) = bαγ(h)g
γβ(h), ou` gαβ est l’inverse
du tenseur me´trique gαβ.
Le The´ore`me de Ricci afﬁrme que la de´rive´e covariante du tenseur me´trique est nulle
∇kgij = 0 , (3.16)
voir [20, (30.28)]. En conse´quence de ce re´sultat, l’ope´ration de changement de variance
au moyen des gij ou g
ij est commutative avec la de´rive´e covariante.
Proposition 3.10 Pour tout i, k ∈ {1, 2, 3}, on a
∇kEi = gij∇kEj si E ∈ Γ(T1O) (3.17)
∇kEi = gij∇kEj si E ∈ Γ(T 1O) . (3.18)
Le tenseur de Riemann-Christoffel dans O, voir [20, (44.5)] pour une de´ﬁnition, est
identiquement nul. On en de´duit le re´sultat suivant, voir [20, (§44)].
Proposition 3.11 (De´rive´es covariantes d’ordre deux) Soit E ∈ Γ(T1O). Alors, pour
tout i, k, l ∈ {1, 2, 3},
∇k∇lEi = ∇l∇kEi . (3.19)
Remarque 3.12 Dans le cas de coordonne´es rectilignes, les de´rive´es covariantes se
re´duisent aux de´rive´es partielles et l’identite´ (3.19) s’e´crit plus simplement
∂k∂lEi = ∂l∂kEi . (3.20)
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3.3.4 Tenseurs fondamentaux
On de´ﬁnit dans ce paragraphe deux champs de tenseurs dans le syste`me de coor-
donne´es normales (yi) pre´ce´dent. Ces tenseurs permettront de reformuler les e´quations
de Maxwell, voir la proposition 3.42.
De´ﬁnition 3.13 On appelle tenseur de changement de me´trique associe´ a` E ∈ Γ(T1O),
le tenseur γ(E) dont les composantes dans une carte locale s’e´crivent
γij(E) =
1
2
(∇iEj +∇jEi) (3.21)
Remarque 3.14 En e´lasticite´, γ s’appelle le tenseur des taux de de´formation.
D’apre`s la proposition 3.8, on en de´duit le re´sultat suivant.
Proposition 3.15 Soit E ∈ Γ(T1O). Alors
γ33(h)(E) = ∂
h
3E3
γα3(h)(E) =
1
2
(∂αE3 + ∂
h
3Eα) + b
β
α(h)Eβ
γαβ(h)(E) =
1
2
(DhαEβ +D
h
βEα)− bαβ(h)E3
(3.22)
On de´ﬁnit enﬁn le champ de tenseur de changement de courbure ρ(h)(E) ope´rant sur la
surface Σh.
De´ﬁnition 3.16 Le champ de tenseur ρ(h)(E) deux fois covariant de changement de
courbure line´arise´ associe´ a` E ∈ Γ(T1O) est de´ﬁni par ses composantes dans une carte
ραβ(h)(E) = ∇α∇βE3 + bαβ(h)∇3E3 . (3.23)
3.4 Divergence et Rotationnel en parame´trisation nor-
male
Le but de ce paragraphe est d’e´crire les ope´rateurs Divergence et Rotationnel dansO
en coordonne´es normales.
3.4.1 L’ope´rateur Divergence
On introduit tout d’abord la notion de de´rive´e contravariante associe´e a`∇. Ses com-
posantes sont de´ﬁnies a` partir de celles de la de´rive´e covariante ∇ contracte´es par l’in-
verse du tenseur me´trique.
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De´ﬁnition 3.17 La de´rive´e contravariante de E = Eidy
i ∈ Γ(T1O) est le tenseur dont
les composantes dans une carte s’e´crivent
∇iEj = gik∇kEj . (3.24)
On de´ﬁnit a` pre´sent le tenseur Divergence associe´ a` E ∈ Γ(T1O) de la fac¸on suivante.
De´ﬁnition 3.18 Soit E = Eidy
i ∈ Γ(T1O). Alors, le tenseur de la Divergence de E est
la fonction note´e∇ · E et s’e´crit dans une carte locale
∇ · E = ∇iEi . (3.25)
La proposition suivante fournit l’expression en parame´trisation normale de l’ope´rateur
Divergence.
Proposition 3.19 Soit E = Eidy
i ∈ Γ(T1O). Alors, pour tout h ∈ (0, η), on a
∇ · E = [gαβ(h)DhβEα − bαα(h)E3] + ∂h3E3 (3.26)
PREUVE. On a
∇ · E = ∇αEα +∇3E3
Or
∇αEα = gαβ∇βEα
et
∇3E3 = ∇3E3
car g3i = δ3i. Enﬁn, la proposition 3.8 permet de conclure. #
La proposition suivante exprime la divergence en parame´trisation normale a` partir du
tenseur de changement de me´trique.
Proposition 3.20 Soit E = Eidy
i ∈ Γ(T1O). Alors,
∀h ∈ (0, η), ∇·E = γαα(h)(E) + ∂h3E3
PREUVE. On a
γαα(h)(E) = g
αβγαβ(h)(E)
Ainsi, d’apre`s la proposition 3.15,
γαα(h)(E) =
1
2
gαβ(DhαEβ +D
h
βEα)− gαβbαβ(h)E3
Or, par syme´trie du tenseur me´trique
1
2
gαβ(DhαEβ +D
h
βEα) = g
αβDhαEβ
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Donc
γαα(h)(E) = g
αβ(h)DhβEα − bαα(h)E3
et la proposition 3.19 permet de conclure. #
3.4.2 L’ope´rateur Rotationnel
Aﬁn de de´ﬁnir le rotationnel dans le syste`me de coordonne´es normales pre´ce´dent, on
de´ﬁnit le symbole de Levi-Civita de la fac¸on suivante, voir [41].
De´ﬁnition 3.21 Pour toute permutation (i, j, k) de {1, 2, 3}, le symbole de Levi-Civita
ǫ0(i, j, k) est de´ﬁni par
ǫ0(i, j, k) =

1 si (i, j, k) est circulaire directe
−1 si (i, j, k) est circulaire indirecte
0 sinon
Remarque 3.22 Pour toute permutation (i, j, k) de {1, 2, 3}, on a
ǫ0(i, j, k) =
1
2
(i− j)(j − k)(k − i) .
Remarque 3.23 Le symbole de Levi-Civita n’est pas un tenseur. Cependant, 1√
g
ǫ0(i, j, k)
est un tenseur isotropique de rang 3, voir [32, 48]. C’est aussi un pseudo-tenseur an-
tisyme´trique sous l’effet d’une permutation de deux indices, voir [5] pour la notion de
pseudo-tenseur.
De´ﬁnition 3.24 On appelle tenseur de Levi-Civita, le tenseur note´ ǫ dont les compo-
santes contravariantes dans une carte s’e´crivent
ǫijk =
1√
g
ǫ0(i, j, k) .
Le tenseur de Levi-Civita est aussi appele´ tenseur de permutation.
Le tenseur de permutation ǫijk permet de de´ﬁnir dans O le rotationnel en composantes
contravariantes. Si E est un champ de tenseur 1-fois covariant, on de´ﬁnit son rotationnel,
note´ ∇× E, comme un champ de tenseur 1-fois contravariant de la fac¸on suivante, voir
[38].
De´ﬁnition 3.25 Soit E ∈ Γ(T1O). Alors,∇×E ∈ Γ(T 1O) est le champ de tenseur dont
les composantes contravariantes dans une carte s’e´crivent
(∇× E)k = ǫijk∇iEj . (3.27)
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Aﬁn d’e´crire le rotationnel en composantes covariantes, on calcule les composantes co-
variantes du tenseur de Levi-Civita.
Proposition 3.26 Pour toute permutation (n, m, l) de {1, 2, 3}, la composante cova-
riante (n,m, l) du tenseur de Levi-Civita est
ǫnml =
√
g ǫ0(n,m, l) . (3.28)
PREUVE. Soit (n,m, l) une permutation de {1, 2, 3}. On peut descendre les indices des
champs de tenseurs graˆce a` la me´trique sur Σh. Ainsi, on a
ǫnml = gingjmgklǫ
ijk .
Par de´ﬁnition de ǫijk, il vient
ǫnml = gingjmgkl
1√
g
ǫ0(i, j, k) .
Or, par de´ﬁnition du de´terminant de la me´trique, on a
ǫ0(n,m, l)g = gingjmgklǫ0(i, j, k) .
On en de´duit l’identite´ (3.28). #
Si E est un champ de tenseur 1-fois contravariant, alors les composantes covariantes du
tenseur de Levi-Civita permettent d’exprimer simplement le tenseur ∇ × E en compo-
santes covariantes.
Proposition 3.27 Soit E ∈ Γ(T 1O). Alors, les composantes covariantes du tenseur∇×
E ∈ Γ(T1O) dans une carte s’e´crivent
(∇× E)l = ǫnml∇nEm .
PREUVE. La multiplication par le tenseur me´trique permet d’abaisser les indices, de
sorte que
(∇× E)l = gkl(∇× E)k .
Ainsi, d’apre`s la de´ﬁnition 3.25, il vient
(∇× E)l = gklǫijk∇igjmEm .
Or, d’apre`s (3.17)
∇igjmEm = gjm∇iEm .
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D’ou`,
(∇× E)l = gjmgklǫijk∇iEm .
D’apre`s la de´ﬁnition 3.17, on a donc
(∇× E)l = gingjmgklǫijk∇nEm .
Par suite, d’apre`s la de´ﬁnition 3.26, il vient
(∇× E)l = ǫnml∇nEm .
#
A partir de la de´ﬁnition 3.25, on utilisemaintenant un re´sultat fondamental pour de´compo-
ser une e´galite´ dans Γ(T 1O) en deux e´galite´s valables pour tout h ∈ (0, η) : une e´galite´
dans Γ(T 1Σh) et une autre dans C∞(Σh) si on suppose que la 1-forme E est de classe
C∞, voir [25, lemme 3.6 chap.1].
Proposition 3.28 Soit E ∈ Γ(T1O) une 1-forme tridimensionnelle de classe C∞. Alors,
pour tout h ∈ (0, η){
(∇× E)α = ǫ3βα(∇3Eβ −∇βE3) dans Γ(T 1Σh)
(∇× E)3 = ǫαβ3∇αEβ dans C∞(Σh)
(3.29)
PREUVE. D’apre`s (3.27),
(∇× E)3 = ǫαβ3∇αEβ
et
(∇× E)α = ǫpqα∇pEq .
Or, ǫpqα est antisyme´trique en pq, donc
(∇× E)α = ǫ3βα(∇3Eβ −∇βE3) .
#
On peut aussi de´composer une e´galite´ dans Γ(T1O) en deux e´galite´s valables pour tout
h ∈ (0, η) : l’une dans Γ(T1Σh) et l’autre dans C∞(Σh) en supposant que la 1-forme E
est de classe C∞. C’est la re´duction normale de la 1-forme. D’apre`s la proposition 3.27
on a le re´sultat suivant.
Proposition 3.29 Soit E ∈ Γ(T 1O) de classe C∞. Alors, pour tout h ∈ (0, η){
(∇× E)α = ǫ3βα(∇3Eβ −∇βE3) dans Γ(T1Σh)
(∇× E)3 = ǫαβ3∇αEβ dans C∞(Σh)
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A partir de la proposition 3.28, on obtient l’expression en parame´trisation normale du
champ de tenseur rotationnel en composantes contravariantes. Ceci fait l’objet de la
proposition suivante.
Proposition 3.30 Soit E ∈ Γ(T1O) de classe C∞. Alors, pour tout h ∈ (0, η){
(∇× E)α = ǫ3βα(∂h3Eβ − ∂βE3) dans Γ(T1Σh)
(∇× E)3 = ǫ3αβDhαEβ dans C∞(Σh)
PREUVE. D’apre`s la proposition 3.8, il vient
∇3Eα −∇αE3 = ∂h3Eα − ∂αE3 dans O .
Donc, d’apre`s la proposition 3.28, on a
(∇× E)α = ǫ3βα(∂h3Eβ − ∂βE3)
De plus, d’apre`s la proposition 3.8, on a aussi
∇αEβ = DhαEβ − bαβ(h)E3 dans O .
Or, bαβ est syme´trique en αβ alors que ǫ
3αβ est antisyme´trique en αβ. Donc,
ǫ3αβbαβ(h) = 0 dans O .
Par suite, d’apre`s la proposition 3.28, il vient
(∇× E)3 = ǫ3αβDhαEβ
#
De la meˆme fac¸on, de la proposition 3.29, on de´duit l’expression en parame´trisation
normale du tenseur rotationnel en composantes covariantes.
Proposition 3.31 Soit E ∈ Γ(T 1O) de classe C∞. Alors, pour tout h ∈ (0, η), on a{
(∇× E)α = ǫ3βα(∂h3Eβ − gβγ∂γE3 − 2bβγEγ) dans Γ(T1Σh)
(∇× E)3 = ǫ3αβ gαγDhγEβ dans C∞(Σh)
Remarque 3.32 Soit E ∈ Γ(T 1O) de classe C∞. Alors, pour tout h ∈ (0, η), on a aussi
(∇× E)α = ǫ3βα gβγ(∂h3Eγ − ∂γE3) dans Γ(T1Σh) .
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PREUVE. D’apre`s l’identite´ (3.12), on a
∇3Eβ = ∂h3Eβ + Γβl3El .
Or Γβα3 = −bβα et Γβ33 = 0. Donc,
∇3Eβ = ∂h3Eβ − bβαEα .
De plus, puisque la de´rive´e covariante et le tenseur me´trique commutent, d’apre`s la pro-
position 3.8, il vient
∇βE3 = gβγ(∂γE3 + bσγEσ) dans O .
Ainsi,
∇3Eβ −∇βE3 = (∂h3Eβ − bβαEα)− gβγ(∂γE3 + bσγEσ) dans O
d’ou`
∇3Eβ −∇βE3 = ∂h3Eβ − gβγ∂γE3 − 2bβγEγ dans O .
De plus,
∇αEβ = gαγ[DhγEβ − bβγ(h)E3] = gαγDhγEβ − bαβ(h)E3 .
La ﬁn de la de´monstration est similaire a` celle de la proposition 3.30. #
On de´ﬁnit a` pre´sent le produit vectoriel entre deux champs de tenseurs.
De´ﬁnition 3.33 Soient u et v deux champs de tenseurs dans Γ(T 1O). Alors, leur pro-
duit vectoriel note´ u × v est un champ de tenseur dans Γ(T1O) dont les composantes
s’e´crivent
(u× v)k = ǫijkuivj . (3.30)
De la meˆme fac¸on qu’on obtient les composantes contravariantes du tenseur rotationnel
a` partir de ses composantes covariantes, on de´duit le re´sultat suivant de la de´ﬁnition
pre´ce´dente.
Proposition 3.34 Soient u et v deux champs de tenseurs dans Γ(T1O). Alors, leur pro-
duit vectoriel est un champ de tenseur dans Γ(T 1O) dont les composantes s’e´crivent
(u× v)k = ǫijkuivj . (3.31)
On utilisera le lemme suivant pour de´terminer les conditions de transmission du champ
e´lectrique en parame´trisation normale.
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Lemme 3.35 Soit E ∈ Γ(T1O). Alors, le produit vectoriel des tenseurs ∇× E et n est
un tenseur dans Γ(T1O), note´ (∇× E)× n dont les composantes s’e´crivent(
(∇× E)× n)
β
= ∇3Eβ −∇βE3(
(∇× E)× n)
3
= 0 .
PREUVE. D’apre`s la relation (3.30), on a{ (
(∇× E)× n)
α
= ǫijα(∇× E)inj(
(∇× E)× n)
3
= 0
(3.32)
Ainsi,
(
(∇× E)× n)
α
= ǫβ3α(∇× E)β. Or, d’apre`s la proposition 3.28, on a
(∇× E)β = ǫ3γβ(∇3Eγ −∇γE3) .
Donc (
(∇× E)× n)
α
= ǫβ3αǫ
3γβ(∇3Eγ −∇γE3) . (3.33)
Or, par de´ﬁnition du tenseur de Levi-Civita, il vient
ǫβ3αǫ
3γβ = δγα (3.34)
ou` on rappelle que δγα de´signe le symbole de Kronecker. Par suite,(
(∇× E)× n)
α
= ∇3Eα −∇αE3 .
#
On en de´duit l’expression du tenseur (∇ × E) × n ope´rant sur Σ en parame´trisation
normale.
Proposition 3.36 Soit E ∈ Γ(T1O). Alors,(
(∇× E)× n)
α
= ∂h3Eα − ∂αE3 sur Σ .
PREUVE. C’est une conse´quence du lemme 3.35 et de la proposition 3.8. #
3.5 Equations de Maxwell en parame´trisation normale
L’objet de ce paragraphe est d’e´crire les e´quations du syste`me de Maxwell (3.1) et
(3.2) dans O dans un syste`me de coordonne´es normales.
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3.5.1 Le rotationnel du rotationnel
Dans toute cette sous-section, on conside`re E comme un champ de tenseur une fois
covariant. Son rotationnel est un champ de tenseur 1-fois contravariant. On de´ﬁnit ici
le champ de tenseur rotationnel du rotationnel associe´ a` E et note´ rot rotE, puis on
de´termine ses composantes covariantes, voir proposition 3.38.
De´ﬁnition 3.37 Soit E ∈ Γ(T1O). Alors, on de´ﬁnit le tenseur∇×∇× E par l’identite´
suivante
∇×∇× E = ∇× F
ou`
F = ∇× E .
Proposition 3.38 Soit E ∈ Γ(T1O). Alors, les composantes du tenseur ∇ × ∇ × E ∈
Γ(T1O) dans une carte locale s’e´crivent
(∇×∇× E)α = ∇α∇iEi −∇i∇iEα
(∇×∇× E)3 = ∇3∇αEα −∇α∇αE3
Remarque 3.39 On reconnait dans chacune de ces expressions les composantes du gra-
dient de la divergence moins la divergence du gradient de E.
Aﬁn de de´montrer cette proposition, on utilisera le re´sultat suivant.
Lemme 3.40 Soient i ∈ {1, 2, 3}, et α, σ, β ∈ {1, 2}. Alors,
Dhαǫ
3σβ = 0 et ∇iǫ3σβ = 0 .
Ce lemme repose sur la proposition suivante, qui donne une formule des symboles de
Christoffel contracte´s.
Proposition 3.41 Pour tout k ∈ {1, 2, 3}, on a la relation suivante
Γiik = −
√
g∂k
1√
g
.
PREUVE. D’apre`s [20, (38.10)],
Γiik =
1
2g
∂kg .
Or, par de´rivation, il vient
∂k
1√
g
= − 1
2g
∂kg
1√
g
.
Donc,
∂k
1√
g
= −Γiik
1√
g
.
#
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De´monstration du lemme 3.40
D’apre`s la de´ﬁnition 3.5, pour i = α, on a
∇αǫ3σβ = ∂αǫ3σβ + Γ3lαǫlσβ + Γσlαǫ3lβ + Γβlαǫ3σl (3.35)
d’ou`
∇αǫ3σβ = Dhαǫ3σβ + Γ3lαǫlσβ
ou`
Dhαǫ
3σβ = ∂αǫ
3σβ + Γσναǫ
3νβ + Γβναǫ
3σν .
Or
Γ3lαǫ
lσβ = Γ3ναǫ
νσβ + Γ33αǫ
3σβ = 0 (3.36)
car Γ33α = 0 et ǫ
νσβ = 0. Donc
∇αǫ3σβ = Dhαǫ3σβ .
De plus, d’apre`s la proposition 3.41, on a
∂αǫ
3σβ = −Γllαǫ3σβ .
Ainsi, d’apre`s les relations (3.35) et (3.36), il vient
∇αǫ3σβ = −Γllαǫ3σβ + Γσlαǫ3lβ + Γβlαǫ3σl . (3.37)
En sommant sur l ∈ {σ, β}, il vient
−Γllαǫ3σβ + Γσlαǫ3lβ + Γβlαǫ3σl = 0 .
Donc, de (3.37), on en de´duit le lemme 3.40. Pour i = 3, on de´montre le lemme de la
meˆme fac¸on a` partir de la de´ﬁnition 3.5.
De´monstration de la Proposition 3.38
D’apre`s la proposition 3.29, on a
(∇×∇× E)3 = ǫαβ3∇α(∇× E)β .
Donc, par la proposition 3.30, il vient :
(∇×∇× E)3 = ǫαβ3∇α
(
ǫ3σβ(∇3Eσ −∇σE3)
)
. (3.38)
Or, d’apre`s le lemme 3.40, on a
∇αǫ3σβ = 0
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d’ou`, d’apre`s (3.14)
∇α(ǫ3σβ∇3Eσ) = ǫ3σβ∇α∇3Eσ .
De meˆme,
∇α(ǫ3σβ∇σE3) = ǫ3σβ∇α∇σE3 .
Par suite, d’apre`s (3.38),
(∇×∇× E)3 = ǫαβ3ǫ3σβ(∇α∇3Eσ −∇α∇σE3) .
Enﬁn, d’apre`s la relation (3.34), il vient
(∇×∇× E)3 = ∇α∇3Eα −∇α∇αE3
et la proposition 3.11 permet de conclure. Passons a` la de´monstration de la composante
surfacique. D’apre`s la proposition 3.29, on a
(∇×∇× E)α = ǫ3βα
(∇3(∇× E)β −∇β(∇× E)3) .
Donc, par la proposition 3.30, il vient
(∇×∇× E)α = ǫ3βα
(
∇3(ǫ3σβ(∇3Eσ −∇σE3))−∇β(ǫσν3∇σEν)) . (3.39)
Or, d’apre`s le lemme 3.40,
∇3ǫ3σβ = 0 .
Ainsi, d’apre`s (3.14), il vient
∇3(ǫ3σβ(∇3Eσ −∇σE3)) = ǫ3σβ∇3(∇3Eσ −∇σE3) .
De (3.39), on en de´duit que
(∇×∇× E)α = ǫ3βα
(
ǫ3σβ∇3(∇3Eσ −∇σE3)− ǫσν3∇β∇σEν
)
.
Or,
ǫ3βαǫ
σν3 = δσβδ
ν
α − δνβδσα
donc, d’apre`s la relation (3.34), on en de´duit l’identite´
(∇×∇× E)α = −∇3(∇3Eα −∇αE3)− (∇β∇βEα −∇β∇αEβ) . (3.40)
Par suite, d’apre`s la proposition 3.11, il vient
(∇×∇× E)α = ∇α∇iEi −∇i∇iEα .
Les tenseurs γ et ρ introduits au paragraphe 3.3.4 permettent alors d’exprimer d’une
autre fac¸on le champ de tenseur∇×∇× E.
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Proposition 3.42 Soit E ∈ Γ(T1O). Alors, les composantes du tenseur ∇ × ∇ × E ∈
Γ(T1O) dans une carte locale s’e´crivent
(∇×∇× E)α = −2∇3γα3(h)(E) + 2∇α∇3E3 + 2
(∇αγββ (h)(E)−∇βγβα(h)(E))
(∇×∇× E)3 = ∇3γαα(h)(E) + bαα(h)∇3E3 − ραα(h)(E)
PREUVE. Commenc¸ons par de´montrer la premie`re e´galite´. Par de´ﬁnition du tenseur γ,
voir (3.21), on a
2∇3γα3(h)(E) = ∇3∇αE3 +∇3∇3Eα
d’ou`,
− 2∇3γα3(h)(E) + 2∇α∇3E3 = −∇3(∇3Eα −∇αE3) . (3.41)
De plus,
2∇αγββ (h)(E) = ∇α∇βEβ +∇α∇βEβ
et,
2∇βγβα(h)(E) = ∇β∇βEα +∇β∇αEβ
donc
2
(
∇αγββ (h)(E)−∇βγβα(h)(E)
)
= ∇α∇βEβ −∇β∇βEα . (3.42)
Ainsi, d’apre`s (3.41) et (3.42),
−2∇3γα3(h)(E) + 2∇α∇3E3 + 2
(
∇αγββ (h)(E)−∇βγβα(h)(E)
)
= −∇3(∇3Eα −∇αE3) +∇α∇βEβ −∇β∇βEα
= ∇α∇iEi −∇i∇iEα
La proposition 3.38 permet de conclure. Passons a` la de´monstration de la seconde e´galite´.
D’apre`s (3.23),
∇α∇βE3 = ραβ(h)(E)− bαβ(h)∇3E3 .
Or, d’apre`s (3.19),
∇α∇βE3 = ∇β∇αE3
Ainsi,
∇β∇αE3 = ραβ(h)(E)− bαβ(h)∇3E3 .
D’ou`
gαβ(h)∇β∇αE3 = gαβ(h)ραβ(h)(E)− gαβ(h)bαβ(h)∇3E3 .
Donc,
∇α∇αE3 = ραα(h)(E)− bαα(h)∇3E3 . (3.43)
Enﬁn, on ve´riﬁe facilement que,
∇α∇3Eα = ∇3γαα(h)(E) .
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Ainsi, la proposition pre´ce´dente permet de conclure que
(∇×∇× E)3 = ∇3γαα(h)(E) + bαα(h)∇3E3 − ραα(h)(E) .
#
On introduit a` pre´sent le tenseurA dont les composantes contravariantes dans le syste`me
de coordonne´es normales s’e´crivent
Aijkl = 2gijgkl − (gikgjl + gilgjk) . (3.44)
La proposition suivante fait alors le lien entre l’ope´rateur d’e´lasticite´ e´tudie´ dans [25]
et l’ope´rateur de Maxwell. Ce dernier s’obtient a` partir de l’e´lasticite´ en choisissant des
”coefﬁcients de Lame´ ” λ = 2 et µ = −1. Ceux-ci n’ont plus de sens physique dans
l’e´lasticite´ traditionnelle lorsqu’ils sont ne´gatifs.
Proposition 3.43 Soit E ∈ Γ(T1O). Alors, pour tout j ∈ {1, 2, 3}, on a
(∇×∇× E)j = A iklj ∇iγkl(h)(E) . (3.45)
PREUVE. Fixons j = α ∈ {1, 2}. D’apre`s (3.44), et compte tenu des syme´tries de A, il
vient
A iklα ∇iγkl(h)(E) = 2A 3β3α ∇3γβ3(h)(E) + A β33α ∇β∇3E3 + A σβδα ∇σγβδ(h)(E) .
Or, d’apre`s (3.44), on a 
2A 3β3α = −2δβα
A β33α = 2δ
β
α
A σβδα = 2δ
σ
αg
βδ − δβαgσδ − δδαgσβ
Donc,
A iklα ∇iγkl(h)(E) = −2∇3γα3(h)(E) + 2∇α∇3E3+
2
(∇αγββ (h)(E)−∇βγβα(h)(E)) .
Ainsi, d’apre`s la propostion 3.42,
A iklα ∇iγkl(h)(E) = (∇×∇× E)α .
Fixons maintenant j = 3. Alors, compte tenu des syme´tries de A, le second membre de
(3.45) se re´duit de la fac¸on suivante
A ikl3 ∇iγkl(h)(E) = A 3333 ∇3∇3E3 + A 3αβ3 ∇3γαβ(h)(E)+
A αβ33 ∇α∇βE3 + A αβ33 ∇α∇3Eβ .
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Or, d’apre`s (3.44), on a 
A3333 = 0
A33αβ = 2gαβ
A3αβ3 = −gαβ
D’ou`,
A ikl3 ∇iγkl(h)(E) = 2gαβ∇3γαβ(h)(E)− gαβ(∇α∇βE3 +∇α∇3Eβ) .
Or,
2gαβ∇3γαβ(h)(E) = gαβ∇α∇3Eβ
donc
A ikl3 ∇iγkl(h)(E) = gαβ∇3γαβ(h)(E)− gαβ∇α∇βE3 . (3.46)
Enﬁn, d’une part, puisque la de´rive´e covariante commute avec le tenseur me´trique,
gαβ∇3γαβ(h)(E) = ∇3γαα(h)(E) .
D’autre part, d’apre`s (3.43), on a
gαβ∇α∇βE3 = ραα(h)(E)− bαα(h)∇3E3 .
Donc, d’apre`s (3.46),
A ikl3 ∇iγkl(h)(E) = ∇3γαα(h)(E)− ραα(h)(E) + bαα(h)∇3E3 .
Par suite, la proposition 3.42 permet de conclure a` l’e´quation (3.45) pour j = 3. #
Remarque 3.44 D’apre`s la proposition 3.31, pour un champ de tenseur E une fois co-
variant, il vient
(∇×∇× E)α = ǫ3βα
(
∂h3 (∇× E)β − gβγ∂γ(∇× E)3 − 2bβγ(∇× E)γ
)
(∇×∇× E)3 = ǫαβ3gασDhσ(∇× E)β
En particulier, d’apre`s la proposition 3.30, on a
(∇×∇× E)α = ǫ3βα
(
∂h3
(
ǫ3σβ(∂h3Eσ − ∂σE3)
)− gβγ∂γ(ǫ3σνDhσEν)
−2bβγǫ3σγ(∂h3Eσ − ∂σE3)
)
(∇×∇× E)3 = ǫαβ3gασDhσ
(
ǫ3νβ(∂h3Eν − ∂νE3)
)
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Le de´veloppement de ces relations ame`ne a` d’autres formulations des e´quations de Max-
well en parame´trisation normale, comparer avec les e´quations des syste`mes (3.50) et
(3.51). En particulier, on a
(∇×∇× E)3 = gαβ(h)Dhβ∂h3Eα − gαβ(h)Dhβ∂βE3
ce qui fait l’e´conomie du de´veloppement du tenseur ραα(h), voir le chapitre 4.
3.5.2 Equations tridimensionnelles
L’objet de cette dernie`re partie consiste a` e´crire les e´quations de Maxwell (3.1) et
(3.2) en parame´trisation normale dans un voisinage tubulaire de Σ. Pour cela, on com-
mence par e´crire les e´quations en terme de de´rive´es covariantes ∇. On exprime en-
suite ces e´quations en termes de de´rive´es covariantesDh, de de´rive´es ∂h3 et d’ope´rateurs
de´ﬁnis sur Σh de´pendant des tenseurs me´trique aαβ(h) et de courbure bαβ(h).
Proposition 3.45 Soit Ecd ∈ Γ(T1O) une solution de l’e´quation (3.1). Alors, pour tout
j ∈ {1, 2, 3}, on a
A klmj ∇kγlm(h)(Ecd)− κ2(1 +
i
δ2
)Ecdj = 0 dans O . (3.47)
De plus, les conditions de transmission (3.2) du champ e´lectrique a` travers Σ s’e´crivent{
Ecdα dy
α = Eis − (Eis · n)n sur Σ
(∇3Ecdα −∇αEcd3 )dyα = rotEis × n sur Σ
(3.48)
Enﬁn, on a les relations suivantes{
∇iEcdi = 0 dans O
(1 + i
δ2
)Ecd3 = E
is · n sur Σ (3.49)
Remarque 3.46 L’e´quation (3.47) est une e´galite´ de champs de tenseurs dans Γ(T1O).
Les e´quations (3.49) sont des e´galite´s entre des fonctions. On remarque que toutes ces
e´quations font intervenir les composantes covariantes de Ecd.
PREUVE. La relation (3.47) dans O se de´duit de la proposition 3.43. L’identite´ (3.49)1
dans O signiﬁe que la divergence de Ecd est nulle. C’est une conse´quence de la relation
(3.3) et de la de´ﬁnition 3.18. La condition de transmission du syste`me (3.49)est une
conse´quence de la relation (3.4) et du fait que
Ecd · n = Ecd3 sur Σ .
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La premie`re condition de transmission du syste`me (3.48) est une conse´quence de la
relation suivante
(n× Ecd)× n = Ecdα dyα sur Σ ,
et signiﬁe que [E × n]Σ = 0 car Eis − (Eis · n)n = (n × Eis) × n. Enﬁn, la seconde
condition de transmission est une conse´quence du lemme 3.35. #
Le the´ore`me suivant fournit l’expression en parame´trisation normale de l’ope´rateur de´ﬁni
par les syste`mes d’e´quations (3.47) et (3.48), voir [25, The´ore`me 4.4 chap.1] pour l’ope´ra-
teur de l’e´lasticite´. On utilise encore la re´duction normale de la 1-forme qui permet de
de´composer une e´galite´ dans Γ(T1O) en deux e´galite´s pour tout h ∈ (0, η) : une e´galite´
dans Γ(T1Σh) et une autre dans C∞(Σh) en supposant que la 1-forme Ecd est de classe
C∞, voir [25, lemme 3.6 chap.1].
The´ore`me 3.47 Soit Ecd ∈ Γ(T1O). La re´duction normale des e´quations (3.47) et
(3.48) e´crites en composantes covariantes, donne les e´quations suivantes : en compo-
santes transverses (pour j = 3), on a la relation
∂h3 γ
α
α(h)(E
cd) + bαα(h)∂
h
3E
cd
3 − ραα(h)(Ecd)− κ2(1 +
i
δ2
)Ecd3 = 0 dans O (3.50)
En composantes surfaciques (pour j = α), il vient
−2∂h3 γα3(h)(Ecd) + 2∂h3 (DhαEcd3 ) + 2bββ(h)γα3(h)(Ecd)
+2Dhαγ
ν
ν (h)(E
cd)− 2Dhβγβα(h)(Ecd)− κ2(1 + iδ2 )Ecdα = 0 dans O
Ecdα dy
α = Eis − (Eis · n)n sur Σ
(∂h3E
cd
α − ∂αEcd3 )dyα = rotEis × n sur Σ
(3.51)
De plus, la re´duction normale des e´quations (3.49) s’e´crit{
∂h3E
cd
3 + γ
α
α(h)(E
cd) = 0 dans O
(1 + i
δ2
)Ecd3 = E
is · n sur Σ (3.52)
Remarque 3.48 Les e´quations pre´ce´dentes e´crites en coordonne´es normales sont in-
trinse`ques car tous les objets indice´s sont des champs de tenseurs. L’e´quation (3.50) et la
premie`re e´quation de (3.52) sont aussi des e´galite´s dans C∞(Σh) pour tout h ∈ (0, η). De
plus, la premie`re e´quation dans (3.51) est une e´galite´ dans Γ(T1Σh) pour tout h ∈ (0, η)
et les deux autres e´quations sont des e´galite´s dans Γ(T1Σ).
PREUVE. L’e´quation (3.50) est une conse´quence imme´diate de la proposition 3.42. La
premie`re relation dans (3.52) est une conse´quence de la proposition 3.20. Enﬁn, d’apre`s
la proposition 3.36, on en de´duit la troisie`me e´quation dans (3.51). On utilise les rela-
tions (3.15) pour exprimer (3.47) en termes de de´rive´es covariantes Dh, de de´rive´es ∂h3
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et d’ope´rateurs sur Σh. On de´montre la premie`re e´quation du syste`me (3.51) : d’apre`s
(3.12),
∇3γα3 = ∂h3 γα3 + bναγν3 (3.53)
car Γβα3 = −bβα, Γ3α3 = 0 et Γl33 = 0. Dans la suite de cette de´monstration, on note plus
simplement E a` la place de Ecd. Puis,
∇α∇3E3 = ∂h3 ∂αE3 + 2bναγν3(E) . (3.54)
De plus, pour des tenseurs deux fois covariants, on a la relation suivante entre ope´rateurs
de´pendant de h
∇αγσβ = ∂αγσβ − Γναβγσν − Γ3αβγσ3 + Γσανγνβ + Γσα3γ3β .
Or, Γ3αβ = bαβ et Γ
σ
α3 = −bσα. On en de´duit l’identite´ suivante liant les de´rive´es cova-
riantes∇ et D
∇αγσβ = Dαγσβ − bαβγσ3 − bσαγ3β .
En particulier, on a les relations suivantes
∇αγββ = Dαγββ − 2bβαγβ3 (3.55)
et
∇βγβα = Dβγβα − bβαγβ3 − bββγα3 . (3.56)
Or d’apre`s la proposition 3.42,
(∇×∇× E)α = −2∇3γα3(h)(E) + 2∇α∇3E3 + 2
(∇αγββ (h)(E)−∇βγβα(h)(E)) .
Donc, d’apre`s (3.53), (3.54), (3.55) et (3.56), il vient
(∇×∇× E)α = −2
(
∂h3 γα3(h)(E) + b
ν
αγν3(h)(E)
)
+ 2
(
∂h3 ∂αE3 + 2b
ν
αγν3(E)
)
+ 2
[(
Dαγ
β
β − 2bβαγβ3
)− (Dβγβα − bβαγα3 − bββγα3)] .
#
Dans le chapitre suivant, on va de´velopper les e´quations pre´ce´dentes en fonction de h.
78 CHAPITRE 3. EQUATIONS DE MAXWELL EN COORDONNE´ES NORMALES
Chapitre 4
Ecriture des e´quations en explicitant le
petit parame`tre δ
4.1 Introduction
L’objet de ce quatrie`me chapitre consiste a` de´velopper par rapport a` h les e´quations
(3.50), (3.51) et (3.52) pose´es sur les surfaces Σh, voir le chapitre 3, puis a` expliciter
le roˆle du petit parame`tre δ dans les e´quations. On effectue pour cela un changement
d’e´chelle dans ces e´quations et on montre que l’ope´rateur sous-jacent est de´veloppable
en se´rie entie`re en δ, voir [25, 26] pour une e´tude similaire de l’e´lasticite´ line´aire tridi-
mensionnel.
Le plan de ce chapitre est le suivant. On introduit le champ de tenseur shifter au
paragraphe 4.2, qui permet de ramener l’e´tude de tenseurs de´ﬁnis sur Σh a` des ten-
seurs de´ﬁnis sur Σ0 et de´pendant de h. Dans la section 4.3, on effectue un changement
d’e´chelle dans la direction normale et on donne un de´veloppement en se´rie entie`re en
δ des e´quations, voir le the´ore`me 4.10 pour un re´sultat pre´cis. On explicite ensuite au
paragraphe 4.4, les de´veloppements en se´ries entie`res des champs de tenseurs interve-
nant dans les e´quations. Enﬁn, dans une dernie`re partie, on explicite les coefﬁcients des
de´veloppements en se´ries des ope´rateurs transverses, surfaciques ainsi que de la diver-
gence, voir section 4.5.
4.2 Le shifter
On rappelle que aαβ(h) de´signe le tenseur me´trique sur Σh et bαβ(h) son tenseur de
courbure, voir la sous-section 3.3.1. Dans la suite, on note aαβ = aαβ(0), bαβ = bαβ(0)
et bαβ = b
α
β(0).
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De´ﬁnition 4.1 On appelle shifter le champ de tenseurs µ de´ﬁni sur Σ0 et de´pendant de
h ∈ (0, η), dont les composantes s’e´crivent dans une carte
µαβ(h) = δ
α
β − hbαβ . (4.1)
Le shifter permet d’exprimer des champs de tenseurs de´ﬁnis sur la surface Σh a` par-
tir de leurs expressions sur la surface moyenne Σ0. On peut de´montrer que le tenseur
me´trique aαβ(h) et le tenseur de courbure bαβ(h) sont polynomiaux en h, voir [25] pour
les formules suivantes
aαβ(h) = aαβ − 2hbαβ + h2cαβ (4.2)
ou` le tenseur syme´trique cαβ = b
γ
αbγβ est appele´ la troisie`me forme fondamentale sur Σ,
et
bαβ(h) = bαβ − hcαβ . (4.3)
Ainsi, a` l’aide du shifter, on en de´duit les formules suivantes.
Exemple 1 Pour tout h ∈ (0, η), on a
aαβ(h) = µ
γ
α(h)µ
λ
β(h)aγλ . (4.4)
Exemple 2 Pour tout h ∈ (0, η), on a
bαβ(h) = µ
γ
α(h)bγβ . (4.5)
Ces exemples seront utiles pour de´velopper les e´quations.
De´ﬁnition 4.2 Pour k ∈ N∗ et h ∈ (0, η), on de´ﬁnit
(bk)αβ(h) = b
α
ν1
(h)bν1ν2(h) · ·bνk−1β (h), (4.6)
avec la convention (b0)αβ(h) = δ
α
β . On note (b
k)αβ = (b
k)αβ(0).
On ﬁxe a` pre´sent un re´el η > 0 assez petit tel que le shifter µαβ soit inversible dans
l’intervalle (0, η).
Proposition 4.3 L’inverse du shifter µ est le champ de tenseur dont les composantes
(µ−1)αβ(h) sont e´gales a` la se´rie entie`re convergente
(µ−1)αβ(h) =
∞∑
n=0
hn(bn)αβ (4.7)
Remarque 4.4 La surface Σ0 est compacte, donc le champ de tenseurs b
α
β est borne´.
Ainsi, la se´rie de Taylor du champ de tenseur (µ−1)αβ(h) converge normalement.
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4.3 De´veloppements en se´ries entie`res en δ
L’objet de ce paragraphe consiste a` de´velopper en se´rie entie`re en h les champs
de tenseurs intervenant dans les e´quations. On effectue un changement d’e´chelle, dans
l’optique de calculer un de´veloppement asymptotique du champ e´lectromagne´tique en
puissance de δ. On donne un the´ore`me d’existence de de´veloppement en se´rie entie`re en
puissance de δ pour les e´quations.
4.3.1 Formes fondamentales
Graˆce a` l’inverse du shifter, on calcule un de´veloppement en se´rie entie`re de l’inverse
du tenseur me´trique aαβ. D’apre`s, la formule (4.4), pour tout h ∈ (0, η), il vient
aαβ(h) = (µ−1)αν (µ
−1)βγa
νγ
ou` aνγ = aνγ(0). On en de´duit le de´veloppement en se´rie entie`re de l’inverse du tenseur
me´trique
aαβ(h) =
∞∑
n=0
(n+ 1)hn(bn)αβ . (4.8)
A partir de la formule (4.5), on calcule aussi le de´veloppement en se´rie entie`re du tenseur
bαβ(h), voir [25].
bαβ(h) =
∞∑
n=0
hn(bn+1)αβ . (4.9)
4.3.2 De´veloppement de la de´rive´e covariante
On rappelle queD de´signe la de´rive´e covariante surΣ0. Le the´ore`me suivant exprime
un de´veloppement de la de´rive´e covarianteDh sur Σh a` partir de la de´rive´e covarianteD
et du shifter, voir [25] pour la de´monstration du re´sultat suivant.
The´ore`me 4.5 SoitEβ(h) ∈ C∞
(
(0, η),Γ(T1Σ0)
)
. Alors, on a la relation suivante entre
les de´rive´es covariantesDh et D
DhαEβ(h) = DαEβ(h)− (µ−1)σδ (h)Eσ(h)Dαµδβ(h) . (4.10)
4.3.3 Changement d’e´chelle
Dans l’optique d’effectuer un de´veloppement asymptotique du champ e´lectromagne´tique
en puissance de δ, on effectue un changement d’e´chelle, ou scaling, dans la direction
normale. Pre´cise´ment, on pose
Y3 =
h
δ
(4.11)
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voir [25, 8]. On de´ﬁnit les intervalles Iδ et I par
Iδ = (0,
η
δ
) et I = (0,∞) . (4.12)
Alors, pour tout h ∈ (0, η), on a Y3 ∈ Iδ ⊂ I . On appelle encore le triplet (yα, Y3) un
syste`me de coordonne´es normales. Enﬁn, on note ∂3 la de´rive´e partielle par rapport a` Y3,
de sorte qu’on a
∂3 = ∂Y3 .
D’apre`s le changement d’e´chelle (4.11), il vient
∂h3 =
1
δ
∂3 . (4.13)
On de´ﬁnit enﬁn les varie´te´s produits Ωδ et Ω0 par
Ωδ = Σ× Iδ et Ω0 = Σ× I . (4.14)
De´ﬁnition 4.6 SoitT(h) ∈ C∞((0, η),Γ(T qpΣ0)). On de´ﬁnit le champ de tenseurT[δ] ∈
C∞(Iδ,Γ(T qpΣ0)) associe´ a` T(h) apre`s le changement d’e´chelle (4.11) par
T[δ] = T(δY3) .
D’apre`s les identite´s respectives (4.1), (4.7), (4.8) et (4.9), on en de´duit les de´veloppements
en se´ries en δ du shifter µ[δ] et de son inverse µ−1[δ], ainsi que des tenseurs aαβ [δ] et
bαβ [δ]. Ceci fait l’objet des formules suivantes.
Exemple 3 (i) µαβ [δ] = δ
α
β − δY3bαβ
(ii) (µ−1)αβ [δ] =
∞∑
n=0
δnY n3 (b
n)αβ
(iii) aαβ [δ] =
∞∑
n=0
(n + 1)δnY n3 (b
n)αβ
(iv) bαβ [δ] =
∞∑
n=0
δnY n3 (b
n+1)αβ .
4.3.4 Ope´rateurs 2D
Dans la suite de ce chapitre, on va de´velopper les e´quations par rapport a` h. Les
coefﬁcients de ces de´veloppements sont des ope´rateurs intrinse`ques de´ﬁnis sur la varie´te´
Σ. Ces ope´rateurs sont des ope´rateurs 2D, dont la notion est de´ﬁnie rigoureusement dans
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[25]. Les ope´rateurs ραβ(0), γαβ(0), γ
β
α(0), γα3(0) sont des exemples d’ope´rateurs 2D.
Ils agissent naturellement sur l’espace
C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) .
Notation 4.7 Pour ne pas alourdir les notations, on note dans la suite ραβ = ραβ(0),
γαβ = γαβ(0), γ
β
α = γ
β
α(0) et γα3 = γα3(0) .
On utilisera la proprie´te´ remarquable suivante. La de´rive´e partielle ∂3 commute avec ces
ope´rateurs 2D.
Exemple 4 ∂3 ◦ γαβ = γαβ ◦ ∂3.
4.3.5 De´veloppement en se´ries entie`res de l’ope´rateur 3D
Le the´ore`me 3.47 donne une expression de l’ope´rateur de Maxwell associe´ au champ
e´lectrique en coordonne´es normales. A partir des e´quations (3.50) et (3.51), on peut
de´ﬁnir des ope´rateurs
Rα : C∞
(
(0, η),Γ(T1Σ0)× C∞(Σ0)
) → C∞((0, η),Γ(T1Σ0)) (4.15)
et
R3 : C∞
(
(0, η),Γ(T1Σ0)× C∞(Σ0)
) → C∞((0, η), C∞(Σ0)) (4.16)
par les e´quations
Rα(E) = −2∂h3 γα3(h)(E) + 2∂h3 (DhαE3) + 2bββ(h)γα3(h)(E)
+2Dhαγ
ν
ν (h)(E)− 2Dhβγβα(h)(E)
R3(E) = ∂
h
3 γ
α
α(h)(E) + b
α
α(h)∂
h
3E3 − ραα(h)(E) .
(4.17)
On de´ﬁni l’ope´rateur 3D correspondant, note´ R par
R : C∞((0, η),Γ(T1Σ0)× C∞(Σ0)) → C∞((0, η),Γ(T1Σ0)× C∞(Σ0))
E ,→ (Rα(E), R3(E)) (4.18)
voir [25] pour l’ope´rateur de l’e´lasticite´ line´aire tridimensionnel. On de´ﬁnit alors l’ope´rateur
associe´ aux e´quations de Maxwell par
L = R− κ2(1 + i
δ2
)I . (4.19)
On de´ﬁnit aussi l’ope´rateur associe´ a` la divergence
div : C∞((0, η),Γ(T1Σ0)× C∞(Σ0)) → C∞((0, η), C∞(Σ0))
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par l’e´quation, voir la proposition 3.20,
div(E) = ∂h3E3 + γ
α
α(h)(E) . (4.20)
De meˆme, a` partir des conditions de transmissions parmi les e´quations (3.51), on de´ﬁnit
un ope´rateur
B : C∞((0, η),Γ(T1Σ0)× C∞(Σ0)) → Γ(T1Σ0) (4.21)
par ses composantes surfaciques
Bα(E) = ∂
h
3E
cd
α − ∂αEcd3 . (4.22)
A partir du changement d’e´chelle (4.11), on effectue le changement d’inconnue
E(. , h) = W(. , Y3)
et on de´ﬁnit des nouveaux ope´rateurs a` partir des ope´rateurs R, L, div et B. Ceci fait
l’objet de la de´ﬁnition suivante.
De´ﬁnition 4.8 Soient
R[δ] : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) (4.23)
div[δ] : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → C∞(Iδ, C∞(Σ0)) (4.24)
et
B[δ] : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → Γ(T1Σ0) (4.25)
les ope´rateurs obtenus a` partir des ope´rateurs R, div et B en effectuant le changement
d’e´chelle (4.11), de sorte que
(RE)(. , h) = (R[δ]W)(. , Y3) , (divE)(. , h) = (div[δ]W)(. , Y3)
et (BE)(. , 0) = (B[δ]W)(. , 0) .
On de´ﬁnit de meˆme l’ope´rateur L[δ] induit par l’ope´rateur L, de´ﬁni par l’identite´ (4.19),
de la fac¸on suivante
L[δ] = R[δ]− κ2( i
δ2
+ 1)I . (4.26)
Ainsi, dans un syste`me de coordonne´es normales (yα, Y3), on a
R[δ](yα, Y3;Dα, ∂3) = R(yα, δY3;Dα, δ
−1∂3)
L[δ](yα, Y3;Dα, ∂3) = L(yα, δY3;Dα, δ
−1∂3)
div[δ](yα, Y3;Dα, ∂3) = div(yα, δY3;Dα, δ
−1∂3)
B[δ](yα, Y3;Dα, ∂3) = B(yα, δY3;Dα, δ
−1∂3)
(4.27)
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L’ope´rateur B[δ] est polynomial en δ.
Proposition 4.9 Pour tout n ∈ {0, 1}, il existe un ope´rateur Bn inde´pendant de δ
Bn : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → Γ(T1Σ0)
tel que
B[δ] = δ−1B0 + B1 . (4.28)
PREUVE. On peut facilement expliciter les expressions des ope´rateurs B0 et B1 . En
effet, d’apre`s les identite´s du syste`me (4.22), il vient
Bα[δ](W) = δ
−1∂3Wα − ∂αW3 (4.29)
On en de´duit les termes du de´veloppement de l’ope´rateurBα[δ]{
B0α(W) = ∂3Wα
B1α(W) = −∂αW3
(4.30)
#
Le re´sultat suivant est un the´ore`me d’existence de de´veloppement en se´rie entie`re en
δ de l’ope´rateur de Maxwell associe´ aux ope´rateurs R[δ], L[δ] et div[δ], voir [25] pour
l’ope´rateur de l’e´lasticite´ line´aire.
The´ore`me 4.10 Les ope´rateursR[δ], L[δ] et div[δ] sont de´veloppables en se´ries entie`res
en δ. Il existe des ope´rateurs
Rn : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) ,
Ln : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) ,
et
divn : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → C∞(Iδ, C∞(Σ0))
tels que
R[δ] = δ−2
∞∑
n=0
δnRn , L[δ] = δ−2
∞∑
n=0
δnLn et div[δ] = δ−1
∞∑
n=0
δn divn . (4.31)
D’apre`s l’identite´ (4.26), il vient
L0 = R0 − iκ2I
L2 = R2 − κ2I
Ln = Rn pour tout n ∈ N \ {0, 2}
(4.32)
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et le de´veloppement de l’ope´rateur R[δ] permet donc d’en de´duire celui de l’ope´rateur
L[δ]. Dans la suite de ce chapitre, on explicite les expressions des ope´rateurs Rn et divn
pour tout n ∈ N.
4.4 De´veloppements en se´ries des tenseurs fondamentaux
Dans cette section, on donne les de´veloppements en se´ries en δ des tenseurs de chan-
gement de me´trique et de courbure surfacique apre`s changement d’e´chelle.
4.4.1 Tenseur de changement de me´trique
Le tenseur de changement de me´trique surfacique γαβ(h) induit un ope´rateur γαβ[δ]
apre`s le changement d’e´chelle (4.11). De meˆme, le tenseur de changement de me´trique
transverses γα3(h) induit un ope´rateur γα3[δ] apre`s changement d’e´chelle. Ces ope´rateurs
agissent sur l’espace C∞(Iδ,Γ(T1Σ0)×C∞(Σ0)). Dans la suite de cette sous-section, on
ﬁxe un e´le´ment
W ∈ C∞(Iδ,Γ(T1Σ0)× C∞(Σ0))
que l’on suppose inde´pendant de δ. Le but de ce paragraphe est de de´terminer les de´velop-
pements en se´rie entie`re en δ des tenseurs γαβ[δ](W), γ
α
β [δ](W) et γα3[δ](W).
De´veloppement en se´rie de γαβ[δ](W)
L’e´quation (3.22) montre qu’apre`s changement d’e´chelle, on a
γασ[δ](W) =
1
2
(Dα[δ]Wσ +Dσ[δ]Wα)− bασ[δ]W3 . (4.33)
Or, d’apre`s l’identite´ (4.79), il vient
bασ[δ]W3 = bασW3 − δY3cασW3 ,
ou` cασ = b
γ
αbγσ .
Notation 4.11 On note D[δ] la de´rive´e covariante Dh apre`s le changement d’e´chelle
(4.14).
D’apre`s l’identite´ (4.10), il vient
Dα[δ]Wβ = DαWβ − (µ−1)σγ [δ]WσDαµγβ[δ] , (4.34)
et d’apre`s la de´ﬁnition 4.1 et la proposition 4.3, il vient
µνβ[δ] = δ
ν
β − δY3bνβ et (µ−1)νβ[δ] =
∞∑
n=0
δnY n3 (b
n)νβ. (4.35)
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de sorte que
Dα[δ]Wβ = DαWβ +
∞∑
n=0
δn+1Y n+13 (b
n)σγWσDαb
γ
β . (4.36)
Donc, 
(γασ[δ](W))
0 = γασ(W)
(γασ[δ](W))
1 = Y3[
1
2
(b0)νγWν
(
Dαb
γ
σ +Dσb
γ
α
)− cασW3]
(γασ[δ](W))
n = 1
2
Y n3 (b
n−1)νγWν
(
Dαb
γ
σ +Dσb
γ
α
)
pour tout n " 2
ou` la notation (γασ[δ](W))
n de´signe le coefﬁcient devant δn dans le de´veloppement en
se´rie entie`re de γασ[δ](W), de sorte que :
γασ[δ](W) =
∞∑
n=0
δn(γασ[δ](W))
n (4.37)
En utilisant la relation de Codazzi-Mainardi, voir [25],
Dσb
γ
α = Dαb
γ
σ
et comme (b0)νγ = δ
ν
γ , il vient
(γασ[δ](W))
0 = γασ(W)
(γασ[δ](W))
1 = Y3[WγDαb
γ
σ − cασW3]
(γασ[δ](W))
n = Y n3 (b
n−1)νγWνDαb
γ
σ pour tout n " 2
(4.38)
De´veloppement en se´rie du tenseur γαβ [δ](W)
On peut maintenant calculer l’expression du champ de tenseurs
γαβ [δ](W) = a
ασ[δ]γσβ[δ](W) (4.39)
En effectuant le produit de Cauchy de deux se´ries entie`res convergentes, on a
γαβ [δ](W) =
∞∑
n=0
δn
n∑
k=0
(aασ[δ])n−k(γσβ [δ](W))k (4.40)
puis d’apre`s l’Exemple 3 , il vient
γαβ [δ](W) =
∞∑
n=0
δn
n∑
k=0
(n− k + 1)Y n−k3 (bn−k)ασ(γσβ[δ](W))k
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ou` les termes (γσβ[δ](W))
k sont donne´s par les e´quations (4.38). En particulier
γαβ [δ](W) =
∞∑
n=0
δn(γαβ [δ](W))
n (4.41)
ou`
(γαβ [δ](W))
0 = γαβ (W)
(γαβ [δ](W))
1 = Y3[g
ασWγDβb
γ
σ − cαβW3 + 2bασγσβ(W)]
(γαβ [δ](W))
n = Y n3
n∑
k=0
(n− k + 1)(bn−k)ασ(bk−1)νγWνDσbγβ pour tout n " 2
(4.42)
De´veloppement en se´rie du tenseur γα3[δ](W)
D’apre`s l’identite´ (3.22), il vient
γα3[δ](W) =
1
2
(∂αW3 + δ
−1∂3Wα) + b
β
α[δ]Wβ (4.43)
Ainsi, d’apre`s l’exemple 3, le tenseur γα3[δ] est de´veloppable en se´rie entie`re et on a
γα3[δ](W) = δ
−1(γα3(W))
−1 +
∞∑
n=0
δnY n3 (γα3(W))
n (4.44)
ou`
(γα3(W))
−1 =
1
2
∂3Wα , (γα3(W))
0 =
1
2
∂αW3 + b
β
αWβ (4.45)
et, pour tout n " 1
(γα3(W))
n = (bn+1)βαWβ . (4.46)
4.4.2 De´veloppement en se´rie du tenseur de courbure surfacique
Soit ραβ [δ] l’ope´rateur induit par le tenseur de courbure surfacique ραβ(h) apre`s le
changement d’e´chelle (4.11) . On introduit le tenseur suivant
θα(h)(E) = D
h
αE3 + b
β
α(h)Eβ . (4.47)
D’apre`s l’e´quation (3.23), il vient
ραα(h)(E) = D
α(h)θα(h)(E) + b
α
β(h)γ
β
α(h)(E) . (4.48)
4.4. DE´VELOPPEMENTS EN SE´RIES DES TENSEURS FONDAMENTAUX 89
La de´monstration du re´sultat pre´ce´dent est explicite´e dans [25, chap.2, 4.1]. Ainsi,
ραα[δ](W) = D
α[δ]θα[δ](W) + b
α
β [δ]γ
β
α[δ](W) . (4.49)
D’une part, en effectuant le produit de Cauchy de bαβ [δ] et γ
β
α[δ](W), il vient
bαβ [δ]γ
β
α[δ](W) =
∞∑
n=0
δn
n∑
k=0
(γβα[δ](W))
kY n−k3 (b
n−k+1)αβ . (4.50)
ou` le terme (γβα[δ](W))
k est donne´ par (4.42). En particulier, il vient{
(bαβ [δ]γ
β
α[δ](W))
0 = bαβγ
β
α(W)
(bαβ [δ]γ
β
α[δ](W))
1 = (γβα[δ](W))
1bαβ + Y3(b
2)αβγ
β
α(W)
(4.51)
D’autre part, d’apre`s l’identite´ (4.47), il vient
Dα[δ]θα[δ](W) = g
αβ[δ]Dα[δ]Dβ[δ]W3 + g
αβ[δ]Dβ[δ](b
γ
α[δ]Wγ) . (4.52)
Or, dans un syste`me de coordonne´es normales, on a
Dβ[δ]W3 = DβW3 = ∂βW3 . (4.53)
De plus, en appliquant l’identite´ (4.36) au champ de vecteur ∂βW3 a` la place deWβ, on
a
Dα[δ]∂βW3 = Dα∂βW3 +
∞∑
n=0
δn+1Y n+13 (b
n)σγ∂σW3Dαb
γ
β (4.54)
soit encore
Dα[δ]∂βW3 =
∞∑
n=0
δnY n3
(
Dα[δ]∂βW3
)n
. (4.55)
Donc,
gαβ[δ]Dα[δ]Dβ [δ]W3 =
∞∑
n=0
δnY n3
n∑
k=0
(n− k + 1)(bn−k)αβ(Dα[δ]∂βW3)k . (4.56)
D’autre part, d’apre`s l’identite´ (4.10), il vient
Dβ[δ]b
ν
α[δ]Wν = Dβb
ν
α[δ]Wν − (µ−1)σγ [δ]bνσ[δ]WνDβµγα[δ] ,
d’ou`
gαβ[δ]Dβ[δ]b
ν
α[δ]Wν = g
αβ[δ]Dβb
ν
α[δ]Wν + δY3g
αβ[δ](µ−1)σγ [δ]b
ν
σ[δ]WνDβb
γ
α , (4.57)
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qu’on peut aussi de´velopper en se´rie entie`re en δ, car
gαβ[δ]Dβb
ν
α[δ]Wν =
∞∑
n=0
δnY n3
n∑
k=0
(k + 1)(bk)αβDα(b
n−k+1)ναWν , (4.58)
et
gαβ[δ](µ−1)σγ [δ]b
ν
σ[δ]Wν =
∞∑
n=0
δnY n3
∑
k+l+m=n
(k + 1)(bk)αβ(bl)σγ(b
m+1)νσWν
=
∞∑
n=0
δnY n3
∑
k+l=n
(k + 1)(bk)αβ(bl+1)νγWν .
(4.59)
On en de´duit un de´veloppement en se´rie du terme
gαβ[δ]Dβ[δ]b
γ
α[δ]Wγ (4.60)
ainsi que l’identite´ suivante
ραα[δ](W) =
∞∑
n=0
δnY n3
(
ραα[δ](W)
)n
. (4.61)
En particulier, on a
(ραα[δ](W))
0 = Dα∂αW3 +D
αbβαWβ + b
α
βγ
β
α(W) . (4.62)
4.5 De´veloppements des ope´rateurs
L’objet de ce paragraphe consiste a` exprimer les de´veloppements en se´rie entie`re en δ
des ope´rateursR[δ], L[δ] et divn. Dans la suite, on ﬁxeW ∈ C∞(Iδ,Γ(T1Σ0)×C∞(Σ0))
inde´pendant de δ.
4.5.1 Re´e´criture des ope´rateurs
Dans un syste`me de coordonne´es normales, on a
Dα[δ]W3 = DαW3 = ∂αW3
et
Dα[δ]γ
ν
ν [δ](W) = Dαγ
ν
ν [δ](W)
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voir [25]. Ainsi, d’apre`s les de´ﬁnitions (4.17) et (4.22) des ope´rateurs R et B, il vient
Rα[δ](W) = −2δ−1∂3γα3[δ](W) + 2δ−1∂3∂αW3 + 2bββ[δ]γα3[δ](W)
+2Dαγ
ν
ν [δ](W)− 2Dβ[δ]γβα[δ](W)
R3[δ](W) = δ
−1∂3γαα [δ](W) + δ
−1bαα[δ]∂3W3 − ραα[δ](W)
(4.63)
Enﬁn, d’apre`s l’identite´ (4.20), il vient
div[δ]W = δ−1∂3W3 + γαα [δ](W) . (4.64)
Dans la suite de ce paragraphe, on utilise les identite´s de la section pre´ce´dente pour
de´velopper ces e´quations selon les puissances de δ.
4.5.2 De´veloppements des ope´rateurs transverses
On commence par de´velopper les ope´rateurs R3[δ](W), ou` W est inde´pendant de δ.
D’apre`s le de´veloppement en se´rie de γβα[δ](W) et les se´ries d’e´quations (4.42), il vient
γαα [δ](W) =
∞∑
n=0
δnY n3 (γ
α
α(W))
n (4.65)
ou` 
(γαα(W))
0 = γαα(W)
(γαα(W))
1 = gασWγDβb
γ
σ − cαβW3 + 2bασγσβ(W)
(γαα(W))
n =
n∑
k=0
(n− k + 1)(bn−k)ασ(bk−1)νγWνDσbγβ pour tout n " 2
(4.66)
Ainsi, on a la relation suivante
∂3γ
α
α [δ](W) = ∂3(γ
α
α(W)) +
∞∑
n=1
δn∂3
(
Y n3 (γ
α
α(W))
n
)
.
De plus, d’apre`s l’e´quation (4.9), il vient
bαα[δ]∂3W3 =
∞∑
n=0
δnY n3 (b
n+1)αα∂3W3 . (4.67)
92 CHAPITRE 4. DE´VELOPPEMENT DES E´QUATIONS DANS LE CONDUCTEUR
Donc d’apre`s les e´quations (4.65), (4.67) et (4.61), le de´veloppement en se´rie entie`re du
terme R3[δ](W) s’e´crit
R3[δ](W) = δ
−1
∞∑
n=0
δn∂3
(
Y n3 (γ
α
α(W))
n
)
+ δ−1
∞∑
n=0
δn(bn+1)αα∂3(Y
n
3 W3)−
∞∑
n=0
δnY n3
(
ραα(W)
)n
. (4.68)
En particulier, en identiﬁant selon les premie`res puissances de δ dans (4.68), il vient
R03(W) = 0
R13(W) = γ
α
α(∂3(W)) + b
α
α∂3W3
Rn+13 (W) = ∂3
(
Y n3 (γ
α
α(W))
n
)
+ (bn+1)αα∂3(Y
n
3 W3)− Y n−13
(
ραα(W)
)n−1
, n " 1
(4.69)
Remarque 4.12 On a utilise´ ici le fait que ∂3 commute avec les ope´rateurs 2D, de sorte
que
∂3γ
α
α(W) = γ
α
α(∂3(W)) .
4.5.3 De´veloppements des ope´rateurs surfaciques
D’apre`s l’identite´ (4.44), il vient
∂3γα3[δ](W) =
1
2
δ−1∂23Wα +
∞∑
n=0
δn∂3
(
Y n3 (γα3(W))
n
)
. (4.70)
En effectuant le produit de Cauchy des deux se´ries entie`res bββ [δ] et γα3[δ](W), d’apre`s
l’exemple 3 et l’identite´ (4.44), il vient
bββ [δ]γα3[δ](W) = δ
−1bββ
(
γα3(W)
)−1
+ δ−1
∞∑
n=1
δnY n3
n∑
k=0
(bk+1)ββW3
(
γα3(W)
)n−1−k
.
(4.71)
De plus, d’apre`s le de´veloppement en se´rie entie`re (4.41) du terme γαβ [δ](W), il vient
Dαγ
ν
ν [δ](W) = Dαγ
ν
ν (W) +
∞∑
n=1
δnY n3 Dα
(
γνν (W)
)n
. (4.72)
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La quantite´ Dβ[δ]γ
β
α[δ](W) est plus complique´e a` de´velopper. On peut de´montrer que,
voir [25]
(
Dβ[δ]γ
β
α[δ](W)
)n
= Dβ
(
γβα[δ](W)
)n
+
n∑
k=1
Y k3 (b
k−1)δνW3
(
γ
β
δ [δ](W)
)n−k
Dβb
ν
α
−
n∑
k=1
Y k3 (b
k−1)βνW3
(
γδα[δ](W)
)n−k
Dβb
ν
δ . (4.73)
D’apre`s les e´quations (4.70), (4.71), (4.72) et (4.73), on en de´duit le de´veloppement de
Rα[δ](W), voir (4.63)
Rα[δ](W) = −δ−2∂23Wα
+ 2δ−1
(
− ∂3
(
(γα3(W))
0
)
+ ∂3∂αW3 + b
β
β
(
γα3(W)
)−1)
− 2
∞∑
n=1
δn−1
(
∂3
(
Y n3 (γα3(W))
n
)− Y n3 W3 n+1∑
k=1
(bk)ββ
(
γα3(W)
)n−k)
+ 2
(
Dαγ
ν
ν (W) +
∞∑
n=1
δnY n3 Dα
(
γνν (W)
)n − ∞∑
n=0
δn
(
Dβ[δ]γ
β
α[δ](W)
)n)
(4.74)
En particulier, les deux premiers termes du de´veloppement de Rα[δ] sont les suivants R
0
α(W) = −∂23Wα
R1α(W) = 2
(
− ∂3
(
(γα3(W))
0
)
+ ∂3∂αW3 + b
β
β
(
γα3(W)
)−1) (4.75)
D’apre`s les identite´s (4.44) et (4.45), il vient
R1α(W) = −2∂3
(1
2
∂αW3 + b
β
αWβ
)
+ 2∂3∂αW3 + b
β
β∂3Wα
= −2∂3
(
bβαWβ
)
+ ∂3∂αW3 + b
β
β∂3Wα
D’apre`s les deux premie`res identite´s de (4.32), ll vient{
L0α(W) = −∂23Wα − iκ2Wα
L1α(W) = −2bβα∂3Wβ + ∂3∂αW3 + bββ∂3Wα
(4.76)
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4.5.4 De´veloppement de la divergence
D’apre`s l’identite´ (4.41), il vient
γαα [δ](W) =
∞∑
n=0
δn
(
γαα [δ](W)
)n
ou` les termes
(
γαα [δ](W)
)n
sont donne´s par le syste`me d’e´quations (4.66). Ainsi, par
de´ﬁnition de l’ope´rateur div[δ], voir l’e´quation (4.64), on a
div[δ]W = δ−1∂3W3 +
∞∑
n=0
δn
(
γαα [δ](W)
)n
. (4.77)
En particulier, on a 
div0(W) = ∂3W3
div1(W) = γαα(W)
divn+1(W) =
(
γαα [δ](W)
)n
si n ∈ N∗.
(4.78)
4.5.5 Re´capitulation
Dans ce paragraphe, on note Ecd ∈ C∞(I,Γ(T1Σ0) × C∞(Σ0)) une solution des
e´quations (3.50) et (3.51) du chapitre 3. A partir du changement d’e´chelle (4.11), on
effectue le changement d’inconnue suivant
Wcd(. , Y3) = E
cd(. h) .
Ainsi, on a Wcd ∈ C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)), et les e´quations pose´es a` l’inte´rieur du
domaine conducteur s’e´crivent
δ−2
∞∑
n=0
δnRn(Wcd)− κ2(1 + i
δ2
)Wcd = 0 dans Ωδ (4.79)
ou` les ope´rateurs Rn sont explicite´s par leurs composantes transverses et surfaciques aux
paragraphes 4.5.2 et 4.5.3. D’apre`s l’identite´ (4.26), l’e´quation (4.79) s’e´crit encore
δ−2
∞∑
n=0
δnLn(Wcd) = 0 dans Ωδ . (4.80)
De plus, les e´quations pose´es sur l’interface Σ s’e´crivent
δ−1B0(Wcd) + B1(Wcd) = Bis(Eis) sur Σ (4.81)
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ou`
Bis(Eis) = rotEis × n sur Σ (4.82)
et ou` les ope´rateurs Bn sont de´ﬁnis par leurs composantes surfaciques (4.30). Enﬁn,
d’apre`s l’identite´ (3.52), on a la relation
δ−1
∞∑
n=0
δn divn(Wcd) = 0 dans Ωδ . (4.83)
ou` les ope´rateurs divn sont de´ﬁnis par le syste`me d’e´quations (4.78).
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Chapitre 5
De´veloppement asymptotique du
champ e´lectrique E
5.1 Introduction
L’objet de ce cinquie`me chapitre consiste a` calculer les termes d’un de´veloppement
asymptotique du champ e´lectrique, solution du proble`me variationnel (2.18)-(2.19) ou
du proble`me (2.25)-(2.26). On utilise des techniques de de´veloppements multi-e´chelles,
voir [42], [43, p.87-98], [25, chap.3], [64, 8], couple´es avec un processus de re´solution
de proble`mes de transmissions.
Ce chapitre est organise´ de la fac¸on suivante. On rappelle au paragraphe 5.2 le
proble`me e´tudie´, on effectue un Ansatz pour le de´veloppement asymptotique du champ
e´lectrique et on de´termine les e´quations ve´riﬁe´es par les termes de cet Ansatz. Dans la
section 5.3, on explicite les premiers termes du de´veloppement asymptotique, puis on
de´termine la structure des termes ge´ne´riques, voir la proposition 5.10 et la sous-section
5.3.5 pour des re´sultats pre´cis. Dans une dernie`re partie, on de´montre a posteriori que le
de´veloppement asymptotique satisfait des relations de compatibilite´, voir la section 5.4.
5.2 Pre´sentation du proble`me
Dans ce chapitre, on s’inte´resse au comportement asymptotique lorsque δ → 0 des
solutions Eδ du proble`me variationnel (2.18)-(2.19), qu’on rappelle ici :
Trouver Eδ ∈ XT(Ω, δ) tel que pour tout E′δ ∈ XT(Ω, δ),∫
Ω
( 1
µ
rotEδ · rot E¯′δ + α div(ε(δ)Eδ) div(ε(δ)E′δ)− κ2ε(δ)Eδ · E¯′δ
)
dx = 〈f,E′δ〉
(5.1)
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ou`
〈f,E′δ〉 =
∫
Ω
(
F · E¯′δ −
α
κ2
div F div(ε(δ)E′δ)
)
dx (5.2)
et ou` α > 0 est un re´el ﬁxe´, voir le the´ore`me 2.21.
5.2.1 Cadre d’e´tude
Dans la suite de ce chapitre, on se place dans le cadre de l’hypothe`se spectrale 2.24.
On ﬁxe une donne´e F ∈ Hs−2(Ω), ou` s " 2, a` support dans Ωis telle que div F = 0 dans
Ω. On rappelle que pour δ assez petit, d’apre`s le the´ore`me 2.25, le proble`me variationnel
(5.1)-(5.2) admet une unique solution Eδ ∈ XT(Ω, δ). De plus, d’apre`s le the´ore`me 2.21,
il vient
div
(
ε(δ)Eδ
)
= 0 dans Ω (5.3)
et donc
∀E′δ ∈ XT(Ω, δ)
∫
Ω
( 1
µ
rotEδ · rot E¯′δ − κ2ε(δ)Eδ · E¯′δ
)
dx =
∫
Ωis
Fis · E¯′δ dx . (5.4)
Enﬁn, d’apre`s la proposition 2.15, Eδ satisfait l’e´quation suivante au sens des distribu-
tions
1
µ
rot rotEδ − κ2ε(δ)Eδ = F dans Ω . (5.5)
D’apre`s la formule de Stokes, Eδ satisfait la condition au bord de l’isolant parfait (2.2)
Eδ · n = 0 sur ∂Ω , (5.6)
voir la remarque 8.16. L’e´quation (5.3) est aussi une conse´quence de l’e´quation (5.5).
C’est une condition de compatibilite´ avec l’e´quation (5.5) qui sera de´veloppe´e au para-
graphe 5.4. Apre`s changement d’e´chelle (4.11) dans le voisinage tubulaireO du domaine
conducteur Ωcd, et avec le changement d’inconnue
Wcdδ (yα, Y3) = E
cd
δ (x) si x ∈ O ,
l’e´quation (5.5) s’e´crit dans Ωδ de la fac¸on suivante
δ−2
∞∑
n=0
δnRn(Wcdδ )− κ2(1 +
i
δ2
)Wcdδ = 0 dans Ωδ (5.7)
voir (4.79), et d’apre`s (4.81) on a la condition de transmission a` l’interface
δ−1B0(Wcdδ ) + B
1(Wcdδ ) = rotE
is
δ × n sur Σ . (5.8)
Dans la suite de ce chapitre, on conside`re une solution Eδ ∈ XT(Ω, δ) du proble`me
(5.4). Les e´quations en coordonne´es normales (yα, Y3) dans le domaine conducteur sont
donne´es par (5.7) et (5.8).
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5.2.2 Ansatz
Vu la pre´sence de puissances entie`res de δ dans les e´quations (5.4), (5.7) et (5.8), il
est naturel d’effectuer l’Ansatz suivant
Eisδ (x) ∼
∑
j!0
Eisj (x) δ
j pour x ∈ Ωis
Ecdδ (x) ∼
∑
j!0
Ecdj (x; δ) δ
j pour x ∈ Ωcd
(5.9)
ou`
Ecdj (x; δ) = W
cd
j (yα,
h
δ
) ∈ C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) , si x ∈ O (5.10)
et
Wcdj (yα, Y3) → 0 lorsque Y3 → +∞ . (5.11)
On rappelle que (yα, h) de´signe un syste`me de coordonne´es normales dans O, voir le
chapitre 3, et Y3 =
h
δ
.
Remarque 5.1 (i) Les termes Eisj (x) de l’Ansatz dans le domaine Ωis sont inde´pendants
de δ. Cependant, les termes Ecdj (x; δ) de l’Ansatz dans le domaine Ωcd de´pendent de δ.
D’apre`s la relation (5.10), ce sont des termes proﬁls dans la direction normale a` l’inter-
face Σ.
(ii) On a vu au chapitre 2 que la norme du champ e´lectromagne´tique de´croit de fac¸on
exponentielle dans la direction normale a` l’interfaceΣ a` l’inte´rieur du domaine conduc-
teur, voir le The´ore`me 2.43. La condition (5.11) est donc naturelle.
Notation 5.2 On noteWcdj = (n ×Wcdj ) × n la composante surfacique du terme Wcdj
et wcdj = W
cd
j · n sa composante transverse. Ainsi, on a
Wcdj = Wcdα,jdyα
et on peut de´composer le terme Wcdj de la fac¸on suivante
Wcdj (yα, Y3) = Wcdj (yα, Y3) + wcdj (yα, Y3)n .
Enﬁn, on note Eisj (x) = E˜
is
j (yα, 0) pour tout x ∈ Σ.
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5.2.3 Equations surfaciques dans le domaine conducteur
En effectuant le produit de Cauchy de la se´rie formelle
∑
n!0
δnLn associe´e a` l’ope´rateur
L[δ], de´ﬁni par l’identite´ (4.26), avec la se´rie formelle
∑
j!0
Wcdj δ
j, voir [25], il vient
(∑
n!0
δnLn
)(∑
j!0
δjWcdj
)
=
∑
n!0
δn[
n∑
l=0
Ln−lWcdl ] .
On substitue l’Ansatz (5.9) dans l’identite´ (5.7) puis on identiﬁe les composantes surfa-
ciques des termes selon les puissances de δ. Alors, d’apre`s les relations (4.76), on a les
e´quations suivantes pose´es dans Ω0 = Σ× I ou` I = (0,∞)
−∂23Wcdα,0 − iκ2Wcdα,0 = 0
−∂23Wcdα,1 − iκ2Wcdα,1 − 2bβα∂3Wcdβ,0 + ∂3∂αwcd0 + bββ∂3Wcdα,0 = 0
−∂23Wcdα,n − iκ2Wcdα,n +
n−1∑
l=0
Ln−lα (W
cd
l ) = 0 pour tout n " 2
(5.12)
En effectuant le produit de Cauchy de l’ope´rateur
1∑
n=0
δnBn et de la se´rie formelle∑
j!0
Wcdj δ
j, il vient
( 1∑
n=0
δnBn
)(∑
j!0
δjWcdj
)
=
∑
n!0
δn[
1∑
l=0
BlWcdn−l]
avec la convention Wcd−1 = 0. De plus,
Bis
(∑
j!0
δjE˜
is
j
)
=
∑
n!0
δnBisE˜
is
n
ou` l’ope´rateur Bis est de´ﬁni par l’identite´ (4.82). Ainsi, en substituant l’Ansatz (5.9)
dans l’identite´ (5.8), puis en identiﬁant les termes selon les puissances de δ, d’apre`s le
syste`me d’e´quations (4.30) on en de´duit les e´quations suivantes pose´es sur l’interface Σ{
∂3Wcdα,0 = 0
∂3Wcdα,j+1 − ∂αwcdj = (rot E˜
is
j × n)α pour tout j ∈ N
(5.13)
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5.2.4 Equations transverses dans le domaine conducteur
On substitue l’Ansatz (5.9) dans l’identite´ (5.7) et on identiﬁe les composantes trans-
verses des termes selon les puissances de δ. Alors d’apre`s les se´ries d’e´quations (4.32)
et (4.69), on a les relations suivantes pose´es dans Ω0
−iκ2wcd0 = 0
−iκ2wcd1 + γαα(∂3(Wcd0 )) + bαα∂3wcd0 = 0
−iκ2wcd2 + γαα(∂3(Wcd1 )) + bαα∂3wcd1
+∂3
(
Y3
(
γαα(W
cd
0 )
)1)
+ (b2)αα∂3(Y3w
cd
0 )− ραα(Wcd0 )− κ2wcd0 = 0
−iκ2wcdn +
n−1∑
k=0
Ln−k3 (W
cd
k ) = 0 pour tout n " 3
(5.14)
Les se´ries d’e´quations (5.12), (5.13) et (5.14) permettent de de´terminer explicitement
les premiers termes du de´veloppement asymptotique, voir le paragraphe 5.3 pour les
re´sultats.
5.2.5 Equations dans le domaine isolant
On rappelle que l’espace fonctionnelXTN(Ωis) a de´ja` e´te´ introduit a` la de´ﬁnition 2.4.
On de´ﬁnit a` pre´sent l’espace fonctionnel suivant
X∂ΩT (Ωis) = {u ∈ X(Ωis)| uis · n = 0 sur ∂Ω} . (5.15)
On introduit un ope´rateurΦisΣ de rele`vement de traces tangentielles surΣ dans le domaine
isolant Ωis
ΦisΣ : H
s− 1
2 (Σ) → Hs(Ωis)
ou` s est un re´el ﬁxe´ assez grand. Ainsi, pour tout j ∈ N, si Ecdj × n ∈ Hs−
1
2 (Σ), alors
uisj := Φ
is
Σ(E
cd
j × n) ∈ Hs(Ωis) ve´riﬁe uisj × n = Ecdj × n sur Σ .
On utilisera par la suite que cet ope´rateur ΦisΣ est continu. On suppose a` pre´sent que la
donne´e F du proble`me (5.4) est inde´pendante de δ. En substituant l’Ansatz (5.9) dans
l’e´quation (5.4) puis en identiﬁant les termes selon les puissances de δ, on est ramene´ a`
re´soudre les proble`mes suivants pose´s dans le domaine isolant :
Trouver Eis0 ∈ X∂ΩT (Ωis), avec Eis0 − ΦisΣ(Ecd0 × n) ∈ XTN(Ωis), tel que
∀E′ ∈ XTN(Ωis) ,
∫
Ωis
1
µ
(
rotEis0 · rot E¯′ − κ2 Eis0 · E¯′
)
dx =
∫
Ωis
Fis · E¯′ dx (5.16)
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et pour tout j ∈ N∗,
Trouver Eisj ∈ X∂ΩT (Ωis), avec Eisj − ΦisΣ(Ecdj × n) ∈ XTN(Ωis), tel que
∀E′ ∈ XTN(Ωis) ,
∫
Ωis
(
rotEisj · rot E¯′ − κ2 Eisj · E¯′
)
dx = 0 . (5.17)
5.3 Construction des termes du de´veloppement asymp-
totique
Dans ce paragraphe, on construit successivement les termes du de´veloppement asymp-
totique du champ e´lectrique. On de´montre dans cette section que les termesWcdj sont des
produits d’exponentielles de´croissantes en la variable Y3 par des polynoˆmes en Y3. On
rappelle que I de´signe l’intervalle (0,∞).
5.3.1 Termes d’ordre 0
Terme d’ordre 0 dans le domaine conducteur Ωcd
D’apre`s la premie`re e´quation du syste`me (5.14), on a wcd0 = 0 dans Ω0. D’apre`s
les premie`res e´quations des syste`mes (5.12) et (5.13), le terme Wcdα,0 est solution de
l’e´quation diffe´rentielle ordinaire d’ordre 2 en Y3{
∂23Wcdα,0(., Y3) + iκ2Wcdα,0(., Y3) = 0 si Y3 ∈ I = (0,∞)
∂3Wcdα,0(., 0) = 0
(5.18)
La condition aux limites dans le syste`me d’e´quations (5.18) et l’hypothe`se (5.11) assure
l’unicite´ de la solution de l’e´quation diffe´rentielle ordinaire (note´ par les abbre´viations
EDO dans la suite). Donc, Wcdα,0 = 0 dans Ω0. Par suite, Wcd0 = 0 dans Ω0 et Ecd0 = 0
dans Ωcd.
Terme d’ordre 0 dans le domaine isolant Ωis
Comme Ecd0 = 0 dans Ωcd, le terme E
is
0 ve´riﬁe la condition aux limites suivante
Eis0 × n = 0 sur Σ . (5.19)
C’est la condition du conducteur parfait pour le champ e´lectrique sur Σ. D’apre`s la
relation (5.16), le proble`me a` re´soudre pour le terme Eis0 est donc le suivant
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Trouver Eis0 ∈ XTN(Ωis) tel que pour tout E′ ∈ XTN(Ωis)∫
Ωis
1
µ
(
rotEis0 · rot E¯′ − κ2 Eis0 · E¯′
)
dx =
∫
Ωis
Fis · E¯′ dx . (5.20)
Or, d’apre`s l’hypothe`se spectrale 2.24, κ2 n’est pas valeur propre du proble`me
Trouver E0 ∈ XTN(Ωis) tel que pour tout E′ ∈ XTN(Ωis)∫
Ωis
(
rotE0 · rot E¯′ − κ2 E0 · E¯′
)
dx = 0 . (5.21)
Donc, l’ope´rateur sous-jacent au proble`me (5.21) est inversible. Par suite, l’e´quation
(5.20) admet une unique solution Eis0 ∈ XTN(Ωis). De plus, par re´gularite´ elliptique,
Eis0 ∈ Hs(Ωis) car F ∈ Hs−2(Ω).
5.3.2 Termes d’ordre 1
Terme d’ordre 1 dans le domaine conducteur Ωcd
D’apre`s la seconde e´quation du syste`me (5.14), il vient wcd1 = 0 dans Ω0. De plus,
d’apre`s les secondes e´quations des syste`mes (5.12) et (5.13), le termeWcdα,1 est solution
de l’e´quation diffe´rentielle ordinaire en Y3 suivante{
∂23Wcdα,1(., Y3) + iκ2Wcdα,1(., Y3) = 0 si Y3 ∈ I
∂3Wcdα,1(., 0) = (rot E˜
is
0 × n)α(. , 0)
(5.22)
car Wcd0 est identiquement nul. Dans la suite, on de´ﬁnit le nombre complexe λ par la
relation
λ = κ e−iπ/4 (5.23)
de sorte que Reλ > 0 et λ2 = −iκ2. Le re´sultat suivant donne une expression du terme
Wcdα,1.
Proposition 5.3 Sous l’hypothe`se (5.11), l’EDO (5.22) admet une unique solutionWcdα,1.
De plus, pour tout (yβ, Y3) ∈ Ω0, on a
Wcdα,1(yβ, Y3) = −
1
λ
(rot E˜
is
0 × n)α(yβ, 0) e−λY3 . (5.24)
D’apre`s la seconde e´quation dans (5.14), il vient wcd1 = 0 dans Ω0. On en de´duit l’ex-
pression du terme Wcd1 .
Proposition 5.4 Pour tout (yβ, Y3) ∈ Ω0, on a
Wcd1 (yβ, Y3) = −
1
λ
(rot E˜
is
0 × n)(yβ, 0) e−λY3 . (5.25)
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Terme d’ordre 1 dans le domaine isolant Ωis
Le terme Ecd1 est bien de´ﬁni dans O par l’identite´ (5.10) pour j = 1. En particulier,
d’apre`s la relation (5.25), il vient
Ecd1 × n = −
1
λ
(rotEis0 × n)× n sur Σ .
Ainsi, le terme Eis1 ve´riﬁe la condition aux limites suivante
Eis1 × n = −
1
λ
(rotEis0 × n)× n sur Σ . (5.26)
De plus, Ecd1 × n
∣∣
Σ
∈ Hs− 32 (Σ). D’apre`s la relation (5.17), le proble`me a` re´soudre pour
le terme Eis1 est le suivant
Trouver Eis1 ∈ X∂ΩT (Ωis), avec Eis1 − ΦisΣ(Ecd1 × n) ∈ XTN(Ωis), tel que
∀E′ ∈ XTN(Ωis) ,
∫
Ωis
(
rotEis1 · rot E¯′ − κ2 Eis1 · E¯′
)
dx = 0 , (5.27)
ou` l’ope´rateur ΦisΣ est de´ﬁni au paragraphe 5.2.5. D’apre`s l’hypothe`se spectrale 2.24,
l’e´quation (5.27) admet une unique solution Eis1 ∈ X∂ΩT (Ωis). De plus, par re´gularite´
elliptique, Eis1 ∈ Hs−1(Ωis).
5.3.3 Termes d’ordre 2
Terme d’ordre 2 dans le domaine conducteur Ωcd
D’apre`s la troisie`me e´quation du syste`me (5.14), il vient
wcd2 = −iκ−2γαα(∂3(Wcd1 )) dans Ω0
car wcd1 = 0 et W
cd
0 = 0 dans Ω0. Ainsi, d’apre`s l’identite´ (5.24), il vient
wcd2 (yβ, Y3) = −iκ−2γαα(rot E˜
is
0 × n)(yβ, 0) e−λY3 dans Ω0 .
D’apre`s les syste`mes d’e´quations (5.12) et (5.13), le termeWcdα,2 est solution de l’e´quation
diffe´rentielle ordinaire en Y3 suivante{
∂23Wcdα,2(. , Y3) + iκ2Wcdα,2(. , Y3) = −2bσα∂3Wcdσ,1(. , Y3) + bββ∂3Wcdα,1(. , Y3) siY3 ∈ I
∂3Wcdα,2(. , 0) = (rot E˜
is
1 × n)α(. , 0)
(5.28)
car wcd1 = 0 dans Ω0. Le re´sultat suivant donne l’expression du termeWcdα,2.
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Proposition 5.5 Sous l’hypothe`se (5.11), l’EDO (5.28) admet une unique solutionWcdα,2.
De plus, pour tout (yβ, Y3) ∈ Ω0 on a
Wcdα,2(yβ, Y3) = [a0α,2(yβ) + Y3a1α,2(yβ)] e−λY3 (5.29)
avec a
0
α,2(yβ) =
1
λ
[
1
λ
{
bσα(rot E˜
is
0 × n)σ − 12bσσ(rot E˜
is
0 × n)α
}− (rot E˜is1 × n)α](yβ, 0)
a1α,2(yβ) =
1
λ
[
bσα(rot E˜
is
0 × n)σ − 12bσσ(rot E˜
is
0 × n)α
]
(yβ, 0)
(5.30)
Remarque 5.6 Les termes a0α,2 et a
1
α,2 de l’identite´ (5.29) de´pendent du tenseur de cour-
bure bαβ de la varie´te´ Σ.
PREUVE. On calcule le second membre de l’e´quation (5.28). D’apre`s l’identite´ (5.24),
il vient
− 2bσα∂3Wcdσ,1 + bββ∂3Wcdα,1 =
[− 2bσα(rot E˜is0 × n)σ + bσσ(rot E˜is0 × n)α] e−λY3 (5.31)
Le terme ge´ne´ral de l’ensemble des solutions de (5.28) ve´riﬁant l’hypothe`se (5.11) a la
structure suivante
Wcdα,2(yβ, Y3) =
[
a0α,2(yβ) + Y3a
1
α,2(yβ)
]
e−λY3 .
Analysons l’ensemble de ces solutions. On a successivement
∂3Wcdα,2 =
[− λ(a0α,2 + Y3a1α,2) + a1α,2] e−λY3
puis,
∂23Wcdα,2 =
[
λ2(a0α,2 + Y3a
1
α,2)− 2λa1α,2
]
e−λY3 .
Donc,
∂23Wcdα,2 − λ2Wcdα,2 = −2λa1α,2 e−λY3
et
∂3Wcdα,2(yβ, 0) = −λa0α,2(yβ) + a1α,2(yβ) .
Ainsi, siWcdα,2 est solution de l’EDO (5.28), alors d’apre`s (5.31), il vient −2λa1α,2(yβ) =
[
− 2bσα(rot E˜
is
0 × n)σ + bσσ(rot E˜
is
0 × n)α
]
(yβ, Y3)
−λa0α,2(yβ) + a1α,2(yβ) = (rot E˜
is
1 × n)α(yβ, 0) .
(5.32)
On en de´duit les relations (5.30). #
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Terme d’ordre 2 dans le domaine isolant Ωis
Le terme Ecd2 est bien de´ﬁni dans O par l’identite´ (5.10) pour j = 2. En particulier,
d’apre`s la relation (5.29), il vient
Ecd2 ×n =
1
λ
[1
λ
{
bσα(rotE
is
0 ×n)σ dyα−
1
2
bσσ(rotE
is
0 ×n)
}−(rotEis1 ×n)]×n sur Σ .
Ainsi, le terme Eis2 ve´riﬁe la condition aux limites suivante
Eis2 ×n =
1
λ
[1
λ
{
bσα(rotE
is
0 ×n)σ dyα−
1
2
bσσ(rotE
is
0 ×n)
}− (rotEis1 ×n)]×n sur Σ .
(5.33)
De plus, Ecd2 × n
∣∣
Σ
∈ Hs− 52 (Σ). D’apre`s la relation (5.17) pour j = 2, le proble`me a`
re´soudre pour le terme Eis2 est le suivant
Trouver Eis2 ∈ X∂ΩT (Ωis), avec Eis2 − ΦisΣ(Ecd2 × n) ∈ XTN(Ωis), tel que
∀E′ ∈ XTN(Ωis) ,
∫
Ωis
(
rotEis2 · rot E¯′ − κ2 Eis2 · E¯′
)
dx = 0 (5.34)
D’apre`s l’hypothe`se spectrale 2.24, le proble`me variationnel (5.34) admet une unique
solution Eis2 ∈ X∂ΩT (Ωis). De plus, par re´gularite´ elliptique, on a Eis2 ∈ Hs−2(Ωis).
5.3.4 Termes d’ordre supe´rieur
Composante surfacique du terme d’ordre 3 dans le domaine conducteur Ωcd
D’apre`s les syste`mes d’e´quations (5.12) et (5.13), le terme Wcdα,3 est solution de
l’e´quation diffe´rentielle ordinaire en Y3 suivante{
∂23Wcdα,3(. , Y3) + iκ2Wcdα,3(. , Y3) = L1αWcd2 +R2αWcd1 siY3 ∈ I
∂3Wcdα,3(. , 0) = ∂αwcd2 + (rot E˜
is
2 × n)α(. , 0)
(5.35)
Le re´sultat suivant donne l’expression du termeWcdα,3.
Proposition 5.7 Sous l’hypothe`se (5.11), l’EDO (5.35) admet une unique solutionWcdα,3.
De plus, pour tout (yβ, Y3) ∈ Ω0 on a
Wcdα,3(yβ, Y3) = [a0α,3(yβ) + Y3a1α,3(yβ) + Y 23 a2α,3(yβ)] e−λY3 (5.36)
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ou` les fonctions a
j
α,3 sont de´ﬁnies successivement par les relations suivantes
a2α,3 =
1
4λ
[
2bβαa
1
β,2 − λbββa1α,2 − 2λ(b2)βαa0β,1
]
a1α,3 =
1
2λ
[
a2α,3 + 2b
β
α(a
1
β,2 − λa0β,2) + bββ(a1α,2 − λa0α,2) + ∂αγββ (a0σ,1dyσ)
+2
{
(b2)βαa
0
β,1 +Dβγ
β
α(a
0
σ,1dy
σ)−Dαγββ (a0σ,1dyσ)
}]
a0α,3 =
1
λ
[
a1α,3 − 1λDαγββ (a0σ,1dyσ)− (rot E˜
is
2 × n)α
]
(5.37)
ou`
a0σ,1dy
σ = −1
λ
rot E˜
is
0 × n
et les fonctions a
j
α,2 sont de´ﬁnies par les relations (5.30).
PREUVE. On calcule le second membre de l’e´quation (5.35). On a
L1αW
cd
2 = −2bσα∂3Wcdσ,2(. , Y3) + ∂3∂αwcd2 + bββ∂3Wcdα,2(. , Y3) (5.38)
et d’apre`s (4.75) et (4.46), on a
R2αW
cd
1 = −2
[
∂3(Y3(b
2)βαWcdβ,1)
]
+ 2
[
Dαγ
β
β (W
cd
1 )−Dβγβα(Wcd1 )
]
. (5.39)
Le terme ge´ne´ral de l’ensemble des solutions de (5.35) ve´riﬁant l’hypothe`se (5.11) a la
structure suivante
Wcdα,3(yβ, Y3) =
[
a0α,3(yβ) + Y3a
1
α,3(yβ) + Y
2
3 a
2
α,3(yβ)
]
e−λY3
de sorte qu’on a
∂23Wcdα,3 − λ2Wcdα,3 =
[
(a2α,3 − 2λa1α,3)− 4λY3a2α,3
]
e−λY3
et
∂3Wcdα,3(yβ, 0) = (a1α,3 − λa0α,3)(yβ, 0) .
Or
Wcdα,1(yβ, Y3) = a0α,1(yβ) e−λY3
et
Wcdα,2(yβ, Y3) =
[
a0α,2(yβ) + Y3a
1
α,2(yβ)
]
e−λY3 .
Ainsi, siWcdα,3 est solution de l’EDO (5.35), alors d’apre`s les relations (5.38) et (5.39),
on en de´duit successivement les coefﬁcients a2α,3, a
1
α,3 et a
0
α,3, voir (5.37). #
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Terme d’ordre j ∈ N \ {0, 1, 2} dans le domaine conducteur Ωcd
D’apre`s la se´rie d’e´quations (5.14), et puisque Wcd0 = 0, pour tout j " 3 il vient
wcdj = −iκ−2
j−1∑
k=1
Lj−k3 (W
cd
k ) dans Ω0 . (5.40)
Remarque 5.8 Les ope´rateurs Lj−k3 dans la relation (5.40) sont compose´s de de´rive´es
tangentielles et normales d’ordres au plus 2. En particulier, le terme wcdj consomme une
de´rive´e tangentielle d’ordre 1 de Wcdj−1 car d’apre`s les relations (4.32) et (4.69), on a
L13(W
cd
j−1) = γ
α
α
(
∂3W
cd
j−1
)
+ bαα∂3w
cd
j−1 dans Ω0 . (5.41)
D’apre`s les se´ries d’e´quations (5.12) et (5.13), le termeWcdα,j est solution de l’e´quation
diffe´rentielle ordinaire en Y3 suivante ∂
2
3Wcdα,j(., Y3) + iκ2Wcdα,j(., Y3) =
j−1∑
k=0
Lj−kα (W
cd
k )(., Y3) pour Y3 ∈ I
∂3Wcdα,j(., 0) = ∂αwcdj−1(., 0) + (rot E˜
is
j−1 × n)α(., 0)
(5.42)
Remarque 5.9 D’apre`s la relation (4.76), on a
L1α(W
cd
j−1) = −2bβα∂3Wcdβ,j−1 + ∂3∂αwcdj−1 + bββ∂3Wcdα,j−1 . (5.43)
En particulier, d’apre`s la condition aux limites de l’EDO (5.42), le termeWcdj consomme
une de´rive´e tangentielle d’ordre 1 du terme E˜
is
j−1
∣∣
Σ
ainsi que des de´rive´es tangentielles
d’ordres 1 du terme wcdj−1.
On a le re´sultat suivant.
Proposition 5.10 Soit j ∈ N \ {0, 1, 2}. Sous l’hypothe`se (5.11), l’EDO (5.42) admet
une unique solutionWcdα,j . De plus, Wcdα,j consomme une de´rive´e tangentielle d’ordre 1
du terme E˜
is
j−1
∣∣
Σ
. Enﬁn, il existe des fonctions akα,j de´ﬁnies sur Σ pour tout k ! j − 1,
telles que pour tout (yβ, Y3) ∈ Ω0, on a
Wcdα,j(yβ, Y3) =
[
a0α,j(yβ) + Y3a
1
α,j(yβ) + · · ·+ Y j−13 aj−1α,j (yβ)
]
e−λY3 . (5.44)
Remarque 5.11 Pour tout k = 1, · · · , j − 1, les fonctions akα,j dans l’identite´ (5.44)
sont des combinaisons line´aires de de´rive´es tangentielles d’ordres au plus 2 des termes
E˜
is
l
∣∣
Σ
pour 0 ! l ! j − 2, et la fonction a0α,j est une combinaison line´aire de telles
de´rive´es tangentielles avec une de´rive´e tangentielle d’ordre 1 du terme E˜
is
j−1
∣∣
Σ
. De plus,
les coefﬁcients de ces combinaisons de´pendent uniquement de la ge´ome´trie de Σ.
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PREUVE. D’apre`s la relation (5.24), le termeWcdα,1 consomme une de´rive´e tangentielle
d’ordre 1 du terme Eis0
∣∣
Σ
. De fac¸on plus ge´ne´rale, d’apre`s les remarques 5.8 et 5.9, le
terme Wcdj consomme une de´rive´e tangentielle d’ordre 1 du terme Eisj−1
∣∣
Σ
. La relation
(5.44) se de´montre par re´currence sur j. On suppose que pour tout k ! j − 1, les termes
Wcdk sont de´ﬁnis et se de´composent sous la forme (5.44). Alors, le second membre de
l’e´quation (5.42) a la structure suivante
j−1∑
k=0
Lj−kα (W
cd
k )(yβ, Y3) =
[
b0α,j−1(yβ) + Y3b
1
α,j−1(yβ) + · · ·+ Y j−23 bj−2α,j−1(yβ)
]
e−λY3
(5.45)
ou` les fonctions bkα,j−1(yβ) sont des combinaisons line´aires de de´rive´es tangentielles
d’ordres au plus 2 des termes E˜
is
l (yβ, 0) du de´veloppement pour l ! j − 1 a` coefﬁ-
cients de´pendant uniquement de la ge´ome´trie de l’interfaceΣ. Ainsi, sous l’hypothe`se
5.11, l’EDO (5.42) admet une unique solution et a la structure du type (5.44). Enﬁn, les
fonctions akα,j(yβ) sont solutions d’un syste`me line´aire bien pose´, voir par exemple le
syste`me (5.32) pour j = 2. #
D’apre`s la relation (5.40), on en de´duit le re´sultat suivant.
Proposition 5.12 Pour tout j " 3 et pour tout k ! j− 2, il existe des fonctions ckj telles
que pour tout (yβ, Y3) ∈ Ω0, on a
wcdj (yβ, Y3) =
[
c0j(yβ) + Y3c
1
j (yβ) + · · ·+ Y j−23 cj−2j (yβ)
]
e−λY3 . (5.46)
Remarque 5.13 Les fonctions ckj (yβ) sont des combinaisons line´aires de de´rive´es tan-
gentielles d’ordres au plus 2 des termes E˜
is
l (yβ, 0) pour l ! j−2 a` coefﬁcients de´pendant
uniquement de la ge´ome´trie de Σ.
Termes d’ordre j " 3 dans le domaine isolant Ωis
Le terme Ecdj est bien de´ﬁni dans O par l’identite´ (5.10). En particulier, d’apre`s la
relation (5.44), il vient
Ecdj × n = a0α,j dyα × n sur Σ .
Ainsi, le terme Eisj ve´riﬁe la condition aux limites suivante
Eisj × n = a0α,j dyα × n sur Σ . (5.47)
De plus, Ecdj ×n
∣∣
Σ
∈ Hs−j− 12 (Σ). D’apre`s la relation (5.17), le proble`me a` re´soudre pour
le terme Eisj est le suivant
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Trouver Eisj ∈ X∂ΩT (Ωis), avec Eisj − ΦisΣ(Ecdj × n) ∈ XTN(Ωis), tel que
∀E′ ∈ XTN(Ωis) ,
∫
Ωis
(
rotEisj · rot E¯′ − κ2 Eisj · E¯′
)
dx = 0 (5.48)
ou` on rappelle que le terme ΦisΣ(E
cd
j × n) est un rele`vement de la trace Ecdj × n
∣∣
Σ
dans
le domaine Ωis. D’apre`s l’hypothe`se spectrale 2.24, l’e´quation (5.48) admet une unique
solution Eisj ∈ X∂ΩT (Ωis). De plus, par re´gularite´ elliptique, on a Eisj ∈ Hs−j(Ωis)
On a mis en e´vidence dans ce paragraphe un processus de construction des diffe´rents
termes du de´veloppement asymptotique du champ e´lectrique dans les domaines Ωis et
Ωcd. On synthe´tise ces re´sultats dans la sous-section suivante.
5.3.5 Synthe`se du de´veloppement asymptotique
Le proce´de´ de construction de´crit dans le paragraphe pre´ce´dent peut eˆtre poursuivi
a` tout ordre, pourvu que la donne´e F soit sufﬁsamment re´gulie`re. Pour une donne´e F ∈
Hs−2(Ωis), ou` s " 2, le terme E
is
0 ∈ Hs(Ωis) est de´ﬁni par l’e´quation (5.20) et satisfait
les e´quations aux de´rive´es partielles (EDP) suivantes au sens des distributions
rot rotEis0 − κ2Eis0 = µFis dans Ωis
Eis0 × n = 0 sur Σ
rotEis0 × n = 0 sur ∂Ω
Sous l’hypothe`se spectrale 2.24, on peut de´ﬁnir un ope´rateur continuRis par
Ris : H 32 (Σ) → {Eis ∈ H2(Ωis) | div Eis = 0}
G ,→ Eis
ou` Eis est l’unique solution au sens des distributions des EDP suivantes
rot rotEis − κ2Eis = 0 dans Ωis
Eis × n = G sur Σ
rotEis × n = 0 sur ∂Ω
Pour tout re´el t " 2, cet ope´rateurRis est aussi continu des espaces
Ht−
1
2 (Σ) → {Eis ∈ Ht(Ωis) | div Eis = 0}
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Proposition 5.14 Soient s " 2 et F ∈ Hs−2(Ω) a` support dans Ωis tel que div F = 0
dans Ω. L’interface Σ est une surface de classe C∞. Sous l’hypothe`se spectrale 2.24,
pour tout j = 0, · · · , ⌊s⌋−2, on peut construire successivement les termes inde´pendants
de δ
Wcdj ∈ Hs−j−
1
2
(
Σ, C∞(I)) et Eisj ∈ Hs−j(Ωis) .
Le terme Wcd0 = 0 et E
is
0 est de´ﬁni par l’e´quation (5.20). Pour tout j = 1, · · · , ⌊s⌋ − 2,
il existe un ope´rateur tangentiel Tj d’ordre j de´ﬁni par
Tj : H
s(Ωis) → Hs−j− 12 (Σ)
Eis0 ,→ Eisj × n
∣∣
Σ
tel que
Eisj = Ris ◦ Tj(Eis0 ) . (5.49)
En particulier, on a explicitement
T1(E
is
0 ) = − 1λ(rotEis0 × n)× n
T2(E
is
0 ) =
1
λ
[
1
λ
{
bσα(rotE
is
0 × n)σ dyα − 12bσσ rotEis0 × n
}− rotRis ◦ T1(Eis0 )× n]× n
(5.50)
De plus, on a
Wcd1 (yβ, Y3) = −
1
λ
(rot E˜
is
0 × n)(yβ, 0) e−λY3
Wcd2 (yβ, Y3) =
([
a0α,2(yβ) + Y3a
1
α,2(yβ)
]
dyα − iκ−2γαα(rot E˜
is
0 × n)(yβ, 0)n
)
e−λY3
ou`
a0α,2(yβ) =
1
λ
[
1
λ
{
bσα(rot E˜
is
0 × n)σ − 12bσσ(rot E˜
is
0 × n)α
}− (rot E˜is1 × n)α](yβ, 0)
a1α,2(yβ) =
1
λ
[
bσα(rot E˜
is
0 × n)σ − 12bσσ(rot E˜
is
0 × n)α
]
(yβ, 0)
et pour tout j " 3,
Wcdj (yβ, Y3) = Wcdα,j(yβ, Y3)dyα + wcdj (yβ, Y3)n
ou` Wcdα,j est de´ﬁni par l’EDO (5.42) et wcdj par la relation (5.40). La solution Eδ du
proble`me (5.1) admet alors le de´veloppement asymptotique suivant
Eisδ ≃ Eis0 + δEis1 + δ2Eis2 + · · · dans Ωis
et
Ecdδ (x) ≃ δWcd1 (yα,
h
δ
) + δ2Wcd2 (yα,
h
δ
) + · · · si x ∈ O .
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PREUVE. On de´montre par re´currence sur j qu’on peut de´ﬁnir un ope´rateur tangentiel
Tj d’ordre j de´ﬁni pour tout j = 1, · · · , ⌊s⌋ − 2 par
Tj : H
s(Ωis) → Hs−j− 12 (Σ)
Eis0 ,→ Eisj × n
∣∣
Σ
de sorte que pour tout j = 1, · · · , ⌊s⌋ − 2, le terme Eisj ∈ Hs−j(Ωis) satisfait
Eisj = Ris ◦ Tj(Eis0 ) . (5.51)
Soit j ∈ !1, ⌊s⌋ − 2". On suppose que pour tout l ! j, il existe un ope´rateur Tl d’ordre
l de´ﬁni par
Tl : H
s(Ωis) → Hs−l− 12 (Σ)
Eis0 ,→ Eisl × n
∣∣
Σ
de sorte que le terme Eisl ∈ Hs−l(Ωis) satisfait
Eisl = Ris ◦ Tl(Eis0 ) . (5.52)
D’apre`s la condition de transmission (5.47), on a
Eisj+1 × n = a0α,j+1 dyα × n sur Σ (5.53)
et d’apre`s la proposition 5.10, le terme a0α,j+1 consomme une de´rive´e tangentielle d’ordre
1 du terme Eisj
∣∣
Σ
. Donc, il existe un ope´rateur tangentiel Tj+1 d’ordre j + 1 de´ﬁni par
Tj+1 : H
s(Ωis) → Hs−j− 32 (Σ)
Eis0 ,→ Eisj+1 × n
∣∣
Σ
tel que
a0α,j+1 dy
α × n = Tj+1(Eis0 ) sur Σ .
Par suite, d’apre`s la relation (5.53), il vient
Eisj+1 × n = Tj+1(Eis0 ) sur Σ
ce qui prouve la relation (5.51) a` l’ordre j + 1. Enﬁn, les relations (5.50) se de´duisent
respectivement des identite´s (5.26) et (5.33). #
Dans la section suivante, on s’inte´resse aux relations de compatibilite´s que doit
ve´riﬁer le terme Eδ.
5.4. RELATIONS DE COMPATIBILITE´ 113
5.4 Relations de compatibilite´
Dans cette dernie`re partie, on de´montre que le champ e´lectrique de´ﬁni par les se´ries
formelles sous-jacentes au de´veloppement asymptotique (5.9) est a` divergence nulle dans
Ω0 et satisfait la condition de transmission suivante
(1 +
i
δ2
)Ecd3 = E
is · n sur Σ .
5.4.1 Relations de compatibilite´ sur la divergence
D’apre`s la relation (4.83), l’e´quation (5.3) s’e´crit
δ−1
∞∑
n=0
δn divn(Wcdδ ) = 0 dans Ωδ . (5.54)
Equations ve´riﬁe´es par la divergence dans Ω0
En effectuant le produit de Cauchy des se´ries formelles associe´es a` l’ope´rateur div[δ],
voir (4.31), et a` la se´rie
∑
j!0
Wcdj δ
j, il vient
δ−1(
∑
n!0
δn divn)(
∑
j!0
δjWcdj ) = δ
−1 ∑
n!0
δn[
n∑
l=0
divn−l Wcdl ] .
On substitue l’Ansatz (5.9) dans la relation (5.54), puis on identiﬁe les termes selon les
puissances de δ. Il vient pour tout n ∈ N
n∑
l=0
divn−l Wcdl = 0 dans Ω0 . (5.55)
En particulier, d’apre`s le syste`me d’e´quations (4.78), on a les identite´s suivantes pose´es
dans Ω0 
∂3w
cd
0 = 0
∂3w
cd
1 + γ
α
α(W
cd
0 ) = 0
∂3w
cd
2 + γ
α
α(W
cd
1 ) + div
1 Wcd0 = 0
(5.56)
Les deux premie`res relations de compatibilite´ dans (5.56) sont triviales car Wcd0 = 0 et
wcd1 = 0 dans Ω0. On ve´riﬁe a` pre´sent la troisie`me. D’apre`s la seconde e´quation dans
(5.14), on a
γαα
(
∂3(W
cd
1 )
)− iκ2wcd2 = 0 dans Ω0 .
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Or, les ope´rateurs ∂3 et γ
α
α commutent, donc
∂3w
cd
2 = −iκ−2γαα
(
∂23(W
cd
1 )
)
dans Ω0 .
Ainsi, d’apre`s (5.22), il vient
∂3w
cd
2 = −iκ−2γαα
(− iκ2(Wcd1 )) dans Ω0 (5.57)
car wcd1 = 0 dans Ω0. Par suite,
∂3w
cd
2 = −γαα(Wcd1 ) dans Ω0 . (5.58)
On de´montre plus ge´ne´ralement dans le paragraphe suivant que les identite´s (5.55) sont
des relations de compatibilite´.
Relations de compatibilite´ sur la divergence
Soit L(δ), div(δ) etR(δ) les se´ries formelles associe´es respectivement aux ope´rateurs
L[δ], div[δ] et R[δ]. On de´ﬁnit aussi la se´rie formelle Wδ =
∑
j!0
δjWcdj , ou` les termes
Wcdj ont e´te´ de´ﬁnis au paragraphe 5.3. Alors, d’apre`s les relations (5.12) et (5.14), il
vient
L(δ)Wδ = 0 dans Ω0 .
En particulier,
div(δ)L(δ)Wδ = 0 dans Ω0 .
Or,
div(δ)R(δ)Wδ = 0 dans Ω0
car la divergence d’un rotationnel est identiquement nulle. Donc, d’apre`s l’identite´ (4.79),
il vient
div(δ)
(
(1 +
i
δ2
)Wδ
)
= 0 dans Ω0 .
Par suite,
div(δ)Wδ = 0 dans Ω0 .
On en de´duit que les identite´s (5.55) sont compatibles avec le de´veloppement asympto-
tique.
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5.4.2 Relations de compatibilite´ a` l’interface
On de´ﬁnit la se´rie formelle Eisδ =
∑
j!0
δjEisj dans Ωis et on rappelle que Wδ =∑
j!0
δjWcdj dans Ω0. On de´ﬁnit le terme E
δ par
{
Eδ = Eisδ dans Ωis
Eδ = Wδ dans Ω0
Par de´ﬁnition des termes du de´veloppement asymptotique, on en de´duit les identite´s
suivantes au sens des distributions
1
µ
rot rotEδ − κ2ε(δ)Eδ = F dans Ωis ∪ Σ ∪ Ω0
et
div ε(δ)Eδ = − 1
κ2
div F = 0 dans Ωis ∪ Σ ∪ Ω0 ,
voir la proposition 2.15. En particulier, on a la relation suivante au sens des distributions
[ε(δ)Eδ · n]Σ = 0
i.e.
(1 +
i
δ2
)Wδ · n = Eisδ · n sur Σ . (5.59)
En substituant l’Ansatz (5.9) dans l’identite´ (5.59) et en identiﬁant les termes selon les
puissances de δ, on en de´duit les e´quations suivantes pose´es sur Σ
iwcd0 = 0
iwcd1 = 0
iwcdj+2 + w
cd
j = E˜
is
j · n pour j ∈ N
(5.60)
Les identite´s du syste`me (5.60) sont des relations de compatibilite´. Autrement dit, les
termes du de´veloppement asymptotique satisfont les e´quations du syste`me (5.60). On
rappelle que par de´ﬁnition des termes wcd0 et w
cd
1 , on avait de´ja` les relations w
cd
0 = 0 et
wcd1 = 0 dans Ω0.
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Chapitre 6
De´veloppement asymptotique du
champ magne´tique H
6.1 Introduction
Dans ce sixie`me chapitre, on effectue des de´veloppements asymptotiques multi-
e´chelles du champ magne´tique selon deux approches diffe´rentes. D’une part, a` partir
de la loi de Faraday et du de´veloppement asymptotique en champ e´lectrique effectue´ au
chapitre 5, on obtient un premier de´veloppement asymptotique du champ magne´tique.
D’autre part, a` partir d’une e´tude des e´quations de Maxwell en champ magne´tique, simi-
laire a` celle en champ e´lectrique effectue´e au chapitre 2, on peut aussi calculer directe-
ment un de´veloppement asymptotique du champ magne´tique. On adopte dans ce second
cas une de´marche similaire a` celle du chapitre 5.
Le plan de ce chapitre est le suivant. Dans la section 6.2, on calcule un de´veloppement
en δ de l’ope´rateur rotationnel en parame´trisation normale apre`s changement d’e´chelle.
Au paragraphe 6.3, on calcule un de´veloppement asymptotique du champ magne´tique a`
partir de la loi de Faraday et du de´veloppement en champ e´lectrique effectue´ au chapitre
5. Ensuite, dans la section 6.4, on calcule un de´veloppement asymptotique en champ
magne´tique a` partir de l’e´tude similaire en champ e´lectrique effectue´e au chapitre 5.
Enﬁn, on compare et on synthe´tise les re´sultats obtenus par ces deux approches au para-
graphe 6.5.
6.2 De´veloppement de l’ope´rateur rotationnel
On note C l’ope´rateur rotationnel en parame´trisation normale
C : C∞((0, η),Γ(T1Σ0)× C∞(Σ0)) → C∞((0, η),Γ(T 1Σ0)× C∞(Σ0)) (6.1)
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de´ﬁni par ses composantes contravariantes surfaciques et transverses,{
Cα(E) = ǫ3βα(∂h3Eβ − ∂βE3)
C3(E) = ǫαβ3DhαEβ
(6.2)
voir la proposition 3.30, ou`
E ∈ C∞((0, η),Γ(T1Σ0)× C∞(Σ0)) .
On note aussi A l’ope´rateur n×∇× associe´ au champ de 1-forme n
A : C∞((0, η),Γ(T1Σ0)× C∞(Σ0)) → C∞((0, η),Γ(T1Σ0)) (6.3)
et de´ﬁni en parame´trisation normale par ses composantes surfaciques
A(E) = (∂αE3 − ∂h3Eα)dyα , (6.4)
voir la proposition 3.36.
Remarque 6.1 Les ope´rateurs A et −B, voir (4.22), coı¨ncident en tant qu’ope´rateurs
agissant sur Σ. On introduit la notation A pour mettre l’accent sur le roˆle que joue
cet ope´rateur dans des calculs tensoriels dans O et non plus simplement Σ, voir le
paragraphe 6.3.4.
On rappelle qu’a` partir du changement d’e´chelle (4.11), on note
E(. , h) = W(. , Y3) .
On note aussi C[δ] et A[δ] les ope´rateurs associe´s respectivement aux ope´rateurs C et A
apre`s changement d’e´chelle
C[δ] : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → C∞(Iδ,Γ(T 1Σ0)× C∞(Σ0))
A[δ] : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → C∞(Iδ,Γ(T1Σ0)) . (6.5)
de´ﬁnis par les relations
(
C[δ]W
)
( ., Y3) =
(
CE
)
( ., h) et
(
A[δ]W
)
(. , Y3) =
(
AE
)
(. , h).
Ainsi, dans un syste`me de coordonne´es normales (yα, Y3), on a
C[δ](yα, Y3;Dα, ∂3) = C(yα, δY3;Dα, δ
−1∂3)
A[δ](yα, Y3;Dα, ∂3) = A(yα, δY3;Dα, δ
−1∂3) .
(6.6)
D’apre`s la relation (6.4), on a
A[δ]W = (∂αW3 − δ−1∂3Wα)dyα . (6.7)
De plus, l’ope´rateur C[δ] est de´veloppable en se´rie entie`re en δ, car l’ope´rateur ǫijk[δ]
associe´ au tenseur de Levi-Civita l’est, voir le paragraphe suivant. Pre´cise´ment, on a le
re´sultat suivant, voir le the´ore`me 4.10 au chapitre 4.
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The´ore`me 6.2 L’ope´rateur C[δ] est de´veloppable en se´rie entie`re en δ. Il existe des
ope´rateurs
Cn : C∞
(
Iδ,Γ(T1Σ0)× C∞(Σ0)
) → C∞(Iδ,Γ(T 1Σ0)× C∞(Σ0)) ,
tels que
C[δ] = δ−1
∞∑
n=0
δnCn . (6.8)
On peut expliciter les expressions des ope´rateursCn pour tout n ∈ N. Ceci fait l’objet des
sous-sections 6.2.2 et 6.2.3 ou` on de´termine les composantes transverses et surfaciques
des ope´rateurs Cn. On explicite tout d’abord un de´veloppement en se´rie du tenseur de
permutation.
6.2.1 De´veloppement du tenseur de Levi-Civita
On rappelle que g(h) = det
(
aαβ(h)
)
> 0. Le tenseur de Levi-Civita induit un
ope´rateur ǫijk[δ] apre`s changement d’e´chelle (4.11). D’apre`s la de´ﬁnition 3.24, il vient
ǫijk[δ] =
1√
g[δ]
ǫ0(i, j, k) . (6.9)
Dans cette sous-section, on va expliciter les premiers termes du de´veloppement de l’ope´ra-
teur ǫαβ3[δ]. On peut de´velopper en se´rie entie`re en δ le de´terminant de la me´trique. On
note a le de´terminant de la matrice de terme ge´ne´ral aαβ . On a le re´sultat suivant.
Lemme 6.3 Pour h assez petit, la fonction 1√
g(h)
est de´veloppable en se´rie entie`re en h.
De plus, elle admet le de´veloppement limite´ suivant a` l’ordre 2 en h
1√
g(h)
=
1√
a
(1 + bααh+O(h
2)) . (6.10)
PREUVE. Le de´terminant g(h) est une fonction polynomiale de degre´ 4 en h car
aαβ(h) = aαβ − 2hbαβ + h2cαβ
voir (4.2). En de´veloppant le de´terminant d’une matrice 2× 2, il vient
g(h) = a− h(2a11b22 + 2a11b11 − 4a12b12) +O(h2)
d’ou`
g(h) = a− 2hbαα +O(h2) .
Pour h assez petit, on en de´duit l’identite´ (6.10). #
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Remarque 6.4 Le terme bαα est la somme des courbures principales de la varie´te´ Σ, ce
qui repre´sente le double de la courbure moyenne de Σ.
Dans la suite, on introduit la de´ﬁnition du tenseur de permutation sur la varie´te´ Σ.
De´ﬁnition 6.5 Le tenseur de permutation j sur la varie´te´ Σ est de´ﬁni par ses compo-
santes contravariantes
jαβ =
1√
a
ǫ0(α, β, 3) .
Remarque 6.6 Le tenseur j est antisyme´trique
jαβ = −jβα .
D’apre`s le lemme 6.3, il vient
1√
g[δ]
=
1√
a
(1 + bννδY3 +O(δ
2)) . (6.11)
D’apre`s l’identite´ (6.9) et la relation (6.11), il vient
ǫαβ3[δ] = jαβ
(
1 + bννδY3 +O(δ
2)
)
. (6.12)
Ainsi, l’ope´rateur ǫijk[δ] admet un de´veloppement en se´rie en δ et avec des notations
e´videntes, on a
ǫαβ3[δ] =
∞∑
n=0
δn(ǫαβ3[δ])n .
En particulier, on a
(ǫαβ3[δ])0 = jαβ et (ǫαβ3[δ])1 = jαβbννY3 . (6.13)
6.2.2 De´veloppement de la composante transverse du rotationnel
D’apre`s la seconde e´quation du syste`me (6.2), il vient
C3[δ](W) = ǫαβ3[δ]Dα[δ]Wβ . (6.14)
On rappelle que d’apre`s l’identite´ (4.36), on a
Dα[δ]Wβ = DαWβ +
∞∑
n=0
δn+1Y n+13 (b
n)νγWνDαb
γ
β . (6.15)
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Donc, d’apre`s l’identite´ (6.14), il vient
C3(W) =
∞∑
n=0
δn(ǫαβ3[δ])n
(
DαWβ +
∞∑
n=0
δn+1Y n+13 (b
n)νγWνDαb
γ
β
)
. (6.16)
Ainsi, d’apre`s les identite´s (6.13), on a
C3(W) = jαβDαWβ + δY3j
αβ
(
bννDαWβ +WγDαb
γ
β
)
+O(δ2) . (6.17)
Par suite,
C30(W) = 0 , C
3
1(W) = j
αβDαWβ et C
3
2(W) = Y3j
αβ(bννDαWβ +WγDαb
γ
β) .
(6.18)
6.2.3 De´veloppement de la composante surfacique du rotationnel
D’apre`s la premie`re e´quation du syste`me (6.2), il vient
Cα[δ](W) = ǫ3βα[δ](δ−1∂3Wβ −Dβ[δ]W3) . (6.19)
Donc,
Cα(W) =
∞∑
n=0
δn(ǫ3βα[δ])n(δ−1∂3Wβ − ∂βW3) (6.20)
car Dβ[δ]W3 = ∂βW3. D’apre`s les identite´s (6.13), il vient
Cα(W) = δ−1jβα∂3Wβ + jβα
(
bννY3 − ∂βW3
)
+O(δ) . (6.21)
Par suite,
Cα0 (W) = j
βα∂3Wβ et C
α
1 (W) = j
βα
(
bννY3 − ∂βW3
)
. (6.22)
6.3 Reconstruction du champ magne´tique
Dans cette section, on reconstruit le champ magne´tique a` partir de la loi de Faraday,
voir (2.1)
H =
1
iωµ0
rotE dans Ω (6.23)
et du de´veloppement asymptotique du champ e´lectrique calcule´ au chapitre 5.
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6.3.1 La loi de Faraday en parame´risation normale
Dans la suite, E = Eidy
i de´signe une 1-forme (un champ de tenseur 1-fois covariant)
dans le voisinage tubulaireO et
H = H iXi
est un champ de vecteurs dans O (un champ de tenseur 1-fois contravariant) dans les
coordonne´es normales (yα, h). Avec les notations du paragraphe 6.2, la relation (6.23)
s’e´crit en parame´trisation normale de la fac¸on suivante
H(. , h) =
1
iωµ0
CE(. , h) dans O
et dans les coordonne´es (yα, Y3), cette relation s’e´crit
Hδ(. , Y3) =
1
iωµ0
(
C[δ]W
)
(. , Y3) dans Ωδ (6.24)
ou`Hδ(. , Y3) de´signe par abus de notation le champmagne´tique apre`s changement d’e´chelle
Hδ(. , Y3) = H(. , h) .
Les composantes surfaciques et transverses de la relation pre´ce´dente s’e´crivent{
Hαδ =
1
iωµ0
Cα[δ](W) dans Ωδ
H3δ =
1
iωµ0
C3[δ](W) dans Ωδ
(6.25)
6.3.2 Enonce´ du re´sultat principal
Dans la suite, on substitue l’Ansatz (5.9) en champ e´lectrique dans le membre de
droite de l’identite´ (6.23) ; il vient
Hisδ (x) =
1
iωµ0
rot
(∑
j!0
Eisj (x) δ
j
)
dans Ωis , (6.26)
Hcdδ (x) =
1
iωµ0
rot
(∑
j!0
Ecdj (x; δ) δ
j
)
dans Ωcd
et donc
Hcdδ (yα, Y3) =
1
iωµ0
C[δ]
(∑
j!0
Wcdj (yα, Y3) δ
j
)
dans Ωδ . (6.27)
De´ﬁnition 6.7 Pour tout j ∈ N, on note Hisj (x) le terme d’ordre δj dans le membre de
droite de l’identite´ (6.26), et pour tout j " −1 on note Hcdj (yα, Y3) le terme d’ordre δj
dans le membre de droite de l’identite´ (6.27).
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Notation 6.8 On note Hcdj = n × (Hcdj × n) la composante surfacique du terme Hcdj
et hcdj = H
cd
j · n sa composante transverse. Ainsi, le terme Hcdj admet la de´composition
suivante
Hcdj (yα, Y3) = Hcdj (yα, Y3) + hcdj (yα, Y3)n pour tout Y3 ∈ I = (0,∞) .
On note aussiHis
τ,j = n×(Hisj ×n) la composante surfacique du termeHisj sur l’interface
Σ.
Le re´sultat principal de ce paragraphe est le suivant.
Proposition 6.9 Pour tout j ∈ N, on a
Hisj =
1
iωµ0
rotEisj dans Ωis (6.28)
et
Hcdj (yα, Y3) =
1
iωµ0
j+1∑
n=0
CnW
cd
j+1−n(yα, Y3) dans Ω0 . (6.29)
De plus, les termes d’ordres 0 et 1 du de´veloppement asymptotique du champ magne´tique
sont donne´s par leurs composantes transverses et surfaciques respectives{
hcd0 = 0 dans Ω0
Hcd0 (., Y3) = Hisτ ,0
∣∣
Σ
e−λY3 dans Ω0
(6.30)
et  h
cd
1 (., Y3) =
1
λ
Dα(H
is
τ ,0
∣∣
Σ
)α e−λY3
Hcd1 (., Y3) =
[
Hisτ,1
∣∣
Σ
+ Y3
2
{
3bσσH
is
τ,0 − 2n× (bσβ(His0 × n)σdyβ)
}∣∣
Σ
]
e−λY3
(6.31)
Remarque 6.10 On peut exprimer Hcd0 et Hcd1 en fonction de Eis0 . En effet, d’apre`s la
relation (6.28), on a
Hisτ,0 =
1
iωµ0
n× (rotEis0 × n)
donc, d’apre`s (6.30), il vient
Hcd0 (., Y3) =
1
iωµ0
n× (rotEis0 × n)
∣∣
Σ
e−λY3 dans Ω0 .
D’apre`s la relation (6.28), on a
His
τ ,1 =
1
iωµ0
n× (rotEis1 × n)
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donc, d’apre`s (5.51), il vient
His
τ,1 =
1
iωµ0
n× ( rotRis ◦ T1(Eis0 )× n) .
On utilisera le lemme suivant pour de´montrer la proposition 6.9.
Lemme 6.11 Pour toute 1-forme u = uidy
i, on a
(n× u)α = jβαuβ sur Σ . (6.32)
PREUVE. D’apre`s la relation (3.31), il vient
(n× u)α = ǫpqαnpuq dans O . (6.33)
Or, √
g =
√
a sur Σ , et n = dy3 . (6.34)
On en de´duit la relation (6.32). #
6.3.3 Calcul des premiers termes du de´veloppement asymptotique
en champ magne´tique
De´monstration de la proposition 6.9
Le terme d’ordre δj dans le membre de droite de l’identite´ (6.26) est
1
iωµ0
rotEisj .
On en de´duit la relation (6.28) pour tout j ∈ N. En effectuant le produit de Cauchy de la
se´rie formelle associe´e a` l’ope´rateur C[δ] et de la se´rie formelle
∑
j!0
Wcdj δ
j , il vient
(
δ−1
∑
n!0
δnCn
)( ∑
j!0
Wcdj δ
j
)
= δ−1
∑
j!0
δn
j+1∑
n=0
CnW
cd
j+1−n dans Ωδ .
On en de´duit que Hcd−1 = C0W
cd
0 = 0, ainsi que la relation (6.29) pour tout j ∈ N. En
particulier, on a
Hcd0 =
1
iωµ0
(C1W
cd
0 + C0W
cd
1 ) (6.35)
et
Hcd1 =
1
iωµ0
(C2W
cd
0 + C1W
cd
1 + C0W
cd
2 ) . (6.36)
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Calcul du terme Hcd0
On a Wcd0 = 0, donc d’apre`s l’identite´ (6.35), il vient
Hcd0 =
1
iωµ0
C0W
cd
1 . (6.37)
Ainsi, d’apre`s les identite´s (6.22) et (6.18), il vient
Hcd,α0 =
1
iωµ0
jβα∂3Wcdβ,1 dans Ω0 (6.38)
et
hcd0 = 0 dans Ωcd . (6.39)
Or, d’apre`s la relation (5.24), il vient
∂3Wcdβ,1(yσ, Y3) = (rot E˜
is
0 × n)β(yσ, 0) e−λY3 dans Ω0 . (6.40)
Donc,
Hcd,α0 (., Y3) =
jβα
iωµ0
(rot E˜
is
0 × n)β(., 0) e−λY3 (6.41)
puis d’apre`s le lemme 6.11, il vient
Hcd0 (., Y3) =
1
iωµ0
n× (rot E˜is0 × n)(., 0) e−λY3 . (6.42)
Ainsi, d’apre`s l’identite´ (6.28) pour j = 0, il vient
Hcd0 (yβ, Y3) = Hisτ,0(yβ, 0) e−λY3 dans Ω0 . (6.43)
Calcul du terme Hcd1
D’apre`s l’identite´ (6.36), on a
Hcd1 =
1
iωµ0
(C1W
cd
1 + C0W
cd
2 ) car W
cd
0 = 0 .
On calcule a` pre´sent la composante normale
hcd1 =
1
iωµ0
(
C31(W
cd
1 ) + C
3
0 (W
cd
2 )
)
car Wcd0 = 0 .
D’apre`s les identite´s (6.18), il vient
C31 (W
cd
1 ) + C
3
0(W
cd
2 ) = j
αβDαWcdβ,1 dans Ω0 . (6.44)
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D’ou`, d’apre`s la relation (5.24),
hcd1 (., Y3) = −
1
λ
1
iωµ0
jαβDα(rot E˜
is
0 × n)β(., 0) e−λY3 . (6.45)
De plusDαj
αβ = 0, voir le lemme 3.40. Donc, d’apre`s le lemme 6.11, il vient
hcd1 (., Y3) =
1
λ
1
iωµ0
Dα(n× (rot E˜is0 × n))α(., 0) e−λY3 (6.46)
Par suite, d’apre`s l’identite´ (6.28) pour j = 0, il vient
hcd1 (., Y3) =
1
λ
Dα(H
is
τ ,0)
α e−λY3 . (6.47)
On explicite maintenant les composantes surfaciques. D’apre`s les identite´s (6.22), il
vient
Cα1 (W
cd
1 ) + C
α
0 (W
cd
2 ) = j
βα∂3Wcdβ,2 + jβα
[ − ∂βwcd1 + bσσY3∂3Wcdβ,1] dans Ω0 .
(6.48)
Or
wcd1 = 0 dans Ω0 , (6.49)
donc
Cα1 (W
cd
1 ) + C
α
0 (W
cd
2 ) = j
βα
[
∂3Wcdβ,2 + bσσY3∂3Wcdβ,1
]
dans Ω0 . (6.50)
Ainsi,
Hcd,α1 =
jβα
iωµ0
[
∂3Wcdβ,2 + bσσY3∂3Wcdβ,1
]
dans Ω0 . (6.51)
Or, d’apre`s la proposition 5.3, on a la relation suivante
∂3Wcdβ,1(yσ, Y3) = (rot E˜
is
0 × n)β(yσ, 0) e−λY3 dans Ω0 . (6.52)
De plus, d’apre`s l’identite´ (5.29), il vient
∀(yσ, Y3) ∈ Ω0 ∂3Wcdβ,2(yσ, Y3) = [a1β,2(yσ)−λa0β,2(yσ)−λY3a1β,2(yσ)] e−λY3 . (6.53)
Donc,
∂3Wcdβ,2(., Y3) =
[
(rotEis1 × n)β
∣∣
Σ
+ Y3
2
{
bσσ(rotE
is
0 × n)β − 2bσβ(rotEis0 × n)σ
}∣∣
Σ
]
e−λY3 . (6.54)
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Ainsi, d’apre`s la relation (6.51), on a dans Ω0
Hcd,α1 (., Y3) =
jβα
iωµ0
[
(rotEis1 × n)β
∣∣
Σ
+ Y3
2
{
bσσ(rotE
is
0 × n)β − 2bσβ(rotEis0 × n)σ}
∣∣
Σ
+ bσσY3{(rotEis0 × n)β
}∣∣
Σ
]
e−λY3 (6.55)
donc,
Hcd,α1 (., Y3) =
jβα
iωµ0
[
(rotEis1 × n)β
∣∣
Σ
+ Y3
2
{
3bσσ(rotE
is
0 × n)β − 2bσβ(rotEis0 × n)σ
}∣∣
Σ
]
e−λY3 . (6.56)
D’apre`s le lemme 6.11, on en de´duit que
Hcd,α1 (., Y3) =
1
iωµ0
[(
n× (rotEis1 × n)
)α∣∣
Σ
+ 3Y3
2
bσσ
(
n× (rotEis0 × n)
)α∣∣
Σ
− jβαY3bσβ(rotEis0 × n)σ
∣∣
Σ
]
e−λY3 . (6.57)
Ainsi, d’apre`s l’identite´ (6.28) pour j = 0 et j = 1, il vient
Hcd,α1 (., Y3) =
[
(His
τ,1)
α
∣∣
Σ
+ 3Y3
2
bσσ(H
is
τ,0)
α
∣∣
Σ
− jβαY3bσβ(His0 × n)σ
∣∣
Σ
]
e−λY3 .
Or, d’apre`s le lemme 6.11, on a
jβαbσβ(H
is
0 × n)σ =
(
n× (bσβ(His0 × n)σdyβ)
)α
sur Σ .
Par suite,
Hcd1 (., Y3) =
[
Hisτ ,1
∣∣
Σ
+ 3Y3
2
bσσH
is
τ,0
∣∣
Σ
− Y3n× (bσβ(His0 × n)σ
∣∣
Σ
dyβ)
]
e−λY3 .
Ceci termine la de´monstration de la proposition 6.9.
6.3.4 Une autre me´thode de calcul des composantes surfaciques
On propose dans cette sous-section une me´thode alternative pour calculer les compo-
santes surfaciques des premiers termes du de´veloppement.On utilise pour cela l’ope´rateur
A introduit au paragraphe 6.2. On note Hτ = (n × H) × n la composante surfacique
de H dans le voisinage tubulaire O. D’apre`s la loi de Faraday (6.23), on a la relation
suivante en parame´trisation normale
Hτ(yα, h) =
1
iωµ0
A(E)× n(yα, h) dans O . (6.58)
128 CHAPITRE 6. DE´VELOPPEMENT DU CHAMP MAGNE´TIQUE
Apre`s le changement d’e´chelle (4.11), on note par abus de notation
Hτ,δ(yα, Y3) = Hτ(yα, h) .
Ainsi, l’identite´ (6.58) s’e´crit
Hτ,δ(yα, Y3) =
1
iωµ0
(
A[δ]W
)× n(yα, Y3) dans Ωδ . (6.59)
On note aussi
Hαδ = Hατ,δ . (6.60)
Ainsi, d’apre`s la relation (3.31), de l’identite´ (6.59) il vient
Hαδ =
1
iωµ0
ǫαβ3[δ]
(
A[δ]W
)
β
(6.61)
Donc, d’apre`s (6.12), il vient
ǫαβ3[δ](A[δ]W)β = j
αβ(−δ−1∂3Wβ + ∂βW3 − bααY3∂3Wβ) +O(δ2) . (6.62)
En particulier, en substituant le de´veloppement asymptotique (5.9) dans (6.62), le terme
d’ordre δ0 dans le membre de droite de l’identite´ (6.61) s’e´crit
Hcd,α0 = −
1
iωµ0
jαβ∂3Wcdβ,1 dans Ω0 (6.63)
carWcdα,0 = 0 dans Ω0 ; de plus, le terme d’ordre δ dans le membre de droite de l’identite´
(6.61) s’e´crit
Hcd,α1 =
1
iωµ0
jαβ
[− ∂3Wcdβ,2 − bγγY3∂3Wcdβ,1] dans Ω0 (6.64)
car wcd1 = 0 dans Ω0. Or, d’apre`s (6.52), on a
∂3Wcdα,1(yβ, Y3) = (rot E˜
is
0 × n)α(yβ, 0) e−λY3 dans Ω0 . (6.65)
Donc, d’apre`s (6.63) et la loi de Faraday (6.23), on a
Hcd0 (. , Y3) = Hisτ,0
∣∣
Σ
e−λY3 dans Ω0 . (6.66)
De plus, d’apre`s (5.29), il vient
∀(yβ, Y3) ∈ Ω0 ∂3Wcdα,2(yβ, Y3) = [a21,α(yβ)−λa20,α(yβ)−λY3a21,α(yβ)] e−λY3 . (6.67)
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Ainsi, d’apre`s (6.64), il vient
Hcd,α1 =
1
iωµ0
jβα
[
(rotEis1 × n)β
∣∣
Σ
+ Y3
2
{3bσσ(rotEis0 × n)β
∣∣
Σ
− 2bσβ(rotEis0 × n)σ
∣∣
Σ
}
]
e−λY3 .
ce qui est exactement l’identite´ (6.56).
6.3.5 Calcul des composantes covariantes des premiers termes
Les calculs des premiers termes du de´veloppement asymptotique du champmagne´tique
effectue´s dans les paragraphes pre´ce´dents sont contravariants. En effet, les calculs des
termes du de´veloppement asymptotique du champ e´lectrique au chapitre 5 sont cova-
riants et les calculs des composantes du de´veloppement de l’ope´rateur rotationnel en
parame´trisation normale C[δ], voir le paragraphe 6.2, sont contravariants.
Dans le re´sultat suivant, on exprime les composantes covariantes d’une 1-forme
surfacique a` partir des composantes contravariantes du champ de vecteur associe´. On
de´veloppe pour cela la me´trique selon les puissances de δ.
Lemme 6.12 Pour toute 1-formeH = Hαdyα et pour tout Y3 ∈ I = (0,∞), on a
Hα(., Y3) = aαβHβ(., Y3)− 2δY3bαβHβ(., Y3) + δ2Y 23 cαβHβ(., Y3) . (6.68)
PREUVE. Par de´ﬁnition, on a
Hα(., Y3) = gαβ[δ]Hβ(., Y3) .
Or, d’apre`s l’identite´ (4.2), il vient
gαβ[δ] = aαβ − 2δY3bαβ + δ2Y 23 cαβ
de sorte que la relation (6.68) est ve´riﬁe´e. #
De´ﬁnition 6.13 On note Hcdα,0 et Hcdα,1 les termes d’ordre 0 et 1 des composantes surfa-
ciques covariantes du de´veloppement asymptotique du champ magne´tique de´termine´es
a` partir de l’identite´ (6.68) et des termes Hcd,β0 et Hcd,β1 d’ordre 0 et 1 des composantes
surfaciques contravariantes du de´veloppement asymptotique. Pre´cise´ment, on a{
Hcdα,0(., Y3) = aαβHcd,β0 (., Y3)
Hcdα,1(., Y3) = aαβHcd,β1 (., Y3)− 2Y3bαβHcd,β0 (., Y3)
(6.69)
130 CHAPITRE 6. DE´VELOPPEMENT DU CHAMP MAGNE´TIQUE
La proposition suivante fournit les composantes covariantes des termes d’ordres 0 et 1
du de´veloppement asymptotique du champ magne´tique. Celles-ci sont calcule´es a` partir
des composantes contravariantes et du de´veloppement de la me´trique.
Remarque 6.14 Par abus de notation, on note a` pre´sentHisα,j = (Hisτ,j)α sur Σ.
Proposition 6.15 (Champ magne´tique covariant) Pour tout Y3 ∈ I = (0,∞), on a
Hcdα,0(., Y3) = Hisα,0(., 0) e−λY3 (6.70)
et
Hcdα,1(., Y3) =
[
Hisα,1(., 0) + Y32
{
bσσHisα,0(., 0)− 2bσαHisσ,0(., 0)
}]
e−λY3 . (6.71)
De´monstration de la proposition 6.15
D’apre`s la proposition 6.9, on a
Hcd,β0 (., Y3) = (Hisτ ,1
∣∣
Σ
)β e−λY3 .
Donc, d’apre`s la de´ﬁnition 6.13, on en de´duit que
Hcdα,0(., Y3) = aαβ(Hisτ ,1
∣∣
Σ
)β e−λY3
ce qui prouve la relation (6.70). D’apre`s les identite´s (6.30) et (6.31), il vient
Hcdα,1(., Y3) = aαβ
[
(His
τ ,1
∣∣
Σ
)β + 3Y3
2
bσσ(H
is
τ ,1
∣∣
Σ
)β − jνβY3bσν (His0 × n)σ
∣∣
Σ
]
e−λY3
− 2Y3bαβ(Hisτ,1
∣∣
Σ
)β e−λY3 (6.72)
de sorte qu’on a la relation
Hcdα,1(., Y3) =
[
Hisα,1 + Y3
{3
2
bσσHisα,0 − aαβjνβbσν (His0 × n)σ − 2bαβ(Hisτ,0)
β}∣∣
Σ
]
e−λY3 .
Pour prouver la relation (6.71), il sufﬁt donc de de´montrer l’identite´ suivante
3
2
bσσHisα,0 − aαβjνβbσν (His0 × n)σ − 2bαβ(Hisτ ,1)β =
1
2
bσσHisα,0 − bσαHisσ,0 sur Σ
soit encore
bσσHisα,0 − aαβjνβbσν (His0 × n)σ − bσαHisσ,0 = 0 sur Σ (6.73)
puisque
bαβ(H
is
τ,0)
β
= bσαHisσ,0 sur Σ .
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Or,
His0 = H
is
τ,0 sur Σ car h
is
0 = h
cd
0 = 0 sur Σ .
Ainsi, d’apre`s la relation (3.30), il vient
jνβbσν (H
is
0 × n)σ = −jνβǫ3µσbσν (Hisτ ,0)µ sur Σ . (6.74)
De plus,
jνβǫ3µσ = δ
ν
µδ
β
σ − δνσδβµ sur Σ
de sorte que,
jνβbσνHisσ,0 = −bβν (Hisτ,0)ν + bσσ(Hisτ,0)β sur Σ
donc
gαβj
νβbσνHisσ,0 = −bσαHisσ,0 + bσσHisα,0 sur Σ .
Par suite, l’identite´ (6.73) est ve´riﬁe´e.
6.4 De´veloppement asymptotique du champmagne´tique
Dans cette partie, on effectue une e´tude de l’effet de peau en champ magne´tique.
On adopte une de´marche similaire a` celle des chapitres 2, 3, 4 et 5 en mettant l’accent
uniquement sur les changements par rapport a` l’e´tude en champ e´lectrique.
6.4.1 Formulation variationnelle
Dans cette section, on reprend les notations du chapitre 2. On s’inte´resse toujours au
proble`me de Maxwell (2.4) en champ e´lectromagne´tique avec la condition au bord de
l’isolant parfait (2.2). On rappelle que κ > 0. De plus, sous l’hypothe`se spectrale 2.24
et pour δ > 0 assez petit, il existe une solution Eδ ∈ XT(Ω, δ) au proble`me variationnel
(2.18)-(2.19) associe´e a` une donne´e F ∈ H0(div,Ω) a` support dans le domaine Ωis. On
de´ﬁnit le champ magne´tique Hδ a` partir de la loi de Faraday
Hδ =
1
iωµ0
rotEδ dans Ω .
D’apre`s le the´ore`me 2.21, Eδ ∈ XT(Ω, δ) et Hδ ∈ XN(Ω) sont solutions des e´quations
de Maxwell (2.2)-(2.4). On effectue dans cette dernie`re partie une e´tude en champ
magne´tique des e´quations (2.2)-(2.4). Les conditions de transmission du champmagne´tique
a` l’interface Σ diffe`rent de celles du champ e´lectrique.
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Conditions de transmission a` l’interface
En conse´quence des lemmes 2.7 et 2.8, on en de´duit les conditions ge´ne´rales de
transmission du champ magne´tique sur l’interface Σ.
Lemme 6.16 Soit F ∈ L2(Ω) tel que 1
ε(δ)
F ∈ H(rot,Ω). Soient Eδ et Hδ dans L2(Ω) des
solutions du proble`me (2.4). Alors, on a
[Hδ]Σ = 0 et [
1
ε(δ)
rotHδ × n]Σ = 0 .
De plus,
div Hδ = 0 dans L
2(Ω) .
Remarque 6.17 La seconde condition de transmission du lemme 6.16 s’e´crit
1
1 + i
δ2
rotHcdδ × n = rotHisδ × n sur Σ .
Formulation variationnelle en champ magne´tique
A partir du lemme 2.14, on de´montre que Hδ ∈ XN(Ω) ve´riﬁe le proble`me variation-
nel suivant
Trouver Hδ ∈ XN(Ω) tel que ∀K ∈ XN(Ω)∫
Ω
(− 1
ε(δ)
rotHδ · rot K¯ + κ2µHδ · K¯
)
dx =
1
iκ
∫
Ω
rot
1
ε(δ)
F · K¯ dx . (6.75)
La formulation forte du proble`me (6.75) dans les sous-domainesΩis et Ωcd est similaire a`
la formulation forte en champ e´lectrique, voir (2.8). Cependant, les conditions de trans-
mission du champ magne´tiqueHδ a` l’interface Σ diffe`rent de celles du champ e´lectrique
Eδ.
Formulation forte des e´quations en champ magne´tique
Soit Hδ ∈ XN(Ω) une solution de la formulation variationnelle (6.75). Alors, Hδ
satisfait les relations suivantes au sens des distributions
− rot rotHisδ + κ2Hisδ = 1iκ rotFis dans Ωis
− 1
(1+ i
δ2
)
rot rotHcdδ + κ
2Hcdδ = 0 dans Ωcd
[Hδ × n]Σ = 0
1
1+ i
δ2
rotHcdδ × n = rotHisδ × n sur Σ
Hisδ × n = 0 sur ∂Ω
(6.76)
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Re´ciproquement, si Hδ satisfait les relations (6.76) au sens des distributions, alors Hδ
ve´riﬁe l’identite´ suivante au sens des distributions
− rot 1
ε(δ)
rotHδ + κ
2µHδ =
1
iκ
rot
1
ε(δ)
F dans Ω (6.77)
et puisque κ > 0 et µ > 0, Hδ ve´riﬁe aussi la relation suivante au sens des distributions
div Hδ = 0 dans Ω .
6.4.2 Equations en parame´trisation normales
Dans cette sous-section, on reprend les notations du chapitre 3. En particulier, (yα, h)
de´signe un syste`me de coordonne´es normales dans un voisinage tubulaire O de Σ dans
le domaine Ωcd. On choisit a` pre´sent de conside´rer H comme une 1-forme de´ﬁnie sur
O, ce que l’on note en coordonne´es normales H = Hidyi. D’apre`s l’e´quation (6.76)2,
l’ope´rateur diffe´rentiel dans O exprime´ a` l’aide de de´rive´es covariantes ∇ a une ex-
pression similaire a` celle issue de l’e´tude en champ e´lectrique, voir la proposition 3.45.
Cependant les conditions de transmission du champ magne´tique a` l’interface diffe`rent
de celles du champ e´lectrique.
Conditions de transmission a` l’interface
Proposition 6.18 Les conditions de transmission du champ magne´tique a` travers Σ
s’e´crivent en parame´trisation normale{
Hcdα dy
α = His − (His · n)n sur Σ
1
1+ i
δ2
(∇3Hcdα −∇αHcd3 )dyα = (rotH× n)is sur Σ
(6.78)
PREUVE. La premie`re e´quation est une conse´quence de (6.76)3. La seconde traduit
en termes de de´rive´es covariantes la condition de transmission (6.76)4, voir la relation
(3.48)2 du chapitre 3. #
D’apre`s (6.76), on a
− 1
(1 + i
δ2
)
rot rotHcdδ + κ
2Hcdδ = 0 dans Ωcd (6.79)
donc la re´duction normale de l’ope´rateur diffe´rentiel dans O est donne´ par les expres-
sions (3.50)1 et (3.51)1. Seule change la re´duction normale des conditions de transmis-
sion. La proposition suivante fournit l’expression en parame´trisation normale des rela-
tions (6.78) de´ﬁnies sur l’interface Σ.
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Proposition 6.19 Soit H ∈ Γ(T1O). La re´duction normale des e´quations (6.78) e´crites
en composantes covariantes, donne les e´quations suivantes. En composantes surfaciques
(pour j = α), on obtient{
Hcdα dy
α = (n×His)× n sur Σ
1
1+ i
δ2
(∂h3H
cd
α − ∂αHcd3 )dyα = rotHis × n sur Σ
(6.80)
PREUVE. La relation (6.80)1 est une conse´quence directe de (6.78)1. L’identite´ (6.80)2
est une conse´quence directe de (6.78)2 et sa de´monstration est similaire a` celle de (3.51)3.
#
6.4.3 De´veloppement en se´rie entie`re de l’ope´rateur 3D
Dans cette sous-section, on reprend les notations du chapitre 4. On de´veloppe dans ce
paragraphe les conditions de transmission (6.80). La condition de transmission (6.80)1
permet de de´ﬁnir un nouvel ope´rateur, jouant un roˆle similaire a` celui de l’ope´rateur B
dans l’e´tude en champ e´lectrique
D : C∞((0, η),Γ(T1Σ0)× C∞(Σ0)) → Γ(T1Σ0) (6.81)
par l’e´quation
Dα(H)dy
α = Hαdy
α sur Σ . (6.82)
Remarque 6.20 L’ope´rateur D est un ope´rateur diffe´rentiel d’ordre 0.
Le changement d’e´chelle (4.11) permet de de´ﬁnir un nouvel ope´rateur note´ D[δ] a` partir
de l’ope´rateur D ci-dessus. On note aussi dans la suite
H(. , h) = V(. , Y3) .
De´ﬁnition 6.21 On de´ﬁnit
D[δ] : C∞(Iδ,Γ(T1Σ0)× C∞(Σ0)) → Γ(T1Σ0) (6.83)
l’ ope´rateur sous-jacent a` l’ope´rateurD et obtenu apre`s le changement d’e´chelle (4.11).
Ainsi, dans un syste`me de coordonne´es normales, on a(
D[δ]V
)
(yα, 0) =
(
DH
)
(yα, 0) . (6.84)
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D’apre`s (6.82), il vient (
D[δ]V
)
α
dyα = V cdα dy
α sur Σ . (6.85)
Par continuite´ de la composante surfacique du champ magne´tique a` l’interface Σ, voir
(6.80)1, on a donc la relation suivante
V cdα dy
α = (n×His)× n sur Σ . (6.86)
Condition de transmission (6.80)2 du champ magne´tique
On de´veloppe ici la condition de transmission[ 1
ε(δ)
rotH× n]
Σ
= 0 .
Cette relation s’e´crit de la fac¸on suivante en parame´trisation normale
−
∞∑
n=1
(iδ2)n
(
∂h3H
cd
α − ∂αHcd3
)
dyα = rotHis × n sur Σ ,
ou encore avec les notations du paragraphe 6.2
∞∑
n=1
(iδ2)nAHcd = rotHis × n sur Σ .
Ainsi, apre`s le changement d’e´chelle (4.11), il vient
∞∑
n=1
(iδ2)n
(
∂αV
cd
3 − δ−1∂3V cdα
)
dyα = rotHis × n sur Σ . (6.87)
L’ope´rateur T[δ] :=
∞∑
n=1
(iδ2)nA[δ] est de´veloppable en se´rie entie`re. Il existe des
ope´rateurs
Tn : C∞
(
Iδ,Γ(T1Σ0)× C∞(Σ0)
) → Γ(T1Σ0) (6.88)
tels que
T[δ] =
∞∑
n=1
δnTn sur Σ . (6.89)
Clairement, d’apre`s (6.87), il vient
TnV =
{
(−i)p∂3V cdα dyα si n = 2p− 1
ip∂αV
cd
3 dy
α si n = 2p
(6.90)
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Par suite, d’apre`s l’identite´ (6.87), on a la relation suivante
∞∑
n=1
δnTnV
cd = rotHis × n sur Σ (6.91)
et les ope´rateurs Tn sont donne´s par les relations (6.90).
6.4.4 De´veloppement asymptotique
Dans cette sous-section, on reprend les notations du chapitre 5. On se place dans le
cadre de l’hypothe`se spectrale 2.24. On conside`re une solution Hδ du proble`me (6.76).
On effectue l’Ansatz suivant pour le champ magne´tique Hδ, comparer avec (5.9) au
chapitre 5 pour le champ e´lectrique,
Hisδ (x) ∼
∑
j!0
Hisj (x) δ
j pour x ∈ Ωis
Hcdδ (x) ∼
∑
j!0
Hcdj (x; δ) δ
j pour x ∈ Ωcd
(6.92)
ou`
Hcdj (x; δ) = V
cd
j (yα,
h
δ
) si x ∈ O (6.93)
et
Vcdj (yα, Y3) → 0 lorsque Y3 → +∞ . (6.94)
Notation 6.22 On note Vcdj = (n × Vcdj ) × n le champ magne´tique surfacique issu de
Vcdj et v
cd
j = V
cd
j · n sa composante transverse, de sorte que
Vcdj (yα, Y3) = Vcdj (yα, Y3) + vcdj (yα, Y3)n ou` Vcdj = Vcdα,jdyα .
Dans la suite, on note aussi Hisj (x) = H˜
is
j (yα, 0) pour tout x ∈ Σ.
On substitue l’Ansatz (6.92) dans l’e´quation (6.79) puis en identiﬁe les termes selon les
puissances de δ.
Equations transverses
On obtient les e´quations ve´riﬁe´es par vcdj dans Ω0 en remplac¸ant dans les e´quations
(5.14) les termes wcdj par v
cd
j et W
cd
j par V
cd
j .
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Equations surfaciques
On obtient les e´quations ve´riﬁe´es par Vcdα,j dans Ω0 en remplac¸ant dans les e´quations
(5.12) les termesWcdj parV
cd
j . Les e´quations (5.13) ve´riﬁe´es par les termes du de´veloppement
asymptotique du champ e´lectrique ne sont pas ve´riﬁe´es par les termes Vcdα,j. Cependant,
d’apre`s la relation (6.86), il vient pour tout j ∈ N
Vcdα,jdyα = (n× H˜
is
j )× n sur Σ . (6.95)
Condition de transmission (6.80)2 du champ magne´tique
En substituant l’Ansatz (6.92) dans la relation (6.91), il vient
∑
j!1
δj
j∑
k=1
TkV
cd
j−k = rot
∑
j!0
Hisj δ
j × n sur Σ
puis en identiﬁant les termes selon les puissances de δ, on en de´duit les relations sui-
vantes sur Σ 
rotHis0 × n = 0
j∑
k=1
TkV
cd
j−k = rotH
is
j × n si j " 1
(6.96)
Equations dans le domaine isolant Ωis
On rappelle que l’espace fonctionnelX(Ωis) est de´ﬁni au chapitre 2, voir la de´ﬁnition
2.4. On introduit les espaces fonctionnels suivants
XNT(Ωis) = {u ∈ X(Ωis) | uis × n = 0 sur ∂Ω, uis · n = 0 sur Σ}
et
X∂ΩN (Ωis) = {u ∈ X(Ωis) | uis × n = 0 sur ∂Ω} . (6.97)
Enﬁn, on introduit un ope´rateur ΨisΣ de rele`vement de traces normales sur Σ dans le
domaine isolant Ωis
ΨisΣ : H
s− 1
2 (Σ) → Hs(Ωis)
pour s > 0 assez grand. Ainsi, pour tout j ∈ N, si Hcdj · n ∈ Hs−
1
2 (Σ), alors
uisj := Ψ
is
Σ(H
cd
j · n) ∈ Hs(Ωis) ve´riﬁe uisj · n = Hcdj · n sur Σ .
On utilisera par la suite que cet ope´rateur ΨisΣ est continu. On suppose a` pre´sent que la
donne´e F est inde´pendante de δ et F ∈ L2(Ω) satisfait rot 1
ε(δ)
F ∈ L2(Ω). En substituant
l’Ansatz (6.92) dans l’e´quation (6.75) puis en identiﬁant les termes selon les puissances
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de δ, on est ramene´ a` re´soudre les proble`mes suivants pose´s dans le domaine isolant :
Trouver His0 ∈ X∂ΩN (Ωis), avec His0 −ΨisΣ(Hcd0 · n) ∈ XNT(Ωis), tel que
∀K ∈ XNT(Ωis) ,
∫
Ωis
(− rotHis0 · rot K¯ + κ2 His0 · K¯) dx + ∫
Σ
rotHis0 × n · K¯τ ds
=
1
iκ
∫
Ωis
rotFis · K¯dx (6.98)
et pour tout j ∈ N∗,
Trouver Hisj ∈ X∂ΩN (Ωis), avec Hisj −ΨisΣ(Hcdj · n) ∈ XNT(Ωis), tel que
∀K ∈ XNT(Ωis) ,
∫
Ωis
(− rotHisj · rot K¯ + κ2 Hisj · K¯) dx
+
∫
Σ
rotHisj × n · K¯τ ds = 0 . (6.99)
Construction des termes du de´veloppement
Composante normale du terme d’ordre 0 dans le domaine conducteur
D’apre`s (5.14), on a vcd0 = 0 dans Ω0.
Terme d’ordre 0 dans le domaine isolant Ωis
Comme vcd0 = 0 dans Ω0, le terme H
is
0 ve´riﬁe la condition aux limites suivante a` l’inter-
face
His0 · n = 0 sur Σ . (6.100)
C’est la condition du conducteur parfait pour le champ magne´tique sur Σ. De plus,
d’apre`s (6.96), le terme His0 ve´riﬁe aussi la condition aux limites suivante
rotHis0 × n = 0 sur Σ . (6.101)
D’apre`s la relation (6.98), le proble`me a` re´soudre pour le terme His0 est donc le suivant
Trouver His0 ∈ XNT(Ωis) tel que
∀K ∈ XNT(Ωis) ,
∫
Ωis
(−rotHis0 ·rot K¯+κ2 His0 ·K¯) dx = 1iκ
∫
Ωis
rotFis ·K¯ dx . (6.102)
On rappelle que sous l’hypothe`se spectrale 2.24, le terme Eis0 ∈ XTN(Ωis) est l’unique
solution du proble`me (5.20).
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Proposition 6.23 Soit Eis0 ∈ XTN(Ωis) la solution du proble`me (5.20). Alors,
His0 =
1
iωµ0
rotEis0 dans Ωis (6.103)
est l’unique solution du proble`me (6.102).
PREUVE. On pose uis0 =
1
iωµ0
rotEis0 dans Ωis ou` E
is
0 ∈ XTN(Ωis) est la solution du
proble`me (5.20). D’apre`s la relation (5.20), pour tout E′ ∈ XTN(Ωis), on a∫
Ωis
1
µ
(
iωµ0u
is
0 · rot E¯′ − κ2 Eis0 · E¯′
)
dx =
∫
Ωis
Fis · E¯′ dx .
Or, en inte´grant par partie, il vient au sens des distributions∫
Ωis
uis0 · rot E¯′ dx = 〈rotuis0 ,E′〉Ωis + 〈uis0 × n,E′τ〉∂Ω
car E′τ = 0 sur Σ. Donc,∫
Ωis
1
µ
(
iωµ0 rot u
is
0 · E¯′ − κ2 Eis0 · E¯′
)
dx +
iωµ0
µ
〈uis0 × n,E′τ〉∂Ω =
∫
Ωis
Fis · E¯′ dx .
Ainsi, on a les relations suivantes au sens des distributions{
iωµ0 rotu
is
0 − κ2 Eis0 = µFis dans Ωis
uis0 × n = 0 sur ∂Ω
(6.104)
En particulier, uis0 ∈ XNT(Ωis). En prenant le rotationnel de la premie`re e´quation de
(6.104), il vient au sens des distributions
iωµ0 rot rotu
is
0 − κ2 rotEis0 = µ rotFis dans Ωis
et donc par de´ﬁnition de uis0 , il vient au sens des distributions
rot rotuis0 − κ2uis0 = −
1
iκ
rotFis dans Ωis . (6.105)
En particulier, pour tout K ∈ XNT(Ωis), on a∫
Ωis
(
rot rotuis0 − κ2uis0
) · K¯dx = − 1
iκ
∫
Ωis
rotFis · K¯ dx . (6.106)
Or, en inte´grant par partie le premier terme du membre de gauche de cette dernie`re
e´galite´, pour tout K ∈ XNT(Ωis), on a∫
Ωis
rot rotuis0 · K¯ dx =
∫
Ωis
rotuis0 · rot K¯dx− 〈rotuis0 × n,Kτ〉Σ
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car K× n = 0 sur ∂Ω. Ainsi, d’apre`s (6.106), il vient
∀K ∈ XNT(Ωis) ,
∫
Ωis
(
rotuis0 · rot K¯− κ2 uis0 · K¯
)
dx
=
1
iκ
∫
Ωis
rotFis · K¯ dx +
∫
Σ
rotuis0 × n · K¯τ ds . (6.107)
Donc, uis0 ∈ XNT(Ωis) ve´riﬁe le proble`me (6.98). Pour conclure que uis0 = Eis0 , il sufﬁt
de prouver que le proble`me (6.102) est injectif. C’est une conse´quence de l’hypothe`se
spectrale 2.24. Soit u ∈ XNT(Ωis) tel que
∀K ∈ XNT(Ωis) ,
∫
Ωis
(
rot uis · rot K¯− κ2 uis0 · K¯
)
dx = 0 .
D’apre`s la loi d’Ampe`re, on pose
Eis = − µ
iκ
rotuis dans Ωis .
Ainsi,
∀K ∈ XNT(Ωis) ,
∫
Ωis
(− iκ
µ
Eis · rot K¯− κ2 uis · K¯) dx = 0 .
Or, en inte´grant par partie, il vient au sens des distributions∫
Ωis
Eis · rot K¯ dx = 〈rotEis,K〉Ωis + 〈Eis × n,Kτ〉Σ
car Kτ = 0 sur ∂Ω. Donc, on a les relations suivantes au sens des distributions{
iκ
µ
rotEis − κ2 uis = 0 dans Ωis
Eis × n = 0 sur Σ
En prenant le rotationnel de la premie`re e´quation du syste`me pre´ce´dent, il vient au sens
des distributions
rot rotEis − κ2 Eis = 0 dans Ωis .
D’apre`s l’hypothe`se spectrale 2.24, on en de´duit que
Eis = 0 dans Ωis , i.e. rot u
is = 0 dans Ωis .
Or, le domaine Ωis est simplement connexe, donc il existe ϕ ∈ H1(Ωis) unique a` une
constante additive pre`s, tel que
uis = ∇ϕ dans Ωis .
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De plus, on a div uis = 0 dans Ωis, donc
∆ϕ = 0 dans Ωis .
Enﬁn, les conditions aux limites uis × n = 0 sur ∂Ω et uis · n = 0 sur Σ permettent de
conclure que ϕ = 0 dans Ωis. #
Composante surfacique du terme d’ordre 0 dans le domaine conducteur
D’apre`s (5.12) et (6.95), le terme Vcd0 est solution de l’e´quation diffe´rentielle ordinaire
en Y3{
∂23Vcd0 ( ., Y3) + iκ2Vcd0 ( ., Y3) = 0 si Y3 ∈ I = (0,∞)
Vcd0 ( ., 0) = (n× H˜
is
0 )× n( ., 0)
(6.108)
On rappelle que λ est de´ﬁni par la relation (5.23).
Proposition 6.24 Sous l’hypothe`se (6.94), l’EDO (6.108) admet une unique solution
Vcd0 , donne´e par la relation suivante
∀(yβ, Y3) ∈ Ω0, Vcd0 (yβ, Y3) = (n× H˜
is
0 )× n(yβ, 0) e−λY3 . (6.109)
Composante normale du terme d’ordre 1 dans le domaine conducteur
D’apre`s (5.14), on a le re´sultat suivant.
Proposition 6.25 Pour tout (yβ, Y3) ∈ Ω0, on a
vcd1 (yβ, Y3) =
1
λ
γαα
(
(n× H˜is0 )× n
)
(yβ, 0) e
−λY3 . (6.110)
Remarque 6.26 Ce re´sultat coı¨ncide avec celui qu’on a obtenu lors de la reconstruction
du champ magne´tique via l’e´tude en champ e´lectrique, voir la proposition 6.9. En effet,
on a
Dα(H
is
τ ,0)
α = γαα
(
(n×His0 )× n
)
sur Σ .
PREUVE. D’apre`s (5.14),
vcd1 = −iκ−2γαα(∂3(Vcd0 )) dans Ω0. (6.111)
Or, d’apre`s (6.109), il vient
∂3Vcd0 (yβ, Y3) = −λ(n× H˜
is
0 )× n(yβ, 0) e−λY3 (6.112)
et de plus
vcd0 = 0 dans Ω0 . (6.113)
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Donc,
vcd1 = iλκ
−2γαα
(
(n× H˜is0 )× n
)
(yβ, 0) dans Ω0 . (6.114)
Enﬁn, κ−2 = −iλ−2, de sorte qu’on a la relation suivante
vcd1 (yβ, Y3) =
1
λ
γαα
(
(n× H˜is0 )× n
)
(yβ, 0) e
−λY3 . (6.115)
#
Terme d’ordre 1 dans le domaine isolant Ωis
D’apre`s la proposition 6.25, le terme His1 ve´riﬁe la condition aux limites suivante a` l’in-
terface
His1 · n =
1
λ
γαα
(
(n×His0 )× n
)
sur Σ . (6.116)
De plus, d’apre`s la relation (6.96), le terme His1 ve´riﬁe aussi la condition aux limites
suivante
rotHis1 × n = −i∂3Vcd0 sur Σ . (6.117)
Donc, d’apre`s (6.109), il vient
rotHis1 × n = iλHisτ ,0 sur Σ . (6.118)
D’apre`s la relation (6.99), le proble`me a` re´soudre pour le terme His1 est le suivant
Trouver His1 ∈ X∂ΩN (Ωis), avec His1 −ΨisΣ(Hcd1 · n) ∈ XNT(Ωis), tel que
∀K ∈ XNT(Ωis) ,
∫
Ωis
(
rotHis1 · rot K¯− κ2 His1 · K¯
)
dx = iλ
∫
Σ
His
τ ,0 · K¯τ ds . (6.119)
On rappelle que sous l’hypothe`se spectrale 2.24, le terme Eis1 ∈ XTN(Ωis) est l’unique
solution du proble`me (5.27).
Proposition 6.27 Soit Eis1 ∈ XTN(Ωis) la solution du proble`me (5.27). Alors,
His1 =
1
iωµ0
rotEis1 dans Ωis (6.120)
est l’unique solution du proble`me (6.119).
La de´monstration de la proposition 6.27 est similaire a` celle de la proposition 6.23.
Composante surfacique du terme d’ordre 1 dans le domaine conducteur
D’apre`s (5.12) et (6.95), pour tout yβ ∈ Σ, le terme Vcdα,1(yβ, .) est solution de l’e´quation
diffe´rentielle ordinaire en Y3{
∂23Vcdα,1(yβ, Y3) + iκ2Vcdα,1(yβ, Y3) = −2bβα∂3Vcdβ,0 + bββ∂3Vcdα,0 si Y3 ∈ I = (0,∞)
Vcdα,1(yβ, 0) =
(
(n× H˜is1 )× n
)
α
(yβ, 0)
(6.121)
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Remarque 6.28 On a utilise´ ici le fait que vcd0 = 0 dans Ωcd pour calculer le second
membre de l’EDO.
Proposition 6.29 Sous la condition (6.94), l’EDO (6.121) admet une unique solution
Vcdα,1 satisfaisant
∀(yβ, Y3) ∈ Ω0, Vcdα,1(yβ, Y3) = [A0α,1(yβ) + Y3A1α,1(yβ)] e−λY3 (6.122)
ou`  A
0
α,1(yβ) =
(
(n× H˜is1 )× n
)
α
(yβ, 0)
A1α,1(yβ) =
(
1
2
bσσ
(
(n× H˜is0 )× n
)
α
− bσα
(
(n× H˜is0 )× n
)
σ
)
(yβ, 0)
(6.123)
PREUVE. On commence par calculer le second membre de l’EDO (6.121). D’apre`s la
relation (6.109), il vient
∂3Vcdβ,0 = −λ((n× H˜
is
0 )× n)β e−λY3 . (6.124)
On en de´duit la relation suivante
−2bβα∂3Vcdβ,0 + bββ∂3Vcdα,0 = λ
[
2bβα((n× H˜
is
0 )×n)β− bββ((n× H˜
is
0 )×n)α
]
e−λY3 (6.125)
Le terme ge´ne´ral de l’ensemble des solutions de l’EDO (6.121) satisfaisant l’hypothe`se
(6.94) s’e´crit
Vcdα,1(yβ, Y3) = [A0α,1(yβ) + Y3A1α,1(yβ)] e−λY3 .
Analysons l’ensemble de ces solutions. On a
∂3Vcdα,1 = [−λ(A0α,1 + Y3A1α,1) + A1α,1] e−λY3 (6.126)
puis,
∂23Vcdα,1 = [λ2(A0α,1 + Y3A1α,1)− 2λA1α,1] e−λY3 . (6.127)
Donc,
∂23Vcdα,1 − λ2Vcdα,1 = −2λA1α,1 e−λY3 . (6.128)
Ainsi, si Vcdα,1 est solution de (6.121), alors d’apre`s la condition initiale (6.121)2 de l’EDO
et (6.125), il vient A
0
α,1(yβ) =
(
(n× H˜is1 )× n
)
α
(yβ, 0)
−2λA1α,1 = λ
[
2bβα
(
(n× H˜is0 )× n
)
β
− bββ((n× H˜
is
0 )× n)α
] (6.129)
On en de´duit les relations (6.123). #
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Remarque 6.30 Ce re´sultat coı¨ncide avec celui de la proposition 6.15. En effet, d’apre`s
la remarque 6.14, on a
(
(n×Hisj )× n
)
α
= Hisα,j pour j = 0, 1.
Composante normale du terme d’ordre j ∈ N \ {0, 1} dans le domaine conduc-
teur
D’apre`s (5.14), il vient vcdj = −iκ−2
j−1∑
k=0
Lj−k3 (V
cd
k ) dans Ω0.
Terme d’ordre j ∈ N \ {0, 1} dans le domaine isolant
Le terme Hisj ve´riﬁe la condition aux limites suivante a` l’interface
Hisj · n = −iκ−2
j−1∑
k=0
Lj−k3 (V
cd
k )(yβ, 0) sur Σ . (6.130)
De plus, d’apre`s la relation (6.96), on a
rotHisj × n =
j∑
k=1
TkV
cd
j−k sur Σ . (6.131)
En particulier, le terme His2 ve´riﬁe la condition aux limites
rotHis2 × n = −i∂3Vcd1 sur Σ .
et d’apre`s la proposition 6.29, il vient
rotHis2 × n = iλHisτ,1 − i
(1
2
bσσH
is
τ,0 − bσα
(
Hisτ,0
)
σ
dyα
)
sur Σ . (6.132)
D’apre`s la relation (6.99), le proble`me a` re´soudre pour le terme Hisj est le suivant
Trouver Hisj ∈ X∂ΩN (Ωis), avec Hisj −ΨisΣ(Hcdj · n) ∈ XNT(Ωis), tel que
∀K ∈ XNT(Ωis) ,
∫
Ωis
(
rotHisj ·rot K¯−κ2 Hisj ·K¯
)
dx =
j∑
k=1
∫
Σ
TkV
cd
j−kK¯τ ds . (6.133)
On rappelle que sous l’hypothe`se spectrale 2.24, le terme Eisj ∈ XTN(Ωis) est l’unique
solution du proble`me (5.48).
Proposition 6.31 Soit Eisj ∈ XTN(Ωis) la solution du proble`me (5.48). Alors,
Hisj =
1
iωµ0
rotEisj dans Ωis
est l’unique solution du proble`me (6.133).
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La de´monstration de la proposition 6.31 est similaire a` celle de la proposition 6.23.
Composante surfacique du terme d’ordre j dans le domaine conducteur
D’apre`s (5.12) et (6.95), pour tout yβ ∈ Σ, Vcdα,1(yβ, .) est solution de l’e´quation diffe´rentielle
ordinaire en Y3
∂23Vcdα,j(yβ, Y3) + iκ2Vcdα,j(yβ, Y3) =
j−1∑
k=0
Lj−kα (V
cd
k )(yβ, Y3) pour Y3 ∈ (0,∞)
Vcdα,j(yβ, 0) =
(
(n× H˜isj )× n
)
α
(yβ, 0)
(6.134)
Dans la proposition suivante, on explicite la structure ge´ne´rale des solutions de l’EDO
(6.134), voir la proposition 5.10 pour un re´sultat similaire relatif au de´veloppement
asymptotique en champ e´lectrique.
Proposition 6.32 Soit j ∈ N\{0, 1}. Sous l’hypothe`se (5.11), l’EDO (6.134) admet une
unique solution Vcdα,j. De plus, il existe des fonctionsAkα,j de´ﬁnies sur Σ pour tout k ! j,
telles que pour tout (yβ, Y3) ∈ Ω0, on a
Vcdα,j(yβ, Y3) = [A0α,j(yβ) + Y3A1α,j(yβ) + · · ·+ Y j3 Ajα,j(yβ)] e−λY3 . (6.135)
De plus, on a
A0α,j(yβ) =
(
(n× H˜isj )× n
)
α
(yβ, 0) . (6.136)
Le processus ci-dessus fournit le de´veloppement asymptotique de Hδ dans les sous-
domaines Ωis et Ωcd. Dans le paragraphe suivant, on re´capitule les diffe´rents termes
du de´veloppement asymptotique du champ magne´tique. En particulier, on explicite les
termes d’ordre 0 et 1 du de´veloppement dans le domaine conducteur.
6.5 Comparaison et synthe`se des de´veloppements
Dans cette partie, on compare le de´veloppement en champ magne´tique obtenu au
paragraphe 6.4 avec celui calcule´ a` la section 6.3. Les calculs effectue´s pour les termes
d’ordre 0 et 1 au paragraphe pre´ce´dent, voir les propositions 6.24 et 6.29, coı¨ncident
avec ceux de la proposition 6.9, obtenu au paragraphe 6.3. On rappelle que la donne´e
F ∈ Hs−2(Ω), ou` s " 2, est a` support dans Ωis et ve´riﬁe div F = 0 dans Ω. Sous
l’hypothe`se spectrale 2.24, les termes Hisj et H
cd
j du de´veloppement asymptotique sont
de´ﬁnis de fac¸on unique. On a
Hisδ ≃ His0 + δHis1 + δ2His2 + · · · dans Ωis ,
Hcdδ (x) ≃ Hcd0 (x; δ) + δHcd1 (x; δ) + δ2Hcd2 (x; δ) + · · · si x ∈ Ωcd
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et donc
Hcdδ (x) ≃ Vcd0 (yα,
h
δ
) + δVcd1 (yα,
h
δ
) + δ2Vcd2 (yα,
h
δ
) + · · · si x ∈ O
ou`
Vcdj (yβ, Y3) = Vcdα,j(yβ, Y3)dyα + vcdj (yβ, Y3)n .
Pour tout j " 0, les termes vcdj , H
is
j et Vcdj sont de´termine´s successivement. Le terme
His0 ∈ XNT(Ωis)∩Hs−1(Ωis) est l’unique solution du proble`me (6.102) etHisj ∈ X∂ΩT (Ωis)∩
Hs−j−1(Ωis) est l’unique solution du proble`me (6.133) pour j " 1. Le terme H
is
0 ∈
Hs−1(Ωis) satisfait les e´quations aux de´rive´es partielles (EDP) suivantes au sens des dis-
tributions 
rot rotHis0 − κ2His0 = − 1iκ rotFis dans Ωis
rotHis0 × n = 0 sur Σ
His0 × n = 0 sur ∂Ω
De plus, on a
His0 =
1
iωµ0
rotEis0 dans Ωis
ou` Eis0 ∈ XTN(Ωis) est la solution du proble`me (5.20). Le terme His1 ∈ Hs−2(Ωis) satisfait
les EDP suivantes au sens des distributions
rot rotHis1 − κ2His1 = 0 dans Ωis
rotHis1 × n = iλHisτ,0 sur Σ
His1 × n = 0 sur ∂Ω
De plus, on a
His1 =
1
iωµ0
rotEis1 dans Ωis
ou` Eis1 ∈ X∂ΩT (Ωis) est la solution du proble`me (5.27). Pour tout j " 2, le terme Hisj ∈
Hs−j−1(Ωis) satisfait
Hisj = Qis ◦Sj(Hisτ ,0
∣∣
Σ
) (6.137)
ou` l’ope´rateur Sj de´ﬁni pour tout j " 0 par
Sj : H
s− 3
2 (Σ) → Hs−j− 52 (Σ)
Hisτ,0
∣∣
Σ
,→ rotHisj × n
∣∣
Σ
est un ope´rateur tangentiel etQis est l’ope´rateur de´ﬁni par
Qis : Hs−j− 32 (Σ) → {H ∈ Hs−j−1(Ωis) | div H = 0}
G ,→ H
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ou` H est l’unique solution au sens des distributions des EDP suivantes
rot rotHis − κ2His = 0 dans Ωis
rotHis × n = G sur Σ
rotHis × n = 0 sur ∂Ω
En particulier, d’apre`s (6.101), (6.118) et (6.132) on a respectivement sur l’interface Σ
S0(H
is
τ,0) = 0
S1(H
is
τ,0) = iλH
is
τ,0
S2(H
is
τ,0) = iλ
(
Qis(S1(Hisτ ,0),N1(Hisτ,0)))
τ
− i
(
1
2
bσσH
is
τ ,0 − bσα
(
His
τ ,0
)
σ
dyα
)
De plus, on a
Hisj =
1
iωµ0
rotEisj dans Ωis
ou`Eisj ∈ X∂ΩT (Ωis) est la solution du proble`me (5.48). On justiﬁe a` pre´sent que l’ope´rateur
Sj est bien de´ﬁni pour tout j ∈ N. On suppose que pour tout l ! j, on a
rotHisl × n
∣∣
Σ
= Sl(H
is
τ ,0
∣∣
Σ
)
On a
rotHisj+1 × n =
j∑
k=0
Tj+1−kV
cd
k sur Σ
Les membres de droite de ces relations s’expriment en fonction des termes Vcdk pour
k ! j. De plus, il existe des ope´rateurs φk, pour k ∈ {0, j} tels que
Vcd0 = φ0(H
is
τ,0
∣∣
Σ
)
et pour tout k " 1,
Vcdk = φk(H
is
τ,0
∣∣
Σ
,His1 , · · · ,Hisk)
voir plus-bas pour la structure des termesVcdk . Or, par hypothe`se de re´currence et d’apre`s
la relation (6.137), on a
∀m " 1 , Hism = Qis ◦Sm(Hisτ,0
∣∣
Σ
) .
Ainsi, l’ope´rateur Sj+1 de´ﬁni par
Sj+1(H
is
τ,0) =
j∑
k=0
Tj+1−kφk
(
Hisτ ,0
∣∣
Σ
,Qis(S1(Hisτ,0),N1(Hisτ ,0)), · · · ,Qis(Sk(Hisτ,0),Nk(Hisτ ,0)))
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sur Σ, satisfait la relation
rotHisj+1 × n = Sj+1(Hisτ,0) sur Σ
ce qui prouve que Sj est bien de´ﬁni pour tout j ∈ N.
On a explicite´ les deux premiers termes Vcd0 et V
cd
1 . Pour tout Y3 " 0, on a
Vcd0 (yβ, Y3) = (n× H˜
is
0 )× n(yβ, 0) e−λY3
et
Vcd1 (yβ, Y3) =
([
A0α,1(yβ) + Y3A
1
α,1(yβ)
]
dyα +
1
λ
γαα
(
(n× H˜is0 )× n
)
(yβ, 0)
)
e−λY3
ou`  A
0
α,1(yβ) =
(
(n× H˜is1 )× n
)
α
(yβ, 0)
A1α,1(yβ) =
(
1
2
bσσ
(
(n× H˜is0 )× n
)
α
− bσα
(
(n× H˜is0 )× n
)
σ
)
(yβ, 0)
Ainsi, la courbure de la varie´te´ Σ apparait dans le de´veloppement en champ magne´tique
de`s l’ordre 1. Enﬁn, pour tout j " 2, les termes Vcdj (yα, Y3) admettent la de´composition
Vcdj (yβ, Y3) = Vcdα,j(yβ, Y3)dyα + vcdj (yβ, Y3)n pour tout Y3 " 0 ,
ou` les termes Vcdα,j et vcdj ont la structure suivante
Vcdα,j(yβ, Y3) =
[
A0α,j(yβ) + Y3A
1
α,j(yβ) + · · ·+ Y j3 Ajα,j(yβ)
]
e−λY3
et
vcdj (yβ, Y3) =
[
d0j(yβ) + Y3d
1
j(yβ) + · · ·+ Y j−13 dj−1j (yβ)
]
e−λY3 .
En particulier, on a
A0α,j(yβ) =
(
(n× H˜isj )× n
)
α
(yβ, 0) .
Chapitre 7
Convergence du de´veloppement
asymptotique
7.1 Introduction
Dans ce septie`me chapitre, on e´tudie la convergence des de´veloppements asympto-
tiques multi-e´chelles du champ e´lectrique Eδ et du champ magne´tique Hδ. Les restes
d’ordre m du champ e´lectrique sont de´ﬁnis en otant a` Eδ les m + 1 premiers termes
du de´veloppement en champ e´lectrique. A partir des estimations a priori uniformes en
δ de´montre´es au chapitre 2, on obtient des estimations en puissances de δ de ces restes.
Ces estimations valident le de´veloppement asymptotique en champ e´lectrique effectue´
au chapitre 5, ainsi que le de´veloppement asymptotique en champ magne´tique calcule´
au chapitre 6.
Le plan de ce chapitre est le suivant. On rappelle le proble`me e´tudie´ pour le champ
e´lectrique et on calcule les relations naturelles ve´riﬁe´es par les restes du de´veloppement
asymptotique au paragraphe 7.2, voir la proposition 7.4 pour un re´sultat pre´cis. On
de´montre des estimations des restes en puissances de δ au paragraphe suivant, voir le
the´ore`me 7.9 pour un re´sultat pre´cis. On en de´duit des estimations optimales des restes,
uniformes en δ.
7.2 Etude des restes
7.2.1 Cadre d’e´tude
Dans ce chapitre, on conside`re une donne´e F ∈ Hs−2(Ω), ou` s " 2, a` support dans
Ωis telle que div F = 0 dans Ω. On note Eδ ∈ XT(Ω, δ) une solution des e´quations
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suivantes au sens des distributions
1
µ
rot rotEδ − κ2ε(δ)Eδ = F dans Ω
Eδ · n = 0 sur ∂Ω .
(7.1)
voir (5.5) et (5.6). Puisque div F = 0 et κ 1= 0, on en de´duit que div ε(δ)Eδ = 0 et donc
Eδ ve´riﬁe
−∆Eδ − κ2µ ε(δ)Eδ = µF dans Ωis ∪ Ωcd
ainsi que les conditions de transmission suivantes
[ε(δ)Eδ · n]Σ = 0
[Eδ × n]Σ = 0
et
[div ε(δ)Eδ]Σ = 0
[rotEδ × n]Σ = 0
(7.2)
Des calculs similaires a` ceux effectue´s dans [16, Proposition 2.1] impliquent que l’en-
semble des conditions de transmission ci-dessus et les conditions au bord recouvrent le
Laplacien dans Ωis et Ωcd, au sens de [40, De´ﬁnition 1.5 p.125]. On en de´duit le re´sultat
suivant de re´gularite´ elliptique par morceaux de Eδ :
Eδ ∈ PHs(Ω) ,
ou` PHs(Ω) de´signe l’espace des fonctions vectorielles Hs par sous-domaines. On rap-
pelle que la premie`re e´quation dans (7.1) s’e´crit en coordonne´es normales (yα, Y3)
δ−2
∞∑
n=0
δnRn(Wcdδ )− κ2(1 +
i
δ2
)Wcdδ = 0 dans Ωδ (7.3)
voir (5.7), ou`
(yα, Y3 =
h
δ
) ∈ Ωδ si et seulement si x ∈ O
et
Wcdδ (yα, Y3) = E
cd
δ (x) si x ∈ O .
De plus, d’apre`s (5.8), la continuite´ de la trace tangentielle du rotationnel de Eδ a` travers
l’interface Σ s’e´crit en parame´trisation normale
δ−1B0(Wcdδ ) + B
1(Wcdδ ) = rotE
is
δ × n sur Σ . (7.4)
Enﬁn, on rappelle que la divergence de Eδ est nulle dans le domaine Ωcd, ce qui s’e´crit
de la fac¸on suivante dans les coordonne´es (yα, Y3), voir (5.54)
δ−1
∞∑
n=0
δn divn(Wcdδ ) = 0 dans Ωδ . (7.5)
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La structure du de´veloppement asymptotique en champ e´lectrique associe´ au proble`me
(7.1) est re´sume´ au paragraphe 5.3.5, voir la proposition 5.14. En particulier, sous l’hy-
pothe`se spectrale 2.24 sur κ, pour tout j ∈ !0, ⌊s⌋ − 2", ou` s " 2, les termes Eisj et Wcdj
du de´veloppement sont bien de´ﬁnis et ont la re´gularite´ suivante :
Eisj ∈ Hs−j(Ωis) et Wcdj ∈ Hs−j−
1
2
(
Σ, C∞(I)) . (7.6)
Remarque 7.1 Pour tout j ∈ !0, ⌊s⌋ − 2" ou` s " 2, on a s − j " 2 et donc d’apre`s
(7.6), il vient
Eisj ∈ H2(Ωis) et Wcdj ∈ H
3
2
(
Σ, C∞(I)) . (7.7)
7.2.2 Sommes partielles
A partir du de´veloppement asymptotique en champ e´lectrique (5.9), on de´ﬁnit les
sommes partielles associe´es. Pour toutN ∈ !0, ⌊s⌋ − 2", on pose
Eis[N ],δ(x) =
N∑
j=0
Eisj (x) δ
j si x ∈ Ωis
et
Ecd[N ],δ(x) =
N∑
j=0
Wcdj (yα,
h
δ
) δj si x ∈ O . (7.8)
D’apre`s (7.6), on a
Eis[N ],δ ∈ Hs−N(Ωis) et Ecd[N ],δ ∈ Hs−N−
1
2 (O) . (7.9)
De´ﬁnition 7.2 Soient s " 2 et F ∈ Hs−2(Ω). Pour toutN ∈ !0, ⌊s⌋ − 2", on note E[N ],δ
l’approximation asymptotique d’ordre N de la solution Eδ des e´quations (7.1)
E[N ],δ(x) =
{
Eis[N ],δ(x) si x ∈ Ωis
Ecd[N ],δ(x) si x ∈ O
(7.10)
Dans ce chapitre, on compare E[N ],δ dans Ωis∪Σ∪O a` la solution forte Eδ des e´quations
(7.1). On commence par prolongerE[N ],δ au domaineΩcd avec une fonction de troncature
χ ∈ C∞(Ωcd) telle que χ = 1 dans un voisinage tubulaireO′ de Σ, ou` O′ ⊂ O, et χ = 0
dans Ωcd \ O, voir la Figure 1 ci-dessous.
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χ = 0
χ = 1
O′
Σ
O
Figure 1 – Un voisinage tubulaireO′ ⊂ O de Σ dans Ωcd
On pose
E˜[N ],δ =

Eis[N ],δ dans Ωis
χEcd[N ],δ dans O
0 dans Ωcd \ O
(7.11)
En particulier, on a
E˜[N ],δ = E[N ],δ dans Ωis ∪O′ . (7.12)
D’apre`s (7.9), on a
E˜
is
[N ],δ ∈ Hs−N(Ωis) et E˜
cd
[N ],δ ∈ Hs−N−
1
2 (Ωcd) . (7.13)
7.2.3 Etude des restes
On rappelle que Eδ ∈ XT(Ω, δ) ∩ PHs(Ω) de´signe une solution forte des e´quations
(7.1) associe´e a` une donne´e F ∈ Hs−2(Ω) ou` s " 2 .
De´ﬁnition 7.3 Pour tout m ∈ !0, ⌊s⌋ − 2", on note Rm,δ = Eδ − E˜[m],δ le reste d’ordre
m, ou` E˜[m],δ est de´ﬁni par sous-domaines par les relations (7.11).
Par de´ﬁnition, et d’apre`s la relation (7.12), il vient
Rism,δ = E
is
δ − Eis[m],δ dans Ωis
Rcdm,δ = E
cd
δ − Ecd[m],δ dans O′
Rcdm,δ = E
cd
δ dans Ωcd \ O
(7.14)
De plus, d’apre`s (7.13), on a
Rism,δ ∈ Hs−m(Ωis) et Rcdm,δ ∈ Hs−m−
1
2 (Ωcd) . (7.15)
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Les restes Rm,δ ve´riﬁent des relations naturelles, pre´cise´es dans la proposition 7.4 ci-
dessous. On introduit pre´alablement l’ope´rateurRN , pour N ∈ N, de´ﬁni par la relation
RN (yβ, Y3; δ; ∂β, ∂3) :=
∑
p+q≤2
bN,p,q(yβ, Y3; δ)∂
p
β∂
q
Y3
ou` ‖bN,p,q(., .; δ)‖∞,Σ×I ≤ cNδN+1
de telle sorte que
δ−2
∞∑
n=0
δnLn = δ−2
N∑
n=0
δnLn + δ−2RN (yβ, Y3; δ; ∂β, ∂3) . (7.16)
Proposition 7.4 Sous l’hypothe`se spectrale 2.24, pour toutm ∈ !0, ⌊s⌋ − 2", on a
rot rotRism,δ − κ2Rism,δ = 0 dans Ωis
δ−2
∞∑
n=0
δnLn(Rcdm,δ) = δ
m−1L0Wcdm+1
−δm
m∑
k=2
δk−2
m∑
j=k
Lj(Wcdm−j+k)−
m∑
k=1
δk−2RmWcdk dans O′
δ−1
1∑
n=0
δnBn(Rcdm,δ) = rotR
is
m,δ × n + δmB0Wcdm+1 sur Σ
Rcdm,δ × n = Rism,δ × n sur Σ
rotRism,δ × n = 0 sur ∂Ω
(7.17)
De plus,
div[δ]Rcdm,δ = −δm+1
m∑
k=0
divm+1−k Wcdk +O(δ
m+2) dans O′ (7.18)
et sur Σ, on a
ε(δ)cdRcdm,δ · n = ε(δ)isRism,δ · n− ε(δ)isδm−1
1∑
k=0
(wcdm−k − E˜
is
m−k · n)δ1−k . (7.19)
PREUVE. D’apre`s (5.20), Eis0 ∈ XTN(Ωis) ve´riﬁe pour tout E′ ∈ XTN(Ωis)∫
Ωis
1
µ
(
rotEis0 · rot E¯′ − κ2 Eis0 · E¯′
)
dx =
∫
Ωis
Fis · E¯′ dx , (7.20)
et pour tout j " 1, Eisj ∈ X∂ΩT (Ωis) ve´riﬁe Eisj − ΦisΣ(Ecdj × n) ∈ XTN(Ωis) et
∀E′ ∈ XTN(Ωis) ,
∫
Ωis
(
rotEisj · rot E¯′ − κ2 Eisj · E¯′
)
dx = 0 . (7.21)
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Ainsi, Rism,δ ∈ X∂ΩT (Ωis) ve´riﬁe Rism,δ − ΦisΣ(Rcdm,δ × n) ∈ XTN(Ωis) et
∀E′ ∈ XTN(Ωis) ,
∫
Ωis
(
rotRism,δ · rot E¯′ − κ2 Rism,δ · E¯′
)
dx = 0 . (7.22)
Par une inte´gration par parties dans la relation (7.22), il vient
rot rotRism,δ − κ2Rism,δ = 0 dans Ωis
Rism,δ × n = Rcdm,δ × n sur Σ
rotRism,δ × n = 0 sur ∂Ω
(7.23)
On de´montre a` pre´sent la relation (7.17)2 : d’apre`s (7.3), on a
δ−2
∞∑
n=0
δnLnWcdδ (yα, Y3) = 0 si (yα, Y3) ∈ Ωδ .
Donc,
δ−2
∞∑
n=0
δnLn(Rcdm,δ) = −
m∑
k=0
δ−2
∞∑
n=0
δn+kLn(Wcdk ) si x ∈ O′. (7.24)
Ainsi, d’apre`s (7.16), il vient
δ−2
∞∑
n=0
δnLn(Rcdm,δ) = −
m∑
k=0
δ−2
N∑
n=0
δn+kLn(Wcdk )−
m∑
k=0
δk−2RNWcdk si x ∈ O′.
(7.25)
On pose N = m. Par construction des termes du de´veloppement asymptotique, on a
∀j ∈ !0, ⌊s⌋ − 2",
j∑
l=0
Lj−l(Wcdl ) = 0 dans Ω0 . (7.26)
Ainsi, les termes de la premie`re somme du membre de droite dans (7.25) qui sont des
facteurs de δj , pour j ! m− 2, s’annulent :
m∑
k=0
δ−2
N∑
n=0
δn+kLn(Wcdk ) = δ
−2
m∑
k=1
δm+k
m∑
j=k
Lj(Wcdm−j+k) (7.27)
de sorte que
m∑
k=0
δ−2
N∑
n=0
δn+kLn(Wcdk ) = δ
m−1
m∑
j=1
Lj(Wcdm−j+1) + δ
m
m∑
k=2
δk−2
m∑
j=k
Lj(Wcdm−j+k)
(7.28)
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soit encore, d’apre`s (7.26), il vient
m∑
k=0
δ−2
N∑
n=0
δn+kLn(Wcdk ) = −δm−1L0Wcdm+1 + δm
m∑
k=2
δk−2
m∑
j=k
Lj(Wcdm−j+k) . (7.29)
De plus, Wcd0 = 0, donc
−
m∑
k=0
δk−2RmWcdk = −
m∑
k=1
δk−2RmWcdk . (7.30)
Par suite, on a la relation suivante dansO′
δ−2
∞∑
n=0
δnLn(Rcdm,δ) = δ
m−1L0Wcdm+1−δm
m∑
k=2
δk−2
m∑
j=k
Lj(Wcdm−j+k)−
m∑
k=1
δk−2RmWcdk .
(7.31)
On de´montre a` pre´sent la relation suivante :
δ−1
1∑
n=0
δnBn(Rcdm,δ) = rotR
is
m,δ × n + δmB0Wcdm+1 sur Σ . (7.32)
On a
δ−1
1∑
n=0
δnBn(Rcdm,δ) = δ
−1
1∑
n=0
δnBn(Wcdδ )− δ−1
m∑
k=0
δk(B0Wcdk + δB
1Wcdk ) (7.33)
et
rotRism,δ × n = rotEisδ × n−
m∑
k=0
δk rotEisk × n sur Σ . (7.34)
Or, d’apre`s (7.4), on a
δ−1
1∑
n=0
δnBnWcdδ = rotE
is
δ × n sur Σ
et par construction du de´veloppement asymptotique, pour k = 2, · · · , m+ 1, on a
B0Wcdk + B
1Wcdk−1 = rotE
is
k−1 × n sur Σ . (7.35)
De plus, wcd1 = 0, de sorte que
B0Wcd1 = rotE
is
δ × n sur Σ . (7.36)
D’apre`s (7.33) et (7.34), on en de´duit la relation (7.32). La relation (7.19) est une conse´quence
des relations de compatibilite´s (5.60) sur la divergence. #
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Remarque 7.5 (i) D’apre`s (4.76), il vient
L0Wcdm+1 =
(−∂23Wcdm+1 − iκ2Wcdm+1
−iκ2wcdm+1
)
donc, d’apre`s (7.6), on a
L0Wcdm+1 ∈ Hs−m−
3
2
(
Σ, C∞(I)) ⊂ H 12 (Σ, C∞(I)) (7.37)
car s−m " 2.
(ii) De meˆme, d’apre`s (4.30), on a
B0Wcdm+1 = ∂3Wcdm+1 ∈ H
1
2
(
Σ) . (7.38)
Remarque 7.6 Le terme δ−2
∞∑
n=0
δnLn(Rcdm,δ) satisfait aussi une relation similaire a` (7.17)2
en O(δm−1) dans O \ O′ . En effet, Rcdm,δ = Ecdδ − χEcd[m],δ dans O de sorte que
δ−2
∞∑
n=0
δnLn(Rcdm,δ) = −L[δ](χEcd[m],δ) dans O .
De plus, les termes Wcdk sont des exponentielles de´croissantes en Y3 dans Ω0, et donc
par line´arite´ Ecd[m],δ aussi. Par suite, L[δ](χE
cd
[m],δ) = O(δ
m−1) dans O.
7.3 Estimations des restes
Dans cette dernie`re section, on pre´sente et on de´montre des estimations des restes
Rm,δ (voir la de´ﬁnition 7.3) du de´veloppement asymptotique en puissances de δ. Le
point crucial de la de´monstration est l’estimation a priori (2.32) du chapitre 2 uniforme
en δ.
7.3.1 Terme correcteur
On ne peut pas appliquer l’estimation a priori (2.32) au termeRm,δ, a` cause du de´faut
de continuite´ des termes rotRm,δ × n et ε(δ)Rm,δ · n a` l’interface Σ, voir les relations
(7.17)3 et (7.19). Dans cette sous-section, on construit un terme correcteurCm,δ a` support
dans le domaine Ωis tel que l’on puisse appliquer l’estimation a priori (2.32) au terme
um,δ = Rm,δ − Cm,δ .
Proposition 7.7 Soient s " 2 et F ∈ Hs−2(Ω) a` support dans Ωis tel que div F = 0 dans
Ω. Sous l’hypothe`se spectrale 2.24, pour tout m ∈ !0, ⌊s⌋ − 2", il existe Cm,δ ∈ H2(Ω)
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a` support dans Ωis tel que si on de´ﬁnit um,δ := Rm,δ − Cm,δ, alors :
um,δ ∈ XT(Ω, δ) ve´riﬁe
∀E′ ∈ XT(Ω, δ),
∫
Ω
(
1
µ
rot um,δ · rot E¯′−κ2ε(δ) um,δ · E¯′)dx =
∫
Ω
Fm,δ · E¯′dx (7.39)
et
div
(
ε(δ) um,δ
)
= − 1
κ2
div Fm,δ dans L
2(Ω)
ou` Fm,δ ∈ H0(div,Ω) est de´ﬁni par sous-domaines de la fac¸on suivante
µFism,δ = − rot rotCism,δ + κ2Cism,δ dans Ωis
et
µFcdm,δ = rot rotR
cd
m,δ − κ2(1 +
i
δ2
)Rcdm,δ dans Ωcd .
De plus, il existe une constante Cm > 0 inde´pendante de δ telle que
‖Cm,δ‖2,Ω ! Cmδm−1 . (7.40)
PREUVE. Soit Cm,δ ∈ H2(Ω) a` support dans le domaine Ωis et um,δ := Rm,δ −Cm,δ, ou`
Rm,δ satisfait la de´ﬁnition 7.3. D’apre`s la proposition 7.4, il vient
ucdm,δ × n = uism,δ × n + Cism,δ × n Σ
δ−1
1∑
n=0
δnBn(ucdm,δ) = rotu
is
m,δ × n + δmB0Wcdm+1 + rotCism,δ × n Σ
(1 + i
δ2
)ucdm,δ · n = uism,δ · n +
1∑
k=0
(wcdm−k − E˜
is
m−k · n)δm−k − Cism,δ · n Σ
rotuism,δ × n = − rotCism,δ × n ∂Ω
(7.41)
D’apre`s la relation (7.38), voir remarque 7.5 (ii), on a
∂3Wcdm+1
∣∣
Σ
∈ H 12 (Σ) . (7.42)
On de´ﬁnit sur Σ
Hm,δ := −δm∂3Wcdm+1 et gm,δ :=
1∑
k=0
(wcdm−k − E˜
is
m−k · n)δm−k .
D’apre`s (7.42) et (7.7), on a respectivement
Hm,δ ∈ H 12 (Σ) et gm,δ ∈ H 32 (Σ) .
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On construit le terme correcteur Cm,δ en relevant les traces de Hm,δ et gm,δ sur Σ de la
fac¸on suivante : il existe Cm,δ ∈ H2(Ω) a` support dans le domaine Ωis tel que
Cism,δ × n = 0 sur Σ
Cism,δ · n = gm,δ sur Σ
∂3C
is
m,δ = Hm,δ sur Σ
∂3C
is
m,δ = 0 sur ∂Ω
(7.43)
et il existe Cm > 0 inde´pendante de δ tel que
‖Cm,δ‖2,Ω ! Cm(‖Hm,δ‖ 1
2
,Σ + ‖gm,δ‖ 3
2
,Σ) . (7.44)
Par de´ﬁnition de Hm,δ et gm,δ ceci prouve l’estimation (7.40). Par re´gularite´ du terme
Rm,δ, voir (7.15), il vient :
uism,δ ∈ H2(Ωis) et ucdm,δ ∈ H
3
2 (Ωcd) . (7.45)
De plus, d’apre`s la proposition 7.4 et les relations (7.41), il vient
rot rotuism,δ − κ2uism,δ = µFism,δ dans Ωis
rot rotucdm,δ − κ2(1 + iδ2 )ucdm,δ = µFcdm,δ dans Ωcd
δ−1
1∑
n=0
δnBn(ucdm,δ) = rot u
is
m,δ × n sur Σ
ucdm,δ × n = uism,δ × n sur Σ
rotuism,δ × n = 0 sur ∂Ω
(7.46)
ou`
µFism,δ = − rot rotCism,δ + κ2Cism,δ dans Ωis (7.47)
et
µFcdm,δ = rot rotR
cd
m,δ − κ2(1 +
i
δ2
)Rcdm,δ dans Ωcd . (7.48)
D’apre`s la proposition 2.15, on en de´duit que um,δ ve´riﬁe la relation
1
µ
rot rotum,δ − κ2 ε(δ) um,δ = Fm,δ dans Ω (7.49)
au sens des distributions. Par inte´grations par partie, il vient
∀E′ ∈ XT(Ω, δ),
∫
Ω
(
1
µ
rotum,δ ·rot E¯′−κ2ε(δ) um,δ ·E¯′)dx =
∫
Ω
Fm,δ ·E¯′dx . (7.50)
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De plus, d’apre`s (7.49), puisque κ > 0, il vient
div
(
ε(δ) um,δ
)
= − 1
κ2
div Fm,δ dans Ω (7.51)
au sens des distributions. Enﬁn, on de´montre que ε(δ)um,δ ∈ H(div,Ω) : vu la re´gularite´
de um,δ par sous-domaines, voir (7.45), il sufﬁt de prouver que
[ε(δ)um,δ · n]Σ = 0 ,
ce qui est une conse´quence des relations (7.41)3 et (7.43)2. Ainsi, la relation (7.51) est
vraie dans L2(Ω). Enﬁn, on a Cism,δ · n = 0 sur ∂Ω, et donc Fism,δ · n = 0 sur ∂Ω . #
Remarque 7.8 D’apre`s la proposition 7.4, il vient dans O′
µFcdm,δ = δ
m−1L0Wcdm+1 − δm
m∑
k=2
δk−2
m∑
j=k
Lj(Wcdm−j+k)−
m∑
k=1
δk−2RmWcdk . (7.52)
7.3.2 Estimations des restes
Le re´sultat principal de ce chapitre est le suivant.
The´ore`me 7.9 Soient s " 2 et F ∈ Hs−2(Ω) a` support dans Ωis tel que div F = 0 dans
Ω. Sous l’hypothe`se spectrale 2.24, pour tout m = 0, · · · , ⌊s⌋ − 2, la solution Eδ du
proble`me (7.1) admet le de´veloppement asymptotique suivant
Eδ =
m∑
j=0
Ejδ
j + Rm,δ ou` Ej
∣∣
Ωis
= Eisj et Ej
∣∣
O(x, δ) = W
cd
j (yα,
h
δ
)
et le reste Rm,δ d’ordrem satisfait l’estimation suivante pour δ ∈ (0, δ0) :
‖ rotRm,δ‖0,Ω + ‖ div ε(δ)Rm,δ‖0,Ω + ‖Rm,δ‖0,Ω + 1
δ
‖Rcdm,δ‖0,Ωcd ! Cmδm−1 (7.53)
ou` Cm > 0 est une constante inde´pendante de δ .
PREUVE. On peut appliquer l’estimation a priori (2.32) du the´ore`me 2.25 au terme um,δ
de´ﬁni dans la proposition 7.7 ; on a pour δ ∈ (0, δ0)
‖ rotum,δ‖0,Ω + ‖ div ε(δ)um,δ‖0,Ω + ‖um,δ‖0,Ω + 1
δ
‖ucdm,δ‖0,Ωcd ! Cm‖Fm,δ‖H(div,Ω)
(7.54)
ou` Cm est inde´pendante de δ et ou` Fm,δ est de´ﬁni par sous domaines a` partir des relations
(7.47) et (7.48). Or, d’apre`s (7.15), on a
Rism,δ ∈ H2(Ωis) et Rcdm,δ ∈ H
3
2 (Ωcd) (7.55)
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car s−m " 2. Par une ine´galite´ triangulaire, il vient
‖ rotRm,δ‖0,Ω + ‖ div ε(δ)Rm,δ‖0,Ω + ‖Rm,δ‖0,Ω + 1
δ
‖Rm,δ‖0,Ωcd !
Cm
(‖Fm,δ‖H(div,Ω) + ‖ rotCm,δ‖0,Ω + ‖ div ε(δ)isCism,δ‖0,Ωis + ‖Cm,δ‖0,Ω) . (7.56)
De plus, d’apre`s la relation (7.52), il vient
‖Fm,δ‖0,Ω $ δm−1 . (7.57)
On de´montre a` pre´sent l’estimation suivante
‖ div Fm,δ‖0,Ω $ δm−1 . (7.58)
Par de´ﬁnition de Fm,δ, voir la proposition 7.7, on a
div Fism,δ =
κ2
µ
div Cm,δ dans Ωis
div Fcdm,δ = −κ
2
µ
(1 + i
δ2
) div Rcdm,δ dans Ωcd
(7.59)
D’apre`s l’estimation (7.40), il vient
‖ div Fism,δ‖1,Ωis ! Cmδm−1 .
D’apre`s (7.55), on a div Rcdm,δ ∈ L2(Ωcd), donc d’apre`s (7.59), il vient div Fcdm,δ ∈
L2(Ωcd) et
‖ div Fcdm,δ‖0,Ωcd $ |1 +
i
δ2
|‖ divRcdm,δ‖0,Ωcd .
De plus, d’apre`s l’identite´ (7.18) on a l’estimation
‖ div Rcdm,δ‖0,Ωcd $ δm+1 .
On en de´duit l’estimation (7.58). Enﬁn, d’apre`s l’estimation (7.40), il vient
‖ rotCm,δ‖0,Ω + ‖ div ε(δ)isCism,δ‖0,Ωis + ‖Cm,δ‖0,Ω $ δm−1 . (7.60)
D’apre`s les relations (7.57), (7.58) et (7.60), on en de´duit l’estimation (7.53). #
Remarque 7.10 On peut de´montrer des estimations en puissances de δ similaires a`
(7.53) pour les restes du de´veloppement asymptotique du champ magne´tique.
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7.3.3 Estimations optimales des restes
Aﬁn d’obtenir des estimations optimales des restes du de´veloppement asymptotique,
on utilise les estimations suivantes, voir [25] pour des re´sultats similaires.
Lemme 7.11 Soient s " 2 et F ∈ Hs−2(Ω) a` support dans Ωis tel que div F = 0 dans Ω.
Il existe une constanteC > 0 inde´pendante de δ telle que pour toutm = 0, · · · , ⌊s⌋−2,
on a
‖Eism‖H(rot,Ωis) ! C (7.61)
et
‖χEcdm‖0,Ωcd ! Cδ
1
2 et ‖χEcdm‖H(rot,Ωcd) ! Cδ−
1
2 . (7.62)
PREUVE. D’apre`s la proposition 5.14, on a
Eisk = Ris ◦ Tk(Eis0 )
ou`Ris ◦ Tk est un ope´rateur continu
Ris ◦ Tk : Hs(Ωis) → Hs−k(Ωis) .
On en de´duit l’estimation (7.61). Les estimations (7.62) s’obtiennent par le changement
de variable Y3 =
h
δ
dans les inte´grales a` partir de la relation
Ecdm(x, δ) = W
cd
m(yα,
h
δ
) si x ∈ O
en utilisant que les termes Wcdm(yα,
h
δ
) sont exponentiellement de´croissants en Y3 =
h
δ
uniforme´ment en yα. #
On de´duit du the´ore`me 7.9 des estimations optimales des restes. Ceci fait l’objet du
re´sultat suivant.
Corollaire 7.12 Soient s " 4 et F ∈ Hs−2(Ω) a` support dans Ωis tel que div F = 0
dans Ω. Sous l’hypothe`se spectrale 2.24, il existe δ0 > 0 assez petit, tel que pour tout
δ ∈ (0, δ0), pour toutm = 0, · · · , ⌊s⌋− 2, le reste Rm,δ du de´veloppement asymptotique
satisfait les estimations suivantes
‖Rcdm,δ‖H(rot,Ωcd) ! Cm+2 δm+
1
2 et ‖Rism,δ‖H(rot,Ωis) ! Cm+2 δm+1 (7.63)
ou` Cm+2 > 0 est une constante inde´pendante de δ .
PREUVE. Par de´ﬁnition des restes, on a
Rcdm+2,δ = R
cd
m,δ + δ
m+1χEcdm+1 + δ
m+2χEcdm+2 dans Ωcd .
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Or, d’apre`s le the´ore`me 7.9, pour δ ∈ (0, δ0), il vient
‖Rcdm+2,δ‖H(rot,Ωcd) ! Cm+2 δm+1
ou` Cm+2 est une constante inde´pendante de δ. D’apre`s l’estimation (7.62), on en de´duit
la premie`re estimation dans (7.63). Pour de´montrer la seconde estimation dans (7.63),
on e´crit encore
Rism+2,δ = R
cd
m,δ + δ
m+1Eism+1 + δ
m+2Eism+2 dans Ωis .
D’apre`s l’estimation du the´ore`me 7.9 applique´e a` Rm+2 et l’estimation (7.61), on en
de´duit le re´sultat. #
Chapitre 8
Calculs e´le´ments ﬁnis en conﬁguration
axisyme´trique
8.1 Introduction
Dans ce huitie`me chapitre, on pre´sente des calculs nume´riques en ge´ome´trie cy-
lindrique, sphe´rique et sphe´roı¨dale pour le champ magne´tique qui mettent en e´vidence
l’effet de peau par la de´croissance exponentielle du champ magne´tique pre`s de la surface
du conducteur ainsi que l’inﬂuence de la ge´ome´trie de l’interface sur la manifestation
de ce phe´nome`ne. La pre´cision des formules the´oriques du de´veloppement asympto-
tique calcule´ au chapitre 6 pour le champ magne´tique nous ame`ne a` rede´ﬁnir la notion
d’e´paisseur de peau.
Le plan de ce chapitre est le suivant. Au paragraphe 8.2, on rappelle le proble`me
e´tudie´ pour le champ magne´tique et la notion de domaine me´ridien en conﬁguration
ge´ome´trique axisyme´trique. Pour une donne´e du proble`me axisyme´trique et orthora-
diale, on se rame`ne a` l’e´tude d’un proble`me scalaire pose´ pour la composante ortho-
radiale du champ magne´tique. Au paragraphe 8.3, on pre´sente des calculs de simula-
tions nume´riques qu’on compare avec des calculs issus de techniques asymptotiques en
conﬁguration cylindrique. Les re´sultats obtenus par ces deux approches sont cohe´rents.
L’objet de la section suivante 8.4 est la pre´sentation de calculs et re´sultats similaires en
conﬁguration sphe´rique. Enﬁn, on pre´sente au paragraphe 8.5 des calculs the´oriques et
nume´riques en ge´ome´trie ellipsoı¨dale.
8.2 Axisyme´trie
On rappelle le proble`me 3D auquel on s’inte´resse pour le champ magne´tique, voir le
paragraphe 6.4.1. La formulation variationnelle pour le champ magne´tiqueHδ ∈ XN(Ω)
est la suivante
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Trouver Hδ ∈ XN(Ω) tel que pour tout K ∈ XN(Ω)∫
Ω
(− 1
ε(δ)
rotHδ · rot K¯ + κ2µHδ · K¯
)
dx =
1
iκ
∫
Ω
rot
1
ε(δ)
F · K¯ dx . (8.1)
8.2.1 Domaine axisyme´trique
Dans ce paragraphe, on introduit la notion de domaineme´ridien associe´ a` un domaine
axisyme´trique, voir [9, p.11-19]. A un point x = (x1, x2, x3) ∈ R3, on associe ses
coordonne´es cylindriques (r, θ, z) ∈ R+×]− π, π]× R de´ﬁnies par
r =
√
x21 + x
2
2 , θ =
{ − arccos x1
r
, si x2 < 0,
arccos x1
r
, si x2 ≥ 0. et z = x3 .
On suppose que Ω et Ωcd sont des domaines axisyme´triques re´guliers. On note Ω
m le
domaine me´ridien de Ω dans le demi-plan (r, z). Ainsi, le domaine Ω est l’image du
domaine Ωm par une rotation d’axe {r = 0} et d’angle 2π :
Ω = {x ∈ R3|(r, z) ∈ Ωm, θ ∈ T} ,
ou` T de´signe le tore ] − π, π]. De meˆme, on note Ωm
cd
(respectivement Ωm
is
) le domaine
me´ridien de Ωcd (respectivementΩis), voir la Figure 1. Soit Γ0 l’inte´rieur de ∂Ω
m∩{r =
0} et Γ = ∂Ωm \ Γ0. Alors, on a
∂Ωm = Γ ∪ Γ0
et ∂Ω est l’image de Γ par une rotation d’axe {r = 0} et d’angle 2π. Soient Γcd0 l’inte´rieur
du segment ∂Ωm
cd
∩ {r = 0} et Σm = ∂Ωm
cd
\Γcd0 l’interface du domaine me´ridien. Ainsi,
l’interface Σ est l’image de Σm par une rotation d’axe {r = 0} et d’angle 2π :
Σ = {x ∈ R3|(r, z) ∈ Σm, θ ∈ T} .
Par suite, le domaine me´ridien d’e´tude Ωm admet la de´composition suivante
Ωm = Ωm
cd
∪ Ωm
is
∪ Σm .
On noteA etB les sommets de la courbe Σm sur l’axe {r = 0}. SiM ∈ {A,B}, on note
ωM l’angle forme´ par la tangente a` la courbe Σ
m et l’axe {r = 0} au point M . Dans la
suite, on suppose que ωA = ωB =
π
2
. De plus, on suppose que les courbes Σm et Γ sont
re´gulie`res.
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O
B
A
r
z
Ωm
cd
Ωm
is
Γ
Γ0
Σm
Figure 1 – Le domaine me´ridien Ωm
Pour toute fonction scalaire u, on pose uˆ(r, θ, z) = u(x). Pour tout champ vectoriel
u = (u1, u2, u3), on note (ur, uθ, uz) ses composantes cylindriques, de sorte que
ur = u1 cos θ + u2 sin θ , uθ = −u1 sin θ + u2 cos θ et uz = u3 .
On note enﬁn uˆ = (ur, uθ, uz). En particulier, si H de´signe le champ magne´tique, on
note Hˆ = (Hr, Hθ, Hz) ses composantes cylindriques. La relation suivante exprime le
rotationnel en coordonne´es et composantes cylindriques de u,
(rotu)r =
1
r
∂θuz − ∂zuθ
(rotu)θ = ∂zur − ∂ruz
(rotu)z = ∂ruθ +
1
r
uθ − 1r∂θur
(8.2)
On le note par la suite rotr,θ,z uˆ .
8.2.2 Conditions de transmission en axisyme´trie
Dans la suite de ce chapitre, Hδ de´signe une solution du proble`me variationnel (8.1).
On de´termine a` pre´sent les conditions de transmission de Hˆδ a` travers l’interface Σ. Le
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vecteur normal unitaire n sur Σ rentrant dans Ωcd s’e´crit (n1, n2, n3) en coordonne´es
carte´siennes. Le domaine Ωcd est axisyme´trique, donc nθ = 0 et le vecteur normal uni-
taire correspondant s’e´crit en cylindrique nˆ = (nr, 0, nz). On en de´duit
uˆ× nˆ =
 uθ nruz nr − ur nz
−uθ nz
 . (8.3)
La proposition suivante fournit les conditions de transmission surΣ des composantes
cylindriques du champ magne´tique.
Proposition 8.1 Soit F ∈ L2(Ω) tel que 1
ε(δ)
F ∈ H(rot,Ω). Soit Hδ ∈ XN(Ω) une
solution du proble`me (8.1) associe´ a` la donne´e F. Alors, on a
[
1
ε(δ)
(∂zHr − ∂rHz)
]
Σ
= 0[
1
ε(δ)
(
nr(∂rHθ +
1
r
Hθ − 1r∂θHr)− nz(1r∂θHz − ∂zHθ)
)]
Σ
= 0[
Hˆδ
]
Σ
= 0
Remarque 8.2 (i) La premie`re condition de transmission de la proposition 8.1 s’e´crit
∂zH
is
r − ∂rH isz =
1
1 + i
δ2
(∂zH
cd
r − ∂rHcdz ) sur Σ .
(ii) La seconde condition de transmission de la proposition 8.1 s’e´crit
nr(∂rH
is
θ +
1
r
H isθ −
1
r
∂θH
is
r )− nz(
1
r
∂θH
is
z − ∂zH isθ ) =
1
1 + i
δ2
[
nr(∂rH
cd
θ +
1
r
Hcdθ −
1
r
∂θH
cd
r )− nz(
1
r
∂θH
cd
z − ∂zHcdθ )
]
sur Σ . (8.4)
8.2.3 Proble`me avec donne´e axisyme´trique
Pour simpliﬁer les notations, on pose fˆ(r, θ, z) = − 1
iκ
rot 1
ε(δ)
F. Dans la suite de
ce chapitre, on suppose que la donne´e fˆ(r, θ, z) du proble`me (8.1) est inde´pendante de
θ. Sous l’hypothe`se spectrale 2.24, et pour δ assez petit, le proble`me variationnel (8.1)
admet une unique solution Hˆδ(r, θ, z). Alors, par 2π-pe´riodicite´ des composantes cylin-
driques, Hˆδ(r, θ, z) est aussi inde´pendante de θ. Ce re´sultat fait l’objet de la proposition
suivante.
Proposition 8.3 On suppose que la donne´e fˆ(r, θ, z) du proble`me (8.1) est inde´pendante
de θ. Alors, sous l’hypothe`se spectrale 2.24, pour δ assez petit, la solution Hˆδ du proble`me
(8.1) associe´e a` fˆ est inde´pendante de θ.
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PREUVE. Soit θ0 ∈]−π, π]. On de´montre que Hˆδ(r, θ+ θ0, z) = Hˆδ(r, θ, z). Pour toute
fonction h 2π-pe´riodique, on a∫ 2π
0
h(θ + θ0)dθ =
∫ 2π
0
h(θ)dθ . (8.5)
SoitK ∈ H(rot,Ω). Les composantes cylindriques d’un champ vectoriel sont par de´ﬁnition
2π-pe´riodique, donc d’apre`s la relation (8.5), il vient∫ 2π
0
∫
Ωm
1
ε(δ)
rotr,θ,z Hˆδ(r, θ + θ0, z) · rotr,θ,z ¯ˆK rdrdzdθ =∫ 2π
0
∫
Ωm
1
ε(δ)
rotr,θ,z Hˆδ · rotr,θ,z ¯ˆK(r, θ − θ0, z) rdrdzdθ . (8.6)
Or, Hˆδ(r, θ, z) est solution de (8.1) donc∫ 2π
0
∫
Ωm
1
ε(δ)
rotr,θ,z Hˆδ · rotr,θ,z ¯ˆK(r, θ − θ0, z) rdrdzdθ =∫ 2π
0
∫
Ωm
(fˆ + κ2Hˆδ) · ¯ˆK(r, θ − θ0, z) rdrdzdθ . (8.7)
De plus, toujours d’apre`s (8.5), on a∫ 2π
0
∫
Ωm
(fˆ + κ2Hˆδ) · ¯ˆK(r, θ − θ0, z) rdrdzdθ =∫ 2π
0
∫
Ωm
(
fˆ(r, θ + θ0, z) + κ
2Hˆδ(r, θ + θ0, z)
) · ¯ˆK(r, θ, z) rdrdzdθ . (8.8)
Par hypothe`se, fˆ(r, θ, z) est inde´pendant de θ, donc∫ 2π
0
∫
Ωm
(
fˆ(r, θ + θ0, z) + κ
2Hˆδ(r, θ + θ0, z)
) · ¯ˆK(r, θ, z) rdrdzdθ =∫ 2π
0
∫
Ωm
(
fˆ(r, θ, z) + κ2Hˆδ(r, θ + θ0, z)
) · ¯ˆK(r, θ, z) rdrdzdθ . (8.9)
Par suite, on a∫ 2π
0
∫
Ωm
( 1
ε(δ)
rotr,θ,z Hˆδ(r, θ+θ0, z) · rotr,θ,z ¯ˆK−κ2Hˆδ(r, θ+θ0, z) · ¯ˆK
)
rdrdzdθ =∫ 2π
0
∫
Ωm
fˆ(r, θ, z) · ¯ˆK(r, θ, z) rdrdzdθ . (8.10)
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Donc, Hˆδ(r, θ + θ0, z) est solution de (8.1). L’hypothe`se spectrale 2.24 assure l’unicite´
de la solution de (8.1), on en de´duit la relation Hˆδ(r, θ + θ0, z) = Hˆδ(r, θ, z). #
Ainsi, on se rame`ne a` re´soudre le proble`me 2D suivant :
Trouver Hˆδ(r, z) ∈ XN(Ω) tel que ∀Kˆ ∈ XN(Ω)∫
Ωm
(
1
ε(δ)
rotr,θ,z Hˆδ · rotr,θ,z ¯ˆK− κ2Hδ · ¯ˆK)rdrdz =
∫
Ωm
f · ¯ˆK rdrdz . (8.11)
De plus, les conditions de transmission du champ magne´tique sur Σ s’e´crivent
[
1
1+ i
δ2
(∂zHr − ∂rHz)
]
Σ
= 0[
1
1+ i
δ2
(nr(∂rHθ +
1
r
Hθ) + nz(∂zHθ))
]
Σ
= 0
[Hˆδ]Σ = 0
(8.12)
Ces conditions de transmission sur Σ s’e´crivent encore
(∂zH
is
r − ∂rH isz ) = 11+ i
δ2
(∂zH
cd
r − ∂rHcdz )
nr(∂rH
is
θ +
1
r
H isθ ) + nz(∂zH
is
θ ) =
1
1+ i
δ2
[
nr(∂rH
cd
θ +
1
r
Hcdθ ) + nz(∂zH
cd
θ )
]
Hˆ
is
δ = Hˆ
cd
δ
(8.13)
8.2.4 Proble`me avec donne´e axisyme´trique et orthoradiale
On s’inte´resse a` pre´sent au proble`me (8.11). Au paragraphe pre´ce´dent, on a suppose´
la donne´e fˆ = (fr, fθ, fz) axisyme´trique. On effectue a` pre´sent l’hypothe`se supple´mentaire
que fˆ est orthoradiale, i.e
fr = fz = 0 .
Proposition 8.4 On suppose que la donne´e fˆ = (fr, fθ, fz) du proble`me (8.11) est axi-
syme´trique et orthoradiale. Sous l’hypothe`se spectrale 2.24, on note Hˆδ(r, z) la solution
du proble`me (8.11) pour δ assez petit. Alors, ses composantes Hr et Hz sont nulles, i.e.
Hˆδ est orthoradial. De plus, les conditions de transmission sur Σ s’e´crivent
[
1
ε(δ)
(
nr(∂rHθ +
1
r
Hθ) + nz(∂zHθ)
)]
Σ
= 0[
Hθ
]
Σ
= 0
(8.14)
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PREUVE. D’apre`s (8.2), on a en coordonne´es cylindriques
(rot rot Hˆ)r = ∂r∂zHz − ∂2zHr − 1r2∂2θHr + 1r∂r∂θHθ + 1r2∂θHθ
(rot rot Hˆ)θ = −∂2rHθ −
1
r
∂rHθ − ∂2zHθ +
1
r2
Hθ +
1
r
∂r∂θHr − 1
r2
∂θHr +
1
r
∂z∂θHz
(rot rot Hˆ)z = ∂r∂zHr − ∂2rHz + 1r∂zHr − 1r∂rHz − 1r2∂2θHz + 1r∂z∂θHθ
voir [9, p.22-23]. D’apre`s la proposition 8.3, les composantes de Hˆδ(r, z) ve´riﬁent donc
les EDP suivantes dans Ωm au sens des distributions
1
ε(δ)
(
∂r∂zHz − ∂2zHr
)− κ2Hr = 0
1
ε(δ)
(− ∂2rHθ − 1r∂rHθ − ∂2zHθ + 1r2Hθ)− κ2Hθ = fθ
1
ε(δ)
(
∂r∂zHr − ∂2rHz + 1r∂zHr − 1r∂rHz
)− κ2Hz = 0
Ce proble`me est de´couple´ en (Hr, Hz) etHθ. Par unicite´ de la solution de (8.11), il vient
Hr = Hz = 0 dans Ω
m et Hθ satisfait l’e´quation
1
ε(δ)
(− ∂2rHθ − 1r∂rHθ − ∂2zHθ + 1r2Hθ)− κ2Hθ = fθ dans Ωm .
#
Remarque 8.5 La premie`re condition de transmission de la proposition 8.4 s’e´crit
nr(∂rH
is
θ +
1
r
H isθ ) + nz(∂zH
is
θ ) =
1
1 + i
δ2
[
nr(∂rH
cd
θ +
1
r
Hcdθ ) + nz(∂zH
cd
θ )
]
sur Σ .
Dans la suite, on note simplement Hδ la composante orthoradiale de la solution du
proble`me (8.11). On pre´cise a` pre´sent la nature de Hδ. On introduit au pre´alable des
espaces de Sobolev a` poids. Pour α ∈ R, l’espace L2α(Ωm) est de´ﬁni comme l’ensemble
des fonctions mesurables v tel que
‖v‖2L2α(Ωm) =
∫
Ωm
|v|2 rαdrdz < +∞.
On de´ﬁnit les espaces de Sobolev a` poids associe´s au proble`me axisyme´trique (8.11).
De´ﬁnition 8.6 Pourm ∈ N,
Hm1 (Ω
m) = {v ∈ L21(Ωm) | ∂lr∂m−lz v ∈ L21(Ωm), l ∈ !0, m"},
Vm1 (Ω
m) = {v ∈ Hm1 (Ωm) | ∂lrv|Γ0 = 0, 0 ! l < m− 1, ∂m−1r v ∈ L2−1(Ωm)},
V11(Ω
m) = {v ∈ H11(Ωm) | v ∈ L2−1(Ωm)},
V 11,Γ(Ω
m) = {v ∈ V11(Ωm) | v = 0 sur Γ}.
170 CHAPITRE 8. CALCULS E´LE´MENTS FINIS
Remarque 8.7 Si u ∈ V11(Ωm), alors u = 0 sur Γ0, voir [9, Remark II.1.1].
On de´ﬁnit aussi les espaces de traces sur Σ associe´s aux espaces L21(Ω
m) et H11(Ω
m) .
De´ﬁnition 8.8 L’espace H
− 1
2
1 (Σ), respectivement H
1
2
1 (Σ), de´signe l’espace des traces
Dirichlet de L21(Ω
m), respectivement H11(Ω
m) sur Σ .
La formulation variationnelle (8.11) sous les hypothe`ses pre´ce´dentes s’e´crit alors en
composante orthoradiale, voir [9, (II.4.14)]
Trouver u = Hδ ∈ V 11,Γ(Ωm) tel que ∀v ∈ V 11,Γ(Ωm),∫
Ωm
1
ε(δ)
(
∂zu∂z v¯ +
1
r
∂r(ru)
1
r
∂r(rv¯)
)
rdrdz − κ2
∫
Ωm
uv¯ rdrdz
=
∫
Ωm
f v¯ rdrdz . (8.15)
8.3 Ge´ome´trie axisyme´trique et cylindrique
Dans ces trois dernie`res parties, on pre´sente des re´sultats de simulations nume´riques
du champmagne´tique en ge´ome´trie axisyme´trique (cylindrique, sphe´rique et sphe´roı¨dale).
Les calculs nume´riques mettent en e´vidence la de´croissance exponentielle du champ
magne´tique a` la surface du conducteur ainsi que l’inﬂuence de la ge´ome´trie de l’inter-
face sur la manifestation du phe´nome`ne de l’effet de peau, voir le paragraphe 8.3.3. Le
parame`tre carate´ristique ℓ(σ) associe´ a` ce phe´nome`ne et re´fe´rence´ dans la litte´rature est
de´ﬁni ci-dessous.
De´ﬁnition 8.9 Dans un mode`le unidimensionnel de l’effet de peau ou` le conducteur de
conductivite´ σ est mode´lise´ par un demi-espace, l’e´paisseur de peau caracte´ristique ℓ(σ)
de´ﬁnie par
ℓ(σ) =
√
2
ωµ0σ
est la distance a` l’interface plane pour laquelle l’amplitude de l’onde plane e´lectromagne´-
tique a diminue´ d’un facteur e par rapport a` son amplitude a` l’interface.
Le tableau suivant regroupe les valeurs de l’e´paisseur de peau ℓ(σ) pour σ ∈ {5, 20, 80}
et pour une pulsation ω = 3.107 Hz.
σ 5 20 80
ℓ(σ) (cm) 10.3 5.15 2.58
En explicitant les formules the´oriques du de´veloppement asymptotique dans chacune
de ces ge´ome´tries, on va mettre en e´vidence l’inﬂuence de la courbure moyenne de
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l’interface sur la manifestation de l’effet de peau. Aﬁn de ge´ne´raliser le parame`tre ℓ(σ) a`
notre mode`le de l’effet de peau en conﬁguration axisyme´trique, on de´ﬁnit une longueur
caracte´ristique et intrinse`queL(σ) ou` l’amplitude du champ magne´tique a diminue´ d’un
taux ﬁxe, par la relation suivante
L(σ) = ℓ(σ)
1−H ℓ(σ) ,
pour σ assez grand tel que 1−H ℓ(σ) > 0, ou`H de´signe la courbure moyenne de l’inter-
face. D’un point de vue physique, cette relation signiﬁe que l’effet de peau se manifeste
d’autant plus pre`s de la surface du conducteur ou` la courbure moyenne de l’interface est
e´leve´e. Des re´gressions line´aires a` partir d’extractions nume´riques sur les simulations
nume´riques de l’effet de peau montrent que les pentes nume´riques sous-jacentes sont
cohe´rentes avec les pentes homologues obtenues par des techniques asymptotiques et
inversement proportionnelles a` l’e´paisseur de peau L(σ) .
Ge´ome´trie cylindrique
Dans la suite de ce paragraphe, on suppose que Ωcd et Ω sont deux cylindres co-
axiaux, de rayons respectifs r0 et r1, voir Figure 2 ci-dessous ou` on a dessine´ les do-
maines me´ridiens correspondants Ωm
cd
et Ωm dans le demi-plan (r, z). On rappelle que
(r, θ, z) de´signent les coordonne´es cylindriques, voir le paragraphe 8.2. On note (8er, 8eθ, 8ez)
la base de vecteurs coordonne´s associe´e aux coordonne´es (r, θ, z). Dans cette partie, on
met en e´vidence la de´croissance exponentielle du champ magne´tique dans la direction
−8er normale a` l’interface Σm ∩ {r = r0} dans le domaine me´ridien conducteur Ωmcd.
On montre aussi l’inﬂuence de la courbure moyenne de l’interface sur le phe´nome`ne de
l’effet de peau.
172 CHAPITRE 8. CALCULS E´LE´MENTS FINIS
O r0 r1 r
z
Ωm
cd
Ωm
is
Γ
Σm
Figure 2 – Le domaine me´ridien Ωm
Calcul des composantes contravariantes du champ magne´tique H
Soit (yα) := (z, θ) un syste`me de coordonne´es locales sur l’interface Σ. Ce syste`me
induit une parame´trisation F de Σ, donne´e par F(z, θ) = (r0 cos θ, r0 sin θ, z). On de´ﬁnit
un voisinage tubulaire de Σ dans Ωcd comme l’imageO de l’application(
F(z, θ), h
) ,→ F(z, θ) + h n(F(z, θ))
de Σ × (0, h0) dans R3. Au voisinage des points de coordonne´es cylindriques (r0, θ, 0)
dans O, ou` θ ∈ T, on a ainsi un syste`me de coordonne´es normales
(yα, h) = (z, θ, h) ou` h = y3 = r0 − r ,
voir le chapitre 3. Les vecteurs coordonne´s issus de cette carte locale, et note´s Xi res-
pectivement, sont les suivants
X1 = 8ez, X2 = r 8eθ et X3 = −8er = n . (8.16)
Ainsi, les 1-formes de la base duale dyi sont
dy1 = 8e ∗z , dy
2 =
1
r
8e ∗θ et dy
3 = −8e ∗r . (8.17)
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Donc, les composantes covariantes de H dans la base (dy1, dy2, dy3) s’e´crivent
H1 = Hz, H2 = r Hθ et H3 = −Hr (8.18)
et les composantes contravariantes dans la base (X1, X2, X3) s’e´crivent
H1 = Hz, H2 =
1
r
Hθ et H3 = −Hr . (8.19)
Remarque 8.10 La base (8er,8eθ,8ez) est orthonorme´e, donc les composantes cylindriques
covariantes et contravariantes coı¨ncident, i.e.
Hr = H
r, Hθ = H
θ et Hz = H
z .
Calcul du tenseur de courbure bαβ
D’apre`s (8.16), la me´trique dans O associe´e a` ce syste`me de coordonne´es normales
est de´ﬁnie par (
gij(y3)
)
=
1 0 00 r2 0
0 0 1

et donc l’inverse du tenseur me´trique s’e´crit
(
gij(y3)
)
=
1 0 00 1
r2
0
0 0 1
 .
On calcule les courbures principales b11(h) et b
2
2(h) a` partir de la relation (3.11) qui s’e´crit
de la fac¸on suivante dans ces coordonne´es normales (z, θ, h = r0 − r) :
bαβ(h) =
1
2
∂rgαβ(h) . (8.20)
On en de´duit les coefﬁcients du tenseur de courbure bαβ(h) associe´ a` la varie´te´ Σh.
Proposition 8.11 Pour tout h ∈ [0, r0] tel que h = r0 − r, on a
b22(h) = r
b11(h) = 0
b12(h) = b21(h) = 0
(8.21)
174 CHAPITRE 8. CALCULS E´LE´MENTS FINIS
PREUVE. D’apre`s la relation (8.20), il vient
b22(h) = r
De meˆme, d’apre`s (8.20), on a
b11(h) = 0 et b21(h) = b21(h) = 0 .
#
En utilisant l’inverse du tenseur me´trique pour faire monter les indices, on en de´duit
l’expression des courbures principales. Ceci fait l’objet de la proposition suivante.
Proposition 8.12 Pour tout h ∈ [0, r0) tel que h = r0 − r, on a
b11(h) = 0
b22(h) =
1
r
b21(h) = b
1
2(h) = 0
(8.22)
8.3.1 Re´sultats the´oriques
On utilise ici une technique asymptotique pour mettre en e´vidence l’inﬂuence de
la ge´ome´trie de l’interface Σm sur la manifestation de l’effet de peau a` la surface du
domaine Ωm
cd
. On rappelle qu’on a calcule´ au chapitre 6 un de´veloppement asymptotique
du champ magne´tique Hδ solution du proble`me (8.1). Le petit parame`tre δ de´pend de la
conductivite´ σ du domaine Ωm et on a
δ(σ) =
√
ε0ω
σ
→ 0 lorsque σ →∞ ,
et l’e´paisseur de peau ℓ(σ) =
√
2
/
ωµ0σ. Pour mettre en e´vidence l’inﬂuence de la
ge´ome´trie de l’interface Σm sur l’effet de peau, on choisit comme approximation de Hδ
son de´veloppement asymptotique tronque´ a` l’ordre 1 et on note Hcd1 (δ) sa composante
surfacique. On a
Hcd1 (δ) = Hcd0 + δHcd1 .
En particulier, on noteHcdθ,1(δ) sa composante orthoradiale etHcdθ,j les proﬁls orthoradials,
de sorte que
Hcdθ,1(δ) = Hcdθ,0 + δHcdθ,1 . (8.23)
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Proposition 8.13 Lorsque σ →∞ et r0 − r est assez petit, on a le de´veloppement
log10 |Hcdθ,1(δ)
(
r0 − r0 − r
δ(σ)
)| = C + α(σ)(r0 − r) +O(δ, r0 − r) ,
ou`
α(σ) =
1
ln 10
(
H− 1
ℓ(σ)
)
,
H = 1
2r0
est la courbure moyenne sur l’interface Σm ∩ {r = r0} et C = log10 |Hisθ,0
∣∣
Σ
|.
La proposition 8.13 nous ame`ne a` rede´ﬁnir l’e´paisseur de peau L(σ) telle que
1
L(σ) =
1
ℓ(σ)
−H .
De´ﬁnition 8.14 Sous les hypothe`ses sur la conﬁguration ge´ome´trique de cette partie,
on de´ﬁnit l’e´paisseur de peau L(σ) en tout point de l’interface Σm ∩ {r = r0} et pour
tout σ tel que 1−Hℓ(σ) > 0 par la relation
L(σ) = ℓ(σ)
1−Hℓ(σ) .
Le tableau suivant regroupe les valeurs de l’e´paisseur de peau L(σ) sur l’interface Σm ∩
{r = r0} ou`H = 12 pour σ ∈ {5, 20, 80}.
σ 5 20 80
L(σ) (cm) 10.86 5.29 2.61
De´monstration de la Proposition 8.13
PREUVE. D’apre`s (8.19), la relation suivante fait le lien entre la composante orthoradiale
Hθ et composante tangentielle contravarianteH
2 du champ magne´tique
Hθ = rH
2. (8.24)
Or, le changement d’e´chelle dans la direction normale (4.11) s’e´crit simplement
Y3 =
r0 − r
δ
=: R (8.25)
donc,
Hθ = (r0 − δR)H2 . (8.26)
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En substituant le de´veloppement asymptotique du champ magne´tique tronque´ aux pre-
miers proﬁls dans la relation (8.26), il vient{
Hcdθ,0 = r0Hcd,20
Hcdθ,1 = r0Hcd,21 − Y3Hcd,20
(8.27)
ou` Hcdθ,j sont les composantes orthoradiales des proﬁls du champ magne´tique. Or, on a
de´montre´ au chapitre 6 que pour tout Y3 " 0, on a
Hcd0 (., Y3) = Hisτ ,0
∣∣
Σ
e−λY3
Hcd1 (., Y3) =
[
His
τ,1
∣∣
Σ
+ Y3
2
{
3bσσH
is
τ ,0
∣∣
Σ
− 2n× (bσβ(His0 × n)σdyβ)
∣∣
Σ
}]
e−λY3
voir (6.30) et (6.31), ou` His
τ ,j = (n × Hisj ) × n est la composante tangentielle du terme
Hisj . Or,
n× (bσβ(His0 × n)σ
∣∣
Σ
dyβ) = (bββHis,α0 − bαβHis,β0 )Xα (8.28)
ou`His,αj := (Hisτ,j)α. Donc, d’apre`s les relations (8.22), il vient
n× (bσβ(His0 × n)σdyβ) = 0 sur Σ .
Ainsi, d’apre`s (8.22) et (8.27), pour tout Y3 " 0 on a
Hcdθ,0(r0 − Y3) = Hisθ,0
∣∣
Σ
e−λY3
Hcdθ,1(r0 − Y3) =
[
Hisθ,1
∣∣
Σ
+ Y3
2r0
Hisθ,0
∣∣
Σ
]
e−λY3
(8.29)
Donc, d’apre`s (8.23)
Hcdθ,1(δ)(r0 − Y3) =
(
Hisθ,0
∣∣
Σ
+ δHisθ,1
∣∣
Σ
+
δ
2r0
Y3Hisθ,0
∣∣
Σ
)
e−λY3 si Y3 " 0 . (8.30)
D’ou`,
log10
∣∣Hcdθ,1(δ)(r0 − Y3)∣∣ = log10 ∣∣ e−λY3∣∣ + log10 ∣∣∣(Hisθ,0 + δHisθ,1)∣∣Σ + δ2r0Y3Hisθ,0∣∣Σ
∣∣∣.
Or,
log10 | e−λY3| = −
1
ln 10
√
ωµ0σ
2
(r0 − r)
et
log10
∣∣∣(Hisθ,0+δHisθ,1)∣∣Σ+ δ2r0Y3Hisθ,0∣∣Σ
∣∣∣ = log10 |Hisθ,0∣∣Σ|+log10 ∣∣∣1+δ( Y32r0 +H
is
θ,1
∣∣
Σ
Hisθ,0
∣∣
Σ
)∣∣∣.
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Par un de´veloppement limite´ en δ, il vient
log10
∣∣∣1 + δ( Y3
2r0
+
Hisθ,1
∣∣
Σ
Hisθ,0
∣∣
Σ
)∣∣∣ = 1
ln 10
( y3
2r0
+ δ
Hisθ,1
∣∣
Σ
Hisθ,0
∣∣
Σ
)
+O(δ, y3).
On en de´duit la proposition 8.13. #
Le tableau suivant fournit les valeurs de δ(σ) (en cm) et de α(σ) pour σ ∈ {5, 20, 80}.
σ 5 20 80
δ(σ) 0, 728366 0, 364183 0, 182091
α(σ) −3, 999040 −8, 215227 −16, 647601
Remarque 8.15 Si on choisit comme approximation du champmagne´tique son de´veloppement
asymptotique tronque´ a` l’ordre 2, on note Hcd2 (δ) = Hcd0 + δHcd1 + δ2Hcd2 sa composante
surfacique. En particulier, sa composante orthoradialeHcdθ,2(δ) = Hcdθ,0+δHcdθ,1+δ2Hcdθ,2.
On a de´montre´ au chapitre 5 qu’il existe des fonctions dβ2 (xα), β = 1, 2 telles que
Hcd2 (., Y3) = e−λY3
[
His2
∣∣
Σ
+ d12Y3 + d
2
2Y3
2
]
si Y3 " 0 .
Ainsi,
Hcdθ,2(δ)(r0 − Y3) = (a0(δ) + a1(δ)Y3 + a2(δ)Y 23 ) e−λY3
ou` 
a0(δ) = Hisθ,0
∣∣
Σ
+ δHisθ,1
∣∣
Σ
+ δ2Hisθ,2(., 0)
a1(δ) =
δ
2r0
Hisθ,0
∣∣
Σ
+ δ2d12
a2(δ) = δ
2d22
Pour tout Y3 " 0, on a
log10 |Hcdθ,2(δ)(r0−Y3)| = log10 | e−λY3 |+log10 |a0(δ)|+log10
∣∣∣1+ a1
a0
(δ)Y3+
a2
a0
(δ)Y 23
∣∣∣ .
Soit
x(δ) =
a1
a0
(δ)Y3 +
a2
a0
(δ)Y 23 .
Par un de´veloppement limite´ lorsque δ → 0, il vient
log10 |1 + x(δ)| =
1
ln 10
[ 1
2r0
(r0 − r) + d
2
2
Hisθ,0
∣∣
Σ
(r0 − r)2 +O(δ, r0 − r)
]
.
Ainsi, α(σ) est encore une approximation de la pente de log10 |Hcdθ,2(δ)(r0 − Y3)| par
rapport a` (r0 − r).
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8.3.2 Simulations nume´riques
Les calculs nume´riques en conﬁguration cylindrique sont effectue´s pour r0 = h0 = 1
m et r1 = h1 = 2 m, voir la Figure 2.
Maillage carre´ du domaine me´ridien Ωm
On a maille´ les sous-domaines Ωm
cd
et Ωm
is
avec des carre´s, voir la ﬁgure ci-dessous.
Il s’agit d’un maillage en 128 quadrangles pour le domaine me´ridien Ωm, dont 32 qua-
drangles pour le sous-domaine Ωm
cd
.
Maillage du domaine me´ridien Ωm en 128 quadrangles
Sur le maillage rectangulaire dans le domaine me´ridien Ωm contenu dans le demi-plan
(r, z), on utilise les e´le´ments ﬁnis Q10 disponibles dans la bibliothe`que e´le´ments ﬁnis
Me´lina, voir [45]. On utilise une me´thode de discre´tisation de Galerkin pour approcher
la solutionHδ du proble`me (8.15). La solution nume´rique est calcule´e a` l’aide d’une in-
terpolation Q10 dans le plan θ = 0 aux points de Gauss-Lobatto (formule de quadrature
de degre´ 21).
Le code nume´rique utilise´ pour re´soudre le proble`me (8.15) est issu de [10]. Tous
les calculs nume´riques sont effectue´s pour une pulsation ω = 3.107 Hz. On note Hσ la
solution nume´rique calcule´e pour σ donne´.
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| ImHσ| pour σ = 5S.m−1 | ImHσ| pour σ = 80S.m−1
|Hσ| pour σ = 5S.m−1 |Hσ| pour σ = 80S.m−1
Post-traitement des re´sultats nume´riques
On extrait a` pre´sent les valeurs du module de Hσ aux points d’interpolations de
Gauss-Lobatto le long des areˆtes du maillage carre´ de Ωm
cd
pour z = 0 (the´orie sans
coins) et r ∈ [0, 1], ce qui correspond a` 41 valeurs de Hσ pour 4 areˆtes du maillage. On
trace ensuite le logarithme de´cimal du module de Hσ par rapport a` y3 = 1 − r avec le
logiciel MATLAB. On effectue enﬁn une re´gression line´aire a` partir des 41 valeurs de
Hσ. On a
log10 |Hσ(. , y3)| ≃ a(1− r) + b
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et on appelle p(σ) le coefﬁcient directeur a de cette droite. On rappelle que les calculs
ont tous e´te´ effectue´s pour ω = 3.107 Hz. Le tableau suivant regroupe les valeurs de p(σ)
pour σ ∈ {5, 20, 80}.
σ 5 20 80
p(σ) −3, 9444 −7, 9629 −14, 2476
Pour comparer cette pente p(σ) avec une approximation de la pente the´orique α(σ) (ob-
tenue en tronquant le de´veloppement asymptotique en champ magne´tique aux deux pre-
miers termes), on de´ﬁnit le pourcentage d’erreur err(σ) entre les pentes the´oriques α(σ)
et nume´riques p(σ) de la fac¸on suivante :
err(σ) =
|α(σ)− p(σ)|
|α(σ)| .
Le tableau suivant fournit les valeurs de err(σ) pour σ ∈ {5, 20, 80}.
σ 5 20 80
err(σ) en % 1,37 3, 07 14, 42
On note n(σ) le nombre de points d’interpolations de Gauss-Lobatto dans l’e´paisseur de
peau ℓ(σ). On effectue une re´gression line´aire a` partir des valeurs du logarithme de´cimal
du module de Hσ aux points de Gauss-Lobatto dans l’e´paisseur de peau ℓ(σ). Le tableau
suivant regroupe les valeurs de ℓ(σ) et n(σ) pour σ ∈ {5, 20, 80}.
σ 5 20 80
ℓ(σ) (cm) 10, 3 5, 15 2, 58
n(σ) 5 3 2
Le tableau suivant donne les valeurs des pentes nume´riques pente(σ) pour σ ∈ {5, 20, 80},
calcule´es a` l’aide d’une re´gression line´aire a` partir de n(σ) valeurs de log10 |Hσ(1− r)|
correspondant aux points d’interpolation de Gauss-Lobatto dans l’e´paisseur de peau
ℓ(σ), voir les ﬁgures ci-dessous.
σ 5 20 80
pente(σ) −4, 0056 −8, 22 −16, 6505
Sur les ﬁgures ci-dessous, et pour σ ∈ {5, 80}, on a trace´ en rond les valeurs extraites de
log10 |Hσ(1− r)| et les re´gressions line´aires associe´es de pentes pente(σ).
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0 0.2 0.4 0.6 0.8 1
−7.5
−7
−6.5
−6
−5.5
−5
−4.5
−4
−3.5
−3
−2.5
1 − r
0 0.2 0.4 0.6 0.8 1
−20
−18
−16
−14
−12
−10
−8
−6
−4
−2
1 − r
◦ : log10 |Hσ(1− r)| pour σ = 5 ◦ : log10 |Hσ(1− r)| pour σ = 80
pente(σ) = −4, 0056 pente(σ) = −16, 6505
On de´ﬁnit a` nouveau un pourcentage d’erreur erreur(σ) par
erreur(σ) =
|α(σ)− pente(σ)|
|α(σ)| .
Le tableau suivant fournit les valeurs de erreur(σ) pour σ ∈ {5, 20, 80}.
σ 5 20 80
erreur(σ) (en %) 0, 16 0, 058 0, 017
Remarque 8.16 L’erreur relative err(80) = 14, 42% est e´leve´e par comparaison avec
l’erreur relative erreur(80) = 0, 017%, voir les tableaux ci-dessus. Ceci est duˆ au fait
que parmi les 41 valeurs extraites de log10 |Hσ(. , 1 − r)| pour calculer la pente p(σ),
les valeurs correspondantes a` 1− r " 0.7 sont de l’ordre de −16, ce qui correspond au
0 pre´cision machine (il s’agit de la condition de Dirichlet sur l’axe Γ0), voir la ﬁgure
de droite ci-dessus ou` on a trace´ une re´gression line´aire de pente pente(σ) pour les
n(σ = 80) = 2 valeurs extraites de log10 |Hσ(. , 1− r)| au voisinage de l’interface.
8.3.3 Remarque sur l’inﬂuence de la ge´ome´trie de l’interface
Soit
α0(σ) = − 1
ln 10
√
ωµ0σ
2
.
Le tableau suivant fournit les valeurs de α0(σ) pour σ ∈ {5, 20, 80}.
σ 5 20 80
α0(σ) −4, 2162 −8, 4324 −16, 8647
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Soit err0(σ) l’erreur de´ﬁnie par
err0(σ) =
|α0(σ)− pente(σ)|
|α0(σ)| .
Le tableau suivant fournit les valeurs de err0(σ) pour σ ∈ {5, 20, 80} :
σ 5 20 80
err0(σ) (en %) 4, 92 2, 52 2, 52
Ainsi, la pente the´oriqueα(σ) de´pendant de la ge´ome´trie de l’interfaceΣ est une meilleure
approximation de la pente nume´rique pente(σ) que la pente the´orique α0(σ).
8.4 Ge´ome´trie sphe´rique
On suppose dans ce paragraphe que Ωcd et Ω sont deux boules coaxiales, de rayons
respectifs ρ0 et ρ1. Les domaines me´ridiens correspondants sont des demi-disques co-
axiaux de rayons respectifs ρ0 et ρ1, voir la Figure 3 ci-dessous.
O
P
ρ0 ρ1 r
z
Ωm
cd
Ωm
is
Γ
Σm
ϕ0
Figure 3 – Le domaine me´ridien Ωm
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On note (ρ, θ,ϕ) les coordonne´es sphe´riques et (8eρ, 8eθ, 8eϕ) la base de vecteurs coor-
donne´s associe´s aux coordonne´es sphe´riques : en particulier, on a
8eρ = (sinϕ cos θ, sinϕ sin θ, cosϕ) ,
et
8eϕ = (cosϕ cos θ, cosϕ sin θ,− sinϕ) .
Soit (yα) := (ϕ, θ) un syste`me de coordonne´es locales sur l’interface Σ. Ce syste`me
induit une parame´trisation F de Σ, donne´e par
F(ϕ, θ) = (ρ0 sinϕ cos θ, ρ0 sinϕ sin θ, ρ0 cosϕ) .
On de´ﬁnit un voisinage tubulaire de Σ dans Ωcd comme l’image O de l’application(
F(ϕ, θ), h
) ,→ F(ϕ, θ) + h n(F(ϕ, θ))
de Σ × (0, ρ0) dans R3. Au voisinage des points de coordonne´es sphe´riques (ϕ, θ, ρ0)
dans O, ou` ϕ ∈ (0, π) et θ ∈ T, on a ainsi un syste`me de coordonne´es normales
(yα, h) = (ϕ, θ, h) ou` h = ρ0 − ρ ,
voir le chapitre 3, ou`
ρ =
√
r2 + z2 .
Les vecteurs de base associe´s a` cette parame´trisation sont les suivants
X1 = ρ 8eϕ, X2 = ρ sinϕ 8eθ et X3 = −8eρ .
La me´trique sur O dans ce syste`me de coordonne´es normales, ou` h = ρ0 − ρ est de´ﬁnie
par (
gij(h)
)
=
ρ2 0 00 ρ2 sin2 ϕ 0
0 0 1
 .
On calcule le tenseur de courbure bαβ(h) a` partir de la relation (3.11). Dans ces coor-
donne´es normales (ϕ, θ; h = ρ0 − ρ), il vient :
bαβ(h) =
1
2
∂ρgαβ(h) , (8.31)
On en de´duit les coefﬁcients du tenseur de courbure bαβ(h) associe´ a` la varie´te´ Σh.
Proposition 8.17 Pour tout h ∈ [0, ρ0] tel que h = ρ0 − ρ, on a
b11(h) = ρ
b22(h) = ρ sin
2 ϕ
b12(h) = b21(h) = 0
(8.32)
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En utilisant l’inverse du tenseur me´trique pour faire monter les indices, on en de´duit
l’expression des courbures principales b11(h) et b
2
2(h) de la varie´te´ Σh = {y3 = h}. Ceci
fait l’objet de la proposition suivante.
Proposition 8.18 Pour tout h ∈ [0, ρ0) tel que h = ρ0 − ρ, on a
b11(h) =
1
ρ
b22(h) =
1
ρ
b21(h) = b
1
2(h) = 0
(8.33)
Ainsi, les courbures principales sur l’interface Σ = {h = 0} sont les suivantes
b11 = b
2
2 =
1
ρ0
. (8.34)
En particulier, la courbure moyenneH de l’interface est constante :
H = 1
ρ0
.
8.4.1 Re´sultats the´oriques
On choisit encore comme approximation du champ magne´tique son de´veloppement
asymptotique tronque´ a` l’ordre 1, et on note Hcdθ,1(δ) sa composante orthoradiale, voir le
paragraphe 8.3.1 pour le cas d’une interface cylindrique. On calcule une approximation
β(σ) de la pente the´orique de log10 |Hcdθ,1(δ)| par rapport a` (ρ0 − ρ) lorsque δ(σ) =√
ε0ω
σ
→ 0. On rappelle que ℓ(σ) =
√
2
ωµ0σ
est l’e´paisseur de peau.
Proposition 8.19 Lorsque σ →∞ et ρ0 − ρ est assez petit, on a le de´veloppement
log10 |Hcdθ,1(δ)
(
ρ0 − ρ0 − ρ
δ(σ)
)| = C + β(σ)(ρ0 − ρ) +O(δ, ρ0 − ρ) ,
ou`
β(σ) =
1
ln 10
(
H− 1
ℓ(σ)
)
,
H = 1
ρ0
est la courbure moyenne de l’interface Σm ∩ {ρ = ρ0} et C = log10 |Hisθ,0
∣∣
Σ
|.
PREUVE. On note Hcd1 = Hcd0 + δHcd1 la composante surfacique du de´veloppement
asymptotique du champ magne´tique tronque´ a` l’ordre 1. En particulier, sa composante
orthoradiale Hcdθ,1 = Hcdθ,0 + δHcdθ,1, avec Y3 = ρ0−ρδ . On a
Hcdθ = (ρ0 − δY3) sinϕHcd,2 .
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En substituant les premiers termes du de´veloppement asymptotique du champmagne´tique
dans la relation pe´ce´dente, il vient{
Hcdθ,0 = ρ0 sinϕHcd,20
Hcdθ,1 = ρ0 sinϕHcd,21 − sinϕY3Hcd,20
Or, on a de´montre´ au chapitre 6 que pour tout Y3 " 0, on a
Hcd0 (., Y3) = Hisτ ,0
∣∣
Σ
e−λY3
Hcd1 (., Y3) =
[
Hisτ,1
∣∣
Σ
+ Y3
2
{
3bσσH
is
τ,0
∣∣
Σ
− 2n× (bσβ(His0 × n)σdyβ)
∣∣
Σ
}]
e−λY3
voir (6.30) et (6.31). Donc, d’apre`s (8.28), (8.33) et (8.34), il vient
n× (bσβ(His0 × n)σ
∣∣
Σ
dyβ) =
1
ρ0
His,10
∣∣
Σ
X1 +
1
ρ0
His,20
∣∣
Σ
X2 .
On en de´duit, pour tout Y3 " 0{ Hcdθ,0(ρ0 − Y3) = Hisθ,0(ρ0) e−λY3
Hcdθ,1(ρ0 − Y3) =
[Hisθ,1(ρ0) + Y3ρ0Hisθ,0(ρ0)] e−λY3 (8.35)
ou`Hisθ,j(ρ0) = ρ0 sinϕHis,2j
∣∣
Σ
, puis
Hcdθ,1(δ)(ρ0 − Y3) =
(Hisθ,0∣∣Σ + δHisθ,1∣∣Σ + δρ0Y3Hisθ,0∣∣Σ) e−λY3
d’ou`,
log10 |Hcdθ,1(δ)(ρ0 − Y3)| = log10 | e−λY3 |+ log10
∣∣∣Hisθ,0∣∣Σ + δHisθ,1∣∣Σ + δρ0Y3Hisθ,0∣∣Σ
∣∣∣ .
Or, pour tout Y3 " 0
log10 | e−λY3| = −
1
ln 10
1
ℓ(σ)
(ρ0 − ρ)
et par un de´veloppement limite´ en ρ0 − ρ et en δ, il vient
log10 |Hisθ,0
∣∣
Σ
+ δHisθ,1
∣∣
Σ
+
δ
ρ0
Y3Hisθ,0
∣∣
Σ
| =
log10 |Hisθ,0
∣∣
Σ
|+ 1
ln 10
1
ρ0
[
1− δH
is
θ,1
∣∣
Σ
Hisθ,0
∣∣
Σ
]
(ρ0 − ρ) +O
(
δ, ρ0 − ρ
)
.
On en de´duit la proposition car la courbure moyenne de l’interfaceH = 1
ρ0
.
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Remarque 8.20 Plus ge´ne´ralement, pour un syste`me me´trique orthogonal, et pour tout
Y3 " 0, on a
Hcdθ,1(δ)(ρ0 − Y3) =
[Hisθ,1∣∣Σ + δHisθ,1∣∣Σ + Y32 bααHisθ,0∣∣Σ] e−λY3
et donc
β(σ) =
1
ln 10
(
H− 1
ℓ(σ)
)
.
#
Le tableau suivant fournit les valeurs de β(σ) pour σ ∈ {5, 20, 80} et ρ0 = 1.
σ 5 20 80
β(σ) −3, 781893 −7, 998080 −16, 430454
Le tableau suivant regroupe les valeurs de l’e´paisseur de peau L(σ), voir la de´ﬁnition
8.14, lorsqueH = 1 pour σ ∈ {5, 20, 80}.
σ 5 20 80
L(σ) (cm) 11.48 5.43 2.64
8.4.2 Simulations nume´riques
Les calculs nume´riques en conﬁguration sphe´rique sont effectue´s pour ρ0 = 1 et
ρ1 = 2, voir la Figure 3 ci-dessus. Le domaine Ωcd est une boule de rayon ρ0 = 1m et
Ω est une boule de rayon ρ1 = 2m .
Maillage du domaine me´ridienΩm rafﬁne´ dans un voisinage tubulaire de l’interface
Σm dans le domaine conducteur
On utilise dans la suite un maillage conforme en quadrangles des sous-domaines Ωm
cd
et Ωm
is
. Le maillage du domaine me´ridien Ωm
cd
est rafﬁne´ dans un voisinage de l’interface,
voir la ﬁgure ci-dessous.
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Maillage du domaine me´ridien Ωm en 30 quadrangles
Sur ce maillage, on utilise les e´le´ments ﬁnis Q10 disponibles dans la bibliothe`que
e´le´ments ﬁnis Me´lina, voir [45]. On utilise une me´thode de discre´tisation de Galerkin
pour approcher la solutionHδ du proble`me (8.15). La solution nume´rique est calcule´e a`
l’aide d’une interpolation Q10 dans le plan θ = 0 aux points de Gauss-Lobatto (formule
de quadrature de degre´ 21), voir le paragraphe 8.3.
On rappelle que le code nume´rique utilise´ pour re´soudre le proble`me (8.15) est issu
de [10]. Tous les calculs nume´riques sont effectue´s pour une pulsation ω = 3.107 Hz.
On note Hσ la solution nume´rique calcule´e pour σ donne´.
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| Im Hσ| pour σ = 5S.m−1 | Im Hσ| pour σ = 80S.m−1
|Hσ| pour σ = 5S.m−1 |Hσ| pour σ = 80S.m−1
Post-traitement nume´rique
On effectue des re´gressions line´aires a` partir des valeurs extraites du logarithme
de´cimal du module de Hσ aux points d’interpolations de Gauss-Lobatto respectivement
dans des e´paisseurs de peau ℓ(σ) =
√
2
ωµ0σ
et e(σ) :=
√
1
ωµ0σ
.
Remarque 8.21 Dans un mode`le unidimensionnel de l’effet de peau ou` le conducteur
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de conductivite´ σ est mode´lise´ par un demi-espace, l’e´paisseur de peau e(σ) de´ﬁnie par
e(σ) =
1√
ωµ0σ
est la distance a` l’interface plane pour laquelle l’amplitude de l’onde plane e´lectromagne´-
tique a diminue´ d’un facteur 2 par rapport a` son amplitude a` l’interface.
Le tableau suivant regroupe les valeurs de e(σ) pour σ ∈ {5, 20, 80}.
σ 5 20 80
e(σ) 7, 28 3, 64 1, 82
Cas ϕ0 =
π
2
Le tableau suivant donne le nombre n(σ) de valeurs extraites du logarithme de´cimal
du module de Hσ dans une e´paisseur de peau ℓ(σ). Une re´gression line´aire de ces n(σ)
valeurs fournit la pente nume´rique pente(σ) associe´e a` σ ∈ {5, 20, 80}.
σ 5 20 80
n(σ) 22 11 5
pente(σ) −3, 776786 −7, 996546 −16, 427919
On rappelle que sur l’axe z = 0, on a ρ = r. Sur les ﬁgures ci-dessous, et pour σ ∈
{5, 80}, on a trace´ en rond les valeurs extraites de log10 |Hσ(1 − ρ)| et les re´gressions
line´aires associe´es de pentes pente(σ).
0 0.2 0.4 0.6 0.8 1
−5
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
1 − ρ
0 0.2 0.4 0.6 0.8 1
−18
−16
−14
−12
−10
−8
−6
−4
−2
0
1 − ρ
◦ : log10 |Hσ(1− ρ)| pour σ = 5 ◦ : log10 |Hσ(1− ρ)| pour σ = 80
pente(σ) = −3, 7768 pente(σ) = −16, 4286
On de´ﬁnit l’erreur erreur(σ) par
erreur(σ) =
|β(σ)− pente(σ)|
|β(σ)| .
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Le tableau suivant fournit les valeurs de erreur(σ) pour σ ∈ {5, 20, 80} :
σ 5 20 80
erreur(σ) (en %) 0, 14 0, 019 0, 017
Le tableau suivant donne le nombre ne(σ) de valeurs du module de Hσ extraites cor-
respondant a` l’e´paisseur de peau e(σ) et les pentes nume´riques pe(σ) associe´es a` σ ∈
{5, 20, 80}.
σ 5 20 80
ne(σ) 15 7 5
pe(σ) −3, 785681 −8, 001001 −16, 427918
On de´ﬁnit l’erreur erre(σ) par
erre(σ) =
|β(σ)− pe(σ)|
|β(σ)| .
Le tableau suivant fournit les valeurs de erre(σ) pour σ ∈ {5, 20, 80} :
σ 5 20 80
erre(σ) (en %) 0, 1 0, 036 0, 015
Cas ϕ0 =
π
4
Le tableau suivant donne le nombre n(σ) de valeurs du module de Hσ extraites et les
pentes nume´riques pente(σ) associe´es a` σ ∈ {5, 20, 80}.
σ 5 20 80
n(σ) 21 10 5
pente(σ) −3, 788706 −8, 001051 −16, 432526
On rappelle qu’ici, on a ρ =
√
r2 + z2. Sur les ﬁgures ci-dessous, et pour σ ∈ {5, 80},
on a trace´ en rond les valeurs extraites de log10 |Hσ(1 − ρ)| et les re´gressions line´aires
associe´es de pentes pente(σ).
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0 0.2 0.4 0.6 0.8 1
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
1 − ρ
0 0.2 0.4 0.6 0.8 1
−18
−16
−14
−12
−10
−8
−6
−4
−2
0
1 − ρ
◦ : log10 |Hσ(1− ρ)| pour σ = 5 ◦ : log10 |Hσ(1− ρ)| pour σ = 80
pente(σ) = −3.7888 pente(σ) = −16, 4325
On de´ﬁnit l’erreur erreur(σ) entre la pente nume´rique pente(σ) et la pente the´orique
β(σ) par
erreur(σ) =
|β(σ)− pente(σ)|
|β(σ)| .
Le tableau suivant fournit les valeurs de erreur(σ) pour σ ∈ {5, 20, 80}.
σ 5 20 80
erreur(σ) (en %) 0, 18 0, 037 0, 013
Le tableau suivant donne le nombre n2(σ) de valeurs du module de Hσ extraites cor-
respondant a` l’e´paisseur de peau e(σ) et les pentes nume´riques p2(σ) associe´es a` σ ∈
{5, 20, 80}.
σ 5 20 80
n2(σ) 14 6 4
p2(σ) −3, 797137 −8, 004976 −16, 435909
On de´ﬁnit l’erreur err2(σ) par
err2(σ) =
|β(σ)− p2(σ)|
|β(σ)| .
Le tableau suivant fournit les valeurs de err2(σ) pour σ ∈ {5, 20, 80} :
σ 5 20 80
err2(σ) (en %) 0, 4 0, 086 0, 033
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Calcul de l’erreur err(σ)
/
δ2(σ) pour ϕ = π
4
On compare les erreurs entre pentes nume´riques et the´oriques par rapport a` δ2. On
choisit pour cela d’extraire un nombre n(σ) de valeurs du module de h similaires pour
σ ∈ {5, 20, 80}. On choisit une interpolation Q6 pour σ = 5, Q8 pour σ = 20 et Q10
pour σ = 80. Le tableau suivant donne le nombre n(σ) de valeurs du module de h
extraites dans l’e´paisseur de peau e(σ) associe´e a` σ ∈ {5, 20, 80}.
σ 5 20 80
n(σ) 8 5 4
p2(σ) −3, 797137 −8, 004976 −16, 435909
Pour comparer les diffe´rentes erreurs relatives aux pentes par rapport, on choisit pour
chaque σ ∈ {5, 20, 80} les 4 valeurs du module de h en les noeuds les plus proches de
l’interface dans l’e´paisseur de peau e(σ). Le tableau suivant donne les pentes nume´riques
p(σ), les valeurs de err(σ) et de err(σ)
δ2(σ)
associe´es a` σ ∈ {5, 20, 80}.
σ 5 20 80
p(σ) −3.8013 −8.0089 −16.4359
err(σ) 5, 14.10−3 1, 35.10−3 3, 3.10−4
err(σ)
δ2(σ)
0, 97 1, 01 0, 99
8.5 Ge´ome´trie ellipsoı¨dale
On suppose dans ce paragraphe queΩcd et Ω sont deux ellipsoı¨des coaxiales aplaties,
de demi-axes respectifs a0 = b0 et c0 pour Ωcd et a1 = b1 et c1 pour Ω. Les domaines
me´ridiens correspondants sont des demi-ellipses coaxiales de demi-axes respectifs a0, c0
et a1, c1 . On note (ρ, θ,ϕ) les coordonne´es ellipsoı¨dales et (8eρ, 8eθ, 8eϕ) la base de vecteurs
coordonne´s associe´s aux coordonne´es ellipsoı¨dales. En particulier, on a
8eϕ = (a0 cos θ cosϕ, a0 sin θ cosϕ,−c0 sinϕ)
et
8eθ = (−a0 sin θ sinϕ, a0 cos θ sinϕ, 0) .
Le syste`me de coordonne´es locales (yα) = (ϕ, θ) sur l’interfaceΣ induit une parame´trisation
F de Σ, donne´e par
F(ϕ, θ) = (a0 cos θ sinϕ, a0 sin θ sinϕ, c0 cosϕ) .
Les vecteurs du plan tangent associe´s sont :
X1 = − 8eϕ, et X2 = 8eθ
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et le vecteur normalX3 se calcule a` partir de la relation
X3 =
X1 ×X2
‖X1 ×X2‖ .
Ainsi, on a
X3 = − 1√
c20 sin
2 ϕ+ a20 cos
2 ϕ
(c0 cos θ sinϕ, c0 sin θ sinϕ, a0 cosϕ) .
Dans la suite, on ﬁxe a0 = 2 m et c0 = 1 m. La me´trique sur Σ dans ce syste`me de
coordonne´es locales est de´ﬁnie par
(gij) =
3 cos2 ϕ + 1 0 00 4 sin2 ϕ 0
0 0 1
 .
On calcule le tenseur de courbure bαβ de l’interface Σ a` partir de la relation
bαβ = 〈∂
2F(ϕ, θ)
∂α∂β
, X3〉R3 .
En particulier, on a
b11 = 〈∂X1
∂ϕ
, X3〉R3 et b22 = 〈∂X2
∂θ
, X3〉R3 .
On en de´duit la proposition suivante.
Proposition 8.22 Les composantes non-nulles du tenseur de courbure bαβ de l’interface
Σ sont
b11(ϕ) =
2√
3 cos2 ϕ+ 1
et b22(ϕ) =
2 sin2 ϕ√
3 cos2 ϕ+ 1
.
Les courbures principales de l’interface Σ sont les suivantes
b11(ϕ) =
2
(
√
3 cos2 ϕ+ 1)3
(8.36)
et
b22(ϕ) =
1
2
√
3 cos2 ϕ+ 1
. (8.37)
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8.5.1 Re´sultats the´oriques
On choisit comme approximation du champ magne´tique son de´veloppement asymp-
totique tronque´ a` l’ordre 1 :
Hcd1 (δ) = Hcd0 + δHcd1 .
En particulier, sa composante orthoradiale s’e´crit Hcdθ,1(δ) = Hcdθ,0 + δHcdθ,1. On calcule
une approximation β(σ,ϕ) de la pente the´orique de log10 |Hcdθ,1(δ)| par rapport a` la coor-
donne´e normale
h =
√
1 + 3 cos2 ϕ
sinϕ
(2 sinϕ− r) ,
lorsque δ(σ) =
√
ε0ω
σ
→ 0.
Proposition 8.23 Lorsque σ →∞ et h est assez petit, on a le de´veloppement
log10 |Hcdθ,1(δ)(. ,
h
δ(σ)
)| = C + β(σ,ϕ)h+O(δ, h) ,
ou`
β(σ,ϕ) =
1
ln 10
(
H(ϕ)− 1
ℓ(σ)
)
(8.38)
etH(ϕ) = 1
2
bαα(ϕ) est la courbure moyenne de Σ au point de coordonne´e ϕ.
PREUVE. Par une preuve similaire a` celle des propositions 8.13 et 8.19, on calcule un
de´veloppement limite´ de log10 |Hcdθ,1(δ)(ϕ, hδ )| par rapport a` h. Il vient
log10 |Hcdθ,1(δ)(ϕ,
h
δ
)| = log10 |Hisθ,0
∣∣
Σ
|+ (β(σ,ϕ) +O(δ))h+O(δ, h) . (8.39)
#
Le tableau suivant fournit les valeurs de
β(σ, 0) =
1
log(10)
(
H(0)− 1
ℓ(σ)
)
(8.40)
ou` H(0) = 5
4
, ainsi que celles de β(σ,ϕ0) pour σ ∈ {5, 20, 80} et ϕ0 = π2 − t0, ou`
t0 = arctan(
zM
rM
) etM est la projection orthogonale du point P (1, 1
2
) sur Σ :
σ 5 20 80
β(σ, 0) −3, 673319 −7, 889506 −16, 32188
β(σ,ϕ0) −4.073716 −8.2899 −16.722277
8.5. GE´OME´TRIE ELLIPSOI¨DALE 195
Le tableau suivant regroupe les valeurs de l’e´paisseur de peau L(σ), voir la de´ﬁnition
8.14, lorsqueH = 5
4
pour σ ∈ {5, 20, 80}.
σ 5 20 80
L(σ) (cm) 11.82 5.50 2.66
Soit P ∈ (OL) le point de coordonne´es (r, z) dans le quart de plan de´limite´ par cette el-
lipse. SoitM sa projection orthogonale sur l’ellipse.M a pour coordonne´es (2 sinψ, cosψ)
sur l’ellipse et on appelle (ψ, y3) les coordonne´es normales de P ∈ (OL). Il existe un
diffe´omorphisme Φ tel que localement, au voisinage de Σ, on a
(r, z) = Φ(ψ, y3) .
Ainsi, (ψL, 0) = (π/4, 0) = Φ
−1(rL, rL/2) et au point P (r, r/2), (ψ, y3) = Φ−1(r, r/2).
On note a` pre´sent h = rL − r. On effectue l’ansatz suivant(
rL − h, (rL − h)/2
)
= Φ
(
π/4 + βh+O(h2),αh+O(h2)
)
. (8.41)
On de´termine a` pre´sent α et β. On a
8MP = y3(P ) 8N(M)
ou`
8N(M) = −∇f(M)/‖∇f(M)‖ ,
et f(M) = r2M/4 + z
2
M s’annule siM(rM , zM) est un point de l’ellipse. Ainsi, r = sinψ(2−
1√
1+3 cos2 ψ
y3)
z = cosψ(1− 2√
1+3 cos2 ψ
y3)
(8.42)
D’apre`s l’ansatz (8.41), il vient
sinψ =
√
2
2
(1 + βh) +O(h2)
cosψ =
√
2
2
(1− βh) +O(h2)
1√
1+3 cos2 ψ
=
√
2
5
(1 + 3
5
βh) +O(h2)
(8.43)
On substitue l’ansatz dans (8.42), et on effectue un de´veloppement limite´ (note´ par les
abbre´viations d.l. a` pre´sent) a` l’ordre 1 en h. En identiﬁant les termes d’ordres h, il vient{ −1 = √2β − 1√
5
α
−1 = −√2β − 4√
5
α
(8.44)
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d’ou` {
α = 2√
5
β = − 3
5
√
2
(8.45)
D’apre`s (8.39), aﬁn d’obtenir un d.l de log10 |Hcdθ,1(δ)(ϕ, hδ )| a` l’ordre 1 en h, il sufﬁt de
calculer un d.l de β(σ,ψ) a` l’ordre 0 en h, voir (8.38). On commence par effectuer un d.l
des courbures principales, voir les relations (8.36) et (8.37) :
bαα(ψ) =
a0
2
+O(h) , (8.46)
ou` a0 =
√
2
5
13
10
. Ainsi, il vient
β(σ,ψ) =
1
ln 10
(
a0 −
√
ωµ0σ
2
)
+O(h).
Or, d’apre`s (8.39), on a
log10 |Hcdθ,1(δ)(ϕ,
h
δ
)| = log10 |Hisθ,0
∣∣
Σ
|+ log10 | sinϕ|+
(
β(σ,ϕ) +O(δ))h +O(δ, h) .
Donc,
log10 |Hcdθ,1(δ)(ϕ,
h
δ
)| = log10 |Hisθ,0
∣∣
Σ
|+ 1
ln 10
(
β +
a0
2
−
√
ωµ0σ
2
)
αh
+O(δ, h) . (8.47)
Par suite, la pente the´orique p(σ) de´ﬁnie par la relation
p(σ) =
1
ln 10
2√
5
(
β +
a0
2
−
√
ωµ0σ
2
)
(8.48)
est une approximation de la pente de log10 |Hcdθ,1(δ)(ϕ, hδ )| par rapport a` h.
8.5.2 Simulations nume´riques
Maillage ellipsoı¨dal rafﬁne´ dans un voisinage tubulaire de l’interface dans le do-
maine conducteur
Le domaine Ωcd est une sphe´roı¨de pleine aplatie (longueur des demi-axes a0 = b0 =
2 m et c0 = 1 m). Ainsi, le domaine me´ridien Ω
m
cd
correspondant est une demi-ellipse
dont la longueur des demi-axes est a0 = 2 m et c0 = 1 m. Le domaine Ω est une
sphe´roı¨de pleine aplatie dont les demi-axes ont pour longueurs a1 = b1 = 4 m et c1 = 2
m. On a rafﬁne´ un maillage au voisinage de l’interface Σ dans le conducteur Ωm
cd
aﬁn de
mieux capter la couche-limite.
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Tous les calculs nume´riques sont effectue´s pour une pulsation ω = 3.107 Hz. On note
Hσ la solution nume´rique calcule´e pour σ donne´.
| ImHσ| pour σ = 5S.m−1 | ImHσ| pour σ = 80S.m−1
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|Hσ| pour σ = 5S.m−1 |Hσ| pour σ = 80S.m−1
Post-traitement nume´rique pour ϕ = 0
On extrait les valeurs de |Hσ| aux points d’interpolation de Gauss-Lobatto le long
des areˆtes du maillage de Ωcd pour z = 0 et r ∈ [0, 2]. On rappelle que la coordonne´e
normale au voisinage du point de coordonne´es (r, z) = (2, 0) est y3 = 2− r.
Re´gression line´aire. On effectue une re´gression line´aire du log10 |Hσ(y3)| pour des
valeurs de y3 plus petites que ℓ(σ). On appelle p2(σ) la pente nume´rique correspondante.
0 0.5 1 1.5 2
−6
−5
−4
−3
−2
−1
0
1
2
2 − r
0 0.5 1 1.5 2
−14
−12
−10
−8
−6
−4
−2
0
2
2 − r
◦ : log10 |Hσ(2− r)| pour σ = 5 ◦ : log10 |Hσ(2− r)| pour σ = 80
p2(σ) = −3, 65542 p2(σ) = −16, 279162
Comparaison avec le de´veloppement asymptotique
Remarque 8.24 D’apre`s (8.40), en tronquant le de´veloppement asymptotique en champ
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magne´tique a` l’ordre 1, on a la pente the´orique suivante
β(σ) =
1
ln 10
(
H− 1
ℓ(σ)
)
ou`H = 5
4
est la courbure moyenne de la varie´te´ Σ sur l’axe {z = 0}.
On de´ﬁnit l’erreur relative err2(σ) entre la pente nume´rique p2(σ) et la pente the´orique
β(σ) de la fac¸on suivante
err2(σ) =
∣∣∣β(σ)− p2(σ)
β(σ)
∣∣∣ .
Le tableau suivant donne le nombre n2(σ) de valeurs du module de h extraites dans une
e´paisseur de peau, les pentes nume´riques p2(σ) associe´es a` σ ∈ {5, 20, 80} et l’erreur
relative err2(σ) entre la pente p2(σ) et la pente the´orique β(σ) .
σ 5 20 80
ℓ(σ) (cm) 10.3 5.15 2.58
n2(σ) 7 5 3
p2(σ) −3, 65542 −7, 883903 −16, 279162
β(σ) −3, 673319 −7, 889506 −16, 32188
err2(σ) (en %) 0, 48 0, 07 0, 26
8.5.3 Re´sultats nume´riques hors maillage
On pre´sente des re´sultats nume´riques sur la droite (OL) d’e´quation z = r
2
ou` L
de´signe le point de coordonne´es (
√
2, 1√
2
) dans le demi-plan me´ridien. Avec le logiciel
de calcul MATLAB, on trace le graphe de log10 |Hσ(P (r, z))| par rapport a`
√
(rL − r)2 + (zL − z)2 =
√
5
2
(rL − r)
sur l’axe (OL). Une re´gression line´aire donne une pente nume´rique a(σ) dont on a re-
groupe´ les valeurs dans le tableau ci-dessous pour σ ∈ {5, 20, 80}.
σ 5 20 80
a(σ) −3, 352443 −6, 72015 −13.43666√
5/2 a(σ) −3, 7519915 −7.513356 −15.0226425
On compare ces re´sultats avec les calculs the´oriques : le tableau suivant fournit les va-
leurs de p(σ) et de l’erreur relative err(σ) entre p(σ) de´ﬁnie par la relation (8.48) et
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√
5/2 a(σ) pour σ ∈ {5, 20, 80} :
σ 5 20 80
p(σ) −3.776187 −7.547259 −15.089405
err(σ) (en %) 0, 6 0, 45 0, 44
Chapitre 9
Conditions de transmission approche´es
pour les e´quations de Maxwell en
re´gime harmonique dans un milieu a`
couche mince
9.1 Introduction
Ce neuvie`me chapitre est le fruit d’une collaboration scientiﬁque avec Clair Poi-
gnard. Ce travail a abouti a` la re´daction d’un article dont le titre original est Approximate
transmission conditions for time-harmonic Maxwell equations in a domain with thin
layer. Apre`s un re´sume´ sur le sujet, on reproduit l’article a` l’identique.
Auteurs
Victor Pe´ron, Universite´ de Rennes1, IRMAR & CNRS UMR 6625, Campus de
Beaulieu, 35042 Rennes Cedex, France. Email : victor.peron@univ-rennes1.fr .
Clair Poignard, INRIA Bordeaux-Sud-Ouest, Institut deMathe´matiques de Bordeaux,
CNRS UMR 5251 & Universite´ de Bordeaux1, 351 cours de la Libe´ration, 33405 Ta-
lence Cedex, France. Email : clair.poignard@inria.fr .
Re´sume´
On e´tudie le comportement asymptotique du champ e´lectromagne´tique dans une cel-
lule biologique plonge´e dans un milieu ambiant lorsque l’e´paisseur ε de sa membrane
tend vers 0. La cellule est compose´e d’un cytoplasme entoure´ d’une ﬁne membrane.
On calcule des conditions de transmission sur le bord du cytoplasme e´quivalentes a` la
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couche mince. On adopte une approche ge´ome´trique base´e sur un changement de va-
riables ade´quat dans la couche mince. On rappelle quelques notions de calcul diffe´rentiel
aﬁn d’obtenir le de´veloppement asymptotique. On de´montre par ailleurs des estimations
d’erreurs. On pre´sente enﬁn en appendice le de´veloppement asymptotique a` tout ordre.
Abstract
We study the behavior of the electromagnetic ﬁeld in a biological cell modelized
by a medium surrounded by a thin layer and embedded in an ambient medium. We
derive approximate transmission conditions in order to replace the membrane by these
conditions on the boundary of the interior domain. Our approach is essentially geometric
and based on a suitable change of variables in the thin layer. Few notions of differential
calculus are given in order to obtain our asymptotic conditions in a simple way. This
paper extends to time-harmonic Maxwell equations the previous works presented in [55,
57, 56, 12]. Asymptotic transmission conditions at any order are given in Appendix 1.
9.2 Motivations
The electromagnetic modelization of biological cells has become extremely impor-
tant since several years, in particular in the biomedical research area. In the simple mo-
dels [28, 30], the biological cell is a domain with thin layer composed of a conducting
cytoplasm surrounded by a thin insulating membrane. When exposed to an electric ﬁeld,
a potential difference is induced across the cell membrane. This transmembrane poten-
tial (TMP) may be of sufﬁcient magnitude to be biologically signiﬁcant. In particular, if
it overcomes a threshold value, complex phenomenons such as electropermeabilization
or electroporation may occur [65, 63, 47, 46]. The electrostatic pressure becomes too
high that the thin membrane is locally destructured : some exterior molecules might be
internalized inside the cell. These process hold great promises particularly in oncology
and gene therapy, to deliver drug molecules in cancer treatment. This is the reason why
an accurate knowledge of the distribution of the electromagnetic ﬁeld in the biological
cell is necessary.
Several papers in the bioelectromagnetic research area deal with numerical electro-
magnetic modelizations of biological cells [51, 60, 58]. Actually the main difﬁculties of
the numerical computations lie in the thinness of the membrane (the relative thickness
of the membrane is of order 1/1000 compared with the size of the cell) and in the high
contrast between the electromagnetic parameters of the cytoplasm and the membrane.
We present here an asymptotic method to replace the thin membrane by appropriate
transmission conditions on the boundary of the cytoplasm.
In previous papers [55, 57, 56, 12], an asymptotic analysis is proposed to compute the
9.3. MAXWELL EQUATIONS USING DIFFERENTIAL FORMS 203
electric potential in domains with thin layer, using the electroquasistatic approximation1.
However it is not clear that the magnetic effects of the ﬁeld may be neglected. This is the
reason why we present in this paper an asymptotic analysis for time-harmonic Maxwell
equations in a domain with thin layer.
Our analysis is closed to those performed in [55, 57, 56]. Roughly speaking, it is
based on a suitable change of variables in the membrane in order to write the explicit
dependence of the studied differential operator in terms of the small parameter (the thin-
ness of the membrane). Since we consider Maxwell equations in time-harmonic regime,
in accordance with Flanders [29], Warnick et al. [66, 67] and Lassas et al. [35, 36],
we choose the differential calculus formalism to perform our change of variables in a
simple way. Basic notions of differential forms with explicit formulae are recalled in
Appendix 2.
Throughout this paper, we consider a material composed of an interior domain sur-
rounded by a thin membrane. This material, representing a biological cell, is embedded
in an ambient medium submitted to an electric current density. We study the asympto-
tic behavior of the electromagnetic ﬁeld in the three domains (the ambient medium, the
thin layer and the cytoplasm) for the thickness of the membrane tending to zero. We
derive appropriate transmission conditions on the boundary of the cytoplasm in order
to remove the thin layer from the problem. Actually, the inﬂuence of the membrane is
approached by these transmission conditions. To justify our asymptotic expansion, we
provide piecewise estimates of the error between the exact solution and the approximate
solution.
The paper is structured as follows. In Section 9.3, we present the studied problem in
the differential calculus formalism and the main result of the paper. Section 9.4 is devoted
to the geometry : we perform our change of variables and we write the problem in the
so-called local coordinates. In Section 9.5 we derive formally our asymptotic expansion,
which is rigorously proved in Section 9.6. In Appendix 1, we give recurrence formulae to
obtain asymptotics at any order. Appendix 2 is devoted to the basic notions of differential
forms used in the paper.
9.3 Maxwell equations using differential forms
In the following we use the conventions of differential calculus formalism. Deﬁni-
tions and basic properties of the differential calculus are given in Appendix 2. We recall
here the usual notations.
Notation 9.3.1 Let k be an integer. For a compact, connected and oriented Riemanian
manifold (M, g) of Rn we denote by Ωk(M) the space of k–forms deﬁned onM .
1The electroquasistatic approximation consists in considering that the electric ﬁeld comes from a po-
tential :E = −∇V . In this approximation the curl part of the electric ﬁeld vanishes and the magnetic ﬁeld
is neglected.
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• The exterior product between two differential forms ω and η is denoted by ω ∧ η.
• The inner product on Ωk(M) is denoted by 〈·, ·〉
Ωk
.
• The Hodge star operator is denoted by ⋆.
• The interior product of a differential form ω with a smooth vector ﬁeld Y is written
int(Y )ω.
Let us denote the exterior differential and codifferential operators respectively by d, δ.
The Laplace-Beltrami operator ∆ is deﬁned by ∆ = −dδ − δd.
L2Ωk(M) is the space of the square integrable k − forms of M while for s ∈
R, HsΩk(M) is the usual Sobolev space of k-forms. Let HΩk(d,M) and HΩk(δ,M)
denote
HΩk(d,M) =
{
ω ∈ L2Ωk(M) : dω ∈ L2Ωk+1(M)} , (9.1)
HΩk(δ,M) =
{
ω ∈ L2Ωk(M) : δω ∈ L2Ωk−1(M)} , (9.2)
that are Banach spaces when associated with their respective norms
‖ω‖HΩk(d,M) = ‖ω‖L2Ωk(M) + ‖dω‖L2Ωk+1(M),
‖ω‖HΩk(δ,M) = ‖ω‖L2Ωk(M) + ‖δω‖L2Ωk−1(M).
We also denote byHΩk(d, δ,M) the spaceHΩk(d,M)∩HΩk(δ,M) equipped with the
norm
‖ω‖HΩk(d,δ,M) = ‖ω‖L2Ωk(M) + ‖dω‖L2Ωk+1(M) + ‖δω‖L2Ωk−1(M).
Hs(M) and L2(M) denotes the respective spacesHsΩ0(M) and L2Ω0(M).
9.3.1 The considered problem
Let Γ be a compact oriented surface of R3 without boundary. Consider the smooth
connected bounded domain Oc with boundary Γ ; Oc is surrounded by a thin layer Oεm
with constant thickness ε. This material with thin layer is embedded in an ambient
smooth connected domain Oε
e
with compact oriented boundary. We denote by O the
ε-independent domain deﬁned by
O = Oε
e
∪Oε
m
∪ Oc.
Moreover, we denote by Γε the boundary of Oc ∪Oεm (see Figure 1). Let µc, µm and µe
be three positive constants and let qe, qc and qm be three complex numbers. Deﬁne the
two piecewise functions µ and q on O by
∀x ∈ O, µ(x) =

µe, in Oεe ,
µm, in Oεm,
µc, in Oc,
∀x ∈ O, q(x) =

qe, in Oεe ,
qm, in Oεm,
qc, in Oc.
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The function µ is the dimensionaless permeability of O while the function q denotes its
dimensionaless complex permittivity2.
Oc
ε
Γε
Γ
Oεm
Oεe
O
qc
µc
qmµm
qe
µe
Figure 1 : Geometry of the problem
Let d0 > 0 such that for each point q of Γ, the normal lines of Γ passing through
q, with center at q and length 2d0 are disjoints. In the following, we suppose that ε ∈
(0, d0). We denote by Od0e the set of points x ∈ Oεe at the distance greater than d0 of
Γ. We suppose that the ambient medium is submitted to a current density J compactly
supported in Od0
e
. All along the paper the following hypothesis holds.
Hypothe`se 9.1 (i) There exists c1, c2 > 0 such that for all x ∈ O,
c1 ! − Im(q(x)) ! c2, 0 < Re(q(x)) ! c2. (9.3)
(ii) The source current density J satisﬁes
supp(J) % Od0
e
, J ∈ L2Ω1 (O) , δJ = 0, in O.
2Using the notations of the electrical engineeering community, q = ω2
(
"− i σ
ω
)
, where ω is the fre-
quency, " the permittivity and σ the conductivity of the domain [7].
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Maxwell equations describe the behavior of the electromagnetic ﬁeld in O. Denote by
E and H the 1–forms representing respectively the electric and the magnetic ﬁelds in
O in time-harmonic regime. Denote by N∂O the outward normal vector ﬁeld to ∂O. In
the following and accordingly Remark 9.8.2 of Appendix 2, the normal vector ﬁeld and
the corresponding normal 1–form are identiﬁed. Maxwell equations in time-harmonic
regime write [35, 36, 66]
dE = i ⋆ (µH) , dH = −i ⋆ (qE + J) , in O, (9.4a)
N∂O × E|∂O = 0, on ∂O. (9.4b)
Using the idempotence of ⋆ in R3, we may infer the vector wave equation on E
⋆ d
(
1
µ
⋆ dE
)
− qE = J, in O, N∂O × E|∂O = 0, on ∂O.
Since µ is a scalar function3 of O, we infer
δ
(
1
µ
dE
)
− qE = J, in O, N∂O × E|∂O = 0, on ∂O. (9.5)
Remark 9.3.2 DenoteE in Euclidean coordinates byExdx+Eydy+Ezdz and similarly
for H and J. Problem (9.4) and problem (9.5) write now
curl E = iµH, curlH = −i (qE + J) , in O, N∂Ω × E|∂Ω = O, on ∂O,
and
curl
(
1
µ
curlE
)
− qE = J, in O, N∂Ω × E|∂Ω = 0, on ∂O.
△
9.3.2 Variational formulation.
Our functional space X(q) is deﬁned as
X(q) =
{
u ∈ HΩ1(d,O), δ(qu) ∈ L2(O), N∂O ∧ u|∂O = 0
}
,
associated with its graph norm
‖u‖X(q) = ‖u‖HΩ1(d,O) + ‖δ(qu)‖L2(O).
3If µ is a tensor the previous equation (9.5) becomes δ
(
%µ−1 % dE
)− qE = J.
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Deﬁne the sesquilinear form aq in X(q) adapted to a regularized variational formulation
of the problem (9.5) by
aq(u, v) =
∫
O
(
1
µ
〈
du, dv
〉
Ω2
+
〈
δ(qu), δ(qv)
〉
Ω0
− q〈u, v〉
Ω1
)
dvolO .
Using inequalities (9.3), the following lemma holds.
Lemma 9.3.3 There exists a constant c0 > 0 and α ∈ C such that for all ε ∈ (0, d0),
Re
(
αaq(u, u)
)
" c0‖u‖2X(q). (9.6)
For all ε ∈ (0, d0), we consider the variational problem : ﬁnd E ∈ X(q) such that
∀u ∈ X(q), aq(E, u) =
∫
O
〈
J, u
〉
Ω1
dvolO . (9.7)
Using Hypothesis 9.1 the following theorem holds.
Theorem 9.3.4 (Equivalent problems) Let Hypothesis 9.1 hold.
(i) There is at most one solution E ∈ X(q) to problem (9.7).
(ii) The solution E satisﬁes (9.5) in a weak sense
δdE− µqE = J, in Oε
e
∪Oε
m
∪ Oc, N∂O × E|∂O = 0,
with the divergence condition
δ(qE) = 0, in O (9.8)
and the following equalities4 hold for S ∈ {Γ,Γε}
[NS × E]S = 0,
[
1
µ
int(NS )dE
]
S
= 0, [q int(NS )E]S = 0. (9.9)
(iii) If (E,H) ∈ (L2Ω1(O))2 is solution to problem (9.4) then E ∈ X(q) satisﬁes (9.5).
Conversely, if E ∈ X(q) satisﬁes (9.5) then the couple of 1–forms (E,−(i/µ) ⋆ dE)
belongs to (L2Ω1(O))2 and satisﬁes problem (9.4).
PREUVE. The proof is based on an idea of Costabel et al..
(i) Accordingly estimate (9.6), a straightforward application of the well-known Lax-
Milgram theorem leads to existence and uniqueness of the solution E to the regularized
variational problem (9.7).
4For an oriented surface S without boundary and for a differential form u deﬁned in a neighborhood
of S we denote by [u]
S
the jump across S . NS denotes the outward normal to S
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(ii) The proof is precisely worked out in full details in [15, 16] in a very slightly dif-
ferent conﬁguration. We just give here the sketch of the proof. The ﬁrst transmission
conditions (9.9) easily come from Green formula of Proposition 9.7. The divergence
conditions straightforwardly come from δ(qE) = 0, using (9.5) and δ2 ≡ 0. The other
implication is obvious. We then prove that this solution satisﬁes δ(qE) = 0.
Denote by H∆(O) the space of functions φ ∈ H10 (O) such that δ(qdφ) belongs to
L2(O). Integrations by parts imply
∀φ ∈ H∆(O), aq(E, dφ) =
∫
O
〈
δ(qE), δ(qdφ) + φ
〉
Ω0
dvolO .
Since Im(q) ≤ −c1 < 0, the function δ(qdφ) + φ runs through the whole L2(O) space
for φ running throughH∆ (O). Moreover, since δ(J) vanishes we have∫
O
〈
J, dφ
〉
Ω1
dvolO = 0,
from which we infer that δ(qE) identically vanishes in L2(O) according to (9.7). There-
fore the solution E of problem (9.7) solves problem (9.5).
(iii) If (E,H) solves problem (9.4) we straightforwadly infer (9.5), since ⋆ is idempotent
and since µ is a scalar function. Conversely, deﬁning H by
H = − i
µ
⋆ dE,
we infer that (E,H) solves problem (9.4). #
Denote by Oe the domainOe = O \ Oc. Deﬁne µ˜ and q˜ by
∀x ∈ O, µ˜(x) =
{
µc, in Oc,
µe, in Oe,
∀x ∈ O, q˜(x) =
{
qc, in Oc,
qe, in Oe.
Let E0 ∈ X(q˜) be the “background” solution deﬁned by
∀u ∈ X(q˜), aq˜(E0, u) =
∫
O
〈
J, u
〉
Ω1
dvolO,
which means in a weak sense
δ
(
1
µ˜
dE0
)
− q˜ E0 = J, in O, N∂O × E0|∂O = 0. (9.10)
We have the following regularity result.
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Proposition 9.2 Let Hypothesis 9.1 hold. Moreover let s ≥ 0 and J belong toHsΩ1(Od0
e
).
Then the 1-form E0 exists and is unique in X(q˜). Moreover, denoting by Ec,0 and E˜
e,0
its
respective restrictions toOc and Oe, we have
E˜
e,0 ∈ H2+sΩ1 (Oe) , Ec,0 ∈ H2+sΩ1 (Oc) .
PREUVE. The 1–form E0 satisﬁes (9.10). The proof of the existence and the uniqueness
of E0 in X(q˜) is very similar to those performed in Theorem 9.3.4 by replacing X(q) by
X(q˜) and aq by aq˜. Since δJ vanishes, we infer δ(q˜E
0) = 0 and therefore E0 satisﬁes
−∆E0 − µ˜q˜ E0 = J, in Oe ∪ Oc, N∂O × E0|∂O = 0,
with transmission conditions[
NΓ ∧ dE0
]
Γ
= 0,
[
q˜ int(NΓ)E
0
]
Γ
= 0,[
1
µ˜
int(NΓ)dE
0
]
Γ
= 0,
[
δ(q˜E0)
]
Γ
= 0.
The same calculations as performed in Proposition 2.1 of Costabel et al. [16] imply
that the set of the above transmission and boundary conditions covers5 the Laplacian in
Oc and in Oe, in the sense of Deﬁnition 1.5 at page 125 of Lions and Magenes [40].
Therefore we infer the piecewise elliptic regularity of E0, which ends the proof of the
lemma. #
The following estimates hold
Proposition 9.3 Under Hypothesis 9.1, there exists C > 0 such that for all ε ∈ (0, d0)
‖E‖X(q) ! C, (9.11)
‖E− E0‖HΩ1(d,O) ! C
√
ε. (9.12)
PREUVE. Using (9.6), estimates (9.11) are obvious since Im(q) ! −c1 < 0. Prove
now (9.12). We ﬁrst mention that E0 belongs toH2Ω1(̟) for ̟ ∈ {Oe,Oc}, according
to Proposition 9.2 ; hence E0 ∈ L∞Ω1(̟) and dE0 ∈ L∞Ω2(̟). Denoting by U =
E− E0 we infer∫
O
1
µ
〈dU, dU〉Ω2 − q〈U,U〉Ω1 dvolO = qm
∫
Oεm
〈E0,U〉Ω1 dvolOεm
− 1
µm
∫
Oεm
〈dE0, dU〉Ω2 dvolOεm .
5Accordingly the appendix of the paper of Li and Vogelius [39] the regularity of E0 may also be
obtained by using a reﬂection to reduce the problem to an elliptic system with complementing boundary
conditions in the sense of Agmon et al.[2, 3].
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Therefore using (9.11) and using the assumption (9.3) on q, we infer
‖dU‖L2Ω2(O) + ‖U‖L2Ω1(O) ! C
√
ε.
#
9.3.3 Main result
Consider the inclusion J : Γ −→ O, and J ∗ its pull-back J ∗ : Ωk(O) −→
Ωk(Γ), k ∈ {0, 1, 2, 3}. Denote by dΓ and δΓ the exterior differential and the codiffe-
rential operators deﬁned on Ωk(Γ). Deﬁne S and T by
S = (qm − qe)J ∗(E0)|Γ+ +
(
1
µm
− 1
µe
)
δΓdΓ
(J ∗(E0)) |Γ+ , (9.13)
T = qc
(
1
qm
− 1
qe
)
d
(
int(NΓ)E
0|Γ−
)
+
µm − µe
µc
int(NΓ)
(
dE0
)∣∣
Γ−
. (9.14)
The explicit expressions of S and T in local coordinates are given in Section 9.6. Let E1
be the 1–forms deﬁned by
δdE1 − µ˜q˜E1 = 0, in Oe ∪ Oc, N∂O × E1|∂O = 0,
with the following transmission conditions on Γ
1
µe
int(NΓ)dE
1|Γ+ − 1
µc
int(NΓ)dE
1|Γ− = S, (9.15)
NΓ × E1|Γ+ −NΓ × E1|Γ− = NΓ × T. (9.16)
The aim of this paper is to prove the following theorem.
Theorem 9.3.5 Under Hypothesis 9.1, if moreover the current density J belongs to
H3Ω1(Od0
e
), there exists ε0 > 0 and a constant C, independent on ε such that
∀ε ∈ (0, ε0), ‖E− (E0 + εE1)‖HΩ1(d,δ,Oc) ! Cε2,
and for any domain ̟ compactly embedded in Oe, there exists ε̟ > 0 and a constant
C̟ > 0 independent on ε such that
∀ε ∈ (0, ε̟), ‖E− (E0 + εE1)‖HΩ1(d,δ,̟) ! C̟ε2.
Remark 9.3.6 It is possible to give a precise behavior of E in a neighborhood of Γ by
deﬁning a 1–form in the thin membrane (see Theorem 9.6.1). △
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In this paper we choose to deal with differential forms, in accordance with Flanders [29].
This point of view has the convenience of considering both electric and magnetic ﬁelds
as 1–forms, i.e. they are physically similar in accordance with electrical engineering
considerations [7]. It is also possible to derive our asymptotics by tensor calculus consi-
derations, as used in linear elasticity of thin shell [19, 26, 27]. This approach is worked
out in full details in the thesis [53] of the ﬁrst author.
Remark 9.3.7 [The tensor calculus formulation] Since we are conﬁdent that our result
might be very useful for bioelectromagnetic computations, and since the electrical en-
gineering community may feel uncomfortable with the differential calculus formalism,
we translate our result with the help of “usual” differential operators. Denote by∇Γ and
∇Γ· the respective gradient and divergence operators on Γ. Deﬁne RotΓ and rotΓ by
∀f ∈ C∞(Γ), RotΓ f = (∇Γf)×NΓ,
∀f ∈ (C∞(Γ))3 , rotΓ f = ∇Γ · (f ×NΓ) .
Then (Ek)k=0,1 (seen as vector ﬁeld) satisfy the following equations
curl curl Ek − µ˜q˜Ek = δk0J, in Oe ∪ Oc, N∂O × Ek|∂O = 0,
with the following transmission conditions on Γ
NΓ × E0|Γ+ = NΓ × E0|Γ−, 1
µe
(
NΓ × curl E0
) |Γ+ = 1
µc
(
NΓ × curlE0
) |Γ−, (9.17)
NΓ × E1|Γ+ ×NΓ = NΓ × E1|Γ− ×NΓ + qc
(
1
qm
− 1
qe
)
∇Γ
(
E0|Γ− ·NΓ
)
+
µm − µe
µc
(
curlE0 ×NΓ
) |Γ−, (9.18)
1
µe
(
curl E1 ×NΓ
) |Γ+ = 1
µc
(
curlE1 ×NΓ
) |Γ− + (qm − qe) (NΓ × E0 ×NΓ) |Γ+
+
(
1
µm
− 1
µe
)
RotΓ rotΓ
(
NΓ × E0 ×NΓ
) |Γ+ .
△
Remark 9.3.8 [The impedance boundary condition of Engquist–Ne´de´lec [24]] Let J be
supported in Oc (and divergence free) and suppose thatOεe is a perfectly conducting do-
main. Therefore qe = +∞ and µe = 0. An homogeneous Dirichlet condition is imposed
on Γε
NΓε × E|Γε = 0.
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We are now in the same conﬁguration as the problem studied by Engquist and Ne´de´lec [24]
at page 18. According to (9.17)–(9.18), writing the condition satisﬁed by E0 + εE1 and
neglecting the terms in ε2, we infer the following boundary condition for the ﬁrst-order
approximate ﬁeld Ea
NΓ × Ea|Γ− ×NΓ = −ε
(
qc
qm
∇Γ (Ea|Γ− ·NΓ) + µm
µc
(curlEa ×NΓ) |Γ−
)
.
Recall that according to Maxwell equations, curlE = iµcH and curlH = −iqcE. The-
refore qcE · NΓ = i curlH · NΓ. According to the deﬁnition of ∇Γ· (see for example
equation (2.22) page 5 of [24]), we infer6
∇Γ · (H×NΓ) = curlH ·NΓ = −iqcE ·NΓ, (9.19)
and the impedance boundary condition follows
NΓ × Ea|Γ− ×NΓ = −iε
(
1
qm
∇Γ (∇Γ · (Ha ×NΓ)) + µm (Ha ×NΓ) |Γ−
)
.
Observe that this is the impedance boundary condition of given in [24] page 19, since
they took the normal interior to their domain Ω∞, hence n = −NΓ. △
We point out few arguments to enlight the convenience of differential calculus for-
malism.
(i)Anisotropy. For sake of simplicity, we deal here with isotropic materials, however the
anisotropic case may be interesting for applications. In this case, µ and q are matrices
and the vector wave equation becomes
δ
((
⋆µ−1⋆
)
dE
)− qE = J, in O N∂O × E|∂O = 0, on ∂O,
and the following transmission conditions hold on S ∈ {Γ,Γε}[
int(NS )
(
⋆µ−1 ⋆ dE
)]
S
= 0, [NS × E]S = 0.
To obtain the approximate transmission conditions equivalent to the thin layer, we just
have to write the tensor ⋆µ−1⋆ in local coordinates, with the help of the explicit formulae
given in Appendix 2. The calculations are more tedious but we are conﬁdent that the
reader has all the tools to perform the analysis.
6Using differential forms and since dN = 0 equality (9.59) implies
int(NΓ)E
0|Γ− = −
1
iqc
int(NΓ)δ
(
%H0
)
= − 1
iqc
δΓ
(
int(N) %H0|Γ
)
, which is exactly equality (9.19).
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(ii) Non-constant thickness. We consider here a thin layer with constant thickness. As
mentionned in Section 9.2 a high electric ﬁeld may occur a dramatically local decreasing
of the thickness of the membrane, possibly leading to the apparition of pores. Hence the
thickness of the membrane is no more constant with respect to the tangential variable.
As performed in [56], the change of variables would lead to additional terms in the
transmission conditions. These terms would come from the fact that the coefﬁcients gi3
of the matrix (gij) given by (9.20) do not vanish. The derivation of the asymptotics
would be more tedious but, once again, we are conﬁdent that all the tools are given in
the present paper to perform the calculation.
In the case of a rough thin layer, the present analysis may not be applied. We have to
introduce appropriate correctors as performed in [12].
(iii) Link with Helmholtz equation. Observe that equations (9.5) are well-deﬁned if E
and J are functions, since the operators d and δ are deﬁned for k–forms and the exterior
product between a 1–form and a function is also well-deﬁned. Moreover, since δ acting
on functions is zero, the operator −δd coincides with Laplace-Beltrami operator ∆. In
addition, the above differential forms S and T are well-deﬁned even if E0 is a function,
and in this case we have
S = (qm − qe)E0|Γ+ +
(
1
µm
− 1
µe
)
δΓdΓ
(
E0
) |Γ+,
T =
µm − µe
µc
int(NΓ)
(
dE0
)∣∣
Γ−
,
since the interior product int(NΓ) acting on functions is zero. Writing formally our
asymptotic transmission conditions for functions in tensor calculus formalism, we in-
fer that the function u solution to
−∇ ·
(
1
µ
∇u
)
− qu = j, in O, u|∂O = 0,
is approached by u0 + εu1 where (uk)k=0,1 satisfy
−∆uk − µ˜q˜uk = δk0j, in Oc ∪ Oe, uk|∂O = 0,
with the following transmission conditions
[u0]Γ = 0,
[
1
µ˜
∂nu
0
]
Γ
= 0, u1|Γ+ − u1|Γ− = µm − µe
µc
∂nu
0|Γ−,
1
µe
∂nu
1|Γ+ − 1
µc
∂nu
1|Γ− = (qm − qe)u0|Γ+ −
(
1
µm
− 1
µe
)
∆Γu
0|Γ+ .
This asymptotic expansion is rigorously proved in [54] (see equations (4) page 4 of [54]).
Therefore the differential calculus provide a link between the results for Helmholtz and
Maxwell equations.
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9.4 Geometry
Let VΓ be the tubular open neighborhood of Γ composed by the points at the distance
d0 of Γ. In the following, it will be convenient to write the involved differential form E
in local coordinates in the tubular neighborhood VΓ of Γ. We denote by V
ε
e
and Vc the
respective intersections VΓ ∩Oεe and VΓ ∩ Oc.
9.4.1 Parameterization of Γ.
Let xT = (x1, x2) be a system of local coordinates on Γ = {ψ(xT)} . By abuse of no-
tations, we denote by xT ∈ Γ the point of Γ equal to ψ(xT). In the (x1, x2)–coordinates,
we denote by NΓ the outward vector normal to Γ deﬁned by
NΓ =
∂1ψ ∧ ∂2ψ
‖∂1ψ ∧ ∂2ψ‖ ,
and we deﬁne by Φ the following map
∀(xT, x3) ∈ Γ× R, Φ(xT, x3) = ψ(xT) + x3NΓ(xT).
Notation 9.4.1 In the following ∂j stands for ∂xj for j = 1, 2, 3. Moreover we use
the summation indices convention aibi =
∑
i=1,2,3 aibi. Observe that according to our
change of variables, xT denotes the tangential variables and x3 is the normal direction.
To accentuate the difference between xT and x3, the Greek letters α and β (and possibly
γ, ι, κ and λ) denote the indices in {1, 2}, while the letters i, j, k denote the indices in
{1, 2, 3}. Eventually it is convenient to introduce the Levi-Civita` symbol ǫijk deﬁned by
ǫijk =

+1, if {i, j, k} is an even permutation of {1, 2, 3},
−1, if {i, j, k} is an odd permutation of {1, 2, 3},
0, if any two labels are the same.
According to the deﬁnition of d0, the tubular neighborhood VΓ of Γ may be parame-
terized by
VΓ = {Φ(xT, x3), (xT, x3) ∈ Γ× (−d0, d0)} .
The system of coordinates (xT, x3) is the so-called local coordinates of VΓ. The Eu-
clidean metric of VΓ written in (xT, x3)–coordinates is given by the following matrix
(gij)i,j=1,2,3
(gij)i,j=1,2,3 =
g11 g12 0g12 g22 0
0 0 1
 , (9.20)
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where the coefﬁcient gαβ equals gαβ = 〈∂αΦ, ∂βΦ〉. Here 〈·, ·〉 denotes the Euclidean
scalar product of R3. Denote by (gij) the inverse matrix of (gij) , and by g the determi-
nant of (gij). The coefﬁcients gαβ might be written with the help of the coefﬁcients of
the ﬁrst, the second and of the third fundamental forms of Γ in the basis (∂1ψ, ∂2ψ) (see
Do Carmo [21])
gαβ(xT, x3) = g
0
αβ(xT)− 2x3bαβ(xT) + x23cαβ(xT).
The mean curvature H of Γ equals
H = −1
2
∂3
(√
g
)
√
g
∣∣∣∣∣
x3=0
. (9.21)
9.4.2 The transmission conditions in local coordinates
In the (xT, x3)–coordinates, write E = Eidx
i. NΓ is the outward normal ﬁeld of
Γ, which is identiﬁed to the 1–form dx3 in accordance with Remark 9.8.2. Applying
straightforward the formulas of Appendix 2 we infer
NΓ × E = Eαdx3dxα, int(NΓ)E = E3, int(NΓ)dE = (∂3Eα − ∂αE3) dxα.
Hence transmission conditions (9.9) write for h ∈ {0, ε}
[Eα]x3=h = 0,
[
1
µ
(∂3Eα − ∂αE3)
]
x3=h
= 0, [q E3]x3=h = 0. (9.22)
9.4.3 Rescaling in the thin layer
Denote by Eej and by E
c
j the respective restrictions of Ej to V
ε
e
and to Vc. In Oεm we
perform the rescaling x3 = εη, η ∈ (0, 1), and we denote by Emj , by gmij and by gm the
following functions
∀η ∈ (0, 1),

Emj (xT, η) = Ej(xT, εη)
gmij(xT, η) = gij(xT, εη), for i, j = 1, 2, 3
gm(xT, η) = g(xT, εη)
.
Observe that gmαβ(xT, η) = g
0
αβ(xT) − 2εηbαβ(xT) + ε2η2cαβ(xT), hence for l ∈ N,
∂lηg
m
αβ = O(ε
l), while ∂lαg
m
ικ = O(1). Denote by
δdE = ami (xT, η)dx
i, in Oε
m
.
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Applying formula (9.63) with the metric given by (9.20), and performing the rescaling
x3 = εη, we infer,
amλ = −
1
ε2
∂2ηEmλ +
1
ε
(
∂η∂λEm3 + ǫαβ3ǫικ3
gmλι√
gm
∂η
ε
(
gmακ√
gm
)
∂ηEmβ
)
+ ǫαβ3ǫικ3
gmλι√
gm
(
∂κ
(
1√
gm
∂αEmβ
)
− ∂η
ε
(
gmακ√
gm
)
∂βEm3
)
,
(9.23)
am3 =
1
ε
ǫαβ3ǫικ3∂κ
(
gmαι√
gm
∂ηEmβ
)
+ ǫαβ3ǫικ3∂α
(
gmβι√
gm
∂κEm3
)
. (9.24)
The divergence free condition δEm = 0 with equality (9.61) writes then
1
ε
∂ηEm3 +
1√
gm
∂η
ε
(
√
gm)Em3 + ǫαβ3ǫικ3
1√
gm
∂α
(
gmκβ√
gm
Emι
)
= 0. (9.25)
The transmission conditions (9.22) in x3 = ε become
1
µe
(∂3Eλ − ∂λE3) |x3=ε+ =
1
µm
(
1
ε
∂ηEmλ − ∂λEm3
)∣∣∣∣
η=1
(9.26a)
Eλ|x3=ε+ = Emλ |η=1. (9.26b)
The transmission conditions (9.22) in x3 = 0 write
1
µm
(
1
ε
∂ηEmλ − ∂λEm3
)∣∣∣∣
η=0
=
1
µc
(∂3Eλ − ∂λE3) |x3=0− (9.27a)
Emλ |η=0 = Eλ|x3=0−, (9.27b)
and the transmission conditions for the normal components E3 are
qeE3|x3=ε+ = qmEm3 |η=1, qmEm3 |η=0 = qcE3|x3=0−. (9.28)
9.5 Ansatz and formal expansion
We set now our ansatz. We look solutions written as formal series in ε
E|Oεe = E˜
e,0|Oεe + εE˜
e,1|Oεe + · · · , in Oεe , (9.29a)
E|Oc = Ec,0 + εEc,1 + · · · , in Oc, (9.29b)
and in the cylinder Γ× (0, 1),
E|Oεm ◦Φ(xT, εη) = Em,0(xT, η) + εEm,1(xT, η) + · · · , (9.29c)
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where the 1–forms (E˜
e,n
)n∈N, and (E
c,n)n∈N are deﬁned in ε–independent domains. We
emphasize that the sequence (E˜
e,n
)n∈N is deﬁned in (Oεm)N even if its associated serie
does not approach E in the thin layer.
Remark 9.5.1 The 1–forms (Em,n)n∈N are proﬁles deﬁned in the cylinder Γ × (0, 1) ;
note the difference with the 1–forms (Ec,n)n∈N and (E˜
e,n
)n∈N. These proﬁles are the
key-point of the following asymptotic expansion. △
In VΓ, for n ∈ N, we denote by
E˜
e,n
= E˜e,ni (xT, x3)dx
i, Ec,n = Ec,ni (xT, x3)dx
i,
Em,n = Em,ni (xT, η)dxi, η = x3/ε.
Our aim is to identify the ﬁrst two terms of the sequences and to estimate the remainder
term. Suppose that for n ∈ N, the forms
(
E˜e,nk
)
k=1,2,3
are as regular as necessary. Using
formal Taylor expansion, we infer for l = 0, 1
∂ljE˜
e,n
k |x3=ε+ = ∂ljE˜e,nk |x3=0+ + ε∂3∂ljE˜e,nk |x3=0+ + · · · (9.30)
It is convenient to deﬁne En for n ∈ N by
En = E˜
e,n
, in Oe, En = Ec,n, in Oc.
We are now ready to derive formally our asymptotics. Replace the coefﬁcients (Emj )j=1,···3
and (Ej)j=1,···3 in equations (9.23)–(9.24)–(9.25) and in transmission conditions (9.26)–
(9.27)–(9.28) by their respective formal expansion (9.29), and use the formal Taylor
expansion (9.30). Observe that for any n ∈ N, we necessarily have
δdEn − µ˜q˜En = δn0 J, in Oe ∪ Oc, N∂O ∧ En|∂O = 0, on ∂O. (9.31a)
Observe that δEn = 0, in Oc ∪Oe, (9.31b)
since δJ = 0. It remains to build the appropriate transmission conditions by identifying
the terms with the same power of ε.
9.5.1 Order 0
The term of order -2 in (9.23) vanishes hence ∂2ηEm,0α = 0. From the divergence free
condition (9.25) we infer ∂ηEm,03 = 0. Equality (9.26a) implies ∂ηEm,0α = 0. Therefore the
coefﬁcients Em,0j depend only on xT. From (9.26b)–(9.27b)–(9.28) we infer for n = 0, 1
∂nβ E˜
e,0
α |x3=0+ = ∂nβEc,0α |x3=0− , (9.32a)
qe∂
n
β E˜
e,0
3 |x3=0+ = qc∂nβEc,03 |x3=0−. (9.32b)
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9.5.2 Order 1
Since ∂ηEm,0α and the terms of order -1 in (9.23) vanish, we infer
∂2ηEm,1α = 0. (9.33)
Hence ∂ηEm,1α is constant with respect to η. Therefore, according to (9.26a)
1
µe
(
∂3E˜
e,0
α − ∂αE˜e,03
)
|x3=0+ =
1
µc
(
∂3E
c,0
α − ∂αEc,03
) |x3=0− . (9.34)
According to (9.31)–(9.32)–(9.34) the 1–forms E˜
e,0
and Ec,0 satisfy the elliptic pro-
blem (9.10). According to (9.27b) and to (9.28), we infer
Em,0α (xT, η) = Ec,0α (xT, 0), (9.35a)
Em,03 (xT, η) =
qc
qm
Ec,03 (xT, 0). (9.35b)
Therefore the terms of order 0 are entirely determined. According to (9.27a), using (9.35)
and since ∂ηEm,1α does not depend on η accordingly (9.33), we infer
∂ηEm,1α (xT, η) =
qc
qm
∂αE
c,0
3 |x3=0− +
µm
µc
(
∂3E
c,0
α − ∂αEc,03
) |x3=0−. (9.36)
The transmission conditions follow
E˜e,1α |x3=0+ + ∂3E˜e,0α |x3=0+ = ∂ηEm,1α + Em,1α |η=0,
and
Em,1α |η=0 = Ec,1α |x3=0− .
Therefore we infer
E˜e,1α |x3=0+ − Ec,1α |x3=0− = ∂ηEm,1α − ∂3E˜e,0α |x3=0+ .
Using (9.36) and according to (9.32) and (9.34) we infer
E˜e,1α |x3=0+ −Ec,1α |x3=0− =
(
qc
qm
− qc
qe
)
∂αE
c,0
3 |x3=0−
+
µm − µe
µc
(
∂3E
c,0
α − ∂αEc,03
) |x3=0− . (9.37)
The divergence free condition leads to
∂ηEm,13 = −
1√
g0
ǫαβ3ǫικ3∂α
(
g0κβ√
g0
Ec,0ι
)
|x3=0− + 2H
qc
qm
Ec,03 |x3=0− , (9.38)
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where H is given by (9.21). Transmission condition (9.28) implies
qeE˜
e,1
3 |x3=0+ + qe∂3E˜e,03 |x3=0+ = qm∂ηEm,13 + qcEc,13 |x3=0−. (9.39)
According to (9.10) Ec,0 satisfy the divergence free condition hence
− 1√
g0
ǫαβ3ǫικ3 ∂α
(
g0κβ√
g0
Ec,0ι
)∣∣∣∣∣
x3=0−
= ∂3E
c,0
3 |x3=0− − 2H Ec,03 |x3=0−, (9.40)
and similarly for E˜
e,0
by replacing Ec,0i by E˜
e,0
i . From (9.38)–(9.40) we infer
∂ηEm,13 = ∂3Ec,03 |x3=0− + 2H
(
qc
qm
− 1
)
Ec,03 |x3=0−. (9.41)
Moreover using (9.32) in (9.40) we infer
qe∂3E˜
e,0
3 |x3=0+ = qe∂3Ec,03 |x3=0− − 2H (qe − qc)Ec,03 |x3=0− ,
and therefore (9.39) with equality (9.21) implies
qeE˜
e,1
3 |x3=0+ − qcEc,13 |x3=0− = (qm − qe)
1√
g|x3=0
∂3
(√
gE˜e,03
)∣∣∣∣∣
x3=0+
. (9.42)
9.5.3 Order 2
Since ∂ηEm,0α = 0 we identify the terms in ε2 in (9.23) to infer
∂2ηEm,2λ = ∂η∂λEm,13 + ǫαβ3ǫικ3
g0λι√
g0
{
∂η
ε
(
gmακ√
gm
)∣∣∣∣
η=0
∂ηEm,1β
+
(
∂κ
(
1√
g0
∂αEm,0β
)
− ∂η
ε
(
gmακ√
gm
)∣∣∣∣
η=0
∂βEm,03
)}
+ µmqm
√
g0Em,0λ .
(9.43)
Since the right-hand side of the previous equality does not depend on η, we have
1
µe
(
∂3E˜
e,1
λ − ∂λE˜e,13
)∣∣∣
x3=0+
− 1
µc
(
∂3E
c,1
λ − ∂λEc,13
)∣∣
x3=0−
=
1
µm
(
∂2ηEm,2λ
− ∂λ∂ηEm,13
)
− 1
µe
(
∂23E˜
e,0
λ |x3=0+ − ∂λ∂3E˜e,03 |x3=0+
)
.
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Since δdE˜
e,0 − µeqeE˜
e,0
= 0, explicit formulae of Appendix 2 imply
∂23E˜
e,0
j |x3=0+ =
[
µeqe
√
gE˜
e,0
j + ∂3∂λE˜
e,0
3 + ǫαβ3ǫικ3
gλι√
g
∂3
(
gακ√
g
)
∂3E˜
e,0
β
+ ǫαβ3ǫικ3
gλι√
g
(
∂κ
(
1√
g
∂αE˜
e,0
β
)
− ∂3
(
gακ√
g
)
∂αE˜
e,0
3
)]∣∣∣∣∣
x3=0+
.
According to the transmission condition at the order 0, the following equalities hold
1
µe
(
∂λE˜
e,0
3 − ∂3E˜e,0λ
)
|x3=0+ =
1
µm
(
∂λEm,03 − ∂ηEm,1λ
) |η=0,
E˜e,0λ |x3=0+ = Em,0λ |η=0,
hence we infer the following transmission conditions
1
µe
(
∂3E˜
e,1
λ − ∂λE˜e,13
)
− 1
µc
(
∂3E
c,1
λ − ∂λEc,13
)
= (qm − qe) E˜e,0λ |x3=0+
+
(
1
µm
− 1
µe
)
ǫαβ3ǫικ3
gλα√
g
∂β
(
1√
g
∂ιE˜
e,0
κ
)∣∣∣∣∣
x3=0+
.
(9.44)
Therefore E1 satisﬁes (9.31) for n = 1 with the transmission conditions (9.37)–(9.44)
written in local coordinates. Using equalities (9.36)–(9.41) we infer
Em,1λ (xT, η) = η∂ηEm,1λ + Ec,1λ |x3=0− , Em,13 (xT, η) = η∂ηEm,13 +
qc
qm
Ec,13 |x3=0−.
Remark 9.5.2 The coefﬁcients at the order 1 are now uniquely determined. Since
∂ηEm,2α |η=0 = ∂αEm,13 |η=0 −
µm
µc
(
∂αE
c,1
3 − ∂3Ec,1α
) |x3=0− ,
∂ηEm,2λ is uniquely determined by (9.43)
∂ηEm,2λ = η∂2ηEm,2λ + ∂αEm,13 |η=0 −
µm
µc
(
∂αE
c,1
3 − ∂3Ec,1α
) |x3=0− . (9.45)
△
Remark 9.5.3 Transmission condition (9.42) might be obtained straightforward from
(9.31)–(9.37)–(9.44). Writing δdE˜
e,1
= a˜e,1i dx
i and δdEc,1 = ac,1i dx
i we infer
ac,13 =
1√
g
ǫαβ3ǫικ3∂α
(
gβκ√
g
(
∂3E
c,1
ι − ∂ιEc,13
))
,
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and similarly for a˜
e,1
3 by replacing E
c,1 by E˜e,1. According to (9.44) we have
1
µe
a˜
e,1
3 |x3=0+ −
1
µc
a
c,1
3 |x3=0− =
(qm − qe)√
g
ǫαβ3ǫικ3∂α
(
gβκ√
g
E˜e,1ι
)∣∣∣∣∣
x3=0+
.
The divergence free property of E˜
e,0
applied in x3 = 0
+ implies
1
µe
a
e,1
3 |x3=0+ −
1
µc
a
c,1
3 |x3=0− = −(qm − qe)
1√
g|x3=0
∂3
(√
gE˜
e,0
3
)
|x3=0+ .
Moreover we have
1
µe
a
e,1
3 |x3=0+ + qeE˜e,13 |x3=0+ =
1
µc
a
c,1
3 |x3=0− + qcEc,13 |x3=0− = 0,
therefore, we infer
qeE˜
e,1
3 |x3=0+ − qcEc,13 |x3=0− = (qm − qe)
1√
g|x3=0
∂3
(√
gE˜e,03
)∣∣∣∣∣
x3=0+
,
which is exactly condition (9.42). △
9.6 Justiﬁcation of the expansion
Let us rewrite the equations satisﬁed by the ﬁrst two terms of the asymptotic expan-
sion of E in terms of differential forms. Denote by S and T the following forms
S =
(
(qm − qe) E˜e,0λ |x3=0+ +
(
1
µm
− 1
µe
)
ǫαβ3ǫικ3
gλα√
g
∂β
(
1√
g
∂ιE˜
e,0
κ |x3=0+
))
dxλ
T =
((
qc
qm
− qc
qe
)
∂αE
c,0
3 |x3=0− +
µm − µe
µc
(
∂3E
c,0
α − ∂αEc,03
) |x3=0−
)
dxα.
The reader easily veriﬁes that the deﬁnitions (9.13)–(9.14) coincide with the above ex-
pressions of S and T. The 1–form E0 satisﬁes (9.10) in a weak sense and E1 satisfy (9.31)
with the following transmission conditions on Γ accordingly (9.37)–(9.42)
1
µe
int(NΓ)dE˜
e,1|Γ+ − 1
µc
int(NΓ)dE
c,1|Γ− = S, (9.46a)
NΓ ∧ E˜
e,1|Γ+ −NΓ × Ec,1|Γ− = NΓ × T. (9.46b)
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Observe7 that accordingly (9.42)
δS = −(qm − qe) 1√
g|x3=0
∂3
(√
gE˜
e,0
3
)∣∣∣∣∣
x3=0+
. (9.47)
In the cylinder Γ× (0, 1), the 1–form Em,0 equals
Em,0 = Ec,0α |x3=0−dxα +
qc
qm
Ec,03 |x3=0−dx3, (9.48)
while the 1–form Em,1 equals
Em,1 =
{
Ec,1α |x3=0− + η
(
qc
qm
∂αE
c,0
3 +
µm
µc
(
∂3E
c,0
α − ∂αEc,03
))∣∣∣∣
x3=0−
}
dxα
+
{
qc
qm
Ec,13 |x3=0− + η
(
∂3E
c,0
3 + 2H
(
qm
qc
− 1
)
Ec,03
)∣∣∣∣
x3=0−
}
dx3.
(9.49)
9.6.1 Regularity results
We present now the regularity of the 1-forms E0 and E1.
Proposition 9.4 Let Hypothesis 9.1 hold. Moreover let s ≥ 0 and J belong toH1+sΩ1(Od0
e
).
Then the 1-forms E0 and E1 exist and are unique. Moreover the following regularity re-
sults hold
E˜
e,0 ∈ H3+sΩ1 (Oe) , Ec,0 ∈ H3+sΩ1 (Oc) ,
E˜
e,1 ∈ H2+sΩ1 (Oe) , Ec,1 ∈ H2+sΩ1 (Oc) .
PREUVE. All the assertions concerning E0 are proved in the above Proposition 9.2.
Since E˜
e,0
and Ec,0 belong respectively to H3+sΩ1 (Oe) and H3+sΩ1 (Oc), the forms S
and T belong to the following Sobolev spaces
S ∈ H1/2+sΩ1 (Γ) , T ∈ H3/2+sΩ1 (Γ) .
Moreover accordingly (9.47), δS ∈ H3/2+s(Γ). Let C ∈ H2+sΩ1 (Oc) such that
δC = 0, in Oc,
NΓ ∧ C|Γ = NΓ × T,1
µc
int(NΓ)dC|Γ = S, ,
{
qcint(NΓ)C|Γ = δS,
δ(qcC|Γ) = 0.
7Since qeint(NΓ)E˜
e,1|Γ+ = int(NΓ)
(
(1/µe)δdE˜
e,1|Γ+
)
using (9.59) since dNΓ = 0 we infer
int(NΓ)
(
(1/µe)δdE˜
e,1|Γ+
)
= −δ
(
(1/µe)int(NΓ)dE˜
e,1|Γ+
)
, and similarly for Ec,1. Therefore accor-
dingly (9.46a) we infer qeint(NΓ)E˜
e,1|Γ+ − qcint(NΓ)Ec,1|Γ− = −δS, hence(9.47) according to (9.42).
9.6. JUSTIFICATION OF THE EXPANSION 223
Observe that δdC − µcqcC belongs toHsΩ1 (Oc) . Denote by U the following 1-form
U = E˜
1,e
, in Oe, U = E1,c − C, in Oc.
Then U satisﬁes
δdU− µeqeU = 0, in Oe,
δdU− µcqcU = −δdC + µcqcC, in Oc,
N∂O ∧U|∂O = 0,
with the following homogeneous transmission conditions on Γ
[NΓ ∧ U]Γ = 0,
[
1
µ˜
int(NΓ)dU
]
Γ
= 0, [q˜ int(NΓ)U]Γ = 0.
Performing as we did in Proposition 9.2, we infer Proposition 9.4. #
The next Proposition give the regularity of the 1-form Em,0, Em,1 and Em,2. Its proof
easily comes from Proposition 9.4 and from the explicit expressions of the component
of Em,n, for n = 0, 1, 2, given in Section 9.5.
Proposition 9.5 Let Hypothesis 9.1 hold. Moreover let s ≥ 0 and suppose that J be-
longs to H1+sΩ1
(Od0
e
)
. By abuse of notations8, we deﬁne Em,2 using (9.45) by
Em,2 =
∫ x3/ε
0
∂ηEm,2α dη dxα.
Denote by C∞Ω1
(
[0, 1], H5/2+s−nΩ1 (Γ)
)
is the space of the 1-forms, which are smooth
in the normal variable η, and which belong toH5/2+s−nΩ1 (Γ) at given η ∈ [0, 1].
Then for n = 0, 1, 2, Em,n ∈ C∞Ω1 ([0, 1], H5/2+s−nΩ1 (Γ)) .
9.6.2 Convergence
Suppose that Hypothesis 9.1 holds, and let the source current density J belong to
H3Ω1
(Od0
e
)
, with δJ = 0. It is convenient to deﬁne
Eeapp = E˜
e,0
+ εE˜
e,1
, in Oε
e
, Ecapp = E
c,0 + εEc,1, in Oc,
∀(xT, x3) ∈ Γ× (0, ε), Emapp ◦Φ(xT, x3) = 2∑
n=0
εnEm,n(xT, x3/ε),
8Since Em,2 vanishes in x3 = 0, it is not the third coefﬁcient of the proﬁle in Γ× (0, 1).
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and letEapp equal toE
e
app inOεe, Ecapp inOc and to Emapp inOεm. According to the construc-
tion of the coefﬁcients (Em,n)n=0,1,2 and using Proposition 9.5, there exists a 1-form
G ∈ C∞Ω1 ([0, 1], H1/2Ω1 (Γ)) , such that
δdEmapp − µmqmEmapp = εG ◦Φ−1, in Oεm,
and for an ε–independent constant C > 0,
sup
η∈[0,1]
‖G(., η)‖H1/2Ω1(Γ) ! C, sup
η∈[0,1]
‖δG(., η)‖H3/2(Γ) ! C.
Deﬁne W by W = E − Eapp and denote by We, Wm and Wc the respective restrictions
of W to Oε
e
, Oε
m
and Oc. In local coordinates, We = W ei dxi, Wm = Wmi dxi and Wc =
W ci dx
i. Theorem 9.3.5 is a straightforward corollary of the following result.
Theorem 9.6.1 There exists an ε–independent constant C > 0 such that
‖We‖HΩ1(d,δ,Oεe ) +
√
ε‖Wm‖HΩ1(d,δ,Oεm) + ‖Wc‖HΩ1(d,δ,Oc) ! Cε2.
PREUVE. The 1–form W satisﬁes
δdW− µqW = ε1OεmG, in Oεe ∪ Oεm ∪ Oc, N∂O ∧We|∂O = 0, on ∂O,
with the following transmission conditions for S ∈ {Γε,Γ}
[NS ∧W]S = − [NS × Eapp]S , (9.50a)[
1
µ
int(NS )dW
]
S
= −
[
1
µ
int(NS )dEapp
]
S
. (9.50b)
Let Eeapp = E
e,app
i dx
i. Accordingly Proposition 9.4 Eeapp ∈ H4Ω1 (Oe). Hence there
exists fα ∈ H1/2(Γ) and gj ∈ H3/2(Γ) such that
(∂3E
e,app
α − ∂αEe,app3 ) |x3=ε =
∑
l=0,1
εl∂l3 (∂3E
e,app
α − ∂αEe,app3 ) |x3=0+ + ε2fα,
Ee,appj |x3=ε = Ee,appj |x3=0+ + ε∂3Ee,appj |x3=0+ + ε2gj.
Moreover there exists a ε–independent constant C > 0 such that
|fα|H1/2(Γ) ! C, |gj|H3/2(Γ) ! C. (9.51)
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After simple calculations involving the explicit expressions of (Em,n)n=0,1,2 in local co-
ordinates, transmission conditions (9.50) are written
1
µe
(∂3W
e
α − ∂αW e3 ) |x3=ε+ =
1
µm
(∂3W
m
α − ∂αWm3 ) |x3=ε− +
ε2
µe
fα,
1
µc
(∂3W
c
α − ∂αW c3 ) |x3=0− =
1
µm
(∂3W
m
α − ∂αWm3 ) |x3=0+ ,
W eα|x3=ε+ = Wmα |x3=ε− + ε2gα, and W cα|x3=0− = Wmα |x3=0+ .
Observe that δW = − ε
µmqm
1OεmδG, and the following equalities hold
qeW
e
3 |x3=ε+ = qmWm3 |x3=ε− + qeε2g3, qcW c3 |x3=0− = qmWm3 |x3=0+ .
We choose P = pidx
i in H2Ω1(Oε
e
) such that
N∂O ∧ P|∂O = 0, and P|x3=ε+ = gi(xT)dxi.
Since for ε ∈ (0, d0/2), the domain Oεe satisﬁes Oe \ (VΓ ∩Oe) ⊂ Oεe ⊂ Oe, and
according to (9.51), there exists an ε–independent constant C > 0 such that
‖P‖H2Ω1(Oεe ) ! C.
Deﬁning W˜ = W + ε21Oεe P, we infer
δdW˜− µqW˜ = ε21Oεe (δdP− µeqeP) + ε1OεmG, in O, N∂O ∧ W˜|∂O = 0, on ∂O,
and the following transmission conditions hold
1
µe
(
∂3W˜
e
α − ∂αW˜ e3
)
|x3=ε+ =
1
µm
(
∂3W˜
m
α − ∂αW˜m3
)
|x3=ε− +
ε2
µe
f˜α,
1
µc
(
∂3W˜
c
α − ∂αW˜ c3
)
|x3=0− =
1
µm
(
∂3W˜
m
α − ∂αW˜m3
)
|x3=0+ ,
W˜ eα|x3=ε+ = W˜mα |x3=ε−, W˜ cα|x3=0− = W˜mα |x3=0+ ,
where f˜α = fα − (∂3pα − ∂αp3) |x3=ε+. Moreover
qeW˜
e
3 |x3=ε+ = qmW˜m3 |x3=ε−, qcW˜ c3 |x3=0− = qmW˜m3 |x3=0+ .
Since the functions f˜α are deﬁned on Γ, it is convenient to deﬁne F˜α on Γε by
∀xT ∈ Γ, F˜α ◦Φ(xT, ε) = f˜α(xT).
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Denoting by G˜ and F˜ the following 1–forms deﬁned by
G˜ = ε1OεmG + ε
21Oεe (δdP− µeqeP) , F˜ = F˜αdxα,
there exists an ε–independent constant C > 0 such that
‖G˜‖L2Ω1(O) ! Cε3/2, ‖δG˜‖L2(O) ! Cε3/2 and ‖F˜‖H−1/2Ω1(Γε) ! C.
The 1-form W˜ satisﬁes the following equalities
δdW˜− µqW˜ = G˜, in Oε
e
∪ Oε
m
∪Oc, N∂O ∧ W˜e|∂O = 0, on ∂O, (9.52a)
with the following transmission conditions on Γε and on Γ
1
µe
int(NΓε)dW˜
e|Γ+ε =
1
µm
int(NΓε)dW˜
m|Γ−ε +
ε2
µe
F˜, (9.52b)
1
µm
int(NΓ)dW˜
m|Γ+ = 1
µc
int(NΓ)dW˜
c|Γ−, (9.52c)
NΓε ∧ W˜e|Γ+ε = NΓε ∧ W˜m|Γ−ε , and NΓ ∧ W˜m|Γ+ = NΓ ∧ W˜c|Γ−. (9.52d)
Moreover
δW˜ =
1
µq
δG˜, in Oε
e
∪Oε
m
∪ Oc, (9.53)
and G˜ and F˜ are such that
qeint(NΓε)W˜
e|Γ+ε = qmint(NΓε)W˜m|Γ−ε , qcint(NΓ)W˜c|Γ− = qmint(NΓ)W˜m|Γ+.
Multiply (9.52) by W˜ and integrate by parts with the help of (9.53) to infer
‖W˜e‖HΩ1(d,δ,Oεe ) +
√
ε‖W˜m‖HΩ1(d,δ,Oεm) + ‖W˜c‖HΩ1(d,δ,Oc) ! Cε2,
for an ε–independent constant C. Morever W˜ = W + ε21Oεe P implies
‖We‖HΩ1(d,δ,Oεe ) +
√
ε‖Wm‖HΩ1(d,δ,Oεm) + ‖Wc‖HΩ1(d,δ,Oc) ! Cε3/2, (9.54)
from which we infer Theorem 9.3.5.
#
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Annexe 9.7
Asymptotic expansion at any order
Wemay extend our derivation principle to obtain asymptotic transmission conditions
at any order. Actually, there exists a recurrence formula, which is given in this appendix.
The sketch of the proof of the expansion, which is similar to the proof of Theorem 9.6.1
is left to the reader. For (α, β, ι, κ) ∈ {1, 2}4 deﬁne the following sequences (Alαβικ)l∈N,
(Blαβικ)l∈N, (C
l
αβικ)l∈N and (D
l
αβικ)l∈N by

Alαβικ =
∂lη
εl
(
gmαι√
gm
∂η
ε
(
gmβκ√
gm
))∣∣∣∣∣
η=0
,
Blαβκ =
∂lη
εl
(
gmαβ√
gm
∂κ
(
1√
gm
))∣∣∣∣∣
η=0
,
C lαβ =
∂lη
εl
(
gαβ
gm
)∣∣∣∣∣
η=0
,
Dl =
∂lη
εl
(
1√
gm
∂η
ε
(√
gm
))∣∣∣∣∣
η=0
,
Elαβκ =
∂lη
εl
(
1√
gm
∂α
(
gβκ√
gm
))∣∣∣∣∣
η=0
.
Using (9.23)-(9.25), for k ≥ 1 we deﬁne ∂2ηEm,k+2λ and ∂ηEm,k+13 respectively by
∂2ηEm,k+2λ = ∂η∂λEm,k+13 + ǫαβ3ǫικ3A0λαικ∂ηEm,k+1β − µmqmEm,kλ
+ ǫαβ3ǫικ3
k∑
l=1
{(
Blλικ∂α + C
l
λι∂κ∂α
)
Em,k−lβ
+ Alλαικ
(
∂ηEm,k+1−lβ − ∂βEm,k−l3
)}
,
∂ηEm,k+13 = −
k∑
l=0
(
DlEm,k−l3 + ǫαβ3ǫικ3
(
C lκβ∂α + E
l
αβκ
) Em,k−lι
)
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Deﬁne now the differential forms Sk+1 and Tk+1 by
Sk+1 =
{
1
µm
∫ 1
0
(
∂2ηEm,k+2λ − ∂λ∂ηEm,k+13
)
dη
− 1
µe
k∑
l=0
∂lx3
(
∂3E˜
e,k−l
λ − ∂λE˜
e,k−l
3
)∣∣∣
x3=0+
}
dxλ,
Tk+1 =
{∫ 1
0
∂ηEm,k+1λ dη −
k∑
l=0
∂lx3E˜
e,k−l
λ
}
dxλ.
The 1–forms E˜
e,k+1
and Ec,k+1 are therefore deﬁned by
δdE˜
e,k+1 − µeqeE˜
e,k+1
= 0, in Oe,
δdEc,k+1 − µcqcEc,k+1 = 0, in Oc,
N∂O ∧ E˜
e,k+1|∂O = 0,
with the following transmission conditions on Γ
1
µe
int(NΓ)dE˜
e,k+1|Γ+ − 1
µc
int(NΓ)dE
c,k+1|Γ− = Sk+1,
NΓ ∧ E˜
e,k+1|Γ+ −NΓ × Ec,k+1|Γ− = NΓ × Tk+1.
Since for n = 0, 1 the 1–forms (Em,n,Ec,n, E˜e,n)n=0,1 are determined by (9.10)–(9.48)–
(9.46)–(9.49), and since ∂ηEm,2λ is also known according to Remark 9.5.2, the recurrence
process is initialized. The reader could prove that outside a neighborhood of Oε
m
the
following estimate holds E =
∑n
k=0 ε
kEk +O(εn).
Annexe 9.8
Few notions of differential calculus
Basic notions on differential forms
In order to obtain a self-contained paper, we present here few notions of differential
calculus. We refer the reader to the books of Schwarz [59], of Dubrovine et al. [22, 23]
and of Flanders [29] for more precisions. In this paragraph, n is a positive integer and k
is a non negative integer smaller than n.
Let (M, g) be a compact connected oriented Riemannian manifold ofRn with smooth
compact boundary ∂M . For p ∈ M , TpM denotes the tangent space to M at the point
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p. The tangent bundle TM is the disjoint union of the spaces TpM , p ∈ M . We denote
by Γ(TM) the space of the smooth sections9 of TM . We recall that the metric g on
the manifold M is a smooth map g : TM × TM → R such that for any p ∈ M ,
g|p : TpM × TpM → R is bilinear, symmetric and positive deﬁnite.
Denote by Λk (TpM) the space of anti-symmetric k–linear maps and by Λ
k(M) the
exterior k-form bundle deﬁned by Λk(M) = ∪p∈MΛk(TpM). The space Ωk(M) of k-
forms is the space of all smooth sections of Λk(M). We denote by S(k, n) the set of
the permutations σ (called (k, n)–shufﬂes) of the set {1, 2, · · · , n} satisfying σ(1) <
· · · < σ(k), σ(k + 1) < · · · < σ(n), and by sgn(σ) the signature of the permutation
σ ∈ S(k, n). The following deﬁnitions and propositions come from Schwarz [59] and
Flanders [29].
Deﬁnition-Proposition 9.8.1 (Elementary operations) Deﬁne the exterior, inner and
interior products.
• The exterior product ∧ of differential forms is deﬁned by
∧ : Ωk(M)× Ωl(M) −→ Ωl+k(M), (ω, η) ,−→ ω ∧ η,
where for arbitrary vector ﬁeldX = (X1, · · · , Xk+l) onM , we have
ω ∧ η(X) =
∑
σ∈S(k,k+l)
sgn(σ)ω(Xσ(1), · · · , Xσ(k))η(Xσ(k+1), · · · , Xσ(k+l)).
• Let (Ej)nj=1 be a local g–orthonormal10 frame on U ⊂ M . The inner product on
Ωk(M) is locally deﬁned from Ωk(M)× Ωk(M) to C∞(M) by
〈·, ·〉Ωk : (ω, η) ,→ 〈ω, η〉Ωk =
∑
σ∈S(k,n)
ω(Eσ(1), · · · , Eσ(k))η(Eσ(1), · · · , Eσ(k)).
• The Hodge star operator is deﬁned by
⋆ : Ωk(M) −→ Ωn−k(M), ω ,→ ⋆ω,
where ⋆ω is the unique (n− k)–form satisfying
∀η ∈ Ωk, η ∧ ⋆ω = 〈η,ω〉Ωk dvolM .
The notation dvolM denotes the Riemannian volume n–form
dvolM(X1, · · · , Xn) =
√
det(g(Xi, Xj)).
9 There exists a smooth projection map pi from the manifold TM unto M . A section of TM is a
smooth map s : M → TM such that pi ◦ s = IdM .
10For U ⊂ M , the tuple (Ej)nj=1 ∈ Γ(TU)n is a local g–orthonormal frame on M if for any p ∈ U ,
g(Ei, Ej)|p = δji , where δji is the well-known Kronecker symbol equal to 1 if i = j and 0 if i 1= j.
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• The interior product int(Y ) with a smooth vector ﬁeld Y of Γ(TM) is deﬁned by
int(Y ) : Ωk(M) −→ Ωk−1(M), ω ,→ int(Y )ω,
where(
int(Y )ω
)
(X1, · · · , Xk−1) = ω(Y,X1, · · · , Xk−1), ∀(X1, · · ·Xk−1) ∈ Γ(TM)k−1.
Remark 9.8.2 [Identiﬁcations of spaces]The space C∞(M) of smooth functions onM
and Ω0(M) coincide. Moreover by deﬁnition, Ω1(M) is the cotangent bundle11 T ∗M .
Therefore we may identify the space of vector ﬁelds Γ(TM) with Ω1(M). △
Remark 9.8.3 [Duality of the interior and exterior products] Denote by Y a vector ﬁeld
and identify Y with its corresponding 1–form. The interior product int(Y ) is the dual
map of the left exterior multiplication Y ∧
∀ω ∈ Ωk+1(M), ∀η ∈ Ωk 〈int(Y )ω, η〉Ωk(M) = 〈ω, Y ∧ η〉Ωk+1(M). (9.55)
△
Deﬁnition-Proposition 9.8.4 (Differential operators) We deﬁne the exterior differen-
tial, the codifferential and the Laplace-Beltrami operators.
• Let (dyj)nj=1 be a basis of Ω1(M). There exists an unique differential operator d :
Ωk(M) → Ωk+1(M), called exterior differential, such that
∀(ω, η) ∈ Ωk(M)× Ωk(M), d(ω + η) = dω + dη,
∀(ω, η) ∈ Ωk(M)× Ωl(M), d(ω ∧ η) = dω ∧ η + (−1)lω ∧ dη,
∀ω ∈ Ωk(M), d (dω) = 0,
∀f ∈ C∞(M), df : (y1, · · · , yn) ∈M →
n∑
j=1
∂f
∂yj
(y1, · · · , yn)dyj.
• The codifferential is the map δ : Ωk(M) → Ωk−1(M) deﬁned by
∀ω ∈ Ωk(M), δω = (−1)nk+n+1 ⋆ d(⋆ω), if k 1= 0 and δ ∼ 0 on functions.
• The Laplace-Beltrami operator12 ∆ : Ωk(M) → Ωk(M) is deﬁned by
∀ω ∈ Ωk(M), ∆ω = − (dδω + δdω) .
11The cotangent bundle T ∗M is the disjoint union for x ∈M of linear forms on TxM .
12In order to identify ∆ with the operator ∇ · (∇·) we choose here to deﬁne the Laplace-Beltrami
operator as the opposite of the geometric Laplacian.
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Appendix 2 is devoted to the explicit formulae of differential calculus in R3 equipped
with the Euclidean metric in any system of coordinates. This formulae will be useful in
the derivation of our asymptotic result.
Notation 9.8.5 To simplify notations, and when it is evident, we omit the ∧ symbol bet-
ween 2 differential forms. For example, we denote by dyidyj = dyi ∧ dyj. Observe that
obviously dyidyj = −dyjdyi.
Deﬁne now the Sobolev spaces needed in the paper.
Deﬁnition 9.8.6 (Sobolev spaces) Let (Ua)a∈A be an open cover of M , let (χa)a∈A be
a subordinated partition of the unity and let (Ea1 , · · · , Ean) be a family of local frames.
Denote by ∇ the induced Levi-Civita` connection on M , and let Ωkc (M) be the space
of the compactly supported k–forms on M . This space is equipped with the following
L2–inner product
〈〈ω, η〉〉 =
∫
M
〈ω, η〉Ωk dvolM .
For s ∈ N, deﬁne theHsΩk(M)–norm as follows
‖ω‖2HsΩk(M) =
∑
a∈A
∫
M
χa|ω|2Js(Λ) dvolM ,
where
|ω|2J0(Λ) = 〈ω,ω〉Ωk, |ω|2Js(Λ) = |ω|2Js−1(Λ) +
n∑
j=1
|∇Eaj ω|2Js−1(Λ).
The Sobolev space HsΩk(M) is deﬁned as the completion of Ωkc (M) for the above
HsΩk(M)–norm.
The Sobolev spaces HsΩk(M), for s ∈ R, are deﬁned similary to the Sobolev spaces of
functions : see Lions and Magenes [40].
Proposition 9.6 (Traces on ∂M forHΩk(d,M) and HΩk(δ,M)) Denote byJ the na-
tural embedding ∂M → M and J ∗ its pull-back J ∗ : Ωk(M) → Ωk(∂M). Denote by
N∂M the outward normal
13 to ∂M . The following traces hold [59, 36, 52]
for all ω ∈ HΩk(d,M), J ∗(ω) ∈ H−1/2Ωk(∂M), (9.56)
for all ω ∈ HΩk(δ,M), int(N∂M)ω ∈ H−1/2Ωk(∂M), (9.57)
for all s ≥ 0, for all ω ∈ HsΩk(M), ω|∂M ∈ Hs−1/2 Ωk(M)
∣∣
∂M
. (9.58)
13Denote by Γ(TM |∂M ) the space of vector ﬁelds on M sitting over the boundary ∂M . A ﬁeld N ∈
Γ(TM |∂M ) is a unit normal ﬁeld on M is g(N,N) = 1 and for any Y ∈ Γ(T∂M), g(Y,N) = 0.
Therefore observe that dN = 0.
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Moreover the usual Sobolev embeddings hold true for the k–forms. The following Green
formula is useful (see [59, 36, 52]).
Proposition 9.7 (Green formula) Denote byN the outward normal to ∂M . Let (ω, η) ∈
HΩk−1(d,M)×HΩk(δ,M), such that eitherJ ∗ω or int(N)η belongs toH1/2Ωk−1(∂M).
The following equality holds∫
M
〈dω, η〉Ωk dvolM =
∫
M
〈ω, δη〉Ωk−1 dvolM
−
∫
∂M
〈ω, int(N)η〉Ωk−1dσ∂M .
We denote by dσ∂M the surface form of ∂M , in order to differentiate the volume form of
M and the surface form of ∂M .
Property 9.8.7 (Useful equality) Suppose now thatM is a compact connected oriented
Riemanian manifold without boundary. Let ω is a k–form and Y is a smooth 1–form such
that dY = 0. Then applying the above Green formula with the help of equality (9.55) we
infer that for ω ∈ HΩk(δ,M)
int(Y )δω = (−1)kδ (int(Y )ω) . (9.59)
PREUVE. Actually, for any η ∈ HΩk−2(d,M), we have∫
M
〈int(Y )δω, η〉Ωk−2 dvolM =
∫
M
〈δω, Y ∧ η〉Ωk−1 dvolM
=
∫
M
〈ω, d(Y ∧ η)〉Ωk dvolM ,
= (−1)k−2
∫
M
〈ω, Y ∧ dη〉Ωk dvolM
= (−1)k−2
∫
M
〈int(Y )ω, dη〉Ωk−1 dvolM
= (−1)k−2
∫
M
〈δ (int(Y )ω) , η〉Ωk−2 dvolM .
#
Explicit formulae
The deﬁnitions and propositions of the previous paragraph recall the basic notions
of differential calculus for a general compact connected oriented Riemannian manifold
(M, g) of Rn with smooth compact boundary ∂M . Present now the explicit formulae of
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the differential calculus for a manifoldM ⊂ R3 equipped with the Euclidean metric. De-
note by (x, y, z) the usual Euclidean coordinates ofM and let (y1, y2, y3) another system
of coordinates : there exists a C∞–diffeomrphism ψ such that ψ(y1, y2, y3) = (x, y, z).
The Euclidean metric in (y1, y2, y3)–coordinates is given by the matrix (gij)i,j=1,2,3 :
gij = ∂yiψ · ∂yjψ, where · denotes the Euclidean scalar product of R3. The inverse
matrix of (gij)ij is denoted by (g
ij)ij and set
g = det
(
(gij)i,j=1,2,3
)
.
Denote by (dy1, dy2, dy3) the basis of Ω1(M) associated to (y1, y2, y3). It is clear that 2–
forms (dy2∧dy3, dy3∧dy1, dy1∧dy2) is a basis ofΩ2(M). SinceM is equipped with the
Euclidean metric, we perform the change of coordinates ψ(y1, y2, y3) = (x, y, z) to infer
that the inner product 〈., .〉Ωk for k = 0, 1, 2, is determined in (y1, y2, y3)–coordinates
by14 the following equalities
〈F,G〉Ω0 = FG, (9.60a)
〈dyi, dyj〉Ω1 = gij, (9.60b)
〈dyidyk, dyjdyl〉Ω2 = gijgkl − gilgjk, (9.60c)
〈Fdy1dy2dy3, Gdy1dy2dy3〉Ω3 = 1
g
FG, (9.60d)
where F and G are smooth functions onM , and g is the determinant of (gij).
• Exterior products on R3. The exterior product between a k–form and a l–form equals
zero as soon a k + l > 3. Moreover, for k ∈ {0, · · · , 3}, the exterior product between a
0–form and a k–form is the usual scalar multiplication between a function and a k–form.
Accordingly Deﬁnition-Proposition 9.8.1, the following formulae hold.
⊲ Exterior product of 1–forms. Let λ = λidy
i and µ = µidy
i be two 1-forms, then
λ ∧ µ = λiµjdyidyj = ǫijk
2
(ǫklmλlµm) dy
idyj.
⊲ Exterior product between a 2–form and a 1–form. Let λ =
ǫijk
2
λkdy
idyj and µ =
µidy
i, then
λ ∧ µ = λkµkdy1dy2dy3.
• Expression of d. A straigthforward application of the reccurence formula given in
Deﬁnition-Proposition 9.8.4 implies the following formulae.
⊲ d on 0–forms. Let λ be a 0–form, i.e. λ is a function. Then
dλ =
∂λ
∂yi
dyi.
14To simplify notations, we omit the sign∧ between the differential forms dyi and dyj , for i, j = 1, 2, 3.
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⊲ d on 1–forms. Let µ = µidy
i, then dµ equals
dµ =
∂µj
∂yi
dyidyj =
ǫijk
2
(
ǫklm
∂µm
∂yl
)
dyidyj.
⊲ d on 2–forms. Let λ =
ǫijk
2
λkdy
idj be a 2–form, then we have
dλ =
∂λk
∂yk
dy1dy2dy3.
Proposition 9.8 (Star Hodge operator) Star Hodge operator is deﬁned by Deﬁnition-
Proposition 9.8.1.
• Hodge on functions and 3–forms. Let S be a 0-form and T = τ dy1dy2dy3 be a
3-form. Then
⋆S =
√
gS dy1dy2dy3, ⋆T =
1√
g
τ.
• Hodge on 1–forms. Let R = Ri dyi be a 1-form. Then ⋆R is the 2-form deﬁned by
⋆R =
ǫijk
2
√
ggklRl dy
idyj.
• Hodge on 2–forms. Let S = ǫijk
2
Sk dy
idyj be a 2-form. Then ⋆S is the 1-form equal
to
⋆S =
1√
g
gikSk dy
i.
PREUVE. According to Deﬁnition-Proposition 9.8.1, if ω is a k–form, then ⋆ω is the
3− k form such that
∀η ∈ Ωk(M), η ∧ ⋆ω = 〈η,ω〉Ωk(M)√g dy1dy2dy3.
Applying the above formulae of the exterior products, and equalities (9.60), we infer the
proposition. #
Proposition 9.9 (The codifferential operator δ) The codifferential is deﬁned by Deﬁnition-
Proposition 9.8.4.
• Codifferential of 1-forms. Let µ = µidyi, then
δµ = − 1√
g
∂
∂yk
(√
ggklµl
)
. (9.61)
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• Codifferential of 2–forms. Let λ = ǫijk
2
λkdy
idyj, then
δλ = ǫjkl
gij√
g
∂
∂yk
(
glm√
g
λm
)
dyi.
PREUVE. Since the codifferential on k–forms in R3 is deﬁned by δ = (−1)3k ⋆ d⋆, a
straightforward application of the formulae of the differential operator d and the use of
Proposition 9.8 lead to the formulae of the codifferential operator. #
Proposition 9.9 with the formulae of d differential operator implies the following corol-
lary.
Corollary 9.8.8 (δd and ∆ operators on functions and on 1–forms) Recall that ∆ =
− (δd + dδ).
• Let f be a function. Then
∆f = −δdf = 1√
g
∂
∂yk
(√
ggkl
∂
∂yl
f
)
. (9.62)
• Let λ = λidyi be a 1–form, then
δdλ = ǫijkǫlmn
gri√
g
∂
∂yj
(
gkl√
g
∂
∂ym
λn
)
dyr, (9.63)
∆λ = −
(
ǫijkǫlmn
gri√
g
∂
∂yj
(
gkl√
g
∂
∂ym
λn
)
− ∂
∂yr
(
1√
g
∂
∂yk
(√
ggklλl
)))
dyr. (9.64)
Using equality (9.55), we infer the following proposition.
Proposition 9.10 (Interior product) Let N be a vector-ﬁeld identiﬁed with the corres-
ponding 1–form N = Nidy
i.
• Interior product of a vector-ﬁeld on a 1–form. Let µ = µidyi. Then
int(N)µ = gijNjµi. (9.65)
• Interior product of a vector-ﬁeld on a 2–form. Let µ = µij dyidyj, then
int(N)µ = grlµijNk
(
gikgjl − gilgjk) dyr. (9.66)
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Conclusion et perspectives
On a mis en e´vidence l’effet de peau par une analyse asymptotique ainsi que par des
simulations nume´riques. On a re´ussi a` expliciter la structure du champ e´lectromagne´tique
relativement au petit parame`tre δ dans le cadre d’une interface ge´ne´rale re´gulie`re. Ce
travail a ne´cessite´ la mise au point d’une me´thode de calcul tensoriel. D’autre part, on a
valide´ les de´veloppements asymptotiques en de´montrant des estimations uniformes des
restes.
Ces estimations uniformes sont valables dans un cadre plus ge´ne´ral ou` les sous-
domaines sont polye´draux a` bords lipschitziens. De fait, notre me´thode est adapte´e
pour traiter le proble`me de transmission avec une interface singulie`re. En particulier,
on conside`re le proble`me pose´ dans des sous-domaines axisyme´triques avec une inter-
face polye´drale ayant des areˆtes circulaires. Le proble`me de transmission scalaire cor-
respondant est pose´ dans le domaine me´ridien dont l’interface est polygonale. A partir
de l’article [44], on devrait pouvoir de´crire les termes de couches coins aux sommets de
cette interface polygonale apparaissant dans le de´veloppement asymptotique.
Enﬁn, on a re´alise´ des simulations nume´riques dans un cadre axisyme´trique. On a
ainsi pu effectuer des calculs avec une grande pre´cision qui mettent en e´vidence d’une
part la de´croissance exponentielle du champ e´lectromagne´tique pre`s de l’interface dans
le conducteur et d’autre part l’inﬂuence de la ge´ome´trie de l’interface sur le phe´nome`ne
de l’effet de peau.
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MODE´LISATION MATHE´MATIQUE DE PHE´NOME`NES E´LECTROMAGNE´-
TIQUES DANS DES MATE´RIAUX A` FORT CONTRASTE
Re´sume´
Ce travail est consacre´ a` l’e´tude de proble`mes de transmission d’ondes e´lectromagne´-
tiques dans des mate´riaux a` fort contraste, comme par exemple un corps fortement
conducteur entoure´ d’unmate´riau die´lectrique isolant. On analyse ﬁnement le phe´nome`ne
de l’effet de peau a` l’aide de l’analyse asymptotique et de la simulation nume´rique. On
calcule un de´veloppement asymptotique multi-e´chelle a` grande conductivite´ des solu-
tions des e´quations de Maxwell tridimensionnelles en re´gime harmonique. Pour valider
ce de´veloppement, on e´tabli des estimations uniformes des solutions de ces e´quations
pour une conductivite´ assez grande dans des domaines polye´draux Lipschitziens. Ces
estimations ont motive´ une e´tude pre´liminaire d’un proble`me de transmission scalaire
pour lequel des estimations a priori sont de´montre´es graˆce a` la convergence normale
d’un de´veloppement asymptotique. L’accord des formules the´oriques avec les calculs
nume´riques est remarquable.
D’autre part, on pre´sente des conditions de transmission approche´es pour un proble`me
de membrane mince se´parant deux milieux diffe´rents. On e´tudie le comportement du
champ e´lectromagne´tique dans une cellule biologique mode´lise´e par un milieu entoure´
d’une couche mince et plonge´e dans un milieu ambiant. On calcule des conditions de
transmission approche´es sur le bord du domaine inte´rieur e´quivalentes a` la couche mince.
MATHEMATICAL MODELING OF ELECTROMAGNETIC PHENOMENA IN
HIGH CONTRAST MEDIA
Abstract
This work consists in the study of transmission problems of electromagnetic waves
in high contrast media, like a highly conducting body embedded in an insulating me-
dium. We perform an accurate analysis of the skin effect by the way of the asymptotic
analysis and numerical simulations.We derive a scaled asymptotic expansion in the three
dimensionnal cae of the harmonic Maxwell equations with high conductivity. We prove
uniform estimates with respect to the high conductivity in polyhedral domains with Lip-
schitz boundaries. These estimates motive the study of a scalar transmission problem,
in which case a priori estimates are obtained by the way of an asymptotic expansion.
Numerical simulations in axisymetric geometry highlight the skin effect and show the
expansion accuracy.
Next, we study the behavior of the electromagnetic ﬁeld in a biological cell modeli-
zed by a medium surrounded by a thin layer and embedded in an ambient medium. We
derive approximate transmission conditions in order to replace the membrane by these
conditions on the boundary of the interior domain.
