Abstract In this paper, a new class of three-term memory gradient methods with Armijo-like step size rule for unconstrained optimization is presented. Global convergence properties of the new methods are discussed without assuming that the sequence {x k } of iterates is bounded. Moreover, it is shown that, when f (x) is pseudo-convex (quasi-convex) function, this new method has strong convergence results. Combining FR, PR, HS methods with our new method, FR, PR, HS methods are modified to have global convergence property. Numerical results show that the new algorithms are efficient.
Introduction
Consider the following unconstrained problem
where f : R n → R is a continuously differentiable function. In [2] , the memory gradient algorithm for problem (1) was first presented. Compared with the ordinary gradient method, this algorithm has the advantage of high speed. Cragg and Levy [1] made a generalization of the memory gradient algorithm and presented a method called the super-memory gradient algorithm which from numerical experience has been shown to be much more rapidly convergent, in general, than the memory gradient algorithm.
In this paper, we consider a new three-terms memory gradient method for problem (1) whose search directions are defined by
and
where β k and α k are parameters and λ k is a step-size obtained by means of a one-dimensional search. Conditions are given on β k and α k to ensure that d k is a sufficient descent direction at the point x k of iterate. Global convergence properties of the new class of three terms memory gradient methods with Armijo-like step size rule are discussed without assuming that the sequence {x k } of iterates is bounded. Moreover, it is shown that, when f (x) is pseudo-convex (quasi-convex) function, this new method has strong convergence results.
Combining FR, PR, HS methods with our new method, FR, PR, HS methods are modified to have global convergence property. Numerical results show that the new algorithms are efficient.
In Section 2, we present a new method. We start the convergence analysis of the new method in Section 3. The convergence properties for generalized convex functions are discussed in Section 4. Finally, a detailed list of the test problems that we have used is given in Section 5.
The New Three-term Memory Gradient Algorithm
Consider the three-term memory gradient method (2) and (3). Let
In order to ensure that d k is a sufficient descent direction, we assume that
where 
where θ k is the angle between ∇f (x k ) and d k−1 . Condition (5) plays a vital role in choosing α k , and a new choice for α k is given by
where θ k is the angle between ∇f (x k ) and d k−2 .
The new three-terms memory gradient algorithm (NTMG):
, if ∇f (x 1 ) = 0, and x 1 is a stationary point of (1), stop; else set d 1 = −∇f (x 1 ), k := 1, and go to step2.
Step2:
where
Step3: Compute ∇f (x k+1 ). if ∇f (x k+1 ) = 0, and x k+1 is a stationary point of (1), stop; else let k : = k + 1,
, and go to step4.
2 )], go to step 2. Remark We can give the new choice of the parameter β k :
where β
) (Hestenes-Stiefel), and three classes of new methods are established, denoted by NTFR, NTPR, NTHS, respectively. In particular, we can take α k = 0 in NTMG, NTFR, NTPR, NTHS methods, and four classes of new methods are established, denoted by NCG, NFR, NPR, NHS, respectively.
is a descent direction. For k ≥ 2, by using assumption (4) and the definition of S k , we have
It follows from (4) that
The above inequality and |∇f
Since for k = 2, d 2 is identical with s 2 , the result follows from equation (15). For k ≥ 3, it follows from (5) and the definition of d k and (15) that
By using
Convergence Analysis
Throughout this paper, let {x k } denote the sequence generated by (NTMG). If ∇f (x k ) = 0 for a finite integer k, x k is a stationary point of (1). In what follows, we assume that (NTMG) generates an infinite sequence. We now present our global convergence results.
, which implies that {f (x k )} is a monotonically decreasing sequence. If f (x k ) → −∞, then we complete the proof. Therefore, in the following discussion, we assume that {f (x k )} is a bounded set.
Suppose (i) is not true. Then, there exists ε > 0 such that, for all k,
It follows from Lemma 2, (12) and (16) that
The above inequality and the boundedness of {f (x k )} imply that
It follows from Lemma 1 and (2) that, for all k,
The above inequalities and (18) yield
It follows from Lemma 1, the convergence of {x k } and f (x) ∈ C 1 that {d k } is bounded. Without loss of generality, we may assume that there exists an index set K ⊂ {1, 2, ...} such that lim k→∞,k∈K d k = d * . It follows from (13) and (19) that, when k(k ∈ K) is large enough, we have λ k < γ 1 , and hence it follows from (13) that,
By using (20) and µ 2 ∈ (0, 1) , we obtain that
It follows from Lemma 2 and (21) that ∇f (x * ) = 0 , which contradicts (16). This completes the proof of (i). Suppose that there exist an infinite index set
It follows from Lemma 2 and (12)that
By using (22) and (23), we obtain that λ k ≤ µ
The boundedness of {f (x k )} and the monotonically decreasing property imply that {f (x k )} is convergent. Thus,
which yields that lim sup
It follows from (22) and (23) 
It follows from Lemma 1 and (25) that lim sup
i.e. lim sup
It follows from (24) that, when k(k ∈ K 1 ) is large enough, we have λ k < γ 1 , and hence it follows from (13) that,
It follows from Lemmas 1, 2 and (22) that lim sup
large. This is the desired contradiction because (27) guarantees that ρ * k < µ 2 . This yields (ii).
Convergence Properties for Generalized Convex Functions
In this section, we discuss the convergence properties of (NTMG) for generalized convex functions. As shown in the following, parameters k 1 , k 2 play an important role in our analysis. We make the following assumption:
(Q) For any integer k,
Thus we have the following results. Lemma 3 Suppose that (Q) holds and f (x) ∈ C 1 . Let λ 0 = sup{λ k , k = 1, 2, ...} and suppose that λ 0 < +∞. If f (x) is a quasi-convex function and the solution set of problem (1) is nonempty, then {x k } is a bounded sequence, each accumulation point x * of which is a stationary point of problem (1) and lim k−→∞ x k = x * . Proof. Note that for all x ∈ R n and all k,
It follows from Lemma 1, Lemma 2 and (12) that
By using (29), (30), (31), (32) and the above inequality, we obtain that
2 . Because the solution set of problem (1) 
It follows from (33), (34) that
Since we have assumed that the solution set of problem (1) is nonempty, and so inf{f ( 
which implies lim k→∞ x k = x * . From Theorem 1 the limit point x * is a stationary point of problem (1).
Theorem 2 Suppose that (Q) holds and f
..} and suppose that λ 0 < +∞ . If f (x) is a pseudo-convex function, then:
(i) {x k } is a bounded sequence if and only if the solution set of problem (1) is nonempty;
(iii) If the solution set of problem (1) is nonempty, then any accumulation point x * of {x k } is an optimal solution of problem (1) and lim k→∞ x k = x * .
Proof. Since f (x) is pseudo-convex, it is quasi-convex and a stationary point of problem (1) is also an optimal solution of problem (1) . First, we will show part (i). If {x k } is a bounded sequence, then it follows from Theorem 1 that there exists an index set K 2 ⊂ {1, 2, ...} and a point x * ∈ R n such that lim k→∞,k∈K 1 x k = x * , and x * is a stationary point of problem (1), and is also an optimal solution of problem (1) . Conversely, if the solution set of problem (1) is nonempty, then it follows from Lemma 3 that {x k } is a bounded sequence.
Next, we will prove (ii). We prove this conclusion by the following three cases (a), (b), (c).
(a) lim k→∞ f (x k ) = inf{f (x) : k = 1, 2, ...} = −∞; It follows from {f (x k )} is a descent sequence, and lim k→∞ f (
It follows from (i) of this theorem that the solution of problem (1) is nonempty, and there exists an index set K 3 ⊂ {1, 2, ...} and a point x * ∈ R n such that lim k→∞,k∈K 1 x k = x * , it follows from Theorem 1 that x * is a stationary point of problem (1), and is also an optimal solution of problem (1).
(c) inf{f (x) : k = 1, 2, ...} > −∞; and {x k } is unbounded: Suppose that there exists x ∈ R n , ε > 0, and Note that Wei and Jiang [4] has obtained a similar result to Corollary 1 for gradient descent method with convex function.
Numerical Experiments
We choose three numerical examples from [3] , and report some numerical results by using the new methods in this paper. We take
).) We denote by "IT" the number of iterations, by "f opt " the objective function value at the solution, by "T" computational time, by "3.6461(-3)" "3.6461 " etc. The following is the numerical results. Example 1 ∇f (x k ) ≤ 10 −1 , 10 −2 , N=60 The numerical results indicate the proposed new methods have performance superior to the classical FR, PR, HS algorithms with Armijo-like step size rule, especially in the total amount of computational time. Moreover, the new methods are stable, and attractive for large-scale optimization problems.
