Exploring Outliers in Crowdsourced Ranking for QoE by Xu, Qianqian et al.
Exploring Outliers in Crowdsourced Ranking for QoE
Qianqian Xu1, Ming Yan2, Chendi Huang3,
Jiechao Xiong3,4, Qingming Huang5,6,7, Yuan Yao8∗
1 State Key Laboratory of Information Security (SKLOIS), Institute of Information Engineering, CAS, Beijing 100093,
China
2 Department of Computational Mathematics, Michigan State University, East Lansing, MI 48824, USA
3 BICMR-LMAM-LMEQF-LMP, School of Mathematical Sciences, Peking University, Beijing 100871, China
4 Tencent AI Lab, Shenzhen 518057, China
5 University of Chinese Academy of Sciences, Beijing, 100049, China
6 Key Lab of Intell. Info. Process., Inst. of Comput. Tech., CAS, Beijing, 100190, China
7 Key Lab of Big Data Mining and Knowledge Management, CAS, Beijing, 100190, China
8 Department of Mathematics, Hong Kong University of Science and Technology, Hong Kong 100871
xuqianqian@iie.ac.cn,yanm@math.msu.edu,cdhuang@pku.edu.cn
jcxiong@tencent.com,qmhuang@ucas.ac.cn,yuany@ust.hk
ABSTRACT
Outlier detection is a crucial part of robust evaluation for crowd-
sourceable assessment of ality of Experience (QoE) and has
aracted much aention in recent years. In this paper, we propose
some simple and fast algorithms for outlier detection and robust
QoE evaluation based on the nonconvex optimization principle.
Several iterative procedures are designed with or without knowing
the number of outliers in samples. eoretical analysis is given to
show that such procedures can reach statistically good estimates
under mild conditions. Finally, experimental results with simulated
and real-world crowdsourcing datasets show that the proposed
algorithms could produce similar performance to Huber-LASSO
approach in robust ranking, yet with nearly 8 or 90 times speed-up,
without or with a prior knowledge on the sparsity size of outliers,
respectively. erefore the proposed methodology provides us a
set of helpful tools for robust QoE evaluation with crowdsourcing
data.
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KEYWORDS
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1 INTRODUCTION
In recent years, the ality of Experience (QoE) [20, 23] has become
a major research theme within the multimedia community. QoE
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measures a user’s subjective expectation, feeling, perception, and
satisfaction with respect to multimedia content. Measuring and
ensuring good QoE of multimedia content is highly subjective in
nature.
A variety of approaches can be employed to conduct subjective
tests, among which Mean Opinion Score (MOS) [1] and paired com-
parison are the two most popular ones. In the MOS test, individuals
are asked to specify a rating from “Bad” to “Excellent” (e.g., Bad-1,
Poor-2, Fair-3, Good-4, and Excellent-5) to grade the quality of a
stimulus; while in paired comparison approach, raters are only
asked to make intuitive comparative judgments instead of mapping
their perception on a categorical or numerical scale. Among these
there may be tradeos in the amount of information the prefer-
ence label contains and the bias associated with obtaining the label.
For example, while a graded relevance judgment on a ve-point
scale may contain more information than a binary judgment, raters
may also make more errors due to the complexity of assigning
ner-grained judgments. In [5], it shows that MOS may suer from
three fundamental problems: (i) it is unable to concretely dene
the concept of scale; (ii) the interpretations of the scales among
raters are highly dierent; (iii) it is dicult to verify whether a
rater gives false ratings either intentionally or carelessly. erefore,
the paired comparison method is currently gaining growing aen-
tion. It not only promises assessments that are easier and faster
to obtain with less demanding task for raters, but also yields more
reliable data with less personal scale bias in practice. However, a
shortcoming of paired comparison is that it has more expensive
sampling complexity than the MOS test, since the number of pairs
grows quadratically with the number of items to be ranked.
To tackle the cost problem, with the growth of crowdsourcing
platforms such as MTurk, InnoCentive, CrowdFlower, CrowdRank,
and AllOurIdeas, researchers who wish to seek help from the Inter-
net crowd can post their task requests on websites for QoE evalu-
ation [5, 8, 9, 13, 23, 24]. Methods for rating/ranking via pairwise
comparisons in QoE evaluation in crowdsourcing scenarios must
address a number of inherent diculties including: (i) incomplete
and imbalanced data; (ii) streaming and online data; (iii) outliers.
To meet the rst challenge, the work in [6, 24, 26] propose random-
ized paired comparison methods which accommodate incomplete
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and imbalanced data. A general framework named HodgeRank on
Random Graphs (HRRG) not only deals with incomplete and imbal-
anced data collected from crowdsourcing studies but also derives
the constraints on sampling complexity that the random selection
must adhere to in crowdsourcing experiment. Furthermore, a recent
extension of HRRG is introduced in [25, 28] to deal with streaming
and online data in the crowdsourcing scenario, providing the possi-
bility of making assessment procedure signicantly faster without
deteriorating the accuracy.
e third challenge of crowdsourcing QoE evaluations is be-
cause not every Internet rater is trustworthy. In other words, due
to the lack of supervision when raters perform experiments in
crowdsourcing, they may provide erroneous responses perfunc-
torily, carelessly, or dishonestly [5]. Such random decisions are
useless and may deviate signicantly from other raters’ decisions.
So outliers have to be identied and removed in order to achieve
a robust QoE evaluation. Many methods have been developed for
outlier detection, such asM-estimator [10], Least Median of Squares
(LMS) [18], S-estimators [19], Least Trimmed Squares (LTS) [17],
and resholding based Iterative Procedure for Outlier Detection
(Θ-IPOD) [21] etc. Besides, there are also distribution-based [2],
depth-based [12], distance-based [14, 15], density-based [3], and
clustering-based [11] methods for outlier detection. e authors
of [5] proposed Transitivity Satisfaction Rate (TSR), which checks
all the intransitive triangles, e.g., A  B  C  A, to identify and
discard noisy data provided by unreliable raters in QoE. However,
TSR can only be applied to complete and balanced paired compari-
son data. When the paired data is incomplete and imbalanced, i.e.,
having missing edges, the question of how to detect the noisy pairs
remains open. e work in [27] aacks this problem and formulates
the outlier detection as a LASSO problem based on sparse approx-
imations of the cyclic ranking projection of paired comparison
data in Hodge decomposition. Regularization paths of the LASSO
problem could provide an order on samples tending to be outliers.
However, the solution of the LASSO problem is biased. Solving the
LASSO path is too slow and the problem has to be solved for many
times for model selection via cross-validation.
In this paper, we propose simple and fast algorithms based on
nonconvex optimization for outlier detection and robust ranking
in QoE evaluation. e contributions of this paper are as follows:
1. We propose 3 iterative procedures solving some nonconvex op-
timization problems arising from outlier detection with or without
knowing the number of outliers in samples.
2. eoretical analysis shows that such procedures can reach
statistically good estimates under mild conditions.
3. Experiments with simulated and crowdsourcing real-world
data show that our algorithms work eectively in practice.
2 METHODOLOGY
In this section, we propose some simple iterative algorithms for
outlier detection by solving some nonconvex optimization problems.
ese algorithms are based on either a prior knowledge on the
number of outliers or adaptive estimation of the outlier sparsity size.
Specically, we propose iHT and iLTS with known outlier sparsity
size and aLTS for adaptive estimation of outliers without knowing
its precise number. In spite of the NP-hardness for nding global
optimizers in the worst case, we show that such simple algorithms
are able to reach statistically good estimates under mild conditions.
Before the algorithms are described, a brief introduction on robust
ranking is provided which motivates our main development.
2.1 Robust Ranking
Assume that there are m raters and n items to be ranked by the
m raters. Let N be the the total number of paired comparisons
(samples). Let vector Y = (Yαi j )i<j ;α ∈ RN denote the degree that
rater α prefers item i to item j. Without loss of generality, we
assume that Yαi j > 0 if rater α prefers item i to item j and Y
α
i j < 0
otherwise. In addition, we assume that the paired comparison data
is skew-symmetric for each α , i.e., Yαi j = −Yαji . In practice, Yαi j can
be continuous, dichotomous or of a k-point Likert scale with k ≥ 3
according to the strategy used in QoE evaluation.
It is natural to assume that
Yαi j = s
∗
i − s∗j + Zα∗i j , (1)
s∗ = (s∗1 , . . . , s∗n )T ∈ Rn is the true ranking score on n items and
Zα∗i j is the noise satisfying Z
α∗
i j = −Zα∗ji . When the noise Zα∗i j
is independent and identically distributed with zero mean, least
squares (LS) problem has been used in [24–26] to derive ranking
scores in subjective multimedia assessments.
However, not all comparisons are trustworthy and there may
be sparse outliers due to dierent test conditions, human errors,
or abnormal variations in content. Puing in a mathematical way,
here we consider
Yαi j = s
∗
i − s∗j + Eα∗i j + N α∗i j , (2)
or equivalently
Y = Xs∗ + E∗ + N∗. (3)
where E∗ = (Eα∗i j ) ∈ RN , which models the outliers, is sparse and
has a much larger magnitude than N∗ = (N α∗i j ), which models
the Gaussian noise, and X ∈ RN×n satises that: if Yαi j (i < j) is
the kth entry of Y, then the kth row of X equals to ei − ej , here
ei ∈ Rn satises that only the ith entry is 1 and others are 0. Such
X is oen called the (generalized) “gradient operator” on graph
G = ({1, . . . ,n}, {(i, j) : Yαi j exists}), with L = XTX being the
(unnormalized) graph Laplacian.
When sparse outliers exist (Eα∗i j , 0 for a small number of
(i, j,α)), the solution to the least squares problem on all the com-
parisons becomes unstable and may give an inaccurate estimation.
If the outliers can be detected and removed, the solution to the least
squares problem on the remaining pairwise comparisons is more
accurate and gives a beer estimation.
In [27], a robust regression approach called Huber-LASSO is
used to detect outliers:
minimize
s∈Rn,E
1
2 ‖Y − Xs − E‖
2
2 + λ‖E‖1. (4)
is is a convex optimization problem and the LASSO path λ 7→ Eλ
could provide information on the order of samples tending to be
outliers.
However, there are two issues with this approach: 1) the Huber-
LASSO estimator sˆ is always biased, even under the identiable
condition s ⊥ 1n where 1n = (1, . . . , 1)T ∈ Rn ; 2) computing the
Huber-LASSO path to get top outliers is computationally expensive.
In order to remove the bias in the solution, we replace the l1-
norm of E in (4) with the l0-“norm” of E and obtain
minimize
s∈Rn,E
1
2 ‖Y − Xs − E‖
2
2 + λ‖E‖0. (5)
where ‖E‖0, the l0-“norm” of E, is the number of nonzero compo-
nents in E. Although this is a nonconvex optimization problem
which is NP-hard in the worst case, in the sequel we shall see that
under mild conditions even simple iterative algorithms may detect
where the outliers are and lead to statistically good estimators.
2.2 iHT and iLTS with Known K
Algorithm 1 iterative Hard resholding (iHT)
Input: Y = (Yαi j ), K ≥ 0, ϵ > 0.
Initialization: E0 = (Eαi j )0 = 0.
for k = 0, 1, . . . do
Update E by
Ek+1 = ProjK ((IN − H)Y + HEk ),
If ‖Ek+1 − Ek ‖ ≤ ϵ , break.
end for
return Eˆ = Ek , sˆ = (XTX)†XT (Y − Ek ).
First of all, Proposition 1, whose proof is provided in the supple-
mentary material, shows that problem (5) is, in a sense, equivalent
to 
minimize
s∈Rn,E
1
2 ‖Y − Xs − E‖
2
2 ,
subject to ‖E‖0 ≤ K
(6)
and 
minimize
s∈Rn,Λ
1
2 ‖Λ ◦ (Y − Xs)‖
2
2 ,
subject to Λ = (Λαi j ) ∈ {0, 1}N , ‖Λ‖0 ≥ N − K
(7)
where ◦ is elementwise Hadamard product operator. e index of
zero entries of Λ indicate outliers. Problem (7) is actually the Least
Trimmed Squares (LTS) in robust regression [17]. A benet of (7)
lies in that the global ranking score s does not depend on the outlier
magnitude estimate, by dropping o the outliers.
Proposition 1. For a given λ > 0, pick any global optimal (s˜, E˜)
for problem (5), and let K = ‖E˜‖0. Let
S1 = { s : ‖E‖0 = K and
(s,E) is optimal for problem (5) }
S2 = { s : (s,E) is optimal for problem (6) }
S3 = { s : (s,Λ) is optimal for problem (7) } .
en S1 = S2 = S3.
Hence now we turn to problem (6) and (7), both have a parameter
K , which is considered as an upper bound of the number of outliers.
Because of the two l0-“norm”, nding the global optimal solution is
NP-hard. We aempt to nd approximate (but sucient) solutions
via the alternating minimization method.
Algorithm 2 An Iterative Procedure for LTS (iLTS)
Input: Y = (Yαi j ), K ≥ 0.
Initialization: Λ0 = (Λαi j )0 = 1N .
for k = 0, 1, . . . do
Update s to get sk by (10).
Update Λ by choosing N −K entries of Y−Xsk with smallest
squares1, then seing the N − K corresponding entries of Λk+1
to be 1, and others to be 0.
Check if the newΛk+1 is dierent from allΛl (l ≤ k) appeared
before. If not, break.
end for
return Λˆ = Λk , sˆ = sk .
Note that once we x E = Ek for problem (6), then we just need
to solve an ordinary least squares problem and get a corresponding
sk simply by
sk = (XTX)†XT (Y − Ek ). (8)
Here A† is the Moore–Penrose pseudoinverse of a matrix A. And if
we x s = sk , we just need to take a Hard resholding, i.e.
Ek+1 = ProjK
(
Y − Xsk
)
, (9)
where ProjK is an operator which sets all entries to 0 except K
entries with largest squares. For example,
Proj3(−1, 5, 2,−4,−6) = (0, 5, 0,−4,−6).
Plugging (8) into (9), such a procedure implies
Ek+1 = ProjK (Y − X(XTX)†XT (Y − Ek ))
= ProjK ((IN − H)Y + HEk ),
where H = X(XTX)†XT is the “hat matrix”. Such a procedure
is described precisely in Algorithm 1 and called iterative Hard
resholding (iHT).
For problem (7), when Λk is xed, update s by solving a least
squares problem using only the comparisons indicated by Λk , i.e.
sk = (XT diag(Λk )X)†(XT diag(Λk )Y). (10)
When xing s = sk , updatingΛ is to choose N −K entries of Y−Xsk
with smallest squares, then set the N − K corresponding entries
of Λk+1 to be 1, and others to be 0. e procedure is described
precisely in Algorithm 2.
2.3 Consistency of iHT and iLTS
A natural question is, under what conditions can these two algo-
rithms detect the true outlier set. e following theorems, whose
proofs are given in the supplementary material, present some RIP-
like sucient conditions which can be met in outlier detection.
Theorem 2.1 (Sparsistency of iHT). Assume that Y = (Yαi j )
satises the model (3) with ‖E∗‖0 = K∗ and E∗min = minEα ∗i j ,0 |Eα∗i j |.
1If the K th and (K + 1)th largest squares have the same value, there are multiple
choices of Λk+1 . In this case, randomly choose one of them dierent from all Λ’s
appeared before. If all the choices have appeared, break.
Now, for arbitrary K ≥ K∗ satisfying
θ := sup
J ⊆{1,2, ...,N }, | J | ≤3K
XJ (XTX)†XTJ 2 < 12 (11)
(here XJ is the submatrix consist of some columns of X indexed by
J ), Ek in Algorithm 1 converges to the true outlier vector E∗ in the
following sense
‖Ek − E∗‖2 ≤ (2θ )k · ‖E0 − E∗‖2 + 2‖N
∗‖2
1 − 2θ . (12)
Moreover, if
θ <
1
2 −
‖N∗‖2
E∗min
, (13)
then for suciently large k , supp(Ek ) ⊇ supp(E∗) holds. If (13) holds
and K = K∗ additionally, then for suciently large k , supp(Ek ) =
supp(E∗) holds.
Remark 1. Condition (11) resembles the condition in [7], with
the measurement matrix A replaced by IN − H, and the number of
nonzero entries s replaced by K .
Remark 2. According to the statement of the theorem above, we
should choose K to be at least K∗. But it is unnecessary to exactly let
K be the unknown number K∗, since we allow K to be larger than K∗.
However, usually K can not be too large, due to the condition θ < 1/2
which must be satised.
In the denition of θ , note that XJ (XTX)†XTJ := HJ , J is a |J | × |J |
submatrix of H, and ‖H‖2 ≤ 1 always holds since IN − H is always
positive semi-denite. If 3K (upper bound of |J |) is small enough,
then θ can be smaller than 1/2, satisfying the proposed condition. For
example, if n = 10, K = 1, and each pair has exactly one comparison,
then θ = 0.4 < 1/2.
Theorem 2.2 (Convergence of iLTS). Algorithm 2 converges in
nite steps. Moreover, let
F (s,Λ) = 12 ‖Λ ◦ (Y − Xs)‖
2
2
+ ι(Λ ∈ {0, 1}K , ‖Λ‖0 ≥ N − K),
where ι(A) is the indicator function, which equals 0 if the event A
happens, and equals +∞ otherwise. en the output sk with the
corresponding Λk satises
(1) (sk ,Λk ) is a coordinatewiseminimumpoint of F (s,Λ), namely,
for any s,Λ,
F (sk ,Λk ) ≤ F (sk ,Λ),
F (sk ,Λk ) ≤ F (s,Λk ).
(2) sk is a local minimum point of E(s) := minΛ F (s,Λ).
Remark 3. ere is no convergence analysis for iHT in general
case. But this theorem tells that iLTS always converges, though they
are two dierent iterative algorithms for two equivalent problems.
Theorem 2.3 (Sparsistency of iLTS). Assume that Y = (Yαi j )
satises the model (3) with ‖E∗‖0 = K∗, E∗min = minEα ∗i j ,0 |Eα∗i j | and
Λ∗ ∈ {0, 1}N satisfying
Λα∗i j =
{
1, Eα∗i j = 0,
0, Eα∗i j , 0.
Now, for arbitrary K ≥ K∗, let
µ := sup
| J | ≥N−K
‖XJ c (XTJ XJ )†XTJ ‖2 (14a)
η := sup
| J | ≥N−K
‖XJ c (In − (XTJ XJ )†(XTJ XJ ))‖2 (14b)
ϵ :=
√
2 · (2 + µ)‖N
∗‖2 + η‖s∗‖2
E∗min
. (14c)
If
φ := sup
| J ′ | ≤2K, | J | ≥N−K
‖XJ ′(XTJ XJ )†XTJ ′ ‖2 <
√
2 − 1 − ϵ, (15)
then for the Λˆ correspondingwith the output sˆ of Algorithm 2, supp(Λˆ) ⊆
supp(Λ∗) holds. If (15) holds andK = K∗ additionally, then supp(Λˆ) =
supp(Λ∗).
Remark 4. In the vast majority of cases, η = 0. In fact, as long
as for each J ⊆ {1, 2, . . . ,N }, |J | ≥ N − K , any row of XJ c is a
linear combination of XJ (which means that, removing the samples
indicated by rows of XJ c does not disturb the original structure of
connected components of the graph), there is a matrixM such that
XJ c = MXJ .
us
XJ c (In − (XTJ XJ )†(XTJ XJ ))
=M(XJ − XJ · (XTJ XJ )†XTJ · XJ )
=M(XJ − XJX†JXJ ) = 0,
which implies that η = 0.
Remark 5. According to the statement of the theorem above, we
should choose K to be at least K∗. But it is unnecessary to exactly let
K be the unknown number K∗, since we allow K to be larger than
K∗. However, usually K can not be too large, due to the condition
φ <
√
2 − 1 − ϵ which must be satised.
Remark 6. Conditions (11) and (15) play similar roles as Restricted
Isometry Property (RIP) in compressed sensing [4].
2.4 Adaptive LTS with Unknown K
If the exact number of outliers K is given or can be accurately
estimated, Algorithm 1 or 2 can be used to detect the outliers and
improve the performance of least squares solutions. However, in
practice, the exact number of outliers K is generally unknown.
If K is underestimated, we are able to remove some outliers and
the remaining outliers will still damage the performance of the
least squares solutions. On the other hand, if K is overestimated,
too many comparisons are removed. e resulting data is not
enough for robust QoE evaluation and provides unstable solutions.
erefore, a method to estimate the number of outliers accurately
is strongly desired.
We propose a method to estimate the number of outliers auto-
matically for dichotomous choice Yαi j ∈ {±1}. In this case, a natural
way is to consider those outliers as the paired comparisons which
disagree with the sign (or preference order) of global ranking score
dierences.
As the number of outliers is unknown, rstly we use the least
squares problem to nd an estimation of s, then the total number
of comparisons with wrong directions (Yαi j has dierent sign with
si − sj ), which is denoted as K˜ , is an overestimation of K . en we
obtain an underestimation of the number of outliers via multiplying
by β1 ∈ (0, 1), i.e., K˜ = β1K˜ . We remove K˜ comparisons that havelargest violations to the current score because they are most likely
to be outliers. e remaining comparisons are used to nd the new
estimation of s via the least squares problem. In this case, we are
able to remove some outliers and improve the estimation for s. With
these improved estimation for s, we are able to remove more outliers.
So we increase the underestimation K˜ by β2 (β2 ∈ (1,∞)). However,this number can not be larger than K˜ , the smallest overestimation of
the number of outliers, because we do not want to remove too many
comparisons. erefore the update of K˜ is just K˜ = min(dβ2K˜e, K˜)where dxe is the smallest integer no smaller than positive real
number x . Iterations go on until K˜ = K˜ , and it gives an accurateestimation of the number of outliers. is algorithm is named aLTS
for adaptive Least Trimmed Squares, and Algorithm 3 describes
such a procedure precisely.
Algorithm 3 adaptive LTS (aLTS)
Input: Y = (Yαi j ), β1 < 1, β2 > 1.
Initialization: Λ0 = 1N , K˜−1 = 0, K˜−1 = +∞.for k = 0, 1, . . . do
Update s to get sk by (10).
Let K˜k be the total number of comparisons with wrong di-
rections, i.e., Yαi j has dierent sign with s
k
i − skj .
K˜k = min{K˜k , K˜k−1}.
K˜k =
{ dβ1K˜k e, if k = 0;
min(dβ2K˜k−1e, K˜k ), otherwise.
If K˜k = K˜k , break.Update Λ to get Λk+1 in the same way as in Algorithm 2,
with K replaced by K˜k .end for
return Λˆ = Λk , sˆ = sk , Kˆ = K˜k .
Remark 7. ere are only two parameters to choose, and these two
parameters are easy to set. ey are chosen according to inequalities
β1 < 1 < β2 (β1 = 0.75 and β2 = 1.03 are xed in our numerical
experiments). β1 has to be small to make sure that the rst estimation
of the number of outliers is underestimated. en the underestima-
tion K˜ increases geometrically with rate β2, and β2 can not be toolarge, because the remain comparisons are not enough for robust QoE
evaluation aer too many comparisons are removed.
Remark 8. e algorithm is able to detect most of the outliers in
our experiments. However, there may be mistakes in the detection,
and these mistakes happen mostly between two successive items in
the order. erefore, we can add one step to just compare every pair
of two successive items and make the correction on the detection, i.e.,
if ski > s
k
j , but |{Yαi j : Yαi j > 0}| < |{Yαi j : Yαi j < 0}|, then remove
{Yαi j : Yαi j < 0} from outliers and add in {Yαi j : Yαi j > 0}.
Algorithm 3 always stops in nite steps, as shown in the follow-
ing lemma.
(a) SN=1000 (b) SN=2000 (c) SN=3000
Figure 1: Precisions for simulated data via LASSO, iHT, iLTS, and aLTS, 100 times repeat.
Lemma 2.4. Algorithm 3 stops in no more than k∗ steps, where
k∗ =
⌊− log β1
log β2
⌋
+ 2.
Proof. It follows from the fact that the sequence {K˜k } is non-
increasing, and {K˜k } is a geometrically increasing sequence whichis bounded by the smallest component of {K˜k }. Specically, assume
thatk∗ steps have been taken in Algorithm 3, thenk has approached
k∗ − 1, and K˜k ≥ β2K˜k−1 for 0 < k < k∗ − 1, so
K˜0 ≥ K˜k∗−2 ≥ K˜k∗−2 ≥ βk∗−22 K˜0 ≥ βk∗−22 β1K˜0,
which leads to the result. 
Such a result only ensures that the algorithm stops with a possi-
ble overestimation of the number of outliers because K˜k is always
an overestimation for the number of outliers. e following theo-
rem presents a stability condition when Algorithm 3 returns the
correct number of outliers.
Theorem 2.5. Consider binary choice data with outliers
Yαi j is an outlier, if Y
α
i j , sign(s∗i − s∗j ). (16)
Assume that there exists an integer k0 such that for all k ≥ k0, least
squares estimator sk is order-consistent to the true score s∗, i.e., sk
induces the same ranking order as the true score s∗, then Algorithm 3
returns the correct number of outliers.
Proof. As sk is an order-consistent solution of the ground-truth,
by denition, K˜k gives the correct number of outliers, say K∗. It
actually holds for all k ≥ k0, that K˜k = K∗. From Lemma 1, the
claim follows. 
Remark 9. One scenario is the generalized linear model where
p(i  j) = f (s∗i − s∗j ) for some cumulate distribution function f sym-
metric w.r.t. f (0) = 1/2. With a large enough sample, all the pairwise
preferences in the minority direction can be regarded as “outliers” and
dropping such outliers will not change the order consistency of least
square estimators.
Note that eorem 2.5 does not require Λk to correctly identify
the outliers, but just stable estimator sk to be order-consistent to s∗.
In practice, this might not be satised easily. But, as we shall see
in the next section, Algorithm 3 typically returns stable estimators
that only deviate locally.
(a) SN=1000 (b) SN=2000 (c) SN=3000
Figure 2: Recalls for simulated data via LASSO, iHT, iLTS, and aLTS, 100 times repeat.
(a) SN=1000 (b) SN=2000 (c) SN=3000
Figure 3: F1 scores for simulated data via LASSO, iHT, iLTS, and aLTS, 100 times repeat.
3 EXPERIMENTS
A key question in the outlier detection community is how to eval-
uate the eectiveness of outlier detection algorithms when the
ground-truth outliers are not available. In this section, we will
rst show the eectiveness of the proposed method on simulated
data with known ground-truth outliers, followed by real-world
crowdsourcing datasets without ground-truth outliers.
3.1 Simulated Data
e simulated data is constructed as follows. A random total order
on n items is created as the ground-truth order. en we add
paired comparison edges (i, j) randomly with preference directions
following the ground-truth order. We simulate the outliers by
randomly choosing a portion of the comparison edges and reversing
them in preference directions. A paired comparison graph with
outliers, possibly incomplete and imbalanced, is constructed.
Here we choose n = 16, which is consistent with the real-world
datasets, and make the following denitions for the experimental
parameters. e total number of paired comparisons occurred on
the graph is SN (Sample Number), and the number of outliers is ON
(Outlier Number). en the outlier percentage OP can be obtained
as ON/SN.
Most outlier detection algorithms adopt a tuning parameter (say
t) in order to select dierent number of data samples as outliers [27],
and the number of outliers detected changes as t changes. If t is
picked too restrictively, then the algorithm will miss true outlier
(false negatives). On the other hand, if the algorithm declares too
many data samples as outliers, then it will lead to too many false
positives. is tradeo can be measured in terms of precision and
recall, which are commonly used for measuring the eectiveness of
outlier detection methods. Specically, the precision is dened as
the percentage of reported outliers that truly turn out to be outliers;
and the recall is correspondingly dened as the percentage of
ground-truth outliers that have been reported as outliers.
We then compare LASSO, iHT, iLTS, and aLTS for outlier detec-
tion on the simulated data. For ease of comparison, here we should
tell LASSO, iHT, and iLTS in advance the exact number of outliers
existed in the dataset. Because, dierent from aLTS, these three
methods can not estimate the number of outliers in the dataset
automatically.
e mean precisions, recalls, and F1-scores over 100 runs for
these four methods on dierent choices of SN and OP are shown
in Figures 1, 2, and 3. F1-score is a combined measure that assesses
the precision/recall tradeo, which reaches its best value at 1 and
worst score at 0.
It is easy to see that the performances of LASSO, iHT, and iLTS
are very similar, while aLTS could produce beer performance
(indicated by higher precisions, recalls, and F1-scores in almost
all cases). In addition, we compare the computing time required
for these four methods to nish all the 100 runs in Tables 1. All
computation is done using MATLAB R2014a, on a Mac Pro desk-
top PC, with 2.8 GHz Intel Core i7-4558u, and 16 GB memory. It
is easy to see that on the simulated dataset, iHT, iLTS, and aLTS
algorithms are much faster than LASSO, which implies their advan-
tages in dealing with large-scale data. Specically, iHT and iLTS
can achieve up to about 30–90 times faster than LASSO, and aLTS is
almost 3–8 times faster than the time for LASSO. As aLTS does not
have any information about the number of outliers existed in the
dataset and should estimate the number of outliers automatically,
its computation cost is reasonably more expensive compared with
iHT and iLTS.
3.2 Real-world Data
Two crowdsourcing real-world datasets are adopted in this sub-
section. Since there is no ground-truth for outliers in real-world
datasets, we can not compute precision and recall as in the simu-
lated data to evaluate the performance of the methods. erefore,
we inspect the outliers returned by four methods and compare
them with the whole data to see whether they are reasonably good
outliers or not.
e rst dataset PC-VQA, which is collected by [26], contains
38,400 pairwise comparisons of the LIVE dataset [22] from 209 ran-
dom raters. e paired comparison data in this dataset is complete
and balanced. Take reference (a) in the PC-VQA dataset as an illus-
trative example (other reference videos exhibit similar results). e
number of outliers estimated by aLTS is used for LASSO/iHT/iLTS
to choose the regularization parameter and select the outliers.
Outliers detected by these methods are shown in the paired
comparison matrix in Table 2. e paired comparison matrix is
constructed as follows (Table 3 is constructed in the same way).
For each video pair {i, j}, let ni j be the number of comparisons
for items i and j, among which ai j raters agree that the quality of
item i is beer than item j (aji carries the opposite meaning). So
ai j + aji = ni j if no tie occurs. In the PC-VQA dataset, ni j = 32
for any video pair {i, j}. e order of the video IDs in the matrix is
arranged such that the global ranking score calculated by the least
squares problem with all the comparisons is decreasing (from high
to low). e number of outliers estimated by aLTS from this refer-
ence video is 716. So we choose the parameter for LASSO/iHT/iLTS
to detect 716 outliers, and the exact number of outliers returned by
LASSO/iHT/iLTS is 718, which is slightly larger than 716.
e outliers detected by these methods are mainly distributed in
the lower le corner of this matrix, which implies that the outliers
Table 1: Computing time for 100 runs in total on simulated data via LASSO, iHT, iLTS, and
aLTS.
(a) LASSO
time (s) OP=5% OP=10% OP=15% OP=20% OP=25% OP=30% OP=35% OP=40%
SN=1000 18.62 19.72 22.51 23.80 23.48 22.56 21.05 18.56
SN=2000 20.58 29.21 33.17 34.81 34.57 31.54 29.82 25.78
SN=3000 28.59 37.50 40.62 40.88 41.60 38.91 34.94 29.38
(b) iHT
time (s) OP=5% OP=10% OP=15% OP=20% OP=25% OP=30% OP=35% OP=40%
SN=1000 0.23 0.20 0.24 0.27 0.31 0.35 0.40 0.43
SN=2000 0.29 0.33 0.40 0.48 0.50 0.57 0.65 0.72
SN=3000 0.41 0.48 0.55 0.60 0.69 0.79 0.83 0.97
(c) iLTS
time (s) OP=5% OP=10% OP=15% OP=20% OP=25% OP=30% OP=35% OP=40%
SN=1000 0.27 0.24 0.30 0.33 0.37 0.40 0.43 0.45
SN=2000 0.37 0.41 0.53 0.60 0.63 0.73 0.79 0.83
SN=3000 0.53 0.63 0.70 0.78 0.90 1.03 0.99 1.12
(d) aLTS
time (s) OP=5% OP=10% OP=15% OP=20% OP=25% OP=30% OP=35% OP=40%
SN=1000 4.86 3.50 3.13 2.79 3.00 2.93 2.85 2.81
SN=2000 6.36 5.35 4.97 4.91 4.75 4.42 4.29 4.27
SN=3000 7.96 7.61 6.81 6.70 6.34 6.09 5.51 5.92
Table 2: Paired comparison matrices of reference (a) in PC-VQA dataset. Red numbers are
overlapping outliers obtained by LASSO, iHT, iLTS, and aLTS. Open blue circles are those
obtained by LASSO/iHT/iLTS but not aLTS, while lled blue circles are those obtained by
aLTS but not LASSO/iHT/iLTS.
Video ID 1 9 10 13 7 8 11 14 15 3 12 4 16 5 6 2
1 0 22 29 30 30 29 29 29 30 28 29 32 32 31 32 31
9 10 0 22 20 14 23 23 25 29 29 32 30 29 30 29 31
10 3 10 0 22 11 21 29 23 31 27 31 30 32 30 32 31
13 2 12 10 0 18 22 23 27 31 28 29 29 29 25 27 28
7 2 18 21 14 0 21 14 16 28 23 31 25 19 27 26 28
8 3 9 11 10 11 0 25 14 28 25 29 27 24 25 28 32
11 3 9 3 9 18 7 0 22 27 26 26 30 30 27 27 31
14 3 7 9 5 16 18 10 0 28 27 18 29 29 26 28 29
15 2 3 1 1 4 4 5 4 0 25 20 22 26 25 29 24
3 4 3 5 4 9 7 6 5 7 0 11 15 26 24 29 28
12 3 0 1 3 1 3 6 14 12 21 0 16 20 24 26 26
4 0 2 2 3 7 5 2 3 10 17 16 0 15 26 27 30
16 0 3 0 3 13 8 2 3 6 6 12 17 0 22 24 28
5 1 2 2 7 5 7 5 6 7 8 8 6 10 0 26 27
6 0 3 0 5 6 4 5 4 3 3 6 5 8 6 0 21
2 1 1 1 4 4 0 1 3 8 4 6 2 4 5 11 0
are those comparisons with large deviations from the global ranking
scores by LS. It is easy to see that outliers returned by LASSO, iHT,
iLTS, and aLTS are almost the same except on one pair (ID = 3 and
ID = 4). In this dataset, 15 raters agree that the quality of ID = 3 is
beer than that of ID = 4, while 17 raters have the opposite opinion.
LASSO, iHT, and iLTS return the same results which tend to choose
comparisons with large deviations from the global ranking scores as
outliers. So these three treat the 17 comparisons preferring ID = 4 as
outliers because ID = 3 ranks above ID = 4. However, aLTS prefers
to choose the minority as outliers and treats the 15 comparisons
preferring ID = 3 as outliers. Such a small dierence only leads to
a local order change of ID = 3 and ID = 4. erefore the ranking
algorithms are stable.
e global ranking scores of the four algorithms, namely LASSO,
iHT, iLTS, and aLTS are shown in Table 4(a). For the ease of see-
ing the dierences on global rating scores aer outlier detection,
we also report the results obtained by LS which has been used
in [24, 26] to derive ranking scores in subjective multimedia assess-
ments. Aer the detected outliers are removed, the orders of some
competitive videos are changed. LASSO, iHT, iLTS, and aLTS all
think that ID = 12 has beer performance than ID = 3 and ID = 4.
However, the orders of ID = 3 and ID = 4 are exchanged in aLTS
Table 3: Paired comparison matrices of reference (c) in PC-IQA dataset. Red numbers,
open blue circles, and lled blue circles carry the same meanings as in Table 2.
Image ID 1 8 16 2 3 11 6 12 9 14 5 13 7 10 15 4
1 0 13 9 16 19 12 15 13 14 14 14 17 16 17 16 16
8 6 0 8 7 8 5 13 7 7 8 19 8 15 9 12 15
16 4 0 0 9 11 9 8 15 3 18 16 17 12 7 21 18
2 5 5 6 0 8 9 10 11 7 14 13 14 14 13 14 15
3 3 4 6 7 0 6 11 9 10 16 12 15 14 14 18 13
11 4 6 3 5 6 0 5 3 5 6 21 5 11 7 12 18
6 0 2 7 4 2 7 0 12 12 7 22 15 17 13 13 17
12 3 4 1 4 4 3 1 0 8 15 18 12 9 8 13 17
9 1 3 3 5 1 3 1 0 0 5 18 10 14 9 7 16
14 0 0 1 0 0 3 7 2 1 0 14 15 10 8 17 19
5 0 0 0 0 0 0 0 0 0 1 0 14 19 19 15 17
13 0 0 0 0 0 0 0 0 0 0 6 0 5 7 17 16
7 0 0 0 0 0 0 0 0 0 0 0 5 0 8 9 18
10 0 0 0 0 0 0 0 0 0 0 0 2 2 0 3 11
15 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 11
4 0 0 0 0 0 0 0 0 0 0 0 1 0 6 6 0
Table 4: Comparison of dierent rankings. Five ranking methods are compared with the
integer representing the ranking position and the number in parentheses representing the
global ranking score returned by the corresponding algorithm.
(a) Ref (a) in the PC-VQA
ID LS LASSO/iHT/iLTS aLTS
1 1 ( 0.7930 ) 1 ( 0.9123 ) 1 ( 0.9129 )
9 2 ( 0.5312 ) 2 ( 0.7537 ) 2 ( 0.7539 )
10 3 ( 0.4805 ) 3 ( 0.6317 ) 3 ( 0.6322 )
13 4 ( 0.3906 ) 4 ( 0.5522 ) 4 ( 0.5524 )
7 5 ( 0.2852 ) 5 ( 0.4533 ) 5 ( 0.4537 )
8 6 ( 0.2383 ) 6 ( 0.3159 ) 6 ( 0.3163 )
11 7 ( 0.2148 ) 7 ( 0.2113 ) 7 ( 0.2120 )
14 8 ( 0.1641 ) 8 ( 0.1099 ) 8 ( 0.1103 )
15 9 ( -0.1758 ) 9 ( -0.1024 ) 9 ( -0.1029 )
3 10 ( -0.2227 ) 11 ( -0.3195 ) 12 ( -0.3999 )
12 11 ( -0.2500 ) 10 ( -0.2149 ) 10 ( -0.2158 )
4 12 ( -0.2930 ) 12 ( -0.4054 ) 11 ( -0.3252 )
16 13 ( -0.3633 ) 13 ( -0.5311 ) 13 ( -0.5332 )
5 14 ( -0.4414 ) 14 ( -0.6573 ) 14 ( -0.6568 )
6 15 ( -0.6289 ) 15 ( -0.8054 ) 15 ( -0.8057 )
2 16 ( -0.7227 ) 16 ( -0.9046 ) 16 ( -0.9042 )
(b) Ref (c) in the PC-IQA
ID LS LASSO/iHT/iLTS aLTS
1 1 ( 0.7575 ) 1 ( 0.9015 ) 1 ( 0.9022 )
8 2 ( 0.5670 ) 2 ( 0.7088 ) 2 ( 0.7129 )
16 3 ( 0.5124 ) 3 ( 0.6472 ) 3 ( 0.6504 )
2 4 ( 0.4642 ) 4 ( 0.5242 ) 4 ( 0.5248 )
3 5 ( 0.4423 ) 5 ( 0.4119 ) 5 ( 0.4148 )
11 6 ( 0.3277 ) 6 ( 0.2592 ) 7 ( 0.1763 )
6 7 ( 0.3128 ) 7 ( 0.2515 ) 6 ( 0.3124 )
12 8 ( 0.2423 ) 8 ( 0.1209 ) 8 ( 0.1261 )
9 9 ( 0.1453 ) 9 ( 0.0043 ) 9 ( 0.0069 )
14 10 ( -0.0455 ) 10 ( -0.1274 ) 10 ( -0.1243 )
5 11 ( -0.3376 ) 11 ( -0.3205 ) 11 ( -0.3214 )
13 12 ( -0.4785 ) 12 ( -0.4621 ) 12 ( -0.4560 )
7 13 ( -0.5396 ) 13 ( -0.5515 ) 13 ( -0.5494 )
10 14 ( -0.7486 ) 14 ( -0.7005 ) 15 ( -0.7485 )
15 15 ( -0.7658 ) 15 ( -0.7511 ) 14 ( -0.7106 )
4 16 ( -0.8559 ) 16 ( -0.9163 ) 16 ( -0.9166 )
and LASSO/iHT/iLTS, because they choose dierent preference
directions as outliers.
e second dataset PC-IQA [25] is incomplete and imbalanced.
is dataset contains 15 reference images and 15 distorted versions
of each reference image. So the total number of images is 240.
ese images come from two publicly available datasets: LIVE [22]
and IVC [16]. Totally, 186 raters, each of whom performs a var-
ied number of comparisons via Internet, provide 23,097 pairwise
comparisons.
Tables 3 and 4(b) show the comparable experimental results of
LASSO, iHT, iLTS, and aLTS on reference image (c) (other reference
images exhibit similar results). e number of outliers estimated
by aLTS is 173, so we choose the parameter of LASSO/iHT/iLTS
to detect 173 outliers. e exact number of outliers returned by
LASSO/iHT/iLTS is 177, which is slightly larger than 173. We can
see that the dierence of the detection between LASSO/iHT/iLTS
and aLTS happens on two pairs: 1) ID = 6 and ID = 11; 2) ID = 10
and ID = 15. Same as in the last experiment, these methods dier
in outlier detection for highly comparable pairs. aLTS prefers to
choose the minority in paired comparisons, i.e., the 5 comparisons
preferring ID = 11 over ID = 6 and the 3 comparisons preferring
ID = 10 over ID = 15, while LASSO/iHT/iLTS selects comparisons
with largest deviations from global ranking scores even when the
votings are in majority. Such a dierence leads to a local order
change of involved items only.
3.3 Discussion
As we have seen in the numerical experiments, LASSO, iHT, iLTS,
and aLTS mostly nd the same outliers, and when they disagree,
aLTS tends to choose the minority and LASSO/iHT/iLTS prefer to
choose comparisons with large deviations from the global ranking
scores even when the votings are in majority. When outliers consist
of minority voting as in simulated experiments, aLTS performs
beer than LASSO, iHT, and iLTS. is can also be explained from
the algorithm. We choose a small underestimation for the number
of outliers, and increase this estimation until there is no outliers in
the remaining comparisons. e parameter β2 > 1 is chosen to be
small so we will not overestimate the number of outliers too much.
Finally, we would like to point out that subject-based outlier
detection can be a straightforward extension from our proposed
algorithms. From the detection results, one may evaluate the relia-
bility of one rater based on all the comparisons from the rater and
remove all the comparison from unreliable raters.
4 CONCLUSIONS
In this paper, we proposed fast algorithms for outlier detection
with nonconvex optimization and robust ranking in QoE evalua-
tion. Specically, for known K , the proposed iHT and iLTS could
provide us almost the same performance compared with LASSO,
and the computational speed can achieve up to 90 times faster than
LASSO. For unknown K , we proposed an adaptive method called
aLTS which could estimate the number of outliers and detect them
without any prior information about the number of outliers in the
dataset. is method is nearly 3–8 times faster than LASSO. e ef-
fectiveness and eciency of the proposed methods is demonstrated
on both simulated examples and real-world applications. e small
distinctions between these four methods indicate that aLTS prefers
to choosing minority voting data as outliers, while the LASSO, iHT,
and iLTS select the comparisons with largest deviations from the
global ranking score as outliers even when they are in majority. In
both cases, the global rankings obtained are stable. In summary, we
expect that the proposed outlier detection methods for QoE will be
helpful tools for people in the multimedia community exploiting
crowdsourceable paired comparison data for robust ranking.
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A PROOFS
(Proposition 1). First we prove S1 = S2. For any s ∈ S1, there
is E such that ‖E‖0 = K and (s,E) is optimal for problem (5). en
for any (s′,E′) such that ‖E′‖0 ≤ K , since
1
2 ‖Y − Xs − E‖
2
2 + λ‖E‖0 ≤
1
2 ‖Y − Xs
′ − E′‖22 + λ‖E′‖0
and ‖E′‖0 ≤ K = ‖E‖0, we have
1
2 ‖Y − Xs − E‖
2
2 ≤
1
2 ‖Y − Xs
′ − E′‖22 .
Hence (s,E) is optimal for problem (6), i.e. s ∈ S2.
For any s ∈ S2, there is E such that ‖E‖0 ≤ K and (s,E) is optimal
for problem (6). en for the pre-chosen (s˜, E˜), since
1
2 ‖Y − Xs − E‖
2
2 ≤
1
2 ‖Y − Xs˜ − E˜‖
2
2
and ‖E‖0 ≤ K = ‖E˜‖0, we sum them up to get
1
2 ‖Y − Xs − E‖
2
2 + λ‖E‖0 ≤
1
2 ‖Y − Xs˜ − E˜‖
2
2 + λ‖E˜‖0.
Note that (s˜, E˜) is optimal for problem (5), hence equality must hold,
i.e.
1
2 ‖Y − Xs − E‖
2
2 =
1
2 ‖Y − Xs˜ − E˜‖
2
2 ,
‖E‖0 = ‖E˜‖0 = K .
Hence (s,E) is optimal for problem (5) as well as ‖E‖0 = K , i.e.
s ∈ S1. us S1 = S2.
en we prove S2 = S3. For any s ∈ S2, there is E such that
‖E‖0 ≤ K and (s,E) is optimal for problem (6). Since E is optimal
for s, it is easy to know that the index of nonzero entries of E is
contained in J which is the index of K entries of Y−Xs with largest
squares. Let Λ ∈ {0, 1}N satisfying ΛJ = 1N−K and ΛJ c = 0K . For
any (s′,Λ′) such that ‖Λ′‖0 ≥ N −K , let E′ = (1N −Λ′) ◦ (Y−Xs′),
then ‖E′‖0 ≤ K and hence
1
2 ‖Λ
′ ◦ (Y − Xs′)‖22 =
1
2 ‖Y − Xs
′ − E′‖22
≥ 12 ‖Y − Xs − E‖
2
2 =
1
2 ‖Λ ◦ (Y − Xs)‖
2
2 .
Hence (s,Λ) is optimal for problem (7), i.e. s ∈ S3.
For any s ∈ S3, there is Λ such that ‖Λ‖0 ≥ N − K and (s,Λ) is
optimal for problem (7). For any (s′,Λ′) such that ‖Λ′‖0 ≥ N − K ,
let E′ = (1N − Λ′) ◦ (Y − Xs′) and E = (1N − Λ) ◦ (Y − Xs), then
‖E′‖0, ‖E‖0 ≤ K and
1
2 ‖Y − Xs
′ − E′‖22 =
1
2 ‖Λ
′ ◦ (Y − Xs′)‖22
≥ 12 ‖Λ ◦ (Y − Xs)‖
2
2 ≥
1
2 ‖Y − Xs − E‖
2
2 .
Hence (s,E) is optimal for problem (6), i.e. s ∈ S2. us S2 = S3. 
(Theorem 2.1). Note that
Ek+1 = ProjK ((IN − H)Y + HEk )
= argmin‖E‖0≤K ‖(IN − H)Y + HEk − E‖22 ,
and ‖E∗‖0 = K∗ ≤ K , we have
‖(IN − H)Y + HEk − E∗‖22
≥ ‖(IN − H)Y + HEk − Ek+1‖22
= ‖((IN − H)Y + HEk − E∗) + (E∗ − Ek+1)‖22 .
Expanding the right hand side and simple calculations imply
‖Ek+1 − E∗‖22 ≤ 2((IN − H)Y + HEk − E∗)T (Ek+1 − E∗).
Plug Y = Xs∗ +N∗ + E∗ in and note that (IN −H)X = 0, the above
right hand side becomes
2(Ek − E∗)TH(Ek+1 − E∗) + 2N∗T (IN − H)(Ek+1 − E∗).
Let Jk = supp(E∗) ∪ supp(Ek ) ∪ supp(Ek+1), then |Jk | ≤ 3K and
(Ek − E∗)TH(Ek+1 − E∗)
= (EkJk − E
∗
Jk )
THJk , Jk (Ek+1Jk − E
∗
Jk )
≤ θ · ‖Ek − E∗‖2 · ‖Ek+1 − E∗‖2.
Besides, since IN − (IN − H) is positive semi-denite, we know
‖IN −H‖2 ≤ 1 and ‖(IN −H)N∗‖2 ≤ ‖N∗‖2. Combining the above
analysis, we obtain
‖Ek+1 − E∗‖2 ≤ 2θ · ‖Ek − E∗‖2 + 2‖N∗‖2,
from which we can prove (12) by induction.
Moreover, if (13) holds, according to (12) we know that for su-
ciently large k ,
‖Ek − E∗‖∞ ≤ ‖Ek − E∗‖2 < E∗min,
which implies supp(Ek ) ⊇ supp(E∗). When K = K∗ additionally,
due to the fact that ‖Ek ‖0 ≤ K = K∗ = ‖E∗‖0, we have supp(Ek ) =
supp(E∗). 
(Theorem 2.2). For any s, Let
τ (s) = (τ1(s), . . . ,τN (s))T = (Y − Xs) ◦ (Y − Xs),
and τ(N−K+1)(s) be the (N − K + 1)th smallest (Kth largest) value
of entries of τ (s). τ1(s), . . . ,τN (s) and τ(N−K+1)(s) are continuous
functions of s, thus we can nd a suciently small ϵ > 0 such that
for any s satisfying ‖s − sk ‖2 < ϵ ,{
τl (s) < τ(N−K+1)(s), if τl (sk ) < τ(N−K+1)(sk ),
τl (s) > τ(N−K+1)(s), if τl (sk ) > τ(N−K+1)(sk ).
Now, for any given s satisfying ‖s − sk ‖2 < ϵ , we can nd an
optimal Λ¯ for s, so that ‖Λ¯‖0 = N − K . Such a Λ¯ satises{
Λ¯l = 1, τl (s) < τ(N−K+1)(s),
Λ¯l = 0, τl (s) > τ(N−K+1)(s).
Hence {
Λ¯l = 1, τl (sk ) < τ(N−K+1)(sk ),
Λ¯l = 0, τl (sk ) > τ(N−K+1)(sk ),
which implies that Λ¯ is optimal not only for s, but also for sk .
Because the algorithm stops at sk , we know Λ¯ must have appeared
before, i.e. there is j ≤ k such that Λ¯ = Λj , and
F (sk ,Λj ) ≤ F (sk ,Λk ).
Note that sj is optimal for Λj , from the denition of the algorithm.
us
F (sk ,Λj ) ≥ F (sj ,Λj ).
Because F is non-increasing during the procedure of the algorithm,
we have F (sj ,Λj ) ≥ F (sk ,Λk ). Combining it with the above in-
equalities, we obtain
F (sj ,Λj ) = F (sk ,Λj ) = F (sk ,Λk ).
So not only sj but also sk is optimal for Λj , we have then
E(sk ) = F (sk ,Λj ) ≤ F (s,Λj ) = F (s, Λ¯) = E(s).
erefore sk is a local minimum point of E(s).
Finally, in the above analysis, the equality F (sk ,Λj ) = F (sk ,Λk )
tells us not only Λj but also Λk is optimal for sk . Besides, sk is
obviously optimal for Λk , from the denition of the algorithm. So
(sk ,Λk ) is a coordinatewise minimum point of F (s,Λ). 
(Theorem 2.3). From eorem 2.2, we know that Algorithm 2
nally converges in nite steps. Assume that output is s, with
corresponding Λ ∈ {0, 1}N . Call J = {l : Λl = 1} the “index set of
Λ”, and J∗ the index set of Λ∗ similarly. Obviously E∗J ∗ = 0. Dene
J1 = J
∗\J , J2 = J\J∗, J ′ = J1 ∪ J2.
Since s is optimal for Λ,
s = (XTJ XJ )†XTJ YJ = X†JYJ
= s∗ − ∆s∗ + X†J E∗J + X†JN∗J ,
where ∆ = In − X†JXJ . Note that XJ∆ = 0, we have
XJ (s − s∗) = XJX†J E∗J + XJX†JN∗J . (17)
Since Λ is optimal for s,
‖Λ ◦ (Y − Xs)‖2 ≤ ‖Λ∗ ◦ (Y − Xs)‖2.
Plug in Y = Xs∗ + N∗ + E∗ and get
‖E∗J + N∗J + XJ (s∗ − s)‖2 ≤ ‖E∗J ∗ + N∗J ∗ + XJ ∗ (s∗ − s)‖2.
Plugging (17) into the le hand side gives us
‖(IN−K − XJX†J )(E∗J + N∗J )‖2
≥ ‖(IN−K − XJX†J )E∗J ‖2 − ‖(IN−K − XJX†J )N∗J ‖2
= ‖(IN−K − XJX†J )E∗J ‖2
−
√
N∗TJ (IN−K − XJ (XTJ XJ )†XTJ )N∗J
≥ ‖(IN−K − XJX†J )E∗J ‖2 − ‖N∗‖2,
while the right hand side is
‖E∗J ∗ + N∗J ∗ + XJ ∗ (s∗ − s)‖2
= ‖0 + N∗J ∗ + XJ ∗ (∆s∗ − X†J E∗J − X†JN∗J )‖2
≤ ‖N∗J ∗ − XJ ∗X†JN∗J ‖2 + ‖XJ ∗∆s∗‖2 + ‖XJ ∗X†J E∗J ‖2
≤ ‖N∗J − XJX†JN∗J ‖2 + ‖N∗J1 − XJ1X
†
JN
∗
J ‖2
+ ‖XJ∆s∗‖2 + ‖XJ1∆s∗‖2 + ‖XJ ∗X†J E∗J ‖2
≤ ‖(IN−K − XJ (XTJ XJ )†XTJ )N∗J ‖2
+ ‖N∗J1 ‖2 + ‖XJ1 (XTJ XTJ )†XTJ N∗J ‖2
+ 0 + ‖XJ1∆s∗‖2 + ‖XJ ∗ (XTJ XJ )†XTJ E∗J ‖2
≤ ‖N∗J ‖2 + ‖N∗J1 ‖2 + µ‖N∗J ‖2 + η‖s∗‖2
+ ‖XJ ∗ (XTJ XJ )†XTJ E∗J ‖2
≤ (1 + µ)‖N∗‖2 + η‖s∗‖2 + ‖XJ ∗ (XTJ XJ )†XTJ E∗J ‖2.
Hence
‖(IN−K − XJX†J )E∗J ‖2 − ‖XJ ∗ (XTJ XJ )†XTJ E∗J ‖2
≤(2 + µ)‖N∗‖2 + η‖s∗‖2 =
√
2
2 ϵ · E
∗
min.
e rst and second term of the le hand side above are denoted
by A,B respectively, then
A − B ≤
√
2
2 ϵ · E
∗
min.
According to our assumption,
I | J ′ | + XJ ′(XTJ XJ )†XTJ ′ ≺ (
√
2 − ϵ) · I | J ′ |
≺
√
2 − √2ϵ · I | J ′ | ,
where U  V ⇐⇒ V ≺ U means that U −V is a positive denite
matrix. Squaring on both sides lead to
(1 − √2ϵ) · I | J ′ | − 2XJ ′(XTJ XJ )†XTJ ′
− XJ ′(XTJ XJ )†XTJ ′XJ ′(XTJ XJ )†XTJ ′  0,
so its submatrix
M = (1 − √2ϵ) · I | J2 | − 2XJ2 (XTJ XJ )†XTJ2
− XJ2 (XTJ XJ )†XTJ ′XJ ′(XTJ XJ )†XTJ2
is also positive denite. If supp(Λ) * supp(Λ∗), i.e. J * J∗, then
J2 = J\J∗ is not empty, and E∗J2 , 0. Since J∗ ⊆ J ∪ J ′ implies
XTJ XJ + X
T
J ′XJ ′  XTJ ∗XJ ∗ , and note that E∗J∩J ∗ = 0, we have
A2 − B2
= E∗TJ (IN−K − XJ (XTJ XJ )†XTJ )E∗J
− E∗TJ (XJ (XTJ XJ )†(XTJ ∗XJ ∗ )(XTJ XJ )†XTJ )E∗J
≥ E∗TJ2 (I | J2 | − XJ2 (XTJ XJ )†XTJ2
− XJ2 (XTJ XJ )†(XTJ XJ + XTJ ′XJ ′)(XTJ XJ )†XTJ2 )E∗J2
= E∗TJ2 (M +
√
2ϵ · I | J2 |)E∗J2 >
√
2ϵ · ‖E∗J2 ‖22 > 0.
So A > B and
A + B =
A2 − B2
A − B >
√
2ϵ · ‖E∗J2 ‖22√
2
2 ϵ · E∗min
≥ 2‖E∗J2 ‖2.
However, from the denition of A and the fact that A > B, we have
A + B < 2A
= 2
√
E∗TJ2 (I | J2 | − XJ2 (XTJ XJ )†XTJ2 )E∗J2 ≤ 2‖E
∗
J2 ‖2,
a contradiction. Hence supp(Λ) ⊆ supp(Λ∗).
WhenK = K∗ additionally, due to the fact that ‖Λk ‖0 ≤ N −K =
N − K∗ = ‖Λ∗‖0, we have supp(Λk ) = supp(Λ∗). 
