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This thesis is devoted to the developement of a classical model for the
study of the energetics and stability of carbon nanotubes. The motivation
behind such a model stems from the fact that production of nanotubes in a
well-controlled manner requires a detailed understanding of their energetics.
In order to study this diﬀerent theoretical approaches are possible, rang-
ing from the computationally expensive quantum mechanical ﬁrst principle
methods to the relatively simple classical models. A wisely developed classi-
cal model has the advantage that it could be used for systems of any possible
size while still producing reasonable results.
The model developed in this thesis is based on the well-known liquid drop
model without the volume term and hence we call it liquid surface model.
Based on the assumption that the energy of a nanotube can be expressed in
terms of its geometrical parameters like surface area, curvature and shape
of the edge, liquid surface model is able to predict the binding energy of
nanotubes of any chirality once the total energy and the chiral indices of
it are known. The model is suggested for open end and capped nanotubes
and it is shown that the energy of capped nanotubes is determined by ﬁve
physical parameters, while for the open end nanotubes three parameters are
suﬃcient. The parameters of the liquid surface model are determined from
the calculations performed with the use of empirical Tersoﬀ and Brenner
potentials and the accuracy of the model is analysed. It is shown that the
liquid surface model can predict the binding energy per atom for capped
nanotubes with relative error below 0.3% from that calculated using Brenner
potential, corresponding to the absolute energy diﬀerence being less than
0.01 eV.
The inﬂuence of the catalytic nanoparticle on top of which a nanotube
grows, on the nanotube energetics is also discussed. It is demonstrated that
the presence of catalytic nanoparticle changes the binding energy per atom inii
such a way that if the interaction of a nanotube with the catalytic nanopar-
ticle is weak then attachment of an additional atom to a nanotube is an
energetically favourable process, while if the catalytic nanoparticle nanotube
interaction is strong , it becomes energetically more favourable for the nan-
otube to collapse. The suggested model gives important insights in the ener-
getics and stability of nanotubes of diﬀerent chiralities and is an important
step towards the understanding of nanotube growth process.
Young modulus and curvature constant are calculated for single-wall car-
bon nanotubes from the paremeters of the liquid surface model and demon-
strated that the obtained values are in agreement with the values reported
earlier both theoretically and experimentally. The calculated Young modulus
and the curvature constant were used to conclude about the accuracy of the
Tersoﬀ and Brenner potentials. Since the parameters of the liquid surface
model are obtained from the Tersoﬀ and Brenner potential calculations, the
agreement of elastic properties derived from these parameters corresponds to
the fact that both potentials are capable of describing the elastic properties
of nanotubes. Finally, the thesis discuss the possible extension of the model
to various systems of interest.iii
Zusammenfassung
Kohlenstoﬀnanor¨ ohren (englisch Carbon Nanotubes kurz CNT), sind zy-
lindrische Kohlenstoﬀallotrope, deren Durchmesser im Nanometerbereich lie-
gen. Seit ihrer Entdeckung 1991 durch Sumio Iijima (NEC) [1] wurden viele
außergew¨ ohnliche Eigenschaften der CNT erforscht, die das Potential be-
sitzen sowohl Technologie als auch Forschung in diesem Gebiet in großem
Maße zu revolutionieren. Obwohl ein detailliertes experimentelles Verst¨ and-
nis von Kohlenstoﬀnanor¨ ohren und ihren Eigenschaften vorhanden ist, kon-
nten keine großen Fortschritte aus theoretischer Sicht erziel werden. Dies
f¨ uhrt zu einem der meist diskutierten Probleme im Gebiet der Kohlenstoﬀ-
nanor¨ ohrenforschung: die kontrollierte Herstellung von Nanor¨ ohren. Trotz
großer Bem¨ uhungen der Experimentalphysiker Kohlenstoﬀnanor¨ ohren hoher
Qualit¨ at zu produzieren, ist das Problem noch ungel¨ ost, da es ein tieferes
Verst¨ andnis von Kohlenstoﬀnanor¨ ohren aus einer theoretischen Perspektive
voraussetzt.
Um die Charakteristiken von Kohlenstoﬀnanor¨ ohren theoretisch zu un-
tersuchen, werden verschiedene Methoden erwendet, die von ab initio ﬁrst
priciple Methoden ¨ uber empirische Potentiale bis hin zu klassischen Mo-
dellen reichen. Ab initio Methoden sind rechnerisch teuer, so dass sie auf
Systeme mit wenigen Atomen limitiert werden m¨ ussen. Empirische Poten-
ziale k¨ onnen f¨ ur gr¨ oßere Systeme verwendet werden, aber auch sie haben
ihre Grenzen, wenn es um die Gr¨ oße des betrachteten Systems geht. Um
zum Beispiel ein System mit Millionen von Atomen zu analysieren, werden
empirische Potentiale nicht gew¨ ahlt. In solch einem Fall werden stattdessen
klassische Modelle als sinnvoller Ersatz angewandt. Jedes Modell basiert auf
einem Parametersatz, der mit ab initio Methoden oder mit empirischen Po-
tentialen bestimmt worden ist. Sind die Parameter des Modells berechnet,
kann das Modell dazu verwendet werden, die Eigenschaften des betrachteten
Systems vorherzusagen.iv
Wie anfangs beschrieben, ist eine der großen Herausforderungen in der
Forschung an Kohlenstoﬀnanor¨ ohren ihre kontrollierte Herstellung. Um ei-
nen detaillierten theoretischen Einblick in dieses Problem zu bekommen, ist
es wichtig, die Energetik, besonders im Hinblick auf Bindungsenergien und
die Stabilit¨ at der Nanor¨ ohren systematisch zu verstehen. In der vorliegenden
Arbeit haben wir uns f¨ ur die klassische Modellperspektive entschieden, um
uns dieser Fragestellung zu n¨ ahern. Unser Ziel war es, ein klassisches Mo-
dell zu entwickeln, welches die Charakteristiken der Bindungsenergie und die
Stabilit¨ at der Kohlenstoﬀnanor¨ ohren erkl¨ aren kann. Unser Modell haben wir
in Anlehnung an das liquid drop Modell (Fl¨ ussigkeitstropfenmodell), welches
in der Kern- und atomaren Cluster-Physik bekannt ist, das liquid surface
Modell (Fl¨ ussigkeitsoberﬂ¨ achenmodell) genannt. Dem Modell liegt die An-
nahme zugrunde, dass sich die Energie der Nanor¨ ohren in Abh¨ angigkeit von
geometrischen Parametern wie Oberﬂ¨ ache, Kr¨ ummung und Form des Randes
ausdr¨ ucken l¨ asst.
Das liquid surface Modell wurde f¨ ur Kohlenstoﬀnanor¨ ohren mit oﬀenem
und bedecktem Ende vorgeschlagen. Es wurde gezeigt, das die Energie
bedeckter Nanor¨ ohren von f¨ unf physikalischen Parametern bestimmt wird,
w¨ ahrend f¨ ur Kohlenstoﬀnanor¨ ohren mit oﬀenem Ende drei Parameter aus-
reichen. Die Parameter des liquid surface Modells wurden mit Hilfe des Ter-
soﬀ und Brenner Potentials ermittelt. Die Genauigkeit des Modells wurde
ebenfalls analysiert. Es konnte so gezeigt werden, dass das liquid surface
Modell die Bindungsenergie pro Atom einer Nanor¨ ohre mit einer relativen
Fehlerrate von unter 0,3% vorhersagen kann, was einem absoluten Energie-
unterschied unter 0.01 eV entspricht.
Der Einﬂuss eines katalytischen Nanopartikels, auf dem eine Nanor¨ ohre
w¨ achst, wurde ebenfalls diskutiert. Es wurde gezeigt, dass katalytische Nano-
partikel verheerende Auswirkungen auf die Bindungsenergie pro Atom haben.
Insbesondere wurde demonstriert, dass, wenn die Wechselwirkung einer Na-
nor¨ ohre mit einem katalytischen Nanopartikel schwach ist (d.h. . 1 eV),v
der Anbau eines zus¨ atzlichen Atoms ein energetisch g¨ unstiger Prozess ist.
Ist dagegen die Wechselwirkung stark (d.h. & 1 eV), ist der Zerfall der
Nanor¨ ohre energetisch g¨ unstiger. Das vorgeschlagene Modell gibt wichtige
Einsichten in die Energetik und Stabilit¨ at von Nanor¨ ohren unterschiedlicher
Chiralit¨ at und liefert einen wichtigen Beitrag zum Verst¨ andnis des Wachs-
tumsprozesses von Nanor¨ ohren.
Des weiteren haben wir die Elastizit¨ at von Nanor¨ ohren analysiert und
Vergleiche mit verf¨ ugbaren experimentellen Messungen und fr¨ uheren theo-
retischen Vorhersagen gemacht. Wir haben das Youngsche Modul und die
Kr¨ ummungskonstante f¨ ur einwandige Kohlenstoﬀnanor¨ ohren aus den Para-
metern des liquid surface Modells berechnet und gezeigt, dass die resultieren-
den Werte in Einklang mit den fr¨ uher publizierten Werten sind. Das berech-
nete Youngsche Modul und die Kr¨ ummungskonstante wurden verwendet, um
R¨ uckschl¨ usse ¨ uber die Genauigkeit des Tersoﬀ und Brenner Potentials zu
ziehen. Die Elastizit¨ atseigenschaften wurden von den Parametern des liq-
uid surface Modells abgeleitet, folglich korrespondieren sie mit den berech-
neten Werten der Grundstruktur des Tersoﬀ und Brenner Potentials. Es
wurde gezeigt, dass die bestimmten Werte des Youngschen Moduls und die
Kr¨ ummungskonstante innerhalb der voher publizierten Bereiche f¨ ur beide
Potentiale liegen. Dies deutet darauf hin, dass das Tersoﬀ und Brenner Po-
tential die Elastizit¨ atseigenschaften von Nanor¨ ohren ad¨ aquat beschreibt.
Obwohl in dieser Arbeit das Modell lediglich f¨ ur oﬀene und bedeckte,
einwandige Kohlenstoﬀnanor¨ ohren entwickelt wurde, k¨ onnte es erfolgreich
auf eine Vielfalt von Systemen erweitert werden. Dies w¨ urde dadurch er-
reicht, dass zus¨ atzliche Terme, die die Geometrie des betrachteten Systems
beschreiben, in den Ausdruck der Gesamtenergie hinzugenommen werden.
Zum Beispiel k¨ onnte durch Addition eines Terms f¨ ur Volumenenergie, die
Untersuchung der Energetik und Stabilit¨ at von mehrwandigen Nanor¨ ohren
erm¨ oglicht werden. Eine andere wichtige Kategorie von Nanor¨ ohren, die mit
Hilfe des liquid surface Modells analyisert werden k¨ onnten, sind deformiertevi
(wie toroidale oder spirale) Nanor¨ ohren. Deformierte Nanor¨ ohren haben in
letzter Zeit hohe Aufmerksamkeit erregt, da beobachtet wurde, dass me-
chanische Deformationen die elektrischen Eigenschaften von Nanor¨ ohren er-
heblich beeinﬂussen k¨ onnen.
Eine andere wichtige Eigenschaft, die mit dem liquid surface Modell un-
tersucht werden k¨ onnte, ist die Wechselwirkung mehrerer Nanor¨ ohren, zum
Beispiel in kristallinen Feldern. Bei der Herstellung wachsen CNT meist
in B¨ undeln oder W¨ aldern, einzelne Nanor¨ ohren werden aus dem B¨ undel
durch verschiedene Puriﬁkationsmethoden separiert. Die Wechselwirkung
von Nanor¨ ohren in einem Feld spielt eine wesentliche Rolle im Wachstum des
gesamten Systems und kann mit Hilfe des liquid surface Modells analysiert
werden.
Auch die Untersuchungen von elastischen Eigenschaften k¨ onnen auf viele
verschiedene Systeme wie mehrwandige Nanor¨ ohren, Nanoseile und Nano-
b¨ undel, welche als potentielle Kandidaten f¨ ur hoch feste Materialien gesehen
werden, erweitert werden. Ein besseres Verst¨ andnis der elastischen Eigen-
schaften solcher Systeme w¨ urde helfen, leichtere und festere Materialien zu
produzieren, was f¨ ur die Industrie von besonderem Interesse ist.
Wachstumsmechanismen von Kohlenstoﬀnanor¨ ohren sind ein viel disku-
tiertes Thema und es gibt viele sich widersprechende Aussagen. Tats¨ achlich
ist eines der Hauptprobleme, dem sich Experimentalphysiker im Moment
stellen, die Produktion von Nanor¨ ohren mit gegebener Chiralit¨ at. Ein Schl¨ us-
sel zu diesem Problem ist, das Verst¨ andnis ¨ uber die Eigenschaften der Bin-
dungsenergie und die Stabilit¨ at der Nanor¨ ohren in der Gegenwart von ka-
talytischen Nanopartikeln zu erweitern. Das liquid surface Modell k¨ onnte
durch die Analyse des Verhaltens der Bindungsenergien von Nanor¨ ohren
verschiedener Chiralit¨ at einige Einsichten in diese Thematik liefern. Un-
sere Studien haben gezeigt, dass die Wechselwirkungen mit katalytischen
Nanopartikeln einen großen Einﬂuss auf die Energetik und dadurch auf den
Wachstumsmechanismus der CNT haben. Die Untersuchung kann durch Ver-vii
wendung spezieller Potentiale f¨ ur diese Interaktion erweitert werden. Deswei-
teren sollte, um ein angemessenes Verst¨ andnis des Wachstumsmechanismuses
von Kohlenstoﬀnanor¨ ohren zu bekommen, die Interaktion von Nanor¨ ohren
und katalytischen Partikeln mit dem Substrat betrachtet und in zuk¨ unftigen
Analysen und Studien mit einbezogen werden.viiiContents
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Introduction
Carbon is considered to be one of the few elements known to humans since
antiquity which appears in a variety of forms It is the fourth most abundant
element in the universe by mass after hydrogen, helium, and oxygen. It
is present in all known life forms, and in the human body, carbon is the
second most abundant element by mass (about 18.5%) after oxygen [2]. This
abundance together with the unique diversity of organic compounds and their
unusual polymer-forming ability at the temperatures commonly encountered
on earth, make this element the chemical basis of all known life. Atomic
carbon is a very short-lived species and therefore, carbon is stabilised in
various multi-atomic structures with diﬀerent molecular conﬁgurations called
allotropes. In each allotrope, the atoms are bonded together in a totally
manner.
The three relatively well-known allotropes of carbon are amorphous car-
bon, graphite, and diamond. Amorphous carbon has no crystalline struc-
ture. In diamond, the carbon atoms are bonded together in a tetrahedral
lattice arrangement, while in graphite, they are bonded together in sheets of
a hexagonal lattice. Because of these diﬀerences in arrangement of atoms, the
physical properties of carbon vary widely with the allotropic form. Diamond
is highly transparent, while graphite is opaque and black. Diamond is among
the hardest materials known, while graphite is soft enough to form a streak
on paper. Diamond has a very low electric conductivity, while graphite is
a very good conductor. Also, diamond has the highest thermal conductiv-
ity of all known materials under normal conditions. All the allotropic forms
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are solids under normal conditions but graphite is the most thermodynam-
ically stable. During the previous decades, other allotropic forms of carbon
are synthesised which include buckyballs [3], carbon nanotubes [1], carbon
nanobuds [4], and nanoﬁbres [5]. Several other exotic allotropes have also
been discovered, such as aggregated diamond nanorods [6], lonsdaleite [7],
glassy carbon [8] and carbon nanofoam [9]. A few of these allotropes are
shown in Fig. 1.1.
Figure 1.1: Figure illustrating eight diﬀerent allotropes of carbon. a) Dia-
mond, b) Graphite, c) Lonsdaleite, d) Buckminsterfullerene (C60), e) C540,
f) Fullerene (C70), g) Amorphous carbon, h) single-walled carbon nan-
otube [10].Chapter 1. Introduction 5
Carbon nanotubes (CNTs) are cylindrical shaped allotropes of carbon
whose diameter lie in the range of nanometers. Ever since their discovery by
Sumio Iijima of NEC in 1991 [1] huge amount of research is being done in
this ﬁeld and people realized their exceptional qualities which could revolu-
tionise technology. Although a detailed understanding of carbon nanotubes
and their properties are known experimentally, the researchers could not
progress much in understanding them from a theoretical point of view. This
leads to one of the most discussed issues in the ﬁeld of carbon nanotubes
research, namely, producing nanotubes in a well-controlled manner. Despite
the huge amount of eﬀorts by experimentalists to produce high quality carbon
nanotubes in a desired manner, the issue remains still open. This demands a
detailed understanding of carbon nanotubes from a theoretical point of view.
In order to study the properties of carbon nanotubes theoretically, re-
search community uses all possible methods ranging from ab initio ﬁrst prin-
ciple methods, empirical potentials, and classical models. Ab initio ﬁrst
principle methods are computationally expensive and hence they are limited
to systems of a few atoms. Empirical potentials can be used for bigger sys-
tems but they too have their own limitations on the size of the system to
be studied. For example, in order to study a system with millions of atoms,
empirical potentials are not favoured. In such cases, classical models could
be used as a successful substitute. Every model is based on a set of parame-
ters which could be obtained from ﬁrst principle calculations or calculations
using empirical potentials. Once the parameters of the model are obtained
the model could be used to predict the characteristics of the system under
consideration.
1.1 Aims of the thesis
The major problem facing in carbon nanotube research is production of nan-
otubes in a well-controlled manner. Unless they are produced in a controlledChapter 1. Introduction 6
manner, the commercialisation of nanotubes is impossible. In order to get a
detailed theoretical understanding of this problem, one needs to understand
the energetics, especially the binding energy characteristics, and stability of
nanotubes in a systematic way. This problem could be approached from dif-
ferent theoretical points. In this thesis, we approach this problem from a
classical model perspective. So, the aim of this work is to develop a classical
model which can successfully explain the binding energy characteristics and
stability of carbon nanotubes. We call this model as liquid surface model.
The model assumes that the energy of a nanotube can be expressed in terms
of its geometrical parameters like surface area, curvature and edge. The
model is developed for both open end and capped carbon nanotubes and it
is used for the study of elastic properties of nanotubes as well as the eﬀect
of catalytic particles on the stability of them.
Although in this thesis we developed the model only for open end and
capped single-walled carbon nanotubes, it could be successfully extended for
the study of a variety of systems. This is achieved by adding extra terms in
the total energy which take into account the geometry of the systems under
consideration. For example, adding a volume energy term would enable the
model to be used as a tool for the study of the energetics and stability of
multiwall nanotubes. Another important category of nanotubes which could
be studied with the help of liquid surface model is deformed nanotubes like
toroidal or spiral shaped. Deformed nanotubes are getting much attention
recently because of the discovery that mechanical deformations can change
the electrical properties of nanotubes tremendously.
One of the most debated topics in nanotube research is its growth mech-
anism. Although considerable achievement is gained in the experimental
aspect of this problem, theoretical understanding remains relatively poor.
The ﬁrst and foremost requirement for the commercialisation of nanotube-
based products is the ability to produce nanotubes of desired chirality. AChapter 1. Introduction 7
key to this problem is the understanding of the binding energy characteris-
tics and stability of nanotubes in presence of catalytic nanoparticles. Liquid
surface model is able to provide at least some qualitative understanding on
this topic by analysing how the energetics of nanotubes changes depending
on the presence of a catalytic nanoparticle.
The thesis is organised as follows. Chapter 2 gives an overview of car-
bon nanotubes. The historical development which led to the discovery of
carbon nanotubes as well as the classiﬁcation of nanotubes are presented in
section 2.1. Section 2.2 is devoted for the theoretical description of carbon
nanotubes, where the concept of chirality is introduced. The three major ex-
perimental methods used for the production of carbon nanotubes along with
their advantages and disadvantages are described in Section 2.3. Section 2.4
overviews the possible applications of carbon nanotubes.
Various physical properties of carbon nanotubes obtained from experi-
ments and theory are described in Chapter 3. In section 3.1 the mechanical
properties including Young’s modulus and tensile strength of carbon nan-
otubes are explained. Electronic properties are described in section 3.2.1
and thermal properties are explained in section 3.2.2. This follows with Sec-
tion 3.2.3, which deals with the optical properties of nanotubes. Finally,
section 3.3 of the chapter explains how various physical properties of a nan-
otube are inﬂuenced by defects on them.
Chapter 4 deals with diﬀerent theoretical methods employed in general
for the study of carbon nanotubes. Section 4.1 gives a brief overview on
ﬁrst principle, semi-empirical and empirical methods. This is followed by a
detailed description of diﬀerent force ﬁelds used in this thesis for obtaining
parameters of our model in section 4.2. Theoretical framework of Brenner
potential and Tersoﬀ potential are detailed in this section.
Liquid surface model for open and capped carbon nanotubes and its the-Chapter 1. Introduction 8
oretical framework are given in Chapter 5. This chapter starts with an in-
troduction to the model and gradually explains the theoretical background
of the model and the results obtained by this model.
The thesis is summarised in Chapter 6 and the possible extensions of the
model are discussed.2
Carbon Nanotubes: Structure,
Synthesis and Applications
2.1 Introduction
Carbon nanotubes are tube shaped allotropes of carbon which have typical
diameters of a few nanometers and aspect ratios greater than 100 [1]. Aspect
ratio refers to the ratio between the diameter and the length of the tube.
Their name is derived from their size, since the diameter of a nanotube is
on the order of a few nanometers. Although there are other claims in the
scientiﬁc world, Iijima of NEC is generally accepted as the discoverer of
carbon nanotubes [1].
2.1.1 History of nanoﬁbres
It appears that the ﬁrst carbon ﬁlaments of nanometer dimensions were pre-
pared in the 1970s by Morinobu Endo, as part of his PhD studies at the
University of Orleans in France [11]. He grew carbon ﬁbres about 7 nm
in diameter using a vapour-growth technique, but these ﬁlaments were not
recognised as nanotubes and were not studied systematically. It was not
until 1991, when Sumio Iijima of the NEC Laboratory in Tsukuba used
high-resolution transmission electron microscopy (HRTEM) to observe car-
bon nanotubes [1], that the ﬁeld really started to take oﬀ. Researchers at
the Institute of Chemical Physics in Moscow independently discovered car-
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bon nanotubes and nanotube bundles at about the same time, but these
generally had a much smaller length-to-diameter ratio [12]. The shape of
these nanotubes led the Russian researchers to call them barrelenes. The
history of carbon nanotube discovery is reviewed in detail elsewhere [13].
The discovery of fullerenes by Harold Kroto of Sussex University in the UK
and Richard Smalley and co-workers at Rice University in the US [3] stimu-
lated researchers to explore carbon ﬁlaments further. Indeed, the realization
that the ends of carbon nanotubes must be fullerene-like caps explained the
fact that the diameter of a carbon nanotube could only be as small as a
fullerene molecule.
If one neglects the two ends of carbon nanotube and focus on the large
aspect ratio of the cylinder, these nanotubes can be considered as one-
dimensional nanostructures. Ever since the discovery of carbon nanotubes,
considerable research has been devoted to the study of various properties
of it. Nanotubes can be either electrically conductive or semiconductive,
depending on their helicity, leading to nanoscale wires and electrical compo-
nents. These one-dimensional ﬁbres exhibit electrical conductivity as high as
copper, thermal conductivity as high as diamond, strength 100 times greater
than steel at one sixth the weight, and high strain to failure. In fact, they
are considered to be the strongest ﬁbres known.
2.1.2 Classiﬁcation of carbon nanotubes
Carbon nanotubes are classiﬁed into various categories according to diﬀerent
criteria. One of the most important classiﬁcation is as single-walled car-
bon nanotubes (SWCNTs) and multi-walled carbon nanotubes (MWCNTs).
As the name suggests, this classiﬁcation is based on the number of walls a
nanotube possesses. A multi-walled nanotube has multiple numbers of con-
centric single-walled nanotubes whose radii are diﬀerent. Fig. 2.1 illustrates
this type of classiﬁcation where the ﬁrst ﬁgure shows a single-walled nan-Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 11
Figure 2.1: Figure illustrating single-walled (SW), double-walled (DW) and
multi-walled (MW) carbon nanotubes (CNTs). Multi-walled nanotubes are
formed by multiple single walled nanotubes of diﬀerent radii. In general, any
number of concentric cylinders are possible for a multi-walled nanotube [14].
otube, the second ﬁgure depicts a double-walled nanotube and the third one
is a multi-walled nanotube.
As it is evident from Fig. 2.1, a single-walled carbon nanotube can be
described as a graphene sheet rolled into a cylindrical shape so that the
structure is one dimensional with axial symmetry, and in general exhibiting
a spiral conformation, called chirality. Chirality deﬁnes how much twist a
carbon nanotube has and it is this quantity which determines the symmetry
of a nanotube. In accordance with their symmetry, carbon nanotubes are
classiﬁed as chiral and achiral. An achiral carbon nanotube is deﬁned by a
carbon nanotube whose mirror image has an identical structure to the orig-
inal one. There are only two cases of achiral nanotubes, namely zigzag and
armchair. The details of this kind of classiﬁcation is described in Sec. 2.2.1.
2.2 Structure of carbon nanotubes
All single-walled carbon nanotubes can be visualised as a conformal mapping
of 2D graphite (graphene) onto the surface of a cylinder [1,15]. The rolling
of a graphene sheet can be done in many diﬀerent ways and each of themChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 12
gives nanotubes of diﬀerent twist. In general, the structure of a single-walled
carbon nanotube is speciﬁed by a vector called chiral vector, which is per-
pendicular to the axis of the nanotube. When a graphene sheet is rolled into
a nanotube, not only the carbon atoms have to line up around the circumfer-
ence of the tube, but the quantum mechanical wavefunctions of the electrons
must also match up. In quantum mechanics the electrons are smeared out;
in a nanotube this electron smear must match up when going once around
the tube. This matching requirement restricts the types of wavefunctions
that the electrons can have, which then aﬀects the motion of the electrons.
Depending on exactly how the tube is rolled up, the nanotube can be either a
semiconductor or a metal. The concept of chiral vector and other symmetry
related concepts in a nanotube are discussed in the following subsections.
2.2.1 Chiral vector
The idea of obtaining a carbon nanotube from a graphene sheet as well as the
concepts of zigzag, armchair and chiral nanotubes are discussed in Fig. 2.2.
As mentioned before, the way of rolling the graphene sheet determines the
chirality of a nanotube [15,17,18]. The chirality is speciﬁed by two integer
numbers, n and m, where 0 ≤ m ≤ n. This condition arises because of the
hexagonal symmetry of the honeycomb lattice. The hexagonal symmetry
of the lattice makes sure that corresponding to every nanotube with m > n
there exists an equivalent nanotube with 0 ≤ m ≤ n. If m = 0, the nanotube
is called zigzag while if m = n, it is called armchair. The names armchair and
zigzag arise from the shape of the cross-sectional ring. All other nanotubes
are called chiral nanotubes [17]. Fig. 2.3 shows an armchair and a zigzag
nanotubes where the shape of the cross-sectional ring is marked red. A
chiral nanotube with chirality n = 7, m = 4 is depicted in Fig. 2.4.
The vector in the graphene sheet, deﬁned by n and m is called the chirality
vector. In Fig. 2.2 it is denoted as   Ch. To deﬁne the chirality vector, two basisChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 13
Figure 2.2: Construction of a nanotube from a graphene sheet. The vectors
  a1,   a2 are the basis vectors in the graphene sheet. The chiral index n is the
number of steps in the   a1 direction and the chiral index m is that in the   a2
direction.   Ch = n  a1 + m  a2 is the chirality vector, and   T is the translation
vector which is in the direction of the tube axis. The chiral vector directions
for both zigzag (m=0) and armchair (m=n) nanotubes are indicated [16].
vectors   a1 and   a2 are introduced. The chiral indices n and m are the number
of steps that should be taken along the   a1 and   a2 directions respectively in
order to reach the tip of the chirality vector.
  Ch = n  a1 + m  a2 (2.1)
If a is the distance between two adjacent carbon atoms in the graphene sheet,
|   a1 |=|   a2 |=
√
3a. Hence the chirality vector becomes:
  Ch =
√
3a
√
n2 + m2 + nm (2.2)Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 14
Figure 2.3: Figure illustrating armchair (m = n) and zigzag (m = 0) nan-
otubes. The names armchair and zigzag arise from the shape of the cross-
sectional ring which is marked red in the ﬁgure [19].
To construct a nanotube, the graphene sheet is folded along the chirality
vector, which in turn deﬁnes the perimeter (2πR) of the nanotube. This
gives the radius of the nanotube as [15,17,18]:
R =
√
3a
√
n2 + m2 + nm
2π
(2.3)
The chirality of a nanotube can be expressed using a chiral angle too. The
chiral angle θ is deﬁned as the angle between the vectors   Ch and   a1 (see
Fig. 2.2), with values of θ in the range 0◦ ≤| θ |≤ 30◦, because of the
hexagonal symmetry of the honeycomb lattice. The chiral angle θ denotes
the tilt angle of the hexagons with respect to the direction of the nanotube
axis and it speciﬁes the spiral symmetry. The chiral angle θ can be obtainedChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 15
Figure 2.4: A chiral nanotube with chirality n = 7, m = 4. The chirality of
a nanotube refers to the twist of the hexagons with respect to the axis of the
tube.
by taking the inner product of   Ch and   a1, to yield an expression for cosθ:
cosθ =
  Ch     a1
|   Ch ||   a1 |
=
2n + m
2
√
n2 + m2 + nm
(2.4)
In particular, zigzag and armchair nanotubes correspond to θ = 0◦ and
θ = 30◦, respectively.
2.2.2 Translational vector
Because of the honeycomb symmetry of the hexagonal lattice from which a
nanotube is formed, every nanotube has a periodicity in the axial direction.Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 16
Translational vector represents this periodicity of a nanotube. It is perpen-
dicular to the chirality vector and in Fig. 2.2 it is denoted as   T. It is clear
from Fig. 2.2 that the lattice vector   T can be expressed in terms of the basis
vectors   a1 and   a2 as:
  T = t1  a1 + t2  a2 (2.5)
Here t1 and t2 are integers. The tip of the translation vector   T coincides
with the ﬁrst lattice point in the direction perpendicular to the chiral vector
  Ch. From this fact, it is clear that t1 and t2 do not have a common divisor
except for unity. Using the property:   Ch     T = 0, one can obtain expressions
for t1 and t2 given by:
t1 =
2m + n
d
, t2 = −
2n + m
d
(2.6)
where d is the greatest common divisor (gcd) of (2m+n) and (2n+m). For
a nanotube of chiral indices n, m and inter atomic distance a, the magnitude
of translational vector can be expressed as:
|  T| =
3a
√
n2 + m2 + nm
d
(2.7)
The region deﬁned by the vectors   T and   Ch is called the unit cell of the 1D
carbon nanotube. In Fig. 2.2, the rectangular shaped shaded region is the
unit cell. For any nanotube, the number of carbon atoms in the unit cell can
be obtained as follows:
N = 2
|   Ch ×   T |
|   a1 ×   a2 |
=
4(n2 + m2 + nm)
d
(2.8)
Since each hexagon contains two carbon atoms, there are 2N carbon atoms
in each unit cell of the carbon nanotube.Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 17
2.3 Synthesis of carbon nanotubes
Ever since the discovery of carbon nanotubes, considerable amount of re-
search has been done in this ﬁeld which revealed that the various exceptional
properties of carbon nanotubes can be utilised in a wide range of novel appli-
cations [18,20]. This has motivated much research in nanoscience and nan-
otechnology. However, the realization of most of the proposed applications
requires not only scalable methods of synthesising high-purity nanotubes,
but also control over their location and orientation. New methods have de-
veloped for the synthesise of carbon nanotubes [21–26] which succeeded in
signiﬁcantly increasing the overall yield, but improvements in quality and
control over chirality are still not achieved completely. In general, the syn-
thesis of carbon nanotubes can be divided into two broad categories: physical
methods, which rely on big energies to release the carbon atoms from their
precursors, such as arc discharge [1,27–29] and laser ablation [30–35], and
chemical methods, which catalytically decompose the carbon precursors to
release the atoms, such as chemical vapour deposition (CVD) [21, 36–41].
Chemical methods can be further classiﬁed into substrate based CVD meth-
ods and the ﬂoating catalyst, or aerosol, method [22–26,42]. All these meth-
ods are described in details in the following sections.
2.3.1 Arc discharge method
This is the earliest method for the synthesis of carbon nanotubes and it is
what Iijima et al. [1] used to discover randomly arranged multi-walled carbon
nanotubes for the ﬁrst time. Arc discharge method produces structurally
sound but relatively impure carbon nanotubes. A schematic diagram of the
settings for arc discharge method is given in Fig. 2.5. Nanotube generation
with this technique involves striking a dc arc discharge in an inert gas (such
as argon or helium) between a set of graphite electrodes [1,27–29]. This isChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 18
done by the passage of a direct current through two high purity graphite
electrodes. DC current is preferred over alternate current (AC) because it
provides the highest yield of nanotubes. This process produces a hard grey
shell which many refer to as “soot” at a rate of 1 mm/min on the negative
electrode (cathode), whereas the positive electrode (anode) is continuously
consumed. The inner core of the soot contains carbon nanotubes and nested
polyhedral graphene particles. The inert gas ﬂow is maintained at 50-600
Torr. Nominal conditions involve 2000-3000◦ C, 100 amps and 20 volts.
Figure 2.5: Schematic diagram showing the set up for arc discharge method
for the production of carbon nanotubes as developed by Saito in 1995 [43].
In order to produce single-walled carbon nanotubes, a metal catalyst is
used in this process. Iijima was also able to produce SWNTs by arcing
Fe-graphite electrodes in a methane-argon atmosphere. A few years later,
Bethune produced SWNTs with this arc method using Fe-Co-Ni-graphite
mixtures in a He atmosphere. By using this set of electrodes, the nanotubes
were found in bundle arrangements with average diameters of 1.2 nm. Nowa-Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 19
days, the most eﬀective catalysts to produce SWNTs are Y-Ni2, Fe-Ni3, and
Rh-Pt4. These graphite mixtures that are used as the electrode are capable
of yielding up to 70 % of SWNTs. Recent studies using the arc discharge
method has been on improving the crystallinity of the SWNTs.
There are several problems associated with the electric arc-discharge
method. Perhaps the biggest problem with this technique is the overall cost.
If one wants to produce SWNTs with this technique, one needs to have high-
purity graphite electrodes, high purity metallic mixtures, and high-purity He
and Ar gases. Other problems with this technique are that there is very
little control over the diameter of the nanotubes and by-products are al-
ways present within the “soot” which makes it cumbersome (or impossible)
to separate the carbon nanotubes from the polyhedral graphite particles (in
the case of MWNTs) or from the encapsulated metal particles (in the case
of SWNTs). In addition to these “impurities”, there is always a portion of
amorphous carbon that is found within the “soot” which is highly undesired
and diﬃcult to remove after the formation of nanotubes. The gas pres-
sure, ﬂow rate, and metal concentration can be varied to change the yield of
nanotubes, but these parameters do not seem to change the diameter distri-
bution. Typical diameter distribution of SWCNTs by this process appears
to be 0.7-2 nm.
Although arc discharge is not amenable to the application of precise
quantities such as those required in nanoelectronics, it is a relatively high-
volume production method. A recent reﬁnement of this technique developed
at NASA has resulted in much higher yield rates than the usual 30%, ap-
proaching the 70% range [44]. Large-scale synthesis of SWCNT by the arc
discharge method yielded quantities of tens of grams a day under arc con-
ditions of 40 ∼ 60 A d.c. and helium pressures of 500 to 700 torr. Recent
results show that helium atmosphere strongly aﬀects the yield of SWNTs,
and that the diameter distribution of the SWNTs is aﬀected by the catalyst.Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 20
2.3.2 Laser ablation method
In 1996, Smalley’s group at Rice University reported the synthesis of carbon
nanotubes by laser vapourisation [31]. In this method, a pulsed or continuous
laser is used to vapourise a graphite target in an oven at nearly 1200◦C. The
main diﬀerence between continuous and pulsed laser is that the pulsed laser
demands a much higher light intensity (100 kWcm2 compared with 12 kWcm2
for continuous laser). The oven is ﬁlled with helium or argon gas in order to
keep the pressure at 500 Torr. A schematic diagram of the experimental set
up for laser ablation method is shown in Fig. 2.6. A YAG [34] or CO2 [33]
laser impinges on a carbon composite target situated in the centre of a quartz
tube which is placed inside a tube furnace. The target normally comprises
graphite mixed with a small amount of transition metal particles as catalyst.
A typical target used to fabricate nanotubes is made out of graphite-Co-Ni.
The laser beam has suﬃcient energy density to convert the graphite into
amorphous carbon.
Once the target is irradiated with the laser pulse, a very hot vapour plume
forms, then expands and cools rapidly. As the vapourised species cool, small
carbon molecules and atoms quickly condense to form larger clusters, possi-
bly including fullerenes. Argon ﬂow through the reactor carries the vapour,
carbon clusters and nucleated nanotubes which continue to grow and deposit
them on the cooler walls of the quartz tube downstream from the furnace.
This produces a high percentage of single-walled carbon nanotubes ( 70 %)
with the rest being catalyst particles and soot. The catalysts also begin to
condense, but more slowly at ﬁrst, and attach to carbon clusters and prevent
their closing into cage structures. Catalysts may even open cage structures
when they attach to them. From these initial clusters, tubular molecules
grow into single-walled carbon nanotubes until the catalyst particles become
too large, or until conditions have cooled suﬃciently that carbon no longer
can diﬀuse through or over the surface of the catalyst particles. It is alsoChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 21
Figure 2.6: Schematic diagram showing the experimental set up of laser ab-
lation method for CNT production. Nanotubes grown this way self-organize
into ropes with promise for engineering applications. In this technique, a
laser is aimed at a block of graphite, vaporizing the graphite. Contact with a
cooled copper collector causes the carbon atoms to be deposited in the form
of nanotubes. The nanotubes deposited can then be harvested [45].
possible that the particles become that much coated with a carbon layer that
they cannot absorb more and the nanotube stops growing. The single-walled
nanotubes formed in this case are bundled together by van der Waals forces.
There are some striking, but not exact similarities, in the comparison
of the spectral emission of excited species in laser ablation of a composite
graphite target with that of laser-irradiated C60 vapour [32]. This suggests
that fullerenes are also produced by laser ablation of catalyst-ﬁlled graphite,
as is the case when no catalysts are included in the target. However, sub-
sequent laser pulses excite fullerenes to emit C2 that adsorbs on catalyst
particles and feeds SWNT growth. However, there is insuﬃcient evidence to
conclude this with certainty. It is also important to note that multi-walledChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 22
nanotubes can be grown with this technique by using high-power laser va-
porisation (YAG or Nd-YAG type) of pure graphite targets inside a furnace
at 1200◦C, in an Ar atmosphere.
Laser ablation products from fullerene materials have been studied by
transmission electron microscopy and Raman spectroscopy. Using nickel and
cobalt as a catalyst, single-walled carbon nanotubes were produced at an
ambient temperature of 400◦ C. The results were compared with those using
graphite as starting materials. It is suggested that the formation of single-
walled carbon nanotubes is controlled by both the availability of proper pre-
cursors and the activity of the metal catalyst. The main problem with this
technique is reproducibility. It is also diﬃcult to control the chirality, length,
and diameter of the nanotubes. Over the past few years, the diameter has
been able to be controlled better by increasing the power of the laser. As the
laser pulse power is increased, the diameter of the tubes become narrower.
Perhaps the biggest problem associated with this technique is that the max-
imum output of carbon nanotubes that can be formed is very less (1.5 g/hr)
which makes this method economically ineﬀective. Some research groups
have been able to increase the yield of CNTs by using extremely fast pulses
and by using porous targets opposed to the standard metal targets. Laser
ablation requires costly apparatus to produce small quantities of high-quality
SWCNT with purity ranging from 70% to 90%.
Laser ablation is almost similar to arc discharge, since the optimum back-
ground gas and catalyst mix is the same as in the arc discharge process. This
might be due to very similar reaction conditions needed, and the reactions
probably occur with the same mechanism. This method has proven successful
at producing nanotubes with low density of defects [35].Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 23
2.3.3 Chemical vapour deposition method
Chemical vapour deposition (CVD) for the production of carbon nanotubes
was developed by Z.F Ren in 1998 [46]. This process involves the decompo-
sition of hydrocarbons over metal catalysts. Depending on the way the cat-
alysts are use, CVD methods can be further classiﬁed into substrate based
methods [22–26,42] and the ﬂoating catalyst, or aerosol, method [47]. In
CVD method, the carbon atoms that form the nanotube are introduced as
a feedstock such as CO, ethane or other carbon-rich gases (e.g. methane,
benzene, acetylene, naphthalene, ethylene, etc) [37,40]. This feedstock is
pumped to a chamber where catalyst particles are located either in a ﬂoating
state or on top of a substrate. The catalyst particles are mostly metal clus-
ters (e.g. Co, Ni, Fe, Pt, Pd). The typical temperature of the chamber varies
from 800 K to 1300 K. Growth of carbon nanotube on top of the catalyst par-
ticle is observed at this temperature range both in experiments [37,41] and
in molecular dynamics simulations [48]. In the ﬂoating catalyst method, cat-
alyst particles are suspended in a ﬂow of carbon containing gas, both being
continuously fed into the reactor. This presents a viable way for continuous
production of single-walled carbon nanotubes and avoids catalyst-poising is-
sues. A schematic diagram of the experimental set-up of CVD is shown in
Fig. 2.7.
It has been shown that CVD is amenable for nanotube growth on pat-
terned surfaces, suitable for fabrication of electronic devices, sensors, ﬁeld
emitters and other applications where controlled growth over masked ar-
eas is needed for further processing. More recently, plasma enhanced CVD
(PECVD) has been investigated for its ability to produce vertically aligned
nanotubes [50]. Production of carbon nanotubes through CVD methods is
especially well suited to electronic manufacturing applications in which nan-
otube structures must be grown in precise quantities and locations. Fig. 2.8
shows a patterned array of carbon nanotubes produced using CVD method.Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 24
Figure 2.7: Schematic diagram showing the experimental set-up of Chemical
Vapour Deposition (CVD) method for CNT production [49].
CVD methods can also be harnessed to the production of long strands of car-
bon nanotube, typically of the multi-walled rather than single-walled variety,
for use in ultra-strong rope and similar products.
Recently, experimentalists have succeeded in developing various forms
of CVD methods. A thermal CVD reactor is simple and inexpensive to
construct, and consists of a quartz tube enclosed in a furnace [52]. Typical
laboratory reactors use a 1 or 2 inch quartz tube, capable of holding small
substrates. The substrate material may be Si, mica, quartz, or alumina. The
setup needs a few mass ﬂow controllers to meter the gases and a pressure
transducer to measure the pressure. The growth may be carried out at
atmospheric pressure or slightly reduced pressures using a hydrocarbon or
CO feedstock. The growth temperature is in the range of 700-900◦ C. AChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 25
Figure 2.8: Patterned array of carbon nanotubes produced using CVD
method. CVD method is well suited for the production of nanotubes in
precise quantities and locations [51].
theoretical study of carbon nanotube formation suggests that a high kinetic
energy (and thus a high temperature) and limited, low supply of carbon are
necessary to form SWCNTs [48].
The plasma enhancement in CVD ﬁrst emerged in microelectonics be-
cause certain processes cannot tolerate the high wafer temperatures of the
thermal CVD operation. The plasma CVD allows an alternative at sub-
stantially lower wafer temperatures (room temperature to 100◦ C) for many
processes and hence has become a key step in IC manufacturing [50]. The low
temperature operation is possible because the precursor dissociation (neces-
sary for the deposition of all common semiconductor, metal and insulator
ﬁlms) is enabled by the high-energy electrons in an otherwise cold plasma.
2.3.4 Advantages and disadvantages of various produc-
tion methods
As already discussed in the previous sections, the three principal approaches
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tion, and arc discharge. All currently known methods consist of some variant
of one of these approaches. When considering which of the three carbon nan-
otube fabrication methods is best suited, one must be very clear about the
criteria. It heavily depends on the application involved. Large-scale manu-
facturing requires that apparatus procured at a reasonable price be capable
of producing signiﬁcant quantities of carbon nanotubes. This rules out laser
ablation, which requires signiﬁcant expenditures to produce small quantities
of carbon nanotubes.
For similar outlay, both CVD and arc discharge methods have been shown
to be capable of producing tens or hundreds of grams of carbon nanostruc-
tures daily in each enclosure. However, the criterion of product quality de-
mands that we strike CVD methods for the time being. Although CVD yields
can be very pure, meaning that the proportion of non-carbon nanotube con-
taminant is low compared to the number of carbon nanotube particles, the
nanostructures themselves tend to be compromised by extensive defects.
Since large-scale production requires consistent structural properties, CV-
D does not at present appear to be as suitable an approach as arc discharge.
Therefore, the best currently known fabrication technique for large-scale nan-
otube manufacturing is the arc discharge process. On the other hand, if one’s
criteria is getting well-aligned nanotubes, the most suitable method is CVD.
As it is clear from the discussion, the eﬃciency of a method depends heavily
on the type of application for which a nanotube is intended to be produced.
Apart from the production methods discussed previously, experimental-
ists use variations and combinations of these methods as well to obtain high
yield and purity. NASA scientists have developed a single-walled nanotube
manufacturing process that does not use a metal catalyst, resulting in sim-
pler, safer, and much less expensive production [44]. Researchers used a
helium arc welding process to vapourise an amorphous carbon rod and then
form nanotubes by depositing the vapour onto a watercooled carbon cathode.Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 27
Analysis showed that this process yields bundles, or ropes of single-walled
nanotubes at a rate of 2 grams per hour using a single setup.
NASAs process oﬀers several advantages over metal catalyst production
methods. For example, traditional catalytic arc discharge methods produce a
sample a 30% to 50% single-walled nanotube yield at a cost of approximately
$100 per gram. NASAs method increased the SWCNT yield to an average
of 70% while signiﬁcantly reducing the per-gram production cost.
2.4 Applications of carbon nanotubes
Many potential applications have been proposed for carbon nanotubes, in-
cluding conductive and high-strength composites; energy storage and energy
conversion devices; sensors; ﬁeld emission displays and radiation sources; hy-
drogen storage media; and nanometer-sized semiconductor devices, probes,
and interconnects [20,53–66]. Some of these applications are now realized in
products. Others are demonstrated in early to advanced devices, and one,
hydrogen storage, is clouded by controversy. Nanotube cost, polydispersity
in nanotube type, and limitations in processing and assembly methods are
important barriers for some applications of single-walled nanotubes.
Nanotubes have very high axial Young’s modulus and tensile strength.
These properties combined with the low weight and ﬁbre-like form make
nanotubes enticing candidates for composite reinforcement. Composites of
nanotubes are made by dispersing nanotubes into a matrix of material that
acts as the main body of the composite. The nanotubes acts as the reinforce-
ment ﬁbres and improve the overall mechanical strength of the composite [55].
A new advancement in this area is the production of nanotube-polymer com-
posites [67–69].
It has been demonstrated that the mechanical properties of nanotubes can
be changed signiﬁcantly by ﬁlling it with other materials which has got theChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 28
added advantage that the size and shape of a nanotube remains unaﬀected.
Molecular dynamics simulations have shown that the buckling force of single-
walled carbon nanotubes is increased when ﬁlled with C60, CH4 and Ne [70].
Carbon nanotubes possess many unique properties which make them ideal
AFM probes [58,63,65]. Their high aspect ratio provides faithful imaging
of deep trenches, while good resolution is retained due to their nanometer-
scale diameter. These geometrical factors also lead to reduced tip-sample
adhesion, which allows gentler imaging. Nanotubes elastically buckle rather
than break when deformed, which results in highly robust probes. Some of
the nanotubes are electrically conductive, which allows their use in STM and
EFM (electric force microscopy), and they can be modiﬁed at their ends with
speciﬁc chemical or biological groups for high resolution functional imaging.
Carbon Nanotube transistors exploit the fact that nanotubes are ready-
made molecular wires and can be rendered into a conducting, semiconduct-
ing, or insulating state, which make them valuable for future nanocomputer
design [53,66]. Carbon nanotubes are quite popular now for their prospective
electrical, thermal, and even selective-chemistry applications [57]. Interest
from the research community ﬁrst focused on their exotic electronic proper-
ties, since nanotubes can be considered as prototypes for a one-dimensional
quantum wire [56]. In fact, if there is a special kind of defect in the hon-
eycomb pattern of a nanotube, a single nanotube can change from being a
semiconductor to being a metal as one travels along its length. This forms a
Shottky barrier, a fundamental component of electrical devices.
These properties, coupled with the lightness of carbon nanotubes, gives
them great potential in applications such as aerospace. It has even been sug-
gested that nanotubes could be used in the space elevator, an Earth-to-space
cable ﬁrst proposed by K. E. Tsiolkovski and later scietiﬁcally investigated
by Jerome Pearson [71,72]. The electronic properties of carbon nanotubes
are also extraordinary. Especially notable is the fact that nanotubes canChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 29
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Figure 2.9: Patents ﬁled and issued for diﬀerent applications of carbon nan-
otubes. This ﬁgure indicates the huge variety of applications possible with
carbon nanotubes [20].
be metallic or semiconducting depending on their structure. Thus, some
nanotubes have conductivities higher than that of copper, while others be-
have more like silicon. There is great interest in the possibility of construct-
ing nanoscale electronic devices from nanotubes, and some progress is being
made in this area. However, in order to construct a useful device we would
need to arrange many thousands of nanotubes in a deﬁned pattern, and we
do not yet have the degree of control necessary to achieve this.
There are several areas of technology where carbon nanotubes are already
being used. These include ﬂat-panel displays [56], scanning probe micro-
scopes and sensing devices [54]. The unique properties of carbon nanotubes
will undoubtedly lead to many more applications. Fig. 2.9 shows a list ofChapter 2. Carbon Nanotubes: Structure, Synthesis and Applications 30
patents ﬁled and issued for diﬀerent applications of nanotubes. This shows
the wide range of applications possible with carbon nanotubes.3
Physical Properties of Carbon
Nanotubes
Carbon nanotubes posses a wide range of interesting mechanical, electrical,
thermal and chemical properties which make them unique candidates for a
variety of applications. For the sake of completeness, this chapter explains
most of these features in a nutshell. Since the model developed in this the-
sis deals with the energetics, stability and mechanical properties of carbon
nanotubes, diﬀerent mechanical properties are described in detail compared
to other physical properties.
3.1 Mechanical properties
Carbon nanotubes possess remarkable mechanical properties, which are less
sensitive to chirality than the electronic properties and hence are more easily
exploited experimentally. The mechanical properties of carbon nanotubes
are closely related to the properties of a graphite sheet even though the
tubular anisotropy aﬀects the behaviour of carbon nanotubes. The special
properties of a graphene sheet arises from a unique feature of carbon, which
is hybridization of atomic orbitals [18].
Carbon is the sixth element of the periodic table and each carbon atom
has six electrons which occupy 1s2, 2s2, and 2p2 atomic orbitals. The four
electrons in the 2s22p2 orbitals are weakly bound valence electrons. In the free
carbon atom, the energy diﬀerence between the upper 2p energy levels and
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the lower 2s energy levels is approximately 4.18 eV while for a carbon-carbon
double bond the binding energy is 6.36 eV [73]. Becuase of this diﬀerence in
energy, the electronic wave functions for the four electrons in 2s22p2 orbitals
can readily mix with each other, thereby changing the occupation of the
2s and three 2p atomic orbitals so as to enhance the binding energy of the
carbon atom with its neighbouring atoms. This mixing of 2s and 2p atomic
orbitals is called hybridization, whereas the mixing of a single 2s electron
with n = 1,2,3 2p elecrons is called spn hybridization. Hence, in carbon
three possible hybridizations occur: sp, sp2 and sp3.
In graphite, the carbon atoms are bonded together with sp2 hybridiza-
tion. Nanotubes are nothing but rolled graphene sheets and hence they also
posses sp2 hybridization even thought they are not pure sp2 in nature. The
extra-ordinary mechanical properties of a graphite sheet and nanotube arise
from these sp2 bonds, which are one of the strongest chemical bonds. In
nanotubes the overall density of defects can be extremely low depending on
the synthesising method and prevailing synthesising conditions. This has led
to predictions of a very high axial strength. In fact, they are considered
to be one of the strongest materials discovered so far. Diﬀerent mechanical
properties of carbon nanotubes are discussed in the following subsections.
3.1.1 Young’s modulus (E)
Knowledge of the Youngs modulus (E) of a material is the ﬁrst step towards
its use as a structural element for various mechanical applications. In me-
chanics, Young’s modulus (E) is a measure of the stiﬀness of an isotropic
elastic material which is directly related to the cohesion of the solid and
therefore to the chemical bonding of the constituent atoms. It is deﬁned as
the ratio of the uniaxial stress over the uniaxial strain in the range of stress
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σ
ǫ
=
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=
FL0
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(3.1)
where E is the Young’s modulus, σ and ǫ are the tensile stress and tensile
strain. F is the force applied to the object, A is the original cross-sectional
area through which the force is applied, ∆L is the amount by which the
length of the object changes and L0 is the original length of the object. Ex-
perimentally, Young’s modulus is determined from the slope of a stress-strain
curve created during tensile tests conducted on a sample of the material. The
Young’s modulus of the best nanotubes can be as high as 1000 GPa which is
approximately 5 times higher than high-carbon steel.
The fundamental atomic forces on a single-walled carbon nanotube con-
sist of strong σ-bonding and π-bonding forces between intralayer C-C bonds.
Although these forces diﬀer from one another regarding their orders of mag-
nitude, they are essential for describing the elastic properties of nanotubes.
Elastic continuum theory has successfully been used to describe Young’s mod-
ulus as well as other elastic properties of nanotubes by considereing them as
elastic thin ﬁlms [75]. When a single-walled carbon nanotube is considered
as elastic thin ﬁlm, the strain energy Eσ is inversely proportional to the
diameter of of the tube, dt: [76],
Eσ =
πETd3
f
6dt
, (3.2)
where E is the Young’s modulus of the sheet, T is the length of the carbon
nanotube symmetry vector in the direction of tube axis (Eq. (2.7)), and df is
the thickness of the thin ﬁlm, which is normally considered as the interplanar
distance between two turbostratic graphene layers (3.44 ˚ A). The number of
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N =
2πdtT
√
3a2 (3.3)
Hence one obtains that the strain energy per carbon atom is inversely pro-
portional to the square of the nanotube diameter:
Eσ
N
=
√
3Ed3
fa2
24d2
t
. (3.4)
This simple argument using continuum elastic theory for a dependence of
Eσ/N on d
−2
t is conﬁrmed by more detailed ﬁrst principles calculation of the
strain energies of many carbon nanotubes with diﬀerent chiralities [77] which
reaﬃrms the fact that one can assume nanotube to be an elastic thin ﬁlm.
In order to obtain the Young’s modulus in the perpendicular direction of
tube axis, nanotube is considered to be a cantilever beam of length l. When
a force is applied perpendicular to such a beam, the deﬂection d of the beam
with a force F at its free end is given by [77,78]:
d =
Fl3
3EI
(3.5)
where I is the moment of inertia of the cross-section of the nanotube about
its axis, I = π(r4
o −r4
i)/4, in which ro and ri are the outer and inner radii of
an elastic cylinder.
Another approach towards measuring the Young’s modulus of an indi-
vidual nanotube is by observing the amplitude of thermal vibrations as a
function of temperature [79]. At high temperature T where a classical Boltz-
mann distribution of probabilities, P∞e−E/kBT, can be used, the average of
the vibrational energy,  Wn , for a vibrational mode, n, becomes kBT, where
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to the square of the amplitude u2
n, one can write:
 Wn  =
1
2
cn u
2
n  = kBT, (3.6)
where cn is a spring constant. The spring constant is estimated by directly
observing the amplitude of the thermal vibration as a function of temperature
within the standard deviation given by statistical physics,
σ
2 = kBT
 
n
1
cn
(3.7)
The relationship between cn and the Young’s modulus E is given by use
of elastic theory for continuum media [74]:
cn =
πβ4
nE(r4
o − r4
i)
16L3
l
. (3.8)
where the values βn are solutions to the equation, cosβn coshβn + 1 = 0.
Although the small size of carbon nanotubes present challenges for ex-
perimental characterisation, researchers have performed plenty of measure-
ments for their mechanical characteristics. The Young’s modulus and shear
modulus of a typical nanotube are calculated and is found to be compara-
ble to those of diamond [80,81]. The ﬁrst Young’s modulus measurement
by Treacy and coworkers [79] conﬁrmed this. They related thermal vibration
amplitudes of multi-walled nanotubes to their Young’s modulus and obtained
an average value of 1.8 TPa with a large spread. After that, measurements
using AFM techniques obtained values 1.28 ± 0.59 TPa for nanotubes pro-
duced using arc-discharge method [63]. Poncharal et al. induced vibrations
on multi-walled nanotubes by alternating electric potential and measured
the vibrational frequencies and hence obtained values for Young’s modulus
between 0.7 TPa and 1.3 TPa for tubes with diameter less than 12nm and
between 0.1 TPa and 0.3 TPa for thicker tubes [82]. This large drop is ex-Chapter 3. Physical Properties of Carbon Nanotubes 36
plained by an onset of a wavelike bending mode of the nanotube. Because of
their small diameter and their tendency to bundle, performing measurements
on single-walled nanotubes are more complicated. Krishnan et al. report in
Ref. [83] a measurement of individual single-walled carbon nanotube using
thermal vibration method of Ref. [79] and they obtain an average value of
1.25 TPa. Salvetat et al. studied the stress-strain curve of multi-walled car-
bon nanotubes using atomic force microscopy [84] and Fig. 5.46 shows the
force deﬂection characteristics they obtained. From the slope of this curve,
they calculated the value of Young’s modulus as 0.8 TPa. Although the
current measurements suﬀer from inaccuracies due to vibration amplitude
measurement and assumptions made on AFM tip characteristics, the cur-
rent agreement is that both single-walled and multi-walled nanotubes have
a Young’s modulus value around 1 TPa.
Figure 3.1: Force-deﬂection curve obtained by atomic force microscopy for
a multi-walled carbon nanotube. The slope of this curve gives a Young’s
modulus of 0.8 TPa [84].
Theoretical studies of axial Young’s modulus are done mostly on single-
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walled nanotubes and thus less important in estimating axial mechanical
properties. Theoretical calculations for individual single walled nanotubes
have been performed and they reported around 1 TPa or slightly higher for
axial Young’s modulus [80,85]. In Ref. [80] Lu estimates the axial Young’s
modulus values for both single-walled and multi-walled nanotubes as 0.97
TPa to 1.11 TPa. All theoretical calculations are performed on pristine nan-
otubes but the measurements are performed on real nanotubes with defects.
Still there is excellent agreement between theoretical estimates and actual
measurements. This can be understood from the fact that the point defects
have little inﬂuence on the Young’s modulus [86].
3.1.2 Tensile strength
Tensile strength denotes the ability to bear strain without undergoing plas-
tic deformation. As the size of the system reduces the measurement of this
quantity suﬀer from diﬃculties and inaccuracies and hence in the case of
nanotubes this measurement is hard to achieve. Nevertheless, people have al-
ready measured this and reported values ranging from 11 GPa to 63 GPa [87]
for multi-walled nanotubes which is around 50 times higher than high-carbon
steel. In this measurement [87], the contact was only to the outmost layer
of the multi-walled tube and a sword and sheath type of failure of this layer
was reported. The experimental value of tensile strength of individual single-
walled nanotubes is still an open question but for bundles of single-walled
nanotubes, tensile strength values ranging between a few GPa and several
tens of GPa depending on the bundle and measurement characteristics, have
been reported [88–90]. Fig. 3.2 compares the tensile strengths of some en-
gineering materials with that of carbon nanotube. This ﬁgure shows that
the tensile strength of carbon nanotubes are very high compared to other
day to day engineering materials which makes them a promising candidate
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Figure 3.2: Comparing tensile strengths of diﬀerent engineering materials.
The tensile strength of carbon nanotubes greatly exceeds that of other high-
strength materials. Note that each increment on the vertical axis is a power
of 10 [91].
The measured values of tensile strengths for nanotubes fall short of the
theoretical predictions which are very high [92–95]. This discrepancy arises
both from the limitations in the theoretical description and from the pres-
ence of imperfections in the structure. The limitations in the theoretical
descriptions include restricted time scales of simulation and model-related
limitations, such as cut oﬀ [93]. Sammalkorpi et al. show that even a sin-
gle point-like structural imperfection in an otherwise perfect nanotube can
deteriorate the mechanical strength to a fraction [86].
For comparison purpose, average values of the Young’s modulus, density
and tensile strength of both single-walled and multi-walled carbon nanotubes
are listed with that of some other materials like diamond, steel and wood in
Tab. 3.1. The uniqueness of the mechanical properties of carbon nanotubes
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Material Young’s
Modulus
(GPa)
Tensile
Strength
(GPa)
Density
(g/cm3)
Single-wall nanotube 1054 150 1.4
Multi-wall nanotube 1200 150 2.6
Diamond 600 130 3.5
Kevlar 186 3.6 7.8
Steel 208 1.0 7.8
Wood 16 0.008 0.6
Table 3.1: Comparison of the mechanical properties of single-walled and
multi-walled carbon nanotubes with some engineering materials. Nanotubes
are found to be the strongest materials ever discovered [96].
3.1.3 Structural phase transitions
Another very important feature of carbon nanotubes is their softness to lat-
eral forces. There are studies using molecular dynamics methods which show
that under axial compression, a single-walled nanotube buckles and eventu-
ally undergoes shape changes [97]. These shape changes results in an abrupt
release of energy and a singularity in the stress-strain curve [75], which can
be treated as a structural phase transition in carbon nanotubes.
Fig. 3.3 shows the strain energy curve as a function of the deformation
parameter ǫ for a nanotube of length L = 6 nm, diameter d = 1 nm and chi-
rality n = 7,m = 7 obtained by molecular dynamics simulations. Each ﬁgure
on the left hand side of the graph stands for the structure of the nanotubes at
the marked singularity in the energy curve, which in turn clearly shows that
a structural transition of the nanotube takes place at each singularity. High-
pressure x-ray-diﬀraction experiments on pristine nanotubes show that these
nanotubes become partially amorphous when compressed above 8 GPa [98].
The structural phase transitions can be enhanced by ﬁlling the nanotubes
with metals like Fe. Karmkar et al. [99] studied the pressure induced phaseChapter 3. Physical Properties of Carbon Nanotubes 40
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Figure 3.3: Molecular dynamics simulation of a nanotube of length L = 6 nm,
diameter d = 1 nm, and chirality n = 7,m = 7 under axial compression. Here
ǫ is the deformation parameter. The strain energy displays four singularities
corresponding to shape changes. At ǫ = 0.05 the cylinder buckles into the
pattern (a), displaying two identical ﬂatteningsﬁns perpendicular to each
other. Further increase of ǫ enhances this pattern gradually until at ǫ = 0.076
the tube switches to a three-ﬁn pattern (b), which still possesses a straight
axis. In a buckling sideways at ǫ = 0.09 the ﬂattenings serve as hinges, and
only a plane of symmetry is preserved (c). At ǫ = 0.13, an entirely squashed
asymmetric conﬁguration forms (d) [75].
transitions in iron-ﬁlled multi-walled carbon nanotubes using x-ray diﬀrac-
tion method and observed a sharp change in the average intertubular distance
at ∼ 9 GPa. They also reported that there are no such structural changes
observed for a pristine multi-walled carbon nanotube. Similar studies have
been performed in single-walled nanotubes as well. Peters et al. [100] did
high-pressure Raman spectroscopy study of single-walled carbon nanotube
bundles and found that they undergoes a structural phase transition at ap-
proximately 1.7 GPa. The bundles they used composed of nanotubes with
chiralities (10,10) and (17,0). Molecular dynamic simulations performed
with the same group conﬁrmed this phase transition.
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Figure 3.4: Figure illustrating the elastic ﬂexibility of carbon nanotubes.
(a) Initial state, (b) deformed nanotube after ballistic impact at its maxi-
mum energy absorption. This property makes carbon nanotubes potential
candidates for ballistic resistance materials [101].
a variety of experimental techniques and they agree in some form of change
in the phase, there is remarkable disagreement in the proposed transition
pressures as well as the nature of the new phase [99,100,102,103]. To clarify
this, theoretical studies are performed using empirical [100,104] and semi-
empirical [105,106] to ﬁrst-principles methods [107–109]. However, the re-
sults of the theoretical studies varied greatly with the speciﬁc nanotube un-
der study and the applied method. Reich et al. studied chiral and achiral
single-walled nanotubes using ab-initio calculations and found that the pres-
sure corresponding to the structural phase transition heavily depends on the
chirality of the tube, which in part explained the contradicting results [110].
Carbon nanotubes have high elastic ﬂexibility for a wide range of prac-
tical conditions and hence show substantial promise for structural and ﬁbre
applications [63,112]. Fig. 3.4 and Fig. 3.5 illustrates this elastic ﬂexibility of
carbon nanotubes. In Fig. 3.4, ballistic resistivity, a special property based on
the elastic ﬂexibility of carbon nanotubes is illustrated. This property enablesChapter 3. Physical Properties of Carbon Nanotubes 42
Figure 3.5: A helical carbon nanotube which illustrates the elastic ﬂexibility
of nanotubes. The model developed in this thesis could be extened to study
such systems [111].
carbon nanotubes to be used as a bullet proof material. Fig. 3.5 illustrates
a helical nanotube. Such systems are getting wider attention these days be-
cause of the discovery that mechanical strain leads to considerable changes
in the the electrical properties of carbon nanotubes [113]. The energetics
of such systems can be studied by extending the model developed in this
thesis. By high resolution electron microscopy (HREM) and using molecular
dynamic simulations, Iijima and coworkers observed fully reversible bending
of carbon nanotubes to very large bending angles, despite the occurrence of
kinks and highly strained tube regions. They reported that this arises due to
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resists bond breaking and bond switching up to very high strain values [112].
Although carbon nanotubes have high elastic ﬂexibility, under extreme stress,
they fail. The failure mechanism is studied in both the slow and fast stress
application limits. In slow stress limit, local defects are found to be formed,
where four neighbouring hexagons on the surface of the tube are replaced
by two pentagons and two heptagons [114]. Under fast deformations, the
hexagons in the tube elongate until the breaking point and a crack forms
circumferentially around the tube wall [114]. On increasing the stress, two
or more single carbon strands are found to appear [94].
3.1.4 Low friction surfaces
Multi-walled nanotubes have a very special property which make them poten-
tial candidates as constituents of nanometer-scale mechanical devices. It is
the ability of their surfaces to rotate or slide with respect to each other almost
frictionless. This has already been demonstrated theoretically [115–119] and
experimentally [120–122]. The reason for these frictionless rotation and slid-
ing is the very weak van der Waals type interaction between them [123].
Experimentalists have succeeded in using this property to develop linear
bearings with ultra-low friction [121] and nanoscale electromechanical de-
vices [124]. These properties can also be utilised in multi-walled nanotube
based oscillators [116,117,119,125] with operating frequencies up to several
gigahertz.
3.2 Other properties
The model developed in this thesis is applicable to the mechanical properties
of single-walled carbon nanotubes. Previous section describes mechanical
properties of nanotubes in a detailed manner. Although these unusual me-
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wide attention from the research community, they were not the only reason.
In fact nanotubes posses a wide range of unusual interesting properties. For
the sake of completeness, other interesting properties of carbon nanotubes
are described below.
3.2.1 Electronic properties
The electronic structure of carbon nanotubes is unique in material science.
It arise directly from the properties of graphite constrained in two dimen-
sions. Graphite possesses valence and conduction bands that are very close
to each other in energy [126,127]. Hence, the electronic structure that results
when such a sheet is rolled is highly sensitive to the manner in which it is
rolled. Depending on the way of rolling, the nanotubes can be metallic or
semiconducting [18,128–130] which means the conductivity of a single-walled
nanotube is governed by its electronic structure which is determined by the
chiral indices (n,m). A very minor change in the structure can determine
whether the tube is semiconducting or metallic.
For multi-walled nanotubes, the situation is more complex because the
multiple layers contribute to the conductivity. Currently, most of the interest
in the nanotube electronic transport focuses on individual tubes and the main
interest is in devices based on individual tubes. The tubes show both ballistic
and diﬀusive transport character depending on the level of perfection of the
tubes. Single-walled nanotubes are more ballistic while multi-walled nan-
otubes are diﬀusive because of higher defect concentration. The theoretical
prediction [18,130] of both metallic and semiconducting tubes is consistent
with several experiments [129,131,132].
Carbon nanotubes exhibit electron localisation caused either by con-
tacts or by defects in tubes. Hence they are of much interest for basic
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that nanotubes can be used as high temperature super conducting materi-
als [134]. Experimentalists have already produced nanotube transistors ex-
hibiting current-voltage characteristics resembling that of silicon based metal
oxide semiconductor ﬁeld eﬀect transistor (MOSFET) [128]. Although it is
rather diﬃcult to dope a carbon nanotube, there are theoretical and ex-
perimental studies performed on nanotubes doped with Si, B, Ni, Co and
N [135–139]. It is found that doping a semiconducting nanotube with Si in-
troduces a localised level located approximately 0.6 eV above the top of the
valence band, whereas for the metallic nanotube, it introduces a resonating
level close to 0.7 eV above the Fermi level [135]. Experiments show that the
resistance of a nanotube lowers as it is doped with B [136].
Electronic structure
The electronic structure of a single-walled carbon nanotube can be derived by
a simple Slater-Koster or H¨ ukel tight-binding calculation for the π-electrons
of carbon atoms [17]. This is obtained from that of two-dimensional graphene
sheet by using periodic boundary conditions in the circumferencial direction
denoted by the chirality vector   Ch. The basis functions for two-dimensional
graphene is obtained by two Bloch functions, constructed from atomic or-
bitals for two in equivalent carbon atoms. The diagonal elements of the
Hamiltonian are given by:
HAA = HBB = ǫ2p (3.9)
where ǫ2p is the orbital energy of the 2p level. If R1, R2 and R3 are the
position vectors of three nearest-neighbour carbon atoms of a given atom,
then the oﬀ-diagonal matrix elements of the Hamiltonian are given by:
HAB = t(e
ik.R1 + e
ik.R2 + e
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where t is given by:
t =  φA(r − R)|H|φB(r − R ± a/2) . (3.11)
where a is the distance between two carbon atoms in the graphene sheet.
Since f(k) is a complex function and the Hamiltonian forms a Hermitian
matrix, HBA = H∗
AB. One can deﬁne the overlap integral matrix, S, as:
s =  φA(r − R)|φB(r − R ± a/2) . (3.12)
The explicit forms of H and S can be written as:
H =
 
ǫ2p tf(k)
tf(k)∗ ǫ2p
 
,S =
 
1 sf(k)
sf(k)∗ 1
 
(3.13)
Using H and S in Eq. (3.13) and solving the secular equation det(H−ES) =
0, the eigenvalues E(k) are obtained as a function of ω(k), kx and ky.
Eg(k) =
ǫ2p ± tω(k)
1 ± sω(k)
(3.14)
where the + sign in the numerator and denominator go together giving the
bonding π energy band, and likewise for the − signs, which give the anti-
bonding π∗ band, whie the function ω(k) is given by:
ω(k) =
 
|f(k)|2 =
 
1 + 4cos
√
3kxa
2
cos
kya
2
+ 4cos2 kya
2
(3.15)
Using the periodic boundary conditions for the dispersion relation for two-
dimensional graphene, one arrives at the energy dispersion relation for single-
walled carbon nanotube as:
Ecnt(k) = Eg(k
K2
|K2|
+  K1) (3.16)Chapter 3. Physical Properties of Carbon Nanotubes 47
where   = 0,1,...,N − 1 and −π
T < k < π
T.
The electronic structures of single-walled carbon nanotubes are chieﬂy
characterized by their chiral indices n and m [140,141]. Besides the chirality,
curvature also inﬂuences the electronic structures of single-walled carbon
nanotubes. The π electron states of single-walled nanotubes are rehybridized
with the σ electron states. This rehybridization gives rise to a curvature
dependent downward shift of the π states: the greater the curvature, the
greater the downward shift. Due to this stronger π −σ rehybridization, thin
single-walled nanotubes becomes metallic [142].
One of the earliest theoretical studies on the electronic properties of car-
bon nanotubes is done by Tanaka et al. [143] using one-dimensional tight-
binding crystal orbital method, where they found that depending on the
chirality of the nanotube it can either be semiconducting or metallic in na-
ture. A nanotube of chirality (n,m) is metallic if (2n + m) is a multiple of
3. Fig. 3.6 shows which carbon nanotubes are semiconducting and which
are metallic, denoted by dots and circled dots, respectively. From ﬁgure,
it follows that approximately one third of the carbon nanotubes are metal-
lic and the other two thirds are semiconducting. Wild¨ oer et al. conﬁrmed
the theoretical predictions on the electronic structure of carbon nanotubes.
They used scanning tunnelling microscopy and spectroscopy to obtain atom-
ically resolved images of individual single-walled nanotubes and using these
examined the electronics properties as a function of tube diameter and chi-
ral angle. They also observed sharp van Hove singularities in the density of
states at the onset of one-dimensional energy bands, conﬁrming the strongly
one-dimensional nature of conduction within nanotubes.
The energy gap for a semiconducting nanotube is directly observed by
scanning tunnelling microscopy and is found of the order of ∼ 0.5 eV. This
gap is inversely proportional to the diameter of the tube and is given byChapter 3. Physical Properties of Carbon Nanotubes 48
Figure 3.6: Distribution of metallic and semiconducting nanotubes with re-
spect to chiral indices [18]. Dots represent semiconducting tubes and circled
dots represent metallic tubes.
[18,144]:
Egp =
2aγ
d
(3.17)
where γ is the carbon-carbon tight-binding overlap energy, a is the near-
est neighbour carbon-carbon distance and d is the diameter of the tube.
Recently, it has been established that energy levels, energy gap and the den-
sity of states of a multi-walled nanotube strongly depend on the symmetry
conﬁgurations, the nanotube length and the transverse electric ﬁeld applied.
Moreover, it has been shown that the intertube interactions in a multi-walled
nanotube vary the level spacing and energy gap [145].
3.2.2 Thermal properties
The thermal conductivity of carbon nanotubes is dependent on the tem-
perature and the large phonon mean free paths. On the graph of thermal
conductivity vs temperature (Fig. 3.7), the slope of the line at low tempera-
tures can be modelled using the heat capacity, sound velocity, and relaxation
time of the tube.
Although there is disagreement about the exact nature of the thermalChapter 3. Physical Properties of Carbon Nanotubes 49
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Figure 3.7: Temperature dependends of the thermal conductivity λ for a
n = 10, m = 10 carbon nanotube for temperatures below 400 K [146].
conductivity of nanotubes, most researchers agree it is temperature based,
and possibly current and vacancy concentration based. In 1999, J. Hone, M.
Whitney, and A. Zettle discovered that the thermal conductivity was related
to temperature and was almost linear from 7 K to 25 K, although the relation-
ship sloped slightly from 25K to around room temperature [147]. However, a
later group studied the same relationship and instead of conﬁrming a linear
relationship, found the slope to drop dramtically from 100 K to 400 K. Also
that year, Che, Cagin, and Goddard [148] numerically calculated the thermal
conductivity of a (10, 10) nanotube to approach 2980 W/m-K as the current
applied to it is increased. In 2000, Berber, Kwon, and Tomanek [146] deter-
mined the thermal conductivity of carbon nanotubes and its dependence on
temperature. They conﬁrmed the suggestion of Hone et al. in 1999 by sug-
gesting an unusually high value of 6,600 W/m-k for the thermal conductivity
at room temperature. They theorised that these high values would be due to
the large phonon mean free paths, which would concur with Hone’s model.
Both groups stated that these values for thermal conductivity are compara-
ble to diamond or a layer of graphite. However, Berber et al. suggested thatChapter 3. Physical Properties of Carbon Nanotubes 50
the graphs of the temperature dependence of thermal conductivity looked
much less linear than previously proposed by Hone et al. Instead of a near-
linear graph with a positive slope, their graph showed a positive slope from
low temperatures up to 100K, where it peaks around 37,000 W/m-K. Then,
the thermal conductivity drops dramatically down to around 3000 W/m-k
when the temperature approaches 400 K. However, both groups found the
thermal conductivity of nanotubes to be unusually high at room tempera-
ture and conﬁrmed that the values for nanotubes are comparable to those
for diamonds and graphite.
3.2.3 Optical properties
In 1998, Wild¨ oer et al. [144] conducted research into the fundamental gap
of carbon nanotubes. The study by Wild¨ oer et al. showed that nanotubes
of type n − m = 3l, where l is zero or any positive integer, were metal-
lic and therefore conducting. The fundamental gap (HOMO-LUMO) would
therefore be 0.0 eV. All other nanotubes, they showed, behaved as a semi-
conductor. The fundamental gap, they showed, was a function of diameter,
where the gap was in the order of about 0.5 eV. This shows that the fun-
damental gap ranged from around 0.4 eV - 0.7 eV, which they said was
in good agreement with the values obtained from one-dimensional disperse-
ment relations. They concluded that the fundamental gap of semi-conducting
nanotubes was determined by small variations of the diameter and bonding
angle.
In a study published at the same time by Odom, Huang, and Lieber
they suggested that a small gap would exist at the Fermi level in metallic
nanotubes. This would be because of the bonding orbitals and anti-bonding
orbitals mixing due to the curvature in the graphene sheet of a single-walled
nanotube. They noted, however, that they had not observed any evidence
to support this as of the time of publishing (1998). More interesting to note,Chapter 3. Physical Properties of Carbon Nanotubes 51
in the study by Wild¨ oer et al., they reported that the conducting nanotubes
shows Egap to range from 1.7 - 2.0 eV, which could be the evidence Odom
et al. was predicting. At the Fermi Energy (the highest occupied energy
level), the density of states is ﬁnite for a metallic tube (though very small),
and zero for a semi-conducting tube. As energy is increased, sharp peaks in
the density of states, called Van Hove singularities, appear at speciﬁc energy
levels.
3.3 Defects and their inﬂuence on physical prop-
erties
Extensive studies has been performed on the defects in nanotubes and their
inﬂuence on various properties of nanotubes [18,86,149–153]. There are var-
ious sources behind the generation of defects in nanotubes. Generally, they
are generated in the synthesising process. Other possible causes are irradi-
ation of the tube with ion or electron beam and mechanical manipulation.
Although methods are developed to synthesis high quality nanotubes, it is
extremely diﬃcult to produce a defectless nanotube. The most typical struc-
tural defects are pentagonal and heptagonal rings in the hexagonal lattice of
the nanotube. Other types of typical defects are vacancies, interstitial and
miscellaneous bonding conﬁgurations such as locally amorphous structure.
There may arise non-carbon based defects, in which substitutional atoms or
atom groups appear. Defects may alter the straightness of a tube and can
result in a curvature, bulging, kinked, spiral form [18]. See Fig. 3.8, where a
pentagonal and septagonal defect in a nanotube introduces curvature to the
whole tube.
From a purely mechanical point of view, defects are rarely desirable as
they make the tube less strong. At the same time, defects help in manipulat-
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Figure 3.8: Figure illustrating the eﬀect of a defect in the geometry of a
nanotube [154]. Here, a pentagonal and septagonal defects are marked in
red colour. These defects introduce curvature to the whole tube.
defects can be employed to improve load transfer between the low-friction
surfaces of the nanotubes [86,149,150]. This enables improved mechanical
properties for applications such as nanoelectromechanical devices or polymer
composites in which the tube-tube-slippage may be detrimental.
The eﬀects of defects in carbon nanotubes on their conductivity is stud-
ied extensively [151–153,155]. Defects in all carbon nanotubes act as local
scattering centres for charge carriers. The scattering eﬀects of isolated point-
defects decreases with an increasing diameter of the nanotube because they
are averaged over the circumference [151]. Hence, their inﬂuence is small for
all but very thin nanotubes. However, if the defects or deformations accumu-
late locally, a tunnelling barrier may form [155]. Two tunnelling barriers close
to each other in a thin wire such as a nanotube form a single electron tran-
sistor. This has been exploited in experiments where sharp bends [156,157]
and ion [155] irradiation have been employed for forming tunnelling barriers.4
Theoretical Approaches to the
Energetics of CNTs
A rigorous calculation of the properties of any system at the atomic scale is
based on solving the many body time dependent Schr¨ odinger equation and
obtaining the many body wave function Ψ(r1,....,rn,t). Unfortunately, ex-
act analytical solutions exist only for a handful of cases such as the hydrogen
atom and the harmonic oscillator. Numerically the problem is intractable
for systems containing more than a few hundred particles. The exponen-
tially rising demand of computational resources ensures that exact quantum
mechanics is not to be considered as a way to solve such problems. Research
community has to rely on approximations of various orders of the Schr¨ odinger
equation and even on totally classical empirical approaches.
This chapter contains an overview of the approximations on materials
simulation methods at atomic scale. This overview is presented in Section
4.1. In this thesis the emphasis is on empirical carbon modelling by the
Tersoﬀ and Brenner interaction potentials [158,159]. Therefore these two
potentials are discussed in detail in the later section.
4.1 Introduction
The methods of modelling the atomic interaction can roughly be divided
into three categories: The ﬁrst principle, or ab initio, methods are the most
rigorous ones. Only a few well controlled approximations to exact quantum
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mechanics are made. Semiempirical methods contain more drastic approx-
imations and may also contain empirically deﬁned parameters. Empirical
methods are a group of methods that are tuned to reproduce an empirically
deﬁned ﬁtting set. The three categories, their drawbacks and beneﬁts, and
the most popular methods of each are brieﬂy described in this section.
4.1.1 First principles methods
The most rigorous approach to problems of condensed matter physics are the
ﬁrst principles methods. They do not employ any empirical parameters in the
calculation. The results are based on quantum mechanics and well controlled
approximations. The essence of ﬁrst principle methods is solving the many
body Schr¨ odinger equation. For a many electron system the corresponding
Sch¨ odinger equation is given by:
ˆ HΨ =
N  
i=1
(
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iΨ − e
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Ψ = EΨ (4.1)
where Ψ = Ψ(r1,r2,....,rN) is the N-particle wave function of all the elec-
trons in the system, the negative potential energy term represents the at-
tractive electrostatic potential of the nuclei ﬁxed at the points R, and the
last term represents the interaction of the electrons with each other.
The two most used ﬁrst principle methods are Hartree-Fock method [160]
and the density functional theory [161,162]. A short review of these methods
are given in the following paragraphs. Since ﬁrst principle methods rely on
quantum mechanics, they are highly accurate but the system size that can
be handled is restricted to at most a couple of hundred atoms.
Solving an equation such as Eq. (4.1) is impossible without making some
simplifying physical ideas. In Hartree approach the quantum mechanical N-
electron many body wave function (Ψ(r1,r2,....,rN)) is approximated by aChapter 4. Theoretical Approaches to the Energetics of CNTs 55
product of single electron wave functions, i.e.,
Ψ(r1,r2,....,rN) = ψ1(r1)ψ2(r2)...ψN(rN). (4.2)
Given this assumption, the Hartree equation for the N-electron many body
system is obtained by getting a proper choice of the potential U(r) appearing
in the one-electron Schr¨ odinger equation:
−~2
2m
∇
2ψ(r) + U(r)ψ(r) = εψ(r) (4.3)
Evidently, U(r) should include the potentials of the ions in the system:
U
ion(r) = −e
2  
R
1
|r − R|
. (4.4)
In addition, U(r) must incorporate the fact that each electron feels the elec-
tric ﬁelds of all other electrons in the system. Hartree treated the remaining
electrons as a smooth distribution of negative charges with charge density ρ.
Now, the potential energy of a given electron in the ﬁeld of all other electrons
is given by:
U
el(r) = −e
 
dr
′ρ(r
′)
1
|r − r′|
. (4.5)
To actually calculate the Hartree potential U(r), it is necessary to know the
electronic charge distribution of the system. If the electrons are assumed to
be independent of each other, then it is straightforward to construct ρ(r)
from the single electron eigenstates:
ρ(r) = −e
 
i
|ψi(r)|
2. (4.6)
where the sum extends over all occupied one-electron levels in the system.
Placing Eq. (4.6) in Eq. (4.5) and letting U = Uion + Uel, we arrive at theChapter 4. Theoretical Approaches to the Energetics of CNTs 56
one-electron equation:
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ψi(r) = εiψi(r).
(4.7)
The set of equations Eq. (4.7) is known as the Hartree equations. These non-
linear equations for the one-electron wave functions and energies are solved
by iteration as follows. A form is guessed for Uel (the term in brackets in
Eq. (4.7)) and on the basis of which the equations are solved. From the re-
sulting wave functions, ψi(r), a new Uel is computed and a new Schr¨ odinger
equation is solved. The iteration is continued until further iterations do not
alter the potential.
The Hartree wave function (Eq. (4.2)) is incompatible with the Pauli
exclusion principle, which states that the total wavefunction for the system
must be antisymmetric under particle exchange. This means that when two
arguments are swapped the wavefunction changes sign as follows:
Ψ(r1,ri,....,rj,rN) = −Ψ(r1,rj,....,ri,rN). (4.8)
where ri includes coordinates of position and spin. Hartree-Fock approxima-
tion is an extension of the Hartree approximation to include the permutation
symmetry of the wavefunction which leads to the exchange interaction. This
is done by adding Fermi-Dirac statistics by replacing the product of the wave
functions by the Slater determinant of one-electron wave functions [160].
Thus the new wave function includes the linear combination of the prod-
ucts pf one-electron wave functions as in Eq. (4.2) and all other products
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with weights +1 or -1 so as to guarantee condition Eq. (4.8).
Ψ(r1,r2,....,rN) =
                         
ψ1(r1) ψ1(r2) . . . ψ1(rN)
ψ2(r1) ψ2(r2) . . . ψ2(rN)
. . .
. . .
ψN(r1) ψN(r2) . . . ψN(rN)
                         
. (4.9)
Assuming that the single electron wave functions, ψ1,...ψN, are orthonormal,
the expectation value of the Hamiltonian in this state is obtained as:
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Minimising Eq. (4.10) with respect to ψ∗
i leads to the Hartree-Fock equations:
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These equations diﬀer from the Hartree equations, Eq. (4.7), by an addi-
tional term on the left side, known as the exchange term. The exchange
term is nonlinear in ψ and is an integral operator which makes the com-
plexity introduced by the exchange term considerable. In its most rigorous
form, the Hartree-Fock method can be used on systems of a few hundreds
of atoms. Even though the Hartree-Fock method is not always extremely
accurate, it is much used. The accuracy can be enhanced but this increases
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Density Functional Theory (DFT) [161,162] is based on using the electron
probability density n(r) of the system as the basic variable. The Hohenberg-
Kohn theorem [161] serves as the base of DFT. According to this theorem,
the ground-state energy and all other ground-state electronic properties of
a system are uniquely determined by the electron probability density n(r).
Unfortunately, the Hohenberg-Kohn theorem does not tell us the form of the
functional dependence of energy on the density: it proves only that such a
functional exists. The next major step in the development of DFT came
with the derivation of a set of one-electron equations from which the electron
density n(r) could be obtained [162]. W. Kohn and L. J. Sham showed that
the exact ground-state electronic energy E(n(r)) of an N-electron system can
be written as:
E(n(r)) =
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The ﬁrst term on the right in Eq. (4.12) represents the kinetic energy of the
electrons; the second term represents the electron-nucleus attraction where
the sum is over all Nnucl nuclei with index I and atomic number ZI; the
third term represents the Coulomb interaction between the total charge dis-
tribution at r and r′; the last term is the exchange-correlation energy of the
system, which is also a functional of the density and takes into account all
non-classical electron-electron interactions. Of the four terms, EXC is the
one we do not know how to obtain exactly. Although the Hohenberg-Kohn
theorem tells that E and therefore EXC mut be functionals of the electron
density, we do not know the latter’s exact analytical form and so are forced
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The exact ground-state electron density is given by:
n(r) =
n  
i=1
|ψi(r)|
2 (4.13)
where the sum is over all the occupied one-electron orbitals called Kohn-Sham
(KS) orbitals; once these orbitals have been computed, n(r) is known.
The KS orbitals are found by solving the Kohn-Sham equations, which are
derived by applying the variational principle to the electronic energy E(n(r))
with the charge density given by Eq. (4.13). The Kohn-Sham equations for
the one electron orbitals ψi(ri) have the form:
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ψi(r) = εiψi(r) (4.14)
where εi are the Kohn-Sham orbital energies and the exchange-correlation
potential, VXC, is the functional derivative of the exchange-correlation en-
ergy:
VXC[n(r)] =
δEXC[n(r)]
δn(r)
(4.15)
If EXC is known, then VXC can be obtained. The Kohn-Sham equations are
solved in a self-consistent manner. Initially, we guess the electron density
n(r), typically by using a superposition of atomic densities. By using some
approximate form (which remains ﬁxed during all iterations) for the func-
tional EXC, we next compute VXC as a function of r. The set of Kohn-Sham
equations is then solved to obtain an initial set of KS orbitals. This set of or-
bitals is then used to compute an improved density from Eq. (4.13), and the
process is repeated until the density and exchange-correlation energy have
converged to within some tolerance. The electronic energy is then computed
by Eq. (4.12).
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hanced by the use of methods combining Hartree-Fock and DFT descriptions,
for example, B3LYP 1 functional description [163]. The computation time
required for a DFT calculation formally scales as the third power of the
number of basis functions, as a result, DFT methods are computationally
more eﬃcient than Hartree-Fock based formalisms, which scale as the fourth
power of the number of basis functions. However, for large systems, even
this third power scaling makes computational investigations impractical and
hence researchers depend on semi-empirical methods for such systems.
4.1.2 Semiempirical methods
The power of semiempirical methods with respect to the ﬁrst principle meth-
ods lies in a smaller consumption of CPU-time but they must be employed
more carefully to obtain reliable results. In general, these methods use vari-
ous approximations and may include experimentally ﬁtted parameters. One
of the limitations to the accuracy of the semiempirical methods in addition to
the approximations inherent in their formulation is the accuracy of the exper-
imental data used to obtain these parameters. However, because adjustable
parameters are optimised to reproduce a number of important chemical prop-
erties, semiempirical methods have become widely popular. Semiempirical
methods include interaction schemes like the tight binding method (TB) [164]
and various molecular orbital methods of computational chemistry [163].
The tight binding method avoids most of the heavy calculation of the ab
initio methods. They have in common a number of simpliﬁcations such as
minimal basis set compared to the ﬁrst-principles methods and elimination
of diﬃcult integrals, that are either made small by mathematical transfor-
mations or used as parameters to be ﬁt to experimental data. In the tight
binding model for a solid-state lattice of atoms, it is assumed that the full
1B3LYP is short form form Becke’s 3-parameter formula, B3, which describes the
exchange functional, and LYP for Lee, Yang, Parr who developed the correlation func-
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Hamiltonian H of the system may be approximated by the Hamiltonian of
an isolated atom centred at each lattice point [160]. The atomic orbitals ψn,
which are eigenfunctions of the single atom Hamiltonian Hat, are assumed
to be very small at distances exceeding the lattice constant, so that the lat-
tice sites can be treated independently. The actual crystal Hamiltonian H is
given by adding a correction potential to Hat:
H = Hat + ∆U(r) (4.16)
It is further assumed that any corrections to the atomic potential ∆U, which
are required to obtain the full Hamiltonian H of the system, are appreciable
only when the atomic orbitals are small. A solution to the time-independent
single electron Schr¨ odinger equation Φ is then assumed to be a linear com-
bination of atomic orbitals ψn:
Φ(r) =
 
n
bnψn(r) (4.17)
where n refers to the n-th atomic energy level. Using this approximate form
for the wavefunction, and assuming only the m-th atomic energy level is
important for the m-th energy band, the Bloch energies εm are of the form:
εm(k) = Em −
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where βm, γm(R) and αm(R) are the overlap integrals which are deﬁned by:
βm = −
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In principle, everything that can be calculated by the ab initio methods
can be calculated by an appropriate tight binding method and with less
CPU-time. The keyword above is the ’appropriate’: the generality and the
transferability of a tight binding method depends on the approximations.
Although valid for thousands of particles, the method used must be assessed
case-speciﬁcally.
In computational physics and chemistry the methods similar to tight bind-
ing are called the neglect of diatomic diﬀerential overlap methods [163]. Also
these methods simplify the involved integrals but retain the molecular orbital
description. The group involves various methods such as AM1 2 and PM3
3 [163].
4.1.3 Empirical methods
The category of empirical methods contains a wide set of parametrised clas-
sical force ﬁelds that reproduce more or less accurately the ﬁtting set that
is determined either from experimental data or from ab initio simulations.
Force-ﬁeld methods have the beneﬁt of being computationally simple and
thus fast. They allow the simulation of large systems (up to hundreds of
millions of atoms) over a greater time-span (up to microseconds) than the
methods presented above.
The simplest approximation for the interaction potential takes into ac-
count only two-particle interactions. Potentials like this are called pair po-
tentials. The Lennard-Jones potential [165] and the Morse potential [166]
are two very well known examples of pair potentials. Although pair poten-
tials are not ideal for the study of the energetics and mechanical properties
2Austin Model 1 is named after the place of its origin, that is, University of Texas,
Austin, USA.
3Parametrized Model 3 is named so because it was the third parametrised model
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of materials, they are very much used because they are simple to imple-
ment and algorithms based on pair potentials are kind on computational
resources. There are, however, some severe shortcomings which should be
taken into account whenever pair potentials are used. For example, an inter-
action described by a pair potential model can depend only on the distance
between two particles. Thus the potential cannot model directional bonding.
Pair potentials often predict wrong vacancy formation energies and melting
temperatures [165,166].
The construction of an accurate force-ﬁeld encounters often system and
material based diﬃculties, and often even fundamental limitations. Diﬃcult
media are metals, alloys, semiconductors, and oxide-based insulators. In this
thesis the emphasis is, of course on carbon. Describing carbon accurately re-
quires a lot of caution and is diﬃcult because the 2s electrons participate in
molecular bonding and together with 2p electron orbitals hybridise to form
a wide variety of potential bonding conﬁgurations that depend on the en-
vironment and on the ambient conditions. Even by itself, carbon can form
structures as diverse as the isotropic diamond crystal or the anisotropic pla-
nar graphite and nanostructures. If the consideration is extended to organic
molecules, even only hydrocarbons, the bonding variety, and at the same
time the complexity of describing it accurately, becomes vast.
If covalently bonding materials, like sp2-carbon, are simulated, the mod-
elling of directional bonding is essential in order not to obtain outright wrong
results. In general this means that the interaction potential used must in-
clude at least a three-body interaction term. Because carbon is the basis of
all organic materials and because diamond and graphite have various appli-
cations in materials science, numerous attempts to create accurate classical
interaction potential have been made but only a few of the proposed schemes
are widespread. For example, carbon interaction potential developed by Ter-
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the modelling of carbon. The Brenner model is considered more versatile
because of additional conjugated bond description while the structures mod-
elled by the Tersoﬀ model suﬀer from an over binding of radicals and the
description of systems involving bonds that exhibit a mixture of sp3 and sp2
hybridizations is inaccurate. Both models are short ranged cover only the
nearest neighbours to speed up the calculations. For description of graphite
or multi-walled nanotubes, much longer range interactions are required. Var-
ious long-range extensions that are most often based on Lennard-Jones type
additional term to describe the π-bonding have been proposed. Stuart et
al. [169] have aimed at maintaining the reactivity description of the Bren-
ner [159] model while introducing the long-range interactions.
In general the force-ﬁeld methods can give information on the structure
and dynamics of a system, the total energies, entropies, free energies, and
diﬀusive process in the system. By their construction the methods are inca-
pable of predicting any properties related to the electronics structure such
as electrical conductivity, optical, or magnetic properties. In short, the clas-
sical force ﬁeld methods are structure control tools. The general accuracy
of results obtained by classical force ﬁeld methods is far from the level of
accuracy obtained by ab initio simulations but so are the feasible system size
and the attainable time scale as well.
4.1.4 Molecular dynamics studies
As described in detail in the previous sections, ﬁrst principle calculations
which include quantum mechanical details are the best method for the study
of any system. But from theoretical calculation point of view, it is usually
not practical to carry out ﬁrst principle calculations for larger systems (> 100
atoms). In such cases, molecular dynamics simulation is one of the widely
used theoretical methods to calculate various mechanical, thermodynamical
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Molecular dynamics (MD) method is a computer simulation technique
where the time evolution of a set of interacting atoms is followed by integrat-
ing their equations of motion [170,171]. In molecular dynamics, we follow the
laws of classical mechanics, and most notably Newton’s law for each atom i
in a system constituted by N particles:
Fi = miai (4.22)
Here, mi is the mass of the particle, ai = d2ri/dt2 , its acceleration, and Fi is
the force acting upon it, due to the interactions with other atoms. Given an
initial set of positions and velocities, the subsequent time evolution is in prin-
ciple completely determined and hence it is a deterministic technique. The
main ingredient of a molecular dynamics simulation is a model for the phys-
ical system under consideration. This requires the deﬁnition of a potential
function V (r1,...,rN), or a description of the terms by which the particles
in the simulation will interact. This function is translationally and rotation-
ally invariant, and is usually constructed from the relative positions of the
atoms with respect to each other, rather than from the absolute positions.
In chemistry and biology this is usually referred to as a force ﬁeld. Forces
are then derived as the gradients of the potential with respect to atomic
displacements:
Fi = −∇riV (r1,...,rN) (4.23)
This form implies the presence of a conservation law of the total energy
E = K + V , where K is the instantaneous kinetic energy. The simplest
choice for V is to write it as a sum of pairwise interactions:
V (r1,...,rN) =
 
i
 
j>i
φ(|ri − rj|) (4.24)
The clause j > i in the second summation has the purpose of considering
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pairwise interactions, but this is no longer the case. It has been recognised
that the two-body approximation is very poor for many relevant systems.
The engine of a molecular dynamics program is its time integration al-
gorithm, required to integrate the equation of motion of the interacting par-
ticles and follow their trajectory. Time integration algorithms are based on
ﬁnite diﬀerence methods, where time is discretized on a ﬁnite grid, the time
step ∆t being the distance between consecutive points on the grid. Knowing
the positions and some of their time derivatives at time t (the exact details
depend on the type of algorithm), the integration scheme gives the same
quantities at a later time t+∆t. By iterating the procedure, the time evolu-
tion of the system can be followed for long times. Two popular integration
methods for MD calculations are the Verlet algorithm and predictor-corrector
algorithms [170,171]. They are quickly presented in the sections below.
In molecular dynamics, the most commonly used time integration algo-
rithm is probably the so-called Verlet algorithm [172,173]. The basic idea is
to write two third-order Taylor expansions for the positions r(t), one forward
and one backward in time. Calling v the velocities, a the accelerations, and
b the third derivatives of r with respect to t, one has:
r(t + ∆t) = r(t) + v(t)∆t + ......(t)∆t
2 + (1/6)b(t)∆t
3 + O(∆t
4) (4.25)
r(t − ∆t) = r(t) − v(t)∆t + ......(t)∆t
2 − (1/6)b(t)∆t
3 + O(∆t
4) (4.26)
Adding the two expressions gives:
r(t + ∆t) = 2r(t) − r(t − ∆t) + a(t)∆t
2 + O(∆t
4) (4.27)
This is the basic form of the Verlet algorithm. Since we are integrating
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is in turn a function of the positions r(t):
a(t) = −(1/m)∇V (r(t)) (4.28)
A problem with this version of the Verlet algorithm is that velocities are not
directly generated. While they are not needed for the time evolution, their
knowledge is sometimes necessary. Moreover, they are required to compute
the kinetic energy K, whose evaluation is necessary to test the conservation
of the total energy E = K + V . This is one of the most important tests to
verify that a MD simulation is proceeding correctly. One could compute the
velocities from the positions by using
v(t) =
r(t + ∆t) − r(t − ∆t)
2∆t
. (4.29)
Predictor-corrector algorithms constitute another commonly used class
of methods to integrate the equations of motion and it consists of three
steps [174]. The predictor does the following; From the positions and their
time derivatives up to a certain order q, all known at time t, one predicts
the same quantities at time t + ∆t by means of a Taylor expansion. Among
these quantities are, of course, accelerations a. The second step is the force
evaluation. The force is computed taking the gradient of the potential at the
predicted positions. The resulting acceleration will be in general diﬀerent
from the predicted acceleration. The diﬀerence between the two constitutes
an error signal. Third step involves the corrector. Here, the error signal
obtained from previous step is used to correct positions and their derivatives.
All the corrections are proportional to the error signal, the coeﬃcient of
proportionality being a magic number determined to maximize the stability
of the algorithm.
The outcomes of molecular dynamics simulations are mainly determined
by the interaction potentials (force ﬁelds) that are used in the calculations. ItChapter 4. Theoretical Approaches to the Energetics of CNTs 68
is crucial to know the validation regime of a certain potential function. While
several standard potential functions have emerged for particular classes of
systems, at present there is no deﬁnitive functional form that adequately
describes all types of multi-atom bonding. Instead, potentials are often de-
veloped for speciﬁc applications with functions and parameters determined
on an ad hoc basis. This process leads to considerable and justiﬁed un-
certainty with regard to the reliability of quantitative results produced by
analytic potentials.
4.2 Force ﬁelds employed in this thesis
In this thesis, the emphasis is on developing a simple and computationally
inexpensive model for studying the energetics of carbon nanotubes. Classical
methods are used for obtaining the parameters of the model and this choice
allows studying structures that have dimensions comparable to experimen-
tally observed ones. These include Brenner and Tersoﬀ potentials. Following
section contains a detailed explanation of these potentials along with a brief
introduction to the developing of analytic potentials for studying speciﬁc
phenomena.
4.2.1 Introduction
Analytical potential energy functions (sometimes referred to as empirical or
classical potentials) are simpliﬁed mathematical expressions that attempt to
model interatomic forces arising from the quantum mechanical interaction of
electrons and nuclei. Their use is generally necessitated either by the desire to
model systems with sizes and/or timescales that exceed available computing
resources required for quantum calculations, or to gain qualitative insight
into things like bonding preferences that may not be immediately obvious
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The development of an analytic interatomic potential energy expression
includes two aspects. The ﬁrst is the derivation of relatively simple but sound
functional form that captures the essence of quantum mechanical bonding.
The second aspect is making the potential function practical for speciﬁc
applications by incorporating additional empirically-derived functions and
parameters. A potential energy function with ﬂexibility, accuracy, transfer-
ability and computational eﬃciency is considered to be an eﬀective one.
To study the structure and energetics of carbon nanotubes, in this the-
sis we used the bond-order Tersoﬀ potential and Brenner empirical poten-
tial, which were developed for covalent systems and parametrised for car-
bon. Both these potentials are developed from the formalism introduced by
Abell [175]. This formalism models the local attractive electronic contribu-
tion to the binding energy Ei of an atom i using an interatomic bond-order
that modulates a two-centre interaction,
Ei = −
 
j =i
BijV
A(rij), (4.30)
where the sum is over nearest neighbours j of atom i, Bij is the bond-order
function between atoms i and j, V A(rij) is the pair term and rij is the scalar
distance between the atoms i and j. The function V A(rij), which represents
bonding from valence electrons, is assumed to be transferable between dif-
ferent atomic hybridizations. All many-body eﬀects such as changes in the
local density of states with varying local bonding topologies are included in
the bond-order function. Abell suggested that the major contribution to the
bond-order function (Bij) is local coordination z, and using a Bethe lattice
he derived the approximation Bij = z−1/2. By balancing the attractive local
bonding contributions with a pair sum of repulsive interactions, Abell was
able to show that the wide range of stable bonding conﬁgurations can be
rationalised by diﬀerent ratios of slopes of the repulsive to attractive pair
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Rose and coworkers [176]. Assuming exponentials for the repulsive and at-
tractive pair interactions, the analytic interatomic potential energy form for
the cohesive energy Ecoh of a collection of atoms becomes:
Ecoh =
 
i
Ei; Ei =
 
j =i
[Ae
−αrij − BijBe
−βrij], (4.31)
where Ei is the binding energy of individual atoms.
4.2.2 Tersoﬀ potential
A practical implementation of Abell’s bond-order formalism was developed
by Tersoﬀ for modelling group IV materials. He introduced an empirical
functional form for the bond-order that incorporates angular interactions
while still maintaining coordination as the dominant feature determining
structure. A subtle but crucial feature of Tersoﬀ’s bond-order function is
that it did not assume diﬀerent forms for the angular terms for diﬀerent
hybridizations. Instead, it uses an angular function that is determined by
a global ﬁt to structures with various coordinations. This feature, together
with a physically-motivated functional form provides the function with an
extraordinary degree of transferability.
To study the structure and energetics of carbon nanotubes, we used the
Tersoﬀ empirical potential [158], which was developed for covalent systems
and parametrised for carbon [177]. The Tersoﬀ potential is a many body
potential, which depends on the nearest neighbours of atoms and has the
following form:
Vij = fC(rij)[aijfR(rij) + bijfA(rij)]. (4.32)
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to its nearest neighbours:
fC(rij) =

  
  
1, rij ≤ R − D
1
2 − 1
2 sin[π
2(rij − R)/D], R − D < rij ≤ R + D
0, rij > R + D,
(4.33)
where rij is the distance between the ith and the jth atoms, R and D are
parameters taken from Ref. [177], which determine the range of the potential.
fR(rij) and fA(rij) in Eq. (4.32) are the repulsive and the attractive terms
of the potential respectively, which are deﬁned as follows:
fR(rij) = Aexp(−λ1rij) (4.34)
fA(rij) = −B exp(−λ2rij). (4.35)
Here, A, B, λ1 and λ2 are the positive parameters of the potential, which
were derived for carbon in Ref. [177]. The factor bij in Eq. (4.32) is the
so-called bond order term, which is deﬁned as follows:
bij = (1 + β
nζ
n
ij)
−1/2n, (4.36)
where β and n are parameters of the potential, while ζij is deﬁned as:
ζij =
 
k =i,j
fC(rik)g(θijk) exp
 
λ
3
3(rij − rik)
3 
. (4.37)
Here, fC(rik) is the cut-oﬀ function introduced in Eq. (4.33), λ3 is another
parameter of the potential. The function g(θijk) is deﬁned as:
g(θijk) = 1 +
c2
d2 −
c2
d2 + (h − cosθijk)2, (4.38)
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(i,k). The function aij in Eq. (4.32) reads as:
aij = (1 + α
nη
n
ij)
−1/2n (4.39)
with α and n being parameters, while ηij is deﬁned as:
ηij =
 
k =i,j
fC(rik)exp
 
λ
3
3(rij − rik)
3 
. (4.40)
A (eV) B (eV) λ1 (˚ A−1) λ2 (˚ A−1) λ3 (˚ A−1) α β × 10−7
1393.6 346.74 3.488 2.212 0.0 0.0 1.572
n c d h R (˚ A) D (˚ A)
0.7275 38049 4.3484 -0.5706 1.95 0.15
Table 4.1: Parameters of the Tersoﬀ potential used in the calculations [177].
The Tersoﬀ potential was used earlier for the studies on the stability and
structural properties of many carbon systems including fullerenes [178–180]
and nanotubes [181–183] and it is proved to be reliable. The parameters of
the Tersoﬀ potential are slightly diﬀerent in diﬀerent articles. In Tab. 4.1,
we compile the parameters used in the present thesis.
4.2.3 Limitations of Tersoﬀ potential
The procedure used by Tersoﬀ to develop classical potentials for silicon, car-
bon and germanium is to ﬁt the pair terms and an analytic expression for
Bij to a number of properties of the diatomic and solid-state structures (e.g.,
bond energies and lengths, bulk moduli , vacancy formation energies, etc.).
His expression developed in this way appears to be relatively transferable
to other solid-state structures not used in the ﬁtting procedure such as sur-
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further analysis shows that this expression is unable to reproduce a number
of properties of carbon such as a proper description of radicals and conju-
gated versus non-conjugated double bonds. Donald Brenner [159] extended
Tersoﬀ potential by adding additional terms in the bond order term which
enabled him to explain many properties that were not explainable by Ter-
soﬀ potential. Following section contatins a detailed description of Brenner
potential.
4.2.4 Brenner potential
Brenner potential is an empirical many-body potential, which was originally
developed for hydrocarbons, that can model intramolecular chemical bonding
in a variety of small hydrocarbon molecules as well as graphite and diamond
lattices. This potential function is based on Tersoﬀ’s covalent-bonding for-
malism with additional terms that correct for an inherent overbinding of
radicals and that include nonlocal eﬀects and was developed in 1990 by Don-
ald W. Brenner [159]. The potential function is short ranged and quickly
evaluated so it should be very useful for large-scale molecular dynamics sim-
ulations of reacting hydrocarbon molecules.
The binding energy in Brenner formalism is written exactly like that in
the Abell-Tersoﬀ formalism as a sum over atomic sites i,
Eb =
1
2
 
i
Ei (4.41)
where each contribution Ei is written as
Ei =
 
j =i
[VR(rij) − BijVA(rij)] (4.42)
In Eq. 4.42, the sum is over nearest neighbours j of atom i, VR(rij) and
VA(rij) are pair-additive repulsive and attractive interactions, respectively,Chapter 4. Theoretical Approaches to the Energetics of CNTs 74
and Bij represents a many-body coupling between the bond from atom i to
atom j and the local environment of atom i. As discussed by Abell and
Tersoﬀ, if Morse-type functions are used for the repulsive and attractive
pair terms, then Bij can be considered a normalised bond order because the
Pauling relationship between bond order and bond length is realized. Putting
Eq. 4.42 into Eq. (4.41), one obtains an expression for the binding energy as:
Eb =
1
2
 
i
 
j =i
[VR(rij) − BijVA(rij)], (4.43)
where the empirical bond-order function is given by:
Bij =
1
2
[B
σ−π
ij + B
σ−π
ji ] + B
π
ij (4.44)
The local coordination and bond angles for atoms i and j determine the
values for the functions B
σ−π
ij and B
σ−π
ji . Brenner has written the function
Bπ
ij as a sum of two terms:
B
π
ij = Π
RC
ij + B
DH
ij (4.45)
The value of the ﬁrst term ΠRC
ij depends on whether a bond between atoms
i and j has radical character and is part of a conjugated system. The value
of the second term BDH
ij depends on the dihedral angle for carbon-carbon
double bonds. This expression combined with Eq. (4.43) is used to deﬁne
the binding energy due to covalent bonding of any collection of hydrogen
and carbon atoms. As in the case of traditional valence-force ﬁelds, Brenner
potential assumes no predetermined atomic hybridizations; instead, atomic
bonding is determined strictly from local bonding neighbours and non-local
conjugation. Because the local bonding environment determines the eﬀective
interatomic interactions, and not the other way around, the inﬂuence of
atomic rehybridization on the binding energy can be modelled as covalent
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Tersoﬀ potential used Morse-type terms for the pair interactions. How-
ever, it was not capable of simultaneously ﬁtting equilibrium distances, en-
ergies, and force constants for carbon-carbon bonds. Moreover, Morse-type
terms have the further disadvantage that both terms go to inﬁnite values as
the distance between atoms decreases, limiting the possibility of modelling
processes involving energetic atomic collisions. By taking all these draw-
backs into consideration, Brenner developed new forms for the repulsive and
attractive terms in the potential as:
V
R(r) = f
c(r)(1 + Q/r)Ae
−αr (4.46)
and
V
A(r) = f
c(r)
3  
n=1
Bne
−βnr (4.47)
Here r is the scalar distance between atoms. The screened Coulomb func-
tion used for the repulsive pair interaction (Eq. (4.46)) goes to inﬁnity as
interatomic distances approach zero, and the attractive term (Eq. (4.47))
has suﬃcient ﬂexibility to simultaneously ﬁt the bond properties that could
not be ﬁtted with the Morse-type terms used in Tersoﬀ potential. Like in the
case of Tersoﬀ potential, the function fc(r) limits the range of the covalent
interactions. The value of this function is deﬁned by a switching function of
the form:
f
c
ij(r) =

  
  
1, r ≤ Dmin
ij
1
2 + 1
2 cos[π(r − Dmin
ij )/(Dmax
ij − Dmin
ij )], Dmin
ij < r ≤ Dmax
ij
0, r > Dmax
ij ,
(4.48)
where Dmax
ij − Dmin
ij deﬁnes the distance over which the function goes from
one to zero. The bond-order term has got the form:
B
σ−π
ij = [1 +
 
k( =i,j)
f
c
ik(rik)G(cos(θijk))e
λijk + Pij(N
C
i ,N
H
i )]
−1/2 (4.49)Chapter 4. Theoretical Approaches to the Energetics of CNTs 76
As in the previous equations, the subscript refer to the atom identity, and
the function fc(r) ensures that the interactions include nearest neighbours
only. The function P represents a bicubic spline and the quantities NC
i and
NH
i represent the number of carbon and hydrogen atoms, respectively, that
are neighbours of atom i. These are deﬁned by the sums:
N
C
i =
carbon atoms  
k( =i,j)
f
c
ik(rik) (4.50)
and
N
H
i =
hydrogen atoms  
( =i,j)
f
c
il(ril) (4.51)
For solid state carbon, values of λ and the function P are taken to be zero.
The function P can be envisioned as correction to the solid-state analytic
bond order function that are needed to accurately model molecular bond en-
ergies. An identical expression is given for B
σ−π
ji by swapping i- and j-indices
in Eq. (4.49).
The form of the function G(cos(θijk)) is obtained using sixth-order poly-
nomial splines for the available data points. These data points are obtained
from the bond energy informations of diamond lattice and graphitic sheets.
The function is plotted in Fig. 4.1. By analysing the energy of small ring
hydrocarbons, Brenner found that the values of G(cos(θijk)) are too large
for undercoordinated carbon atoms. To allow for both overcoordinated and
undercoordinated atoms, a second spline γC(cos(θ)) was determined that was
coupled to G(cos(θijk)) through the local coordination. The revised angular
function is given by:
gC = GC(cos(θ)) + Q(N
t
i)[γC(cos(θ)) − GC(cos(θ))] (4.52)Chapter 4. Theoretical Approaches to the Energetics of CNTs 77
Figure 4.1: The angular contribution, G(cos(θijk)), to the bond order term.
The blue line shows the actual spline ﬁt to the data and the green line is the
modiﬁed form of the angular function for low-coordination structures.
where the function Q is deﬁned by:
Qi(N
t
i) =

  
  
1, Nt
i ≤ 3.2
1
2 + 1
2 cos[2π(Nt
i − 3.2)], 3.2 < Nt
i ≤ 3.7
0, Nt
i > 3.7,
(4.53)
The quantity Nt
i is the coordination of atom i which is given by,
N
t
i = N
C
i + N
H
i (4.54)
where NC
i and NH
i are deﬁned by equations Eq. (4.50) and (4.51), respec-
tively.
The term ΠRC
ij in Eq. (4.45) represents the inﬂuence of radical energetics
and π-bond conjugation on the bond energies. This term is necessary to
correctly describe radical structures such as the vacancy formation energy
in diamond, and to account for non-local conjugation eﬀects such as those
govern the diﬀerent properties of the carbon-carbon in graphite and benzene.Chapter 4. Theoretical Approaches to the Energetics of CNTs 78
This function is taken as a tricubic spline F that depends on the total number
of neighbours of bonded atoms i and j as well as a function N
conj
ij which
depends on local conjugation.
Π
RC
ij = Fij(N
t
i,N
t
j,N
conj
ij ) (4.55)
To calculate whether a bond is part of a conjugated system, the value of
N
conj
ij in Eq. (4.55) is given by the function:
N
conj
ij = 1 + [
carbon  
k( =i,j)
f
c
ik(rik)F(Xik)]
2 + [
carbon  
l( =i,j)
f
c
jl(rjl)F(Xjl)]
2 (4.56)
where
F(Xik) =

  
  
1, xik ≤ 2
1
2 + 1
2 cos[π(xik − 2)], 2 < xik ≤ 3
0, xik > 3,
(4.57)
and
xik = N
t
k − f
c
ik(rik) (4.58)
If all of the carbon atoms that are bonded to a pair of carbon atoms i and
j have four or more neighbours, equations (4.56)-(4.58) yield a value of one
for N
conj
ij , and the bond between these atoms is not considered to be part of
a conjugate system. As the coordination numbers of the neighbouring atoms
decrease, N
conj
ij becomes greater than one, indicating a conjugated bonding
conﬁguration. Furthermore, the form of equations (4.56)-(4.58) distinguishes
between diﬀerent conﬁgurations that can lead to conjugation. For example,
the value of N
conj
ij for a carbon carbon bond in graphite is nine, while that
for a bond in benzene is three. This diﬀerence yields considerable extra ﬂexi-
bility for ﬁtting the energies of conjugated systems. These equations provide
a straightforward way of incorporating conjugation eﬀects into a classical
potential energy function without having to diagonalize a matrix or go be-Chapter 4. Theoretical Approaches to the Energetics of CNTs 79
yond nearest neighbour interactions. Furthermore, changes in conjugation
as bonds break and from are smoothly accounted for. This approach consid-
erably reduces computational time while still including conjugation to a ﬁrst
approximation.
Discrete values for the function deﬁned by equation (4.55) are chosen to
ﬁt the energies of static structures and tricubic splines are used to interpolate
between these values.
B1 (eV) B2 (eV) B3 (eV) β1 (˚ A−1) β2 (˚ A−1) β3 (˚ A−1)
12388.792 17.567 30.715 4.720 1.433 1.383
λ (˚ A−1) A (eV) Q (˚ A) α (˚ A−1) Dmin Dmax
0.0 10953.544 0.313 4.747 1.7 2.0
Table 4.2: Parameters of the Brenner potential used in the calculations [159].
The term BDH
ij in Eq. (4.45) is given by:
B
DH
ij = Tij(N
t
i,N
t
j,N
conj
ij )[
 
k( =i,j)
 
l( =i,j)
(1 − cos
2(Θijkl))f
c
ik(rik)f
c
jl(rjl)] (4.59)
where
Θijkl = ejikeijl. (4.60)
The function Tij(Nt
i,Nt
j,N
conj
ij ) is a tricubic spline, and the functions ejik
and eijl are unit vectors in the direction of the cross products Rji ×Rik and
Rij × Rjl, respectively, where the R are vectors connecting the subscripted
atoms. These equations incorporate a standard method for describing forces
for rotation about dihedral angles for carbon-carbon double bonds into the
analytic bond order. The value of this function is zero for a planar system,
and one for angles of 90◦. Therefore the function TCC determines the barrier
for rotation about these bonds,. This function was parametrised such that
for carbon-carbon bonds that are not double bonds, this contribution to the
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bonds was ﬁtted to the barrier for rotation about ethene. The value for TCC
for conjugated double bonds was ﬁtted such that for all dihedral angles of 90◦
, the minimum-energy bond length is 1.45˚ A. This value was chosen because it
is the average bond length for hypothetical structure analysed theoretically
by Liu et al. Like graphite this structure contains all threefold-coordinated
atoms, but with each dihedral angle equal to 90◦ rather than 9◦.
The entire parameter-ﬁtting scheme described above was made consider-
ably easier by assuming only nearest-neighbour interactions. The way to best
deﬁne this for a continuous function, however, is problematic. The approach
used here to handle this is same as that used by Tersoﬀ, i.e., using a limiting
function fc(r) deﬁned by Eq. (4.48). The parameters of Brenner potential
are compiled in Tab.4.2.
4.3 Necessity and importance of physical models
As discussed in the previous sections, researchers had already been used var-
ious theoretical methods for the study of the energetics of carbon nanotubes
including DFT calculations and molecular dynamics simulations. Each of
these methods have their own advantages and disadvantages and the rel-
evance of a particular method depends on which aspect of the nanotube is
under interrogation. First principle DFT calculations have the serious limita-
tion of being computationally expensive and hence they could not be applied
for the study of nanotubes with reasonably large number of atoms. In such
situations, methods based on molecular dynamics plays the role of a poten-
tial substitute but even they have limitations on the size of the system to be
investigated. For example, studying a nanotube with millions of atoms using
molecular dynamics simulation is also computationally demanding.
Hence, one reaches a stage that demands the introduction of a simple and
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carbon nanotubes. In this regard, physical models which take into account
all the important necessary details of the system could serve as an eﬀective
tool for studying the energetics of nanosystems. Every model is based on a
set of parameters which makes them simple and computationally much less
expensive. The parameters of a model could be obtained from ﬁrst principle
calculations or calculations with classical methods for small nanotubes and
once they are obtained they can directly used for nanotubes of any size.
In this thesis we propose such a model for calculating the binding en-
ergy of single-walled carbon nanotubes of arbitrary chirality and we call this
model as liquid surface model. Liquid surface model can provide the energy
of any nanotube once its chirality and total number of atoms are known.
The number of parameters of the model varies depending on whether the
nanotube is open or capped. Liquid surface model assumes that the total
energy of a single-walled nanotube can be written as a sum of surface, curva-
ture, and edge energy terms. The motivation behind this model came from
similar models which were used for the studies of a variety of systems like
charged droplets, nuclei and clusters for more than a century ago [184–192].
Following section contains a brief introduction to such models used for the
studies of various systems.
4.3.1 Motivation behind liquid surface model
In 1882 Lord Rayleigh proposed a model called liquid drop model in his stud-
ies on the stability and ﬁssion of charged droplets where a classical charged
drop deforms through elongated shapes to form separate droplets. [184]. He
predicted for an incompressible charged liquid droplet that the quadrupole
oscillation becomes unstable as soon as the disruptive Coulomb force is equal
to the attractive cohesive force or, in terms of energies, when the Coulomb
energy Ec corresponds to twice the surface energy Es. Furthermore, Rayleigh
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stable and will provoke the emission of highly charged liquid in the form of
ﬁne jets.
The ﬁssility parameter X = Ec/2Es characterises the relative contribu-
tion of repulsive (Coulomb) and cohesive (surface) energies to the ﬁssion
barrier, separating between the bound initial states and the ﬁssion prod-
ucts. For X < 1, thermally activated ﬁssion over the barrier prevails. At
the Rayleigh instability limit of X = 1, the barrier height is zero. Although
many features of nuclear and metal cluster ﬁssion go beyond the physics of a
classical liquid droplet and require the incorporation of quantum shell struc-
ture and dynamics, it is successfully applied to explain some of the main
characteristics of such systems.
Figure 4.2: Curve showing the binding energy of nucleus as a function of
number of nucleons [193].
Half a century after Lord Rayleighs publication, Bohr and Wheeler ex-
tended the model to explain the discovery of nuclear ﬁssion [185] in terms
of a classical charged droplet where they assumed that the charge is dis-
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the nucleus as a drop of incompressible nuclear ﬂuid which implies that the
nucleons are imagined to interact strongly with each other, like the molecules
in a drop of liquid. This is a crude model that does not explain all the prop-
erties of nuclei, but does explain the spherical shape of most nuclei. It also
helps to predict the binding energy of the nucleus which is given in Fig.4.3.1.
Mathematical analysis of the theory delivers an equation which attempts to
predict the binding energy of a nucleus in terms of the numbers of protons
and neutrons it contains.
Bohr proposed that if one consider the total energy of a nucleus as the
sum of a volume energy, surface energy and Coulomb energy, then the picture
of a nucleus as a drop of liquid accounts for the observed variation of binding
energy per nucleon with mass number. Because each bond energy is shared
by two nucleons, each has a binding energy of one-half bond energy. When
an assembly of spheres of the same size is packed together into the smallest
volume, as we suppose is the case of nucleons within a nucleus, each interior
sphere has 12 other spheres in contact with it. So, this energy is proportional
to the volume and hence it is called volume energy. A nucleon at the surface
of a nucleus interacts with fewer other nucleons than that one in the interior of
the nucleus and hence its binding energy is less. The surface energy takes that
into account and is therefore negative. The electric repulsion between each
pair of protons in a nucleus also contributes toward decreasing its binding
energy. The Coulomb energy of a nucleus is equal to the work that must be
done to bring together the protons from inﬁnity into a spherical aggregate
the size of the nucleus. The Coulomb energy is negative because it arises
from an eﬀect that opposes nuclear stability.
Although a model like this could explain the features of the nuclear bind-
ing energy curve fairly well, it can be improved by taking into account two
other energies that do not ﬁt into the simple liquid-drop model but which are
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els. They are asymmetry energy, an energy needed as a correction when the
number of neutrons is greater than the number of protons and pairing energy,
an energy which is a correction term that arises from the tendency of proton
pairs and neutron pairs to occur (an even number of particles is more stable
than an odd number). Including all these terms results in an equation for
the nuclear binding energy which has ﬁve terms on its right hand side. These
correspond to the cohesive binding of all the nucleons by the strong nuclear
force, a surface energy term as explained above, the electrostatic mutual re-
pulsion of the protons, an asymmetry term (derivable from the protons and
neutrons occupying independent quantum momentum states) and a pairing
term (partly derivable from the protons and neutrons occupying independent
quantum spin states). If A is the total number of nucleons, Z the number of
protons and N the number of neutrons, the binding energy of the nucleus is
given by:
Eb = aVA − aSA
2/3 − aC
Z(Z − 1)
A1/3 − aA
(A − 2Z)2
A
+ δ(A,Z) (4.61)
where aV, aS, aC, aA and δ are the parameters of the model. The nuclear
droplet deforms through elongated shapes passing a barrier, ultimately de-
velop into two separated fragments. When the ﬁssility ratio X = Ec/2Es
becomes 1 the barrier is zero. This is the Rayleigh limit. It was immediately
understood that neutron induced ﬁssion would occur for ﬁssilities smaller
than 1 through the thermal activation of the barrier.
In analogy to atomic nuclei, metal clusters can be described as quantum
liquid drops. The onset of instabilities of charged metal clusters has been
studied by many groups both experimentally and theoretically [188–192] and
the Rayleigh model has proven to be powerful to explain their instabilities.
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for X < 1 as a thermally activated process.
We developed a similar model to calculate the binding energy of both open
ended and capped single-walled carbon nanotubes. The model is named liq-
uid surface model because of the similarity of the suggested model to that
used in the study of liquid droplets, nuclei, and atomic clusters. Similar mod-
els were already discussed for nanotubes [181,182,194–197] but the studies
were limited only to speciﬁc types of nanotubes, namely zigzag and armchair.
Contrary to the earlier studies, our model can be applied to nanotubes of
arbitrary chirality and length. The major diﬀerence between liquid drop
model and liquid surface model is that for single-walled nanotubes, the liq-
uid surface model does not contain a volume energy part. The volume energy
appears in the liquid surface model in the case of multiwalled nanotubes.
Liquid surface model, derivation of its parameters and the results which
could be obtained with such a model are described in detail in the next
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Liquid Surface Model
5.1 Introduction
This chapter gives a detailed description of liquid surface model and the
results which are obtained using this model. The model is developed for
two types of carbon nanotubes, namely, open-end nanotubes and capped
nanotubes. First section of this chapter deals with open-end nanotubes. The
parameters of liquid surface model for this kind of nanotubes are developed
here and using these parameters the binding energy characteristics of open-
end nanotubes are analysed.
The second section deals with a more realistic type of nanotubes, i.e,
capped nanotubes. Derivation of the parameters for the capped nanotubes
are described in detail and analysis of the binding energy characteristics
are performed. The binding energies calculated using Brenner potential are
compared with that obtained from the liquid surface model. The model is
used to get some insights into the mechanism of growth of carbon nanotubes
by considering the eﬀect of catalyst particle on the binding energy of carbon
nanotubes. Further, the elastic constants of carbon nanotubes are obtained
using liquid surface model and it is compared with the known values.
5.2 Liquid surface model: Open-end nanotubes
Let us consider an open-end nanotube as shown in Fig. 5.1. According to the
liquid surface model, the total energy of such a nanotube can be expressed as
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a sum of three terms which are determined by the geometry of the nanotube,
namely, the surface area, curvature of the surface, and the shape of the edge.
E = Es + Ec + Ee. (5.1)
In order to understand the origin of these three diﬀerent energy contri-
butions, consider a graphene sheet as shown in Fig. 2.2 in page 13.
The energy of this plane graphene sheet depends on the total number of
atoms in it. For a graphene sheet of ﬁnite size, there are two kinds of carbon
atoms: Atoms within the sheet and atoms at the edge of the sheet. Hence,
the energy of the sheet depends on two quantities: Its surface area and the
number of atoms at the edge. The extra energy of the edge arises from the
dangling bonds of the carbon atoms at the edge. When the graphene sheet is
rolled up to form a nanotube, two edges of the sheet meet each other resulting
in closing of dangling bonds along those edges. This leads to a decrease of the
edge energy in the nanotube compared to that in the corresponding graphene
sheet. But at the same time, the rolling up of the graphene sheet causes an
increase of the strain energy in a nanotube, i.e., elastic energy needed to roll
a planar sheet up into a cylinder. The edge energy is directly proportional to
the number of dangling bonds at the edge, which in the case of a nanotube is
equal to the number of carbon atoms at the edge. For a nanotube of chirality
(n,m), the number of carbon atoms at the edge is given by n + m.
In order to derive explicit expressions for the energy contributions, we
deﬁne that an open-end nanotube consists of two parts: Two edges of length
∆X and an inner part of length L (see Fig. 5.1). ∆X is deﬁned in such a
manner that all carbon atoms with less than three bonds are part of it.
If Ni is the total number of carbon atoms in the inner part of the nanotube
and Ne is that at one edge, the total number of atoms in the nanotube canChapter 5. Liquid Surface Model 89
Figure 5.1: Diﬀerent parts of an open-end carbon nanotube considered in
the liquid surface model. ∆X is the width of the edge region of the nanotube
which is marked by pink colour, Ne and Se are the number of atoms in
the edge region and the area of this region, respectively. Ni and Si are the
number of atoms in the inner region and its surface area. L and R are the
length and radius of the nanotube [16].
be written as:
N = Ni + 2Ne (5.2)
Let ρi be the area per atom in the inner region. Then the surface area of the
inner region of the nanotube can be written as
Si = 2πRL = ρiNi = ρiN − 2ρiNe. (5.3)
Here, R is the radius of the nanotube and L is its length, as illustrated in
Fig. 5.1. If σ is the surface energy density, σc is the curvature energy densityChapter 5. Liquid Surface Model 90
and ρe is the area per atom at the edge of the nanotube, then the surface,
edge, and curvature energy terms can be written as follows:
Es =
 
Si
σ dS = σSi (5.4)
Ec =
  L+2∆X
0
σc
1
R
dr = σc
1
R
(L + 2∆X) = ǫc
Si + 2Se
R2 (5.5)
Ee = 2σ∆X(2πR) = 2σρeNe (5.6)
Here, Se is the area of one edge of the nanotube and ǫc is related to the speciﬁc
curvature energy of a nanotube by the relation ǫc = σc/2π. In deriving
Eq. (5.5), we used the relation that 2πR(L + 2∆X) = Si + 2Se. Also, we
assumed that the surface energy density, σ, is same throughout the nanotube.
Substituting Eqs. (5.4), (5.5), (5.6) into Eq. (5.1), one derives:
E = σSi + ǫc
Si + 2Se
R2 + 2σρeNe. (5.7)
Substituting Si from Eq. (5.3), one obtains:
E = σρi[N − 2Ne] + ǫc
ρiN − 2ρiNe + 2ρeNe
R2 + 2σρeNe, (5.8)
Rearranging the terms,
E = (σρi +
ǫcρi
R2 )N + 2(σρe − σρi −
ǫcρi
R2 +
ǫcρe
R2 )Ne. (5.9)
where Ne = n + m. The radius of the nanotube is determined by the chiral
indices n and m,
R =
√
3 a 
2π
√
n2 + m2 + nm. (5.10)
where  a  is the average interatomic distance in the nanotube. The areaChapter 5. Liquid Surface Model 91
Figure 5.2: Area per atom in the inner and edge regions of a nanotube. The
atom marked with red colour indicates an inner atom and that marked with
green is an atom at the edge.  a  indicates the average bond length in a
nanotube.
per atom in the inner region of a nanotube can be calculated as shown in
Fig. 5.2. Each hexagonal ring contains 6 equilateral triangles whose area can
be obtained by the formula:
A =
1
2
 a 
√
3
2
 a  =
√
3
4
 a 
2 (5.11)
Hence, the area of the hexagon becomes:
Ahex = 6
√
3
4
 a 
2 =
3
√
3
2
 a 
2 (5.12)
Each hexagon is shared by 6 atoms and each atom has 3 neighbouringChapter 5. Liquid Surface Model 92
hexagons. Hence the area associated with an atom in the inner side of the
nanotube becomes:
ρi =
1
6
× 3 ×
3
√
3
2
 a 
2 =
3
√
3
4
 a 
2. (5.13)
The area per atom at the edge of a nanotube is smaller and can be written
as:
ρe = αρi, (5.14)
where α ∈ [0...1] is a dimensionless parameter. Substituting Eqs. (5.10),
(5.13), (5.14) into Eq. (5.9) and clubbing all constants, one obtains:
E =
√
3(
3 a 2σ
4
+
π2ǫc
n2 + m2 + nm
)[N + 2(α − 1)(n + m)]. (5.15)
As follows from Eq.(5.15), the total energy of an open-end nanotube
depends on three parameters: The surface energy density σ, the speciﬁc
curvature energy ǫc, and α, which deﬁnes the ratio of the area per edge atom
to the area per atom in the inner region of a nanotube. These parameters are
the same for all the nanotubes. If the total number of atoms and the chirality
of a nanotube are known, the total energy and the binding energy per atom
can be calculated using Eq.(5.15), once the parameters are known. The
details of obtaining the parameters and the binding energy characteristics
are described in the following subsections.
5.2.1 Parameters of the model
In order to determine the parameters σ,ǫc and α, we calculated the energies of
open-end nanotubes with chiralities ranging from n = 5 to n = 10, where for
each n, 0 ≤ m ≤ 5 and total number of atoms lies in the range N = 50−450.
These calculations are performed with both Tersoﬀ and Brenner potentials.
The packages used were MBN-explorer [198] and GULP [199]. By ﬁttingChapter 5. Liquid Surface Model 93
the numerically calculated values of energy with Eq. (5.15), we derived the
values for the parameters σ,ǫc and α. The detailes of the procedure goes as
follows:
Eq. (5.15) can be rewritten as:
E =
√
3(
3 a 2σ
4
+
π2ǫc
n2 + m2 + nm
)N
+2(α − 1)(n + m)
√
3(
3 a 2σ
4
+
π2ǫc
n2 + m2 + nm
). (5.16)
This is of the form of an equation for a straight line:
E = a(n,m)N + b(n,m), (5.17)
where,
a(n,m) =
√
3(
3 a 2σ
4
+
π2ǫc
n2 + m2 + nm
) (5.18)
b(n,m) = 2(α − 1)(n + m)
√
3(
3 a 2σ
4
+
π2ǫc
n2 + m2 + nm
). (5.19)
Fig.5.3 shows this linear relationship between total energy and the total
number of atoms N for a nanotube of chirality n = 8,m = 3. The slope of
this curve gives the value of a(n,m) and the y-intercept gives the value of
b(n,m).
The total energy is calculated using Tersoﬀ and Brenner potentials and
for each chirality the values of a(n,m) and b(n,m) are obtained by ﬁtting
the total energy with Eq. (5.17). Once a(n,m) and b(n,m) are obtained, the
parameters of the liquid surface model are calculated by ﬁtting the calculated
values of a(n,m) and b(n,m) with the functions deﬁned in Eqs. (5.18)-(5.19).
Once these parameters are obtained, Eqs. (5.18)-(5.19) can be used to calcu-
late the values of a(n,m) and b(n,m) for arbitrary values of n and m. TheseChapter 5. Liquid Surface Model 94
Figure 5.3: Linear relationship between total energy of the nanotube and the
total number of atoms N, shown for a nanotube of chirality n = 8,m = 3.
The slope of this curve gives the value of a(n,m) and the y-intercept gives
the value of b(n,m).
Figure 5.4: (a) Parameter a as a function of n and m. (b) Relative deviation
of a(n,m) from the liquid surface model prediction a(n,m)fit. The relative
deviation ηa is deﬁned in Eq. (5.20)
values are denoted as a(n,m)fit and b(n,m)fit. In order to check the accu-
racy of the ﬁtting, we have calculated the relative deviation of a(n,m) and
b(n,m) from the corresponding values a(n,m)fit and b(n,m)fit. The relativeChapter 5. Liquid Surface Model 95
deviations of a(n,m) and b(n,m) read as follows:
ηa =
a(n,m) − a(n,m)fit
a(n,m)
(5.20)
ηb =
b(n,m) − b(n,m)fit
b(n,m)
(5.21)
Figures 5.4 and 5.5 show the dependencies of a(n,m) and b(n,m) on n and m
as well as their relative deviations from the liquid surface model predictions.
Figure 5.5: (a) Parameter b as a function of n and m. (b) Relative deviation
of b(n,m) from the liquid surface model prediction b(n,m)fit. The relative
deviation ηb is deﬁned in Eq. (5.21)
Figure 5.4(a) shows that a(n,m) behaves monotonously with n and m and
its value approaches the limiting value, as n and m increases. Figure 5.4(b)
shows the relative deviation of a(n,m) from the value predicted by the liq-
uid surface model, which appear to be less than 0.2%. This is important
because it shows that the liquid surface model reproduces correctly the ma-
jor contribution to the energy of the system. It is also worth noting that
at larger chiralities (e.g. n = 10, m = 5), the relative deviation converges
to zero, indicating that the liquid surface model should be well applicable
for nanotubes with large chiral numbers. Figure 5.5(a) shows that b(n,m)
changes smoothly with n and m and its behaviour is almost planar. Fig-Chapter 5. Liquid Surface Model 96
ure 5.5(b) shows that the relative deviation in the value of b(n,m) from the
value predicted by the liquid surface model, Eq. (5.21), is less than 1.0%.
The values of the parameters σ,ǫc and α obtained for open-end nanotubes
are compiled along with the parameters for capped nanotubes in Table 5.2
in page 108.
5.2.2 Binding energy per atom
As predicted by the liquid surface model the total binding energy of an open-
end carbon nanotube is given by Eq. (5.15). The binding energy per atom
reads as:
ǫ =
E
N
(5.22)
where E is the total energy of a nanotube and N is the total number of atoms
in it. The result of comparison of the binding energy per atom predicted by
the liquid surface model and that calculated using the Tersoﬀ potential for
the open-end nanotubes is illustrated in Fig. 5.6 and Fig. 5.7, which shows
the dependence of the binding energy on the total number of atoms in the
system.
Diﬀerent symbols in Fig. 5.6 and Fig. 5.7 represent the values calculated
using the Tersoﬀ potential and the lines near the corresponding symbols show
the predictions of the liquid surface model.
Figure. 5.6 and Fig. 5.7 show that nanotubes become more stable as their
length increases. This happens because of the nanotube’s edge. If L is the
length of a nanotube and R is its radius, one can introduce a parameter to
characterise the eﬀect of the edge of a nanotube as follows:
ζ =
2πR
L
(5.23)
If ζ ≃ 1, the edge has a major inﬂuence on the nanotube energetics becauseChapter 5. Liquid Surface Model 97
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Figure 5.6: Comparison of the binding energy per atom calculated using
the Tersoﬀ potential and that obtained from the liquid surface model for the
open-end nanotubes. The curves show the values predicted by the model and
diﬀerent symbols correspond to the calculated values. The plots are shown
for n = 5−8. Each curve in one plot corresponds to a diﬀerent m value [16].
in this case the size of the edge becomes comparable with the size of the
inner part of the nanotube. As the nanotube grows in length, the parameter
ζ, Eq. (5.23), decreases and in the limiting case (inﬁnitely long nanotube) it
reaches zero, reﬂecting the fact that inﬂuence of the edge diminishes.
Another important feature shown in Fig. 5.6 and Fig. 5.7 is that the
energetically favourable chirality of a nanotube depends on the total number
of carbon atoms in it. As the total number of atoms increases, nanotubes
with larger chiralities (higher radii) become energetically more favourable,
whereas nanotubes of smaller radii are energetically favourable at smallerChapter 5. Liquid Surface Model 98
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Figure 5.7: Comparison of the binding energy per atom calculated using the
Tersoﬀ potential and that obtained from the liquid surface model for the
open-end nanotubes. The curves show the values predicted by the model
and the squares correspond to the calculated values. The plots are shown for
n = 9 − 10. Each curve in one plot corresponds to a diﬀerent m value [16].
lengths. See, for example, top right plot in Fig: 5.6 where this fact is clearly
seen for nanotubes with n = 6. When the total number of atoms in this
example is less than 100, the binding energy per atom decreases with increase
of m, while an opposite behaviour is observed when the total number of atoms
in the nanotube exceeds 180. This fact has a simple explanation. For a given
number of atoms the length of a nanotube decreases if the radius of nanotube
grows. Therefore, for nanotubes with smaller number of atoms (e.g., less
than 100 for the n = 6 case), smaller value of the chirality number m are
energetically more favourable, because the edge to length ratio ζ, Eq. (5.23)
is smaller than in the case of nanotubes with larger m value. If L ≫ R,
then the edge of a nanotube has minor inﬂuence on its energetics. Therefore,
nanotubes of larger radius should become energetically more favourable, since
the curvature energy in this case is smaller.
In order to conclude about the accuracy of the liquid surface model, we
determined the relative deviation of the binding energy per atom predictedChapter 5. Liquid Surface Model 99
Figure 5.8: Relative deviation of the liquid surface model predictions of the
binding energy per atom from that calculated using the Tersoﬀ potential, Eq.
(5.24), for the open-end nanotubes. Plots are shown for n = 5 − 10. Each
curve in one plot corresponds to diﬀerent m values [16].
by the liquid surface model from the binding energy per atom calculated
using the Tersoﬀ potential, which is deﬁned as follows:
ηLS =
ǫ − ǫLS
ǫLS
(5.24)
where ǫLS and ǫ are the binding energy per atom obtained from the liquid
surface model and from calculations using the Tersoﬀ potential respectively.
Figure. 5.8 shows the relative deviation, ηLS, for nanotubes of diﬀerent
chiralities. In each plot, diﬀerent curves correspond to diﬀerent m values.
The maximum relative deviation is found to be ∼ 0.6%. This illustrates
that the liquid surface model is successful and can be used for predicting the
energy of nanotubes.
The discussed model neglects the van der Waals energy between the atoms
of a nanotube. In order to understand how the van der Waals interaction
aﬀects the energetics of the nanotube, we have calculated the van der WaalsChapter 5. Liquid Surface Model 100
energy per atom for nanotubes with n = 5 to n = 10 for arbitrarily selected m
values. The parameters of the van der Waals interaction are taken from Ref
[200]. The van der Waals interaction between carbon atoms was parametrised
with the Lennard-Jones potential with the equilibrium distance equal to 3 ˚ A
and the minimum energy 0.52 meV, as suggested in Ref [200] for fullerenes.
The van der Waals interaction was calculated between all non-neighboring
atoms, which were deﬁned as atoms being more than 1.6 ˚ A away from each
other.
It has been observed that the van der Waals energy per atom is ∼ 17 −
43 meV for all nanotubes, while the binding energy per atom is ∼ 6.6−7.2 eV.
Therefore, the van der Waals energy in nanotubes is almost negligible and
we neglect it in our model.
5.3 Comparison with DFT calculations
Tersoﬀ potential is a many body phenomenological potential with 13 param-
eters. In our calculations, we used the parameters for carbon systems from
Ref. [177]. In order to establish the accuracy of the Tersoﬀ potential the
binding energies per carbon atom calculated using the Tersoﬀ potential are
compared with those obtained from ab initio DFT calculations for nanotubes
of diﬀerent chiralities. The deﬁnition of the binding energy per carbon atom
calculated using the Tersoﬀ potential is diﬀerent from that calculated within
the framework of the DFT. To calculate the energy of a nanotube using DFT,
extra hydrogen atoms should be added at both edges of the nanotube in or-
der to fulﬁll the valency requirement, otherwise DFT calculations become
impossible because convergence problems arise while solving the self consis-
tent ﬁeld equations. The binding energy per carbon atom calculated within
the framework of the DFT is deﬁned as:Chapter 5. Liquid Surface Model 101
ǫB3LY P =
EB3LY P − [ECNC + EHNH + ECHNCH]
NC
, (5.25)
where EB3LY P is the total energy of the nanotube. EC, EH and ECH are
the energies of a single carbon atom, hydrogen atom and a single carbon-
hydrogen bond respectively, whereas NC, NH and NCH are the total numbers
of carbon atoms, hydrogen atoms and carbon-hydrogen bonds. Since the
carbon and hydrogen atoms are bound via single bonds, NH = NCH. The
energies of a single carbon and hydrogen atoms are obtained from ab initio
calculations using the B3LYP density functional combined with the standard
6-31G(d) basis set [201]. The energy of a carbon-hydrogen bond is calculated
from the energies of the benzene molecule (C6H6) and a benzene molecule
with one hydrogen atom removed (C6H5). If EC6H6 is the total energy of the
benzene molecule and EC6H5 is that of the benzene molecule with only ﬁve
hydrogen atoms, the energy of a carbon-hydrogen bond can be obtained as:
ECH = EC6H6 − (EC6H5 + EH). (5.26)
EC (a.u.) EH (a.u.) EC6H6 (a.u.) EC6H5 (a.u.) ECH (a.u.)
-37.77601 -0.50027 -232.24865 -231.56128 -0.187098
Table 5.1: Energies of the C, H atoms, C6H6, C6H5 molecules and C − H
bond, calculated with the use of the B3LYP density functional.
The energy values EC, EH, EC6H6, EC6H5 and ECH are compiled in Tab. 5.1.
To establish accuracy of the Tersoﬀ potential, we have calculated the en-
ergy with this potential for several nanotubes, which were initially optimized
with the use of the B3LYP method. For the Tersoﬀ potential calculations
the additional hydrogen atoms at the edges of the nanotubes were removed.
Therefore the binding energy per carbon atom calculated with this methodChapter 5. Liquid Surface Model 102
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Figure 5.9: Comparison of binding energy per carbon atom for nanotubes
of diﬀerent chiralities obtained from DFT calculations, Eq. (5.25), and cal-
culation using Tersoﬀ potential, Eq. (5.27). The stars show values obtained
using the Tersoﬀ potential shifted by a constant value and the dots show the
values obtained from DFT calculations.
is deﬁned as:
ǫtersoff =
Etersoff
NC
, (5.27)
where Etersoff is the total energy calculated using the Tersoﬀ potential. The
binding energies per carbon atom calculated within the framework of the
DFT and using the Tersoﬀ potential are shown in Fig. 5.9. For the sake
of comparison, the binding energies obtained using the Tersoﬀ potential are
shifted such that the binding energies of the largest nanotubes calculated in
both methods coincide. From Fig. 5.9, it is clear that for a nanotube of a
given chirality, the deviation between the energies calculated using the TersoﬀChapter 5. Liquid Surface Model 103
potential and that calculated using DFT methods reduces as the number of
atoms in the nanotube grows. This arises as a result of the eﬀect of edge.
The eﬀect of the edge can be characterised by the parameter ζ, Eq. (5.23).
If ζ ≃ 1, the edge has a major inﬂuence on the nanotube energetics because in
this case the size of the edge becomes comparable with the size of the inner
part of the nanotube. As the length of the nanotube increases, the edge
eﬀect becomes smaller and ζ decreases. To illustrate this point, consider the
nanotube with n = 5 and m = 2 (ﬁrst plot in Fig. 5.9). The radius of this
nanotube calculated according to Eq. (5.10) is 2.367 ˚ A. The length of this
nanotube varies from 5.0 ˚ A till 27 ˚ A and the corresponding value of ζ changes
from 2.973 to 0.551.
Another important feature observed in Fig. 5.9 is that as the radius of
the nanotube increases the results of the DFT and the Tersoﬀ potential cal-
culations approach each other. This feature can be explained as follows. In a
graphene sheet, the bonds between carbon atoms have purely sp2 hybridiza-
tion. As a nanotube is formed from a graphene sheet, the curvature of the
tube causes the bonds to deviate from being purely sp2 in nature.
DFT calculations take this fact into account but the Tersoﬀ potential is
not capable of describing this eﬀect correctly, since it is parameterised for
pure sp2 and sp3 hybridised systems. This suggests that the Tersoﬀ potential
gives more accurate results for nanotubes of higher radii than those of smaller
radii.
5.4 Liquid surface model: Capped nanotubes
The liquid surface model can also be applied to the study of capped nan-
otubes. In this case, the total energy of a nanotube reads as:
E = E
tube
s + E
tube
c + E
cap
s + E
cap
c + Ee, (5.28)Chapter 5. Liquid Surface Model 104
Figure 5.10: Diﬀerent parts of a capped carbon nanotube considered in the
liquid surface model. ∆X is the width of the edge region of the nanotube
which is marked by pink colour, Ne and Se are the number of atoms in
the edge region and the area of this region, respectively. Ni and Si are the
number of atoms in the inner region and its surface area. L and R are the
length and radius of the nanotube. Ncap and Scap are the number of atoms
in the cap and its surface area [16].
where Es,Ec and Ee are the energies of the surface, curvature, and the edge,
respectively. Superscripts “tube” and “cap” refer to the cylindrical and cap
parts of the nanotube, respectively. The total number of atoms in a capped
nanotube can be written as:
N = Ni + Ne + Ncap, (5.29)
where Ni,Ne and Ncap are the number of carbon atoms in the inner part of
the nanotube, at the edge and in the cap. The number of carbon atoms inChapter 5. Liquid Surface Model 105
the cap reads as:
Ncap =
Scap
ρcap
=
2πR2
ρcap
. (5.30)
Here Scap is the surface area of the cap and ρcap is the area per atom in the
cap. The surface energy term of a nanotube with a cap can thus be written
as:
E
tube
s = σρiNi = σρi(N − Ncap − Ne) = σρi(N −
2πR2
ρcap
− Ne). (5.31)
Since a capped nanotube has only one edge, the curvature energy term reads
as:
E
tube
c = σc
  L+∆X
0
1
R
dr = σc
1
R
Si + Se
2πR
=
ǫcρi
R2 N +
ǫc(ρe − ρi)
R2 Ne −
2πǫcρi
ρcap
. (5.32)
In deriving Eq. (5.32), we used the following two relations:
2πR(L + ∆X) = Si + Se (5.33)
ǫc =
σc
2π
(5.34)
The edge energy term in Eq. (5.28) is deﬁned as:
Ee = σ∆X(2πR) = σρeNe. (5.35)
Fig. 5.11 illustrates how to obtain the surface and curvature energies of the
cap in Eq. (5.28). Here, the cap is assumed to be a semisphere of radius R,
which is the radius of the nanotube.
E
cap
s =
 
Scap
σdS = σScap = 2πσR
2, (5.36)Chapter 5. Liquid Surface Model 106
Figure 5.11: Obtaining the surface and curvature energies of the cap of a
nanotube, which is assumed to be a semi-sphere of radius R. In order to get
the curvature of the cap, the integration is performed along the Z-axis from
z=0 to z=R.
E
cap
c =
  R
0
σ
cap
c
1
r
dz = σ
cap
c
  R
0
1
√
R2 − z2dz = ǫ
cap
c . (5.37)
where ǫcap
c = π
2σcap
c . Substituting Eqs. (5.31)–(5.32) and Eqs. (5.35)–(5.37)
into Eq. (5.28), one derives
E = (σρi +
ǫcρi
R2 )N + (σ(ρe − ρi) +
ǫc(ρe − ρi)
R2 )Ne
+
2πσ
ρcap
(ρcap − ρi)R + 2πǫ
cap
c −
2πǫcρi
ρcap
. (5.38)
The area per atom in the inner part of the nanotube can be related with the
area per atom in the cap as follows:
ρi = γρcap. (5.39)Chapter 5. Liquid Surface Model 107
Substituting Eq. (5.10), (5.13), (5.14) and Eq. (5.39) into Eq. (5.38) and
clubbing all constants, one obtains
E =
√
3(
3 a 2σ
4
+
π2ǫc
n2 + m2 + nm
)[N + (α − 1)(n + m)]
+
3 a 2σ
2π
(1 − γ)(n
2 + m
2 + nm) + 2π(ǫ
cap
c − ǫcγ). (5.40)
The last two terms in Eq. (5.40) account for the structure of the nanotube
cap, while the ﬁrst term corresponds to the energy of an open-end nanotube
with one edge. Thus the energy of a capped nanotube is determined by the
ﬁve parameters: Surface energy density σ, the speciﬁc curvature energies ǫc
and ǫcap
c , as well as parameters α and 1/γ deﬁning the ratio of the area per
edge atom and the area of an atom in the cap to the area per atom in the
inner region of a nanotube.
5.4.1 Parameters of the model
Parameters of the capped nanotubes are obtained exactly the same way as
that is obtained for open-end nanotubes in section 5.2.1. The only diﬀerence
between a capped nanotube and an open-end nanotube is the additional two
parameters which are used to obtain the energies of the cap. The addition
of a cap brings in some diﬃculty for the construction of a nanotube. Hence,
we have used the following procedure for the nanotube cap construction. A
nanotube of chirality (n,m) has n+m atoms at the edge which should form
bonds with the cap. The cap should be one-half of a fullerene with the radius
equal to the radius of the nanotube. The construction of the fullerene starts
either from a hexagon or a pentagon and is continued by adding hexagons
and pentagons sequentially row by row around the initial one. This procedure
has been well described, e.g., in Ref. [202]. For the C60 family of fullerenes
(e.g., C60,C240,C720), only certain radii are possible and therefore only some
chiralities can be capped with an ideal semifullerene. To construct a cap forChapter 5. Liquid Surface Model 108
Nanotube Potential σ (eV/˚ A) ǫc (eV) ǫcap
c (eV) α γ
Open-end Tersoﬀ -2.8669 0.5879 0.6925
Open-end Brenner -2.8563 0.3553 0.6902
Capped Brenner -2.8564 0.3550 0.6624 0.6900 0.9998
Table 5.2: Values for the parameters σ, ǫc, ǫcap
c , α and γ used in the liquid
surface model for open-end and capped nanotubes [16].
arbitrary chirality one needs to introduce one or several defects (for example,
to place a pentagonal ring instead of a hexagonal one) in the cap structure.
In the present thesis we demonstrate this on several examples.
To calculate parameters of the liquid surface model for capped nanotubes
we considered structures with chiralities (5,0); (6,0); (5,5); (9,0); (10,0); (6,6);
(12,3); (10,10); (15,15); (19,0); (11,11); (23,0); (16,16); (28,0), containing
N = 50 − 3000 atoms.
The calculated values of the parameters of liquid surface model are com-
piled in Table 5.2 for both open-end (σ,ǫc,α) and capped (σ,ǫc,ǫcap
c ,α,γ)
nanotubes. For the calculation of the open-end nanotubes we used both Ter-
soﬀ and Brenner potentials, while the capped nanotubes were studied with
the use of the Brenner potential only.
Parameters σ, ǫc and α should be the same for the open-end and capped
nanotubes. From Table 5.2, it follows that for both cases parameters σ, α
and ǫc are very close to each other in the case of calculations with Brenner
potential.
It is also worth noting that parameter γ is very close to unity, indicating
that the area per atom in the inner part of a nanotube is almost the same
as the area per atom in the cap as follows from Eq. (5.39).Chapter 5. Liquid Surface Model 109
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Figure 5.12: Comparison of the binding energy per atom calculated using
the Brenner potential and that obtained from the liquid surface model for
the capped nanotubes. The curves show the values predicted by the model
and dots correspond to the calculated values. The chirality of the nanotubes
is indicated in the inset to the plots [16].
5.4.2 Binding energy per atom
Figure. 5.12–5.14 show the dependence of the binding energy per atom on
the nanotube size calculated for the capped nanotubes with the use of the
Brenner potential. In Figure. 5.16, the relative deviation of the binding
energy per atom predicted by the liquid surface model from the corresponding
values calculated with the use of the Brenner potential is illustrated.
Figure. 5.12–5.14 show that the binding energy per atom for the cappedChapter 5. Liquid Surface Model 110
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Figure 5.13: Comparison of the binding energy per atom calculated using
the Brenner potential and that obtained from the liquid surface model for
the capped nanotubes. The curves show the values predicted by the model
and dots correspond to the calculated values. The chirality of the nanotubes
is indicated in the inset to the plots [16].
nanotubes decreases with the increase of the nanotube length demonstrating
the fact that longer nanotubes are energetically more favourable than the
shorter ones. The reason behind this is the edge eﬀect which is described
in detail in the case of open-end nanotubes (see Sec.5.2.2). The relative
deviation ηLS, Eq. (5.24), for the capped nanotubes, shown in Fig. 5.16 is
below 0.3%, corresponding to the absolute energy diﬀerence of less than 0.01
eV= 116 K. This energy diﬀerence is much below the energy of thermal
vibrations in the system because the typical nanotube growth temperatureChapter 5. Liquid Surface Model 111
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Figure 5.14: Comparison of the binding energy per atom calculated using
the Brenner potential and that obtained from the liquid surface model for
the capped nanotubes. The curves show the values predicted by the model
and dots correspond to the calculated values. The chirality of the nanotubes
is indicated in the inset to the plots [16].
is about 700 − 1200 K (see, e.g., Refs. [37,203,204]).
From Fig. 5.16, it can be noted that the relative deviation of energy
is larger for shorter nanotubes. This happens because we neglect the cap
deviation from a semisphere. Indeed, for shorter nanotubes the cap has a
stronger impact on the binding energy per atom and therefore accounting for
its deformation in this case becomes much more important.
Fig. 5.15 compares the binding energies per atom calculated for the
capped and open-end nanotubes of close sizes with chiralities (5,0) and (28,0).Chapter 5. Liquid Surface Model 112
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Figure 5.15: Binding energy per atom calculated for capped (stars) and open-
end (triangles) nanotubes of close sizes with chiralities (5,0) and (28,0). The
chirality of the nanotubes is indicated in the inset to the plots [16].
The comparison shows that the binding energy per atom for the open-end
nanotubes is higher than the binding energy per atom for the capped nan-
otubes because open-end nanotubes have more dangling bonds at the edge
and therefore energetically less favourable. The diﬀerences in energies of
open-end and capped nanotubes arise only for nanotubes of ﬁnite length
where the edge atoms play an important role, while for inﬁnitely long struc-
tures the binding energies per atom are identical. This behaviour is seen in
Fig. 5.15, where the diﬀerence between the binding energy per atom for the
open-end and capped nanotubes is higher for shorter nanotubes than for the
longer ones.
5.5 Comparison of Tersoﬀ and Brenner potentials
It is believed that Brenner potential accounts more accurately for the π-
bondings in the system, and therefore is better for the description of carbon
nanotubes [159,205,206]. To stress the diﬀerences between the Tersoﬀ and
Brenner potentials, in Fig. 5.17 we compare the binding energy per atomChapter 5. Liquid Surface Model 113
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Figure 5.16: Relative deviation of the liquid surface model predictions of the
binding energy per atom from that calculated using the Brenner potential,
Eq. (5.24), for the capped nanotubes. Each colour in the plot corresponds
to a certain nanotube of a given chirality [16].
with the use of both methods for capped nanotubes of several chiralities.
Fig. 5.17 shows that the binding energy per atom calculated with the use
of Tersoﬀ potential is lower than binding energy per atom calculated with
the use of Brenner potential. The energy diﬀerence is decreasing with the
radius of the nanotube and is approximately equal to 0.13 eV, 0.08 eV, 0.03
eV, and 0.02 eV for nanotubes with chiralities (5,0), (6,0), (5,5) and (9,0),
respectively, being less than 1 % of the absolute value of the binding energy
per atom in the nanotube.
The comparison in Fig. 5.17 demonstrates that the diﬀerence between
the energies calculated with the use of Brenner and Tersoﬀ potentials de-
creases with the nanotube radius leading to a conclusion that for nanotubes
of higher radii (i.e., with chirality (19,0) or (28,0)) it should be almost neg-
ligible and both potentials become equivalent. However on the basis of the
calculated diﬀerences of the binding energies it is impossible to judge whichChapter 5. Liquid Surface Model 114
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Figure 5.17: Comparison of the binding energy per atom calculated using
Brenner (squares) and Tersoﬀ (stars) potentials for capped nanotubes with
chirality (5,0); (5,5); (6,0); (9,0). The line shows the binding energy per atom
calculated using the liquid surface model [16].
potential describes nanotubes more accurately because the asymptotic of the
potentials depends on the form of the parametrisation. In order to make the
judgement on the quality of Brenner and Tersoﬀ potentials we have used the
calculated energies to determine the curvature constant and Young modu-
lus for single-wall carbon nanotubes and compared the obtained values with
available experimental data and results of earlier calculations.Chapter 5. Liquid Surface Model 115
5.6 Elastic properties from liquid surface model
To relate the calculated energies to elastic properties of nanotubes let us
consider a graphene sheet which can bend to form a nanotube of radius R.
Within the framework of a continuum elastic model the curvature energy of
the sheet can be written as follows [74,77,207–209]
Ec =
πELd3
12R
, (5.41)
where E is the Young modulus of the graphene sheet, d is its thickness, and
L is the length of the nanotube. The length of the nanotube can be expressed
via the total number of atoms N as follows:
L =
Si
2πR
=
ρi(N − Ne − Ncap)
2πR
, (5.42)
where Si is the surface area of the tubular part of the nanotube, Ne is the
number of atoms at the edge, and Ncap is the number of atoms in the cap
(see Fig. 5.10). Substituting Eq. (5.42) into Eq. (5.41) one obtains
Ec =
Ed3ρi
24R2 N −
Ed3ρi
24R2 Ne −
πEd3ρi
12ρcap
. (5.43)
The ﬁrst term in Eq. (5.43) corresponds to the curvature energy of the
tubular part of the nanotube which is equal to the second term in the large
parentheses in Eq. (5.15). Thus,
C
R2 =
Ed3ρi
24R2 =
√
3π2ǫc
n2 + m2 + nm
(5.44)
Here C is the curvature constant,Chapter 5. Liquid Surface Model 116
C =
3
√
3 a 2
4
ǫc = ρiǫc. (5.45)
Substituting the curvature constant, Eq. (5.45), into Eq. (5.44) one obtains,
E =
24ǫc
d3 . (5.46)
The curvature constant C has been a subject of many investigations
[77, 207, 209–216]. With  a  = 1.41˚ A and Eq. (5.45) one obtains Cters =
1.5183 eV˚ A2 for the Tersoﬀ potential calculations and Cbren = 0.9168 eV˚ A2
for the Brenner potential calculations. Cters is very close to the value 1.57 eV˚ A2
extracted from the measured phonon spectrum of graphite [215] and is in
agreement with 1.44 eV˚ A2, 1.34 eV˚ A2, and 1.53 eV˚ A2, which were calcu-
lated in Refs. [210,212,216] These values were calculated with the use of
empirical potentials and using the tight-binding model. Ab initio density
functional theory calculations lead to a somewhat higher value of the cur-
vature constant. Thus the values 2.0 eV˚ A2, 2.9 eV˚ A2, and 2.14 eV˚ A2 were
reported in Refs. [209,211,213].
The curvature constants reported earlier are in better agreement with the
result obtained for the open-end nanotubes using the Tersoﬀ potential than
with the value Cbren calculated using Brenner potential. This fact shows
that the Tersoﬀ potential describes elastic properties of the nanotubes more
accurately.
Young modulus is another important characteristic of the nanotubes. Re-
searchers have reported widely varying Young’s modulus values for carbon
nanotubes in the range 0.32-5.5 TPa [85,89,207,210,211,215,217–219]. The
large scatter of these values is apparently due to diﬀerent measurement tech-
niques, simulation methods, and dimensions (diameter, thickness and con-
ﬁguration). As seen from Eq. (5.46) the Young modulus depends on theChapter 5. Liquid Surface Model 117
eﬀective thickness of the graphene layer d. In Ref. [218] and Ref. [210] it has
been suggested that the thickness of a graphene sheet is equal to 0.66 ˚ A and
0.74 ˚ A, respectively, being radius of a single carbon atom. In Refs. [77,219],
the thickness 3.4 ˚ A was used, which is equal to the interplane distance in
graphite. For our estimates we use d = 1.5˚ A which is approximately equal to
the inter carbon distance in graphene. This value corresponds to the thick-
ness of a fullerene shell [220] as reported by R¨ udel et al. [221]. Thus we
obtain Eters = 0.670 TPa and Ebren = 0.404 TPa. Both values are within the
ranges reported earlier indicating that the Tersoﬀ and the Brenner potentials
adequately describe the elastic properties of the nanotubes.
Despite the diﬀerences in results obtained using the Brenner and the Ter-
soﬀ potentials, the liquid surface model is a universal tool. Diﬀerences be-
tween the potentials can always be accounted for by the parameters without
changing the general framework of the model. Thus, it is feasible to derive
the liquid surface model parameters from the comparison of its predictions
with the results of ab initio calculations being based on LDA approximation
or the Hartree-Fock theory.
5.7 Eﬀect of catalytic nanoparticle on the binding
energy
It is experimentally known that when capped nanotubes grow from a catalytic
nanoparticle [37,222,223], they have no open edges. The noncapped edge of a
nanotube is embedded in the catalytic particle, which changes the interaction
energy of the atoms in the vicinity of the contact.
In order to understand how the interaction of a nanotube with the cat-
alytic nanoparticle inﬂuence the stability of a nanotube we use the model
developed in Ref. [190] for calculating the interaction of a deposited cluster
with a substrate. The catalytic nanoparticle is typically composed of Ni, CoChapter 5. Liquid Surface Model 118
Figure 5.18: Single-wall carbon nanotube on top of a catalytic nickel nanopar-
ticle, z0 is the distance between the nanotube and the catalytic nanoparticle,
L is the length of the nanotube, R is the nanotube radius, and Rpart is the
radius of the nanoparticle [16].
or Fe atoms and the carbon atoms from feedstock molecules diﬀuse inside
from the catalytic region towards the growth region [37,224,225]. Thus in
the following discussion we consider the catalytic nanoparticle being com-
posed of a mixture of nickel and carbon atoms, as schematically illustrated
in Fig.5.18. The atoms of the catalytic nanoparticle interact with the carbon
atoms of the nanotube via the Morse potential,
Uk(r) = εk({1 − exp[−ρk(r − r0k)]}
2 − 1). (5.47)Chapter 5. Liquid Surface Model 119
Here r is the distance between an atom of the nanotube and an atom of the
catalytic particle, εk, ρk, and r0k are parameters of the potential. Index k
denotes either carbon-carbon (C) or carbon-nickel (Ni) interaction.
The Morse potential parameters ρ and r0 are 2.625 ˚ A
−1
and 1.39 ˚ A for
the C-C interaction [93], while for the C-Ni interaction these parameters
are 1.9213 ˚ A−1 and 1.7518 ˚ A, respectively [226]. The parameter ε is varied
in diﬀerent papers by more than an order of magnitude. For example in
Ref. [226], it is 2.4781 eV for the C-Ni interaction, while in Ref. [227], it is
0.1 eV. The parameter ǫ for the C-C interaction is usually taken as 3.7-3.8
eV [93,228].
With the use of formalism developed in Ref. [190] the interaction energy
of a nanotube with the catalytic nanoparticle can be estimated as
Eint =
2πRnC
S0
 
Vn
  L+z0
z0
UC(|r − r1|)dV1dz
+
2πRnNi
S0
 
Vn
  L+z0
z0
UNi(|r − r1|)dV1dz (5.48)
where nC = NC/Vn and nNi = NNi/Vn are the concentrations of carbon and
nickel in the catalytic nanoparticle, Vn is the volume of the nanoparticle, S0 is
the cross-section area of a single carbon atom, and z0 is the distance between
the catalytic particle and the nanotube (see Fig. 5.18). r = ix + jy + kz
is the vector describing an atom in the nanotube (i,j and k are the unit
basis vectors), while r1 is the vector which describes an atom in the catalytic
nanoparticle(see Fig. 5.18). Equation (5.48) can be written as follows:
Eint = −εC.NC.αC(z0,Rpart,R) − εNi.NNi.αNi(z0,Rpart,R) (5.49)Chapter 5. Liquid Surface Model 120
where αC, αNi are dimensionless functions deﬁning interactions determined
by the size and topology of the catalytic nanoparticle deﬁned by the integrals
in Eq. (5.48) as follows:
αk =
2πR
VnS0
 
Vn
  L+z0
z0
[(1 − e
−ρk(|r−r1|−r0k))
2 − 1]dV1dz. (5.50)
Let us consider the binding energy per atom for a nanotube of chirality
(28,0) accounting for the interaction with catalytic nanoparticle. According
to Eq. (5.10) the radius of this nanotube is equal to R28×0 = 10.88˚ A. We
assume the catalytic nanoparticle to be a sphere of radius Rpart = 2R28×0 (see
Fig. 5.18), thus the total number of atoms in the catalytic nanoparticle can
be estimated as Ntotal ≈ Vn/VNi, where VNi = 4/3πR3
Ni is the eﬀective volume
of a single nickel atom. With RNi ≈ 1.245˚ A one obtains Ntotal ≈ 5340.
Let us assume the fraction of carbon atoms in the catalytic nanoparticle
to be 0.1, resulting in NC = 534 and NNi = 4806. The distance between
the nanotube and the nanoparticle, z0 ≈ 0.9˚ A, being the distance at which
the interaction energy of a single carbon atom with an inﬁnite crystal of
nickel atoms has a minimum. Substituting the numbers into Eq. (5.50) and
calculating S0 from Eq. (5.13) one obtains αC = 0.0033 and αNi = 0.0122.
Substituting αC,αNi,NC and NNi into Eq. (5.49) [S0 = ρi] one obtains the
correction to the total energy of a nanotube as a function of potential well
depth for C-C and C-Ni interactions εC and εNi. Since the parameters εC
and εNi vary in diﬀerent papers signiﬁcantly we assume εC = εNi = ε. We
have varied ε in order to illustrate the inﬂuence of the catalytic nanoparticle
on the nanotube stability.
In Fig. 5.19, we show the binding energy per atom calculated using
the Brenner potential for the capped nanotube of chirality (28,0). Diﬀerent
lines show the binding energy per atom calculated using the liquid surface
model with accounting for the interaction with the catalytic nanoparticle andChapter 5. Liquid Surface Model 121
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Figure 5.19: Binding energy per atom calculated using the Brenner potential
(dots) for a capped nanotube of chirality (28,0). Diﬀerent lines show the
binding energy per atom calculated using the liquid surface model with ac-
counting for the interaction with the catalytic nanoparticle and correspond
to the diﬀerent values of the parameter ε which describes the interatomic
interaction. The corresponding values of ε are indicated in the inset [16].
correspond to the diﬀerent values of parameter ε. the corresponding values
of ε are given in the inset. From Fig. 5.19 it is clear that the catalytic
nanoparticle changes the energetics of the nanotube dramatically. If the
interaction of a nanotube with the catalytic nanoparticle is weak (i.e., the
well depth of the interatomic potential is . 1 eV) than longer nanotubes are
energetically more favourable, because the binding energy per atom decreases
and the following condition is fulﬁlled:
EN+1 − EN − E1 < 0. (5.51)Chapter 5. Liquid Surface Model 122
Here EN+1 and EN are the energies of nanotubes with N + 1 and N atoms,
respectively, while E1 = 0 is the energy of a single atom. If the condition
Eq. (5.51) holds then attachment of additional atoms to the nanotube is
energetically favourable resulting in its growth. Figure shows that if the
catalytic nanoparticle-nanotube interaction is strong (see curves calculated
with ε = 1.2 eV and ε = 1.5 eV in Fig. 5.19) than the trend of the binding
energy per atoms changes and it becomes energetically more favourable for
the nanotube to collapse.
5.8 Summary
In this chapter, we have developed a simple, classical model which is capable
of predicting the binding energies of single-walled carbon nanotubes, once
the chirality and the total number of atoms are known. Even with empirical
potentials, like Tersoﬀ potential, there are limitations on the size of nanotubes
whose energy can be calculated. Hence, the developed liquid surface model
serves as a potential candidate for the binding energy calculation of very large
nanotubes. The major achievements of this chapter are presented below.
• Liquid surface model is used for the study of the binding energy of
carbon nanotubes and it was shown that this model can predict the
binding energy per atom for nanotubes with a reasonable accuracy
compared to that calculated with Brenner and Tersoﬀ potentials. The
relative error is found to be below 0.3%, corresponding to the absolute
energy diﬀerence being less than 0.01 eV.
• Our studies show that the presence of a catalytic nanoparticle can
change the binding energy per atom dramatically and it is demon-
strated that if the interaction of a nanotube with the catalytic nanopar-
ticle is weak (i.e., . 1 eV) then attachment of an additional atom to
a nanotube is an energetically favourable process. Further, it is shownChapter 5. Liquid Surface Model 123
that if this interaction is strong (i.e., & 1 eV), it becomes energetically
more favourable for the nanotube to collapse.
• With the use of the paremeters of liquid surface model, the Young
modulus and the curvature constant for single-walled carbon nanotubes
are calculated. The obtained values are in agreement with the values
reported earlier, which aﬃrms the validity of our model for the study
of the energetics of carbon nanotubes.Chapter 5. Liquid Surface Model 1246
Conclusions and Prospects
6.1 Present conclusions
The thesis has achieved its main objective, namely, developing a simple and
computationally inexpensive model which could explain the energetics of car-
bon nanotubes irrespective of their sizes and chiralities. After giving a de-
tailed description of various methods used for the theoretical study of carbon
nanotubes, the limitations of such methods are elaborated. The importance
of developing alternate methods which takes into account all necessary fea-
tures of the system but at the same time remains simple and computationally
inexpensive are emphasised and a model named liquid surface model is devel-
oped. The model serves as an eﬃcient tool to calculate the binding energies
of very large nanotubes provided their chirality and total number of atoms
are known.
The liquid surface model was suggested for open-end and capped nan-
otubes. It was shown that the energy of capped nanotubes is determined by
ﬁve physical parameters, while for the open-end nanotubes three parameters
are suﬃcient. The parameters of the liquid surface model were determined
from the calculations performed with the use of empirical Tersoﬀ and Bren-
ner potentials and the accuracy of the model was analysed. It was shown
that the liquid surface model can predict the binding energy per atom for
capped nanotubes with relative error below 0.3% compared to Brenner po-
tential calculations, corresponding to the absolute energy diﬀerence being
less than 0.01 eV.
125Chapter 6. Conclusions and Prospects 126
The inﬂuence of the catalytic nanoparticle, atop which a nanotube grows,
on the nanotube energetics was also discussed. It was demonstrated that the
catalytic nanoparticle changes the binding energy per atom dramatically. In
particular, it was shown that if the interaction of a nanotube with the cat-
alytic nanoparticle is weak (i.e., . 1 eV) then attachment of an additional
atom to a nanotube is an energetically favourable process, while if the cat-
alytic nanoparticle nanotube interaction is strong (i.e., & 1 eV), it becomes
energetically more favourable for the nanotube to collapse. The suggested
model gives an important insight in the energetics and stability of nanotubes
of diﬀerent chiralities and is an important step towards the understanding of
the growth mechanism of nanotubes.
We have also analysed elastic properties of nanotubes and have performed
a comparison with available experimental measurements and earlier theoret-
ical predictions. Namely, we have calculated the Young modulus and the
curvature constant for single-walled carbon nanotubes from the paremeters
of the liquid surface model and demonstrated that the obtained values are
in agreement with the values reported earlier. The calculated Young mod-
ulus and the curvature constant were used to conclude about the accuracy
of the Tersoﬀ and Brenner potentials. The elastic properties were derived
from the parameters of the liquid surface model obtained from the Tersoﬀ
and Brenner potential calculations and therefore correspond to the values
calculated within the framework of the Tersoﬀ and the Brenner potentials,
respectively. It was shown that the obtained values of the Young modulus
and the curvature constant are within the ranges of values reported earlier
for both potentials indicating that the Tersoﬀ and the Brenner potentials
adequately describe the elastic properties of nanotubes.Chapter 6. Conclusions and Prospects 127
6.2 Future prospects
Although, in this thesis liquid surface model is developed for the simplest
case of nondeformed single-wall nanotubes, it can be applied to a variety of
systems especially to deformed nanotubes and multiwalled nanotubes. De-
formed nanotubes, such as toroidal or helical, are getting wider attention
nowadays because of the observation that one can change the electrical prop-
erties of nanotubes by deforming them. Study of the energetics and mechan-
ical properties of such systems using liquid surface model requires inclusion
of additional energy terms which take into account the extra energies of these
structures. For example, the study of multiwalled nanotubes using liquid sur-
face model needs the addition of an extra volume energy term corresponding
to the interaction between diﬀerent walls of the multiwalled nanotube.
Another important property which can be studied using liquid surface
model is the energetics of interacting nanotubes, such as, for example, nan-
otubes in a crystalline array. When nanotubes are grown using diﬀerent
experimental techniques, they are normally grown in bundles or forests. In-
dividual nanotubes are separated from this bundle of nanotubes using diﬀer-
ent puriﬁcation methods. It is obvious that the interaction of nanotubes in
an array plays a major role in the growth of the total system. This can be
investigated using liquid surface model.
Using liquid surface model, we have studied the elastic properties (curva-
ture constant and Young modulus) of single-walled nanotubes in this thesis.
This study can be extended to many more systems like multiwalled nan-
otubes, nanoropes and nanotube bundles which are already recognised as
potential candidates for high strength materials. A better understanding of
the elastic properties of such systems would help to produce more lighter and
stronger materials, a feature which the industry is always looking for.Chapter 6. Conclusions and Prospects 128
Growth mechanism of carbon nanotubes is still a widely discussed issue
in the research circle and there are many contradictory claims. In fact, one
of the major issues the nanotube experimentalists are facing currently is the
production of nanotubes with desired chirality. Although a lot of progress is
achieved in this direction, this issue remains unsolved. Liquid surface model
could provide some insights on this topic by analysing the behaviour of the
binding energy of nanotubes of diﬀerent chiralities. Our studies showed that
the interaction of the nanoparticles on top of which the nanotubes grow has
a great inﬂuence on the energetics and hence on the growth mechanism of
the nanotubes. The study can be extended by using better potentials for this
interaction. Further, in order to get a proper understanding of the growth
mechanism of carbon nanotubes, one needs to consider the interaction of the
nanotube and the catalytic particle with the substrate, which is left open for
future considerations and analysis.Chapter 6. Conclusions and Prospects 129
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