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Abstract
We show that correspondence analysis (CA) is equivalent to defining a Gini in-
dex with appropriately scaled one-hot encoding. Using this relation, we introduce
a nonlinear kernel extension to CA. This extended CA gives a known analysis for
natural language via specialized kernels that use an appropriate contingency table.
We propose a semi-supervised CA, which is a special case of the kernel extension
to CA. Because CA requires excessive memory if applied to numerous categories,
CA has not been used for natural language processing. We address this problem
by introducing delayed evaluation to randomized singular value decomposition.
The memory-efficient CA is then applied to a word-vector representation task. We
propose a tail-cut kernel, which is an extension to the skip-gram within the kernel
extension to CA. Our tail-cut kernel outperforms existing word-vector representa-
tion methods.
1 Introduction
Principal component analysis (PCA) is a form of unsupervised feature extractor. When
applied to chi-squared distances of categorical data, PCA becomes correspondence
analysis (CA). CA can extract numeric vector features from categorical data with-
out supervised labeling. The simplest numerical representation for categorical data
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is a histogram-based representation such as tf-idf or a “bag-of-words”. Many appli-
cations use such simple representations. However, histogram-based representations
cannot make use of information about correlations within the data. CA enables the
representation of both histograms and correlations in data.
The most popular problem involving categorical data is natural language processing
(NLP). However, CA has not been applied to NLP because most NLP problems involve
a large number of categories. For example, the entire Wikipedia text comprises more
than 10,000 different words. Because CA requires excessive memory if applied to
numerous categories, CA has not been used for NLP problems involving more than
10,000 categories.
CA is implemented by singular value decomposition (SVD) of a contingency table.
In many categorical problems, the contingency table is sparsely populated. Random-
ized SVD [6] is an appropriate SVD method for sparse matrices. However, CA requires
dense matrix computation even for a sparse contingency table, which makes very large
demands on memory resources. This research aims to address this problem. We pro-
pose using a randomized SVD with delayed evaluation to avoid expanding the sparse
matrix into a dense matrix. We refer to this process as the delayed sparse randomized
SVD (DSSVD) algorithm. We show that CA with DSSVD can be applied to NLP
problems.
Neural-network-based approaches are the most popular feature extractors used in
NLP. Of these, word2vec [10] is well known. Usually, such an approach will involve
many parameters, which do not have explicit meanings in most cases. These parameters
have to be tuned by grid searching or manual parameter tuning, which is difficult in
the absence of explicit meanings for the parameters. This parameter problem with
neural-network-based approaches also gives rise to domain problems. For example,
if word2vec is tuned for application to restaurant reviews, the tuning may not be
appropriate for movie reviews.
In most cases, the weight values used in neural networks are initialized as random
values, which means that the computed results will always be different. For example,
word-vector representations using word2vec will always be different, even when the
same parameter values are used, because of random initial values. This adds to the
difficulty of parameter tuning.
Since CA is PCA of a contingency table, always the same result is computed. From
this viewpoint, the CA approach is better than neural-network-based approaches. Al-
though the latter have these issues, they can be used to approximate any nonlinear
function, which means that they can be used for a wide variety of problems. However,
because CA is a form of linear analysis, it is not directly applicable to nonlinear prob-
lems. To address this issue, this research introduces a nonlinear kernel extension to
CA. We can then show that this nonlinear CA approach is better in accuracy compared
with recent neural-network-based approaches. In particular, we focus on comparison
with respect to word-vector representation tasks. To distinguish linear and nonlinear
CA, we refer to the linear CA as LCA.
2
2 CA
CA is a statistical visualization method for picturing the associations between the levels
of a two-way contingency table. As an illustration, consider the contingency table
shown in Table 1. This is well known as “Fisher’s data” [4] and represents the eye and
hair color of people in Caithness, Scotland. The CA of these data yields the graphical
display presented in Figure 1, which shows the correspondence between eye and hair
color.
Table 1 shows the joint population distribution of the categorical variable for eye
color:
xeye ∈ { blue light medium dark}.
and the categorical variable for hair color:
xhair ∈ { fair red medium dark black}
The visualization is based on “one-hot encodings” and the “indicator matrices” of cat-
egorical variables. For example, a one-hot encoding eeye and indicator matrix Heye of
the categorical variable xeye can be defined as:
eeye(blue) = (1, 0, 0, 0)t
eeye(light) = (0, 1, 0, 0)t
eeye(medium) = (0, 0, 1, 0)t
eeye(dark) = (0, 0, 0, 1)t (1)
Heye =

eeye(eye color of 1st person))t
...
0, 0, 1, 0
...
eeye(eye color of n-th person))t
 . (2)
In the following, xr and xc denote categorical variables representing the row and
column of a contingency table, respectively. er(xr(a)) and ec(xc(a)) denote one-hot
encodings of xr and xc for the a-th instance.
Table 1: Fisher’s data.
xhair
xeye
fair red medium dark black
blue 326 38 241 110 3
light 688 116 584 188 4
medium 343 84 909 412 26
dark 98 48 403 681 85
3
Figure 1: Visualizing Fisher’s data.
3 Covariance Based on Gini Index
Consider the following relation [16] about the variance of continuous data.
Lemma 1. The variance of continuous data can be expressed as the sum of the differ-
ences of individual instances:
Var(x) =
1
n
n∑
a=1
(x(a)− x¯)2 (3)
=
1
2n2
n∑
a=1
n∑
b=1
(x(a)− x(b))2 (4)
where {x(1), x(2), ..., x(n)} are continuous sample data. x¯ =
∑n
b=1 x(b)
n is the average
value of the sample data. Var(x) is the variance of the continuous data.
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Proof. Let us expand (3) and (4).
1
n
n∑
a=1
(x(a)− x¯)2
=
1
n
(
n∑
a=1
x(a)2 + x¯2 − 2x(a)x¯
)
=
1
n
(
(
n∑
a=1
x(a)2) + nx¯2 − 2nx¯x¯
)
=
1
n
(
(
n∑
a=1
x(a)2)− nx¯2
)
(5)
1
2n2
n∑
a=1
n∑
b=1
(x(a)− x(b))2
=
1
2n2
n∑
a=1
n∑
b=1
(
(x(a)2 + x(b)2 − 2x(a)x(b)))
=
1
2n2
(
2n
n∑
a=1
x(a)2 − 2
n∑
a=1
x(a)(
n∑
b=1
x(b))
)
=
1
2n2
(
2n
n∑
a=1
x(a)2 − 2
n∑
a=1
x(a)nx¯
)
=
1
2n2
(
2n
n∑
a=1
x(a)2 − 2nx¯nx¯
)
=
1
2n2
(
2n
n∑
a=1
x(a)2 − 2n2x¯2
)
=
1
n
(
n∑
a=1
x(a)2 − nx¯2
)
(6)
We see the expanded the equations (5) and (6) are same.
Using the same formulation about the sum of the differences between individual
instances for categorical data gives a Gini index [5]:
Gini(x) =
1
2n2
n∑
a=1
n∑
b=1
|x(a)− x(b)| (7)
where
|x(a)− x(b)| =
{
1 x(a) 6= x(b)
0 x(a) = x(b).
(8)
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Table 2: Contingency table with high correlation [12, 11].
xc
xc1 x
c
2 x
c
3
xr
xr1 100 0 0
xr2 0 100 0
xr3 0 1 100
Here, x is a categorical variable that takes one of the values in {x1, x2, ..., xm}. Rewrit-
ing this formulation with one-hot encoding gives:
e(x1) = (1, 0, 0, 0, ...)
t
e(x2) = (0, 1, 0, 0, ...)
t.
...
e(xm) = (0, 0, 0, ..., 1)
t (9)
This is more similar to the continuous case:
Gini(x) =
1
2n2
n∑
a=1
n∑
b=1
|e(x(a))− e(x(b))|2
2
. (10)
Using this one-hot encoding, we can also define the covariance of categorical data.
Consider the categorical variables xr ∈ {xr1, xr2, ..., xrmr} and xc ∈ {xc1, xc2, ..., xcmc}.
If the given sample categorical data is
{(xr, xc)} ={(xr(1), xc(1)), (xr(2), xc(2)), ...,
(xr(a), xc(a)), ..., (xr(n), xc(n))}, (11)
we can define the covariance of xr and xc:
Covwrong(xr, xc) =
1
4n2
n∑
a=1
n∑
b=1
|e(xr(a))− e(xr(b))|
·|e(xc(a))− e(xc(b))|. (12)
Okada [12, 11] showed that this definition is invalid by considering the contingency
table shown in Table 2. In this contingency table, xr and xc are highly correlated and
the instance (xr, xc) = (xr3, x
c
2) reduces the correlation between x
r and xc. However,
the instance (xr, xc) = (xr3, x
c
2) increases the covariance in the formulation (12). To
avoid such an invalid increase, Okada defined the covariance using rotated one-hot
encoding [11].
Definition 1. The covariance of categorical variables xr and xc is the maximized value
6
:Cov(xr, xc)
= maximize
R
1
2n2
n∑
a=1
n∑
b=1
1
2
(er(xr(a))− er(xr(a)))t
R(ec(xc(a))− ec(xc(b))
subject to RtR = E (13)
whereR is a rotation matrix that maximizes the covariance. The vectors er(xr) and
ec(xc) are one-hot encodings of xr and xc.
In terms of this definition, the instance (xr, xc) = (xr3, x
c
2) reduces the covariance.
In this respect, this definition is better than (12). Expanding the maximization problem,
(13) gives a simplified form.
Lemma 2. The maximization problem (13) is equivalent to
Cov(xr, xc) =maximize
R
1
2
tr(RtΞ)
subject to RtR = E, (14)
where
Ξ = N/n− rct/n2, (15)
r = N1, (16)
c = Nt1. (17)
N is an mr ×mc contingency table, with entries nij giving the frequency with which
row categorical variable xr = xri occurs together with column categorical variable
xc = xcj . r denotes the vector of row marginals and c is the vector of column marginals.
1 = (1, 1, 1...)t.
7
Proof. Consider the expansion of (13):
1
2n2
n∑
a=1
n∑
b=1
1
2
(er(xr(a))− er(xr(b)))t
R(ec(xc(a))− ec(xc(b)))
=
1
4n2
tr(Rt
n∑
a=1
n∑
b=1
(er(xr(a))− er(xr(b)))
(ec(xc(a))− ec(xc(b)))t)
= tr(Rt(
1
2n
n∑
a=1
er(xr(a))ec(xc(a))t
− 1
2n2
n∑
a=1
er(xr(a))
n∑
b=1
ec(xc(b))t))
=
1
2
tr(Rt(
HrtHc
n
− rc
t
n2
))
=
1
2
tr(Rt(
N
n
− rc
t
n2
)) =
1
2
tr(RtΞ), (18)
where
Hr = [er(xr(a1)), e
r(xr(a2)), ..., e
r(xr(an))]
t
Hc = [ec(xc(a1)), e
c(xc(a2)), ..., e
c(xc(an))]
t. (19)
Hr is the n×mr indicator matrix of xr. Hc is the n×mc indicator matrix of xc. The
contingency table N can be constructed using the matrix product of the two indicator
matrices:
N = HrtHc. (20)
Substituting (18) into (13) gives (14).
We can solve the maximization problem (14) using SVD.
Theorem 1. R = UV t is a local optimum of the maximization problem (14). Here,
USV t = Ξ (21)
is an SVD of Ξ.
Proof. Local optima of the maximization problem are given by differentiating the La-
grangian:
L = tr(RtΞ)− tr(Λt(RtR−E)), (22)
where Λ is a Lagrange multiplier. The differentiation of this Lagrangian with re-
spect to R gives the stationary condition:
RtΞ = (Λ + Λt). (23)
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This result shows that RtΞ must be a symmetric matrix.
Consider the SVD:
USV t = Ξ (24)
for the case R = UV t. Here, RtΞ is the symmetric matrix:
RtΞ = V U tUSV t = V SV t
and R is the rotation matrix:
RtR = V U tUV t = E.
R = UV t satisfies the stationary condition (23) and the constraint of Lemma 2. We
can therefore conclude that R = UV t is a local optimum of the probleam of Lemma
2.
Theorem 2. When all singular values of Ξ are positive, R = UV t is the global opti-
mum for the maximization problem (14).
Proof. Substituting USV t = Ξ into (14) gives:
tr(RtΞ) = tr(RtUSV t) = tr(V tRtUS).
Note that V tRtU = Q = [qij ] is also a rotation matrix. Consider
tr(QS) = tr(QD(s)) =
∑
i
qiisi,
where s = (s1, s2, ...) is the vector of the singular values of Ξ. Because Q is a rotation
matrix, ∀i|qii| ≤ 1. Then, ∑
i
qiisi ≤
∑
i
si. (25)
The case Q = E gives the upper limit:∑
i
qiisi =
∑
i
1si =
∑
i
si.
In our experiments, we did not find a case for which Ξ had a large negative singu-
lar value. In the following, we assume that R = UV t is the global optimum of the
maximization problem (14).
If negative singular values appear, we can use the following theorem.
Theorem 3. Consider the following optimization problem for a given matrix Ξ:
maximize
R
tr(RtΞ)
subject to RtR = E.
9
The global optimum of this optimization problem is:
R = UD(sgn(s))V t.
Here,
UD(s)V t = Ξ
is an SVD of the matrix Ξ, where s = (s1, s2, ...) is the vector of the singular values
for the matrix Ξ.
Proof. Consider the case for which some of the singular values are negative. In such a
case, the upper limit (25) becomes:∑
i
qiisi ≤
∑
i
sgn(si)si =
∑
i
|si|. (26)
The case Q = D(sgn(s)) gives the upper limit:∑
i
qiisi =
∑
i
sgn(si)si =
∑
i
|si|.
4 LCA
First, we introduce generalized singular value decomposition (GSVD).
Definition 2. Generalized singular value decomposition (GSVD) of a given matrix Ξ
with diagonal weight matrices D(r) and D(c) is the decomposition:
U˘ SˆV˘ t = Ξ (27)
where
U˘ = D(r)1/2Uˆ , (28)
V˘ = D(c)1/2Vˆ . (29)
D(v) denotes the diagonal matrix for which diagonal entries are the components of
vector v. The vectors r and c are given weight vectors. Uˆ and Vˆ are given by ordinary
SVD:
Uˆ SˆVˆ t = Ξˆ (30)
where
Ξˆ = D(r)−1/2ΞD(c)−1/2. (31)
Note that this decomposition maintains the perpendicularity of the base vectors in
the decomposed space with the weight matrices:
U˘ tD(r)−1U˘ = V˘ tD(c)−1V˘ = E. (32)
Using GSVD, we can define the well-known analysis for categorical data 1.
1http://forrest.psych.unc.edu/research/vista-frames/pdf/chap11.pdf
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Definition 3. The liner correspondence analysis (LCA) of a given contingency table
N is GSVD:
U˘ SˆV˘ t = Ξ (33)
with weight matrices D(r) and D(c). Here,
Ξ = N/n− rct/n2, (34)
r = Ξ1, (35)
c = Ξt1. (36)
Lemma 3. LCA is equivalent to the maximization problem:
maximize
Rˆ
1
2
tr(RˆtΞˆ)
subject to RˆtRˆ = E, (37)
and has the solution:
Rˆ = Uˆ Vˆ t. (38)
Here, Uˆ and Vˆ are given by ordinary SVD:
Uˆ SˆVˆ t = Ξˆ (39)
where
Ξˆ = D(r)−1/2ΞD(c)−1/2. (40)
Proof. LCA is the GSVD of Ξ. The GSVD is the SVD of Ξˆ. Applying Theorem 1 to
the SVD of Ξˆ gives the required result.
(21) and (30) enable the SVD Uˆ SˆVˆ t = Ξˆ to be rewritten as the following maxi-
mization problem based on one-hot encoding.
Theorem 4. LCA is equivalent to the maximization problem:
maximize
R˘
1
4n2
∑
a,b
(eˆr(xr(a))− eˆr(xr(b)))t
R˘(eˆc(xc(a))− eˆc(xc(b)))
subject to R˘t[eˆr(xr1), eˆ
r(xr2), ...]
tR˘[eˆc(xc1), eˆ
c(xc2), ...]
= E (41)
where
eˆr(xr) = D(r)−1er(xr), (42)
eˆc(xc) = D(c)−1ec(xc) (43)
are scaled one-hot encodings.
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Proof. Substitute the following relations into the maximization problem (37):
tr(RˆtΞˆ) = tr(R˘tD(r)−1ΞD(c)−1) (44)
R˘tD(r)−1R˘D(c)−1 = D(c)1/2RˆtRˆD(c)−1/2 = E
⇔ RˆtRˆ = E (45)
where
R˘ = D(r)1/2RˆD(c)1/2. (46)
Substituting these relations in (37) gives:
maximize
R˘
1
2
tr(R˘tD(r)−1ΞD(c)−1)
subject to R˘tD(r)−1R˘D(c)−1 = E. (47)
Note that:
[eˆr(xr1), eˆ
r(xr2), ..., eˆ
r(xrnr )]
= D(r)−1[er(xr1), e
r(xr2), ..., e
r(xrnr )]
= D(r)−1E = D(r)−1
[eˆc(xc1), eˆ
c(xc2), ..., eˆ
c(xcnc)]
= D(c)−1[ec(xc1), e
c(xc2), ..., e
c(xcnc)]
= D(c)−1E = D(c)−1. (48)
Substituting this relation into problem (47) yields the optimization problem (41).
This maximization problem defines the rotated Gini index using scaled one-hot
encoding. We can therefore say that LCA is equivalent to defining a Gini index using
scaled and rotated one-hot encoding.
5 Nonlinear extension
We now consider extending the optimization problem (41) using one-hot encoding on
a nonlinear mapped space.
Definition 4. A nonlinear extension to CA can be expressed as:
maximize
R
1
4n2
∑
a,b
(Φr(eˆr(xr(a)))	r Φr(eˆr(xr(b))))t
·R(Φc(eˆc(xc(a)))	c Φc(eˆc(xc(b))))
subject to Rt[Φr(eˆr(xr1)),Φ
r(eˆr(xr2)), ...]
t
R[Φc(eˆc(xc1)),Φ
c(eˆc(xc2)), ...] = E (49)
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where Φr,Φc are nonlinear mappings. 	r,	c are subtraction operators on the non-
linear mapped spaces. The summation operator performs cumulative addition on the
nonlinear mapped spaces: ∑
xi = x1 ⊕ x2 ⊕ ...
where ⊕ is an addition operator on the nonlinear mapped spaces. We refer to this
formulation (49) as kernel correspondence analysis (KCA).
To be able to use the kernel trick, we assume the following rules about subtract and
add operations.
Assumption 1.
X(Y1 	c Y2)t = XY t1 	XY t2 (50)
(X1 	r X1)Y t = X1Y t 	X2Y t (51)
X 	 (Y 	 Z) = (X ⊕ Z)	 Y (52)
(X 	 Y )⊕ Z = (X ⊕ Z)	 Y (53)
(X 	 Y )	 Z = X 	 (Z ⊕ Y ) (54)
X ⊕ (Y 	 Z) = (X ⊕ Y )	 Z (55)
Because 	r,	c,	, and ⊕ are nonlinear operators, these relations are not valid
in general. However, moving left-hand-side operators to the right-hand side in these
relations can move 	 outside the expression. Moving 	 to the extreme right enables
	 to require evaluation only once.
When ⊕ = +, expanding (49) using these expansion rules gives the following
theorem.
Theorem 5. If ⊕ = + and the rules in Assumption 1 are valid, we can introduce
kernel matrices K r and Kc. Using the kernel matrices, the maximization problem (49)
becomes:
maximize
R
1
2
tr(RtK r(
1
n
N	 1
n2
rct)Kc)
subject to RtK rRKc = E. (56)
Note that this formulation requires 	 to be evaluated only once.
Specifying the operators and kernel matrices enables access to various known anal-
yses for categorical data and NLP. Table 3 gives the relation between the specifications
and known methods.
5.1 Semi-supervised CA
Consider the case where we wish to manually tune the distance between one-hot en-
codings using tuning ratio tables γr(xr, x′r) and γc(xc, x′c).
Φr(eˆr(xra))	r Φr(eˆr(xrb)) = (eˆr(xra)− eˆr(xrb))γr(xra, xrb)
Φc(eˆc(xca))	c Φc(eˆc(xcb)) = (eˆc(xca)− eˆc(xcb))γc(xca, xcb) (57)
For this case, we can define the following problem.
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Table 3: Relations between known methods and kernel specializations.
Name K r Kc X 	 Y
LCA D(r)−1 D(c)−1 X − Y
Gini index [12, 11] E E X − Y
SGNS [10, 8] E E (logX − log Y − log k)
GloVe [13] E E (logX − log Y + bw + bc)
Table 4: Comparisons using the text8 corpus.
method Sim Rel MEN M.Turk Rare S999
CBOW 0.388 0.438 0.383 0.579 0.050 0.075
SGNS 0.674 0.654 0.561 0.608 0.027 0.215
GloVe 0.431 0.466 0.421 0.508 0.118 0.096
fastText 0.655 0.609 0.636 0.623 0.059 0.223
tail-cut 0.762 0.667 0.682 0.649 0.121 0.212
LCA Nflat 0.749 0.680 0.671 0.668 0.127 0.218
LCA Nskip 0.741 0.657 0.672 0.640 0.135 0.211
SCA+MEN 0.743 0.665 0.770 0.636 0.136 0.210
SCA+M.Turk 0.741 0.658 0.672 0.798 0.136 0.211
red: best result magenta: 2nd best
Definition 5. Semi-supervised correspondence analysis (SCA) can be expressed as:
maximize
R
1
2n2
tr(RtD(r)−1(N ◦ (ΓrNΓc)
− (ΓrN) ◦ (NΓc))D(c)−1)
subject to RtD(r)−1RD(c)−1 = E
r = (ΓrN) ◦ (NΓc)1
c = ((ΓrN) ◦ (NΓc))t1
Γr = [γrij ]
Γc = [γcij ] (58)
where ◦ is the Hadamard product.
This problem is defined by considering ⊕ = + and (57). The tuning tables γr and
γc can be regarded as supervised training data. However, this method can also be based
on unsupervised training data like PCA. We refer to this process as semi-supervised
correspondence analysis (SCA).
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6 Delayed Sparse Matrix
CA is ordinary SVD:
Uˆ SˆVˆ t = D(r)−1/2
(
N/n− rct/n2)D(c)−1/2. (59)
Because rct is a dense matrix, N/n − rct/n2 is also a dense matrix, even when N
is a sparse matrix. This is the reason why the CA approach makes such a demand on
memory resources.
However, computing the dense matrix can be avoided by delayed evaluation. Con-
sider multiplying by an arbitrary matrix Z on both the left-hand and right-hand side of
(59).
left-dot(Z) = lamda(Z)((
ZD(r)−1/2N/n− ZD(r)−1/2rct/n2
)
D(c)−1/2) (60)
The right-hand-side multiplication can be expressed similarly:
right-dot(Z) = lamda(Z)(
D(r)−1/2
(
N/nD(c)−1/2Z − rct/n2D(c)−1/2Z
)
). (61)
Randomized SVD requires only a multiplying operation on the matrix to be decom-
posed, as for the power method. We can execute the randomized SVD using left-dot(Z)
and right-dot(Z) without involving the expanded matrix (59). Because this scheme
can avoid computing the dense matrix, there is a reduction in both computing time and
memory requirements. We refer to this scheme as the delayed sparse randomized SVD
(DSSVD) algorithm. Python implementation of this CA is provided in https://
github.com/niitsuma/delayedsparse/blob/master/delayedsparse/
ca.py
7 Word Representation
This research discusses the application of CA to word-vector representation tasks. Con-
sider the following contingency table for some given training-text data:
Nskip = [nskipij ] = [#(wi, tj)], (62)
where #(w, t) is the number of times that the word w appears in the context t. Based
on this table, Mikolov et al. [10] introduced vector representations of words, referred
to as word2vec. #(w, t) is computed by using the skip-gram model. However, the
skip-gram model requires random sampling, which gives different results for each com-
putation. This research uses the following fixed representation.
#(w1 ∗k w2)
This notation represents the number of subsentences for which an arbitrary k words
appear between words w1 and w2. For example, consider the sentence:
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“this is this is this is this is this.”
In this sentence, the number of times “is” occurs three words after “this” is:
#(this ∗ ∗ is) = #(this ∗2 is) = 3.
“is” also appears in other locations.
#(this ∗0 is) = 4, #(this ∗1 is) = 0, #(this ∗2 is) = 3, ...
Given an appropriate window size W , this equation can represent a relation similar to
the skip-gram.
Nflat = [nflatij ] = [
W∑
k=0
#(wi ∗k wj)] (63)
This cannot ignore noise relations when W is large. To ignore noise, we introduce the
following weighted sum:
Ncut = [ncutij ] = [
W∑
k=0
#(wi ∗k wj)γ(wi, wj , k)] (64)
where
γ(wi, wj , k) =
{
1 (#(wi ∗k wj) > #(wi)#(wj)n2 )
0 (#(wi ∗k wj) ≤ #(wi)#(wj)n2 ).
#(w) is the number of times that the word w appears in all the training text. n is the
total number of words in the given training text. The weighted sum can be introduced
using a kernel extension similar to SCA. We refer to this extension as the “tail-cut
kernel”. We can compute the LCA of Nskip and Nflat and the KCA of Ncut.
8 Experiments
This section compares various word-vector representation tasks using the text8 corpus2
.
8.1 Delayed Sparse Randomized SVD
Figures 2 and 3 show the computing times and the required memory for LCA, respec-
tively. The horizontal axis is the size of the training data. The initial section of the
text8 corpus was used as the training data for the LCA. The experiments were carried
out in a Gentoo Linux environment using an Intel i7-3770K 3.50 GHz processor. Note
that the vertical axes have logarithmic scales.
The LCA was computed using SVD with the numPy library, randomized SVD
with the the scikit-learn library, and the DSSVD. DSSVD was 100 times faster than
SVD with numPy and 10 times faster than randomized SVD. The memory required
for DSSVD was 10% of that required for SVD of numPy and 20% of that required for
2 http://mattmahoney.net/dc/text8.zip
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randomized SVD. When using the whole text8 corpus, the differences became more
emphatic. Because of excessive memory requirements, using CA for NLP is impossible
without DSSVD. Python code of this experimets is provided in https://github.
com/niitsuma/delayedsparse/blob/master/demo-ca.sh
8.2 Word Representation
We evaluated the English word-vector representation by focusing on the similarity be-
tween words using six test datasets.
Sim: WordSim Similarity [15]
Rel: WordSim Relatedness [1]
MEN: MEN dataset [3]
M.Turk: Mechanical Turk dataset [14]
Rare: Words dataset [9]
S999: SimLex-999 dataset [7].
Table 4 shows a comparison between methods for the whole text8 corpus. Evalu-
ation with these six test datasets provided a ranking of similarity among words. The
evaluation values are Spearman’s rank correlation coefficients of the ranking of simi-
larity among words. For comparison, we show the results for skip-gram with negative
sampling (SGNS) [10], continuous bag-of-words (CBOW) [10], GloVe [13], and fast-
Text [2].
In most cases, the tail-cut kernel provided the best or almost-best results. The LCA
with Nflat also provided some of the best results. However, the LCA with Nflat results
were drastically affected by the window-size parameter. LCA for Nskip also showed
instability, whereas the tail-cut kernel provided stable results. For window sizes larger
than 30, its result changes become insignificant. This implies that the tail-cut kernel is
relatively independent of the window size parameter, thereby possibly decreasing the
number of parameters by one.
SCA based on LCA for Nskip were also evaluated. The SCA used MEN data and
M.Turk data as the supervised training data. SCA outperformed LCA for much of
the test data. These results demonstrate that SCA can work effectively. Although
the word-vector representation task is unsupervised learning, SCA can use supervised
data within the word-vector representation task. Part of codes of this experiments is
provided in https://github.com/niitsuma/wordca
9 Conclusion
We have proposed a memory-efficient CA method based on randomized SVD. The al-
gorithm also drastically reduces the computation time. This efficient CA can be applied
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to the word-vector representation task. The experimental results show that CA can out-
perform existing methods in the word-vector representation task. We have further pro-
posed the tail-cut kernel, which is an extension of the skip-gram approach within KCA.
Again, the tail-cut kernel outperformed existing word-vector representation methods.
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