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ABSTRACT. We present a thorough analysis of the economic order quantity model with shortages un-
der a general inventory cost rate function and concave production costs. By using some standard results
from convex analysis, we show that the model exhibits a composite concave-convex structure. Conse-
quently, an effective solution procedure, particularly useful for an approximation scheme, is proposed.
A computational study is appended to illustrate the performance of the proposed solution procedure.
Keywords. inventory, general inventory cost function, concave production cost, concave-convex pro-
gramming
1 Introduction
In inventory control theory the economic order quantity (EOQ) model is the most fundamental model,
which dates back to the pioneering work of Harris [1]. The environment of the model is somehow
restricted. The demand rate is known and constant, shortages are not permitted, there is a fixed setup
cost, and the unit purchasing and holding costs are independent of the size of the replenishment order.
In this simplest form, the model describes the tradeoff between the fixed setup cost and the holding cost.
A natural extension of this model to a production environment deals with the case of a finite production
rate and associated fixed unit production cost. This model is known as the economic production quantity
(EPQ) model [2, 3].
The present article discusses a deterministic production model. Certain assumptions of the EPQ model
are preserved; such as, a fixed setup cost of a > 0, stationary and deterministic demand with rate λ > 0,
finite and deterministic production with rate µ > λ. However, the following extensions on the costing
scheme are considered:
 The variable production cost of the item is not necessarily linear but given by a concave production
∗Corresponding author.
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1. Introduction
cost function. This reflects the economies of scale situation; that is, the marginal cost of each unit
produced decreases as the lot size increases. Cost of producing a lot of size Q is c(Q) with c(·)
being a continuous, strictly increasing concave function satisfying c(0) = 0 and c(∞) =∞.
 The inventory holding cost consists of two components:
– Unit out-of-pocket holding cost includes, for example, the real costs like the insurance cost
and the warehouse rent. This holding cost component is given by a strictly increasing func-
tion, which is not necessarily linear in the amount of inventory.
– Unit opportunity cost of holding reflects the opportunity cost of investing into inventories.
We consider unit production cost as the cost added to each item. Since unit production cost
depends on the lot size, the inventory value of each item in a certain lot is not identical. We
utilize the average costing principle. Therefore, under the traditional way of setting holding
cost rates when the inventory carrying charge is r, an opportunity cost of c(Q)
Q
r is incurred
per unit time for an item produced in a lot of size Q.
 Unfilled demand is assumed to be completely backordered. The penalty cost of backordering is not
necessarily linear but strictly increasing in the backordered amount.
We consider an (S, T ) type of inventory control rule. According to this rule, the net inventory level is
raised up-to level S at every T time units. Since we adopt complete backordering, a production order of
λT units is given at every T time periods. The net inventory level under this policy is illustrated in Figure
1.
Under the considered costing scheme, the inventory (backorder) cost rate function in a cycle length of
T is given by
f(z, T ) :=


f1(z) +
c(λT )r
λT
z if z ≥ 0
f1(z) if z < 0,
with the function f1(·) decreasing on (−∞, 0) (backorder penalty) and strictly increasing on (0,∞) (out-
of-pocket holding cost). We further assume that the function f1(·) is continuous and satisfies f1(0) = 0.
We acknowledge that a similar costing structure is considered by Porteus within stochastic inventory
models [4].
Using Figure 1, the total inventory and penalty cost in one cycle of length T > 0 is given by
∫ T¯
0
f(S − λt, T )dt+
∫ T−T¯
0
f(S − (µ− λ)t, T )dt
where T¯ := (1−λ
µ
)T . After some simple calculations and defining the auxiliary parameter σ := λ(1−λ
µ
),
one can show that the total inventory and penalty cost for T > 0 and 0 ≤ S ≤ σT is equal to∫ T
0
f(S − σt, T )dt =
∫ T
0
f1(S − σt)dt+
c(λT )rS2
2λTσ
.
Consequently, if we take into account the setup and production costs, then the average costA(S, T ) under
the (S, T ) inventory control rule is given by
A(S, T ) :=
a+ c(λT ) + c(λT )rS
2
2λTσ +
∫ T
0
f1(S − σt)dt
T
. (1.1)
The main objective is now to determine the optimal policy parameters (S, T ) by solving the optimization
problem
vP := min
T>0,0≤S≤σT
A(S, T ). (P)
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Figure 1: Inventory level for the item over time.
In this paper, we aim at analyzing the structure of optimization problem (P) and identifying a class of
cost rate functions f1(·) and c(·), under which it is relatively easy to find the optimal global solution. Our
main contributions are the following:
 Investigation of an extended production/inventory model under concave production cost and gen-
eral inventory cost rate function.
 Reformulation of the extended model by using convex analysis.
 Developing tailor-made algorithms for the solution of the model, when the out-of-pocket holding
cost function is piecewise linear and/or the production cost function is polyhedral concave.
 Discussing the implementation details as well as providing some computational results.
The outline of the paper is as follows. In Section 2 the structure of the considered optimization problem
is analyzed. An important special case of the model with piecewise linear and/or polyhedral concave
functions is discussed in Section 3. Finally we explain, in Section 4, our computational experience with
the proposed algorithm.
2 The Structure of Optimization Problem (P)
This section includes our analysis of optimization problem (P). It is important to notice that optimization
problem (P) is separable with respect to the decision variables S and T . Therefore, if we denote the
optimal inventory holding and penalty cost in a cycle length of T with the function φ : (0,∞)→ R given
by
φ(T ) := min
0≤S≤σT
{
c(λT )rS2
2λTσ
+
∫ T
0
f1(S − σt)dt
}
,
then problem (P) can be rewritten as
vP = min
T>0
Φ(T ),
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where the function Φ : (0,∞)→ R corresponds to
Φ(T ) :=
a+ c(λT ) + φ(T )
T
.
To investigate the structure of the objective function Φ(·), we introduce the function F : [0,∞) ×
(0,∞)→ R given by
F (x, T ) :=
a+ x+min0≤S≤σT
{
xrS2
2λTσ +
∫ T
0
f1(S − σt)dt
}
T
. (2.1)
It is easy to check that
F (x, T ) = min
0≤S≤σT
{
a+ x+ xrS
2
2λTσ +
∫ T
0
f1(S − σt)dt
T
}
.
Since for every T > 0 the function x → F (x, T ) is the minimum of a sequence of increasing affine
functions, F (·, T ) is increasing and concave. We obtain by the definition of Φ(·) that
Φ(T ) = F (c(λT ), T ) (2.2)
and hence,
vP = min
T>0
F (c(λT ), T ). (2.3)
Using now (2.3), one can show the following result, where c′−(·) and c′+(·) denote the left and right
derivatives of the function c(·), respectively.
Lemma 2.1 If c∗(·) is given by
c∗(ω) := min
T>0
{ωT − c(T )}
for ω ∈ Ω := [c′−(∞), c′+(0)], then it follows that
vP = min
ω∈Ω
min
T>0
F (λTω − c∗(ω), T ).
Proof. Since the production cost function c(·) is an increasing continuous concave function satisfying
c(0) = 0 and c(∞) =∞, it follows for every T > 0 that (see Appendix A in [5])
c(λT ) = min
ω∈Ω
{λTω − c∗(ω)}.
Note that for every T > 0, the function x → F (x, T ) is increasing on (0,∞). Therefore, by relation
(2.2) we can write
Φ(T ) = F (min
ω∈Ω
{λTω − c∗(ω)}, T ) = min
ω∈Ω
F (λTω − c∗(ω), T ).
Using now relation (2.3) leads to
vP = minT>0minω∈Ω F (λTω − c
∗(ω), T )
= minω∈ΩminT>0 F (λTω − c
∗(ω), T ).
(2.4)
This shows the desired result. 
We next show that the objective function of the above inventory problem is a composition of concave
and convex functions. Therefore the problem is actually a C-programming problem [6]. Sniedovich
introduces this subclass of global optimization problems and proposes a parametric approach to solve
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these problems. Since a stationary point is not necessarily a global optimal solution for these problems,
the parametric approach or some other classical nonlinear programming techniques might have difficulty
in identifying the exact global optimal solution. To verify that problem (P) is a C-programming problem,
we introduce the function ϕ : R3+ → R given by
ϕ(x, y, T ) := min
0≤S≤σT
{( x
2σ
+
y
2λTσ
)
rS2 +
∫ T
0
f1(S − σt)dt
}
, (2.5)
and the function v : R2+ → R is given by
v(x, y) := min
T>0
a+ y + ϕ(x, y, T )
T
. (2.6)
After some calculations, it follows that
min
T>0
F (λωT − c∗(ω), T ) = v(ω,−c∗(ω)) + λω, (2.7)
and this implies by Lemma 2.1 that
vP = min
ω∈Ω
{v(ω,−c∗(ω)) + λω}. (2.8)
Since for every T > 0, the function (x, y) → ϕ(x, y, T ) is concave on R2+, we obtain by relation (2.6)
that the function v(·, ·) is also concave on R2+. Using now the representation listed in relation (2.8), it is
easy to verify our claim that the objective function of problem (P) is a composition of concave and convex
functions (note that c∗(·) is concave).
Due to the complexity of finding a global optimal solution to problem (P), we consider in the next
example an important class of concave production cost functions for which the structure of the problem
given in Lemma 2.1 can be simplified.
c(.)
a
2
a
1
a
3
a
4
b =0
1
b
2
b
3
b
4
Figure 2: An example polyhedral concave function c(·) where m = 4.
Example 2.1 Let the production cost function c(·) be a polyhedral concave function given by
c(Q) = min
1≤j≤m
{αjQ+ βj}, (2.9)
where αm < αm−1 < · · · < α1 and 0 = β1 < β2 < · · · < βm (see Figure 2). For the function listed
in (2.9), it is easy to check that Ω = [αm, α1], and since c∗(·) is a polyhedral concave function with
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breaking points αj , 1 ≤ j ≤ m, we obtain that the function ω → λωT − c∗(ω) is a polyhedral convex
function with breaking points αj , 1 ≤ j ≤ m. This means that the function ω → λωT − c∗(ω) is linear
on [αj , αj−1], 2 ≤ j ≤ m. Thus, by the concavity of the function x → F (x, T ) this yields for every
T > 0 that
min
ω∈Ω
F (λωT − c∗(ω), T ) = min
1≤j≤m
F (λαjT − c
∗(αj), T ).
Using now c∗(αj) = −βj , we obtain
min
ω∈Ω
F (λωT − c∗(ω), T ) = min
1≤j≤m
F (λαjT + βj , T ).
This shows by relation (2.4) that
vP = min
1≤j≤m
min
T>0
F (λαjT + βj , T ). (2.10)
Equivalently, by using relation (2.8) we can write
vP = min
1≤j≤m
{v(αj , βj) + λαj}. (2.11)
In the above example, we only need to solve m optimization problems. In the more general setting, as
considered in Lemma 2.1, we need to solve for every ω ∈ Ω, the inner optimization problem
min
T>0
F (λωT − c∗(ω), T ).
It is obvious that the decision variable T in this optimization problem can be replaced by T−1 without
changing the optimal objective function value. This is an important observation, since after this simple
transformation, as shown in the next lemma, the inner optimization problem
min
T>0
F (λωT−1 − c∗(ω), T−1), (P(ω))
becomes a convex optimization problem.
Lemma 2.2 For each ω ∈ Ω, the optimization problem (P(ω)) is a convex optimization problem.
Proof. It is shown in Lemma 3.2 of [7] that the function
(T, S)→
∫ T
0
f1(S − σt)dt
is convex on the convex cone K := {(T, S) : T > 0, 0 ≤ S ≤ σT}. Moreover, applying Theorem 5.16
of [8], it follows for every ω ∈ Ω and using c∗(ω) ≤ 0 that the function
(T, S)→ r
(
ω
2σ
−
c∗(ω)
2λσT
)
S2
is convex on R2+. These observations imply that the function
(T, S)→ r
(
ω
2σ
−
c∗(ω)
2λσT
)
S2 +
∫ T
0
f1(S − σt)dt
is convex on K. By a similar proof as done in Theorem 3.2 of [7], we obtain that the function
T → min
0≤S≤σT
{
r
(
ω
2σ
−
c∗(ω)
2λσT
)
S2 +
∫ T
0
f1(S − σt)dt
}
(2.12)
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is convex on (0,∞). This shows that the function
T → a− c∗(ω) + min
0≤S≤σT
{
r
(
ω
2σ
−
c∗(ω)
2λσT
)
S2 +
∫ T
0
f1(S − σt)dt
}
is also convex on (0,∞). It can now be shown for any function g : (0,∞)→ R that T → g(T ) is convex
on (0,∞) if and only if T → Tg(T−1) is convex on (0,∞) [9]. Applying this result to the function
g(T ) := a− c∗(ω) + min
0≤S≤σT
{
r
(
ω
2σ
−
c∗(ω)
2λσT
)
S2 +
∫ T
0
f1(S − σt)dt
}
and using
F (λωT−1 − c∗(ω), T−1)− λω = Tg(T−1),
the desired result follows. 
3 Optimization Problem (P) with Piecewise Linear Functions
As we have already discussed, finding a global optimal solution of the general problem is quite difficult
due to the composite concave-convex structure. Therefore, it seems reasonable to consider special cases
of this problem to which one can apply standard optimization packages that return an approximation of a
global optimal solution.
We have already discussed in Example 2.1 the structure of the optimization problem (see relation
(2.10)) when c(·) is a polyhedral concave function. In practice the production cost functions with a
number of breaking points frequently occur. For instance, when incremental discounting is applied, the
cost function is represented exactly by the polyhedral concave function [3]. In other cases, we can always
approximate any continuous concave production cost function by a polyhedral concave cost function.
This means by Lemma 2.2 that we only need to solve a finite number of convex programming problems.
Therefore, it seems that we can use a standard convex programming solver. However, the objective
function of this convex programming problem involves the evaluation of an integral, which could be
approximated by a numerical procedure. If we use the simple trapezoidal algorithm [10], this evaluation
boils down to replacing a cost rate function f1(·) (with linear backorder cost) by a piecewise linear
function given by
f1(z) :=


−pz for z < 0
h1z for 0 ≤ z < u1
.
.
.
bi−1 + hi(z − ui−1) for ui−1 ≤ z < ui
.
.
.
bn−1 + hn(z − un−1) for un−1 ≤ z <∞,
(3.1)
where bi = f1(ui) for 1 ≤ i ≤ n− 1 (see Figure 3).
At this point we assume that the cost rate function is represented by a piecewise linear function, and
in the subsequent discussion we study the details of a tailor made algorithm for this class of functions.
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u1 u2 ui un-1ui-1
b1
b2
bi-1
bi
bn-1
h1
h2
hi
hn
-p
Figure 3: Piecewise linear cost rate function.
To construct such an algorithm, we first need to analyze for every (x, y) ∈ R2+ the optimization problem
listed in (2.5). It easy to verify that the associated objective function
ψ(x, y, T, S) :=
( x
2σ
+
y
2λTσ
)
rS2 +
∫ T
0
f1(S − σt)dt (3.2)
satisfies
∂ψ
∂S
(x, y, T, S) =
(
x+ y
λT
)
rS
σ
+ 1
σ
(f1(S)− f1(S − σT ))
=
(
x+ y
λT
)
rS
σ
+ 1
σ
(f1(S) + p(S − σT )),
(3.3)
for every 0 < S < σT and T > 0. This shows for any positive x, y, T that the function S →
∂ψ
∂S
(x, y, T, S) is strictly increasing and continuous on (0, σT ). Moreover, since
∂ψ
∂S
(x, y, T, 0) = lim
S↓0
∂ψ
∂S
(x, y, T, S) = −pT < 0
and
∂ψ
∂S
(x, y, T, σT ) = limS↑σT
∂ψ
∂S
(x, y, T, S)
=
(
x+ y
λT
rT
)
+ 1
σ
f1(σT ) > 0,
we obtain for every positive x, y, T that the optimal solution of the optimization problem
min
0≤S≤σT
{( x
2σ
+
y
2λTσ
)
rS2 +
∫ T
0
f1(S − σT )dt
}
is unique and belongs to (0, σT ). Denoting this optimal solution by S(x, y, T ), it follows by relation
(3.3) and the previous observations that the value of S(x, y, T ) is the unique solution of the system(
x+
y
λT
)
rS + f1(S) + p(S − σT ) = 0, 0 < S < σT. (3.4)
This shows that the function T → S(x, y, T ) is continuous, strictly increasing and satisfies limT↑∞ S(x, y, T ) =
∞. Hence for every 1 ≤ i ≤ n− 1, there exists a unique Ti(x, y) > 0 such that
S(x, y, Ti(x, y)) = ui.
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To write down an analytical expression for Ti(x, y) we observe by relation (3.4) that(
x+
y
λTi(x, y)
)
rui + bi + p(ui − σTi(x, y)) = 0.
This implies
T 2i (x, y)− diTi(x, y)− ei = 0
with
di :=
1
σp
(ruix+ bi + pui) > 0 and ei :=
yrui
λσp
> 0,
and due to Ti(x, y) > 0, this shows that
Ti(x, y) =
di
2
+
1
2
√
4ei + d2i , (3.5)
for every 1 ≤ i ≤ n− 1. By the monotonicity of the function T → S(x, y, T ), we obtain with u0 := 0,
b0 := 0, and hence T0(x, y) := 0, that
ui−1 ≤ S(x, y, T ) < ui, (3.6)
for every Ti−1(x, y) ≤ T < Ti(x, y) and 1 ≤ i ≤ n − 1 (see Figure 4). In particular one can show the
following result.
T ( , )i-1 xy T( , )i x y T
S( , T)x y,
ui-1
ui
Figure 4: Calculation of S(x, y, T ).
Lemma 3.1 For every Ti−1(x, y) ≤ T < Ti(x, y), 1 ≤ i ≤ n−1, the unique optimal solution S(x, y, T )
of the optimization problem (2.5) is given by
S(x, y, T ) =
(hiui−1 − bi−1)T + pσT
2
(rx+ hi + p)T + ryλ−1
. (3.7)
Proof. If the value T satisfies Ti−1(x, y) ≤ T < Ti(x, y), then we obtain by relation (3.4) that(
x+
y
λT
)
rS(x, y, T ) + f1(S(x, y, T )) + p(S(x, y, T )− σT ) = 0.
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Using now relations (3.1) and (3.6), we know that
f1(S(x, y, T )) = bi−1 + hi(S(x, y, T )− ui−1).
Therefore, by combining both relations the desired result follows. 
Since we know by the definition of S(x, y, T ) that
∂ψ
∂S
(x, y, T, S(x, y, T )) = 0,
we obtain by standard calculus arguments that
∂ϕ
∂T
(x, y, T ) = ∂ψ
∂T
(x, y, T, S(x, y, T ))
= −yrS
2(x,y,T )
2λT 2σ + f1(S(x, y, T )− σT ).
This implies by the structure of f1(·) that
∂ϕ
∂T
(x, y, T ) =
−yrS2(x, y, T )
2λT 2σ
+ p(σT − S(x, y, T )),
which is easy to calculate by Lemma 3.1. In a similar way as we have done in Lemma 2.2, it can be
shown that T → ϕ(x, y, T ) is convex in (0,∞). Consequently, if we replace the decision variable T by
T−1, then the optimization problem
v(x, y) = min
T>0
{(a+ y)T + Tϕ(x, y, T−1)}
becomes a convex optimization problem. This implies for the optimal solution T ∗(x, y) of the optimiza-
tion problem (2.6) that the associated objective function
T →
a+ y + ϕ(x, y, T )
T
is increasing for T ≥ T ∗(x, y) and decreasing for T ≤ T ∗(x, y). To compute T ∗(x, y), we first take the
derivative of the above function with respect to T and then solve the system
−T−2(a+ y + ϕ(x, y, T )) + T−1
∂ϕ
∂T
(x, y, T ) = 0,
or equivalently, the system
∂ϕ
∂T
(x, y, T )−
a+ y + ϕ(x, y, T )
T
= 0. (3.8)
Since we know that
∂ϕ
∂T
(x, y, T )−
a+ y + ϕ(x, y, T )
T
> 0 ⇐⇒ T > T ∗(x, y),
this system can be solved by a simple bisection method. Hence, the overall procedure to solve the opti-
mization problem (2.6) with a piecewise linear cost rate function has the following structure.
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Algorithm 3.1 Solving problem (P) when f1(·) is piecewise linear
1. Select ω ∈ Ω and set x = ω and y = −c∗(ω).
2. Calculate Ti(x, y), 1 ≤ i ≤ n− 1 using relation (3.5).
3. Apply a bisection method to find the solution T ∗(x, y) of the system listed in (3.8). Note that
for T ∈ [Ti−1(x, y), Ti(x, y)), the corresponding S(x, y, T ) ∈ [ui−1, ui) is computed by relation
(3.7).
4. Calculate v(x, y) by replacing T with T ∗(x, y) in relation (2.6). Set v(ω,−c∗(ω)) = v(x, y) and
Ω = Ω− {ω}. If Ω 6= ∅ then go to Step 1.
5. Calculate the optimal objective function value vP by relation (2.8).
As we have discussed before polyhedral concave production cost functions are frequently used in
practice. Therefore, if we additionally assume that c(·) is polyhedral concave, the algorithm above can
be further simplified as follows.
Algorithm 3.2 Solving problem (P) when f1(·) is piecewise linear and c(·) is polyhedral concave
1. Set j = 1.
2. Set x = αj and y = βj .
3. Calculate Ti(x, y), 1 ≤ i ≤ n− 1 using relation (3.5).
4. Apply a bisection method to find the solution T ∗(x, y) of the system listed in (3.8). Note that
for T ∈ [Ti−1(x, y), Ti(x, y)), the corresponding S(x, y, T ) ∈ [ui−1, ui) is computed by relation
(3.7).
5. Calculate v(x, y) by replacing T with T ∗(x, y) in relation (2.6). Set v(αj , βj) = v(x, y) and
j = j + 1. If j <= m then go to Step 2.
6. Calculate the optimal objective function value vP by relation (2.11).
4 Computational Results
In this section, we illustrate that the proposed solution procedure can be easily implemented on a computer
and we show that, with such an implementation, the optimal solutions can be obtained in little time. To
serve our purposes, we have written a computer program for Algorithm 3.2 using MATLAB 6.1 on a
Pentium III - 1 GHz personal computer.
We have decided to focus on Algorithm 3.2 rather than Algorithm 3.1 because the majority of appli-
cations involve polyhedral concave cost functions; for instance, with incremental unit discounting, the
cost functions are actually polyhedral concave, or when general concave cost functions are present, the
polyhedral concave functions are used for approximation. Notice that the latter usage of the polyhedral
concave functions also implies that Algorithm 3.2 can be used to approximate Algorithm 3.1.
In our experimental setting we have considered three levels for the two factors; the number of break-
points n, in the piecewise linear cost rate function f1(·) and the number of breakpoints m, in the poly-
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hedral cost function c(·). For every combination of n and m, twenty-five problems have been randomly
generated. The range of values for the other parameters as well as the levels of the two factors are given in
Table 1. Note that apart from these two factors, all other randomly generated parameters are continuous.
The inventory carrying charge, r has been fixed to 0.2 in all problems. We have used a simple bisection
method that returns a solution which is  away from the actual root of the system (3.8). Each generated
problem instance has been solved under three different values of the precision parameter ; 0.01, 0.001,
0.0001.
Number of breakpoints in f1(·) n ∈ {5, 10, 20}
Number of breakpoints in c(·) m ∈ {3, 5, 10}
Setup cost a ∼ U(5, 10)
Demand rate λ ∼ U(500, 700)
Production rate µ ∼ U(λ, 3λ)
Slopes in f1(·) hi ∼ U(0.2r, 0.5r) for 1 ≤ i ≤ n
Intercepts† in f1(·) ui ∼ U(1, 3λ) for 1 ≤ i ≤ n− 1
Slopes‡ in c(·) αj ∼ U(0.2, 0.5) for 1 ≤ j ≤ m
Intercepts† in c(·) β1 = 0 and βj ∼ U(5, 50) for 2 ≤ j ≤ m
Unit backorder penalty p = 20(max1≤i≤n{hi}+ rα1)
U(lb, ub): Uniform distribution on [lb, ub]
† The values are sorted in ascending order
‡ The values are sorted in descending order
Table 1: Experimental setting for the factors and the randomly generated parameters.
Table 2 gives average running times in seconds over twenty-five runs. The figures in the table show
that the solution times slightly increase as one of the two factors, n and m increases. When both factors
are increased, then large running times are observed in the table. This is due to the computational effort
invested in the double loops (n by m). Nevertheless, even for a fairly large problem, such as the one
with n = 20 and m = 10, the procedure finds a solution almost in one-tenth of a second. On the other
hand, decreasing the precision parameter  has a very little effect on the running times. This is a direct
consequence of using the bisection method, which converges to the root of the system exponentially fast.
Overall, our observations show that in order to have better approximations, one can easily use many
breakpoints and small precision parameters without a significant increase in the running time.
m = 3 m = 5 m = 10
n = 5 0.02 0.03 0.06
 = 0.01 n = 10 0.03 0.04 0.08
n = 20 0.04 0.07 0.13
n = 5 0.02 0.03 0.07
 = 0.001 n = 10 0.03 0.04 0.09
n = 20 0.05 0.08 0.16
n = 5 0.03 0.04 0.08
 = 0.0001 n = 10 0.03 0.05 0.11
n = 20 0.05 0.09 0.18
Table 2: The average solution times in seconds.
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