Abstract. High-dimensional data are by their very nature often difficult to handle by conventional machine-learning algorithms, which is usually characterized as an aspect of the curse of dimensionality. However, it was shown that some of the arising high-dimensional phenomena can be exploited to increase algorithm accuracy. One such phenomenon is hubness, which refers to the emergence of hubs in high-dimensional spaces, where hubs are influential points included in many k-neighbor sets of other points in the data. This phenomenon was previously used to devise a crisp weighted voting scheme for the k-nearest neighbor classifier. In this paper we go a step further by embracing the soft approach, and propose several fuzzy measures for k-nearest neighbor classification, all based on hubness, which express fuzziness of elements appearing in k-neighborhoods of other points. Experimental evaluation on real data from the UCI repository and the image domain suggests that the fuzzy approach provides a useful measure of confidence in the predicted labels, resulting in improvement over the crisp weighted method, as well the standard kNN classifier.
Introduction
High dimensional data are ubiquitous in modern applications. They arise naturally when dealing with text, images, audio, data streams, medical records, etc. The impact of this high dimensionality is manyfold. It is a well known fact that many machine-learning algorithms are plagued by what is usually termed the curse of dimensionality. This comprises a set of properties which tend to become more pronounced as the dimensionality of the data increases. First and foremost is -the unavoidable sparsity of data. In higher-dimensional spaces all data is sparse, meaning that there is not enough data to make reliable density estimates. Another mitigating influence comes from the concentration of distances, which has been thoroughly explored in the past [1, 2] . Namely, all the distances between data points generated from the same distribution tend to become increasingly more similar to one another as new dimensions are added. Luckily, this does not affect multiple-distribution data as much, as was shown in [3] . The question of whether the very concept of nearest neighbors is meaningful in high-dimensional data sets was addressed in [4] . Admittedly, there are some difficulties, but nearest neighbor methods remain popular, both for classification and clustering.
Hubness is a high-dimensional phenomenon which concerns k-nearest-neighbor sets [5] [6] [7] . Denote by N k (x) the number of k-occurrences of x, i.e., the number of times x appears in k-nearest-neighbor lists of other points in the data. The distribution of N k (x) exhibits significant skew in high-dimensional cases, skew which increases with intrinsic dimensionality of the data. This leads to the emergence of hubs, influential points which affect the reasoning procedure of nearest-neighbor-based methods for many data points. Hubs appear as a consequence of the geometry of high-dimensional space, and the behavior of data distributions within them. Most data sets (approximately) appear as hyperspheres or unions of hyperspheres centered around some distribution means. This positioning renders points closer to the data centers more likely to be included in k-nearest-neighbor lists of other data points. This tendency increases with dimensionality. The hubness phenomenon was successfully applied to the k-nearest neighbor (kNN) algorithm, yielding observable improvement in many cases [5, 8] . This weighting scheme will be addressed in Section 2.1 as we start to explain the motivation for our subsequent approach.
Our goal is to extend the class-nonspecific crisp kNN weighting scheme described in [5] to class-specific soft voting in the spirit of the fuzzy k-nearest neighbor (FNN) algorithm [9] . The rest of the paper is structured as follows. In Section 2 we present the related work, focused around two major points -the hubness-weighted kNN algorithm, and the FNN algorithm. While observing the former, we outline its weak points and aim our proposed improvements in their direction. The respective hubness-based fuzzy membership functions are presented in Section 3. We go on to evaluate the proposed approach in Section 4. Finally, we give our final remarks as well as future research directions in Section 5.
Related Work

Hubness-Weighted kNN
Weighted voting in nearest-neighbor classifiers has become something of a common practice. Weights are usually either based on element position in the k-neighbor list or its distance to the observed data point. Some more robust approaches taking into account also the correlation between these differences have also been recently developed [10] . The hubness weighting scheme which was first proposed in [6] is a bit more flexible, in a way that the weight associated to x i is w(x i , k), meaning that each point in the training set has a unique associated weight, with which it votes whenever it appears in some k-neighbor list, regardless of its position in the list. This weighting is based on the interpretation of how the hubness phenomenon affects kNN performance. As was mentioned before, hubness of an element x i is the number of its k-occurrences in neighbor lists of other elements, and is denoted by N k (x i ). This can be decomposed into two parts:
is the number of good k-occurrences and BN k (x i ) is the number of bad k-occurrences. Good occurrences are those when the label of x i matches the label of the element in whose k-neighbor list x i is observed. Bad occurrences are characterized by a mismatch of labels. Elements with high bad hubness are often found in neighbor lists of elements belonging to other categories in the data. This means that bad hubs exhibit a detrimental influence on knearest-neighbor classification, because their vote often gives misleading information. The aforementioned weighting scheme reduces these bad influences directly. Standardized bad hubness is defined as h b (x i , k) = (BN k (x i ) − µ BN k )/σ BN k , and the weight associated to x i is then w(x i , k) = e −h b (xi,k) . It was shown that this often leads to significant improvement in high-dimensional settings where hubs naturally appear as an artefact of dimensionality. The amount of improvement depends on the distribution of bad hubness within the data.
What the described approach disregards completely is the structure of bad hubness. In non-binary classification, when a label mismatch occurs, it can occur for any of the classes. Instead of observing N k (x i ) as a sum of good and bad hubness, we could
is the number of k-occurrences of x i in neighborhoods of elements of class c, and n c is the total number of classes. Good hubness is just the special case when c = y i , y i being the label of x i in the data set. Therefore, instead of using the hubness information only to reduce the votes of bad hubs, it is possible to take into account the structure of bad hubness, which can be used to decompose the crisp vote given by x i into a fuzzy vote relying on all N k,c (x i ). There already exists a framework that can assist in achieving this goal, referred to as the fuzzy nearest neighbor classifier.
Fuzzy Nearest Neighbor Algorithm
Fuzzy sets are based on a notion of inherent ambiguity in the data, meaning that a single element can be viewed as partially belonging to several different categories at the same time [11] . This ambiguity is often problem-specific and the set membership function is then provided by the domain experts. However, there are also ways of deducing some sort of fuzziness automatically from the data. Denote by u ci = u c (x i ) the degree of membership of x i in class c. The following properties must hold in order for u c to define a fuzzy split on the data set:
If a fuzzy measure u c is given, it is possible to perform k-nearest neighbor classification in a fuzzy manner, as was first proposed by [9] . Let x be a newly observed data instance for which we wish to perform classification. The degree of membership of x in each of the classes is then defined as
where · denotes the Euclidean norm. The parameter m in Eq. 2 determines how heavily the distance is weighted when calculating contributions from each neighbor. For large values of m, neighbors are weighted more equally, while low values of m favor closer neighbors. The most commonly used default value for this parameter is m = 2, so that fuzzy votes are weighted by the reciprocal of the distance. There exist many ways for automatically generating suitable fuzzy measures from the data. This is not only used for class membership fuzziness, but also for fuzzifying attributes. A range of techniques can be used, including genetic algorithms, clustering, neural networks, entropy, and others [12] . In the original fuzzy-nearest-neighbor article [9] , some simple ways to achieve this were also proposed, one of which was to observe k nearest neighbors of x i and count the percentages of them coming from any particular class. The final measure was a linear combination of the element's label and these percentages, normalized so as to fall in the desired [0, 1] range.
Apart from applying the fuzzy approach to specific domains, most attention has been given lately to the issues of scalability in terms of achieving speedup in fuzzy nearest neighbor search [13, 14] , as well as improving the weighting scheme [15] .
Proposed Hubness-Based Fuzzy Measures
The basis of our motivation was already mentioned in Section 2.1 while discussing the properties of hubness-weighted kNN. Instead of using good and bad hubness, we propose to use class hubness N k,c (x i ) defined uniquely for each element in the training set. It is immediately apparent that this measure can be fit into the fuzzy nearest-neighbor framework. Contrary to the more usual fuzzy measures, it does not represent inherent fuzziness of an element's label, but instead measures the fuzziness of an appearance of elements in k-neighbor sets, based on the training data. Regardless of the semantic difference between the two, their form remains the same. There are, however, some difficulties with using hubness as a fuzzy measure. For small values of k, there are many elements in the data which have zero hubness. This becomes even more pronounced in high dimensions due to the mentioned skew of the distribution of k-occurrences. Also, in non-binary classification problems, we need even more hubness data in order to be able to properly estimate the partial memberships for all the existing categories. This poses a serious limit on using class hubness for calculating fuzziness. We would be forced to use very high k values, which could be detrimental in cases when best kNN classification is achieved for smaller neighborhood sizes, as is often the case for non-noisy small or medium-sized data sets.
We propose to handle the problems outlined above by only using hubness of the elements which exhibit hubness greater than some predefined threshold. This in fact separates the data for which it is possible to make reliable fuzzy estimates from those which exhibit too low a hubness to be of any use in such a way. For the data below the threshold, we propose to use a different fuzzy estimate. We explore four such approaches and discuss the pros and cons of their use in the rest of this section, as well as analyzing the fruitfulness of their application in Section 4 when presenting the results of experimental evaluation. Let X be the training set and Y the set of corresponding labels. The hybrid fuzzy measure which we will be considering in the rest of the paper takes the following form:
The term p k (y = c|x i ) denotes the conditional probability of element x being of class c if element x i appears in its k-neighbor set. For elements which exhibit hubness above a certain threshold, this can be estimated by dividing the class hubness by total hubness. The λ factor is a Laplace estimator, which is used for smoothing to prevent any probability from being estimated as zero. By observing the formula for the conditional probability, one can notice that the label y i of x i is not used at all when casting the vote of x i ! This is indeed a very peculiar property. Even though it is possible to work with fuzziness defined in such a way, we wanted to make the fuzziness also dependent on the element's label, so we included each x i in its own neighbor list at the 0th position. For high hubness elements, this does not make a large difference, but by doing so we implicitly express a certain degree of confidence in label y i . The value of f k (c, x i ) for low-hubness elements should, ideally, represent a kind of estimate of the actual conditional probability. Since this is not easy to achieve, alternative nearest neighbor-based fuzzy estimates pose themselves as viable alternatives. We focused on four different ways of dealing with low hubness: a crisp estimate method, a global estimate method, as well as two different local estimates.
-What we refer to as the crisp estimate (CE) is the simplest and least flexible way of handling low hubness, which is not in itself necessarily bad -to use the element's own label. In this scenario, low-hubness elements vote the same way they would vote in kNN, with no attached fuzziness. Smoothing is performed by using the same λ value as before. -Global estimate (GE) is more flexible, but introduces the risk of adding more fuzziness than necessary. We compute the GE of the conditional probability as defined in Eq. 3. The denominator is in fact what (x,y)∈(X,Y )|y=yi nc c=1 N k,c (x) sums up to. This is a sensible approach, but it remains questionable just how much is lost and how much is gained by employing it. Even though it does give a global conditional probability of elements from a particular class being included in neighbor sets of another class, there is no guarantee that locally, in the observed part of the data set, this estimate holds.
-If the global estimate fails to capture the proportions contained in the underlying conditional probability for a specific data instance, using a local fuzziness estimate is a possible alternative. Since we already have the k-neighbor lists, it seems natural to take advantage of this when trying to estimate an element's fuzziness. Here we depart from trying to estimate the actual conditional probability and experiment with a more usual approach. Let {x i1 . . . x ik } be the k nearest neighbors of x i and for convenience denote x i also as x i0 , since we insert each element into its neighbor list at the 0th position. The local estimate (LE 1 ) is then given by Eq. 4, where δ cyij is Kronecker's delta function. It is not entirely clear which value of k would lead to a good estimate, therefore in our experiments we used k = 10 by default.
-There is an alternative way to define local fuzziness based on nearest neighbors and this was in fact one of the methods from the original FNN paper [9] . It is based on LE 1 , but made so as to emphasize the label of an element, as in the CE method. In fact, it represents a linear combination of the two approaches. We will denote it LE 2 , as defined in the following equation:
Apart from testing these fuzzy measures separately, we have also merged them into a single hybrid hubness-based fuzzy nearest neighbor algorithm which we present in Algorithm 1. Given the training data set, we use the leave-one-out procedure to try classifying each point x from the training data by observing the remaining n − 1 elements. Such a classification is attempted for each element and for all the k values in a given range, as well as different threshold values and different f k (c, x i ). The configuration leading to the highest accuracy on the training data is then selected for use on the test set.
Time complexity of this approach is in fact completely comparable to the one of hubness-weighted kNN, with the bottleneck being the computation of k-neighbor sets. Fast approximate algorithms for calculating all k-neighbor sets do exist, with one of the most recent presented by Chen et al. [16] . This approximate algorithm runs in Θ(dn (1+α) ) time, where α ∈ (0, 1] is a parameter used to set a trade-off between speed and accuracy. This makes hubness-based algorithms potentially feasible for use on large-scale data sets.
We tested two versions of the algorithm presented in Algorithm 1. The first version uses the distance-based fuzzy vote weighting described in Eq. 2, which we denote by dwh-FNN. As an alternative we also tested a version of the algorithm where no distancebased weighting is performed, and fuzzy voting was performed simply by summing all the respective u ci for every class. This will be referred to as h-FNN in the rest of the text. The parameter m from Eq. 2 was set to 2 by default, this being the value which is most frequently used.
Experimental Evaluation
This section presents the results of experiments that compare the standard k-nearest neighbor classifier and hubness-weighted kNN, with the two proposed hubness-based fuzzy approaches h-FNN and dwh-FNN. Section 4.1 employs data sets from the established UCI repository of various dimensionalities, while Section 4.2 focuses on highdimensional data from the image domain. 
UCI Data Sets
Hubness-based fuzzy measures that we proposed are of a hybrid nature, since in each case they combine two different estimates. In order to see how different estimates might be applied, we calculated on each data set, for a range of neighborhood sizes, the percentage of data points which have hubness below/above a given threshold. For two of the used data sets, the plots for several lower thresholds for hubness can be seen in Fig. 1 . Naturally, great variation of behavior can be observed across different data sets, since it is related to the aforementioned skew of the hubness distribution in high dimensions. In other words, we expect for highly skewed data sets the term f k (c, x i ) to play a more important role than in the case of low to medium-skewed data with respect to hubness. It is precisely for these data sets that the mentioned estimates of actual hubness may become as important as hubness itself. From Fig. 1 , however, the difference becomes quite clear. For less skewed data sets, if good classification can be achieved for neighborhood size k ∈ [10, 20] or above, then there is probably enough hubness information to allow for its use as a fuzzy measure. If, on the other hand, the nature of the data is such that best results are obtained for low k values, ranging maybe from 1
(a) Iris data set to 5, the situation is reversed. However, when dealing with highly skewed data, such as in case of the Dexter data set, influence of f k (c, x i ) is non-negligible even when considering higher k values. The first round of testing was performed on 15 data sets taken from the UCI data repository. The used data sets are of various sizes and dimensionalities, and are summarized in Table 1 , with the first six columns denoting data-set name, size, dimensionality (d), number of classes (n c ), and the observed skewness of the distributions of N 1 and N 10 (S N1 , S N10 ). 3 For each data set, the skew of the distribution of k-occurrences was calculated for various k values, to indicate the degree of hubness of the data. Euclidean distance was used in all the experiments.
On the described UCI data sets, kNN, hubness-weighted kNN, h-FNN and dwh-FNN were tested. In all the algorithm tests, 10 runs of 10-fold cross-validation were performed. All algorithm parameters were set automatically, separately on each fold during the training phase, based on the training set. Neighborhood sizes were tested in the range k ∈ [1, 20] and thresholds θ ∈ [0, 10]. Classification accuracies achieved by the classifiers are given in Table 2 . The corrected resampled t-test [17] was used to test for statistical significance of differences in accuracy for each data set. Differences which were found to be significant with p < 0.01 compared to dwh-FNN are denoted by symbols •/• in the table.
The dwh-FNN classifier was selected as the baseline for statistical comparison in Table 2 since we determined that it generally outperformed all other classifiers. To provide a more detailed pairwise classifier comparison, Table 3 shows the number of wins of classifiers signified by the column label, over classifiers denoted by the row labels, with statistically significant wins given in parenthesis.
Overall improvement over kNN is apparent already from the shown average scores over all data sets in Table 2 , as well as Table 3 . Particular improvements vary and there do exist data sets for which none can be observed, as well as some where performance degradation is present. Hubness-weighted kNN, h-FNN and dwh-FNN exhibit similar Table 3 . Pairwise comparison of classifiers on UCI data: number of wins (with statistically significant ones in parenthesis) (5) 5 (2) 4 (1) -improvement patterns, which makes sense given that they aim at exploiting the same phenomenon. Improvement over the standard kNN classifier signifies that there is a lot of usable bad-hubness information in the data. Fuzzy approaches appear to offer additional improvement over hw-kNN, justifying our approach and the need to differentiate between classes when employing bad hubness for nearest-neighbor classification. The cases where standard kNN is significantly better than hubness-based approaches most probably stem from the difficulties of estimating p k (y = c|x i ), which requires more data in the case of non-binary classification, as well as f k (c, x i ) occasionally being an inappropriate substitute in cases of low hubness. It appears that distance-based weighting described in Eq. 2 does not bring drastic overall improvement to hubness-based fuzzy membership functions that are used in the FNN algorithm, at least not for the default value of the m parameter. This is not all that surprising, though. As was stated in previous discussion, the semantics of hubnessbased fuzziness differs slightly from that of more usual fuzzy measures. This is due to the fact that class hubness marks the fuzziness of the elementary event that point x i appears in a k-neighbor set of an element of some specific category. This hubness is estimated by previous appearances of that element in k-neighbor sets of various other elements in the training data. Among these occurrences, x i may be located at either place within each observed k-neighbor set. In other words, hubness is a measure which is for a fixed k independent of which positions in k-neighbor sets an element takes. If these lists were to undergo a random permutation, the hubness for that fixed neighborhood size would have remained unchanged.
Let us assume that we wish to determine the label of a new example x by using h-FNN. The contribution of those x i closer to x stems not only from previous events when they were also close to the observed element, but also from previous events when they were much further away. The same holds for farther elements in the k-neighbor set. This is why a linear combination of class hubness contributions is sufficient and any additional distance-based weighting seems superfluous. On the other hand, due to the fact that we can not calculate proper class hubness probabilities for low hubness elements, this is only partially true. In those cases when fuzziness is estimated for low hubness x i , distance-based weighting might bring some improvement, by emphasizing more important votes. In practice, most k-neighbor sets will probably contain a mixture of these cases.
Comparisons between different hubness-based fuzzy membership functions proposed in Section 3 were also performed. Experiments were rerun without automatic parameter selection on the folds, so that the algorithms were trained once for every combination of k ∈ [1, 20] and θ ∈ [0, 4], for every proposed fuzzy scheme. We extracted the parameter values from the range where the algorithms achieved highest accuracy scores, based again on the 10 times 10-fold cross-validation procedure, for every data set. Averages of k values for which the best results were obtained are shown for every used fuzzy scheme in Fig. 2 . For each fuzzy approach, lower k values were selected on average if no distance-based vote weighting was performed. This suggests that is distance weighting is performed, more neighbors are required to convey the same amount of information, due to some votes being downgraded. Also, global hubness-based fuzziness (GE) finds its maximum at lower k-values than other measures. This suggests that it might indeed be the most appropriate among the observed approaches, since at lower k-values all f k (c, x i ) exhibit greater influence on classification, as was discussed previously. However, average best accuracies for all the approaches were basically the same. This means that hubness itself is still the most important part of the hybrid fuzziness. By following the same logic, we conclude that CE is indeed the least flexible way to replace unknown low class hubness probabilities, being the crisp approach. There seems to be no significant difference between the two local fuzzy measures. Average θ value for which best accuracy was achieved was around 1.5 for all approaches. This means that more often than not, class hubness was to be preferred to any of the f k (c, x i ) terms, even when based only on 3 or 4 k-occurrences.
Frequencies of selected neighborhood size falling in one of the four ranges: [1, 5] , [6, 10] , [11, 15] , [16, 20] , are shown in Fig. 3 . Two ranges are preferred more often, namely k ∈ [1, 5] and k ∈ [11, 15] . By examining all the results, we found that in cases of the more tangible accuracy improvements, larger k values (k > 10) were selected, while lower k values usually signify equal or only slightly better performance. This can be seen as natural, since larger k values provide the algorithm with more hubness information and hence better probability estimates, on which the used fuzziness was based. However, not all data sets are such that high k values make sense, since in some it may induce a larger breach of locality. This is why hubness-based approaches are not expected to lead to an improvement over all data sets. This is their inherent limitation. Of course, this also depends heavily on the size of a particular data set. With more data, higher k values can be observed more safely. In high-dimensional spaces this is also affected by the curse of dimensionality because the data is always sparse.
ImageNet Data
ImageNet database is a large online repository (http://www.image-net.org/) containing over 12 million images grouped in more than 17000 synsets (classes). Images are inherently high-dimensional data, and are therefore quite suitable for testing hubness-based approaches. Out of synsets from the ImageNet hierarchy we constructed five image data sets for testing, with the used classes summarized in Table 4 . Some of them combine completely different images, as subs-3, while some are made more difficult by containing several different plant types in different categories, as in subs-6. SIFT features and color histograms were extracted for each image [18] . A codebook of 400 most representative SIFT features was obtained by clustering from a large sample. Each image was thus represented by a 400-dimensional array of codebook frequencies, as well as a 16-dimensional color histogram. We used the Manhattan distance on this group of data sets. No feature weighting was performed, meaning that color and texture information was given equal significance. This may not be optimal, but we were not interested in performing optimal image classification, since our goal was only to compare the approaches under consideration on high-dimensional data. As in the previous section, Table 5 gives an overview of the obtained data sets. Note that this data exhibits a much higher skew of the distribution of k-occurrences than most UCI data sets from Table 1 .
On each of the subsamples we performed 10 times 10-fold cross-validation. The value of k was chosen automatically from the range k ∈ [1..10] on each fold. Average accuracies of the classifiers are given in Table 6 . Statistically significant differences (p < 0.05) compared to dwh-FNN are denoted by symbols •/•. Pairwise classifier comparison is shown in Table 7 . Hubness-based algorithms show obvious improvement on all subsets over the standard kNN classifier. As the number of categories increases, improvement of h-FNN and dwh-FNN over hubness-weighted kNN becomes more pronounced, which is consistent with observations on UCI data.
Conclusions and Future Work
We have proposed several ways of incorporating hubness into fuzzy membership functions for data elements. This was meant as a generalization of the previous hubnessweighted kNN approach. Fuzzy nearest-neighbor classification offers better confidence measures of the proposed labels, which leads to potentially easier interpretability of the results by experts working on the problem -and this is the reason we decided to extend the previous crisp hubness-based approach into a fuzzy counterpart. Several hybrid fuzzy membership functions were tested and evaluated. Global class-to-class neighborhood probabilities appear to be the most reliable way to deal with low-hubness elements. The fuzzy nearest-neighbor classifier employing these fuzzy measures outperforms the basic kNN classifier and also offers improvement over the hubness-weighted kNN. The accuracy improvement thus achieved may not be large on average, but the main advantage of the fuzzy approach lies in the mentioned interpretability of the results, and the fact that the approach takes advantage of high intrinsic dimensionality of data instead of being hampered by it, taking a step closer to mitigating the curse of dimensionality.
There is still room for improvement of the proposed methods, with several issues which we plan to address in our future work. Alternative local fuzzy estimates for lowhubness elements need to be explored, since there is no clear reason why the global estimate should lead to better performance as it currently does. Also, an option of using a linear combination of hubness and these estimates for low-hubness elements appears promising, since that way the little hubness information that these elements have would not be simply discarded, but rather extended by this additional information.
