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Introduction a` l’algorithmique et a` la
programmation
Jean-E´ric Pin
Cette section de l’encyclope´die est consacre´e a`
trois outils fondamentaux de l’informatique : l’al-
gorithmique, les mode`les de machine et les lan-
gages de programmation.
1 Algorithmique
Le mot algorithme est de´rive´ du nom du
mathe´maticien persan Al Khuwaˆrizmıˆ (780-850),
dont l’un des ouvrages est aussi a` l’origine du mot
alge`bre, mais la notion d’algorithme est beaucoup
plus ancienne. Un algorithme est la description
de la suite des ope´rations e´le´mentaires qui per-
mettent de re´soudre un proble`me donne´. Le choix
des ope´rations e´le´mentaires de´pend du proble`me
et de la pre´cision souhaite´e pour la description de
sa re´solution.
On dispose de plusieurs crite`res pour com-
parer l’efficacite´ des algorithmes. Les deux prin-
cipaux parame`tres sont le temps d’exe´cution et
la me´moire requise pour mettre en œuvre l’al-
gorithme. Calculer la valeur exacte de ces pa-
rame`tres pre´sente peu d’inte´reˆt, car ils sont tribu-
taires de beaucoup trop de variables : vitesse du
processeur, charge de l’ordinateur, vitesse d’acce`s
au disque, etc. Il est beaucoup plus pertinent de
de´terminer leur e´volution en fonction de la taille
des donne´es en re´solvant par exemple la question
suivante : qu’advient-il du temps de calcul (ou de
la me´moire requise), lorsque la taille des donne´es
est multiplie´e par 10, 100 ou 1000 ?
En pratique, on se contente souvent de va-
leurs asymptotiques, ce qui conduit a` utiliser la
notation mathe´matique O(f), ou` f est une fonc-
tion nume´rique. La complexite´ d’un algorithme
est en O(f(n)) si son temps de calcul pour des
donne´es de taille n est borne´ par cf(n), ou` c
est une constante, lorsque n tend vers l’infini.
La complexite´ spatiale est de´finie de fac¸on ana-
logue, mais mesure la me´moire utilise´e par l’algo-
rithme. Dernie`re subtilite´ : on distingue la com-
plexite´ dans le pire des cas qui donne la com-
plexite´ garantie quelle que soit la distribution des
donne´es et la complexite´ en moyenne qui donne le
comportement moyen de l’algorithme.
Le meilleur exemple pour illustrer ces notions
un peu abstraites, qui est aussi l’un des plus
e´tudie´s, est le proble`me du tri , qui consiste a` trier
un tableau d’e´le´ments suivant un ordre de´termine´.
Il est facile de concevoir des algorithmes en O(n2),
a` la fois en moyenne et dans le pire des cas. C’est
le cas du tri par insertion, un algorithme que cha-
cun utilise intuitivement pour ranger un jeu de
cartes. Il consiste a` inse´rer les cartes une a` une
parmi les cartes de´ja` trie´es.
Il n’est pas si simple d’obtenir un algorithme
plus performant. Nous en de´crirons sommaire-
ment deux. L’algorithme de tri rapide (ou Quick-
Sort) a e´te´ invente´ en 1960 par Hoare, a` qui l’on
doit e´galement le premier compilateur commer-
cial pour le langage ALGOL 60. Le tri rapide re-
pose sur la notion de partitionnement. On choi-
sit un e´le´ment du tableau, appele´ pivot, puis on
permute tous les e´le´ments de fac¸on a` ce que tous
ceux qui lui sont infe´rieurs soient a` sa gauche
et tous ceux qui lui sont supe´rieurs soient a` sa
droite. A` l’issue de ce processus, le pivot est a` sa
place de´finitive. On applique alors re´cursivement
la meˆme proce´dure sur les sous-tableaux a` la
gauche et a` la droite du pivot. La complexite´ du
tri rapide est en O(n log n), mais en O(n2) dans
le pire des cas.
Le tri par fusion a e´te´ propose´ en 1945 par
John von Neumann, un mathe´maticien qui a
e´galement conc¸u l’architecture des premiers ordi-
nateurs modernes. Son algorithme repose sur le
fait que n comparaisons suffisent a` fusionner deux
tableaux de´ja` trie´s dont la somme des tailles est
n. Par exemple, pour fusionner les tableaux
1 5 7 12 18 et 3 10 11
il suffit de comparer leurs premiers e´le´ments, 1 et
3. Le minimum est 1, ce qui fournit le premier
e´le´ment du tableau trie´. Il suffit ensuite d’it´’erer
le proce´de´ avec les tableaux
5 7 12 18 et 3 10 11
jusqu’a` e´puisement des e´le´ments.
Le tri par fusion consiste a` fusionner les
e´le´ments un a` un, puis deux a` deux, quatre a`
quatre, jusqu’a` ce que tous les e´le´ments soient
dans le meˆme tableau trie´. Sa complexite´ est en
O(n log n) dans le pire des cas, mais ne´cessite
l’emploi d’un tableau auxiliaire.
1









2 Introduction a` l’algorithmique et a` la programmation
Le tableau ci-dessous permet de mieux com-
prendre les ordres de grandeur des complexite´s les
plus usuelles :
Taille 10 100 1000
log
2
n 3,32 6,64 9,96
n 10 100 1000
n log
2
n 33,2 664 9965
n2 100 1000 106
n3 1000 106 109
2n 1024 1, 26 1030 > 10301
On voit en particulier que passer d’un algorithme
de tri en O(n2) a` un algorithme en O(n log n) per-
met de trier plus de cent fois plus vite un tableau a`
un million d’entre´es. Gagner un facteur 100 sur un
algorithme permet concre`tement d’attendre trois
secondes au lieu de cinq minutes, une diffe´rence
appre´ciable quand on est au te´le´phone... Quant au
nombre 10301 figurant dans le tableau, il est lar-
gement supe´rieur au nombre d’atomes dans l’uni-
vers, estime´ a` 1080...
Les algorithmes usuels peuvent eˆtre classe´s en
quelques grandes classes de complexite´ :
– les algorithmes en temps constant, dont
la complexite´ est en O(1), c’est-a`-dire
inde´pendante de la taille des donne´es. Cer-
tains algorithmes de recherche en table, uti-
lisant des techniques de hachage, ont une
complexite´ moyenne constante ;
– les algorithmes sous-line´aires, dont la com-
plexite´ est en ge´ne´ral en O(log n). C’est le
cas par exemple de nombreux algorithmes
sur les arbres ;
– les algorithmes line´aires, dont la complexite´
est en ge´ne´ral en O(n) ou en O(n log n) sont
conside´re´s comme rapides. Les plus connus
sont les algorithmes optimaux de tri et les
algorithmes de parcours de graphes ;
– les algorithmes dont la complexite´ se situe
entre quadratique (en O(n2)) et cubique (en
O(n3)) sont plus lents, mais encore accep-
tables dans certains cas. C’est le cas de la
multiplication des matrices et de nombreux
algorithmes sur les graphes. Par contre, un
algorithme cubique est trop lent pour eˆtre
utilise´ en ge´nomique ;
– les algorithmes polynomiaux en O(nk) pour
k > 3 ou exponentiels (notamment ceux de
complexite´ O(2n)) sont impraticables de`s
que la taille des donne´es de´passe quelques
centaines.
On ne peut meˆme pas compter sur la loi de Moore
pour ame´liorer sensiblement un algorithme expo-
nentiel. Cette loi, qui pre´dit le doublement de la
puissance des ordinateurs tous les 18 mois, pre´voit
bien pourtant une progression de la taille des
proble`mes traitables par un algorithme exponen-
tiel. Mais cette progression n’est que d’une unite´
tous les 18 mois, une avance´e tre`s insuffisante. . .
Pourtant, meˆme lorsqu’aucun algorithme po-
lynomial n’est connu, tout n’est pas encore
perdu. Une heuristique bien choisie permet par-
fois de re´soudre efficacement tel cas particu-
lier d’un proble`me donne´. On utilise aussi tre`s
fre´quemment des algorithmes qui, sans donner
la solution optimale, fournissent une solution
approche´e. C’est le cas notamment pour les
proble`mes de de´coupage (moquette, tissu, me´tal,
etc.). Une autre technique tre`s utilise´e consiste
a` trouver la solution, mais seulement avec une
certaine probabilite´. Par exemple, bien que l’on
connaisse depuis 2002 un algorithme polynomial
pour tester si un nombre entier est premier, les
cryptographes lui pre´fe`rent des algorithmes plus
rapides, mais qui ne donnent qu’une re´ponse par-
tielle. Ces algorithmes de´tectent les nombres com-
pose´s avec une erreur que l’on peut borner a priori,
mais ne peuvent garantir la primalite´. Enfin, on
peut chercher a` utiliser un algorithme paralle`le
afin d’utiliser simultane´ment la puissance de plu-
sieurs processeurs. On peut meˆme aller au dela`, et
re´quisitionner, via Internet, des milliers d’ordina-
teurs du monde entier.
2 Mode`les de machine
La de´finition pre´cise d’un algorithme et de
sa complexite´ est un proble`me qui a occupe´ les
mathe´maticiens — et plus particulie`rement les lo-
giciens — avant meˆme l’invention des ordinateurs.
Le mode`le abstrait cre´e´ par Alan Turing,
connu de´sormais sous le nom de machine de Tu-
ring a permis de re´soudre ce proble`me de fac¸on sa-
tisfaisante. Ces machines mode´lisent en effet tout
ce qui est calculable et en particulier, tout ce qui
est re´alisable par un langage de programmation.
Les efforts des logiciens ont permis de
de´montrer l’existence de proble`mes inde´cidables.
L’un des plus ce´le`bres continue de ruiner les es-
poirs de bien des apprentis-programmeurs : il ne
peut exister de « superprogramme » capable de
de´tecter si un programme donne´ comporte ou non
une boucle infinie.
Les machines de Turing permettent aussi de
de´finir rigoureusement les classes de complexite´.
Les plus ce´le`bres sont les classes P et NP. La classe
P (resp. NP) de´signe l’ensemble des proble`mes
re´solubles en temps polynomial par une machine
de Turing de´terministe (resp. non de´terministe).
Propose´ en 1979, le proble`me P = NP est le pre-
mier des sept « proble`mes du mille´naire » pour
la re´solution desquels l’institut Clay offre un prix
d’un million de dollars. Sa signification intuitive










est la suivante : si la solution d’un proble`me peut
eˆtre ve´rifie´e rapidement, peut-on aussi la trouver
rapidement ? Les amateurs de Su-Do-Ku1 savent
bien qu’il est beaucoup plus facile de ve´rifier une
solution que de la trouver, et on pense donc
ge´ne´ralement que P est strictement inclus dans
NP . Mais personne n’est parvenu a` ce jour a` le
de´montrer...
Si les machines de Turing constituent le
mode`le de machine le plus ge´ne´ral, les auto-
mates finis en constituent le mode`le le plus
simple. Contrairement aux machines de Turing,
qui posse`dent une me´moire potentiellement non
borne´e, un automate fini ne dispose que d’une
me´moire finie. C’est un mode`le tre`s proche des
circuits digitaux, au point que l’on peut directe-
ment implanter certains types d’automates dans
le silicium.
Les automates finis constituent un ingre´dient
de base de la quasi-totalite´ des mode`les de ma-
chines qui ont e´te´ propose´s a` ce jour. Contraire-
ment a` une opinion assez re´pandue, les proble`mes
que l’on peut formuler en termes d’automates ne
sont pas pour autant faciles a` re´soudre. D’une
part parce que la the´orie des automates elle-
meˆme offre une quantite´ de proble`mes non encore
re´solus, et ensuite parce que la complexite´ des al-
gorithmes sur les automates peut eˆtre re´dhibitoire
dans certains cas. En particulier, la ve´rification
des syste`mes et des protocoles, qui est l’une des
applications les plus connues des automates fi-
nis, se heurte fre´quemment a` des phe´nome`nes
d’explosion combinatoire.
La recherche d’un mode`le abstrait de machine
a rejoint les pre´occupations de linguistes, tels que
Noam Chomsky, qui cherchaient une de´finition
mathe´matique de la notion de grammaire. De ce
fait, les linguistes ont fortement influence´ la ter-
minologie du domaine. Si l’on dit couramment que
les ordinateurs repre´sentent l’information par des
suites de 0 et de 1 (ou bits), il est pre´fe´rable, pour
une de´finition abstraite, de ne pas privile´gier la
repre´sentation binaire. Un alphabet de´signe sim-
plement un ensemble fini, dont les e´le´ments sont
appele´s des lettres. L’alphabet {0, 1} n’est donc
qu’un exemple parmi d’autres, meˆme si c’est le
plus fre´quemment utilise´. Un mot est une suite
finie de lettres, que l’on note par simple jux-
taposition. Ainsi 0211002 est un mot sur l’al-
phabet {0, 1, 2}. Un langage est un ensemble de
mots. L’inte´reˆt de ce formalisme est qu’il permet
de repre´senter de fac¸on abstraite des donne´es de
nature tre`s diverse, sans avoir a` ce pre´occuper
des de´tails de cette repre´sentation. Une gram-
maire est donne´e par un ensemble fini de re`gles.
La de´finition formelle en sera donne´e au chapitre
££Mode`les de machines££, mais nous l’illustre-
rons ici par un exemple tre`s simple : la grammaire
constitue´e des deux re`gles S → 2 et S → 0S1
engendre le langage {2, 021, 00211, 0002111, . . .}
forme´ des mots de la forme 0n21n, ou` n est un en-
tier positif ou nul. Par exemple le mot 0002111 est
obtenu en appliquant trois fois la deuxie`me re`gle,
et une fois la premie`re re`gle, suivant le sche´ma :
S → 0S1→ 00S11→ 000S111→ 0002111
Chomsky a propose´ quatre types de grammaires.
Le type 0 est le plus puissant et engendre exac-
tement les langages accepte´s par des machines
de Turing, appele´s aussi langages re´cursivement
e´nume´rables. Le type 1 de´finit les langages qui
sont reconnus par des machines de Turing dont on
a restreint la me´moire (elle doit eˆtre line´airement
borne´e en fonction de la longueur de l’entre´e).
Le type 2 correspond aux langages accepte´s par
des automates a` pile, qui, comme leur nom l’in-
dique, sont des automates finis enrichis par un
me´canisme de pile. Enfin le type 3 correspond aux
langages accepte´s par des automates finis. Ainsi,
l’approche par les grammaires rejoint celle base´e
sur les machines.
3 Programmation
L’algorithmique permet de pre´parer la
re´solution d’un proble`me en de´taillant les
ope´rations e´le´mentaires a` accomplir. Il reste en-
suite a` traduire ces ope´rations en instructions
pour l’ordinateur. C’est le roˆle des langages de
programmation. Il en existe de´ja` des centaines,
avec de nombreuses variations, et ils font l’objet
de recherches tre`s actives.
Le point de vue adopte´ par le programmeur
de´termine le style, ou paradigme de la program-
mation. On parle ainsi de langage de programma-
tion de haut ou de bas niveau, oriente´ objet ou
non, de typage statique ou dynamique, impe´ratif
ou fonctionnel, etc.. Nous n’e´voquerons ici que
quatre classes particulie`rement importantes : les
langages impe´ratifs, fonctionnels et oriente´s objet
et la programmation logique par contraintes.
Un programme impe´ratif est constitue´ d’une
suite d’instructions e´le´mentaires qui permettent
de modifier l’e´tat me´moire du programme. Ce
style de programmation a e´te´ retenu pour la
conception de la quasi-totalite´ des microproces-
seurs. Dans ce cas, l’e´tat d’un programme est
de´crit par le contenu de la me´moire centrale
de l’ordinateur et les instructions e´le´mentaires
constituent le langage machine spe´cifique a`
chaque processeur. Un langage assembleur est
1Un jeu de logique fre´quemment propose´ dans les journaux.









4 Introduction a` l’algorithmique et a` la programmation
une traduction d’un langage machine plus lisible
pour les humains. Les langages de programmation
impe´ratifs utilisent des instructions de plus haut
niveau : assignation de variables, branchements,
me´canismes de re´pe´tition.
Un objectif souvent cite´ par les programmeurs
est de pouvoir e´crire un programme sans avoir a`
se soucier du mode`le de microprocesseur ou du
syste`me d’exploitation sur lequel il sera exe´cute´,
ce que l’on re´sume souvent par la formule « s’abs-
traire de la machine ». L’utilisation de structures
de donne´es ade´quates (en commenc¸ant par les
tableaux) va dans ce sens. La notion de sous-
programme (ou proce´dure) permet e´galement de
mieux structurer les programmes tout en conser-
vant une bonne lisibilite´. Mais une proce´dure reste
du domaine de la programmation impe´rative, car
elle ne fait que modifier l’e´tat me´moire. La pro-
grammation fonctionnelle propose une autre ap-
proche. Comme son nom l’indique, on y utilise
des fonctions, au sens mathe´matique du terme,
comme la fonction x → x2 +1. Ces fonctions pro-
duisent un re´sultat unique et peuvent intervenir a`
tous les niveaux : comme parame`tres ou comme
re´sultat d’autres fonctions, comme composantes
d’une structure de donne´es, etc. Mieux, le pro-
gramme tout entier est conc¸u comme une fonction
que l’on de´crit en s’appuyant sur des techniques
issues de la logique, parmi lesquelles la re´cursion
joue un roˆle essentiel. Comme les fonctions sont
des valeurs manipulables, on peut facilement com-
poser des calculs en programme fonctionnelle.
Alors que les fonctions sont au cœur de la pro-
grammation fonctionnelle, ce sont les relations qui
sont a` la base de la programmation logique, dont le
langage le plus connu est PROLOG. La program-
mation logique par contraintes fournit un cadre
unifie´ pour la re´solution de proble`mes de´finis par
des e´quations, des contraintes et des formules lo-
giques. Elle est ne´e du rapprochement de la pro-
grammation logique, des techniques de propaga-
tion de contraintes de´veloppe´es en intelligence ar-
tificielle et des me´thodes d’optimisation conc¸ues
en recherche ope´rationnelle. Il est tre`s facile par
exemple d’e´crire un programme de re´solution de
Su-Do-Ku dans un tel langage.
La programmation oriente´e objet privile´gie
un autre point de vue. Un programme y est
vu comme un ensemble de composantes, les ob-
jets, qui rassemblent au sein d’une meˆme struc-
ture de donne´es, appele´e classe, des ope´rations
et des donne´es. Un objet est un regroupement de
donne´es, les variables d’instance, et d’ope´rations
sur ces donne´es, les me´thodes d’instance, respec-
tant l’interface de´crite dans la classe. On dit alors
que l’objet est une instance de la classe.
L’un des grands avantages de cette approche
est sa modularite´. En effet, le paradigme objet
se´pare clairement l’interface (la partie visible d’un
objet) de l’implantation (la fac¸on dont les objets
sont re´ellement repre´sente´s en me´moire). Comme
les objets n’utilisent que les proprie´te´s de´finies par
l’interface, on peut modifier leur repre´sentation
interne sans avoir a` rebaˆtir le programme.
En pratique, un langage de programmation
peut reposer simultane´ment sur plusieurs para-
digmes. De plus, certains langages ont e´volue´
vers un dialecte a` objets, comme C vers C++
et Objective C, ou Caml vers Objective Caml.
Par ailleurs, de nombreux langages, qu’il soient
impe´ratifs, fonctionnels ou a` objet proposent des
extensions de programmation par contrainte.
Quelque soit le paradigme, un langage de pro-
grammation peut eˆtre soit directement interpre´te´
par l’ordinateur, soit traduit en langage machine
par un compilateur avant d’eˆtre exe´cute´. Utiliser
des compilateurs re´pond au souci des program-
meurs de cre´er des programmes inde´pendants de
l’architecture des processeurs.
4 Florile`ge
Nous terminerons cette introduction par un
florile`ge de quelques proble`mes classiques qui
servent de test de performance pour les langages
de programmation. Ainsi le calcul de la fonction
factorielle n! = 1 × 2 × · · · × n et de la suite de
Fibonacci , de´finie par la re´currence
F0 = 0, F1 = 1 et, pour n > 2,
Fn = Fn−1 + Fn−2,
servent souvent de mode`les de programme
re´cursif. La re´cursivite´ a` plusieurs variables est
souvent illustre´e par le proble`me des tours de Ha-
noi . Ce proble`me a e´te´ imagine´, puis exploite´
comme casse-teˆte par le mathe´maticien franc¸ais
E. Lucas en 1883. Le jeu est compose´ de trois
axes et d’anneaux enfile´s sur ces axes par taille
de´croissante.
Fig. 1.1 – Tours de Hanoi
Le jeu consiste a` de´placer tous les anneaux sur l’un
des axes libres en un minimum de mouvements.
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On ne de´place qu’un anneau a` la fois et il ne peut
eˆtre place´ que sur un anneau plus grand que lui.
On de´montre que pour n anneaux, le nombre mi-
nimum de de´placements est de 2n − 1.
La programmation par contrainte excelle dans
la re´solution du proble`me des n dames, qui
consiste a` placer n dames sur un e´chiquier n × n
sans qu’aucune d’entre elles ne soit en prise. Rap-
pelons que, suivant les re`gles des e´checs, une dame
peut capturer toute pie`ce situe´e sur sa ligne, sa
colonne ou l’une de ses deux diagonales.
5 Pre´sentation de la section
Dans cette section, quatre chapitres et demi
sont consacre´s a` l’algorithmique, trois et demi a`
la mode´lisation de la notion de machine et cinq a`
la programmation.
Le chapitre ££Structures de donne´es££
pre´sente les structures de donne´es de base sur les-
quelles s’appuient la plupart des programmes : ta-
bleaux, structures line´aires (listes, piles et files),
arbres et graphes.
Le chapitre ££Techniques algorithmiques et
me´thodes de programmation££ de´crit les princi-
paux types d’algorithmes (de´terministes, proba-
bilistes, randomise´s, par contrat, sans branche-
ment), puis pre´sente quelques techniques clas-
siques (algorithmes gloutons, programmation dy-
namique, diviser pour re´gner, re´cursivite´, utilisa-
tion de sentinelles, algorithmes en place) illustre´es
par des algorithmes classiques (parcours d’arbres,
parcours de graphe, tris).
Le chapitre ££Algorithmes des graphes et
des re´seaux££ illustre l’utilisation d’algorithmes
classiques sur les graphes (parcours de graphe,
plus court chemin, arbre couvrant, proble`mes
de flots, etc.) pour des questions concre`tes lie´es
aux re´seaux (routage sur Internet, re´seau de
te´le´phonie mobile, etc.)
Le chapitre ££Algorithmes alge´briques££
pre´sente un panorama des algorithmes ope´rant
sur des structures alge´briques simples (polynoˆmes,
entiers, matrices). En particulier, le proble`me de
la factorisation des entiers et la recherche de
nombres premiers sont au cœur des recherches en
cryptographie moderne.
Le chapitre ££Algorithmique paralle`le££ est
consacre´ aux algorithmes utilisant plusieurs pro-
cesseurs travaillant en paralle`le. Le chapitre ex-
plore les diffe´rents mode`les formels (variantes de
machines P-RAM) et illustre l’utilisation du pa-
ralle´lisme sur quelques exemples simples : calculs
en chaˆıne sur une liste, calcul du maximum, dif-
fusion de messages, produits de matrices.
Le chapitre ££Automates finis££ pre´sente le
mode`le le plus simple de machine. On y de´crit
les automates de´terministes, non de´terministes,
les langages rationnels et reconnaissables, puis
on s’inte´resse aux automates de´terministes avec
sortie (automates se´quentiels). On y pre´sente
e´galement divers exemples d’applications issus no-
tamment des industries de la langue.
Le chapitre ££Automates et ve´rification££
de´crit les applications du mode`le des automates
finis a` la ve´rification des logiciels, et parti-
culie`rement de protocoles. Les automates per-
mettent en effet de de´crire les programmes a` ana-
lyser et les proprie´te´s de leur comportement. Ils
donnent aussi une repre´sentation finie de certains
ensembles infinis de valeurs.
Le chapitre ££Mode`les de machines££ est
consacre´ aux principaux mode`les formels utilise´s
en informatique, a` l’exception des mode`les de
machine paralle`les, qui sont traite´s dans le cha-
pitre ££Algorithmique paralle`le££. Les compo-
santes d’une machine, les machines de Turing, la
notion de proble`me inde´cidable, les mesures de
complexite´, les automates a` pile et la hie´rarchie
de Chomsky sont les ingre´dients principaux de ce
chapitre.
Le chapitre ££Les compilateurs££ pre´sente
l’e´tat de l’art sur les techniques de compilation.
On y de´crit les diffe´rentes phases de la com-
pilation (analyse syntaxique, repre´sentation in-
terme´diaire, optimisation, ge´ne´ration de code),
puis les diffe´rentes techniques d’optimisation et on
termine par la paralle´lisation automatique et les
proble`mes pose´s par les architectures modernes.
Le chapitre ££Langages de programmation
impe´ratifs££ pre´sente les me´canismes classiques
des langages impe´ratifs (variables, affectation,
e´valuation, instructions conditionnelles, boucles,
sous-programmes, re´cursivite´). On y de´crit en-
suite sommairement les plus ce´le`bres de ces lan-
gages : Fortran, Algol, Pascal, Modula, COBOL,
C, etc.
Le chapitre ££Programmation fonction-
nelle££ de´crit les me´canismes de base com-
muns aux langages fonctionnels, les proble`mes
de typage, d’ordre d’e´valuation des expressions
et les structures de controˆle. On y e´voque les
techniques de mises en œuvre (compilation, bi-
bliothe`que d’exe´cution, interope´rabilite´), puis on
de´crit brie`vement les langages fonctionnels les
plus connus (Lisp, Scheme, ML, Miranda, Clean,
Haskell et leurs dialectes).
Le chapitre ££Les langages a` objets££ re-
vient sur la gene`se du mode`le objet, pre´sente ses
concepts fondateurs, les illustre sur le proble`me
des tours de Hanoi, pre´sente les contributions ma-
jeures au domaine du ge´nie logiciel et e´voque pour
conclure les perspectives futures en programma-
tion.
Le chapitre ££Programmation logique et
contraintes££ pre´sente le cadre et les me´thodes
de la programmation par contrainte. On y









6 Introduction a` l’algorithmique et a` la programmation
de´crit d’abord les diffe´rentes proce´dures de
recherche (arbres de recherche, heuristiques,
se´paration-e´valuation, recherche locale, etc.)
puis les trois grands mode`les d’exe´cution
(re´solutions de contraintes, programmation lo-
gique avec contraintes et langages concurrents
avec contraintes).
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