ABSTRACT The study on the vehicle pause rate in the expressway service area provides a theoretical basis for the evaluation and layout optimization of the social and economic adaptability of the expressway service area. This paper constructs a prediction model based on the analysis of explanatory variables using wavelet neural network (WNN) and genetic algorithm (GA). Eight variables, such as major road traffic flow and the distances to neighboring service areas, are selected as input parameters. The pause rates of a freight truck and passenger car are the prediction output. The data from 23 pairs of service areas in Henan province are used to train the model. The GA is used to optimize the initial weights, thresholds, and translation coefficients of the WNN. The experimental results show that the GA-WNN model has a higher prediction precision and a better fitting ability compared with the GA-BP and the WNN prediction models, which can overcome the shortcomings of slow convergence and local optimum of traditional WNN, and combine the advantages of GA and WNN to improve prediction accuracy effectively. The research of this paper can provide new ideas and methods to pause rate prediction of the expressway service area.
I. INTRODUCTION
The pause rate of vehicles is an important parameter in expressway service area planning and management. It not only serves as a premise for service area planning and design, but also influences the scale of service area construction. In addition, it is an important parameter in the evaluation of service area operation. Thus, it is very important to accurately predict the pause rate in expressway service area. Currently, few studies have investigated the prediction of pause rate in expressway service areas. Global studies include the elastic coefficient method-based approach reported in the Japanese Expressway Design Guidelines [1] . Additionally, AASHTO [2] , Perfater [3] , Finson R [4] , and Toshiyuki [5] recommended pause rate values based on service area
The associate editor coordinating the review of this manuscript and approving it for publication was Baozhen Yao. survey data. The domestic Chinese studies on pause rate mainly consist of two categories. The first uses the elastic coefficient method and recommended values and adjusts the pause rate value of expressways in different regions [5] , [6] . For example, Sun compared the survey data of vehicles pause rates in Shen-Shan and Japanese expressway service areas, re-calculated the parameters and classified pause rate into four different types [7] . The other category focuses on pause rate formation mechanisms. For instance, Guo [8] adopted a space structure model to linearly predict pause rate. Wang and Tang [9] established a vehicle pause rate prediction model in an expressway service area based on traffic flow theory. Xia et al. [10] studied the relationship between pause rate and vehicle drive time, and created a method to calculate vehicle pause rates in a service area. And these prediction methods were based on a large number of sample data to conduct modeling, analysis and prediction from a purely mathematical perspective. The single prediction model established mainly depended on the quantity and quality of the sample data.
At the same time, these mathematical model lacked selflearning and self-adaptation ability, and analysis had certain limitations, such as immature parameter determination methods and less influence variables, etc. [8] - [10] , which made the prediction accuracy less than ideal. In view of the basic characteristics of non-linearity, complexity and uncertainty of the expressway network system, the research method based on the above determined mathematical model was increasingly unable to meet actual needs. Notably, the prediction of pause rate in service area is similar to the prediction of road short-term traffic flow to some extent. ARIMA [11] , Kalman filtering and Bayesian network model have high forecast accuracy and mature technique, but their modeling methods are tedious [12] . In recent years, researchers have established pause rate prediction models based on neural network, such as back propagation (BP) neural network [13] , [14] . An artificial neural network is an adaptive nonlinear dynamic system with strong nonlinear projection ability connected by large numbers of neurons. The BP network is the most widely used prediction model. They have a wide range of applications in the fields of classification and recognition [15] , function approximation, and data predication and optimization [16] . However, both each node and weight of the simple BP network affect the output, and its adaptive process and global approximation process are time-consuming, so the convergence speed of the network is slow. Meanwhile, BP network is a non-convex problem of gradient descent, which is easy to fall into local minimum and lead to wrong working mode [17] . Therefore, the traditional BP neural network has some shortcomings in solving such pause rate prediction problems, such as a tendency to slide into local minima, slow convergence rate, and difficult to determine the number of hidden layers and neurons, which leads to the unstable and inaccurate of prediction results, so it is not necessarily able to achieve ideal prediction results. Wavelet analysis [18] , [19] could solve the deficiencies of these neural networks. Among which, the wavelet neural network (WNN) using the selflearning function of neural network and good time-frequency local features and zoom features of the wavelet transform function, has strong ability of function approximation and fault tolerance, faster convergence speed and good prediction effect.
However, in the process of parameter optimization, the WNN generally adopts the gradient descent method which constrains the direction of parameter optimization, it is not only difficult to meet the randomness, complexity and uncertainty of pause rate prediction in expressway service area, but also easy to fall into the local minimum. The genetic algorithm (GA) [20] , a stochastic optimization search method based on natural selection and gene genetics, has a strong ability of global optimization and can find the global optimal solution with a greater probability, which is more in line with the characteristics of high complexity, randomness and uncertainty of the expressway service area pause rate [21] . Therefore, it can be used to complete the preliminary parameter optimization of WNN to overcome the above shortcomings and achieve better prediction effect. Of course, Huang et al. [22] and Ziwen et al. [23] directly used GA algorithm to optimize BP neural network, and obtained the conclusion that GA-BP neural network was higher than traditional BP neural network in prediction accuracy and adaptability. It can be seen that for the pause rate prediction problem with large randomness, non-linearity and uncertainty, it is difficult to obtain satisfactory prediction results under different external conditions by relying on only one prediction model. The combination prediction model is established and the prediction results are often better than the single prediction model based on the advantages of each model.
In this paper, in view of problems existing in the current expressway service area pause rate determination method, based on the detailed analysis of the main factors affecting pause rate of expressway service area, combined with the extensive mapping ability of WNN and the global search ability of GA, constructed the vehicle pause rate prediction model of expressway service area, which is expected to provide reference ideas and methods for the subsequent research on scale parameters of expressway service area on the basis of improving the prediction accuracy. This paper also established the WNN and GA-BP models mentioned above for comparison to better reflect the prediction effect of the established model.
The reminder of this paper is organized as follows: Section II analyzes the factors influencing the pause rate. Section III constructs the wavelet neural network prediction model based on genetic algorithm optimization. Section IV presents the prediction results of the actual pause rate data in the service area, and the selection of input variables and the prediction model are discussed. Finally, Section V summarizes our work and describes future research issues.
II. THE EXPLANATORY VARIABLES FOR PAUSE RATE IN EXPRESSWAY SERVICE AREAS
There are many factors that influence the pause rate in expressway service area, which lead to the highly nonlinear characteristics of the pause rate. Selecting appropriate factors as input variables is crucial to the construction of neural network model. Generally, the following two principles are followed to select factor as the input variable: first, the input variable is closely related to the predicted object, the selected input layer variable is closely related to the predicted objects, and can fully reflect the formation mechanism of vehicle pause rate in expressway service area; second, the linear relationship between the input variables is small. Therefore, we selected some factors affecting the pause rate in expressway service area according to the relevant standards and literatures [24] , [25] . VOLUME 7, 2019 A. MAJOR ROAD TRAFFIC FLOW AND VEHICLE TYPE Previous data has shown that expressways with low traffic flow have higher average pause rates in services areas than those with high traffic flow [13] . In addition, the types of vehicles in the traffic also play a role in pause rate because the driver, passenger, and vehicle have different needs for the facilities in the service area.
B. LOCAL SOCIAL AND ECONOMIC LEVEL
This variable is included in the elastic coefficient method. On the one hand, the overall condition of the road environment and residents' travel habits and frequency are closely related to the level and characteristics of the local social and economic development. On the other hand, a high level of local social and economic development results in more need for transportation in various industries.
C. DISTANCE TO NEIGHBORING SERVICE AREAS
The longer the distance between neighboring service areas, the more services drivers and passengers will require, leading to a high pause rate, and vice versa. It has been reported that the pause rate in certain service areas decreases as the number of service areas increases (decreasing the inter-service area distance) [26] .
D. DISTANCE TO EXPRESSWAY ENTRANCE AND EXIT
Short distance to expressway entrances or exits leads to little demand for services. The driver and passenger's needs for food and accommodation will usually be met in nearby cities, so the pause rate in service areas at the entrance or exit is low.
E. GEOGRAPHICAL ENVIRONMENT
Service area design standards are different in areas with different terrain conditions. This variable is related to the degree of dependence of people and vehicles on the service areas. For example, the pause rate of passenger vehicles in service areas near scenic attractions is higher than that in other service areas due to the large traffic flow of major road.
F. FREIGHT AND PASSENGER TRANSPORTATION VOLUME
Freight and passenger transportation volume is a quantified index that reflects the services of the road transportation industry for the national economy and citizens. It is also an important variable that measures local passenger flow and degree of freight transportation.
G. SCALE OF THE SERVICE AREA
Previous investigation has revealed that the number of parking lots is proportional to the number of vehicles entering the service area. In addition, from a psychological aspect, a spacious parking lot is attractive to expressway users, especially to large trucks. Moreover, the capacity of the dining room is also related to the number of vehicles. The size of the service area directly reflects the service capacity of the facilities such as gas stations, vehicle maintenance areas, restaurants, and supermarkets.
III. THE PAUSE RATE PREDICTION MODEL
It is clear that the above variables are highly complex, random, and uncertain. Further, they mutually affect each other, and as a result, each factor has a complex relationship with the pause rate, which is hard to effectively model using simple mathematical analytical expressions. Considering that artificial neural networks have non-linear projection, generalization, and fault-tolerance, this approach was used in this study to construct a prediction model for pause rate in expressway service areas.
A. TOPOLOGY OF WAVELET NEURAL NETWORK 1) NUMBER OF NETWORK LAYERS
In this paper, an embedded wavelet neural network was proposed to build a prediction model of vehicle pause rate in expressway service area. The sigmoid excitation function of hidden layer in BP neural network was replaced by wavelet function, and the basic form of BP neural network was still applied for network structure and learning and training.
According to Kolmogorov's theorem [27] , a three-layer BP neural network can map any n-dimension to m-dimension. Therefore, three-layer wavelet neural network was selected in this paper to predict the vehicle pause rate in expressway service area, and the network structure was composed of input layer, hidden layer and output layer.
2) INPUT LAYER AND OUTPUT LAYER VARIABLES
The selection of network input layer variables is the basis of establishing a successful prediction model.
According to the section II, we conducted correlation analysis and selected 8 factors with weak linear relationship as the input variables, that is: 1) service area cross-sectional major road traffic flow and constitution; 2) distance from the upstream service area; 3) distance from the downstream service area; 4) the GDP value of the region where the service area located; 5) distance from the upstream toll stations; 6) distance from the downstream toll stations; 7) regional freight (passenger) volume; 8) regional truck (passenger car) volume.
The output layer variable was the vehicle pause rate in the expressway service area (by vehicle type) that needed to be predicted.
3) NUMBER OF HIDDEN LAYER NODES
The determination of nodal number of hidden layers are very important link in the design of neural network. The nodal number of hidden layer is not only related to the nodal number of input and output layers, but also related to the complexity of the problem to be solved, the type of transformation function and the characteristics of sample data [28] .
The node number of hidden layers should meet the following two basic conditions:
(1) The number of nodes in the hidden layer must be less than S-1 (where, S is the number of training samples), otherwise, the systematic error of the established network model has nothing to do with the characteristics of training samples and tends to 0. In other words, the established model lacks generalization ability.
(2) The number of training samples S must be greater than the connection weight of the model, which is generally 2-10 times. Otherwise, the samples must be divided into several parts, and the method of ''rotation training'' can be used to obtain a more reliable neural network model.
In this paper, when determining the number of hidden layer nodes, the approximate range of hidden layer nodes is determined according to the empirical formula [29] , which is as follows:
where, k and m are the numbers of neurons in the input and output layers, respectively. Finally, the basic structure of the wavelet neural network is constructed as shown in Figure 1 , where x 1 , x 2 , . . . x k are input layer parameters, y 1 , y 2 , . . . y m are predictive output, ω ij and ω jk are connection weights from the input layer to the hidden layer and from the hidden layer to the output layer, respectively. 
B. PREDICTION MODEL CONSTRUCTION
In this paper, the initial weights, thresholds, and expansion and translation coefficients for the wavelet neural network are optimized using a genetic algorithm.
(1) Firstly, a set of chromosomes corresponding to the distributed weight are randomly generated, including the connection weight of each layer of the wavelet neural network, the expansion scale and translation scale of the hidden layer wavelet element, and the neuron threshold of the output layer. Then, the coding scheme is adopted to encode them respectively, and the crossover scale, crossover probability, mutation probability, initial population number and genetic algebra are initialized. L chromosomes X i (i = 1, 2, · · · , L) are randomly selected as the initial population P, where each chromosome X i is encoded with real numbers using the same network structure. The corresponding coding mapping relation is as follows: 1 , a 2 , . . . , a j , b 1 , b 2 , . . . , b j , γ 1 , . . . , γ t (2) where ω ij represents the weights from input layer neuron i to hidden layer neuron j, while the values of i, j are determined by the network structure. Furthermore, υ jt represents the connection weight from hidden layer neuron j to output layer neuron t, α j is the expansion coefficient of hidden layer neuron j, b j is the translation coefficient of hidden layer neuron j, and γ t represents the threshold of output layer neuron t.
(2) Input the training sample in the wavelet neural network, calculate the error function value, take the reciprocal of the error as the fitness value of the chromosome, and then calculate and sequence the fitness value of each chromosome respectively.
A genetic algorithm's performance is evaluated using a fitness function, specifically, higher fitness values lead to better solution quality. In this paper, the reciprocal of the error (entropy) function of the wavelet neural network is selected as the fitness value, calculated as follows:
where E(X i ) represents the global error function.
The fitness function value of each individual in the population is calculated and ranked in ascending order. Probability p i of the i th individual is calculated as
where q represents the odds of selecting the optimal individual and r is the number of individual fitness values in the population.
The individuals with the highest fitness value are assigned rank 1 and go directly into the next generation. The cumulative selection possibility of each chromosome is calculated using q i = i 1 p i , and a random ascending sequence
When q i−1 < r j < q i , the chromosome is selected for the next generation [21] .
(3) The chromosome with the largest fitness function value is directly inherited to the next generation.
(4) Crossover probability P c is used for crossover operation of individuals to generate new individuals.
(5) Use mutation probability P m to carry out mutation operation to generate new individuals.
(6) Insert the new individual generated by the above operation into the population P, and calculate the fitness function value of the new individual.
(7) Learning and training the model if the preset value is met; Otherwise, repeat the above steps until the training goal is met.
(8) Decode the final result and take it as the optimal initial weight, threshold and translation coefficient of the wavelet neural network prediction model. Finally, the wavelet neural network based on genetic algorithm optimization is learned and trained.
The specific model build process is shown in Figure 2 . 
C. WAVELET NEURAL NETWORK LEARNING AND TRAINING
The optimal initial weights ω ij , v jt , expansion and translation coefficients a j , b j , and threshold γ t of the wavelet neural network are obtained by the genetic algorithm. Then, the network training and testing are carried out using the above results until an optimal solution is obtained. The following steps are then performed.
1) OUTPUT OF HIDDEN LAYERS
For an input vector x i (i = 1, 2, · · · , k), the output equation of the hidden layers is:
where h j is the output of the j th node in the hidden layer, ϕ a,b is the activation function of the hidden layer, i.e., the wavelet function, and l is the number of hidden layer nodes, which is determined by the genetic algorithm. A Morlet wavelet function is used as the activation function of the hidden layer, as shown below:
The activation function of the final layer adopts a purelin linear function, which is
where, x is the input of the output layer. Correspondingly, the input-output model of the whole wavelet neural network can be represented as:
3) ERROR FUNCTION
In order to accelerate the convergence of the network, the error function uses an ''entropy function'' as a substitution for the ''energy function.' ' The expression of the error (entropy) function [30] is:
where M is the number of input samples, d m t is the expected output value of sample m(m = 1, 2, · · · , M ) corresponding to the i th node, and y m t represents its actual value. Adjust the corresponding parameters v jt , γ t , w ij , a j , b j under the idea of gradient descent.
The next mode pair was randomly selected and provided to the wavelet neural network, and the above network training process was repeated until all the m learning mode pairs were completed. Then, a mode pair from m learning mode pairs was randomly selected and continue to repeat the above training process until the network error function E is less than the pre-set value ε. Finally, the values of v jt , γ t , w ij , a j , b j were stored.
The above stored parameter values are substituted into the calculation formula of the prediction model of vehicle inflow rate in the expressway service area, as shown below:
As the mainstream of current neural network simulation platform, Matlab 2014b provides a large number of neural network toolbox functions and is a user-friendly tool. In this paper, the network model building and training was achieved mainly by programming.
D. PARAMETER DETERMINATION 1) GENETIC ALGORITHM
When the initial weight and threshold are determined, the population size is set at 50, the maximum number of iterations is set at 100, and the crossover probability is 0.7. The probability of variation is 0.008.
2) WAVELET NEURAL NETWORK
The wavelet neural network adopts the three-layer topology structure of BP neural network. The number of nodes in the design input layer is 8. The initial number of hidden layer nodes is set to 5 according to formula (1), and the number of nodes in the hidden layer is 10, and the number of nodes in the output layer is 1. Thus, a topological structure is constructed as Figure 1 . The network accuracy is set as 0.001, the number of training steps is 3000, and the initial learning rate is 0.01. E. DATA SOURCES Figure 3 shows the planning scheme of expressway service area in Henan province. In order to verify the correctness and accuracy of the prediction model, 23 service areas of the Jing-Gang-Ao, Lian-Huo, Hu-Shan, and Zheng-Lu expressways were investigated. Basic data such as 24-hour traffic flow of different types of vehicles on cross-section expressway in each service area were collected within one week. The first 40 groups of data in Table 1 and 2 were adopted as WNN training samples to calculate the trial networks, and the test samples were No.41−46 in Table 1 and 2.
1) ERROR INDEX ANALYSIS
In order to comprehensively evaluate the prediction effect of the model established above, the following evaluation indexes are introduced in this paper.
where x i is the real value of the time series, y t is the prediction data of GA-WNN, m is the number of the predict samples.
IV. RESULTS AND DISCUSSION

A. FORECAST RESULTS
1) TRUCK PAUSE RATE
After adjusting the training parameters, the error and fitness value curves of the genetic algorithm at an initial population size of 50 are shown in Figures 4 and 5 . The fitness value tends to stabilize after 100 generations, as does the corresponding error function. Therefore, the terminating condition of the genetic algorithm is set to 100 generations. The predicted and actual values of samples No. 41−46 are listed in Table 3 . The predicted and actual values of all samples are compared in Figure 6 .
2) PASSENGER CAR PAUSE RATE
In the same way, passenger car's pause rate prediction model in expressway service area can be obtained according to the above steps. The former 40 samples were chosen as training samples, and latter 6 samples also were selected as testing samples in Table 3 , accordingly, the predictive value of passenger cars' pause rate in the test samples service area as shown in Table 4 . The fitness value curves of the model and error curve as shown in Figure 7 and 8, respectively, and the contrast between the actual and estimated values of the model is shown in Figure 9 . The number of hidden layer nodes to 10, the initial population size of 50, a maximum 100 evolution algebra.
The data in Table 3 and Table 4 are the prediction results of repeated training with GA-WNN. It can be seen that the MAE and MRE of the predicted value and actual value of truck pause rate are all within 2%, and the EC is 0.9896. The MAE and MRE of the predicted value and actual value of passenger car pause rate are all within 1%, and the EC is 0.9962. The RMSE values of truck and passenger car are small indicating that the prediction effect is satisfactory. At the same time, according to the prediction effect evaluation index formula (11) of the model, it can be known that all the predictions with the EC greater than 0.95 are considered to be satisfactory prediction [31] . Therefore, the prediction results of the pause rate of expressway service area based on wavelet neural network and genetic algorithm reach the expected precision value, and the prediction results are relatively good, which proves the correctness and feasibility of the prediction model. In addition, considering many explanatory variables, it indicates that the prediction model could reflect the forming mechanisms of pause rate in expressway service areas comprehensively.
3) COMPARATIVE ANALYSIS BETWEEN MODELS
The above shows the prediction of vehicle pause rate in expressway service area based on the wavelet neural network model optimized by genetic algorithm. In order to better illustrate the effectiveness of the GA-WNN, the paper performed a comparative analysis of the prediction results of GA-WNN model with GA-BP neural network and traditional WNN model, and the parameters setting were consistent with that of GA-WNN model. Taking passenger cars pause rate as an example, the predicted results are shown in Table 5 . It can be seen that the MAE, MRE and RMSE calculated with GA-WNN are lower than obtained with GA-BP and WNN. In addition, the EC value of GA-WNN is greater than 0.95 when the wavelet parameters are optimized with GA. In contrast, EC value of GA-BP and WNN are less than 0.95.
According to the analysis results, the prediction accuracy and fitting degree of the single WNN prediction model are the lowest, and the combined prediction model is better than the single prediction model. GA-WNN forecasting effect is more superior compared with GA-BP prediction. This is because the weight and threshold of the WNN are modified by the gradient descent algorithm, which convergence speed is slow and easy to fall into the local optimum, resulting in low prediction accuracy. GA has the ability of global search and can reduce the risk of falling into local optimum. GA-WNN model combines the advantages of GA and WNN, effectively improves the prediction accuracy, and its prediction result is closer to the real value. That is to say, the fitness degree and the error of GA-WNN are obviously better than those of GA-BP and WNN, the proposed GA-WNN model in this paper is more suitable for the actual pause rate than GA-BP and traditional WNN models.
B. DISCUSSION OF THE PREDICTED RESULTS
The pause rate in expressway service area is affected by many factors. Before selecting the input variables, this paper made a correlation analysis of the factors proposed in the section II. The 8 factors with small linear relationship were selected as the input variables, and the prediction effectiveness was satisfactory.
When studying the scale parameters of expressway service area, Wang [32] selected 7 input variables, such as traffic volume and service area scale, including qualitative variables that need to be quantified, constructed the wavelet neural network model and obtained the predicted value of MRE was less than 7%, Lu [33] used the particle swarm optimization algorithm to solve the wavelet neural network model and selected 6 input variables, the predicted result MRE value was within 6%. In comparison, the prediction accuracy of this paper is higher than the former two. In order to facilitate the prediction model for already constructed, under-construction, and even future service area constructions, 8 explanatory variables such as distance between service areas, distance to expressway entrances and exits, and local social and economic levels were considered. Therefore, it has versatility in the prediction of the pause rate of the service areas that have been built, are under construction and will be built to some extent. This method can be applied to the preliminary prediction of the construction and operation of other service areas.
In practice, variables such as the scale of the service area, management level, and architectural style have clear influence on the constructed service areas. which is not taken into account in current model. In future study, using the difference between already constructed service areas and underconstruction or future service area constructions, different prediction models could be developed, so as to provide a reference for the subsequent studies on the operation evaluation and site selection optimization of the expressway service area [13] .
In addition, compared with the GA-BP model and WNN model, the GA-WNN model used in this paper can overcome the disadvantages of slow convergence and local optimum, and has better prediction accuracy and stability. However, the inherent defects, such as prematurity, poor late diversity of the GA lead to a bad prediction result. Thus, the prediction model based on GA-WNN still has room for improvement. Some scholars have proposed the application of improved genetic algorithm in the study of other problems. For example, Yang and Hu [21] used IGA to optimize the initial parameters of WNN in the prediction of short-term traffic flow prediction. The experimental results showed that IGA-WNN model had a higher prediction accuracy than traditional WNN and GA-WNN prediction models [34] . Therefore, the genetic algorithm in GA-WNN model can be optimized in the next step of this paper to further improve the prediction performance of the model. Finally, it is worth noting that the actual pause rate in service area has two kinds of linear and nonlinear characteristics, and neural network model is highly non-linear mapping ability, so some scholars [11] , [35] introduced the ARIMA model on the basis of the neural network model, which is a kind of modeling method based on time series, can reflect the linear relationship of data. Of course, the pause rate in service area is different from the road short-term traffic flow forecast.
The prediction of pause rate is to guide the construction and operation of service area. The survey data reflect the general pause rate of the service area, in addition, the data collected in this paper did not have the characteristics of time series, so the ARIMA model was not adopted. Of course, the seasonal or other cyclical changes of pause rate may need to be considered to describe the actual pause rate more accurately, and then the historical data of the pause rate over a period time can be used to predict its future change, which could further optimize the prediction model.
V. CONCLUSION
In this paper, a prediction method of the pause rate of expressway service area was proposed, which used genetic algorithm to optimize, model and train the initial parameters of WNN. The proposed model overcame the unidirectional optimization, lower predication accuracy and other disadvantages of the gradient descent method used by traditional WNN. In addition, the established model was applied to different data sets collected from truck and car models, and compared with the GA-BP and WNN models. Multiple error indicators were evaluated, which proved the robustness of the proposed method. The experimental results show that the prediction accuracy of GA-WNN is significantly higher than that of GA-BP and WNN, and provide accurate and robust prediction results. Therefore, it is feasible to apply GA-WNN to the pause rate of expressway service area prediction. The future work will further improve the prediction efficiency of the model from the perspective of increasing input variables and optimizing genetic algorithm. 
