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These results generalize the work of [14] . The second fold of this work is the application of the generalized energy operator families onto the solutions of linear partial differential equations. As an example, the theory is applied to the Helmholtz equation. Note that in this specific case, the use of generalized energy operators in the general solution of this PDE extends the results of [13] . Finally, this work ends with some numerical examples. In particular, when defining the Poynting vector and intensity with generalized energy operators applied onto the planar electromagnetic waves, this allows to define a linear relationship with the radiation pressure force.
Introduction and guidelines
Two decades ago, an energy operator (Ψ − R ) was first defined in [7] . Since then, this work has been extensively used in signal processing (e.g., [3] or [5] ) and image processing [4] . The bilinearity properties of this operator were studied in [2] . More recently, the author in [13] introduced the energy operators (Ψ + R , Ψ − R ) and developed a general method for separating smooth real-valued finite energy functions (f ) in time and space with application to the wave equation. In [14] , the author introduced the family of differential energy operators (DEOs) (Ψ − k ) k∈Z + and (Ψ + k ) k∈Z + , and showed the decomposition of the s-th derivative of f n (n in Z, n = 0) with the DEO families.
In addition, this work demonstrated some properties of the family of energy operators and the application to the energy function E(f n ). This work starts with recalling the notations used with energy operators, important definitions (e.g., Definition 1 and Definition 2) and results ( e.g., Lemma 0 and Theorem 0) from the recently published work of [14] . It emphasizes the notion of decomposing finite energy functions f in a Schwartz space (S − (R)) with families of energy operator. In the second part, Definition 3 defines an energy space (E) subset of S − (R) which is used to define other subspaces (e.g., S − p (R), s − p (R)). In Section 4, one allows to define families of generalized energy operators. Their properties are also shown in Proposition 3 (e.g., bilinearity and derivative chain rule property). To extend the work in [14] when f is in s − p (R) a subspace of S − (R). Note that in Section 2 to 4, f is a function of time (∂ t ). In Section 5 and 6 when dealing with PDEs, f and its derivatives are functions of time (t) and space (x). In Section 5, we investigate the sets of solutions of linear Partial Differential Equations (PDEs) of the form g(x, t) = ∂ α t u n (x, t) or g(x, t) = ∂ α x u n (x, t) (g, u in S − (R), n in Z + , n = 0, α in Z + ). The results are further extended with the families of generalized energy operators. It allows us to establish the conditions for the energy operators and the generalized energy operators to be solution of linear Partial Differential Equations (PDEs). The manuscript ends with the application of the families of energy operator and generalized energy operator in the special case of the homogeneous Helmholtz equation and some numerical examples.
Preliminaries
Throughout this work, f n for any n in Z + − {0} is supposed to be a smooth real-valued and finite energy function, and in the Schwartz space S − (R) defined as: S − (R) = {f ∈ C ∞ (R), sup t<0 |t k ||∂ j t f (t)| < ∞, ∀k ∈ Z + , ∀j ∈ Z + } (1) Sometime f n can also be analytic if its development in Taylor-Series is relevant to this work. The choice of f n (for any n in Z + − {0}) in the Schwartz space S − (R) is based on the work developed in [14] , as we are dealing with multiple integrations or derivatives of f n when applying the energy operators (Ψ − k ) k∈Z + , (Ψ + k ) k∈Z + and later on the generalized energy operators. In the following, let us call the set F(S − (R), S − (R)) all functions/operators defined such as γ : S − (R) → S − (R). Let us recall some definitions and important results given in [14] .
Definition 1: for all f in S − (R), for all v ∈ Z + − {0}, for all n ∈ Z + and n > 1, the family of operators (
However, one has to define s − (R) as:
Ker(Ψ + k ) and Ker(Ψ − k ) are the kernels of the operators Ψ [14] . Following Definition 1, the uniqueness of the decomposition in s − (R) with the families of differential operators can be stated as:
Definition 2: for all f in s − (R), for all v ∈ Z + − {0}, for all n ∈ Z + and n > 1, the families of operators (Ψ
there exists a unique couple (β 1 , β 2 ) in R 2 such as:
Two important results shown in [14] are:
Lemma 0: for f in S − (R), the family of DEO Ψ + k (k = {0, ±1, ±2, ...}) decomposes the successive derivatives of the n-th power of f for n ∈ Z + and n > 1.
Theorem 0: for f in s − (R), the families of DEO Ψ + k and Ψ − k (k = {0, ±1, ±2, ...}) decompose uniquely the successive derivatives of the n-th power of f for n ∈ Z + and n > 1.
By definition if f n is analytic, there are (p,q) (p > q) in R 2 such as f n can be developed in Taylor Series [8] :
Let us define for n in Z + − {0}, for f n in S − (R) and finite energy, E(f n ) (in S − (R)) the energy function defined for (τ ,q) (q < τ ) in R 2 such as:
Proposition 1: If for any n in Z + , f n in S − (R) is analytic and finite energy; for any (p,q) in R 2 (with p > q) and E(f n ) in S − (R) is analytic, then E(f n (p)) is a convergent series.
Proof. From Equation (5) and for (p,q) in R 2 (with p > q), the development in Taylor series of E(f n (p)) is convergent and can be written as:
Now, let us assume that this series is divergent then from [8] ,
for k 1 and
and thus we can conclude clearly that E(f n (p)) > ∞. Finally, equation (6) is valid if and only if the development in Taylor series of E(f n (p)) is convergent for p in R.
Energy Space
Let us define the open sets M i ⊆ S − (R) fro i in Z + such as:
Following Theorem 0, ∂ i t f n (i in Z + − {0}) can be decomposed uniquely with the family of energy operators (Ψ + k ) k∈Z + and (Ψ − k ) k∈Z + . It then exists α n in R such as:
By definition Ψ − 1 (f ) is equal to 0 for any f in s − (R). We can conclude that ∂
Hence, the definition of an energy space is: Definition 3: for f n in S − (R) and analytic, for all n ∈ Z + and n > 1, the energy space E is equal to E = i∈Z + M i and associated with E(.).
The reader may wonder why the energy space is associated with E(.). As we consider for f n in S − (R), E(f n ) in S − (R) and analytic, one can develop the energy function in Taylor-Series on the interval [τ 0 , τ ] for any τ and τ 0 in R (τ 0 < τ ). Following [14] :
and if the series is convergent in τ 0 , then by definition it exists C ≥ 1 such as for k >> 1, 
}).
In this particular case, if g is a general solution of some PDEs, then f n can be assimilated as some special form of the solution (if it exists). That will be investigated in the last section of this document.
Furthermore from [8] , the energy of the function f n is directly connected to the L1 norm with the Cauchy-Schwartz inequality (for (p, q) and q < p, R 2 , (
Proof. From the properties of the derivative chain rules and with Cauchy-Schwartz inequality [8] one can write :
Generalized Energy Operators
From the introduction of the DEO families in [11] and as recalled in Section 1, it is possible to generalize the definition of the energy operators (Ψ + k ) k∈Z and (Ψ − k ) k∈Z based on some operators defined as:
Let us call it the generalized energy operator [., .]
Note that in [2] , the authors defined a similar operator using Lie bracket restricted to signal processing applications (e.g., signal and speech AM-FM demodulation). Similarly to the DEO families, one can introduce the conjugate [., .]
To obtain the families of DEOs (Ψ + k ) k∈Z and (Ψ − k ) k∈Z defined in [14] , one can then apply [., .]
Furthermore, one can write: Proof. First, let us recall the properties of a bilinear map according to [12] . Let us define the set V ⊆ S − (R), and the map B : V × V → S − (R). B is a bilinear map if and only if:
Previous works such as [2] and [14] showed that for any k in Z, Ψ • Case p = 1 By definition,
+ k is a bilinear operator as well for any k in Z.
k is a bilinear operator for any k in Z. We can write: • Case p = 0 It was shown in [14] 
follow the chain rules derivative rule such as for any f in S − (R):
By definition of the generalized energy operator and with Equation (21), one can write for any f in S − (R):
(23)
Let us assume that the derivative chain rule works for the generalize operator
Following the previous case, we write: − k by simply replacing the sign. Note that the derivative chain rule property of the generalized energy operators comes from the general Leibniz derivative rules. This can be compared to similar properties of fractal operators such as mentioned in [17] .
Note that for p in
R). With this property, it is possible to extent
Lemma 0 and Theorem 0 (e.g., [14] ) established for the families of DEOs (Ψ + k ) k∈Z and (Ψ − k ) k∈Z when using the generalized energy operators. However following the energy space definition in Section 3, let us introduce the energy space E p = i∈Z + H i (p in Z + ) with H i ⊆ S − (R) with i in Z + such as :
With this definition, the energy space E p is associated with E(
). Note that Definition 3 does not involve directly the energy operators. In other words, E is not equal to E 0 /. The case p = 0 can be defined such as (i in Z + ):
(27) Furthermore, one can define:
Note that for the case i = 0, it is similar as in the previous case (e.g,
could be considered as a special solution of some PDEs. Here is the Lemma: The induction is used to show the decomposition, and in a separated part on the nonuniqueness. However, this can be long and repetitive compared with the work already published in [14] . Thus, the Lemma 1 is demonstrated for the case
>> A -Decomposition with generalized energy operators
Following exactly [14] , the induction on n is separated in two parts: the decomposition with the energy operator families and the non-uniqueness of the decomposition. As all the results are already properly shown in a previous work, we only remind here the main results. Note that f is in S − 0 (R) which according to [14] , is equal to S − (R).
Case n = 2
We showed that when n = 2, one can decompose
following the Equation (15) in [14] :
Case n = 3
From the Equation (20) in [14] and Equation (29), one can write:
With the notation of the generalized energy operators, as shown in Equation (28) in [14] :
That is all the main results shown in the case of Lemma 0. This then ends the case p = 0.
• Case p = 1
In this case, the Lemma 1 should be stated as: for f in S 
Following the same development as in the previous case,
From the Equation (30), one can write:
With the notation of the generalized energy operators, it was shown in Equation (31): is not reduced to {0}. Thus, following the previous development:
Case n = L, L > 1 With the notation of the generalized energy operators, it was shown in Equation (31):
This ends the first part on the decomposition of functions with generalized energy operators.
>> B -Non-uniqueness of the decomposition with generalized energy operators
In [14] in the proof of the Lemma 0, the non-uniqueness of the decomposition of the successive derivatives ∂ i t f n (n ∈ Z + , n > 1, i ∈ Z + ) was shown with a simple counter example for f in S − 0 (R):
Note that the derivative chain rule property is applied to this operator. One can verify:
• [
(40)
• Case p = N One can generalize the case p = {0, 1} with the generalized energy operator for f in S − N (R):
Following the same development,
Now, one can define the subset s − p (R) defined as:
is also defined such as E p = {0}. Thus, one can see that . It is separated in three parts: the decomposition with the generalized energy operators, the existence and the uniqueness of the decomposition. However, that follows exactly the work of [14] . Similarly to the proof of Lemma 1, one should notice that for the case p = 0 the Theorem 1 is exactly the statement of Theorem 0 with s − 0 (R) equal to s − (R) defined in the first section. To keep the demonstration short, the induction is done for n in {2, L} and p in {0, N }. Case n = 2:
There is a symmetry with the proof of the previous lemma. From Equations (43), one can define a − s (f ) in the same way that a + s (f ) was defined in Equations (29) as:
With the property of the derivative chain rule, it is easy to calculate the first terms of the DEO family a − s (f ) such as :
The family of 
This formula has just been checked for s = {1, 2, 3, 4} with the Equation (45). The generalization of the formula for s = m is very similar to the one described in the Equations (46) literally by changing + and − in the definition of the energy operator. It follows that the decomposition of the successive derivatives of f 2 is generalized for any n in Z + − {0} as:
Following the same step as in the proof of Lemma 1, let us define B + s (f ) and B − s (f ) ( s in Z + − {0}) with the assumption that they decompose the successive derivatives of f p−1 as:
There is again a symmetry with the proof of Lemma 1. One can define the
This equation has just been checked for s = {0, 1}. As the induction proof follows exactly the proof of Lemma 1 as in Equation (31) Case n = 2:
Case n = L, L > 1 With the notation of the generalized energy operators, it was shown in Equation (34):
>> B -Existence of the decomposition with generalized energy operators
In the proof of Lemma 1, it was shown that the non-uniqueness of the decomposition using a counter-example. Here, the proof re-investigate these examples. Then, it is generalized for p > 0 via induction on p.
• Case p = 0
It was shown that the family of operators (η k ) k∈Z (proof of the Lemma, Equation (38)), decomposes ∂ s t f 2 (s ∈ Z + − {0}). One can rewrite it as a sum of the DEO family (Ψ − k ) k∈Z and (Ψ + k ) k∈Z as:
Case n = L with L > 1: Previously, Equation (48) 
Following the development in Equations (48) 
Following the development in Equations (48) and (51), one can see that 
>> C -About the Uniqueness of the decomposition with generalized energy operators
Following the previous sections, the proof by induction on the index p in Z + shows the uniqueness of the decomposition of any family of operators decomposing
Thus, the induction is on the index p and the k-th order of the generalized energy operators. Note that for a matter of clarity, p is restricted to the case {0, N }.
• Case p = 0 This is the case already shown in the proof of Theorem 0. The same logic of the proof is applied for the case p > 0.
Case k = 2: For f in s − 0 (R) (or s − (R)) and n in Z + and n > 1, one can assume that (α 1 , α 2 , β 1 , β 2 ) exist in R 4 such as:
As with the operator family (S k ) k∈Z follows the derivative chain rule property:
And then, 
And then,
are not reduced to {0}, and it follows that α 1 = β 1 and α 2 = β 2 .
Special Case k = 1: To complete the proof with the assumption that α 1 = β 1 and α 2 = β 2 for k ∈ Z and k = 1 , the special case k = 1 can be solved as:
To conclude in equation (53) in [14] , it is shown that α 1 = β 1 = 1.
• Case p = N In this case, f is in s − N (R). Following the previous development, one can assume that there is a family of energy operators (V k ) k∈Z and
Case k = 2: For n in Z + and n > 1, one can assume that (α 1 , α 2 , β 1 , β 2 ) exist in R 4 such as:
In addition, the family (V k ) k∈Z follows the derivative chain rule property:
This concludes the proof of Theorem 1.
Discussion n < −1: In this case, one can define:
This set of functions can also be described as:
for p in Z + . Note that one could also chose to have f in s − p (R). However, this is more restrictive than the set defined in (68). Using an intermediary function, h such as h =
, the problem of
) is equivalent to resolving ∂ s t h n , which has been demonstrated in the Lemma 1 and Theorem 1.
Discussion n = 1 or n = −1: As already underlined in [14] , one can use a general formula for f in the set defined in equation (68):
The example for s = {1, 2} in Equation (69) . Those derivatives can be decomposed into a sum of generalized energy operators based on the Lemma 1 and Theorem 1 plus the previous discussion (for the case n < −1 ). Now for the case n = −1, it is easy to see that :
With the discussion for the case n = 5 Application to linear PDEs and the definition of some particular solutions:
In this section and the remainder of this work, the finite energy functions of one variable described in Section 2 (e.g., Equation (1)), are now functions of two variables referring to the 1 space dimension (x) and time (t). Thus, one has to add in the notation of the operators the symbol t or x to indicate to which variable the derivatives refer to. For example, the operators Ψ 
With the families of DEOs
Let us consider the linear partial differential equation F (x, t, α) with α in Z + − {0} such as:
with a 1 , a 2 in R, and h(x, t) a linear function. g is the general solution of F (x, t), and g is in C ∞ (R). However, if one defines the set of solutions G = {g ∈ S − (R)| g(x, t) = u n (x, t), u n ∈ S − (R), n ∈ Z + − {0}, (x, t) ∈ R 2 }, then G M 0 with M 0 the subset of the energy space E defined in Definition 3. Equation (71) can be written with the family of energy operators (Ψ (47) and (49)). With the development in the previous section, one can write:
substituting in Equation (71):
Equation (73) shows that for α > 1 and n = 2, (Ψ
However, for n > 2, the general solutions are nonlinear functions of (Ψ
Beyond the families of Energy operators
Based on the generalized formula of the energy operators (e.g., Equation (18)), one can wonder what is the set of solutions G 2 = {g 1 and 
With the notation of the energy space H (e.g, equation (27)), G 2 H 0 with p = 0. In addition, we define in the preliminaries s − 1 (R) for the family of DEO with the derivatives over time or space. In this particular case, s − 1 (R) is the union of the subspaces (of S − (R)) for each family of DEO with the derivatives over time or space. Let us consider the linear PDE F 2 (x, t, α):
Using Theorem 1 and the development in the previous section, one can write with the generalized energy operator families:
There is a symmetry with the previous section. Equation (75) shows that for
−,x k ) k∈Z can be solutions of F 2 (x, t, α). Thus, one can define a set of solutions ( see G 2 in the previous section) such as it is included in H 1 with p = 0. However, for n > 2, the general solutions are nonlinear functions of ([
Discussion: It is easy to generalize the analysis of the PDE F 2 (x, t) to the set of solutions (l in Z + and l > 1) 
Applications
In the previous sections, we showed that it is possible to define the solutions of the linear PDE in Equation (71) with the families of energy operator and to some extent the families of generalized energy operators.
The homogeneous Helmholtz equation
From [14] and [15] , the homogeneous equation can be deduced from Equation (71) with α equal 2, h(x, t) = 0, a 1 = 1, a 2 = −1 c 2 , and F 1 (x, t, α) equal to 0
Numerical Example

A sinusoidal wave in one dimension
Let us take a numerical example. From [15] , a solution of Equation (76) is g(x, t) = Acos(ωt−Kx) with ω = Kc and c the speed of light. Now, one can solve the Equation (78) 
It is interesting to underline that the energy is equal to:
E(g(x, t)) = and the associated energy is equal to:
Thus, if ω > 1, for k >> 1 then E(Ψ +,t k (g(x, t))) >> 1. In this case, the energy E(Ψ +,t k (g(x, t))) is diverging. However, it is not diverging in the case ω < 1.
Application to the Electromagnetic waves and Poynting vector
From the previous example, one can apply this development for planar electromagnetic waves, simple solutions of the wave equation. From [1] , we have two electromagnetic waves solution of the electric and magnetic fields such as E(x, t) = E 0 cos(ωt − Kx) j and B(x, t) = B 0 cos(ωt − Kx) k respectively. Note that ( i, j, k) are the unitary vectors in the Cartesian coordinates referential (x, y, z). The Poynting vector S and the intensity< S > can be then calculated as (e.g., [1] ): 
To conclude this section, the intensity < S > is directly linked to the radiation pressure force P =< S > ×s (s the surface of the reflective incident waves e.g., [15] or [1] ).
Conclusions
This work generalizes the Lemma 0 and Theorem 0 shown in [14] 
