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Resumen
En este art´ıculo estudiamos diferentes teoremas l´ımites en un pro-
ceso cr´ıtico de Bellman-Harris con un so´lo tipo de partculas y con
segundos momentos finitos. Los l´ımites encontrados se hallaron con
base en los siguientes dos procesos: “Procesos bajo la condicio´n de
no extincio´n” y “procesos bajo la condicio´n de extincio´n en el futuro
cercano”. En la observacio´n de estos dos procesos hemos tenido en
cuenta los dos diferentes casos: τi := dit y τi := di ± t, donde t
es un punto de tiempo y di ∈ (0,∞) son constantes fijas para todo
i = 1, . . . , k. Para el caso τi := dit, el lema de comparacio´n 2.3
de Esty es u´til para investigar el comportamiento asinto´tico de la
funcio´n de generatriz conjunta F (s1, . . . , τk), para t → ∞; para el
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caso τi := t + di, no. Para e´ste u´ltimo caso encontramos otro lema
de comparacio´n (lema 4.3), que es la base para demostrar teoremas
l´ımites si τi := t± di.
Palabras clave: Proceso de Bellman-Harris, proceso cr´ıtico, segundos
momentos finitos.
Abstract
In this article are studied different theorems limits in a critical
Bellman-Harris branching process with a only type of particle and
with finite second moments. There were used two processes in order
to figure out the limits as following as: “The condition of no extinc-
tion” and “The condition of extinction in the near future”. In the
two previous processes is taken into account two different cases as:
τi := dit y τi := di ± t, where t is a point of time and di ∈ (0,∞)
are fixed for every i = 1, . . . , k. For the case where τi := dit, the
Esty’s comparison lemma 2.3 is used to investigate the asymptotic
behavior of the joint probability generating function F (s1, . . . , τk),
for t→∞; for the case τi := t+ di, is not used. For this last case is
founded another comparison lemma (lemma 4.3), that is the base to
demonstrate the theorems limits if τi := t± di.
Keywords: Bellman-Harris process, critical process, finite second mo-
ments.
Mathematics Subject Classification: 60G07, 60J80
1 Introduccio´n
El desarrollo de este trabajo esta´ basado en las investigaciones realizadas
por Athreya & Ney [1], Goldstein [4] y Esty [2] en donde estudian el proceso
cr´ıtico de ramificacio´n de Bellman-Harris con un so´lo tipo de part´ıcula y
segundos momentos finitos. Los teoremas l´ımites que presentan y demues-
tran los dos primeros so´lo tienen en cuenta una sola generacio´n y los que
presenta Esty generaliza algunos de estos resultados a los casos en que se
tienen en cuenta varias generaciones al mismo tiempo.
Ba´sicamente, el objetivo de este trabajo es completar los resultados de
Esty (los cuales, entre otros, se mencionan en las secciones 2 y 3) mediante
la presentacin y demostracio´n de teoremas l´ımites (ve´ase la seccio´n 5). Los
l´ımites encontrados se basan en el supuesto de que el proceso comienza
con una sola part´ıcula y en las siguientes dos condiciones: Procesos bajo
la condicio´n no extincio´n y procesos bajo la condicio´n extincio´n en el
futuro cercano. En la observacio´n de estos dos procesos se han tenido
en cuenta los dos diferentes casos: τi := dit y τi := di ± t, donde t es
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un punto de tiempo y di ∈ (0,∞) son constantes fijas para todo i =
1, . . . , k. Para el caso τi := dit, el lema de comparacio´n 2.3 de Esty es u´til
para investigar el comportamiento asinto´tico de la funcio´n de generatriz
conjunta de Z(t1), . . . , Z(tk) (ti :=
∑i
j=1 τj, y τj > 0) para t → ∞; para
el caso τi := t + di, no. Para e´ste u´ltimo caso encontramos otro lema de
comparacio´n (lema 4.3), que es la base para demostrar teoremas l´ımites si
τi := t± di.
Tambie´n cabe anotar que en la actualidad existen trabajos ma´s re-
cientes que presentan demostraciones detalladas de resultados ana´logos,
pero so´lo tienen en cuenta el proceso de Galton-Watson (ver, por ejemplo,
Llina´s [6], [7] y Hurtado & Llina´s [8]).
El art´ıculo esta´ dividido en cinco secciones. La primera de ellas co-
rresponde a la introduccio´n. En la segunda y tercera se presentan algunos
resultados conocidos e importantes relacionados con el proceso de Bellman-
Harris con segundos momentos finitos. En la cuarta se presenta y demues-
tra un lema de comparacio´n ana´logo al lema 2.3 de Esty, el cual nos sera´
muy u´til para demostrar teoremas l´ımites para el caso en que τi := t+ di.
En la quinta seccio´n se presentan y demuestran tales teoremas l´ımites en
el proceso de Bellman-Harris con segundos momentos finitos, los cuales
generalizan (al tener en cuenta varias generaciones al mismo tiempo) y
complementan a aque´llos encontrados por Athreya & Ney [1], Esty [2] y
Goldstein [4].
2 Generalidades del proceso crtico de Bellman-
Harris con un tipo de part´ıcula y el lema de
comparacio´n de Esty
Tomando como base el modelo desarrollado para un proceso de Galton-
Watson (ve´ase Hurtado & Llina´s[8]), consideraremos ahora que cada indi-
viduo tiene un tiempo de vida aleatorio T con la funcio´n de distribucio´n
P{T ≤ t} = G(t), con G(−0) = 0 y G(+0) < 1.
La reproduccio´n de la poblacio´n “funciona” exactamente como en el
proceso de Galton-Watson, es decir, con probabilidad pi un individuo pro-
duce, despue´s de su muerte, i individuos de la misma especie. Como antes,
debemos hacer algunas exigencias: las probabilidades pi y los tiempos de
vida de las part´ıculas son independientes del punto de tiempo t de parir,
de la edad de las madres y del taman˜o de la poblacio´n en el tiempo t
de parir. Este proceso {Z(t)}t≥0 as´ı descrito lo llamaremos proceso de
Bellman-Harris, en donde Z(t) representa el tamano de la poblacio´n en
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 17(2): 103–120, July 2010
106 H. Llina´s
el punto de tiempo t ∈ R+0 . Los datos del modelo son {pi} y G(·). En
lo que sigue, si se dice otra cosa, supondremos que el proceso comienza
con una sola part´ıcula, es decir, Z(0) = 1, y que p0 + p1 < 1. El proceso
de Bellman-Harris representa una generalizacio´n del proceso de Galton-
Watson, que adema´s ha resultado muy caro, porque sin otras condiciones
para la distribucio´n G de la edad, se ha perdido la propiedad de Markov de
{Z(t)}t. Sin embargo, se pueden obtener resultados importantes debido a
la estrecha relacio´n de {Z(t)}t con el llamado proceso asociado de ge-
neraciones {Zn}n∈N0 : si Zn describe el taman˜o de la n-e´sima generacio´n
del proceso {Z(t)}t, entonces, {Zn}n es un proceso de Galton-Watson con
funcio´n generatriz de probabilidad (f.g.p.) f , definida por
f(s) =
∞∑
i=0
pis
i, 0 ≤ s ≤ 1.
Adema´s, f es la f.g.p. de la distribucio´n de los descendientes de {Z(t)}t
(para ma´s detalles, ve´ase, por ejemplo, Harris [5], pa´g. 127). De nuevo,
estudiaremos el taman˜o de la poblacio´n Z(t) con ayuda del estudio de su
f.g.p.
F (t; s) =
∞∑
k=0
P{Z(t) = k}sk, 0 ≤ s ≤ 1.
La investigacio´n se divide de nuevo en 3 casos: m > 1, m < 1 y m = 1
(el caso cr´ıtico). Sea Q(s; t) := 1− F (s; t). Con esto, Q(t) := Q(0; t) es la
probabilidad de supervivencia del proceso hasta el tiempo t.
Sea Gn(t) la n-e´sima convolucio´n de G(t), con G0(t) = 1 si t ≥ 0 y cero
si t < 0. Adema´s, sea µ := E(T ) =
∫∞
0 t dG(t), el tiempo de vida media.
Para todo 0 ≤ si ≤ 1, ti :=
∑i
j=1 τj, i = 1, . . . , k, y τj > 0 definimos la
funcio´n de generatriz de probabilidad conjunta de Z(t1), . . . , Z(tk) como
F (s1, . . . , sk; τ1, . . . , τk) =
=
∞∑
j1,...,jk=0
P{Z(t1) = j1, . . . , Z(tk) = jk} sj11 · · · sjkk .
Con esto, sea
Q(s1, . . . , sk; τ1, . . . , τk) = 1 − F (s1, . . . , sk; τ1, . . . , τk).
Si no hay confunsio´n con la notacio´n, a menudo escribiremos breve-
mente F (s1, . . . , τk), para referirnos tambie´n a la f.g.p. F (s1, . . . , sk;
τ1, . . . , τk); de otro modo, escribiremos todos los argumentos.
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Esty [2] ha encontrado una ecuacio´n integral para la f.g.p. F (s1, . . . , τk)
y ha demostrado que esta ecuacio´n tiene una u´nica solucio´n acotada que
tambie´n es una f.g.p. El caso unidimensional es conocido (ve´ase
Goldstein [4]).
Teorema 2.1 (Esty, [2]) Sean s :=
∏k
i=1 si, f una f.g.p. y G una dis-
tribucio´n sobre [0,∞) con G(0+) = 0. Sea
Fik(y) := F (si+1, . . . , sk; ti+1 − y, τi+2, . . . τk)
para i = 1, . . . , k. Entonces la ecuacio´n integral
F (s1, . . . , sk; τ1, . . . , τk) =
= s[1−G(tk)] +
k−1∑
i=0
i∏
j=0
sj
∫ ti+1
ti
f [Fik(y)] dG(y) (1)
tiene una solucio´n que es una f.g.p. k-dimensional para cada τ1, . . . , τk ≥ 0
y que es la un´ica solucio´n acotada.
La ecuacio´n integral (1) tambie´n la podemos escribir de la siguiente
manera:
F (s1, . . . , τk) =
∫ t1
0
f [F0k(y)] dG(y) −
−s1
∫ t1
0
f [F1k(y)] dG(y) +
+s1F (s2, . . . , sk; t2, τ3, . . . , τk). (2)
Cuando el proceso es cr´ıtico, Esty [2] ha encontrado dos importantes
propiedades con respecto a la f.g.p. conjunta F (s1, . . . , τk).
Teorema 2.2 (Esty, [2]) Si m = 1, entonces,
(a) s1s2 · · · siF (si+1, . . . , τk) ≤ F (s1, . . . , τk), para todo i = 1, . . . , k − 1.
(a) F (s1, . . . , τk) mono´tonamente creciente en ti, para todo i = 1, . . . , k.
Los lemas de comparacio´n son las bases del me´todo para demostrar
nuestros teoremas l´ımites. En estos lemas hacemos una aproximacio´n de
de la f.g.p. F (s1, . . . , τk) de nuestro proceso de Bellman-Harris a trave´s de
las iteraciones fn(· · · ) de un proceso de Galton-Watson ma´s un error que
depende de Gn(t1). Esta aproximacio´n hace posible extender resultados
conocidos del caso Galton-Watson al caso Bellman-Harris.
Lema 2.3 (Lema de comparacio´n de Esty, [2]) Sean m = 1 y
s := s1F (s2, . . . , τk). Para todo n ∈ N, tenemos
Qn(s) − Gn(t1) ≤ Q(s1, . . . , τk) ≤ Qn(s) + [1−Gn(t1)].
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3 Resultados conocidos para el caso de varianza
finita
Definicio´n 3.1 Decimos que las condiciones BH(1,σ2,µ,0) se satisfacen
cuando m = 1, µ <∞, σ2 =: 2σ˜µ <∞ y
lim
t→∞ t
2[1−G(t)] = 0.
Ana´logo como en un proceso cr´ıtico de Galton-Watson, la probabilidad
de supervivencia Q(t) en un proceso cr´ıtico de Bellman-Harris con varianza
finita tiene la siguiente propiedad asinto´tica:
Teorema 3.2 (Athreya & Ney, [1]) Si las condiciones BH(1,σ2,µ,0) se
satisfacen, entonces, limt→∞ σ˜tQ(t) = 1.
Para estudiar el comportamiento asinto´tico de la f.g.p. conjunta
F (s1, . . . , τk) debemos manipular, para n grande, las funciones Gn(t1) con-
tenidas en el lema de comparacio´n 2.3. Goldstein [4] ha encontrado el
siguiente resultado.
Lema 3.3 (Goldstein, [4]) Si limt→∞ t2[1−G(t)] = 0, entonces,
(a) n := [ tµ(1 + ε)] =⇒ limt→∞ tGn(t) = 0,
(b) n := [ tµ(1− ε)] =⇒ limt→∞ t[1−Gn(t)] = 0,
para cualquier ε > 0.
Ahora, definimos las correspondientes fracciones complejas
yk(x1, . . . , xk) de las variables x1, . . . , xk a trave´s de
y1(x1) :=
1
x1
, y2(x1, x2) := y1
(
x1 + x−12
)
y yk(x1, . . . , xk) := yk−1
(
x1, . . . , xk−2, xk−1 + x−1k
)
, para k ≥ 3.
Ya que la fo´rmula de iteracio´n para el proceso de Galton-Watson y para
el proceso de ramificacio´n de Markov con tiempo continuo se cumple, es
decir,
F (s1, s2) = F (s1F (s2, t2), t1),
para el proceso no markoviano de Bellman-Harris no se cumple, Esty [2]
ha demostrado que para un proceso cr´ıtico de Bellman-Harris con varianza
finita la fo´rmula anterior es asinto´ticamente correcta.
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Lema 3.4 (Esty, [2]) Las condiciones BH(1,σ2,µ,0) se satisfacen. Sean
0 < di <∞, τi = dit y 0 ≤ si := si(t) ≤ 1, tal que limt→∞ σ˜t[1− si(t)] =:
pii ≤ ∞, para todo i = 1, . . . , k. Entonces,
lim
t→∞ t[Q(s1, . . . , τk)] =
= lim
t→∞ t[Q(s1F (s2F (· · · sk−1F (sk; τk); τk−1); · · · ; τ1)]
=
1
σ˜
y2k(d1, pi1, d2, pi2, . . . , dk, pik),
con la interpretacio´n 1/∞ = 0, es decir, si existe un u´ltimo ı´ndice k˜ tal
que pik˜ =∞, el l´ımite anterior es igual a
1
σˆ
y2k˜−1(d1, pi1, d2, pi2, . . . , pik˜−1, dk˜).
4 Lemas ba´sicos
Sean t un punto de tiempo y di ∈ (0,∞) constantes fijas para todo
i = 1, . . . , k. Si τi := dit, el lema de comparacio´n 2.3 de Esty es u´til para
estudiar el comportamiento asinto´tico de F (s1, . . . , τk), cuando t → ∞.
Desafortunadamente hay dificultades si τi := t + di. Para este u´ltimo
caso, debemos encontrar otro lema de comparacio´n. Para ello, primero
necesitamos el siguiente teorema.
Teorema 4.1 Sean 0 ≤ si ≤ 1, para todo i = 1, . . . , k y s :=
∏k
i=1 si.
Definamos la sucesio´n {Fn(· · · )}n∈N0 por F0(s1, . . . , τk) = s y
Fn+1(s1, . . . , τk) = s[1−G(tk)] + (3)
+
k−1∑
i=0
i∏
j=0
sj
∫ ti+1
ti
f
[
F in(y)
]
dG(y).
Siendo Fn(si+1 . . . , sk; τi+1 − y, . . . , τk) =: F in(y), para todo n ∈ N0. Si
m ≤ 1, entonces, para todo s1, . . . , sk ∈ [0, 1]
lim
n→∞Fn(s1, . . . , τk) = F (s1, . . . , τk)
uniformemente sobre conjuntos tk-compactos de [0,∞).
Demostracio´n. Primero demostraremos por induccio´n sobre n, que la
sucesio´n {Fn(· · · )}n∈N0 es monotonamente creciente en n. El caso n = 0
es trivial si se tiene en cuenta que s ≤ f(s), para todo s ∈ [0, 1]. Ahora,
demostraremos el paso de induccio´n n → n + 1. Por hipo´tesis de in-
duccio´n, tenemos que Fn+1(· · · ) ≥ Fn(· · · ) y debido a quem ≤ 1, sigue que
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 17(2): 103–120, July 2010
110 H. Llina´s
fn(s) es mono´tonamente creciente en s. Por consiguiente, f [Fn+1(· · · )] ≥
f [Fn(· · · )]. Sea Fn(si+1 . . . , sk; τi+1 − y, . . . , τk) =: F in(y), para todo n ∈
N0. Por lo tanto,
Fn+2(· · · )− Fn+1(· · · ) =
k−1∑
i=0
i∏
j=0
sj
∫ ti+1
ti
{f [F in+1(y)]− f
[
F in(y)
]}dG(y)
≥ 0.
O sea, Fn(· · · ) ≤ Fn+1(· · · ) para todo n ∈ N0. Ahora demostraremos
(nuevamente por induccio´n sobre n), que 0 ≤ Fn(s1, . . . , τk) ≤ 1, para
todo n ∈ N0. El caso n = 0 es claro. Ahora, demostraremos el paso de
induccio´n n→ n+1. Debido a la monoton´ıa de Fn(· · · ), sigue el resultado
para todo n, porque
0 ≤ Fn+1(s1, . . . , τk)
≤
k−1∑
i=0
i∏
j=0
sj︸ ︷︷ ︸
≤1
∫ ti+1
ti
f(1)︸︷︷︸
=1
dG(y) + s︸︷︷︸
≤1
[1−G(tk)] ≤ 1.
Ahora, demostraremos (tambie´n por induccio´n sobre n), que
Fn+1(s1, . . . , τk)− Fn(s1, . . . , τk) ≤ mnGn(tk),
para todo n ∈ N0. El caso n = 0 es claro. El paso de induccio´n n→ n+ 1
se demuestra con ayuda del teorema del valor medio y con ayuda de la
hipo´tesis de induccio´n porque
Fn+2(s1, . . . , τk)− Fn+1(s1, . . . , τk) ≤
≤ mn+1 ·
k−1∑
i=0
∫ ti+1
ti
Gn(tk − y)dG(y)
= mn+1 ·Gn+1(tk).
Con ello,
Fn+r+1(· · · )− Fn(· · · ) =
r∑
l=0
[Fn+l+1(· · · )− Fn+l(· · · )]
≤
r∑
l=0
mn+l ·Gn+l(tk)
≤
∞∑
l=n
ml ·Gl(tk), (4)
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para todo r ∈ N0. En Athreya [1, Lemma IV.4.1] esta´ demostrado que∑∞
j=0m
jGj(tk) <∞. Por consiguiente, limn→∞
∑∞
j=nm
jGj(tk) = 0. Con
esto y con (1) tenemos que (Fn)n∈N0 es una sucesio´n de Cauchy y con-
verge a F . Debido a la monoton´ıa de Gn(tk) con respecto a n, la se-
rie
∑∞
j=0m
jGj(tk) converge uniformemente en tk ≤ t < ∞. Por tanto,
limn→∞ Fn(s1, . . . , τk) = F (s1, . . . , τk) uniformemente en t ∈ [tk,∞], para
todo s1, . . . , sk ∈ [0, 1]. 
Con ayuda del siguiente lema podemos demostrar fa´cilmente otro lema
de comparacio´n.
Lema 4.2 Sean m = 1 y s1, . . . , sk ∈ [0, 1] y sea s :=
∏k
i=1 si. Para todo
n ∈ N0, tenemos
(a) 0 ≤ F (s1, . . . , τk)− Fn(s1, . . . , τk) ≤
∑k
i=1(1− si) ·Gn(ti)
(b) 0 ≤ fn(s)− Fn(s1, . . . , τk) ≤ (1− s)
∑k
i=1[1−Gn(ti)],
donde Fn(s1, . . . , τk) esta´ definida en el teorema 4.1.
Demostracio´n. Sea
Fn(s1 . . . , sk; τi+1 − y, . . . , τk) := Fn(τi+1 − y),
para todo n ∈ N0. Ana´logo la notacio´n para F (· · · ).
(a) (i) Primero demostraremos la desigualdad izquierda por induccio´n so-
bre n. El caso n = 0 es claro si se tiene en cuenta que {Fn(· · · )}n∈N0
es monotonamente creciente, el teorema 4.1 y que∏k
j=i+1 sj ≤ f(
∏k
j=i+1 sj) ≤ f [F (si+1, . . . , τk)] para todo k. El paso
de induccio´n n→ n+ 1 es claro por hipo´teis de induccio´n porque
F (· · · )− Fn+1(· · · ) =
k−1∑
i=0
i∏
j=0
sj
∫ ti+1
ti
{
Hin(y)
}︸ ︷︷ ︸
≥0
dG(y),
siendo Hin(y) := f [F (τi+1 − y)]− f [Fn(τi+1 − y)].
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(ii) Ahora demostraremos el lado derecho de la desigualdad (de nuevo
con induccio´n sobre n). Debido a que G(t0) = 0 y a que
F (· · · )− F0(· · · ) =
=
k−1∑
i=0
i∏
j=0
sj︸ ︷︷ ︸
≤1
∫ ti+1
ti
f [F (τi+1 − y)︸ ︷︷ ︸≤1 ]−
k∏
j=i+1
sj
 dG(y)
= G(tk) −
k∑
i=1
k∏
j=i
sj ·G(ti) +
k−1∑
i=0
k∏
j=i+1
sj ·G(ti)
≤
k∑
i=1
(1− si) ·G1(ti), porque G1(t1) = G(t1),
el caso n = 0 esta´ demostrado. Ahora demostraremos el paso de
induccio´n n → n + 1. Por el teorema del valor medio, hipo´tesis
de induccio´n y el hecho de que el preoceso es cr´ıtico, se obtiene el
resultado para todo n ∈ N0, porque
F (· · · )− Fn+1(· · · ) ≤
≤
k−1∑
i=0
i∏
j=0
sj︸ ︷︷ ︸
≤1
∫ ti+1
ti
{F (τi+1 − y)− Fn(τi+1 − y)}dG(y),
=
k−1∑
i=1
k∑
j=i
∫ ti
ti−1
(1− sj) ·Gn(tj − y)dG(y)
=
k∑
j=1
(1− sj)Gn+1(tj).
(b) (i) Primero demostraremos la desigualdad izquierda con induccio´n
sobre n. Ya que f0 (s) − F0(s1, . . . , τk) = 0, entonces, el caso n = 0
es claro. Ahora demostraremos el paso de induccio´n n→ n+ 1. Sea
s˜i+1 :=
∏k
j=i+1 sj. De la figura 1 obtenemos, con u := s y v := s˜i+1,
que f(s˜i+1)s˜i+1 =
x
s ≤ f(s)s , es decir, f (s˜i+1) ≤ f(s)s1···si .
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Figura 1: Relaciones en el caso (sub-)cr´ıtico.
Con esto, con la hipo´tesis de induccio´n y el hecho de que f es mono-
tonamente creciente, se tiene el resultado para todo n ∈ N0, porque,
haciendo G˜(ti) := G(ti+1)−G(ti), se obtiene
fn+1 (s)− Fn+1(· · · ) =
= [fn+1 (s)− s] [1−G(tk)] +
+
k−1∑
i=0
[fn+1 (s) − s0 · · · sifn+1 (s˜i+1)]︸ ︷︷ ︸
≥0
·G˜(ti) ≥ 0.
(ii) Ahora, demostraremos el lado derecho de la desigualdad (tambie´n
con induccio´n sobre n). El caso n = 0 es claro porque
f0 (s)− F0(s1, . . . , τk) = 0 ≤ (1− s)
k∑
i=1
[1−G0(ti)︸ ︷︷ ︸
=0
].
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Ahora probaremos el paso de induccio´n n → n + 1. Sea s˜i+1 como
antes. Sea s˜i+1 :=
∏k
j=i+1 sj. Por el teorema del valor medio e
hipo´tesis de induccio´n sigue el el resultado para todo n ∈ N0, porque
fn+1(s) − Fn+1(s1, . . . , τk) ≤
≤ fn+1 (s˜i+1)− Fn+1(s1, . . . , τk)
≤ fn+1 (s˜i+1) − s[1−G(tk)] +
+ m︸︷︷︸
=1
·
k−1∑
i=0
∫ ti+1
ti
{fn (s˜i+1)− Fn(. . .)} dG(y)−
−
k−1∑
i=1
i∏
j=0
sj fn+1 (s˜i+1)︸ ︷︷ ︸
≥s˜i+1
·[G(ti+1)−G(ti)] −
−fn+1 (s˜i+1) · [G(t1)−G(t0)︸ ︷︷ ︸
=0
]
≤ (1− s)
k∑
r=1
[1−Gn+1(tr)].
Con esto, el teorema queda completamente demostrado. 
Lema 4.3 (Lema de comparacio´n) Sean m = 1, s1, . . ., sk ∈ [0, 1],
s :=
∏k
i=1 si y b := k(1− s). Entonces, para todo n ∈ N0, tenemos
Qn(s) − bGn(tk) ≤ Q(s1, . . . , τk) ≤ Qn(s) + b[1−Gn(t1)].
Demostracio´n. Primero restamos la desigualdad del lema 4.2a de la de
4.2b y luego utilizamos el hecho de que s ≤ si, para todo i = 1, . . . , k y G
es monotonamente creciente en t. 
Desafortunadamente, el lema de comparacio´n 2.3 de Esty es so´lo u´til
si τi := dit. Si τi := t± di tenemos dificultades para encontrar el compor-
tamiento asinto´tico de F (s1, . . . , τk). Por consiguiente, debemos encontrar
otro me´todo. Para ellos, fue muy importante la aplicacio´n del lema de
comparacio´n 4.3 en vez del lema 2.3. Esto fue una buena alternativa ya
que hemos demostrado un lema que es la base para encontrar teoremas
l´ımites si τi := t± di.
Lema 4.4 Sean 0 ≤ b1 < b2 < . . . < bk < ∞ nu´meros reales fijos y
t0 := 0, ti := t+bi, para todo i = 1, . . . , k. Si las condiciones BH(1,σ2,µ,0)
se satisfacen, entonces, tenemos
lim
t→∞ [σ˜ (1− s) t+ 1]
[
Q(s1, . . . , sk; τ1, . . . , τk)
1− s
]
= 1
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uniformemente en 0 ≤ si ≤ 1 con s :=
∏k
i=1 si < 1. El resultado anterior
sigue tambie´n si ti := t− bi para 0 < bk < . . . < b2 < b1.
Demostracio´n. Sea
Ht(s1, . . . , τk) := [σ˜(1− s)t+ 1]
[
Q(s1, . . . , τk)
1− s
]
.
Sean ε > 0 y n :=
[
tk
µ (1 + ε)
]
. Por el lado izquierdo de la desigualdad
del lema 4.3, obtenemos
Ht(s1, . . . , τk) ≥
≥ [σˆ(1− s)n+ 1]
[
Qn(s)
1− s
]
− ε
1 + ε
σˆnQn(0) ±
± aQn(s) − k
[
σ˜ ± b
tk
]
tkGn(tk)
=: An,ε(s1, . . . , τk).
Harris [5] ha demostrado que fn(s)
n→∞−→ 1, para todo s ∈ [0, 1]. Por el
teorema 1.1 de Goldstein [4], el corolario 1.2 (tambie´n de Goldstein [4]) y
el lema 3.3a, obtenemos
lim
t→∞An,ε(s1, . . . , τk) = 1−
ε
1 + ε
,
uniformemente en s1, . . . , sk ∈ [0, 1], con s < 1. Ya que ε > 0 fue escogido
arbitrariamente,
lim inf
t→∞ Ht(s1, . . . , τk) ≥ 1,
uniformemente en s1, . . . , sk ∈ [0, 1], con s < 1. Ahora demostraremos que
lim sup
t→∞
Ht(s1, . . . , τk) ≤ 1,
uniformemente en s1, . . . , sk ∈ [0, 1], con s < 1. Para ello, sean nuevamente
ε > 0 y ahora n :=
[
t1
µ (1 + ε)
]
. Por el lado derecho de la desigualdad del
lema 4.3, obtenemos analogamente
Ht(s1, . . . , τk) ≤ Bn,ε(s1, . . . , τk),
donde
Bn,ε(s1, . . . , τk) :=
:= [σˆ(1− s)n+ 1]
[
Qn(s)
1− s
]
+
ε
1− εσˆnQn(0) +
+
σ˜
1− εQn(s) + k
[
σ˜ ± σ˜b1 + 1
t1
]
t1[1−Gn(t1)].
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Nuevamente, por el teorema 1.1 de Goldstein [4], el corolario 1.2 (tambie´n
de Goldstein [4]) y el lema 3.3b, obtenemos
lim
t1→∞
Bn,ε(s1, . . . , τk) = 1 +
ε
1− ε,
uniformemente en s1, . . . , sk ∈ [0, 1], con s < 1. Ya que ε > 0 fue escogido
arbitrariamente, con esto queda completamente demostrado el teorema. 
5 Teoremas l´ımites
Procesos bajo la condicio´n “no extincio´n”
Observamos k generaciones antes y despue´s de la generacio´n en el punto
de tiempo t. En este caso, estudiamos como antes el comportamiento
asinto´tico de la f.g.p. conjunta de estas k generaciones, cuando la ge-
neracio´n en el punto de tiempo t no se ha extinguido au´n. Primero
observaremos la situacio´n “ti := bit” con constantes fijas bi para todo
i = 1, . . . , k.
Teorema 5.1 Si las condiciones BH(1,σ2,µ,0) se satisfacen, entonces, las
correspondientes distribuciones k-dimensionales de los procesos{
Z(b1t)
σ˜t
, . . . ,
Z(bkt)
σ˜t
/ Z(t) > 0, 0 < b1 < . . . < bk ≤ 1
}
y {
Z(b1t)
σ˜t
, . . . ,
Z(bkt)
σ˜t
/ Z(t) > 0, 1 < b1 < . . . < bk <∞
}
,
convergen, para t → ∞, hacia la de unos procesos con exactamente las
mismas propiedades como en los teoremas 3.1 de y 3.3 de Hurtado & Llina´s
[8], respectivamente.
Demostracio´n. Completamente analogo a las demostraciones de los teore-
mas en las referencias mencionadas. Ve´ase tambie´n Llina´s [6]. En estos
casos, aplicamos el lema 3.4. 
Si consideramos los correspondientes casos uni y bidimensionales del
teorema anterior, obtenemos obtenemos resultados ana´logos como en el
proceso Galton-Watson.
Corolario 5.2 Si las condiciones BH(1,σ2,µ,0) se satisfacen, entonces,
las correspondientes distribuciones de{
Z(bt)
σ˜t
,
Z(t)
σ˜t
/
Z(t) > 0
}
y
{
Z(bt)
σ˜t
/
Z(t) > 0
}
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con b ∈ (0, 1] y b ∈ (1,∞), respectivamente, convergen, cuando t → ∞,
hacia un procesos exactamente con las mismas propiedades como en los
corolarios 3.2 y 3.4 de Hurtado & Llina´s [8], respectivamente.
Demostracion. Completamente ana´logo a las demostraciones de los coro-
larios en las referencias mencionadas. Ve´ase tambie´n Llina´s [6]. En estos
casos, aplicamos el lema 3.4. 
Ahora, consideraremos la situacio´n ti := t± bi con constantes fijas bi,
para todo i = 1, . . . , k.
Teorema 5.3 Sean 0 < bk < . . . < b2 < b1 < ∞ nu´meros reales cua-
lesquiera y Z˜i(t) :=
Z(t−bi)
σ˜t con i = 1, . . . , k. Si las condiciones
BH(1, σ2, µ, 0) se satisfacen, entonces,
lim
t→∞P
{
Z˜1(t) ≤ x1, . . . , Z˜k(t) ≤ xk / Z(t) > 0,
}
=
= 1− e−min{x1,...,xk},
para todo x1, . . . , xk ≥ 0. El resultado anterior no cambia si conside-
ramos los puntos de tiempos “t + bi”, para todo i = 1, . . . , k pero con
0 < b1 < b2 < . . . < bk < ∞. Esto significa que la distribucio´n l´ımite
esta´ concentrada sobre la “diagonal” {(x1, . . . , xk)/xi ∈ R} y all´ı esta´ dis-
tribuida exponencialmente, es decir, que, asinto´ticamente, el proceso (bajo
la condicio´n de que e´l no se ha extinguido au´n en el tiempo t) se distribuye
de la misma manera en los tiempos t± b1, . . ., t± bk para todo bi, es decir,
entre t− bi y t+ bi no cambia mucho.
Demostracio´n. Demostraremos el teorema so´lo para el caso “t−bi”, porque,
para el caso “t + bi” la demostracio´n es ana´loga. Sea τk+1 = bk y, para
todo i = 1, . . . , k, sean τi = ti − ti−1 con ti := t − bi. Adema´s, sea
Ak := {Z(t1) = j1, . . . , Z(tk) = jk}. Por tanto,
P{Ak / Z(t) > 0} = P{Ak} − P{Ak, Z(t) = 0}
P{Z(t) > 0} .
Sea si := e−
λi
σ˜t , para todo i = 1, . . . , k, y sk+1 = 0. Sean λ1, . . . , λk > 0.
La correspondiente transformada de Laplace del proceso esta´ dada por
Lt(λ1, . . . , λk) :=
:= E
{
e−
1
σ˜t
[λ1Z(t1)+···+λkZ(tk)] / Z(t) > 0}
=
∞∑
j1=0
. . .
∞∑
jk=0
P{Ak / Z(t) > 0} e−
1
σ˜t
[λ1j1+···+λkjk]
=
Q(s1, . . . , sk, 0; τ1, . . . , τk+1)
Q(t)
− Q(s1, . . . , τk)
Q(t)
.
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Ahora demostraremos que
lim
t→∞
Q(s1, . . . , sk, 0; τ1, . . . , τk+1)
Q(t)
= 1
y
lim
t→∞
Q(s1, . . . , τk)
Q(t)
=
λ
1 + λ
,
donde λ := λ1 + · · ·+ λk. Por el lema 4.4 tenemos
lim
t→∞ {[σ˜t+ 1]Q(s1, . . . , sk, 0; τ1, . . . , τk+1)} = 1
uniformemente en s1, . . . , sk. Con esto, por el corolario 3.2 y ya que
limt→∞ tti = 1, para todo i = 1, . . . , k, obtenemos que
Q(s1, . . . , sk, 0; τ1, . . . , τk+1)
Q(tk)
=
=
[σ˜t+ 1]Q(s1, . . . , sk, 0; τ1, . . . , τk+1)
t
tk
· σ˜tkQ(tk) + Q(tk)
converge hacia 1, cuando t→∞. Con esto, hemos demostrado la primera
afirmacio´n. Para la demostracio´n de la segunda, sea s :=
∏k
i=1 si = e−λ/σ˜t.
Debido a que (1− s) ∼ λσ˜t , cuando t→∞, tenemos
Q(s1, . . . , τk)
Q(tk)
∼
[σ˜(1− s)t+ 1]
[
Q(s1,...τk)
1−s
]
[
1 + 1λ
] · ttk · σ˜tkQ(tk) ,
para t grande. Debido a que t ∼ ti, cuando t → ∞ y todo i = 1, . . . , k,
al lema 4.4 y al corolario 3.2, obtenemos la segunda afirmacio´n. En con-
clusio´n, hemos demostrado que limt→∞ Lt(λ1, . . . , λk) = 11+λ , para cua-
lesquiera λ1, . . . , λk > 0. El teorema queda completamente demostrado
cuando aplicamos el teorema de continuidad para transformadas de Laplace
(ve´ase Feller [3]). 
Si consideramos el caso unidimensional, obtenemos el siguiente coro-
lario:
Corolario 5.4 Si las condiciones BH(1,σ2,µ,0) se satisfacen, entonces, el
proceso
{
Z(t±b)
σ˜t
/
Z(t) > 0, b ∈ (0,∞)
}
converge en distribucio´n, cuando
t→∞, hacia una variable aleatoria que tiene distribucio´n exponencial con
para´metro 1.
Como interpretacio´n del corolario anterior podemos decir que, asinto´-
ticamente, el proceso (bajo la condicio´n de que e´l no se ha extinguido au´n
en el tiempo t) se distribuye de la misma manera en los tiempos t± b para
todo b, es decir, entre t− b y t+ b no cambia mucho.
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Procesos bajo la condicio´n “extincio´n en el futuro cercano”
En esta situacio´n observamos k generaciones antes resp. despue´s de la
generacio´n en el punto de tiempo t. En este caso, estudiamos como antes
el comportamiento asinto´tico de la distribucio´n conjunta de estas k gene-
raciones cuando la generacio´n en el punto de tiempo t no se ha extinguido
au´n, pero la generacio´n en el punto de tiempo ct, c > 1, s´ı se ha extinguido.
Teorema 5.5 Si las condiciones BH(1,σ2,µ,0) se satisfacen, entonces, la
correspondiente distribucio´n k-dimensional del proceso{
Z(b1t)
σ˜t
, . . . ,
Z(bkt)
σ˜t
/ Z(t) > 0, Z(ct) = 0,
}
,
con
0 < b1 < . . . < bk ≤ 1 < c <∞
y
1 ≤ b1 < . . . < bk < c <∞
respectivamente, converge, cuando t → ∞, hacia la de un proceso con
exactamente las mismas propiedades como en los teoremas 3.5 y 3.7 de
Hurtado & Llina´s [8], respectivamente.
Demostracio´n. Completamente analogo a las demostraciones de los teore-
mas en las referencias mencionadas. Ve´ase tambie´n Llina´s [6]. En estos
casos aplicamos el lema 3.4. 
Los correspondientes casos uni y bidimensionales del teorema anterior
conducen a resultados ana´logos como en el proceso de Galton-Watson.
Corolario 5.6 Si las condiciones BH(1,σ2,µ,0) se satisfacen, entonces,
las correspondientes distribuciones de
(a)
{
Z(bt)
σ˜t
/
Z(t) > 0, Z(ct) = 0
}
, 0 < b < 1 < c <∞,
(b)
{
Z(bt)
σ˜t ,
Z(t)
σ˜t
/
Z(t) > 0, Z(ct) = 0
}
, 1 < b < c <∞,
convergen, cuando t → ∞, hacia las de un proceso con exactamente las
mismas propiedades como en los corolarios 3.6 y 3.8 de Hurtado & Llina´s
[8], respectivamente.
Demostracio´n. Completamente ana´logo a las demostraciones de los coro-
larios en las referencias mencionadas. Ve´ase tambie´n Llina´s [6]. En estos
casos aplicamos el lema 3.4. 
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