Social Delay Tolerant Networks (SDTNs) are a special kind of Delay Tolerant Network (DTN) that consists of a number of mobile devices with social characteristics. The current research achievements on routing algorithms tend to separately evaluate the available profit for each prospective relay node and cannot achieve the global optimal performance in an overall perspective. In this paper, we propose a Movement Pattern-Aware optimal Routing (MPAR) for SDTNs, by choosing the optimal relay node(s) set for each message, which eventually based on running a search algorithm on a hyper-cube solution space. Concretely, the movement pattern of a group of node(s) can be extracted from the movement records of nodes. Then the set of commonly visited locations for the relay node(s) set and the destination node is obtained, by which we can further evaluate the co-delivery probability of the relay node(s) set. Both local search scheme and tabu-search scheme are utilized in finding the optimal set, and the tabu-search based routing Tabu-MPAR is proved able to guide the relay node(s) set in evolving to the optimal one. We demonstrate how the MPAR algorithm significantly outperforms the previous ones through extensive simulations, based on the synthetic SDTN mobility model.
Introduction
In traditional data networks such as Internet, there are usually some assumptions of the network model e.g. the existence of at least one end-to-end path between sourcedestination pair [1] . Any arbitrary link connecting two nodes is assumed to be bidirectional supporting symmetric data rates with low error probability and latency [2] . Messages are buffered in intermediate nodes (e.g. routers) and further forwarded to the next-hop relay or successfully received by the destination. In this case, each message is not expected to occupy the buffer of nodes for a long period of time. However, these all above usually fail in the context of Delay Tolerant Networks (DTNs) [3] . Some applications, e.g., email service, address the delivery success while having relatively flexible requirement of latency, which is known as "delay-tolerant". For further popularizing these kind of applications, we have to reconsider the widely used network architecture so as to relax the assumption of the continuous end-to-end connectivity that TCP/IP based [4] .
Recently years there have seen the wide adoptions of mobile devices such as smartphones, laptops and tablet PCs. The mobile devices may form a network in an ad hoc manner, to work as an auxiliary to cellular networks for some services such as social information sharing. Many researchers use the term "Social Delay Tolerant Networks (SDTNs)" to describe this special kind of DTN, where mobile users move around and communicate with each other via their carried short-distance wireless communication devices [5, 6, 7] . Since SDTNs experience intermittent connectivity incurred by the mobility of users, routing is still the most challenging problem [8] for such networks. The fundamental characteristics of STDN is that there exist potential social relationships behind the nodes in the network, which in turn affects the movement pattern of nodes. Many previous works have explored how to leverage the social relationships so as to enhance the routing performance. For example, social-aware routing algorithms based on social network analysis have been proposed, such as Bubble Rap [9] , SimBet [10] . Besides, algorithms that based on some custom defined social metrics are proposed in [11, 12, 13, 14, 15, 16] .
In many real SDTNs, mobile users that have a common interest generally will visit some locations that are related to this interest. Previous works observed that 50% of mobile users in this network spent 74.0% of their time at a single access point (AP) to show the characteristic of frequently visiting a few locations [17] . This indicates the feasibility to "connect" some nodes through their commonly visited locations where some cache devices are deployed for buffering the message, e.g. throwbox proposed in [18] . Cache devices have several advantages over ordinary nodes. First, there would usually be some stable connections between nodes and the cache device [17] , which hardly exist between two ordinary nodes due to their mobility. Second, they are fixed as a kind of network infrastructures, and their capacity can be much more sufficient than the ordinary nodes. From the above discussion, intuitively we can deploy cache devices in frequently visited locations to improve the routing performance in SDTNs.
In this paper, we focus on the multi-copy unicast routing problem in SDTNs, where there is one source-destination nodes pair for each packet, and there can be multiple replicas of the packet in the network. Different from previous works that based on classical social network analysis or custom defined social metrics, our scheme makes use of the movement records collected by nodes. The basic idea is to view the set of nodes holding a packet or its replicas as an entirety, thus extracting its frequently visited locations from the movement records. The frequently visited locations of the destination node is obtained in the same way. Then we get the intersection between the two locations sets and then derive the co-delivery probability for the whole relay node set. Our goal is to calculate the optimal nodes set that maximizes the co-delivery probability. In addition, since that each generated message is only valid before reaching its deadline, we take the message time-to-live value into consideration when extracting the movement pattern from the movement records. Under this model, we propose the Movement Pattern-Aware optimal Routing (MPAR) for SDTNs. We adopt the optimal opportunistic routing scheme by maintaining an optimal node set for the destination node. To the best of our knowledge, this is the first work to exploit the social-aware routing algorithm that leverages the movement pattern of a group of nodes. Our main contributions are summarized as follows:
1. We present a periodical time-aware movement record model and extract the movement pattern from the movement record of nodes. Each node set is viewed as an entirety during the whole routing process. Corresponding Movement pattern can be extracted from the same set in different time intervals. The frequently visited locations are directly corresponding to the movement pattern for each node(s) set. 2. Under our network model that cache devices are deployed in several positions, we analyze two key performance metrics, based on which the routing problem is formally proved to be an NP − Hard combinatorial optimization problem. 3. Two search algorithms are proposed to solve the optimization problem, which are respectively based on the local search scheme and the tabu search scheme. The key elements of the tabu search scheme are specifically defined for our optimal set search problem. 4. Two respective movement pattern-aware routing schemes are designed based on the local search algorithm and the tabu search algorithm, which is called Local-MPAR and Tabu-MPAR and are respectively corresponding to the reactive routing strategy and the proactive routing strategy. Tabu-MPAR is proved able to guide the relay node(s) set in evolving to the optimal one.
The rest of this paper is organized as follows. In section 2 we introduce the system model. In section 3 we analyze some key properties behind the routing, and model the routing as an optimal search problem. We discuss the computational hardness of this problem and propose a heuristic method to approximately obtain the optimal solution in section 4 . The details about the routing algorithm are given in section 5. Section 6 analyses the simulation result. We conclude the paper in Section 7. The proofs of Theorem 1 and 2 are presented in the Appendix.
Preliminaries
In this section, we give the system model and the assumptions behind our scheme.
Network Model
We consider a SDTN composed of n nodes N = {n i |n i ∈ N, 1 i n} moving among m locations A = {a j |a j ∈ N, 1 j m}. Each mobile node frequently visits some locations A ⊆ A. This model is derived from the case of real mobile networks. A typical example is the Wi-Fi campus network at Dartmouth College. Another SDTN that follows this characteristic is the Vehicular Ad-hoc NETworks (VANETs), where lots of buses and taxies move among bus stations and taxi stops. Like in the previous work [11, 19] , we assume that the behavior of each node n i visiting any location a j ∈ A(n i ) follows the Poisson process. In other words, the time interval that each node visits a location follows an exponential distribution. Besides, each location in our model is assumed to have a throwbox [18] to store and transmit messages. And we assume that the capacity of the throwbox is sufficient enough to take custody of messages.
We assume that each message has a time-to-live value τ l , indicating the remaining life time of the message. With the time passing, τ l gradually decreases, and when τ l is zero, the message is deleted from nodes' buffer. This timeto-live field prevents a message from staying in the network for a very long time, and allows the application to assign a deadline for the message. For applications such as news dissemination or advertising publishing, the message is only valid before its deadline. When the message reaches the deadline, there is no need to continue buffering the message.
Basic Definitions
As a large number of mobile devices are carried by human-beings or relative to the society of people, we assume that the movement patterns of nodes are of periodicity. For example, Smith goes to work on Monday to Friday, so that his frequently visited locations might be composed of home, office, some bus-stations and a few nosheries. On the weekends, he usually goes to a club or some coffee bars, or other places different from those visited on workdays. However, his actions usually repeat per week, i.e., there exists some periodicity for his movement records. From this point, we assume the period time is T . Normally, the length of T will be several days. Then we divide T into h slots. The length of each slot is thereby T h . We represent the time points sequence as < t 0 , t 1 , t 2 , . . . , t h >, then any two time points t s and t e (t s < t e ) form a time interval [t s , t e ], as shown in Figure 1 . Thus we can extract the movement pattern of a node for the time interval [t s , t e ], by referring to the movement records of nodes. The definition of the record of a node is shown as follows.
The movement record of a node n i is a h × m matrix R(i)
of which the k th row R(i, k) is the movement record during the time slot [t k−1 , t k ], and we have
where r i k,j is the node n i 's time interval on average to visit the location a j , from the start to the end of the time slot t k .
From the above definition, we know that 1 /r i k,j represents n i 's average meeting frequency on the location a j . Specifically, when n i has never arrived location a j during the whole k th time slot, we have r i k,j = ∞ and thus 1 /r i k,1 = 0. We can also get the average meeting time interval M i,j of n i on the location a j by averaging r i k,j for all k ∈ [1, h] in column j, formally we have
Overview of the Routing Problem
Before discussing the details of our routing scheme, let us overview the routing problem. We first discuss how to extract the movement pattern of a set of node(s) in Section 3.1. Then we analyze some key properties behind the routing in Section 3.2. Finally, the routing problem is formally defined as an optimal search problem in section 3.3.
Movement Pattern
The movement pattern is extracted from the records of node(s). We first define the function that transforms a movement record R to the corresponding movement pattern.
Definition 2. Function .
where x i is the ith element of the vector processed by and 0 < δ < 1 is a system parameter.
The basic utility of function is to filter out the rarely visited locations so as to leave the frequently visited ones shown up. Following the above definition directly, we can define the movement pattern. Definition 3. Movement Pattern. A movement pattern for a given node set N at the time interval [t p , t q ] is represented as P(V, [t s , t e ]), where we have:
Notice that in the above definition, the movement pattern P is extracted from the accumulation of several records R of all nodes in set N with a specific constraint on the time interval [t s , t e ], by function .
For example, assume that we have a network case, that there are four nodes and two locations in total and n 4 is the destination node, and T is divided into two time slots t 1 and t 2 , as shown in Figure 2 .
The weight of each edge has shown in Table 1 , which stands for the average visit time interval between a given "node-location" pair. Actually, these records are from the real experiment of four students' visiting interval (hours) to the two Computer Labs in Qingdao University. We had Figure 2 collected the data for about two weeks. Only the active 12 hours per day for students are counted. And we combine the 2 weeks datas as a one week data set such that the time period T is set to 14 × 12 = 168 hours. We set [t 0 , t 1 ] and [t 1 , t 2 ] to be the first and the last 84 hours, respectively. The record matrix for each student is as follow. The movement pattern of the node set {n 1 , n 2 , n 3 } can be extracted from the movement records by equation 3. The accumulation of all the records is calculated as follows: which is more than 1.414 and is less than 1.974, so that we have
The movement pattern P indicates that the frequently visited location(s) set for the node set {n 1 , n 2 , n 3 } during the time interval
Note that there are totally 2 (n−1) − 1 non-empty subsets of N − n d , and each can be viewed as a entirety with some internal cooperation to delivery the message to n d . We extract all the movement patterns for all non-empty subsets of {n 1 , n 2 , n 3 } and that of the node n 4 . The results are compiled as follows.
Respectively, the corresponding sets of locations are listed as following. 
, then we denote the common visited location(s) set by A, where we have
). The basic idea is to view the relay node(s) set N as an entirety to cooperatively deliver the message. And the message can be delivered to the destination node n d by the node set N if there exists an location a j , where ∃n i ∈ N and n d encounter. In addition, if we denote the arrive time of n i and n d by the random variables T i,j and T d,j respectively, then they must satisfy T i,j < T d,j < τ l , i.e. n i comes to the location a j before n d and not exceeding the deadline τ l . For convenience, we let the current time point to be t 0 = 0. Besides, as stated in section 2, the time interval that each node visits an location follows an exponential distribution. From equation 1, we can calculate the exponential distribution parameter of that node n i visiting location a j by
For the case that A is empty set, we set the related delivery probability as zero, and the expected delay to reach other location as ∞. For the case that A is non-empty set, we can estimate the direct delivery probability of n i to the destination node n d by equation 4. Then the message delivery probability for the set N can be estimated by equation 5.
Specially, when we set the time-to-live value for each message to be infinity, i.e. τ l = ∞, we have
and for P N,d we have
We assume that the message time-to-live τ l = ∞ and the destination node is n 4 in the network instance shown in Figure 2 .
The frequently visited locations for N = {n 1 , n 2 , n 3 } is A(N, [t 0 , t 3 ]) = {a 2 } and that for n 4 is A(n 4 , [t 0 , t 3 ]) = {a 1 , a 2 }, so that we get the commonly visited location(s) set A = {a 2 }.
The average meeting interval time for each node-location pair can be obtained by equation 1.
And then we can estimate the delivery probability for the node set N as follows:
Expected Delay
Besides the delivery probability, another property to explore is the node's expected delay before moving to other frequently visited locations. Assume that the frequent visited location(s) set of n i is A i , then we let the random variable D i denote the minimum expected delay for n i to arrive at another location a j ∈ A i . Formally we have
and consequently we get the probability density function of D i as
Thus we have
For the example shown in Figure 2 , we can calculate E[D i ] for node n 1 , n 2 and n 3 respectively according to equation 8.
For any pair of nodes n i and
, then we can conclude that n i is expected to arrive at some new locations sooner, which means more connectivity opportunities to other nodes. In the intermittent network scenarios such as DTNs, when the multi-copy strategy is employed, it is vital to quickly spread the message over the network. Due to this reason, the expected delay E[D] is a valuable metric for enhancing the routing performance. In Local-MPAR, we use E[D] to evaluate the suitability of a node to be the active node, which is the only node that can change the state of the network for a certain message. In Tabu-MPAR, E[D] is used as the utility to asymmetrically spraying a given number of replicas. In the example shown in Table 1 , node n 2 is the most suitable node to work as the active node, since it is expected to take the message to a new location more quickly than others.
Problem Formalization
The routing objective in DTNs can be various. Basically, there are two primary metrics for routing performance evaluation, message delivery ratio and message average delay. Though the end-to-end delay should be viewed as a very important metric for optimization in some applications emphasizing the timeliness of messages, the routing performance is fundamentally based on an acceptable delivery ratio. From this point, a high delivery ratio is the guarantee of a good routing performance for any scenarios of DTNs. Based on this, the goal of our routing is to maximize the message delivery ratio for each generated message. Specifically, the goal is to select a subset N ⊆ N to make
where n d is the destination node of the message.
For the example in Figure 2 , we can get the estimated delivery probability of all non-empty subsets of {n 1 , n 2 , n 3 } as we do for it in section 3.2 by equation 7:
The optimal node(s) set is {n 1 , n 2 , n 3 } in this example. Notice that the estimated probability is not in direct proportion to the number of nodes holding the message. The delivery probability P N,d is focused on the node set N, which is viewed as an entirety during the routing process. It is possible to have that P N,d < P N ′ ,d where N ′ ⊂ N. Actually, in the example shown in Figure 2 , the delivery probability of the set {n 2 , n 3 } is lower than that of the set {n 2 }. If ignoring the constraint of buffer and energy resources, the routing strategy that broadcast each message over the network achieves the best performance, which means that a larger relay nodes may leads to a better (at least not worse) delivery performance. However, this ideal situation hardly exist in real network scenarios. So we tend to select the minimal node set that has a suitable movement pattern so as to maximize the estimated co-delivery probability for this node set. We can see from the example that if we treat the node set holding the same message as an entirety, then the estimated delivery probability is influenced by both the scale of the selected set and the movement pattern extracted from the records of this node set. Before formally defining our problem, firstly we give the definition of the optimal set N opt .
Definition 4. The optimal set N opt The optimal set N opt is a set of nodes in the network, where we have
The optimal set is the minimal node set that can achieve the highest delivery probability by cooperatively relay the message to the destination node, based on which we can formally define the problem.
Definition 5. N opt Search Problem. Let f(x) to be the objective function and g(x) the constraint function, where x = {x 1 , x 2 , . . . , x n } is the decision variable. And we have
Thus the problem can be formalized as
And when the optimal solution x opt is obtained, we have
Notice that in the above definition, there exists a oneto-one match between x and N. Actually we have f(x) = log(1−P N,d ), where f(x) is negative correlation with P N,d . In this way, the N opt Search Problem is formalized as an optimization problem.
Analysis for N opt Search Problem
In this section, we discuss the computational hardness of this problem and propose a heuristic method to approximately obtain the optimal solution. We first show that a newly added element in the input sequence can widely change the value of the objective function. For the offline algorithm, we put the analysis of the NP − Hardness. Finally we propose our algorithm based on the tabu search.
Computational Hardness
An online algorithm is one that can process its inputs piece-by-piece, i.e. it processes the input data in the sequence that they are fed to the algorithm, instead of requiring the entire input data set at the beginning. The input of our online algorithm is the movement records of all nodes in the network. We simply represent the record sequence as R 1 , R 2 , . . . , R q (each element in the sequence is a vector, e.g. R j = R(x, t i ) for node n x in the time slot t i ) and we currently only know the 1-k part of the sequence. Then what interests us is that how much the newly added element R k+1 can affect the solution, which is answered by Theorem 1. Theorem 1. For ∀k ∈ [1, z), even the 1-k part of the sequence is known, the newly added element R k+1 can still change the movement pattern to any state with at least 1 non-zero element.
Proof. See Appendix A.
Then we show that even all movement records are available for any node, there is not an efficient polynomial algorithm yet for solving the N opt problem.
Theorem 2. Even the global information is known in advance, i.e., the value of λ i,j is available for any node n i , the N opt Search Problem is still NP-Hard.
Proof. See Appendix B.
The Trap of Local Optimum
A direct approach is to employ a local search algorithm to find the solution. However, this may lead us to the trap of local optimum. For the example shown in Figure 2 , assume that node n 2 generates a message for n 4 , then Table 2 shows the calculation process of a local search algorithm. Table 2 : Local search process for the example in Figure 2 current solution next options
Step
In Table 2 , only the node n 2 holds the message at the beginning, and the delivery probability of the set N = {n 2 } is 0.673, which is higher than any of the next possible choice. So the algorithm mistakes x now as the optimal solution, while the real optimal one is [1, 1, 1] that has the probability 0.789. In this case, we have fallen into the trap of local optimum, and we cannot jump out of it by the local search algorithm.
Heuristic Search in a Hypercube Space
Theorem 2 shows that there would not be any efficient polynomial algorithm for solving the N opt Search Problem and section 4.2 shows that the local search algorithm may lead us to the trap of local optimum, which drive us to resort to some intelligent search schemes. In this paper, we leverage the tabu search algorithm to deal with the N opt problem. First of all we show the framework of the tabu search method in Algorithm 1.
The tabu search process can be mainly divided into two steps, both of which require several basic rules and data structures shown in the notation table in algorithm 1. The formal definitions of these notations will come up in the following context. The whole search process is to change the feasible solution step by step in the solution space, meanwhile evaluating the value of function p and trying to obtain the optimal one. Step 1 is the initial step of the tabu search, where we choose an initial feasible solution in the solution space S and represent it as x now . Then we set the current best solution x best to be x now . At this moment, there is no tabu records in the tabu table T, as shown in line 3 of step 1.
In step 2, if the stop rule E is satisfied, then the search procedure ends and returns the current best solution x best as the final result. Otherwise, we choose a subset from x now 's neighborhoods N(x now ) by referring to the current tabu table T and the pre-defined aspiration criteria A. Then the algorithm search in the subset C and choose the solution textbfx with maximal value of function p. In each iteration of step 2, we update the best record solution x best . Finally we update the corresponding tabu element ϕ in the tabu table T using the pre-assigned tabu length L(ϕ).
In the following context, we give the definitions of all the notations listed in the table in algorithm 1.
Definition 6. Evaluation function.
The evaluation function of the tabu search is represented as p(x), where
In definition 6, we set the evaluation function by taking the opposite value of function f(x) in definition 5. Then the goal of our tabu search is to obtain the maximum value of the evaluation function. We give the definition about the neighborhood of a feasible solution in the tabu search in definition 7.
Definition 7. Neighborhood. Assume that x = [x 1 , x 2 , . . . , x n ](∀i, x i ∈ 0, 1) is a feasible solution, then the neighborhood of x in the tabu search is defined as follows
The stop rule is one of the most important rules for the tabu search, which determines when the tabu search procedure stops. The stop rule for our tabu search scheme is stated in definition 8.
Definition 8. Stop rule.
The stop rule E is defined as following E(x best ) = true if p(x best ) not improved after θ steps false otherwise As stated before, the value of evaluation function p is updated in every iteration of the search process. If the current x now is corresponding to a better function value p(x now ) > p(x best ), then we update x best to x now . However, if the best record value of the evaluation function p(x best ) has not been improved after quite a few steps, then it might be difficult to get a better solution without modifying the search algorithm itself. In this case, the search procedure stops and returns the current best record solution as the (approximate) optimal one.
The tabu table T is composed of two basic concepts, the tabu element ϕ and its tabu length L(ϕ). The tabu element is the object to tabu in the search algorithm, which can be a simple variation on the solution or the variation of the evaluation function value. The tabu element in our tabu search scheme is defined in definition 9.
Definition 9. Tabu element. A tabu element is a variation of the current solution vector, i.e. can be formally denoted by
where we have
In fact, this tabu element is a movement from the current vertex to any adjacent vertex in the solution space, as shown in Figure ? ?, i.e. any movement from the current blue vertex to a red vertex can be viewed as a tabu element. Then we can define the tabu length L(ϕ) for each tabu element ϕ in definition 10.
Definition 10. Tabu length. The tabu length is denoted by L(ϕ), and we have
where T is a random variable and T ∼ N(µ, σ
2 ), and we set
In definition 10, the tabu length is set to be an rounded down random variable obeying the normal distribution, where the mean value µ guarantees that the variation of solution leading to a higher evaluation function value statistically has a longer tabu length. The reason why we set the tabu length to be a random number instead of a constant one is to add some stochastic factors to our method, like what has been done in Sherwood Algorithm. The stochastic law can help us to jump out of some endless cycle of solutions, or to deal with some deliberate inputs. We establish the relationship between the mean value of T and the variation of the evaluation function value |p(x)−p(x')|. There are two different cases for the variation of the evaluation function value, p(x') < p(x) that indicates the value might have reached a new "valley" and p(x') > p(x) that indicates the value might have climbed on a higher mountain top. In the former case, we need a relatively large tabu length so as to jump out of the possible trap of local optimum. While in the later case, we should keep the tabu length smaller to avoid the value dropped to a deep valley again. Apparently, we have µ ∈ [ √ n, 2 √ n]. From definition 9 and 10, the tabu table can be consequently defined in definition 11.
Definition 11. Tabu table. The structure of the tabu table is as follows,
Assume that the tabu element is ϕ : x− > x', the update rule is defined as When all the positions are tabued in T, the current solution vector can not move to any of its neighborhood. However if there is a neighborhood solution x has the better evaluation function value than the current recorded best one, we absolve the corresponding tabu element and move the solution vector to x.
The tabu search process of the example in Figure 2 is shown in Table 3 . Like the local process illustrated in Table 1, the source node is n 2 and thus the initial solution is [0, 1, 0]. For simplification, the tabu length L constants at 3 rather than being randomly chosen. Besides, the variable θ in definition 8 of stop rule is set to be 3.
In step 1, the tabu table T is empty, so all the next options are choosable. According to line 5 in algorithm 1, we choose the solution vector [1, 1, 0] that has the maximal evaluation function value. In step 2, the first position of the solution vector is tabued, so the next solution vector can be chosen only between [0, 0, 0] and [1, 1, 1]. The search procedure continues until it reaches step 5, where the best recorded solution has not changed after θ = 3 steps, so the tabu search procedure stops. Overview the whole process, we can quickly go through the solution space and jump out of the trap of local optimum, which cannot be achieved by the local search algorithm in Table 2 .
Movement Pattern-Aware Optimal Routing
In this section, we give the details about the routing process. We implement two routing protocols, Local-MPAR and Tabu-MPAR, based on two search algorithms, the local search algorithm and the tabu search algorithm respectively. In Local-MPAR, the other node(s)'s λ value for any one node is required when they encounter, while in Tabu-MPAR, we assume that each node knows the λ values of all other node(s) in advance.
In this paper, we investigate the routing process for a single message (it may have one or more than one replicas). To illustrate this further, we refer to the concept in Epidemic routing protocol [20] that treats the message as virus. Then a successful message replication operation can be viewed as an infection process. The delivery operation is excluded in our discussion, i.e., when we say n a infects n b , n b is not the destination node. Start from this point, we can classify all the nodes in the network into three kinds.
• Infected node. An infected node is a node holding the message or any of its replicas. However an infected node cannot infect other pure nodes.
• Pure node. A pure node is a node not holding the message or any of its replicas. It can be infected by any infectious node.
• Infectious node. An infectious node is a special kind of infected node that is able to infect other pure nodes.
An infectious state is able to move to an infected state, which means that it still holds the message but unable to add new ones to the network. A pure state can also be transferred to an infected state or infectious state, which means that it receives the message. We further explain these states by referring to Epidemic [20] and SprayAndWait [21] protocols.
In Epidemic routing, there are only two kinds of nodes, pure node and infectious node. The replicas distribution process ends when all the pure nodes are infected and become infectious nodes. SprayAndWait routing employs all the three kinds of nodes. In its source edition, there is only one infectious node in the network, while in its binary edition the infectious nodes can be multiple but limited in a fixed number. The replicas distribution process ends when there is no infectious node in the network.
Actually, these three kinds of node exist in all kinds of routing protocols in mobile delay tolerant networks. Specifically, Epidemic and SprayAndWait are two most representative zero-knowledge based routing protocols. All other replicas distribution process in any routing protocol can more or less be viewed as the improvement of these two basic schemes, by letting the node state transfers among pure, infected and infectious. Before introducing the Local-MPAR and Tabu-MPAR, we propose three postulations about the routing. Postulation 1. Any node n a replicates the message to n b only if n b currently does not hold any of its replicas. 
The operation of cleaning messages out of the buffer caused by time-to-live deadline or buffer size constraint is called "drop", while that caused by state transition is called "deletion".
Postulation 3. The set of nodes holding the message or any of its replicas is denoted by N, which is compose of all infectious nodes and infected nodes.
Then we have the following theorem.
Theorem 3. The replication operation is corresponding to the transition from W to G and deletion operation to the transition from G to W.
Proof. From the definition of the three states, a node holding the message can be either in state B or G, and a node not holding the message is accurately corresponding to state W. Since that there is no direct transition between B and W, a node in state B transfers to W has to pass the state G, and vise versa. Then from postulation 1, the replication operation is corresponding to the transition from W to B or W to T, i.e. W to G. From postulation 2, the deletion operation is corresponding to the transition from B to W or G to W, i.e. G to W.
Local Search Based Movement Pattern-Aware Routing
In Local-MPAR algorithm, each node could be of all the three states. However, we only allow not more than 1 infectious node exists for each generated message. The basic idea of Local-MPAR is to dynamically adjust the set N that includes all nodes holding the message, so as to maximize the co-delivery probability P N,d .
Algorithm 2 shows the Local-MPAR process. There are three stages in Local-MPAR. In the initial stage, the source node n s generates a message M, and then set its state to be infectious. Correspondingly, N is initialized to be composed of only n s . For the node set N, we have the following postulation.
Postulation 4. In Local-MPAR, the node set N is always maintained by the active node.
The whole routing process can be viewed as the dynamical adjustment of the node set N, as shown in the second stage. The key operation of this stage is to let each node finish the state transition according to the rules shown inTable 4. For simplicity, in the following context we name the table position in row B column G as BG, by parity of reasoning. We can see from Table 4 that the state transition happens only if either n a or n b is in infectious state, i.e. state B. There is nothing in BB because that it cannot be true that both n a and n b are in infectious state in Local-MPAR. Lemma 1. The replication or deletion of message happens only if one of the encountered two nodes is in infectious state.
Proof. Directly obtained by Table 4 . Proof. From postulation 4, we know that the node set N is updated only in infectious node. Lemma if n a and n b encounter then 3: finish the state transition according to Table 4 4:
update N
5:
end if 6: end for End Stage:
1: M is delivered shows that any happened replication or deletion operation can be informed to the infectious node immediately, so that N would be updated in time. Either a replication or deletion operation just causes 1 replicas difference in the network, thus only adding or removing one element in the set N, which indeed transfers the correspondent solution vector to one of its neighborhoods N(N). We can see from Table 4 that N would not vary if and only if
e., if and only if the solution reaches the local optimum.
There still remains one question. Since there is only one infectious node in Local-MPAR, how should we choose the infectious node? The basic principle is to choose the node with the smallest expected delay to arrive at another frequently visited location, i.e. E[D] in equation 8. In Table 4 GB, when there is no need to change n a from G to W, we should consider that whether to change n a to be the infectious node. If E[D a ] is less than E[D b ], then we deem that n a is more suitable to be the message duplicator, because it is expected to visit other location(s) sooner, which means more transmission opportunities. Conversely, if the duplicator responsibility moves to n b , i.e. G→B happens in n b , we should symmetrically have B→G happens in n a to keep the uniqueness property of the infectious node, as shown in Table 4 BG.
The routing process of the network instance of Figure 2 is shown in Figure 5 . At time t 1 , node n 2 generates the message of which the destination is n 4 . From time t 2 to t 3 , since that the co-delivery probability of both {n 1 , n 2 } and {n 2 , n 3 } is less than {n 2 }. However, from the discussion before, we know that the set N opt = {n 1 , n 2 , n 3 } could reach the best delivery ratio. However in Local-MPAR N is not able to evolve to N opt due to the trap of local optimum, as same as in Table 2 .
Tabu Search Based Movement Pattern-Aware Routing
In Tabu-MPAR algorithm, each node also has the three states as same as in Local-MPAR. Like that in SprayAnd- if n a and n b encounter then
if a < 1 then 6:
n b .tickets = ⌊b⌋ 8:
n a .tickets = ⌊a⌋ finish the state transition according to Table 5 13:
end if 14: end for End Stage:
1: M is delivered Wait routing, we allow the infectious nodes to be multiple but constrained in a finite number. The Tabu-MPAR protocol is shown in algorithm 3. There are three stages as same as in Local-MPAR. In the initial stage, when the source node n s generates the message M, the state of n s is set to be B, as shown in line 1-2. The node set N opt is calculated in the source node. Besides, there is a ticket number for each generated message and is denoted by |N opt |, which indicates that the maximal number of replicas of this message is equal to the size of N opt . A node is in state B if and only if it has more than one tickets for this message 1 . A node with only one ticket for the message is of state G, and nodes not holding this message are in state P. 
The second stage in algorithm 3 shows the routing process of Tabu-MPAR. There is two main differences compared to Local-MPAR. First, there is no need to update the node set N opt in other node, since that it had been computed in the source node n s before and added to the message head. Second, when any two nodes n a and n b encounter, we reallocate the tickets before start the state transition process. The strategy of tickets distribution is based on E[D a ] and E[D b ], as shown in line 3 and 4, which ensure that the node with a smaller E[D] to be allocated with more tickets. Line 5-10 guarantee that both a and b are an integer between 1 and L − 1. Then we can define the transition rule in Table 5 . The state transition could happen in all grids except for the diagonal. Besides, we can see that the 3 × 3 table is a symmetrical matrix. Actually, when the transition in grid GB happens in n a , the transition in grid BG happens in n b , and vise versa. This rule also applies for WB, BW and WG, GW. The possible transitions among states are illustrated in Figure 4 . Now we prove that the routing stage in Tabu-MPAR leads N to the optimal set N opt .
Lemma 2. N = N opt happens if and only if there is no infectious nodes in the network, i.e. all nodes in N = N opt are in state G.
Proof. Since that the number of all tickets in the network is |N opt |, if there exist an infectious node n a , then its tickets must be at least 2 and the tickets in all other nodes are less than |N opt | − 2. So the number of nodes holding the message is at most |N opt | − 1, and in this case n a has 2 tickets for the message, and all the other nodes with replicas only have 1 ticket. So the "only if" condition works. The node set holding the message accords with N opt means that the number of nodes holding the message is |N opt |, which is the maximal number of replicas for this message in the network. So the number of tickets in each of these nodes is equal to 1. According to the definition of node state in Tabu-MPAR, all of these nodes are in infected state, and all other nodes are in pure state, which indicates that currently there is no infectious node in the network. So the "if" condition works.
Lemma 3. If the set N evolves to N opt , then it would not change any more.
Proof. From lemma 2, if the set N reaches N opt , then all the nodes in N are in infected (G) state, and there is no non-pure node outside N. Since that there is no node in B state, so the transition in grid GB could not happen any more. In grid GW, the transition G → W happens only if the current node is not belong to N opt = N, which conflicts the assumption. So all the states of all elements in N no longer change.
Theorem 5. The transition rule in Table 5 leads N to N opt .
Proof. The state transition between B and G does not modify the set N. However, from line 4-10 in algorithm 3, it is guaranteed that the distributed tickets are no less than 1, which means that any node in state B would transfer to state G if there are enough encounter opportunities during the routing process. So we just need to focus on the N={n ,n n } N={n ,n n } transitions between W and G, as shown in grid WG and GW, where the rule is to transfer the node belonging to N opt to G. Consequently our theorem comes directly from lemma 2 and 3. Figure 6 shows the routing process of Tabu-MPAR, the network situation is the same as Figure 5 , where the source n 2 generates the message at time t 1 . Since n 2 computes that N opt = {n 1 , n 2 , n 3 }, so the number of tickets for n 2 is initialized to be |N opt | = 3. At time t 2 , when n 2 and n 3 encountered, we allocate the tickets by referring to E[D 2 ] and E[D 3 ]. The node set N has evolved to N opt at time t 3 , and there is no infectious nodes in the network, corresponding to lemma 2. Finally the routing process ends in t 4 due to the completion of the delivery.
Simulation
In this section, we conduct extensive simulations to evaluate the performance of the MPAR algorithm by using the ONE simulator [22] . We employ the Working Day Movement (WDM) model proposed in [23] and set the map to be Manhattan blocks. This model incorporates some sense of hierarchy and distinguishes between inter-building and intra-building movements. Some sub-models such as home, office, evening activities and different transports are introduced in WDM, so as to capture the society characteristics of people. An office model reproduces a kind of star-like trajectories around a desk of the person inside the office building, while home model is just a sojourn in a particular point of a home location. The evening activity sub-model reflects a meeting with friends after work by modeling a random walk of a group along the streets. The Manhattan community model confines the routing paths of the mobile nodes to certain paths that reflect their real moving pattern in addition to the colocation pattern. The Manhattan model consists of grids in a matrix, in which all nodes can only move on the sides of a grid, as shown in Figure 7 .
Concretely, the network is established as follows. We set the number of pedestrians to be 200, 400, 600, 800. The number of buses, offices and activity spots are correspondingly set to be 2%, 20%, 2.5% of the total number of pedestrians. The working time for each simulation day constants at 8 simulation hours for each person. Each person's probability to do evening activity is set to be 0.5. Besides, we set the probability of owning a car for each person to be 0.2, so people might drive themselves to these places instead of taking public vehicles. The walking speed of pedestrians is set to be 0.8-1.4 m/s. As shown in Figure 7 , there are three kinds of locations in the simulation, i.e. home, office and meeting spot. There is a loop line for buses in the center of the entire Manhattan square, so the pedestrians can take a bus to reach their destinations. We put a throw box in every home, office and meeting spot. The capacity of each throwbox is set to be sufficient enough to take custody of all received messages. All the nodes communicate with the bluetooth interface, of which the transmit diameter is 10m and the transmit speed is 250KB/s. Since that each spot (home, office and meeting spot) is set to be a point in the map, if a node reach the spot, it is ensured to encounter with the throwbox so as to have its messages taken custody.
We compare the MPAR algorithm with the existing social-aware algorithms: Delegation Forwarding (DF) [24] and SimBet routing [10] . Four performance metrics commonly used are examined: delivery ratio, average latency overhead ratio and average hop count. Simulation results demonstrate that the MPAR algorithm can significantly improve SDTNs routing performance.
Simulation in Working Day Movement Model
In the simulations, 30,000 messages are generated by randomly selecting source and destination nodes among all the pedestrians. The size of each message is between 500K and 1M. In simulations on evaluating the four metrics, we set |N|=200, 400, 600 and 800, respectively. The simulation area is adjusted according to |N| to keep the connectivity of the network. The entire simulation time is set to be 12 days.
Varying Time-to-live
In the simulation of varying the time-to-live value, we set the buffer size constant at 200M. The time-to-live value is set from 10 to 30 hours. The simulation results are shown in Figure 8 , 9, 10 and 11.
These results show that the two MPAR algorithms significantly outperform DF and SimBet. Compared with DF, Tabu-MPAR and Local-MPAR increase the delivery ratio by about 71.1% and 37.8%, and reduces the average latency by approximate 79.2% and 60.1%, respectively. Compared with SimBet, Tabu-MPAR and Local-MPAR increase the delivery ratio by about 95.2% and 55.3%, and reduces the average latency by about 50% and 70%. Regarding the results in Figure 10 , both Tabu-MPAR and Local-MPAR have a comparably lower overhead ratio than DF and SimBet. For the three social-aware routing algorithm Tabu-MPAR, Local-MPAR and SimBet, the overhead performance is much better than DF, especially when the message TTL is set to be relatively large. When the number of nodes is smaller, the improvement is a little more apparent. Since that the MPAR routing algorithms constrain the maximal number of replicas and utilize the throwbox to deliver messages, the number of relay operations is very low. Moreover, along with the increasing of nodes, the overloads for each node is released, so the overhead ratio becomes lower. Figure 11 shows the average hop count performance. We can see that the two MPAR algorithms have smaller average hop count than the other two ones. With the number of nodes increasing, the average hop count increases. This is because the simulation area is correspondingly magnified and it needs more nodes to cooperate to delivery each message.
Varying Buffer Size
In the simulation of varying the buffer size, we set the message time-to-live constant at 16 simulation hours. The buffer size is set from 50 to 300 MB. The simulation results are shown in Figure 12 , 13, 14 and 15.
We can see from the results that the two MPAR algorithms significantly outperform DF and SimBet. Compared with DF, Tabu-MPAR and Local-MPAR increase the delivery ratio by about 83.8% and 40.3%, and reduces the average latency by about 83.8% and 57.8%, respectively. Compared with SimBet, Tabu-MPAR and Local-MPAR increase the delivery ratio by nearly 3 and 2.5 times, and reduces the average latency by about 80% and 60%. Regarding the results in Figure 14 ,Tabu-MPAR and Local-MPAR have almost the same overhead ratio, which is a little bit lower than SimBet and is much lower than DF when the buffer size is smaller than 120M. When there are only a few nodes in a relatively small area, the improvement of the overhead ratio of the social-aware routing schemes is more obvious, as shown in Figure 14 . The same as the results in the simulation of varying TTL, we can see from Figure 15 that the two MPAR algorithms have smaller average hop count than the other two ones. With the number of nodes increasing, the average hop count increases. The reason is as same as in section 6.3.1 that the simulation area is correspondingly magnified and it needs more nodes to cooperate to delivery each message.
Conclusion
In this paper, we proposed a movement pattern-aware routing protocol MPAR for SDTNs. We present a periodical time-aware movement record model and extract the movement pattern from the movement record of nodes, and then each node set is viewed as an entirety during the whole routing process. Two key properties for routing are analyzed and consequently the routing problem is modeled to be a combinatorial optimal search problem. Two search algorithms are proposed to solve the optimization problem, which are respectively based on the local search scheme and the tabu search scheme. Two respective movement pattern-aware routing schemes are designed based on the local search algorithm and the tabu search algorithm, which is called Local-MPAR and Tabu-MPAR and are respectively. In addition, we prove that the Tabu-MPAR can guide the relay node(s) set in evolving to the optimal one. We demonstrate how the MPAR algorithm significantly R i ) be the old and new movement pattern before and after adding R k+1 respectively. And our objective is to prove that for any possible state of P, there exists a possible R k+1 to transform P ′ to P. From this point, when P = [κ 1 , κ 2 , . . . , κ m ] is known, it is obvious that there exists such an R k+1 if and only if the following linear inequations have solution. In the following context we prove that we can choose a suitable ǫ value to make equation A.2 hold. To achieve this, we only need that Theorem 2. Even the global information is known in advance, i.e., the value of λ i,j is available for any node n i , the N opt Search Problem is still NP-Hard.
Proof. We reduce the N opt Search Problem as a Subset Sum Problem (SSP). Assume that we know a solution for a certain SSP instance of which all the elements are denoted by R = r 1 , r 2 , . . . , r n and the target value is v. For clarity, we transform R as follows: R = {log 2 r 1 , log 2 r 2 , . . . , log 2 r n } = {log g 1 , log g 2 , . . . , log g n } where we have g i = 2 r i (i ∈ [1, n]). Let us denote all the non-empty subsets as R 1 , R 2 . . . , R 2 |N|−1 , and then we construct the corresponding N opt instance, where the target value is P = v, and the node set is N = n 1 , n 2 , . . . , n n corresponding to the above mentioned set R. Then each non-empty subset N i of set N exist in a relationship of one-to-one correspondence with subset R i of set R (all the subscripts are in one-to-one correspondence), and we denote any subset N j as N j = {n j 1 , n j 2 , . . . , n j k } For ∀j, we let λ i,j = 1, τ l = √ 2, and for ∀n i ∈ N − d, we let λ i,j = Λ i . Besides, we let all the nodes have the same movement record R = [0, 0, . . . , 0]. Consequently we have for all nodes that P = [1, 1, . . . , 1]
Then we have
We denote that κ i = 1 − Λ i e −Λ i −1 n , and then we have
In this way, there must exist a solution instance of the SSP corresponding to that of the N opt problem, i.e. v = log(g j 1 g j 2 · · · g j k ) ⇐⇒ P N j ,d = 1 − κ j 1 κ j 2 · · · κ j n Otherwise, if there is no solution for this SSP instance, then there does not exist any solution for the corresponding N opt instance either. This is because that if the N opt instance has a solution, then there exist a set R j = r j 1 , r j 2 , . . . , r j n keeping the following equation hold P = P N j which conflicts the assumption before.
