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PICARD GROUPS AND THE K-THEORY OF CURVES WITH
CUSPIDAL SINGULARITIES
VIGLEIK ANGELTVEIT
Abstract. We calculate the algebraic K-theory of the coordinate ring of a
planar cuspidal curve over a regular Fp-algebra, thereby verifying a conjecture
due to Hesselholt [8]. In the course of the proof we compute the Picard group
of the homotopy category of p-complete genuine Cpn -spectra.
1. Introduction
The main purpose of this paper is to provide a proof of a conjecture of Hesselholt
[8] regarding the algebraic K-theory of planar cuspidal curves. A key ingredient in
the proof is a calculation of the Picard group of the homotopy category of p-complete
Cpn -spectra, which lets us recognize representation spheres from homological data.
The same proof technique lets us compute some other K-groups with less geometric
input, giving new proofs of some existing results. The Picard group calculation
might be of independent interest, and the reader who is mostly interested that is
adviced to skip directly to Section 4.
Since Hesselholt went through the K-theory calculation carefully, we will not
repeat the details of the calculation here. Instead we will focus on proving a version
of [8, Conjecture B], which is the key input to make Hesselholt’s calculation work.
Note that we do not actually prove Conjecture B but rather a stable p-complete
Cpn -equivariant version of it. The reader should keep a copy of Hesselholt’s paper
nearby. We prove the following theorem, which was stated in [8, Theorem A] with
the additional assumption that Conjecture B holds:
Theorem 1.1. Let k be a regular Fp-algebra and let A = k[x, y]/(x
b − ya) with
a, b ≥ 2 relatively prime. Suppose p ∤ a. Then there is a long exact sequence
. . .→
⊕
r
WS/bΩ
q−2r
k /VaWS/abΩ
q−2r
k
Vb−→
⊕
r
WSΩ
q−2r
k /VaWS/aΩ
q−2r
k
→ Kq(A, a)→
⊕
r
WS/bΩ
q−2r−1
k /VaWS/abΩ
q−2r−1
k
Vb−→ . . .
where S = S(a, b, r) = {m ∈ N | ℓ(a, b,m) ≤ r} and ℓ(a, b,m) is the number of
ways to write m = ai+ bj with i, j > 0.
Here a = (x, y), and WS(−) denotes Witt vectors indexed by the truncation set
S. The assumption that p ∤ a does not cause any loss of generality, since either
p ∤ a or p ∤ b. An alternative formulation is that up to extensions the K-groups are
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given by the homology of the chain complex associated to the square⊕
rWS/abΩ
∗−2r
k
Va
//
Vb

⊕
rWS/bΩ
∗−2r
k
Vb
⊕
rWS/aΩ
∗−2r
k
Va
//
⊕
rWSΩ
∗−2r
k ,
where we interpret Ω∗−2rk as zero if ∗ − 2r < 0.
With additional assumptions on k the answer simplifies further: If in addition
p ∤ b then Vb is injective and the K-groups are given by a quotient by Va and Vb.
Similarly, if k is a perfect field of characteristic p then Vb is injective and Ω
r
k = 0
for r > 0 so the result simplifies even more.
We can also say something about what happens over the integers:
Theorem 1.2. Let A = Z[x, y]/(xb − ya) with a, b ≥ 2 relatively prime. Then
K0(A, a) is free of rank (a− 1)(b− 1)/2, and for i ≥ 1 we have the following:
• The abelian group K2i−1(A, a) is finite, of order
i!(a−1)(b−1)i!(abi)!
i(a−1)(b−1)/2Mi(ai)!(bi)!
• The abelian group K2i(A, a) is free of rank (a− 1)(b− 1).
Here Mi is the product of the (a − 1)(b − 1)/2 natural numbers k which satisfy
k ≤ abi and ℓ(a, b, k) = i.
For example, with a = 3 and b = 5 this says thatK1(A, a) has order 3
4·52 ·2·4·7. We
can interpret some of the factors in |K2i−1(A, a)| as follows:
(abi)!
Mi
=
∏
ℓ(a,b,k)<i k,
(ai)! =
∏
ℓ(a,b,bk)<i k, (bi)! =
∏
ℓ(a,b,ak)<i k and i! =
∏
ℓ(a,b,abk)<i k.
Theorem 1.1 should be compared to the calculation of the K-theory of k[x]/(xa)
in Hesselholt and Madsen’s papers [9] and [11] and to the calculation of the K-
theory of k[x, y]/(xy) in Hesselholt’s paper [7]. In fact, our method also gives an
alternative proof of [11, Theorem A] which avoids the use of trigonometric moment
curves by using Theorem 3.3 as input instead. Theorem 1.2 should be compared
to the K-theory calculations over the integers in [4] and [3].
The proof uses the cyclotomic trace map K(A, a)→ TC(A, a; p) to the p-typical
version of the topological cyclic homology spectrum. We assume the reader is
familiar with the definitions of topological Hochschild homology and topological
cyclic homology, but we note that because TC(A, a; p) is defined as the homotopy
inverse limit (over the restriction and Frobenius maps) of the Cpn -fixed point spec-
trum of THH(A, a) as n goes to infinity, it suffices to understand THH(A, a) as a
Cpn -spectrum.
Outline. We start in Section 2 by recalling some facts about THH(A) for A =
k[x, y]/(xb−ya) from [8]. In Section 3 we give a calculation of the homology groups
of Σ(a, b,m), together with their Cm-action. The homology of S
1
+ ∧Cm Σ(a, b,m)+
can be interpreted as part of the Hochschild homology of A, and we have lots of tools
for studying Hochschild homology. For example, see [8, Section 5] for a calculation
of HH∗(A). Understanding the homology of Σ(a, b,m) is more difficult, especially
because we also want to determine the Cm-action. We find a homological algebra
interpretation of the homology of Σ(a, b,m), but understanding the Cm-action still
2
requires finding explicit representatives in a certain cyclic bar complex. The proof
of Theorem 3.2 is rather tedious, but we do not know how to avoid it.
In Section 4 we compute the Picard group of the homotopy category of p-
complete Cpn -spectra. The Picard group is the group of invertible objects up to
isomorphism. For example, if α is a virtual G-representation then Sα is invertible
with inverse S−α. If α = [V ] − [W ], we write Sα for Σ−WΣ∞SV . A priori Sα is
only well defined up to non-canonical isomorphism, but in the context of computing
Picard groups we allow ourselves this slight abuse of notation. Given an invertible
G-spectrum X , each ΦH(X) is a (non-equivariant) sphere, so X determines a map
f from the set of conjugacy classes of subgroups of G to the integers given by
ΦH(X) ≃ Sf(H). We prove that when G = Cpn and we work in the category
of p-complete G-spectra, the map f associated to X determines X . This lets us
recognize representation spheres.
In Section 5 we use the main result from the previous section to recognize certain
more general spectra. Combined with the homology calculation in Section 3 this lets
us recognize the stable homotopy type of Σ(a, b,m) orX(a, b,m) as a Cpn -spectrum,
where n = νp(m). And as explained above, that suffices to prove Theorem 1.1.
Finally, in Section 6 we prove Theorem 1.2. The proof is similar to the proof of
the main theorem in [4], only the combinatorics change because we have a different
family of representations.
Relationship to other work. After sharing a draft of this paper with Lars Hes-
selholt we learned that he and Thomas Nikolaus are in the process of writing up a
calculation of the algebraic K-theory of A in the case when k is a perfect field of
characteristic p using a new approach to topological cyclic homology developed by
Nikolaus and Scholze [12].
Acknowledgements. I would like to thank Lars Hesselholt for telling me about
this open problem in the first place. I would also like to thank Clover May for
interesting conversations about equivariant stable homotopy theory.
2. Topological Hochschild homology of A
Following Hesselholt, we start by giving an explicit description of THH(A, a).
Let Σ(a, b,m) denote the sub-simplicial complex of ∆m−1 whose set of simplices
consists of faces [vr0 , . . . , vre ] such that each ri − ri−1 as well as r0+m− re can be
written as ai+ bj with i, j ≥ 0. This is a Cm-equivariant space, where Cm acts by
cyclically permuting the set of vertices. This space is relevant because A = k(Π) is
the pointed monoid algebra on the pointed monoid Π = {0, 1, tm | m = ai+ bj}
with i, j ≥ 0, so THH(A) ≃ THH(k) ∧ Bcy(Π). The space Bcy(Π) breaks up as
Bcy(Π) =
∨
mB
cy(Π)[m], where the wedge summand labelled bym is the geometric
realization of the sub-simplicial set of t-degree exactly m plus the disjoint basepoint
0. For formal reasons we have Bcy(Π)[m] ∼= S1+ ∧Cm Σ(a, b,m)+, so this leads us to
try to understand the Cm-equivariant homotopy type of Σ(a, b,m).
Let X(a, b,m) = ∆m−1/Σ(a, b,m). (If Σ(a, b,m) = ∅ we interpret this as
∆m−1+ .) Since ∆
m−1 is Cm-equivariantly contractible this is homotopy equiva-
lent to the suspension of Σ(a, b,m). Then Hesselholt proved Theorem 1.1 under
the additional assumption (Conjecture B) that S1+ ∧Cm X(a, b,m) has a certain
S1-equivariant homotopy type. We recall some of the details here, and the rest in
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Definition 5.1 below. Pick c, d ∈ Z such that the matrix
[
a b
c d
]
has determinant
1. Let C(ν) denote the S1-representation C with z ∈ S1 acting by multiplication
by zν , and use the same notation for the restriction to a Cm-representation. Define
λ(a, b,m) =
⊕
ν∈(cm/a,dm/b)∩Z
C(ν). Then Hesselholt proved Theorem 1.1 under the
assumption that S1+ ∧Cm X(a, b,m) is S
1-equivariantly homotopy equivalent to a
certain space Y (a, b,m) built from the representation sphere Sλ(a,b,m). For a pre-
cise statement, see Theorem 2.1 below and the definition of Y (a, b,m) in Definition
5.1 or on p. 3 of [8].
The way Hesselholt tried to approach the conjecture about the homotopy type
of the above space was by studying the stunted regular cyclic polytope P (a, b,m)
defined as the convex hull of
V (a, b,m) = {zν | ν ∈ J, z ∈ Cm} ⊂ C
J ,
where J = [cm/a, dm/b]∩ Z. See [8, Section 6] for details. This is similar, at least
in spirit, to the proof strategy employed by Hesselholt and Madsen in [9] to study
the K-theory of k[x]/(xa).
In fact, we now know how to produce a Cm-equivariant map X(a, b,m) →
Y (a, b,m). The proof uses Fourier analysis. Unfortunately, we have been unable to
prove that this map is an equivalence. Since stunted regular cyclic polytopes are
interesting in their own right, we give the details in [1].
Instead, we will use methods from equivariant stable homotopy theory. We will
always work with genuine equivariant spectra. The point-set level model is not
important, but for concreteness we choose to work in the category of orthogonal
G-spectra. We are mostly interested in G = Cpn , but parts of our paper apply to
all finite groups.
We prove the following more technical result:
Theorem 2.1. Given (a, b,m) as above, let n = νp(m) and consider X(a, b,m) =
∆m−1/Σ(a, b,m) as a Cpn-space via the inclusion Cpn ⊂ Cm. Then up to p-
completion the suspension spectrum Σ∞X(a, b,m) is Cpn -equivariantly homotopy
equivalent to Σ∞Y (a, b,m).
Here c and d are as above, and Y (a, b,m) = Yλ(a,b,m) is defined in Definition 5.1
below.
Given Theorem 2.1, Theorem 1.1 follows from [8] using Theorem 2.1 as a stand-
in for [8, Conjecture B]. The point is that Hesselholt’s proof does not use the
full force of Conjecture B: First, it suffices to consider the stable Cm-equivariant
homotopy type of X(a, b,m) rather than its unstable Cm-equivariant homotopy
type. Second, it suffices to consider the Cpn -equivariant stable homotopy type of
X(a, b,m) rather than its Cm-equivariant stable homotopy type, because we are
interested in the p-typical version of topological cyclic homology only. And third,
it suffices to consider the spectrum Σ∞X(a, b,m) up to p-completion only because
THH(k) is p-complete.
3. The homology of Σ(a, b,m)
We will always let x = ta and y = tb, so k[x, y]/(xb−ya) = k{tm | m = ai+bj}
with i, j ≥ 0. In this section we will work over Z, so we define A = Z[x, y]/(xb−ya).
As in the previous section, let Σ(a, b,m) be the sub-simplicial complex of ∆m−1
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whose simplices consists of faces [vr0 , . . . , vre ] such that each ri − ri−1 as well as
r0 + m − re can be written as a sum of a’s and b’s. We write an e-simplex of
Σ(a, b,m) as
σ = ti−1t0t
k0−i|tk1 | . . . |tke ,
where 1 ≤ i ≤ k0, each kq can be written as a sum of a’s and b’s, and
∑
kq = m.
We recover the original description of the e-simplex by setting k0 = r0 +m − re,
i = m− re and kj = rj − rj−1 for j ≥ 1.
On the associated chain complex, the preferred generator τ of Cm sends a non-
degenerate simplex σ to
τσ =
{
ti−2t0t
k0−i+1|tk1 | . . . |tke if i > 1
(−1)etke−1t0|t
k0 | . . . |tke−1 if i = 1
As explained above, Bcy(Π)[m] ≃ S1+ ∧Cm Σ(a, b,m)+. But we can also model
Σ(a, b,m)+ directly using a version of the cyclic bar construction. To do this, we
define Π˜ = {0, ti−1t0t
k−i | tk ∈ Π}. This is a pointed Π-biset, using the obvious
maps Π × Π˜ → Π˜ and Π˜ × Π → Π˜ which multiply by powers of t on the left or
right. Then Σ(a, b,m)+ ∼= B
cy(Π; Π˜)[m].
At the level of algebras and bimodules, we define an A-bimodule A˜ by
A˜k =

k⊕
i=1
Z{ti−1t0t
k−i} if k is a sum of a’s and b’s
0 otherwise
Then there is an isomorphism between the associated chain complex of Σ(a, b,m)+
(which computes the reduced homology of Σ(a, b,m)+) and the degree m part of
the chain complex Bcy(A; A˜) computing HH∗(A; A˜). This gives us a way to study
the homology groups of Σ(a, b,m) using homological algebra, and by working just
a little bit harder we can also determine the Cm-action on H∗(Σ(a, b,m)).
Remark 3.1. The theory of cyclic sets does not give an S1-action, or even a Cm-
action, on Bcy(A; A˜)[m]. This means we have to work with explicit representatives
to compute the action.
Theorem 3.2. The homology groups of Σ(a, b,m) as a Z[Cm]-module are given as
follows. If m can be written as a sum of a’s and b’s, so Σ(a, b,m) 6= ∅, then:
(1) If a ∤ m and b ∤ m then H˜q(Σ(a, b,m)) is isomorphic to Z[Cm/Cm] in
dimension q = 2ℓ(a, b,m)− 1 and zero otherwise.
(2) If a | m and b ∤ m then H˜q(Σ(a, b,m)) is isomorphic to the kernel of
Z[Cm/Cm/a]→ Z[Cm/Cm]
in dimension q = 2ℓ(a, b,m) and zero otherwise.
(3) If a ∤ m and b | m then H˜q(Σ(a, b,m)) is isomorphic to the kernel of
Z[Cm/Cm/b]→ Z[Cm/Cm]
in dimension q = 2ℓ(a, b,m) and zero otherwise.
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(4) If a | m and b | m then H˜q(Σ(a, b,m)) is isomorphic to the iterated kernel
of the square
Z[Cm/Cm/ab] //

Z[Cm/Cm/a]

Z[Cm/Cm/b] // Z[Cm/Cm]
in dimension q = 2ℓ(a, b,m) + 1 and zero otherwise.
The four cases can of course be given a unified description as the homology groups
of the associated chain complex of the square in Case (4) starting in dimension
2ℓ(a, b,m + a + b) − 1, with the convention that Z[Cm/Cm/d] = 0 if d ∤ m. The
reduced homology groups of X(a, b,m) are given by shifting the reduced homology
groups of Σ(a, b,m) up by one.
Proof. By the description of H∗(Σ(a, b,m)) as the degree m part of the homology
of Bcy(A; A˜), we can build on the calculation given in [8, Section 5]. In particular,
we can start with the differential graded Ae-algebra
R(A) = Ae ⊗ Λ(dx, dy)⊗ Γ(z),
with δ(dx) = x⊗ 1− 1⊗ x, δ(dy) = y ⊗ 1− 1⊗ y, and
δ(z) =
b∑
u=1
xu−1 ⊗ xb−u · dx−
a∑
v=1
yv−1 ⊗ ya−v · dy.
(We write δ for the differential, since d is already used.) This is a projective
resolution of A as an Ae-module, so by tensoring over Ae with A˜ we get a chain
complex
R˜(A) = A˜⊗ Λ(dx, dy)⊗ Γ(z)
computing HH∗(A, A˜). Here δ(a˜dx) = xa˜− a˜x, δ(a˜dy) = ya˜− a˜y, and
δ(a˜z) =
b∑
u=1
xu−1a˜xb−u · dx−
a∑
v=1
yv−1a˜ya−v · dy.
Now we can compute H˜∗(Σ(a, b,m)) in each of the cases in the theorem:
(1) Write tm = xiyj+ar = xi+bryj with 0 < i < b and 0 < j < a. Then
r = ℓ(a, b,m)− 1. Define x˜ =
∑a
u=1 t
u−1t0t
a−u and y˜ =
∑b
v=1 t
v−1t0t
b−v.
These play the role of ax and by in the corresponding calculation ofHH∗(A).
Then the homology of Σ(a, b,m) in dimension 2ℓ(a, b,m)− 1 is generated
by
xi−1yj−1(y˜dx− x˜dy)z[r].
To see that this element is a cycle, first suppose r = 0 and i = j = 1.
Then
δ(y˜dx− x˜dy) =
b∑
v=1
ta+v−1t0t
b−v −
b∑
v=1
tv−1t0t
a+b−v
−
a∑
u=1
tb+u−1t0t
a−u +
a∑
u=1
tu−1t0t
a+b−u.
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Combining the first and fourth sums, and the second and third sums, gives
a+b∑
w=1
tw−1t0t
a+b−w −
a+b∑
w=1
tw−1t0t
a+b−w = 0. If i and j are arbitrary, this
just adds a factor of xi−1yj−1 on the left everywhere.
If r > 0, the part of δ(xi−1yj−1(y˜dx − x˜dy)z[r]) with a factor of z[r]
cancels as before, and the part with a factor of z[r−1] is given by xi−1yj−1
times
−
a∑
v′=1
b∑
v=1
tb(v
′−1)+v−1t0t
b(a−v′)+b−vdxdyz[r−1]
+
b∑
u′=1
a∑
u=1
ta(u
′−1)+u−1t0t
a(b−u′)+a−udxdyz[r−1].
Again we see that the sums cancel since they are both given by
ab∑
w=1
tw−1t0t
ab−wdxdyz[r−1].
To see that no multiple of this class is a boundary, note that if i = j = 1
then there are no classes in homological degree 2r + 2 and t-degree m. If
i > 1 or j > 1 then there are some such classes, given by twt0t
w′dxdyz[r],
but δ applied to such a class with w′ maximal has a term twt0t
w′+bdxz[r]
which is not a term of our cycle and cannot cancel with anything else.
To see that there is no more homology in dimension 2ℓ(a, b,m)− 1, note
that any cycle∑
αwt
wt0t
w′dxz[r] +
∑
βwt
wt0t
w′dyz[r] + terms with z[r
′] for r′ < r
with w+w′ = a(i−1)+bj−1 in the first sum and w+w′ = ai+b(j−1)−1
in the second sum, is homologous to such a sum where w′ < b in the first
sum. If the second sum has any terms with w′ ≥ a, δ applied to such a
class with w′ maximal has a term which cannot cancel with anything else
so this class cannot be a cycle. This is the key reduction; we omit the rest
of the details.
(2) Write tm = xiyar = xi+br with 0 < i < b. Then r = ℓ(a, b,m). For each
1 ≤ q ≤ a− 1 we then have a generator
xi−1tq−1(t0t− tt0)t
a−1−qz[r] + xi−1tq−1w˜ta−1−qdxdyz[r−1],
where
w˜ =
∑
tet0t
(a−1)(b−1)−e −
∑
te+1t0t
(a−1)(b−1)−(e+1),
and the two sums are over all e that can be written as a sum of a’s and b’s,
with 0 ≤ e ≤ (a− 1)(b− 1) in the first sum and 0 ≤ e ≤ (a− 1)(b− 1)− 1
in the second sum. If r = 0, omit the terms with z[r−1].
To see that this is a cycle, we calculate its boundary. We omit the
factors xi−1tq−1 and ta−1−q as the play no role in the calculation. Then
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the boundary of the first term is given by(∑
tet0t
(a−1)(b−1)+b−e −
∑
te+1t0t
(a−1)(b−1)+b−(e+1)
)
dxz[r−1]
−
(∑
tet0t
(a−1)(b−1)+a−e −
∑
te+1t0t
(a−1)(b−1)+a−(e+1)
)
dyz[r−1],
where the first two sums are over those e which are a multiple of a and the
last two sums are over those e which are a multiple of b. The boundary of
the second term is(
−
∑
tet0t
(a−1)(b−1)+b−e +
∑
te+1t0t
(a−1)(b−1)+b−(e+1)
)
dxz[r−1]
−
(
−
∑
te+bt0t
(a−1)(b−1)−e +
∑
te+b+1t0t
(a−1)(b−1)−(e+1)
)
dxz[r−1]
+
(∑
tet0t
(a−1)(b−1)+a−e −
∑
te+1t0t
(a−1)(b−1)+a−(e+1)
)
dyz[r−1]
−
(∑
te+at0t
(a−1)(b−1)−e −
∑
te+a+1t0t
(a−1)(b−1)−(e+1)
)
dyz[r−1]
where the sums are as in the definition of w˜. Now a combinatorial argument
shows that everything cancels. For example, consider the terms with a
factor of dxz[r−1]. We have a total of 6 sums with a factor of dxz[r−1], with
2 coming from the boundary of the first term and 4 from the boundary of
the second term. Then consider all the terms starting with tet0.
• If e ≡ 0 mod a, the terms in sums 1 and 3 cancel for e < a(b− 2), the
terms in sums 4 and 6 cancel for e < a(b − 2), and the terms in sums
1 and 6 cancel for e ≥ a(b− 2).
• If e ≡ 1 mod a, the terms in sums 2 and 4 cancel for e < a(b− 2), the
terms in sums 3 and 5 cancel for e < a(b − 2), and the terms in sums
2 and 5 cancel for e ≥ a(b− 2).
• If e 6= 0, 1 mod a, the terms in sums 3 and 5 cancel for e < a(b − 2),
the terms in sums 4 and 6 cancel for e < a(b − 2), and the terms in
sums 5 and 6 cancel for e ≥ a(b − 2).
The proof that the terms with a factor of dyz[r−1] cancel is identical.
The proof that none of these classes are boundaries, and that this accounts
for all the homology, is similar to the previous part.
(3) Write tm = xbryj = yj+ar with 0 < j < a. Then r = ℓ(a, b,m). For each
1 ≤ q ≤ b− 1 we then have a generator
yj−1tq−1(t0t− tt0)t
b−1−qz[r] + yj−1tq−1w˜tb−1−qdxdyz[r−1],
where w˜ is as above. If r = 0, omit the terms with z[r−1]. The proof is
identical to the previous part.
(4) Let r = ℓ(a, b,m). For each 1 ≤ q ≤ (a−1)(b−1) we then have a generator
tq−1
(
y˜dx− x˜dy
)
t(a−1)(b−1)−qz[r].
The proof that these classes generate the homology is similar to the previous
parts.
Understanding the Cm-action takes a little bit more work, because the model
A˜⊗Λ(dx, dy)⊗ Γ(z) does not give a transparent way of seeing the action. Instead
we use that in Bcy(A; A˜), dx is represented by 1 ⊗ x, dy is represented by 1 ⊗ y,
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and z is represented by
b−1∑
u=1
xu−1 ⊗ xb−u ⊗ x−
a−1∑
v=1
yv−1 ⊗ ya−v ⊗ y.
By using the shuffle product we can then get explicit representatives for all the
homology generators in Bcy(A; A˜).
Now, to compute the action of the preferred generator τ of Cm on one of the
generators of H˜q(Σ(a, b,m)) it suffices to find a representative for the generator in
Bcy(A; A˜), compute the action by τ , and express the result as a linear combination
of the generators.
We give some of the details in Case (4), the other cases are similar but easier.
As an abelian group Z[Cm/Cm/ab] has rank (a − 1)(b − 1), and we can choose
generators e1, . . . , e(a−1)(b−1) in such a way that τ · ei = ei+1 for i < (a− 1)(b− 1)
and τ · e(a−1)(b−1) is given by
τ · e(a−1)(b−1) =
∑(
− ew+1 + ew+2
)
,
where the sum is over all w ∈ [0, (a− 1)(b− 1)− 2] such that w is a sum of a’s and
b’s.
In the case at hand, let ei be the generator corresponding to q = (a − 1)(b −
1) + 1− i. Then it is clear that for i ≤ (a− 1)(b− 1)− 1 we have τ · ei = ei+1. To
calculate τ · e(a−1)(b−1), first consider the case r = 0. Then
e(a−1)(b−1) = y˜t
(a−1)(b−1)−1dx− x˜t(a−1)(b−1)−1dy =
b∑
v=1
tv−1t0t
(a−1)(b−1)−1+b−v ⊗ x−
a∑
u=1
tu−1t0t
(a−1)(b−1)−1+a−u ⊗ y.
If we apply τ we get
τ · e(a−1)(b−1) =
b∑
v=2
tv−2t0t
(a−1)(b−1)+b−v ⊗ x−
a∑
u=2
tu−2t0t
(a−1)(b−1)+a−u ⊗ y
− ta−1t0 ⊗ x
b−1 + tb−1t0 ⊗ y
a−1.
This is not a linear combination of our generators, but it is homologous to one. If
we add
b−1∑
u=1
−d(xu−1ta−1t0 ⊗ x
b−u ⊗ x) +
a−1∑
v=1
d(yv−1tb−1t0 ⊗ y
a−v ⊗ y),
we get precisely τ · e(a−1)(b−1), so that finishes the proof for r = 0. (We write d for
the differential in the cyclic bar resolution rather than δ.)
When r > 0, the same procedure works except we have to adjust τ · e(a−1)(b−1)
by d applied to( b−1∑
u=1
−xu−1ta−1t0 ⊗ x
b−u ⊗ x+
a−1∑
v=1
yv−1tb−1t0 ⊗ y
a−v ⊗ y
)
· z[r]
instead. (This involves using the shuffle product.) We omit the details as they are
not particularly enlightening. 
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This shows that the homology groups of X(a, b,m) agrees with the homol-
ogy groups of Yλ(a,b,m), giving strong circumstantial evidence that X(a, b,m) and
Y (a, b,m) are Cm-equivariantly homotopy equivalent.
We can also give an alternative proof of the main theorem in [9]. The homological
algebra input is as follows. Following [2, Definition 3.2], let Xs,a denote the pointed
simplicial set generated by an (s−1)-simplex x0|x| . . . |x (s factors) and a basepoint
∗, with face and degeneracy maps as in the Hochschild chain complex and with
relations xa = ∗ and xi−1x0x
a−i = ∗. The Cs-action is similar to the Cm-action
defined on Σ(a, b,m) above. Let B = Z[x]/(xa) and define a B-bimodule B˜ by
B˜k =
k−1⊕
i=1
Z{xi−1x0x
k−i} for 1 ≤ k ≤ a− 1. Then there is an isomorphism between
the simplicial chain complex of Xs,a and the degree s part of the chain complex
Bcy(B; B˜) computing HH∗(B; B˜).
By an elaboration of [2, Proposition 3.4] we can then prove the following:
Theorem 3.3. The reduced homology of Xs,a as a Z[Cs]-module is given as follows:
(1) If a ∤ s then H˜q(Xs,a) is isomorphic to Z[Cs/Cs] in dimension 2d and zero
otherwise.
(2) If a | s then H˜q(Xs,a) is isomorphic to the kernel of Z[Cs/Cs/a]→ Z[Cs/Cs]
in dimension 2d+ 1 and zero otherwise.
Here d = ⌊(s− 1)/a⌋.
The proof uses the explicit representatives for the homology groups given in [2,
Proposition 3.4]. Since the details are similar to the proof of Theorem 3.2 and this
result will only be used to reprove a known result, we omit the details of the proof.
4. The Picard group of (SpCpn )∧p
Recall that the Picard group of a symmetric monoidal category is the group of
isomorphism classes of invertible objects. We are interested in the Picard group
of the homotopy category of genuine G-spectra for a finite group G. Later we will
specialize to G = Cpn but for now we can let G be any finite group. Then we have
a map RO(G) → Pic(SpG) given by α 7→ Sα. As explained in the introduction, if
α = [V ] − [W ] then Sα = Σ−WΣ∞SV . A priori this is only well defined modulo
non-canonical isomorphism, but for the purpose of computing Picard groups that
does not matter.
The Picard group is the appropriate indexing set for homotopy groups. If C
is some symmetric monoidal category and [X ] ∈ Pic(C) then we are interested in
the functor πX(−) = [X,−], and if [X ] = [X
′] in Pic(C) then obviously πX(−)
and πX′(−) are isomorphic functors. In particular, if α, α
′ ∈ RO(G) are such that
Sα ≃ Sα
′
then the functors πGα (−) and π
G
α′(−) are going to be isomorphic. It
sometimes happens that α 6= α′ in RO(G) but Sα ≃ Sα
′
, which means that the
full representation ring is not the natural indexing set for homotopy groups.
There are incarnations of this in the literature. For example, in [13, Theorem
2.16], which Zeng attributes to Hu and Kriz, Zeng shows the following: Let G =
Cpn , and suppose γ and γ
′ are primite pi’th roots of unity. Then Sγ ∧ HZ ≃
Sγ
′
∧HZ. That allows for a similar conclusion as in Theorem 4.1, but after smashing
with HZ instead of completing at p, and lets Zeng index HZ-(co)homology on a
smaller indexing set than RO(G).
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For another example, consider the RO(Cpn)-graded equivariant homotopy groups
of THH(Fp)
Cpn or, with mod p coefficients, of THH(Z)Cpn . These have been
determined by Gerhardt [6] and the author and Gerhardt [3]. In both cases, the
calculations could not distinguish between primitive pi’th roots of unity, but no
conceptual reason for this was given.
Let C(G) denote the ring of functions from the set of conjugacy classes of
subgroups of G to Z, considered as an abelian group. Then we have a map
Ψ : Pic(SpG) → C(G) given by Ψ(X) = f where f is defined by ΦH(X) ≃ Sf(H).
For example, if α = [V ]− [W ] in RO(G) then Ψ(Sα)(H) = dim(V H)− dim(WH).
By the main result of [5], there is an exact sequence
0→ Pic(A(G))→ Pic(SpG)
Ψ
−→ C(G)
Here A(G) is the Burnside ring of G, defined as the group completion of the monoid
of isomorphism classes of finite G-sets under disjoint union. The ring structure
comes from Cartesian product. As a group, A(G) is free abelian with a basis
consisting of G/H where H runs through the set of conjugacy classes of subgroups
of G.
The map Ψ : Pic(SpG) → C(G) is not in general surjective: For example, if
G = Cp for an odd prime p then a function f ∈ C(G) is in the image if and
only if f(e) ≡ f(G) mod 2. And the composite Ψ′ : RO(G) → Pic(SpG) →
C(G) is not usually injective. For G = Cpn , Ψ
′ is injective only for pn = 2, 3, 4.
For example, when G = C5 the spectrum S
C(1)−C(2) is in the kernel of Ψ′. But
SC(1)−C(2)∧SC(1)−C(2) ≃ S0, so the corresponding element of Pic(A(C5)) has order
2 and in fact Pic(A(C5)) ∼= Z/2.
The group Pic(A(G)) is finite, so when Ψ′ has a non-trivial kernel the map
RO(G) → Pic(SpG) has a non-trivial kernel as well. In particular, when Ψ′ has a
non-trivial kernel there are α 6= α′ in RO(G) with Sα ≃ Sα
′
. For example, when
G = C5 that is true for α = 2C(1) and α
′ = 2C(2).
We are interested in the category of p-complete G = Cpn -spectra for a prime p.
We will use the notation XhG, X
hG and XtG for the homotopy orbit spectrum,
the homotopy fixed point spectrum, and the Tate spectrum of G acting on X ,
respectively.
Theorem 4.1. Let G = Cpn . Then map Ψ : Pic((Sp
G)∧p ) → C(G) given by
Ψ(X) = f where f is defined by ΦH(X) ≃ (Sf(H))∧p is injective.
Proof. Suppose X is in the kernel of Ψ : Pic((SpG)∧p )→ C(G), so Φ
H(X) ≃ (S0)∧p
for each H ≤ G. Then it suffices to show that X ≃ (S0G)
∧
p . To unclutter the
notation, let us implicitly p-complete all spectra in the rest of the proof.
Let Xi = Φ
Cpn−i (X). Then we will prove by induction on i that Xi ≃ S
0
Cpi
.
Here Cpi = Cpn/Cpn−i , which acts on Xi. The base case i = 0 is immediate. Now
consider the following diagram, which we will refer to as the fundamental diagram:
(Xi)hC
pi
//
=

X
Cpi
i
//
Γ

X
Cpi−1
i−1
Γ̂

(Xi)hC
pi
// X
hCpi
i
// X
tCpi
i
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Here the rows are cofiber sequence.
By induction we can assume thatXi−1 ≃ S
0
Cpi−1
, detected by a Cpi−1 -equivariant
map fi−1 : S
0
Cpi−1
→ Xi−1. From [10, Lemma 9.1] it follows that the Tate spectrum
X
tCpi
i only depends on Xi−1, so by the Segal conjecture Γ̂ is an equivalence. (To
see that loc. cit. applies, use that any finite G-CW spectrum X is given by S−Nρ ∧
W for a finite G-CW space W for a sufficiently large N , where ρ is the regular
representation.)
Now we claim that Γ̂(fi−1) is represented by a unit times the generator of
Ê0,02 (Xi)
∼= Z/pi in the Tate spectral sequence converging to π∗X
tCpi
i . This requires
some justification, as π0X
tCpi
i
∼= Zip and Γ̂(fi−1) could a priori be represented in
higher filtration in the Tate spectral sequence.
To see that Γ̂(fi−1) does indeed map to a unit times the generator of Ê
0,0
2 (Xi)
we compare the fundamental diagram for X to the fundamental diagram for X ′ =
X ∧ THH(Fp). So let X
′
i = Φ
Cpn−i (X ∧ THH(Fp)). We know that fi−1 maps to
a generator f ′i−1 of π0(X
′
i−1)
Cpi−1 ∼= Z/pi, and that Γ̂ : (X ′i−1)
Cpi−1 → (X ′i)
tCpi
is an equivalence on connective covers and in particular an isomorphism on π0.
Moreover, we can describe the Tate spectral sequence explicitly. The E2-term of
the Tate spectral sequence convering to π∗(X
′
i)
tCpi is isomorphic to the E2-term
of the Tate spectral sequence converging to π∗THH(Fp)
tCpi , and since our Tate
spectral sequence is a module over the one converging to π∗THH(Fp)
tCpi , this
forces the differentials in the two spectral sequences to be isomorphic. It follows
that any unit in π0(X
′
i−1)
Cpi−1 maps to an element in π0(X
′
i)
tCpi represented by
a unit in Ê0,02 (X
′
i)
∼= Z/p. Now a diagram chase and naturality with respect to
the map X → X ′ induced by S ≃ THH(S) → THH(Fp) shows that Γ̂(fi−1) is
represented by a unit in Ê0,02 (Xi)
∼= Z/pi.
By the top cofiber sequence in the fundamental diagram it follows that π0X
Cpi
i →
π0X
Cpi−1
i−1 is split surjective, so we can choose a lift fi of fi−1. The commutativity
of the right hand side square then shows that Γ(fi) ∈ π0X
hCpi
i is represented by
a unit in E0,02 (Xi) = Zp, where E
∗,∗
2 (Xi) is the E2-term of the homotopy fixed
point spectral sequence converging to π∗X
hCpi
i . It follows that fi, thought of as
a Cpi -equivariant map S
0
Cpi
→ Xi, is an equivalence on underlying spectra. By
construction fi is also an equivalence on geometric fixed points, so fi an equivalence
and Xi ≃ S
0
Cpi
. This completes the induction step. 
This also lets us recognize representation spheres:
Corollary 4.2. Let G = Cpn . Suppose X is a bounded below G-spectrum of finite
type, and suppose there is some β ∈ RO(G) such that the homology groups of
ΦCpn−i (X) agree with the homology groups of ΦCpn−i (Sβ) as Z[Cpi ]-modules for
each 0 ≤ i ≤ n. Then X∧p ≃ (S
β)∧p .
Proof. Let Z = F (Sβ, X)∧p . For each 0 ≤ i ≤ n we use the non-equivariant
Hurewicz theorem to conclude that ΦCpn−i (Z) ≃ (S0)∧p . Then the proof of Theorem
4.1 goes through and shows that Z ≃ (S0Cpn )
∧
p , which gives the result. 
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Remark 4.3. We are not making any statement about whether or not the above
map RO(Cpn) → Pic((Sp
Cpn )∧p ) is surjective. It is possible (though we think it
is unlikely) that there are exotic p-complete Cpn -spheres that do not come from
representation spheres.
5. Recognizing G-spectra
In this section we leverage the calculation in Theorem 4.1 above to recognize
more general G-spectra.
Definition 5.1. Let β ∈ RO(Cm). Given relatively prime natural numbers a and
b, define a Cm-spectrum Yβ as follows:
(1) If a ∤ m and b ∤ m, let Yβ = (Cm/Cm)+ ∧ S
β.
(2) If a | m and b ∤ m, let Yβ be the homotopy cofiber of the map
(Cm/Cm/a)+ ∧ S
β → (Cm/Cm)+ ∧ S
β .
(3) If a ∤ m and b | m, let Yβ be the homotopy cofiber of the map
(Cm/Cm/b)+ ∧ S
β → (Cm/Cm)+ ∧ S
β.
(4) If a | m and b | m, let Yβ be the iterated homotopy cofiber of the diagram
(Cm/Cm/ab)+ ∧ S
β //

(Cm/Cm/a)+ ∧ S
β

(Cm/Cm/b)+ ∧ S
β // (Cm/Cm)+ ∧ S
β
Theorem 5.2. Let a and b be relatively prime natural numbers. Suppose X is
a bounded below Cm-spectrum of finite type, let n = νp(m), and consider X as
a Cpn -spectrum via the inclusion Cpn → Cm. If β ∈ RO(Cm) is such that the
homology groups of ΦCpn−i (X) agree with the homology groups of ΦCpn−i (Yβ) as
Z[Cpi ]-modules for each 0 ≤ i ≤ n then X
∧
p ≃ (Yβ)
∧
p as Cpn-spectra.
Proof. We can assume without loss of generality that p ∤ a. The case a ∤ m, b ∤ m
is precisely Corollary 4.2 above. Since p ∤ a, going from the case a ∤ m to the case
a | m only introduces an extra
∨
a−1Σ(−) everywhere which plays no role in the
argument. Similarly, if p ∤ b then the result follows from Corollary 4.2. So it suffices
to prove the result in the case a ∤ m, b | m, under the additional assumption that
p | b.
Let Z = F (Yβ , X). Then we wish to find an element f ∈ π0(Z
Cpn )∧p which is
adjoint to a Cpn -equivariant homotopy equivalence (Yβ)
∧
p → X
∧
p . Since Yβ is a
finite G-CW complex,
ΦCpn−i (Z) ≃ F (ΦCpn−i (Yβ),Φ
Cpn−i (X))
for each 0 ≤ i ≤ n. For ease of notation, let Zi = Φ
Cpn−i (Z). We proceed by
induction on i. For i < νp(b), the argument is identical to the argument in the
proof of Theorem 4.1, since
ΦCpn−iCof
(
Σ∞(Cm/Cm/b)+ → Σ
∞(Cm/Cm)+
)
≃ S0Cpi .
Now assume we have fi−1 ∈ π0Z
Cpi−1
i−1 adjoint to an equivalence Φ
Cpn−i+1 (Yβ)
∧
p →
ΦCpn−i+1 (X)∧p . For i ≥ νp(b), we consider once again the fundamental diagram. Let
13
A = ker(Z[Cm/Cm/b]→ Z[Cm/Cm]) considered as a Cpi = Cpn/Cpn−i-module, and
note that Hom(A,A) ∼= Z[Cm/Cm] ⊕
⊕
b−2
Z[Cm/Cm/b]. From the non-equivariant
Hurewicz theorem it follows that Zi is a wedge sum of (b − 1)
2 copies of S0, and
that up to homotopy Zi looks like
(
(Cm/Cm)+∧S
0
)
∨
( ∨
b−2
(Cm/Cm/b)+∧S
0
)
. As a
Cpi -spectrum this looks up to homotopy like S
0∨
∨
b(b−2)/pνp(b)
(Cpi/Cpi−νp(b))+∧S
0.
From the Segal conjecture combined with the fact that Z
tCpi
i only depends on
Zi−1 we conclude that Γ̂ : Z
Cpi−1
i−1 → Z
tCpi
i is a p-completion.
We claim that Γ̂(fi−1) is represented by an element that projects onto a unit
times the generator of the Z/pi in Ê0,02 (Zi) coming from the S
0 wedge summand.
For this we again consider Z ′ = Z ∧ THH(Fp) and Z
′
i = Φ
Cpn−i (Z ′). Then
π0(Z
′)tCpi ∼= Z/pi ⊕
⊕
b(b−2)/νp(b)
Z/pi−νp(b),
with the generator of the Z/pi represented on Ê0,02 . Since Γ̂ is an isomorphism on
π0 in this case, it follows that Γ̂ applied to a generator of the Z/p
i in π0(Z
′
i−1)
Cpi−1
must project onto a unit times the corresponding generator in Ê0,02 (Z
′
i). Now
a diagram chase and naturality with respect to Z → Z ′ shows that Γ̂(fi−1) is
represented by an element that projects onto a unit times the generator of the Z/pi
in Ê0,02 (Zi).
The map π0Z
Cpi
i → π0Z
Cpi−1
i−1 is split surjective, so we can choose a lift fi ∈
π0Z
Cpi
i of fi−1. It follows that Γ(fi) is represented in E
0,0
2 (Zi), the E2-term of the
homotopy fixed point spectral sequence, by a lift of Γ̂(fi−1). And any lift of Γ̂(fi−1)
to E0,02 will surject onto a p-adic unit in the summand corresponding to id : A →
A. Any other summand in E0,02 (Zi) corresponds to a map A → A whose matrix
has determinant divisible by p. Hence Γ(fi) maps via the edge homomorphism
in the homotopy fixed point spectral sequence to (an element adjoint to) a map
ΦCpn−i (Yβ)→ Φ
Cpn−i (X) which is an equivalence after p-completion. This finishes
the induction step. 
By combining Theorem 3.2 and Theorem 5.2, we conclude that the stable ho-
motopy type of X(a, b,m), as a Cpn -spectrum with n = νp(m), is given by the
suspension spectrum of the space Y (a, b,m) defined on p. 3 of [8]. This proves
Theorem 2.1, and as explained in the introduction that suffices to prove Theorem
1.1.
Similarly, by combining Theorem 3.3 and Theorem 5.2, we conclude that the
stable homotopy type of Xs,a, as a Cpn -spectrum with n = νp(s), is given by the
suspension spectrum of the space defined just after [9, Theorem B]. That gives an
alternative proof of the calculation of K(k[x]/(xa), (x)) in [11, Theorem A].
6. Proof of Theorem 1.2
In this section we prove Theorem 1.2.
Proposition 6.1. Rationally the negative cyclic homology of A = Z[x, y]/(xb−ya)
relative to a is given by Q(a−1)(b−1) in each positive odd degree and zero otherwise.
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Proof. This follows from [8, Proposition 5.1] and the standard spectral sequence
computing negative cyclic homology. 
Proof of Theorem 1.2. We will show that for each prime p, TCq(A, a; p) is given by
Z
(a−1)(b−1)/2
p for q = 0, by Z
(a−1)(b−1)
p for q = 2i > 0 even, and by a finite p-group
for q = 2i− 1 > 0 odd. Together with Proposition 6.1 this implies that Kq(A, a) is
finitely generated, given by Z(a−1)(b−1)/2 for q = 0, Z(a−1)(b−1) for q = 2i > 0 even,
and by the product of the finite p-group TCq(A, a; p) over all p for q = 2i− 1 > 0
odd.
By the same argument as in [8], see in particular [8, Diagram 4.3], it follows that
to understand TC∗(A, a; p) it suffices to understand the diagram
lim
R
⊕
a,b|m
TR
νp(m)−νp(a)−νp(b)
q−λ(a,b,m) (Z; p)(p)
V νp(a)
//
V νp(b)

lim
R
⊕
b|m
TR
νp(m)−νp(b)
q−λ(a,b,m) (Z; p)(p)
V νp(b)

lim
R
⊕
a|m
TR
νp(m)−νp(a)
q−λ(a,b,m) (Z; p)(p)
V νp(a)
// lim
R
⊕
m
TR
νp(m)
q−λ(a,b,m)(Z; p)(p)
Now, by [4, Theorem B] we can compute everything up to extensions of finite
abelian p-groups. In particular, the Verschiebung maps are all injective and when
the groups are free abelian the cokernel is also free abelian.
The remainder of the proof is purely combinatial, and is very similar to the proof
of the main result in [4]. We repeat [4, Proposition 2.1 and 2.2], but with different
representation spheres.
In degree q = 2i, for the lower right hand corner we end up counting the number
of j with ℓ(a, b, j) = i. And for i > 0 we know there are precisly ab such j. (For
i = 0 there are ab − (a−1)(b−1)2 such j; this gives the smaller rank of K0(A, a).)
So rkZ(p) lim
R
⊕
m TR
νp(m)
2i−λ(a,b,m)(Z; p)(p) = ab. Similarly, the other corners of the
diagram give rank 1, a and b. By using [4, Theorem B(iii)], which states that in
this case the Verschiebung maps are injective with cokernel a free abelian group,
the statement in Theorem 1.2 about K2i(A, a) follows.
In degree q = 2i− 1, for the lower right hand corner we end up counting∑
ℓ(a,b,m)<i
νp(i− ℓ(a, b,m)) + νp(m) =
∑
ℓ(a,b,m)<i
νp(i − ℓ(a, b,m)) +
∑
ℓ(a,b,m)<i
νp(m).
We note that the set {m | ℓ(a, b,m) < i} has cardinality abi−(a−1)(b−1)/2,
and is given explicitly by
{1, 2, . . . , abi} \Mi,
where
Mi = {m ∈ N | m ≤ abi, ℓ(a, b,m) = i}.
It follows that the first sum evaluates to νp
(
i!ab
i(a−1)(b−1)/2
)
while the second sum
evaluates to νp
( (abi)!
Mi
)
.
Similarly, the other corners of the diagram give the p-adic valuation of i!2, i!a(ai)!
and i!b(bi)!, so by using [4, Theorem B] once more it follows that the p-adic valuation
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of TC2i−1(A, a; p)(p) agrees with the p-adic valuation of
i!2i!ab(abi)!
i(a−1)(b−1)/2Mii!a(ai)!i!b(bi)!
=
i!(a−1)(b−1)i!(abi)!
i(a−1)(b−1)/2Mi(ai)!(bi)!
Since this holds for every prime p, the result follows. 
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