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where dist is the distance in mt. On the other hand, for just a countable number of directions v E S(p), 1 · dist ('Yv(t) ,p) 1
Im sup
= .
/-+00 t We give a result interpolating between these two. . [ . dist ( 'Y v ( t) S(p) . Also, we will use the notation Ma for a-dimensional content. We refer to [Cl or [R] for definitions and background on these metrical notions. /r is a Riemannian manifold. We refer to [A] and [B] for general background on Mobius Transformations.
Here is a brief description of the geometry at infinity of mt 2 = H2/r. It can be shown that mt 2 = Xo U f= 1 Yj, where Xo is compact and Yj is isometric to SI x [a, +(0) with the metric dr 2 +e-2r d0 2 [Plo The Yj's are usually called cusps. Notice that the infimum of the lengths of curves in nontrivial free homotopy classes on each cusp is zero.
Moreover, given a fixed cusp e there exists a conjugacy class of maximal cyclic parabolic subgroups of r, usually also called a cusp, which contains a subgroup of r generated by a parabolic element 'Y with fixed point ~ in the limit set of r. Besides, there exists a Mobius transformation A such that A ( (0) = ~ and A-I 0')' 0 A is the translation z 1-+ Z + 1. Also, there exists a half-plane
verifying that the image of A(U c ) under 11": H2~H2/r, the canonical projection, is homeomorphic to e [K, p. 52 ].
By a theorem of H. Shimizu [K, p. 60] we have that the set
consists of a pairwise disjoint and countable union of balls in H2 with diameter at most c. These balls are tangent to R in certain base-points ai which are the parabolic fixed points fixed by the elements belonging to the conjugacy class in A -loroA of the translation z 1-+ Z + 1. Also, notice that aj ffi) where ffi is the ring of integers of Q(..J n ) and n is a positive integer which is not a perfect square (see e.g. [PD, p. 77] ), we obtain, as in [S] , that the base-points ai run over all the nonzero fractions p/q with p, q relatively prime integers in ffi, and The outline of this paper is as follows: In Section 1, we give the proofs of some lemmas on orbit distribution needed in the proof of theorems. In Section 2 we use the concept of regular system of Baker-Schmidt in order to prove some approximation results. In Section 3 we prove the theorems.
NOTATION. We will use 11·1" m, and Vol to denote Euclidean norm, Lebesgue measure, and hyperbolic volume, respectively. The notation Izl will denote the absolute value of the complex number z. Od will mean the Lebesgue measure of the unit ball of R d , and aA will be the boundary of the set A. We will denote by B(a, r) the Euclidean open ball of cent er a and radius r; B(a, r) will be the corresponding closed ball. By #A we will denote the cardinality of the set A. As usual, e(a, b, ... ) will denote a variable constant whose value depends only on the arguments shown. Thus its value may vary from line to line and even in the same line.
We take this opportunity to thank our advisor, Jose L. Fernandez, for suggesting the problem and for his help and encouragement during the preparation of this work. Also, we thank the referee for pointing out to us a serious mistake in the original version of this paper.
Distribution of Orbits
In this section we collect some known results on distribution of orbits. The first one is an asymptotic result due to Nicholls [NI; N2, p. 204] concerning the distribution of orbits under a discrete group :r of hyperbolic isometries of Bd-the unit ball ofR d with the Euclidean metric-with finite hyperbolic covolume. This result is an improvement of a theorem of Tsuji [T, p. 518] .
Given ~ E iJB d and ex an angle satisfying 0 < ex < 1f'/2, consider the set 
where PB d denotes the hyperbolic distance in Bd associated to the metric dA= 21dxl l-lxI 2 • LEMMA 1.1 [NI] . 
Proof. We may assume by conjugation that oH is the hyperplane of equation Xd+l = 1, Po = Aed+l, where ed+I = (0,0, ... ,0, 1) and A <1.
There exists a = a(w) > 0 such that if P, Q E oH and p{P, Q) > w then IIP-QII>a. On {lk={PEOH: k) } there are at most
Next, using these two lemmas, we obtain a local version of an estimate of SulIivan [S, p. 227 (CB) with constants Cl = Cl (r, 8) and since the constants in (1.2) and (1.3) are independent of T we can conclude that, for n = 0, 1, 2, ... ,
Let no be a positive integer such that noK > To. Now, let T be such that T= noK. Then for n > no,
choosing p.. = e- K and vn(r, 8) = ~(nK, (n + I)K), the lemma follows. Now, we prove (1.3). Consider the following sum: (T, T+K) e-(T+K) :5R;< e-T e -op (O, 'Y(q» , where D is a real number such that 
S(T,K) < Am,(T, T+K)e-oT .
So, in order to prove (1.3), it is enough to obtain a lower bound for S (T, K) . If we consider the sums EiJH,nL(T, T+K) Ri 2:. e-T and (T, T+K) then, since iJH j nL (T, T+K) 
S2(T, K) -SI (T, K) = S(T, K).
On the other hand, [T+l] SI (T,K) (T, T+K) e-j : 5R,<e-(j-l) ' Y Er 
S2(T, K) > e-o(T+K)(N(log(e T + K -1» -N(log(e T -1»),
where [x] denotes the integer part of the real number x. Using Lemma 1.1 and (1.1), we obtain N(log(e j -1» < Caded(j-l) for all j.
Therefore, [T+l] (1.6)
and for T large enough, again using Lemma 1.1 and (1.1),
(1.7)
S2(T,K»C(r,K)a d e(d-o)(T+K) with C(r,K)=C(r)(l-e-dK ).
Thus, by (1.5), (1.6), and (1.7),
Finally, since we can choose K large enough so that
and (1.3) is now a consequence of (1.4) and (1.8).
Well-Distributed Systems of Balls o
Baker and Schmidt introduced in [BS] the concept of regular system of intervals in order to get some results on diophantine approximation of algebraic numbers. We will extend their definition to systems of balls in Rd to obtain results of the same kind in any dimension. 
It is easy to see that the families {B(al,;/r, R1,;/r»)'=1 (I E cC) are also well-distributed systems, with constants 8 1 respectively, and so the theorem follows.
Let 0 be a real number such that
and let 'U = {~} be a countable family of balls in Rd such that
We will now prove that 'U cannot be a covering of H and, consequently, that (in this proof, if A is a set which is a union of balls, A = U k B(Pk, rk), then we will denote the set U k B(Pk' rkl2) by tA):
(1.2) for each J.j,s, there exists a ball B(a, R) belonging to wt(j) with R >
K
Since the balls in J.j are disjoint and with radii Aj (by (1.2) and (1.5», condition (1.6) simply means that the number of balls in J.j is at least ~ eK/m(~ Jtj_I).
Notice that by (1.1), (1.2), and (1.4) we get that" *-nj=o J.j c El and, since by (1.4) the sequence (Ajlj=o tends to zero as j ~ 00, we have by (1.3) 
Here is the inductive construction of \/.
Initial step:
We take Vo = CB. Notice that, by (2.2), there exists a number {3 such that 0< {3< (e2~;~) y.
We define Ao by the condition Ai a (1-a)oa = {3. Then, it is easy to see that (2.4) (J}-l,s) for all SE !.;-h where Kt(j) (J}_l,s) is the constant given for the ball J.}-I,s in the definition of the well-distributed system wt(j); and (2.8) 3 1
Notice that (1.4) can be satisfied since a < 7 < 1. Now, let :lj be the finite collection given by Jj = U Wt(j) (K.i, tl}-l,s) .
We recal~ that Wt(j) (K.i, tJ.}-l,s) We note that if two balls in the collection ffj have their centers in different balls tVJ-t,s, then, by (1.5) for j -1 and (2.8), the distance between them is at least l/Kj. On the other hand, if the centers belong to the same ball t Vj -1, S' then applying (W1) and (W2) (for the well-distributed system wt(j» we get the same conclusion. So, in any case, by (1.4) the balls in g:j are disjoint. Also it is clear, from (1.2) for j -1 and (1.4) for j, that the balls in g:j are contained in Jj-l. Hence if j > 1 then, by (1.3) (which holds for j -1 by induction), for all B(aj, 2Aj) Eg:j we have that (2.10) Next we split 5=j into two disjoint families fiJ and fiJ'. fiJ consists of those balls Q of fij such that there exists a ball U k E CU whose intersection with Q contains a ball of diameter at least Aj. By Lemma 2.3 with 5= = g:j' R = 2Aj' E = I/Kj, W = Aj-l, and S = (U E 'U: diam(U) < Aj-tl, we get that
So, for case j = 1, using (2.4), we obtain
for case j > 1, using (1.6) (which holds for j -1 by induction), we have
By the definition of Aj -1 we obtain that #5=; < teKjdm( tJtj-l).
Hence, using (2.9), and so If 2r E (/lno+I, p,nO] with no EN, then we also obtain (3.3) for n > no. Further (i) where Rk(i) is the radius of the horobaIl H£~g corresponding to the cusp 8 tU ) which contains 'Yv(I;), and rk(i) is the radius of the horoball, with the same base-point ak(i) as H£ig, whose projection on mt is the region of 8 / (i) not attained by "Iv before the time li. CI(i) denotes a constant which depends only on the cusp 8'(i). For the sake of simplicity, hereafter we will write r; and R; instead of rk (i) and Rk(i) .
It is clear that rj = Ce-ti , and so Thus, if ~ is not a base-point of a horoball corresponding to some cusp 8" then there are infinitely many solutions aj of the inequality (3.6). On the other hand, if (3.6) has infinitely many solutions ah where each aj is the base-point of a horoball corresponding to some cusp 8'(i) , then the geodesic iv in H d + 1 with endpoint ~ E Rd projects on a geodesic 'Yv in mt which satisfies (3.5).
Hence, the set appearing in Theorem 1 has the same Hausdorff dimension as the set of points ~ E Rd such that the inequality (3.6) holds for infinitely many a;'s. Thus, Theorem 1 follows from Theorem 2. D
