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Abstract
For each B-free subshift given by B = {2ibi}i∈N, where {bi}i∈N is a set of pair-
wise coprime odd numbers greater than one, it is shown that its automorphism group
consists solely of powers of the shift.
1 Introduction
Consider the compact space {0, 1}Z of two sided sequences provided with the product topol-
ogy. On this space we have the natural Z-action by the left shift S, i.e.
S((xm)m∈Z) = (ym)m∈Z,
where ym = xm+1 for each m ∈ Z.
We say that a set Z ⊂ {0, 1}Z is a subshift if it is closed and invariant under the shift,
i.e. SZ = Z. For any subshift system (Z, S) by the automorphism group C(S) we mean the
set of all homeomorphisms U : Z → Z which commute with S, i.e. U ◦ S = S ◦ U . The set
C(S) is a group.
A natural source of subshifts is to take x ∈ {0, 1}Z and (Xx, S), where Xx := OS(x) with
OS(x) := {S
nx : n ∈ Z} (equivalently, Xx = {y ∈ {0, 1}
Z : each block appearing in y
appears in x}). Each x = (xn)n∈Z ∈ {0, 1}
Z can be identified with 1supp x, where supp x :=
{n ∈ Z : xn = 1} is the support of x. In the present paper, we will study the case, where
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the support is the set of B-free numbers FB := Z \MB for some B ⊂ N, where MB is the
set of multiples, i.e. MB =
⋃
b∈B bZ. Let η = 1FB . By a B-free subshift we mean (Xη, S).
We will constantly assume that B is primitive that is, for any b, b′ ∈ B if b | b′ then b = b′.
When (X,S) is a subshift the automorphism group is countable because each its member
is a coding [He] and it is interesting to know how complicated C(S) can be; see e.g. [CK] and
[DDMP, DDMP1] for some recent results and the references therein. In the present paper, we
consider the B-free systems whose dynamical properties are under intensive study; see e.g.
[ALR], [BH], [CS], [KPLW], [P], [S] and especially [BKKPL] for more historical references. In
case of Erdo˝s, i.e. when B is infinite, its elements are pairwise coprime and
∑
b∈B 1/b <∞,
it has been proved that the automorphism group is trivial, i.e. it consists solely of powers of
the shift, [M]. Recall that the Erdo˝s case implies (Xη, S) to be proximal and non-minimal
[ALR]. On the other hand, when a B-free subshift (Xη, S) is minimal then it must be Toeplitz
[BKKPL], as a matter of fact, η itself has to be Toeplitz [KKL]. The main result of this paper
is the following.
Theorem 1.1. Let {bi}i∈N be a set of pairwise coprime odd numbers greater than one and
B = {2ibi}i∈N. Then the automorphism group of the B-free subshift (Xη, S) is trivial.
While here we consider a minimal case in contrast to [M], where a proximal case has
been studied, one more difference between the result in [M] and Theorem 1.1 can be pointed
out. Indeed, in a general setup one can consider all continuous (not necessarly invertible)
maps commuting with S. Such a semigroup of maps in the context of [M] is definitely
non-trivial. Indeed, the subshifts considered in [M] are hereditary, i.e. for any x ∈ Xη and
y ≤ x coordinatewise, we have y ∈ Xη. Notice that for any k ∈ N we can extend any code
C : {0, 1}k → {0, 1} to the map of the space {0, 1}Z by the formula Ĉ(x)(m) = C(x[m,m+
k − 1]) for any x ∈ {0, 1}Z and any m ∈ Z. Then Ĉ is a continuous map commuting with
S. Assume that for any B ∈ {0, 1}k with B(0) = 0 we have C(B) = 0. Then Ĉ(x)(m) =
C(x[m,m + k − 1]) ≤ x(m) for any x ∈ {0, 1}Z and any m ∈ Z. So for any x ∈ Xη we
have Ĉ(x) ≤ x coordinatewise. Because Xη is hereditary, we obtain Ĉ(x) ∈ Xη. Hence
Ĉ(Xη) ⊂ Xη. In general, such maps are not invertible, for example the map Ĉ : Xη → Xη
given by the code C : {0, 1} → {0, 1} defined by C(0) = C(1) = 0 is non-invertible. From
that point of view the class considered in our paper is completely different. Our examples are
coalescent, i.e. all continuous maps commuting with S are homeomorphisms (see Corollary
3.9). We recall that automorphism groups of general Toeplitz subshifts need not be trivial;
see, e.g., [BK].
A B-free system is called taut if δ(MB\{b}) < δ(MB) for each b ∈ B, where δ stands
for the logarithmic density. As shown in [BKKPL], the B-free systems that are taut have
interesting dynamical properties. In the last section, we show that B-free systems which are
minimal (equivalently, Toeplitz) are taut. Moreover, we formulate some open questions.
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2 Preliminaries
2.1 Toeplitz subshifts
In this subsection, we recall the definition and properties of Toeplitz subshifts of the space
0–1 sequences indexed by Z.
We say that x ∈ {0, 1}Z is a Toeplitz sequence whenever for any n ∈ Z there exists sn ∈ N
such that x(n + k · sn) = x(n) for any k ∈ Z. A subshift (Z, S), Z ⊂ {0, 1}
Z is said to be
Toeplitz if Z = OS(y) for some Toeplitz sequence y ∈ {0, 1}
Z.
Definition 2.1. (due to S. Williams, [W]) Let s ∈ N. By Pers(x) we denote {n ∈ Z :
∀k∈Z x(n) = x(n + ks)}. (If s
′ | s then Pers′(x) ⊂ Pers(x).) By an essential period of x we
mean s for which Pers′(x) 6= Pers(x) 6= ∅ for any positive integer s
′ < s. Finally, a periodic
structure of x is any sequence s = (sm)m∈N of essential periods such that sm | sm+1 for each
m ∈ N and
(2.1)
⋃
m∈N
Persm(x) = Z.
Every Toeplitz sequence has a periodic structure, which is not unique because any sub-
sequence of a periodic structure is a periodic structure too. As in [D], we can put sm equals
the least common multiple of the minimal periods of the positions in [−m,m].
Definition 2.2. (see [JK]) A Toeplitz sequence x ∈ {0, 1}Z is regular if there exists a periodic
structure (sm)m∈N of x such that
lim
m→∞
|Persm(x) ∩ [0, sm)|
sm
= 1.
Let (pt)
∞
t=1 be a periodic structure of a Toeplitz sequence x ∈ {0, 1}
Z and G be the inverse
limit group, G = lim
←−
Z/ptZ. That is,
G = {(nt)
∞
t=1 : nt ∈ Z/ptZ and nt+1 ≡ nt (mod pt) for any t ≥ 1}.
Notice that G is metrizable by the metric
|(nt)
∞
t=1, (n
′
t)
∞
t=1)| = max
{
1
i+ 1
: ni 6= n
′
i
}
,
for any (nt)
∞
t=1, (n
′
t)
∞
t=1 ∈ G. We denote n(1, 1, 1, . . .) by n for any n ∈ Z. Let T be the transla-
tion of G by the unit element 1. Then G is a compact monothetic group with generator 1. In
[W], it is proved that the system (G, T ) is the maximal equicontinuous factor of (OS(x), S),
i.e. the system (G, T ) is the largest system such that the family of maps {T n : n ∈ Z} is
equicontinuous and there exists a continuous surjective π : OS(x)→ G such that π◦T = S◦π
(π is called a factor map). In other words, the system (G, T ) is the largest equicontinuous
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factor of (OS(x), S) (any other equicontinuous factor of (OS(x), S) is a factor of (G, T )).
Every topological dynamical system has the maximal equicontinuous factor which is unique
up to isomorphism (see, e.g., [G]).
Let At ∈ {0, 1, }
pt be a block such that
At(n) =
{
x(n), if x(n) = x(n+ kpt) for each k ∈ Z,
, otherwise,
for any n ∈ {0, 1, . . . , pt − 1}. By a filled place in At we mean each i ∈ {0, 1, . . . , pt − 1}
such that At(i) ∈ {0, 1}. We call the symbol a hole. By the pt-skeleton of x we will mean
a sequence obtained from x by replacing x(n) by a hole for all n 6∈ Perpt(x). If x ∈ {0, 1}
Z
is a regular Toeplitz sequence then the sequence of blocks (At)
∞
t=1 satisfies the following
conditions:
(A) the block At+1 is obtained as a concatenation AtAt . . . At, where some holes are filled
by symbols 0 or 1,
(B) lim
t→∞
rt/pt = 1, where rt is the number of filled places in At,
(C) for every i ∈ N there exists an index t such that At(i) ∈ {0, 1}.
For any given t ≥ 1 let {n : At(n) = } = {I
(t)
1 < I
(t)
2 < . . . < I
(t)
st } be the set of all positions
of holes in At.
Definition 2.3. (see [BK]) We say that a Toeplitz sequence x ∈ {0, 1}Z has property (Sh)
(separated holes) if
(2.2) kt := min({I
(t)
j+1 − I
(t)
j , j = 1, 2, . . . , st − 1} ∪ {pt − I
(t)
st
+ I
(t)
1 })
tends to ∞ as t→∞.
As is mentioned in [BK], each sequence of blocks (At)
∞
t=1 satisfying (A)-(C) determines
a Toeplitz sequence x, which may be periodic.
Remark 2.4. In the case of Toeplitz sequences satisfying condition (Sh), each continuous
U : OS(x) → OS(x) which commutes with S is a homeomorphism. In other words, such
Toeplitz subshifts are topologically coalescent (see Proposition 3 in [BK]).
By a t-symbol of x we mean any block A of length pt such that A = x[ℓpt, ℓpt + pt − 1]
for some ℓ ∈ Z. For each t-symbol of x we have {n ∈ {0, 1, . . . , pt} : A(n) = At(n)} =
{0, 1, . . . , pt} \ {I
(t)
1 , I
(t)
2 , . . . , I
(t)
st }.
Let g = (nt)
∞
t=1 ∈ G. We denote by At(g) the following block
At(g) = AtAt[nt, nt + pt − 1].
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Let {J
(t)
1 (g) < J
(t)
2 (g) < . . . < J
(t)
st (g)} be the set of all holes in At(g). The sequence (At(g))
∞
t=1
satisfies conditions (A) and (B) so it determines a two-sided sequence x(g) ∈ {0, 1, }Z such
that for any t ≥ 1 and any 0 ≤ i < pt satisfying At(g)(i) ∈ {0, 1} we have
x(g)(i+ ℓpt) = At(g)(i),
for all ℓ ∈ Z. Each of the t-symbols of x(g) coincides with AtAt[nt, nt + pt − 1] except at
the places J
(t)
1 (g), J
(t)
2 (g), . . . , J
(t)
st (g). By the definition of At(g), we obtain {J
(t)
k (g) : k =
1, 2 . . . , st} = {I
(t)
k − nt (mod pt) : k = 1, 2, . . . , st}.
Let G0 = {g ∈ G : x(g) is a 0–1 Toeplitz sequence} and G2 = {g = (nt)
∞
t=1 ∈ G :
At(nt) = for each t ≥ 0}. Then G0 = G \ G1, where G1 = G2 + Z1. Moreover, G0 is of
Haar measure one (see [BK, p. 48]).
Let π be a factor map from (OS(x), S) to (G, T ), defined as in [W], π
−1({g}) = {y ∈
OS(x) : y has the same pt-skeleton as S
ntx for any t ≥ 1} for any g = (nt)
∞
t=1 ∈ G. Assume
that a Toeplitz sequence x ∈ {0, 1}Z has property (Sh). Then π−1({g}) contains at most two
elements for any g ∈ G (see Remark 4 in [BK]) and π−1({g}) = {x(g)} for any g ∈ G0 (see
Remark 2 in [BK]).
If U ∈ C(S) then U induces a continuous map U ′ on G commuting with T . Indeed, notice
that 0 ∈ G0 because x(0) = x. Put
(2.3) U ′T n0 = πUSnx
for any n ∈ Z. Because π is a factor map and U ∈ C(S), we have πUSnx = πSnUx =
T nπUx = n + πUx = n + U ′0. Hence U ′ : {T n0 : n ∈ Z} → G is the restriction of the
translation by U ′0. Because G is a monothetic group, U ′ is the translation by g0 := U
′0. In
this case it is natural to say that g0 can be lifted to U . Notice that if g0 ∈ G can be lifted to
U , then U is unique. Indeed, let U1 6= U2 ∈ C(S) induce a map U
′ ∈ C(T ). Then because
(OS(x), S) is minimal, U1y 6= U2y for any y ∈ OS(x). Notice that U
′π = πU1 = πU2. So
U ′g ∈ G1 for any g ∈ G but G1 is of Haar measure zero. This contradicts that U
′ is the
translation. The question arises which elements g0 ∈ G can be lifted to elements of C(S).
2.2 General lemmas
In this subsection, we include the general facts about arithmetic progressions and B-free
systems which will be used later.
Lemma 2.5. Let b ∈ Z and a,m ∈ Z \ {0}. Then a congruence
(2.4) ax ≡ b (mod m)
has a solution x ∈ Z if and only if gcd(a,m) | b.
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Proof. Let x ∈ Z be a solution of (2.4). Then gcd(a,m) | ax and gcd(a,m) | ℓm for any
ℓ ∈ Z. Hence gcd(a,m) | b because b is a difference of ax and some multiple of m.
Assume that gcd(a,m) | b. By the Euclid’s Extended Algorithm, there exists k ∈ Z such
that ka ≡ gcd(a,m) (mod m). Then
ka
b
gcd(a,m)
≡ b (mod m).
So, x = kb
gcd(a,m)
is a solution of (2.4). This completes the proof.
In [BKKPL], the characterization of periodicity of the characteristic function of B-free
numbers is given by the following lemma
Lemma 2.6 (see Proposition 4.25 in [BKKPL]). Let B ⊂ N be primitive, i.e. for any
b, b′ ∈ B if b | b′ then b = b′. Then B is finite if and only if η is periodic, with the minimal
period lcm(B).
Lemma 2.7. Let a, b, r ∈ N. If gcd(a, b) | r then
(2.5) (aZ+ r) ∩ bZ = lcm(a, b)Z+ bs
for some s ∈ Z such that bs ≡ r (mod a). Moreover, if gcd(a, b) ∤ r then (aZ+ r) ∩ bZ = ∅.
Proof. Assume that gcd(a, b) | r. Then by Lemma 2.5, there exists k ∈ Z such that ak+ r ≡
0 (mod b). Hence there exists s ∈ Z such that ak + r = bs. Then lcm(a, b)Z + bs ⊂ (aZ +
r) ∩ bZ. Let x ∈ (aZ + r) ∩ bZ. Then there exist k′, s′ ∈ Z such that x = bs′ = ak′ + r.
Moreover, x− bs ∈ bZ ⊂ lcm(a, b)Z and x− (ak + r) = a(k − k′) ∈ aZ ⊂ lcm(a, b)Z. Hence
x ∈ lcm(a, b)Z+ bs. Thus, equality (2.5) holds.
Assume that gcd(a, b) ∤ r and x ∈ (aZ+ r)∩ bZ. Notice that b | x and gcd(a, b) | a. Hence
gcd(a, b) | r. But this is a contradiction. The assertion follows.
Lemma 2.8. Let a, r,m ∈ N. Then |(aZ+ r) ∩ [0, ma)| = m.
Proof. Note that for any non-negative integer i we have
n ∈ (aZ+ r) ∩ [ia, (i+ 1)a) ⇐⇒ ia ≤ n = as + r < (i+ 1)a
for some s ∈ Z.
Without loss of generality, we can assume that 0 ≤ r < a because aZ+ r = aZ+ (r mod a).
Notice that ai+r ∈ (aZ+r)∩ [ia, (i+1)a). Assume that n = as+r ∈ (aZ+r)∩ [ia, (i+1)a).
Then s is an integer satisfying the following inequalities
i−
r
a
≤ s < i+ 1−
r
a
.
Then 0 ≤ r
a
< 1, so i− 1 < s ≤ i. This implies that the intersecion (aZ + r) ∩ [ia, (i+ 1)a)
has exactly one element for any 0 ≤ i < m. The interval [0, ma) is the disjoint union of
[ia, (i+ 1)a) for 0 ≤ i < m. Hence the assertion holds.
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3 Subfamily of Toeplitz B-free systems
Let B = {2ibi}i∈N, where {bi}i∈N is a set of pairwise coprime odd numbers greater than 1.
We say that n ∈ Z is B-free number if n 6∈
⋃
i∈N
2ibiZ. By FB we will denote the set of all
B-free numbers and by η its characteristic function. This means that
(3.1) η(n) =
{
1, if n is B-free,
0, otherwise.
for any n ∈ Z.
Let pt = 2
tb1b2 . . . bt for any t ∈ N. We will prove that η is a Toeplitz sequence and (pt)t∈N
is an example of its periodic structure.
Lemma 3.1 (see Example 3.1. in [BKKPL]). The sequence η is a Toeplitz sequence.
Proof. Let n ∈ Z.
• If η(n) = 0 then there exists j ∈ N such that 2jbj | n. Notice that 2
jbj | n + pjℓ =
2jbj(
n
2jbj
+ b1b2 . . . bj−1ℓ) for any ℓ ∈ Z. So η(n + pjℓ) = 0 for any ℓ ∈ Z. Hence
n ∈ Perpj(η).
• If η(n) = 1 then
(3.2) η(n+ pa+1ℓ) = 1 for any ℓ ∈ Z,
where a is a non-negative integer and m is an odd integer such that n = 2am. Suppose
that (3.2) does not hold. So for some j ∈ N, we have
(3.3) 2jbj | n+ pa+1ℓ for some ℓ ∈ Z.
Notice 2a+1 ∤ n + pa+1ℓ = 2
a(m + 2b1b2 . . . ba+1ℓ). So j ≤ a and by (3.3), we have
2jbj | n, which contradicts η(n) = 1. Hence (3.2) holds. This implies n ∈ Perpa+1(η).
The assertion follows.
Lemma 3.2. For any t ∈ N the number pt is an essential period of η.
Proof. Let s < pt be a positive integer, m be odd and a be a non-negative integer such that
s = m2a. Three cases appear:
(I) there exists 1 ≤ i ≤ t− 1 such that gcd(bi, s) < bi,
(II) gcd(bj , s) = bj for all 1 ≤ j ≤ t− 1 and gcd(bt, s) < bt,
(III) gcd(bj , s) = bj for all 1 ≤ j ≤ t.
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Assume that condition (I) holds. Let b′i = gcd(bi, s) and ℓ ∈ Z. We claim that
(3.4) η(2t−1b′i + ptℓ) = 1.
Suppose not, so that for some j ∈ N, we have 2jbj | 2
t−1b′i + ptℓ. Because b
′
i is odd, we have
2t ∤ 2t−1b′i+ptℓ = 2
t−1(b′i+2b1b2 . . . btℓ). Hence j < t and because bj is an odd number greater
than 1, we obtain bj | b
′
i + 2b1b2 . . . btℓ which implies bj | b
′
i | bi. Because {br}r∈N is a set
of pairwise coprime integers, j = i but then bi = b
′
i which contradicts condition (I). Hence
equality (3.4) holds. Moreover, we have
(3.5) 2min(a,i)b′i = gcd(2
ibi, s) | 2
t−1b′i.
Indeed, notice that 2i and bi are coprime. Hence we have gcd(2
ibi, s) = gcd(2
i, s) gcd(bi, s) =
2min(a,i)b′i. Because i ≤ t − 1, we have min(a, i) ≤ t − 1. This implies that (3.5) holds.
By Lemma 2.5 and (3.5), there exists n ∈ Z such that 2t−1b′i + sn ≡ 0 (mod 2
ibi), so
η(2t−1b′i + sn) = 0. Hence 2
t−1b′i ∈ Perpt(η) but 2
t−1b′i /∈ Pers(η).
Assume that condition (II) holds. Then
(3.6) η(2tbt + 2
t+1s) = 1.
Suppose not, so there exists j ∈ N such that 2jbj | 2
tbt + 2
t+1s. Because bt is odd, we have
2t+1 ∤ 2tbt + 2
t+1s = 2t(bt + 2s). Hence j ≤ t and because bj is an odd number greater
than 1, we obtain bj | bt + 2s. If j < t then by condition (II), we have bj | s which implies
bj | bt. But this is impossible because {br}r∈N is a set of pairwise coprime integers. So j = t
and bt | 2s. But this contradicts condition (II). Hence equation (3.6) holds. Moreover, note
2tbt | 2
tbt + ptℓ = 2
tbt(1 + b1b2 . . . bt−1ℓ) for any ℓ ∈ Z. So 2
tbt ∈ Perpt(η) but 2
tbt /∈ Pers(η).
Assume that condition (III) holds. Then a < t because b1, b2, . . . , bt are pairwise coprime
and s < pt = 2
tb1b2 . . . bt. We claim that
(3.7) η(2tbt + s) = 1.
Suppose not, so there exists j ∈ N such that 2jbj | 2
tbt + s. Notice 2
a+1 ∤ 2tbt + s =
2a(2t−abt +m). Hence j ≤ a < t. Because bj is odd, we obtain bj | 2
t−abt +m which together
with (III) implies bj | bt. This is impossible because bj and bt are coprime. So equality (3.7)
holds. Hence 2tbt /∈ Pers(η) but 2
tbt ∈ Perpt(η).
By above pt is an essential period of η.
Lemma 3.3. The sequence η is a Toeplitz sequence with a periodic structure (pt)t≥1.
Proof. Let t ∈ N. Then by Lemma 3.2, pt is an essential period. Notice that pt+1 = 2ptbt+1.
So pt | pt+1. By arguments using in the proof of Lemma 3.1, equality (2.1) holds.
Lemma 3.4. The Toeplitz sequence η is not periodic.
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Proof. Because {bi}i∈N is a set of pairwise coprime odd numbers, we obtain B is primitive
and infinite. By Lemma 2.6, η is not periodic.
Now we will give the characterization of places where At has holes and compute the
number of holes.
Lemma 3.5. Any 0 ≤ s < pt is a hole in At if and only if s satisfies the following conditions
(3.8) 2t | s and bi ∤ s for any 1 ≤ i ≤ t.
The number of holes in At equals
(3.9)
t∏
i=1
(bi − 1) =: st.
Proof. Let 0 ≤ s < pt. Let m be odd and a be a non-negative integer such that s = m2
a.
Three cases appear:
(i) 2jbj | s for some 1 ≤ j ≤ t,
(ii) 2t ∤ s and 2ibi ∤ s for any 1 ≤ i ≤ t,
(iii) 2t | s and 2ibi ∤ s for any 1 ≤ i ≤ t.
Assume that condition (i) holds. Then 2jbj | s+ ptℓ = 2
jbj(
s
2jbj
+2t−j b1b2...bt
bj
ℓ) for any ℓ ∈ Z.
So s ∈ Perpt(η).
Assume that condition (ii) holds. Then
(3.10) 2ibi ∤ s+ ptℓ for any i ∈ N and ℓ ∈ Z.
Indeed, suppose that 2ibi | s + ptℓ for some ℓ ∈ Z and some i ∈ N. Notice 2
a+1 ∤ s + ptℓ =
2a(m+2t−ab1b2 . . . btℓ). So i ≤ a < t which implies 2
ibi | pt. Hence 2
ibi | s, which contradicts
(ii). So (3.10) holds. This implies s ∈ Perpt(η).
Assume that condition (iii) holds. Notice that (iii) is equivalent to 2t | s and bi ∤ s for
any1 ≤ i ≤ t. Indeed, if (iii) holds then 2i | s for any 1 ≤ i ≤ t. We claim that s /∈ Perpt(η).
Indeed, we have two possibilities
• η(s) = 1. Then notice that 2t = gcd(2t+1bt+1, pt) | s. So by Lemma 2.5, there exists
n ∈ Z such that ptn+ s ≡ 0 (mod 2
t+1bt+1). Hence η(s+ ptn) = 0.
• η(s) = 0. If a = t then 2t+1 ∤ s+ 2pt = 2
t(m+ 2b1b2 . . . bt). Suppose that
(3.11) 2jbj | s+ 2pt for some j ∈ N.
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Then j ≤ t. Because bj is odd, we have bj | m+ 2b1b2 . . . bt, which implies bj | m. But
this contradicts (iii). So (3.11) does not hold. If a > t then because b1, b2, . . . , bt are
odd, we obtain 2t+1 ∤ s+ pt = 2
t(2a−tm+ b1b2 . . . bt). Suppose that
(3.12) 2jbj | s+ pt for some j ∈ N.
Then j ≤ t. Because 2jbj | pt, we have 2
jbj | s. But this contradicts (iii). So (3.12) does
not hold. Hence we obtain η(s+ pt) = 1.
There are b1b2 . . . bt non-negative multiples of 2
t smaller than pt. We need to know how many
of them are not multiples of any bi for 1 ≤ i ≤ t. We will compute how many of non-negative
multiples of 2t smaller than pt are multiples of bi for some 1 ≤ i ≤ t. This is equivalent to
compute the power of the union
⋃t
i=1Bi, where Bi = {0 ≤ w < b1b2 . . . bt : bi | w} for any
1 ≤ i ≤ t. Notice that because {bi}i∈N are pairwise coprime, for any ∅ 6= J ⊂ {1, 2, . . . , t}
we have
⋂
j∈J Bj =
⋂
j∈J bjZ∩ [0, b1b2 . . . bt) = (
∏
j∈J bj)Z∩ [0, b1b2 . . . bt). By Lemma 2.8, we
obtain
(3.13) |
⋂
j∈J
Bj| =
b1b2 . . . bt∏
j∈J bj
.
By the Inclusion-Exclusion Principle and (3.13), we have that
|
t⋃
i=1
Bi| =
∑
∅6=J⊂{1,2,...,t}
(−1)|J |−1|
⋂
j∈J
Bj| =
∑
∅6=J⊂{1,2,...,t}
(−1)|J |−1
b1b2 . . . bt∏
j∈J bj
=
b1b2 . . . bt
∑
∅6=J⊂{1,2,...,t}
(−1)|J |−1
1∏
j∈J bj
.
Hence the number of 0 ≤ s < pt satisfying (iii) equals
b1b2 . . . bt
1− ∑
∅6=J⊂{1,2,...,t}
(−1)|J |−1
1∏
j∈J bj
 = b1b2 . . . bt t∏
i=1
(
1−
1
bi
)
=
t∏
i=1
(bi − 1) .
This completes the proof.
Corollary 3.6 (see Remark 3.2 in [BKKPL]). The Toeplitz sequence η is regular.
Proof. By Lemma 3.5, we have
lim
t→∞
|(Z \ Perpt(η)) ∩ [0, pt)|
pt
= lim
t→∞
t∏
i=1
(bi − 1)
2tb1b2 . . . bt
≤ lim
t→∞
1
2t
= 0.
The assertion follows.
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Corollary 3.7. We have kt = 2
t(see (2.2)).
Proof. By conditions (3.8) and 2t | pt, we have 2
t | kt. Notice that for any t ≥ 1 the pair
of the smallest numbers satisfying (3.8) is 2t and 2t+1. So I
(t)
1 = 2
t and I
(t)
2 = 2
t+1. Hence
kt = 2
t.
Lemma 3.8. The point η has property (Sh).
Proof. Let t ≥ 1. As we proved above the block At has holes at some non-zero multiples of
2t (see (3.8)). Moreover, 2t | pt. Hence the distance between consecutive holes in At is at
least 2t. So η has separated holes.
Corollary 3.9. The system (Xη, S) is coalescent, i.e. each continuos map U : Xη → Xη
commuting with S is a homeomorphism.
Proof. By Proposition 3 in [BK], any Toeplitz system OS(x) such that x has property (Sh),
is coalescent. Hence by Lemma 3.8, the system (Xη, S) is coalescent.
In the following lemmas, we will give specific properties of holes in At.
For any t ∈ N let I
(t)
1 < I
(t)
2 < . . . < I
(t)
st be all positions of the holes in the block At and
for any h ∈ G let J
(t)
1 (h) < J
(t)
2 (h) < . . . < J
(t)
st (h) be all positions of the holes in the block
At(h).
Lemma 3.10. Let t ≥ 1. Then for any 1 ≤ i ≤ t we have{
I
(t)
1
2t
,
I
(t)
2
2t
, . . . ,
I
(t)
st
2t
}
mod bi = {1, 2, . . . , bi − 1}.
Proof. Let 1 ≤ i ≤ t and 1 ≤ j ≤ bi − 1. Put
A := (biZ+ j) ∩ [0, b1b2 . . . bt) ∩
t⋃
m=1
bmZ
and
AF := (biZ+ j) ∩
⋂
n∈F
bnZ for any F ⊂ {1, 2, . . . , t} \ {i}.
Because b1, b2, . . . , bt are pairwise coprime, we have⋂
n∈F
bnZ =
(∏
n∈F
bn
)
Z.
By Lemma 2.7, for any F ⊂ {1, 2, . . . , t} \ {i}, we obtain
(3.14) AF =
 ∏
n∈F∪{i}
bn
Z+(∏
n∈F
bn
)
s,
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where s ∈ Z satisfies
(∏
n∈F
bn
)
s ≡ j (mod bi). By Lemma 2.8, the intersection AF ∩
[0, b1b2 . . . bt) has
b1b2...bt∏
n∈F∪{i}
bn
elements. By the Inclusion-Exclusion Principle (using the same
arguments as in the proof of identity (3.9)), we obtain that the number of elements of A
equals ∑
1≤n 6=i≤t
b1b2 . . . bt
bibn
−
∑
1≤n 6=i 6=n′≤t
n 6=n′
b1b2 . . . bt
bibnbn′
+ . . .+ (−1)t
b1b2 . . . bt
t∏
n=1
bn
=
b1b2 . . . bt
bi
(
1−
∏
1≤n 6=i≤t
(
1−
1
bn
))
.
Hence the number of elements of A is smaller than the number of elements of the set
(biZ + j) ∩ [0, b1b2 . . . bt), which, by Lemma 2.8, equals
b1b2...bt
bi
. Hence there exists m ∈
(biZ + j) ∩ [0, b1b2 . . . bt) such that bn ∤ m for any 1 ≤ n ≤ t. So, by (3.8), we have
m ∈
{
I
(t)
1
2t
,
I
(t)
2
2t
, . . . ,
I
(t)
st
2t
}
. The assertion follows.
Lemma 3.11. Let h = (nt)
∞
t=1 ∈ G can be lifted to U ∈ C(S). Then there exists t0 ≥ 1 such
that for any t ≥ t0
I
(t)
1 − J
(t)
1 (h) = I
(t)
2 − J
(t)
2 (h) = . . . = I
(t)
st
− J (t)st (h) =: k
′,
where k′ depends on t0.
Proof. Let h = (nt)
∞
t=1 ∈ G can be lifted to U ∈ C(S). By Curtis-Hedlund-Lyndon Theorem
(see Theorem 3.4 in [He]), there exist I ∈ Z and k ∈ N and a function f : {0, 1}k → {0, 1}
such that
(3.15) U(y)(m) = f(y[m+ I,m+ I + k − 1])
for any m ∈ Z and any y ∈ OS(η). Without loss of generality we can assume that I = 0.
Indeed, notice that U(SIy)(m) = f(y[m,m + k − 1]) for any m ∈ Z and any y ∈ OS(η).
Moreover, USI ∈ C(S) if and only if U ∈ C(S).
Let t0 ≥ 1 be large enough so the distance between consecutive holes in At0 be greater
than k, i.e. 2t0 > k (see Corollary 3.7).
Let t ≥ t0. By the definition, η(h) has the same pt-skeleton as S
ntη. So At(h) has st holes
and the space between consecutive holes is divisible by 2t. We claim that for any 0 ≤ j < st
there exists unique 0 ≤ i < st such that
(3.16) 0 ≤ I
(t)
i − J
(t)
j (h) < k.
Suppose not, then for any ℓ ∈ Z we use k places from η, which are pt-periodic, to code
J
(t)
j (h)+ptℓ by f but this contradicts that J
(t)
j (h) is a hole. We only need to show uniqueness
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of i. Suppose that 0 ≤ I
(t)
i − J
(t)
j (h) < k and 0 ≤ I
(t)
i′ − J
(t)
j (h) < k for 1 ≤ i
′, i < st then
|I
(t)
i − I
(t)
i′ | < k < 2
t. So i = i′.
By (3.16), there exists unique 1 ≤ i ≤ st such that I
(t)
i −J
(t)
1 (h) < k (look at the picture).
η
η(h)
0
I
(t)
1 I
(t)
i
J
(t)
1 (h) J
(t)
st (h)
pt
I
(t)
1 + pt
< k > k
If i > 1 then because (I
(t)
1 + pt) − J
(t)
st (h) is greater than k, there exist 1 ≤ j < j
′ ≤ st
and 1 < i′ ≤ st such that
I
(t)
i′ − J
(t)
j (h) < k and I
(t)
i′ − J
(t)
j′ (h) < k.
Then J
(t)
j′ (h) − J
(t)
j (h) < k but the distance between holes in At(h) is at least 2
t which is
greater than k. So i = 1. By using the same argument for i = 2, 3 . . . , st, we can obtain that
η and η(h) look like in the following picture
η
η(h)
0
I
(t)
1
J
(t)
1 (h)
I
(t)
st − pt
J
(t)
st (h)− pt
I
(t)
2
< k < k
J
(t)
2 (h)
< k
J
(t)
st (h)
pt
I
(t)
1 + ptI
(t)
st
J
(t)
1 (h) + pt
< k < k
Let k′ = I
(t0)
1 − J
(t0)
1 (h). There exists m ∈ N such that J
(t0)
2 (h) = J
(t0)
1 (h) + 2
t0m. Notice
that 0 ≤ I
(t0)
2 −J
(t0)
2 (h) = I
(t0)
1 −J
(t0)
1 (h)+2
t0 I
(t0)
2 −I
(t0)
1
2t0
−2t0m = k′+2t0
(
I
(t0)
2 −I
(t0)
1
2t0
−m
)
< 2t0 .
So
I
(t0)
2 −I
(t0)
1
2t0
−m = 0, which implies I
(t0)
2 − J
(t0)
2 (h) = k
′. We can repeat the same argument
for any j = 3, 4, . . . , st0 and obtain I
(t0)
j − J
(t0)
j (h) = k
′ for any j = 3, 4 . . . , st0.
Let t = t0 + 1. Then by the definitions of blocks At and At(h) (see (A)), we have the
following inclusions
{I
(t)
1 , I
(t)
2 , . . . , I
(t)
st
} ⊂
2bt−1⋃
j=0
(
{I
(t0)
1 , I
(t0)
2 , . . . , I
(t0)
st0
}+ jpt0
)
and
{J
(t)
1 (h), J
(t)
2 (h), . . . , J
(t)
st
(h)} ⊂
2bt−1⋃
j=0
(
{J
(t0)
1 (h), J
(t0)
2 (h), . . . , J
(t0)
st0
(h)}+ jpt0
)
.
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Hence for any 1 ≤ i ≤ st there exist 1 ≤ i0 ≤ st0 and 0 ≤ j < 2bt such that I
(t)
i = I
(t0)
i0
+ jpt0
and J
(t)
i (h) = J
(t0)
i0
(h) + jpt0 . Indeed, I
(t)
i − J
(t)
i (h) < k < 2
t0 . So I
(t)
i − J
(t)
i (h) = I
(t0)
i0
−
J
(t0)
i0
(h) = k′.
We can repeat above arguments for any t > t0 + 1.
Remark 3.12. In above proof, we repeated some arguments contained in proofs of Propo-
sition 3 and Theorem 1 in [BK].
Lemma 3.13. Let h = (nt)
∞
t=1 ∈ G can be lifted to U ∈ C(S). Then there exists t0 ≥ 1 such
that for any t ≥ t0 we have
({I
(t)
1 , I
(t)
2 , . . . , I
(t)
st
} − nt + k
′) mod pt = {I
(t)
1 , I
(t)
2 , . . . , I
(t)
st
}.
Proof. By the definition of η(h), we have
{J
(t)
1 (h), J
(t)
2 (h), . . . , J
(t)
st
(h)} = ({I
(t)
1 , I
(t)
2 , . . . , I
(t)
st
} − nt) mod pt.
By Lemma 3.11, we obtain for any t ≥ t0
{J
(t)
1 (h), J
(t)
2 (h), . . . , J
(t)
st
(h)} = {I
(t)
1 , I
(t)
2 , . . . , I
(t)
st
} − k′.
Notice that
(({I
(t)
1 , I
(t)
2 , . . . , I
(t)
st
} − nt) mod pt + k
′) mod pt =
({I
(t)
1 , I
(t)
2 , . . . , I
(t)
st
} − nt + k
′) mod pt.
The assertion follows.
Lemma 3.14. Let h = (nt)
∞
t=1 ∈ G can be lifted to U ∈ C(S). Then there exists t0 ≥ 1 such
that for any t ≥ t0
(3.17) 2t | nt − k
′.
Proof. By Lemma 3.13, for any t ≥ t0 there exists 1 ≤ m ≤ st such that
I
(t)
1 − nt ≡ I
(t)
m − k
′ (mod pt).
Hence because 2t | pt and 2
t | I
(t)
m − I
(t)
1 , we obtain 2
t | nt − k
′.
4 Proof of Theorem 1.1
Assume that h = (nt)
∞
t=1 ∈ G \ Z1 can be lifted to U ∈ C(S). Let t ≥ t0 be large enough to
satisfy the conclusion of Lemma 3.11 and 0 < nt−k
′. Such a t exists because the coordinates
of h are unbounded. We claim
(4.1) bi | nt − k
′ for each 1 ≤ i ≤ t.
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Indeed, by Lemma 3.14, we have 2t | nt − k
′. Assume that nt−k
′
2t
≡ j (mod bi) for some
1 ≤ i ≤ t and some 1 ≤ j ≤ bi − 1. Then by Lemma 3.10, there exists 1 ≤ m ≤ st such that
I
(t)
m
2t
≡ j (mod bi). So bi |
I
(t)
m −nt+k
′
2t
, which implies bi | I
(t)
m −nt+ k
′. Because bi | pt, we obtain
bi | (I
(t)
m −nt+k
′) mod pt. By Lemma 3.13, we have (I
(t)
m −nt+k
′) mod pt ∈ {I
(t)
1 , I
(t)
2 , . . . , I
(t)
st }.
But this contradicts (3.8). So (4.1) holds. Hence nt − k
′ is a multiple of b1, b2, . . . , bt and 2
t,
which are coprime. Because 0 ≤ nt, k
′ < pt, so nt − k
′ = 0. But this contradicts nt − k
′ > 0.
The assertion follows.
5 Final remarks
Remark 5.1. There exist regular Toeplitz sequences satisfying condition (Sh) whose au-
tomorphism groups are non-trivial. There are some of kt-Toeplitz sequences. For these se-
quences, the block At has kt holes with equal distances between them. For more information
see the chapter kt-Toeplitz flows in [BK]. In the case of η, I
(t)
1 = 2
t and I
(t)
2 = 2
t+1 for any
t ≥ 1, so if the holes of At were equidistant, their number would equal
pt
2t
= b1b2 . . . bt but by
Lemma 3.5, the number of holes in At is smaller than b1b2 . . . bt. Hence, η is not a kt-Toeplitz
sequence.
Remark 5.2. 1 We will give an example of a Toeplitz sequence x ∈ {0, 1}Z for which the
block At has two holes for each t ≥ 1 and the Boolean complement ¬ is an element of the
automorphism group, recall that (¬y)(n) = 0 if and only if y(n) = 1 for any y ∈ OS(x).
Notice that ¬ is generated by the code f : {0, 1} → {0, 1} of length 1 defined by the formula
f(0) = 1 and f(1) = 0. Because ¬ is continuous and invertible for the full shift, to prove
¬ is an element of the automorphism group of the Toeplitz subshift, it is sufficient to show
that ¬(OS(x)) ⊂ OS(x). Let n ∈ N and B1 ∈ {0, 1}
n. By B˜ ∈ {0, 1}n we denote the
Boolean complement of the block B ∈ {0, 1}n, i.e. B˜(i) = f(B(i)) for any 0 ≤ i < n. Let
A1 = B1 B˜1 and (ct)t∈N ⊂ {0, 1}. Then put B2 := B1c1B˜1c1B1 and A2 := B2 B˜2 . Notice
that A2 is the concatenation A1A1A1, where all holes except of two are filled by symbols 0
or 1. Let Bt+1 = BtctB˜tctBt and At+1 = Bt+1 B˜t+1 for any t ∈ N. Notice that the sequence
of blocks (At)
∞
t=1 satisfies (A)-(C), so it determines a Toeplitz sequence x ∈ {0, 1}
Z. By the
definition of x, it is non-periodic and for any block B appearing in x its Boolean complement
B˜ appears in x. So ¬(OS(x)) ⊂ OS(x).
Remark 5.3. 2 We will show that the Boolean complement is not an element of the auto-
morphism group of B-free systems. In fact, we will prove that the Boolean complement is
an element of the automorphism group of B-free systems if and only if B = {2}. We will
consider two cases:
1Such examples was pointed out to me by W. Bu latek.
2This fact was pointed out to me by S. Kasjan who also gave a proof of it which we recall.
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(1) there exist b, c ∈ B such that gcd(b, c) = 1,
(2) gcd(b, c) > 1 for any b, c ∈ B.
Assume that (1) holds. First notice that η(bi) = 0 for any i ∈ Z. Suppose that ¬ ∈ C(S).
Then for any n ∈ N there exists r ∈ Z such that
(5.1) η(bi+ r) = 1 for any i = 1, 2, . . . , n.
Let n ≥ c and r ∈ Z satisfies (5.1). By Lemma 2.5, the congruence
(5.2) bx+ r ≡ 0 mod c
has a solution x0 ∈ Z. Note that also x0 + kc is a solution of (5.2) for any k ∈ Z. Hence
η(b(x0 + kc) + r) = 0 for any k ∈ Z. Notice that there exists k ∈ Z such that 1 ≤ x0 + kc ≤
c ≤ n. But by (5.1), we have η(b(x0 + kc) + r) = 1. This is a contradiction.
Assume that (2) holds. Notice that if 2 ∈ B 6= {2} then the block 00 appears in η. So
there exist n ∈ Z and b, c ∈ B such that b | n and c | n + 1. But then gcd(b, c) = 1. Hence
2 6∈ B. Then minB ≥ 3. So the block 11 appears in η. Suppose that ¬ ∈ C(S). Then 00
apears in η. So there exist b, c ∈ B such that gcd(b, c) = 1, which contradicts (2). Notice
that in case of B = {2} we have S = ¬. Hence ¬ is an element of the automorphism group
of the B-free subshift if and only if B = {2}.
For A ⊂ N, we recall several notions of asymptotic density. We have:
• d(A) := lim inf
N→∞
1
N
|A ∩ [1, N ]| (lower density of A),
• d(A) := lim sup
N→∞
1
N
|A ∩ [1, N ]| (upper density of A).
If the lower and the upper density of A coincide, their common value d(A) := d(A) = d(A)
is called the density of A.
The logarithmic density of A is
δ(A) := lim
N→∞
1
logN
∑
a∈A,1≤a≤N
1
a
,
whenever the limit exists. A set B ⊂ N\{1} is called Behrend if d(MB) = 1 (see [DE, DE1]).
A set B is taut when is primitive, i.e. for any b, b′ ∈ B if b | b′ then b = b′, and does not
contain cA with c ∈ N and A ⊂ N \ {1} that is Behrend. In [Ha], it is proved that for any
B ⊂ N there exists a primitive B′ ⊂ B such that MB =MB′. As shown in [BKKPL], we
have a “good” theory of B-free subshifts, both for topological dynamics as well as ergodic
theory point of view whenever B is taut. On the other hand, Toeplitz B-free systems (Xη, S)
play a special role in the theory of B-free systems. The Toeplitz case can be characterized
by the minimality of (Xη, S), [BKKPL], more precisely by the fact that η itself is a Toeplitz
sequence [KKL]. We have the following.
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Proposition 5.4. For any primitive B ⊂ N \ {1}, if η = 1FB is a Toeplitz sequence, then
B is taut.
Proof. Assume that 1FB is a Toeplitz sequence and B is not taut. Then for some c ∈ N and
A ⊂ N \ {1} such that d(MA ) = 1 we have cA ⊂ B. So
(5.3)
1
c
= d(cMA ) ≤ d(MB ∩ cZ) ≤ d(cZ) =
1
c
Notice that c′ 6∈ B for any c′|c because B is primitive. So η(c) = 1. By the assumption that
η is a Toeplitz sequence, there exists m ∈ N such that
η(c+mℓ) = 1 for any ℓ ∈ Z.
Hence c+mZ ⊂ FB, which implies (c+mZ) ∩ cZ ⊂ FB. By Lemma 2.7, we have
(c+mZ) ∩ cZ = lcm(c,m)Z+ c.
So d(FB ∩ cZ) ≥
1
lcm(c,m)
which contradicts (5.3). The assertion follows.
Remark 5.5. The sequences we have considered here are regular Toeplitz sequences, hence
the systems they determine are strictly ergodic [JK] and of zero entropy. There exist non-
regular Toeplitz sequences of B-free origin; see Example 4.2 in [KKL].
There seem to be natural questions: to characterize those Toeplitz sequences which are
of B-free origin. Which non-regular Toeplitz sequences are of B-free origin? Can entropy be
positive in the Toeplitz B-free case? Is always the automorphism group trivial (question by
Leman´czyk for all B-free systems)?
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