The distributed-relaxation multigrid and defectcorrection methods are applied to the twodimensional compressible Navier-Stokes equations. The formulation is intended for high Reynolds number applications and several applications are made at a laminar Reynolds number of 10,000. A staggeredgrid arrangement o f v ariables is used the coupled pressure and internal energy equations are solved together with multigrid, requiring a block 2x2 matrix solution. Textbook multigrid e ciencies are attained for incompressible and slightly compressible simulations of the boundary layer on a at plate. Textbook e ciencies are obtained for compressible simulations up to Mach n umbers of 0.7 for a viscous wake simulation.
Introduction
Computational uid dynamics (CFD) is becoming a more important part of the complete aircraft design cycle because of the availability of faster computers with more memory and improved numerical algorithms. The cruise shapes of transport aircraft are designed to minimize viscous and shock w ave losses at transonic speeds and computational methods for these ows are reasonably well in hand. Simulations of o -design performance associated with maximum lift, bu et, and utter and the deterHead, Aerodynamic and Acoustic Methods Branch (AAMB), AIAA Fellow.
Copyright c 1999 by the American Institute of Aeronautics and Astronautics, Inc. No copyright is asserted in the United States under Title 17, U.S. Code. The U.S. Government has a royalty-free license to exercise all rights under the copyright claimed herein for government purposes. All other rights are reserved by the copyright o wner. mination of stability and control derivatives, involving unsteady separated and vortical ows with stronger shock w aves, demand signi cant computing resources since Reynolds-averaged Navier-Stokes (RANS) methods are needed. The turnaround time of these computations for high-Reynolds ows over complex geometries is too long to impact the design cycle and the turbulence models for separated ows have a high degree of variability.
The current RANS solvers with multigrid require on the order of 1500 residual evaluations to converge the lift and drag to one percent of theirnal values for wing-body geometries near transonic cruise conditions. Complex geometry and complex physics simulations require many more residual evaluations to converge, if indeed convergence can even be attained. It is well-known for elliptic problems that solutions can be attained optimally using a full multigrid (FMG) process in far fewer, on the order of 2-4, residual evaluations. An optimally convergent method is de ned by Brandt 1, 2 as textbook multigrid e ciency (TME), meaning the solutions to the governing system of equations are attained in a computational work which is a small (less than 10) multiple of the operation count in the discretized system of equations. Thus, there is a potential gain of two orders of magnitude in operation count reduction if TME could be attained for the RANS equation sets. This possible two order of magnitude improvement in convergence represents an algorithmic oor since it is unlikely that faster convergence for these nonlinear equations could be attained. This algorithmic acceleration, however, coupled with further increases in computational speed can open up avenues and accelerate progress in many areas, including: the ap-AIAA-99-3334 plication of steady and time-dependent s i m ulations in the high-lift, o -design, and stability and control areas the usage of RANS solvers in the aerodynamic and multidisciplinary design areas and the development o f i m p r o ved turbulence models.
The RANS equation sets are a system of coupled nonlinear equations which are not, even for subsonic Mach n umbers, fully elliptic, but contain hyperbolic partitions. Brandt 1 has summarized the progress and remaining barriers in TME for the equations of uid dynamics. Although TME demonstrations, especially for incompressible simulations, have b e e n completed, the distributed relaxation approach has not been used widely for large-scale simulations. Current methodologies use a block-matrix relaxation and/or a time-dependent approach t o s o l v e the equations signi cant improvements have been demonstrated using multigrid approaches, but the methods are not optimally convergent. An example is the plane solver of Thomas, et al. 3 which g i v es fast multigrid performance, but at a cost of block m a t r i x solutions of size m, where m is the number of conservation equations at a grid point. A subtle disadvantage of this block-matrix approach is that classical Gauss-Seidel relaxation methods, well suited for the constituent h yperbolic and elliptic partitions in the equations, cannot be applied stably in subsonic ow.
The distributed relaxation approach of Brandt decomposes the system of equations into separable, many times scalar, pieces that can be treated with optimal methods. The purpose of this paper is to apply distributed relaxation in a defect correction setting to the compressible Navier-Stokes equations. A staggered-grid discretization is used which s i mpli es the elements of the calculation, although this is not an essential ingredient. The method follows closely the original derivation of Brandt, 1, 2 dating to 1984.
Distributed Relaxation
The equations for the time-dependent c o n s e r v ation of mass, momentum, and energy can be written as 
The primitive equations are then
These equations may be linearized about a given state variable and written in delta form,n+1 ; q n , a s L q = ; @q @Q R (6) where in the matrix operator L, only the principal terms at the viscous and inviscid scales are retained. Both scales are essential for high Reynolds number simulations: the inviscid scales over most of the oweld and the viscous scales in the thin viscous layers near bodies and in their wakes. Since we are interested here in solutions to the steady-state equations, we drop the time derivative. Additionally, the thin-layer approximation, in which only the viscous terms associated with variations in the coordinate normal to the body are retained, can further simplify the terms in L. T h i s a p p r o ximation is widelyused for high Reynolds number applications and is used for the numerical calculations below, although the development does not rely on this approximation. Also, the formulation allows a conservative 
Defect Correction
Since Eq. (7) is written in delta form, it is natural to consider defect correction for the update, namely a l o wer-order discretization of the left side of the equations in order to simplify the construction of the implicit equations. The most common approximation for the driver operator is a rst-order discretization for the convective and pressure (inviscid) contributions. For this approach, we can write the implicit scheme as L M ] d w = ;r t : (8) where the subscripts t and d denote some desired \target" and \driver" schemes on the right and left sides, respectively, of the equation.
The convergence of defect correction is known to be fast for elliptic equations. For hyperbolic equations, the convergence may be slow, even if the implicit equations are solved exactly. This slowdown was pointed out by Brandt 5 and discussed in some detail in Brandt and Yavneh, 4 Thomas, et. al, 3 and Diskin and Thomas. 7 For the second-order upwindbiased discretization corresponding to = 0, de ned subsequently, the asymptotic convergence rate is approximately 0.5 per defect-correction iteration. For a rst-order driver approximation, the initial convergence may be quite slow the number of iterations to get into the asymptotic convergence regime might grow on ne grids and for certain frequencies at the rate h ;1=3 . T h i s w orst case behavior is usually not that harmful for steady-state calculations with moderate frequency content of the information imposed at in ow.
With a second-order accurate behavior of the driver operator such as the fully-upwind secondorder operator ( = ;1), the convergence is quite fast, within three iterations at most, although on very coarse meshes, in which neither the driver nor the target operators retain discretely an order property o ver the whole of the domain, some large growth of errors may occur. An e cient half-space Fourier mode analysis is given in Diskin and Thomas 7 which predicts quite closely the actual solution behavior for scalar equations.
Inviscid Compressible Equations
The inviscid compressible equations take a r e l atively simple form with the choice of primitive v ariables considered here. Using a nonconservative d i scretization of the steady equations, the update equation is de ned as L q = ;r = ;(f + L q ) The staggered-grid discretization used here is usual: p de ned at the interiors of the grid, u de ned at the cell interfaces tangent t o t h e y; or k;direction, and v de ned at the cell interfaces tangent t o t h e x; or j;direction. The discrete scheme with such a staggered-grid arrangement o f v ariables can be described as The convection operator in the pressure equation is di erenced with a downwind operator, i.e.,
so that the determinant of the discrete matrix L h ,
has a smaller and more symmetrical stencil than if the upwind operator were used everywhere. For grid-aligned ow, this full potential operator is a centered 5-point discretization of the Prandtl-Glauert equation. With this formulation, the low-Mach number limit is not a problem, as the usual ve-point Laplacian is obtained for the w 3 variable, analogous to the purely incompressible form.
Compressible Navier-Stokes Equations
The contributions to the principal terms of the matrix of operators for the viscous and heat conduction terms arise from the momentum and energy contributions as in Eq. (3), since there is no in uence of viscosity i n t h e c o n tinuity equation. The two major complications are that the heat conduction term couples into both the pressure and internal energy equations and the viscous terms in the momentum equations involve cross-derivative terms. With the nonconservative discretization considered here assuming constant viscosity and heat conduction coe cients, the update equation can be written In the high Reynolds number simulation considered here, the term (; with the inviscid equations. The discrete approximation of the terms above are straightforward additions to the inviscid compressible terms, since the viscous terms are di erenced centrally.
In the calculations below, the thin-layer approximation is made for the viscous terms, i.e., only the derivative terms in the y-direction are retained. The w 1 and w 2 equations (the momentum equations at constant pressure) are solved with a tridiagonal yline marching algorithm. The equations for w 3 and w 4 are solved with two passes of a V(2,1) multigrid cycle with line Gauss-Seidel iteration using four multigrid levels a correction scheme (CS) multigrid was used in which the coe cients of the block matrix terms were interpolated to cell center locations using bilinear interpolation. The coarsest grid level was solved exactly. A smoothing was done with a point Gauss-Seidel scheme before transferring residuals to coarser meshes.
Computational Results Inviscid Linearized Flow
The linearized ow o ve r a b u m p i n a c hannel was computed for a computational domain extending from x = 0 t o x = 3 and y = 0 t o y = 1 o n a u n iform grid of mesh size h x = h y . A sine-squared prole extending from x = 1 t o x = 2 of height 0 :1 t h a t of the channel height w as imposed with linearized boundary conditions, v=u 1 = dy=dx at y = 0 .
The boundary conditions for the primitive a n d ghost variables require some discussion. The residuals at the horizontally oriented boundaries are taken to be zero, corresponding to an imposed boundary condition of tangency. In general, satisfaction of these residuals to zero is obtained by adjusting the pressure across the boundary to satisfy the normalmomentum equation. The boundary condition imposed on the w 3 ghost variable along the top and bottom of the domain is @ y w 3 = 0, corresponding to the prescribed normal velocity condition, v= 0 .
The residuals and u at the vertically oriented upstream boundary are unknowns in the solution the variables p and u at points just upstream of the boundary are taken as the imposed boundary conditions the upstream boundary conditions imposed in the ghost-variable solutions are as follows: The exact discrete solution for both incompressible and compressible ow is obtained in one iteration starting from freestream conditions if (1) we solve the w 3 equation to machine zero using conventional multigrid methods and (2) we use rstorder di erencing. We are not recommending that residuals be reduced to machine zero rather this 
Viscous Flat Plate
The viscous ow o ver a at plate was computed for the same computational domain as above a t a Re=10,000 based on the height o f t h e c hannel. The grid was stretched in the y;direction with a stretching factor of 1.06 on the nest mesh of N x xN y = 193x65. No-slip, adiabatic wall conditions are prescribed from x = 1 t o x = 2 along the lower boundary and symmetry conditions upstream and downstream of those points a wake pro le develops downstream of the trailing edge x = 2. Pressure was prescribed at the downstream boundary and tangency along the upper wall.
The ghost-variable boundary conditions are the same as the channel ow s i m ulation except in the region of the at plate. For the internal energy, the gradient normal to the boundary is zero for both the adiabatic and symmetry conditions, so that @ y w 4 = 0 is imposed. Since the residuals and v are prescribed to be zero at the lower boundary, the boundary conditions for the w 3 variable is taken as @ y w 3 = 0 . T h us, boundary conditions for the ghost variables in this simulation are the same as the channel ow simulation. The primitive v ariable velocities outside the lower boundary in the region of the plate are chosen to satisfy the no-slip condition at the plate, i.e. u(;y) = ;u(y) v(;y) = ;v(y).
Convergence could be attained in this simulation for incompressible and slightly compressible ow. An FMG cycle was used. The value of C f at x = 1 :5, midway d o wn the plate, is a sensitive measure of convergence. First-order solutions were obtained which decreased the L 2 -norm of the maximum residual 4-5 orders of magnitude on each of the three ner meshes over 20 iterations, corresponding to a convergence rate of roughly 0.6 per ne-grid iteration for both incompressible ow a n d M 1 = 0 :1. The skin friction values converged to within discretization error in 2-4 cycles. For second-order accuracy of the convection operator, = 0, skin friction results are tabulated in Table 2 for the series of meshes and for 2,4,10,and 20 ne-grid iterations. The convergence is quite fast solutions are obtained to within truncation-error accuracy within a few multigrid cycles. The L 2 -norm of the maximum residual was reduced 3 orders of magnitude on each of the three ner meshes in 20 iterations, corresponding to a convergence rate of roughly 0.7 per ne-grid iteration,again for both incompressible ow a n d M 1 = 0 :1.
At higher Mach n umbers, convergence could not be attained. The residuals remained quite large and the solution eventually diverged near the leading edge of the plate. This behavior is not entirely unexpected since we expect the distributed relaxation approach to be augmented with procedures to locally reduce the residuals near boundaries, before relaxing the interior equations. This local relaxation near boundaries is required to guarantee convergence within a few cycles even for elliptic equations. 6 6 American Institute of Aeronautics and Astronautics 
Viscous Wake
In order to investigate the behavior of the viscous algorithm for higher Mach n umbers in a smoother ow, the viscous ow i n a d e v eloping wake pro le was considered. The simulation was similar to that above except that a wake de cit with uniform pressure and internal energy was applied at the in ow boundary. The inlet pro le at x = ;h x was prescribed according to the exact incompressible far wake solution, as Convergence could be attained from incompressible ow up to the highest Mach n umber investigated, M 1 = 0 :7. First-order solutions were obtained which decreased the L 2 -norm of the maximum residual 5 orders of magnitude on each of the three ner meshes over 10 iterations, corresponding to a convergence rate of roughly 0.3 per ne-grid iteration at all Mach n umbers The wake de cit values converged to within discretization error in 2 iterations. For second-order accuracy of the convection Table 3 . Convergence of the minimum velocity a t x = 1 :5 for incompressible and compressible wake ows Re = 1 0 000.
operator, = 0 , m i n i m um velocity v alues are tabulated in Table 3 for the series of meshes used in the FMG cycle and for 1,2,4, and 10 ne-grid iterations. The solution converges to within truncationerror accuracy within 2 multigrid cycles. The L 2 -norm of the maximum residual was reduced 3 orders of magnitude on each of the three ner meshes in 10 iterations, corresponding to a convergence rate of roughly 0.5 per ne-grid iteration,again for both incompressible ow and M 1 = 0 :7.
Concluding Remarks
The distributed-relaxation multigrid and defectcorrection methods are applied to the compressible Navier-Stokes equations. The formulation is intended for high Reynolds number applications and several applications are made at a laminar Reynolds number of 10,000. Although deemed not essential to the methodology, both a staggered-grid arrangement o f v ariables and nonconservative forms for the governing equations have been used.
The compressible ow algorithm solves a multigrid problem for the pressure and internal energy equations which necessitates a local block 2x2 matrix solution at every grid point. Since we obtain solutions to within truncation error in 2-4 ne-grid iterations and the additional operations to solve for the ghost variables are on the order of an additional residual evaluation, textbook multigrid e ciencies 7 American Institute of Aeronautics and Astronautics are attained for incompressible and slightly compressible simulations of the boundary layer on a at plate. Di culties were encountered for higher Mach numbers the calculation can and should be augmented with local procedures to reduce the residuals near boundaries, since this approach is required for general conditions even for the elliptic equations. Textbook e ciencies are obtained for compressible simulations up to Mach n umbers of 0.7 for a viscous wake simulation.
