The paper explains in a tutorial way some major research questions in the area of convolutional coding theory from a perspective of systems theory. We will show that those questions are related to some classical control problems like e.g. the quadratic regulator problem and the tracking problem. We also report on some code constructions which were derived by techniques from systems theory.
Introduction
This paper is tutorial and it is intended for an audience in systems theory with no or little knowledge in coding theory. The interested reader who wants to read more on the presented connection of coding theory with systems theory is referred to the PhD thesis of York [22] . Standard references on convolutional coding theory are [9, 181. Coding theory is concerned with the reliable transmission of information over a "noisy channel". Typically one seeks an encoding device which encodes a certain message word m into a code word c which is then transmitted. The design objective is an encoding map cp : A4 -+ C , m ++ c from the total set of message words M to the total set of code words C which enables one to efficiently and correctly decode a transmitted code word 2. If the total number of message words is finite one often identifies the message words M with a subset of the vector space p, where F is a finite field, and one uses as a encoding device an injective linear map cp:lFJc+Ipz, m++c.
If G is a n x k matrix which represents the linear map cp one says G is an encoder and C = ( C E I P 13m€l? : c = G m } is a linear block code.
Examples of linear block codes include the ASCII code which is a code over the binary field F = (0, l} and the set of ISBN numbers which consists of a 9-dimensional linear subspace of F", where F = F 1 1 is the Galois field of 11 elements.
Since the late sixties it has been widely known that convolutional codes and linear systems which are defined over a finite field are essentially the same objects. Those connections were probably first worked out in the papers by Massey and Sain [14, --151 and we will say more about this in Section 2. More recently there has been a new and increased interest in the connection of linear systems theory and convolutional coding theory and we refer to the recent articles 13, 5, 6, 11, 12, 19, 20, 22, 231. Since convolutional codes are easily implemented and have good error correcting properties, they are among the most widely used codes in data transmission. We refer to [9, Chapter 171 to underline this point.
In practice it is often necessary to transmit a whole sequence of message words mo, m l , . . . , m N . Introducing the delay operator z we can express such a message sequence conveniently through the polynomial vector m ( z ) = Ci=Omjzi. In this way we can identify finite, but arbitrary long message sequences with the polynomial vector m ( z ) E @ [ . ] .
If G is an encoder of a linear block code then p extends to a module homomorphism In 1955 Elias [2] proposed to replace in the encoding scheme (1) the encoding matrix G by a polynomial matrix G ( z ) introducing in this way the concept of a convolutional code. Formally we can define a convolutional code through: 
Then the matrices A , B , C, D describe the linear sequential circuit
Note that the transfer function G ( z -l ) has McMilIan degree c, the complexity of the encoder G ( z ) .
If G ( z ) has complexity zero then (3) reduces to a time-independent linear constraint at each code block ct and this constraint is expressed through Yt = Dut.
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Example code with the form:
([20])
Let C be the convolutional
The linear sequential circuit has then
In terms of matrices the dynamics is given through:
Note that indeed the relation (2) holds.
The first order representation (3) is very natural but for the purpose of constructing good convolutional codes this representation is not optimal.
For this we would like to note that a matrix tuple A, B , C, D which realizes the transfer function G(2-I) is of a very special form. Indeed one can show e.g. that the matrix A has necessarily to be nilpotent.
Besides the dynamical system (3) there is a second natural linear system related to the convolutional code C. This linear system can be obtained by duality as we explain in a moment.
Identify an infinite sequence space WO, wl, w2, . . .
of vectors in IP with the formal power series In the coding literature [9] an encoder of the form is referred to as a systematic encoder. In Example 2.1 one readily computes the realization of the transfer function ' 3 : : ' as:
Code constructions and the free distance problem
So far we described the connection between systems theory and coding theory. In the rest of this paper we describe the design objectives and we report on some recent results.
An obvious design objective for a convolutional code C is the possibility to correct a large number of errors which might occur during the transmission. In order that this objective can be achieved it will be necessary that the codewords (ct}t>o are pairwise 'far apart'. 
The free distance problem asks for the construction of a controllable and observable convolutional code which has maximal distance among all convolutional codes with a certain fixed rate and a certain complexity.
The reader certainly observes that the computation of the free distance is formally related to the linear quadratic regulator problem and this was also observed in [20] . Different from the Euclidean norm IIctll, the Hamming weight Ham(ct) seems not to be induced by a positive definite bilinear form and hence standard techniques from systems theory cannot be readily applied.
The free distance problem is a major design problem. If we require that the complexity of the code is zero then the free distance problem asks for the construction of a matrix D such that the ( n -k ) x n 'parity check matrix' has the property that any d -1 columns of H are linearly independent. Indeed if this is the case any nonzero code-word will necessarily have weight at least d and the free distance of the associated code is therefore dfree 2 d. In the coding literature the free distance problem for convolutional codes of complexity zero is often referred to as the main 4576 linear coding problem. See e.g. [8, 10 , 131 for introductory material on linear block codes. Contrary to the situation when the complexity is zero there are however very few algebraic constructions of convolutional codes. In Section 5 we show how to 'lift' one of the major constructions of linear block codes to the general situation of convolutional codes. 4 The decoding problem, a discrete tracking problem
On the side of the construction of codes with large free distance there is another important design objective. Indeed it should be possible to efficiently decode a received signal and to correct in this way the errors which occurred during the transmission. This is called the decoding problem.
Nowadays most convolutional codes are decoded using the so called Viterbi decoding algorithm. In order to explain this process we will assume that and the message word {i.t}t>O -= { (ii)}t20 has been received. The decoding problem then asks for the minimization of the error a certain code word {ct}t>o -= { GI , ) , , ,
If no transmission error did occur then {i.t}t>o is a valid trajectory and the error value in (8) iszero. If there was a transmission error the Viterbi decoding algorithm solves equation (8) applying the principle of dynamic programming. If fewer than clfree errors did occur it is guaranteed that an error can be detected and if fewer than -errors did occur it is guaranteed that the original message {ct}t>O -can be correctly decoded.
The decoding problem as we described it above has two interesting systems theoretic interpretations: First we can view the decoding problem as a 'tracking problem', where the decoder is supposed to track the incoming signal by the 'nearest trajectory'. Secondly we can view the decoding problem as a 'filtering problem' where some noise has to be filtered out. There exists a large systems literature both about tracking and filtering (deconvolution!) (see e.g. 171). The main difficulty lies again in the fact, that the underlying metric is not Euclidean but rather the Hamming metric.
The decoding problem is in general a highly complex problem and the Viterbi algorithm becomes in general infeasible if the complexity of the convolutional code is large.
Major classes of block codes like e.g. Reed Solomon codes, BCH codes and algebraic geometric codes are a,ttractive since one has very efficient algebraic decoding algorithms available, which are in computational complexity superior over the Viterbi decoding algorithm.
In the area of convolutional codes there are very few classes of codes who come with decoding algorithms which are less complex than the Viterbi decoding algorithm. One remarkable exception is a new class of codes called Turbo codes. This class of codes was introduced in 1993 by Berrou, Glavieux and Thitimajshima [l] . In this paper the authors describe an encoding device consisting of two convolutional codes concatenated by a large 'interleaver'. The remarkable property is the fact that the encod.ing device performs near the channel capacity computed by Shannon and that the transmitted code words can be decoded with a simple iterative scheme.
A closer systems theoretic examination reveals that Turbo codes are equivalent to convolutional codes having complexity proportional to the interleaver size. An interleaver size of 50,000 is typical.
Turbo codes are currently under intense investigation and the recent paper [17] lists 43 papers and reports on Turbo codes which all were published in the last 4 years.
Despite this large eiRort it is our belief that a systems theoretic invesitigation of Turbo codes would be a worthwhile task. Indeed the fundamental question mentioned in [17] if the original decoding scheme presented in [l] necessarily converges to the optimal solution seems to be unresolved. Note that the matrix appearing above takes the place of the usual sliding block matrix as it can be found in the coding theory literature (see e.g. [9] ...
...
Furthermore, let D be any (n -k ) x IC matrix over 
is a Vandermond matrix. By examining (9), one can see that (10) being Vandermond implies the following: for all code words U(.) E C with y = deg(v(z)) < c2, we must have Ham(w(2)) > 6.
For the case when deg(v(z)) 2 c2 we note that the observability of the pair ( A , C ) implies that the input and output of (6) has weight greater than 6.
In summary, the key steps for being able to construct codes with a designed distance 6 for systems of the form (6) are that any choice of 6 -1 columns of (9) must be linearly independent. For the complete proof of Theorem 5.2 we refer the reader to [19] .
As in the classical Reed Solomon construction we will have to impose the restrictive assumption that the number of field elements q is larger than k(c2 + 1). If this assumption is not satisfied it is again possible to work over an extension field and to construct in this way 'BCH convolutional codes'. Details of this construction can be found in [22] .
