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EULER CHARACTERISTICS OF DIFFERENTIAL
EQUATIONS AND SPECTRAL CURVES
KAZUKI HIROE
Abstract. We show a coincidence of Euler characteristics of a differen-
tial equation with irregular singularities on a compact Riemann surface
and the associated spectral curve which is recently called irregular spec-
tral curve. Also we present a comparison of local invariants, so called
Milnor formula which links the Komatsu-Malgrange irregularity of the
differential equation and the Milnor number of the spectral curve.
Introduction
This paper presents a numerical comparison between cohomology groups
of a differential equation with irregular singularities on a Riemann surface
and those of associated spectral curve which is sometimes called an irregular
spectral curve.
A main result in this paper is the following. We consider a differential
equation
dw = Aw
where A is a square matrix of size n whose entries are meromorphic 1-forms
on a compact Riemann surface X of genus g. In particular this differ-
ential equation is allowed to have several regular/irregular singular points
a1, a1, . . . , ak on X. Then we can define a divisor on the cotangent bundle
T ∗X as the zero locus of the characteristic polynomial
det(yIn −A)
and this is called spectral curve CA. Singular points appear as poles of A
and the zero locus of the characteristic polynomial will pass through the
line at infinity y =∞. Thus it is natural to consider the spectral curve as a
divisor on a compactified cotangent bundle T ∗X . Let us assume one of the
following conditions is satisfied at each singular points a1, a2, . . . , ak.
(1) The Hukuhara-Turrittin-Levelt normal form of the germ Aai of A at
ai is multiplicity free (see Definition 3.2).
(2) The germ Aai is regular semisimple over C[[zai ]] (see Definition 3.9).
Then we can show the following coincidence of the index of rigidity of the
differential equation and the Euler characteristic of the spectral curve.
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Theorem 0.1 (Theorem 4.5, Corollary 4.6). Let ∇A be the algebraic con-
nection defined by the differential equation dw = Aw. Suppose that CA is
integral and irreducible. Moreover suppose that CA is smooth on T
∗X. Then
the index of rigidity rig (∇A) of ∇A and the Euler characteristic χ(C˜A) of
the normalization C˜A of CA coincide with each other, i.e.,
rig(∇A) = χ(C˜A).
Moreover assume that ∇A is irreducible. Then we have the numerical coin-
cidences of cohomology groups,
hidR(X, j!∗(End∇A)) = h
i(C˜A,C), i = 0, 1, 2.
Here hi(∗) := dimCH
i(∗).
This fact has been known by Kamimoto [13] and Oshima [25] for Fuchsian
differential equations on P1.
Let us look at the equation
h1dR(X, j!∗(End∇A)) = h
1(C˜A,C)
in our main theorem. This can be seen as an analogy of the well-known
fact on the infinitesimal deformations of a holomorphic Higgs bundle: the
genus of the corresponding spectral curve is equal to half of the dimension
of the space of the infinitesimal deformations, see [11] and [24]. That is to
say, cohomology group H1dR(X, j!∗(End∇A)) is known to be identified with
the space of isotipical infinitesimal deformations of ∇A by THEOREM 4.10
in [5] and also see Lemma 4.7 in [1]. Here the isotipical deformation means
the deformation of ∇A under the condition that the HTL-normal forms at
ai, i = 1, 2, . . . , k are kept fixed. Thus we may say that the main theo-
rem gives an analogy of the fact for holomorphic Higgs bundles to irregular
meromorphic connections following the philosophy of the nonabelian Hodge
correspondence [27], [4].
On the other hand, it has been known a similar comparison of Euler
characteristics of differential equations and another geometric counterparts,
ℓ-adic sheaves by Katz in [15], [16]. Furthermore, he pointed out a similarity
between local properties, namely, the singularities of differential equations
and the ramifications of local Galois actions on ℓ-adic sheaves. He gave a
table of analogies in [14]. Even in our case, we have obtained a following
local comparison theorem in the process of showing our main theorem. As
we saw, the spectral curve CA had intersections with the line at infinity
X∞ = T ∗X\T
∗X at ∞ai = (∞, ai), i = 1, 2, . . . , k and these intersection
points may have singularities resulting from the irregular singularities of the
corresponding differential equations. These singularities of irregular spectral
curves are discussed also in [19] and [28]. Then we can show that the Mil-
nor number of CA at ∞ai can be computed from the Komatsu-Malgrange
irregularity of the corresponding local differential module MAai as follows.
Theorem 0.2 (Theorem 4.3). The Milnor number of CA at ∞ai for each
i = 1, 2, . . . , k is
µ(CA)∞ai = −δ(EndC({zai})(MAai ))− rCAai
+ 2(n − 1)(CA,X∞)∞ai + 1.
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Here (C,C ′)∞a is the intersection number of divisors C,C
′ at ∞a, rCAai
is the number of branches of the germ CAai and
δ(EndC({z})(MAa)) = rankEndC({za})(MAa) + Irr(EndC({za})(MAa))
− dimCHomC((za))(EndC((za))(M˜Aa),C((za)))
hor.
By using the δ-invariant of a singularity of a plane curve germ, this formula
can be written in a simpler form.
Corollary 0.3 (Remark 4.4).
2δ(CAa)− 2(n − 1)(CA,X∞)∞a = −δ(EndC({z})(MAa)).
In Katz’ table of analogies [14], the irregularity of a differential equation
corresponds to the swan conductor of the local Galois action on an ℓ-adic
sheaf. On the arithmetic geometry side, the comparison formula of the
swan conductor and the Milnor number has been studied, which is called
Deligne’s Milnor formula, see [6]. Our formula might be seen as a variant of
this Milnor formula if we follow Katz’ table.
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1. Spectral curves of differential equations
1.1. Compactified cotangent bundle on a Riemann surface. Let X
be a compact Riemann surface of genus g and consider a compactification
of T ∗X defined by
T ∗X := P(OX ⊕ T
∗X)
which is the projective bundle of the vector bundle OX ⊕ T
∗X. The com-
plement of T ∗X is denoted by X∞ := T ∗X\T
∗X. The natural projection
π : T ∗X → X
enables us to regard this surface as a ruled surface. Thus the Neron-Severi
group NST ∗X := PicT ∗X/Pic 0T ∗X is generated by X0, the zero section
of T ∗X and a fiber f , namely,
NST ∗X ∼= ZX0 ⊕ Zf.
This lattice has the Z-bilinear form determined by the intersection numbers
of generators,
(X0, f) = 1, (f, f) = 0, (X0,X0) = −deg T
∗X = 2g − 2.
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1.2. Spectral curve of differential equation. Let
D := {a1, a2, . . . , ap} ⊂ X
be a finite set. We consider a differential equation with poles on D,
dw = Aw
where A ∈ M(n,ΩX(∗D)(X)). We may assume that the set of all poles of
A is exactly D. To this differential equation, we shall associate a divisor on
T ∗X in an explicit way as follows.
First let us take a complex atlas {(Ui, zi)}i=1,2,...,k of X with an open
covering X =
⋃k
i=1 Ui and local coordinates zi : Ui → C. On this local
coordinate system the canonical 1-form θ ∈ ΩT ∗X(T
∗X) can be expressed
as θ = ηidzi with the fiber coordinate ηi of T
∗X on Ui for i = 1, 2, . . . , k.
Then the canonical 1-form θ extends to the meromorphic 1-form θ¯ on T ∗X
of the form
θ¯ =
ηi
ζi
dzi, i = 1, 2, . . . , k,
where [ζi : ηi] ∈ P1 is the fiber coordinate of T ∗X = P(OX ⊕ T ∗X) on Ui.
Let us denote the trivialization of A on Ui by A = Ai(zi)dzi, Ai(zi) ∈
M(n,C(zi)). Then the pullback π∗A by the projection π : T ∗X → X can be
written in the same form
π∗A([ζi : ηi], zi) = Ai(zi)dzi
on π−1(Ui) ∼= Pi × Ui.
Then det
(
ηi
ζi
In −Ai(zi)
)
gives an meromorphic function of π−1(Ui) for
each i = 1, 2, . . . , k. Since the compatibility follows immediately from the
definition, the collection{(
π−1(Ui), det
(
ηi
ζi
In −Ai
))}
i=1,2,...,k
defines a Cartier divisor on T ∗X. The corresponding Weil divisor is the
spectral curve of the differential equation dw = Aw and denoted by
CA ⊂ T ∗X.
Remark 1.1. Spectral curves are usually defined as characteristic polyno-
mials of Higgs bundles, though we have constructed them from differential
equations as above. These two constructions of spectral curves can be linked
through the notion of lambda connections.
For λ ∈ C, ∇λ := λd−A defines a lambda connection on the trivial bundle
O⊕nX , i.e., a C-linear map
∇λ : O
⊕n
X → O
⊕n
X ⊗ ΩX(∗D)
satisfying
∇λ(fv) = λdf ⊗ v + f ⊗∇λv
for f ∈ OX , v ∈ O
⊕n
X . Then the spectral curve CA defined above is nothing
but that of the Higgs bundle (O⊕nX ,∇0). This is so called irregular Higgs
bundle which has been studied by several researchers, [4], [8], [19], [23] and
so on.
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1.3. Arithmetic genus of spectral curve. We denote the divisor class of
the spectral curve CA by the same notation. The arithmetic genus ga(CA)
of CA can be obtained by the genus formula
ga(CA) =
1
2
(CA, CA +KT ∗X) + 1.
Our complex surface T ∗X is a ruled surface of which the Neron-Severi group
is well-understood. Thus standard argument enables us to examine the
explicit value of ga(CA), see V.2 in [9] and [8] for example.
Let us first determine the coefficients a, b in the expression CA = aX0 +
bf ∈ NST ∗X . Since the projection π|CA : CA → X is of degree n, we have
(CA, f) = n.
Thus
n = (CA, f) = (aX0 + bf, f) = a.
Next we note that (X∞,X0) = 0 and (X∞, f) = 1. This shows that
b = (nX0 + bf)X∞ = (CA,X∞)
and we have
CA = nX0 + (CA,X∞)f ∈ NST ∗X.
Also note that
KT ∗X = −2X0 + (2g − 2 + degT
∗X)f = −2X0 + (4g − 4)f.
Finally, the genus formula leads us to
ga(CA) =
1
2
(nX0 + (CA,X∞)f, (n− 2)X0 + ((CA,X∞) + 4g − 4)f) + 1
=
1
2
(n2(2g − 2) + (2n − 2)(CA,X∞)) + 1.
(1)
2. Local formal theory on differential equations
Here we recall the Hukuhara-Turrittin-Levelt theory on local structure of
differential equations and the notion of irregularity introduced by Komatsu
[18] and Malgrange [21].
2.1. Differential modules over differential fields. First let us fix no-
tation. Let C[[z]] and C((z)) denote the ring of formal power series and the
field of formal Laurent series respectively. Similarly C{z} and C({z}) de-
note the ring of convergent power series and the field of convergent Laurent
series. Let P :=
⋃
s∈Z>0
C((z
1
s )) be the filed of Puiseux series. Also Pconv
denote the field of convergent Puiseux series. Set P+ :=
⋃
s∈Z>0
C[[z
1
s ]]
P− :=
⋃
s∈Z>0
z−
1
sC[z−
1
s ]. Then we can decompose
P = P− ⊕ P+.
The order of f(z) =
∑
r∈Q arz
r is the number
ordf(z) := min{r ∈ Q | ar 6= 0}.
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Similarly, the order of Puiseux series G(z) =
∑
r∈QGrz
r ∈ P ⊗C M(n,C)
with matrix coefficients is defined by ord G(z) := min{r ∈ Q | Gr 6= 0n}
where 0n is the zero matrix of size n.
Let K be one of the following fields: C((z)), C({z}), C((z
1
s )), C({z
1
s }), P and
Pconv. A differential module M over K is a K-module with the derivation
∇M ∈ EndC(M) satisfying the Leibniz rule ∇M(km) =
d
dz
k ·m+ k · ∇Mm
for k ∈ K and m ∈M . Suppose thatM is finite of rank n over K and choose
a basis e = {e1, e2, . . . , en}. Then the matrix G =
t(gi,j)1≤i,j≤n defined by
∇Mei =
n∑
j=1
gi,jej
gives the matrix form of ∇M ∈ EndC(M), that is
d
dz
−G ∈ EndC(K
⊕n).
We call G the matrix of ∇M with respect to e. Conversely, G ∈ M(n,K)
defines a differential moduleMG := K
⊕n with the derivation ∇MG :=
d
dz
−G.
For two matrices G, G′ of M , there exists a base change matrix X ∈
GL(n,K) and we have
G′ = XGX−1 +
(
d
dz
X
)
X−1.
Let us recall some operations on finite differential modules. For differen-
tial modules M and M ′, the direct product M ⊕M ′ is naturally defined as
K-modules equipped with the derivation
∇M⊕M ′(m+m
′) := ∇Mm+∇M ′m
′ (m ∈M, n′ ∈M ′).
Also we can define the tensor product M ⊗K M
′ with the derivation
∇M⊗KM ′(m⊗m
′) := ∇Mm⊗m
′ +m⊗∇M ′m
′ (m ∈M, n′ ∈M ′).
The dual module of M is M∗ := HomK(M,K) with the derivation ∇M∗
satisfying the following. If G is the matrix of ∇M with respect to a basis e,
then −tG is the matrix of ∇M∗ with respect to the dual basis f of e.
The identification
HomK(M,M
′) ∼=M∗ ⊗K M
induces the differential module structure on HomK(M,M
′).
2.2. Hukuhara-Turrittin-Levelt normal forms. We shall review the
Hukuhara-Turrittin-Levelt theory which gives a formal classification of local
differential equations. We use the notation
diag(A1, A2, . . . , Ak)
which stands for a block diagonal matrix with the diagonal entries Ai ∈
M(ni,K). Recall that the substitution ξ : f(z) 7→ f(e
2piiz) for f(z) ∈ C((z
1
s ))
generates the Galois group
Gal(C((z
1
s ))/C((z))) ∼= µs
where µs is the cyclic group which consists of sth roots of 1 in C.
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Definition 2.1 (HTL cell). Take q(z) ∈ P− and set r = min{s ∈ Z>0 |
q(z) ∈ z−
1
sC[z−
1
s ]}. Then the elementary Hukuhara-Turrittin-Levelt cell
Eq(z),R for the above q(z) and R ∈M(n,C) is
Eq(z),R :=
diag
(
q(z)In +R, ξ(q)(z)In +R, . . . , ξ
r−1(q)(z)In +R
)
z−1
∈M(rn,C((z
1
r )))
Here we call the integers n and r multiplicity and ramification index of
Eq(z),R respectively.
Definition 2.2 (HTL normal form). A Hukuhara-Turrittin-Levelt normal
form is a matrix
diag(Eq1(z),R1 , . . . , Eqm(z),Rm)
with elementary HTL cells Eqi(z),R for i = 1, 2, . . . ,m such that
Gal(P/C((z))) · qi(z) ∩Gal(P/C((z))) · qj(z) = ∅, if i 6= j.
Theorem 2.3 (Hukuhara-Turrittin-Levelt, [12], [29], [20]). Let M be a dif-
ferential module over C({z}) of rank n and M˜ := C((z)) ⊗C({z}) M the for-
malization of M . Then there exists an HTL normal form
diag(Eq1(z),R1 , . . . , Eqm(z),Rm)
as a matrix ofM := P⊗C((z))M˜ with respect to a suitable basis. Furthermore,
if two differential modules M and M ′ over C({z}) share a same HTL normal
form, then M˜ ∼= M˜ ′.
The HTL normal form induces the following decomposition of M .
Theorem 2.4 (see (7.15) in [2] and COROLLARY 3.3 in [26]). We use
the same notation as in Theorem 2.3. There exists a differential module
MEqi(z),Ri over C({z}) whose HTL normal form is Eqi(z),Ri for each i =
1, 2, . . . ,m and we have a decomposition
M˜ ∼=
m⊕
i=1
˜MEqi(z),Ri
as differential modules over C((z)).
2.3. Komatsu-Malgrange irregularity. Let us recall that the index of a
C-linear endmorphism Φ is
χ(Φ) := dimCKerΦ− dimCCoker Φ.
The Komatsu-Malgrange irregularity is an analytic invariant of local differ-
ential equations defined as follows.
Definition 2.5 (Komatsu-Malgrange irregularity). Let M be a finite dif-
ferential module over C({z}) and M˜ := C((z))⊗C({z}) M its formalization.
Then the Komatsu-Malgrange irregularity of M is
Irr(M) := χ(∇
M˜
)− χ(∇M ).
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If M has the HTL-normal form
diag(Eq1(z),R1 , . . . , Eqm(z),Rm),
then it is known that the Komatsu-Malgrange irregularity is
Irr(M) = −
m∑
i=1
ri−1∑
j=0
ord ξj(qi)(z) = −
m∑
i=1
ri ord qi(z).
Here ri are ramification indices of Eqi(z),Ri for i = 1, 2, . . . ,m.
3. Local comparison: Milnor formula
In this section we deal with a local differential module and define its
characteristic polynomial with respect to a fixed basis. The zero locus of
this characteristic polynomial may have a singularity at infinity which cor-
responds to the irregular singularity of the differential module. We shall
compare these singularities and obtain a comparison formula between the
irregularity of differential module and the Milnor number of the character-
istic polynomial.
3.1. Hukuhara-Turrittin-Levelt normal form and decomposition of
characteristic polynomial.
Definition 3.1 (characteristic polynomial). Let us consider a finite differ-
ential module M over C({z}) of rank n. Fix a matrix G ∈ M(n,C({z})) of
M with respect to a basis e. Then the characteristic polynomial of M with
respect to e is
det(yIn −G) ∈ C({z})[y].
The characteristic polynomial may have a singularity at (y, z) = (∞, 0).
We shall see that the HTL normal form of M have some information on the
singularity.
Definition 3.2 (multiplicity free HTL normal form). An HTL normal form
diag(Eq1(z),R1 , . . . , Eqm(z),Rm)
is said to be multiplicity free when all HTL cells Eqi(z),Ri , i = 1, 2, . . . ,m,
are multiplicity one, namely, Ri ∈M(1,C) for all i = 1, 2, . . . ,m.
Proposition 3.3. Let M be a differential module over C({z}) of rank n and
fix a matrix G ∈M(n,C({z})) of M .
Suppose that the M has the multiplicity free HTL normal form
diag(Eq1(z),R1 , . . . , Eqm(z),Rm).
Then the characteristic polynomial det (yIn −G) ∈ C({z})[y] decomposes as
follows,
det (yIn −G) =
m∏
i=1
ri−1∏
j=0
(
y −
q˜[i,j](z)
z
)
.
Here q˜[i,j](z) ∈ P
conv satisfies that
pr−(q˜[i,j](z)) = ξ
j(qi)(z)
for each i = 1, 2, . . . ,m, j = 0, 1, . . . , ri − 1, and pr
− : P → P− is the
projection along the decomposition P = P− ⊕ P+.
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Proof. For qi(z), i = 1, 2, . . . ,m, define
Eoqi(z) := diag
(
qi(z), ξ(qi)(z), . . . , ξ
ri−1(qi)(z)
)
z−1 ∈M(ri,C((z
1
ri ))).
Then the multiplicity free condition leads to
diag(Eq1(z),R1 , . . . , Eqm(z),Rm) ≡ diag(E
o
q1(z)
, . . . , Eoqm(z)) (modz
−1C[[z
1
s ]]).
Here s := lcm{r1, r2, . . . , rm}. Thus there exists X ∈ GL(n,C((z
1
s ))) such
that
XGX−1 +
(
d
dz
X
)
X−1 ≡ diag(Eoq1(z), . . . , E
o
qm(z)
) (modz−1C[[z
1
s ]]).
Since ord
(
d
dz
X
)
X−1 ≥ −1, we have
XGX−1 ≡ diag(Eoq1(z), . . . , E
o
qm(z)
) (modz−1C[[z
1
s ]]).
Note that all the entries ξi(qj)(z) in diag(E
o
q1(z)
, . . . , Eo
qm(z)
) are mutually
different. Thus applying the Lemma 3.4 below repeatedly, we can find X ′ ∈
GL(n,C((z
1
s ))) so that X ′XG(X ′X)−1 is a diagonal matrix and
X ′XG(X ′X)−1 ≡ diag(Eoq1(z), . . . , E
o
qm(z)
) (modz−1C[[z
1
s ]]).
This leads us to the decomposition
(2) det (yIn −G) =
m∏
i=1
ri−1∏
j=0
(
y −
q˜[i,j](z)
z
)
with q˜[i,j](z) ∈ C((z
1
s )) satisfying
q˜[i,j](z) ≡ ξ
j(qi)(z) (mod C[[z
1
s ]])
for each i = 1, 2, . . . ,m, j = 0, 1, . . . , ri − 1. Since the field P
conv is al-
gebraically closed, the equation (2) coincides with the decomposition in
Pconv[y]. Thus the formal Puiseux series q˜[i,j](z) should be convergent power
series. 
The following lemma is just a slight modification of the standard and
well-known argument in the local formal theory of differential equations, so
called the splitting lemma, see Lemma 3 in the section 3.2 in [3] for example.
Lemma 3.4. Let us consider A(t) = tr
∑∞
i=0Ait
i ∈ M(n,C((t))) and sup-
pose that A0 = diag(A
11
0 , A
22
0 ) ∈ M(n,C) with A
jj
0 ∈ M(nj ,C), j = 1, 2,
and the sets of eigenvalues of A110 and A
22
0 respectively are disjoint. Then
there exists
T (z) =
(
In1 T12(t)
T21(z) In2
)
, Tjk(t) =
∞∑
i=1
T jki t
i, j, k = 1, 2
such that
T (t)A(t)T−1(t) =
(
B11(t) 0
0 B22(t)
)
where Bjj(t) = t
r
∑∞
i=0B
jj
i t
i ∈M(nj ,C((t))) with B
jj
0 = A
jj
0 , j = 1, 2.
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Proof. The proof is almost the same as that of the splitting lemma in the
local theory of differential equations.
Let us write
A(t) =
(
A11(t) A12(t)
A21(t) A22(t)
)
,
where Ajk(t) = t
r
∑∞
i=0A
jk
i t
i ∈ M(nj × nk,C((t))), j, k = 1, 2. Then the
equation
T (t)A(t) =
(
B11(t) 0
0 B22(t)
)
T (t)
is equivalent to
Bjj(t) = Ajj(t) + Tjk(t)Akj(t)
Ajk(t) + Tjk(t)Akk(t) = Bjj(t)Tjk(t)
for 1 ≤ j 6= k ≤ 2. Comparing the coefficients of the powers of t on both
sides, we have
T jkn A
kk
0 −A
jj
0 T
jk
n =
n−1∑
µ=1
(Ajjn−µT
jk
µ − T
jk
µ A
kk
n−µ)
−
n−2∑
ν=1
T jkν
n−ν−1∑
µ=1
Akjn−µ−νT
jk
µ +A
jk
n
for n ≥ 1. Recall that the equation
TA220 −A
11
0 T = C
for a given C ∈ M(n1 × n2,C) has the unique solution T ∈ M(n1 × n2,C)
since the sets of eigenvalues of A110 and A
22
0 respectively are disjoint, see
Lemma 24 of the section A.1 in [3] for example. Thus the above equations
determine T jkn , n = 1, 2, . . . , inductively. 
Since the HTL normal form is multiplicity free, the decomposition in
Theorem 2.4
M˜ ∼=
m⊕
i=1
˜MEqi(z),Ri
is the irreducible decomposition. Correspondingly, the following proposition
shows that the decomposition in Proposition 3.3 is the irreducible decom-
position with the irreducible components
ri−1∏
j=0
(
y −
q˜[i,j](z)
z
)
∈ C({z})[y], i = 1, 2, . . . ,m.
Proposition 3.5. We use the same notation as in Proposition 3.3. The
Galois orbit of q˜[i,j](z) ∈ P
conv is
Gal(P/C((z))) · q˜[i,j](z) = {q[i,0](z), q[i,1](z), . . . , q[i,ri−1](z)}
= {q˜[i,0](z), ξ(q˜[i,0])(z), . . . , ξ
ri−1(q˜[i,0])(z)}
for each i = 1, 2, . . . ,m, j = 0, 1, . . . , ri−1. In particular q˜[i,j](z) ∈ C({z
1
ri }).
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Proof. The decomposition
det (yIn −G) =
m∏
i=1
ri−1∏
j=0
(
y −
q˜[i,j](z)
z
)
∈ C({z})[y]
tells us that
Gal(P/C((z))) · q˜[i,j](z) ⊂ {q˜[k,l](z) | k = 1, 2, . . . ,m, l = 0, 1, . . . , rk}.
Let pr− : P → P− be the projection along the decomposition P = P−⊕P+.
Since pr− is compatible with the Galois action, we have
pr−
(
Gal(P/C((z))) · q˜[i,j](z)
)
= Gal(P/C((z))) · ξj(qi)(z)
= Gal(P/C((z))) · qi(z).
The restriction
p˜r− := pr− |{q˜[k,l](z)|k=1,2,...,m, l=0,1,...,rk}
is a bijection onto {ξl(qk)(z) | k = 1, 2, . . . ,m, l = 0, 1, . . . , rk}. Thus we
have
Gal(P/C((z))) · q˜[i,j](z) = (p˜r
−)−1 (Gal(P/C((z))) · qi(z))
= {q[i,0](z), q[i,1](z), . . . , q[i,ri−1](z)}
= {q˜[i,0](z), ξ(q˜[i,0])(z), . . . , ξ
ri−1(q˜[i,0])(z)}.

3.2. Milnor formula. By Proposition 3.5 , the decomposition in Proposi-
tion 3.3 can be rewritten as follows,
det (yIn −G) =
m∏
i=1
ri−1∏
j=0
(
y −
ξj(q˜i)(z)
z
)
,
where q˜i(z) ∈ C({z
1
ri }) and
pr−(q˜i(z)) = (qi)(z)
for i = 1, 2, . . . ,m. Moreover this is the irreducible decomposition with the
irreducible components
ri−1∏
j=0
(
y −
ξj(q˜i)(z)
z
)
∈ C({z})[y].
We now investigate the singularity of the zero locus of each irreducible
components at (y, z) = (∞, 0). To be more precise, let us put y = η
ζ
and
consider the homogenized polynomial
ri−1∏
j=0
(
η −
ξj(q˜i)(z)
z
ζ
)
.
The restriction to η = 1 gives
ri−1∏
j=0
(
1−
ξj(q˜i)(z)
z
ζ
)
=
ri−1∏
j=0
(
−
ξj(q˜i)(z)
z
)
·
ri−1∏
j=0
(
ζ −
z
ξj(q˜i)(z)
)
.
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Suppose that ord q˜i(z)
z
< 0. Then
ri−1∏
j=0
(
−
ξj(q˜i)(z)
z
)
|z=0 6= 0 and
z
ξj(q˜i)(z)
∈ C({z}) ∩ C[[z]],
and the zero locus of
ri−1∏
j=0
(
ζ −
z
ξj(q˜i)(z)
)
defines the plane curve germ Cq˜i at (ζ, z) = (0, 0) where ζ :=
1
y
.
Let us set
−
pi
ri
:= ord qi(z), i = 1, 2, . . . ,m.
Proposition 3.6. Let us fix i 6= j ∈ {1, 2, . . . ,m} such that ord q˜i(z)
z
< 0
and ord
q˜j(z)
z
< 0. Then the intersection number of Cq˜i and Cq˜j is
(Cq˜i , Cq˜j ) = pirj + pjri + rirj − Irr(HomC({z})(MEqi,Ri ,MEqj ,Rj )).
Proof. Since the plane curve germ Cq˜i is parametrized by z(t) = t
ri , ζ(t) =
tri
q˜i(tri )
and the germ Cq˜j is defined by
∏rj
k=1
(
ζ − z
ξk(q˜j)(z)
)
= 0. Then the
intersection number of them is computed as follows, see 1.2 in [30] for ex-
ample.
(Cq˜i , Cq˜j ) = ord t
rj∏
k=1
(
ζ(t)−
tri
ξk(q˜j)(tri)
)
= riord z
rj∏
k=1
(
z
q˜i(z)
−
z
ξk(q˜j)(z)
)
= riord z
rj∏
k=1
(
1
q˜i(z)
−
1
ξk(q˜j)(z)
)
+ rirj
= riord z
rj∏
k=1
(
ξk(q˜j)(z) − q˜i(z)
q˜i(z)ξk(q˜j)(z)
)
+ rirj
= riord z
rj∏
k=1
(
ξk(q˜j)(z)− q˜i(z)
)
+ pirj + pjri + rirj
= pirj + pjri + rirj − Irr(HomC({z})(MEqi,Ri ,MEqj ,Rj )).

Proposition 3.7. Let us fix an i ∈ {1, 2, . . . ,m} and suppose that ord q˜i(z)
z
<
0. Then the Milnor number of the germ Cq˜i is
µ(Cq˜i) = (2pi + ri − 1)(ri − 1)− Irr
(
EndC({z})(MEqi,Ri )
)
.
Proof. Set Fi(ζ, z) :=
∏ri
k=1
(
ζ − z
ξk(q˜i)(z)
)
. Then the germ Cq˜i is defined by
Fi = 0. Then the Milnor number can be obtained by
µ(Cq˜i) = (Fi,
∂
∂ζ
Fj) + 1− (Fj , z).
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We refer to COROLLARY 7.16 and THEOREM 7.18 in [10] for this fact.
If we note that
∂
∂ζ
Fi =
ri∑
k=1
∏
1≤l≤ri
l 6=k
(ζ −
z
ξl(q˜i)(z)
), then
(Fi,
∂
∂ζ
Fj) = ord z
∏
1≤l,k≤ri
l 6=k
(
z
ξk(q˜i)(z)
−
z
ξl(q˜i)(z)
)
= ord z
∏
1≤l,k≤ri
l 6=k
(
ξl(q˜i)(z)− ξ
k(q˜i)(z)
)
+ ri(ri − 1) + 2pi(ri − 1)
= −Irr
(
EndC({z})(MEqi,Ri )
)
.
Also we have (Fj , z) = ri. Thus combining these equations, we have
µ(Cq˜i) = (2pi + ri)(ri − 1)− Irr
(
EndC({z})(MEqi,Ri )
)
+ 1− ri
= (2pi + ri − 1)(ri − 1)− Irr
(
EndC({z})(MEqi,Ri )
)
.

Now we compute the Milnor number of the zero locus of the characteristic
polynomial det(yIn −G) at (y, z) = (∞, 0) as follows. Let us suppose that
M has a singularity at z = 0. Then G has a pole at z = 0 and the zero locus
of the homogenization of the characteristic polynomial
ζndet
(
η
ζ
In −G
)
pass through the point ([ζ : η], z) = ([0 : 1], 0). Let us denote the zero locus
by CG and the Milnor number of CG at ([ζ : η], z) = ([0 : 1], 0) by µ(CG)∞.
Theorem 3.8 (Milnor formula). Let us take a differential module M over
C({z}) of rank n and a matrix G of M as in Proposition 3.3. Suppose
that M has a singularity at z = 0. Then the Milnor number of CG at
([ζ : η], z) = ([0 : 1], 0) is
µ(CG)∞ = −n
2 − Irr(EndC({z})(M)) + 2(n − 1)(CG, ζ)∞ + (m− rCG) + 1.
Here rCG is the number of branches of the germ of CG at ([ζ : η], z) = ([0 :
1], 0) and (CG, ζ)∞ is the intersection number of CG and ζ at ([ζ : η], z) =
([0 : 1], 0).
Proof. First we assume that ord q˜i(z)
z
< 0 for all i = 1, 2, . . . ,m. Then the
decomposition in Proposition 3.3 shows that the homogenized characteristic
polynomial
ζndet
(
η
ζ
In −G
)
=
m∏
i=1

ri−1∏
j=0
(
−
ξj(q˜i)(z)
z
)
·
ri−1∏
j=0
(
ζ −
z
ξj(q˜i)(z)
η
)
defines a reduced plane curve germ CG at ([ζ : η], z) = ([0 : 1], 0) with
branches Cq˜i , i = 1, 2, . . . ,m. Then by Propositions 3.6 and 3.7, the Milnor
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number of CG is
µ(CG)∞ =
m∑
i=1
µ(Cq˜i) + 2
∑
1≤j<k≤m
(Cq˜j , Cq˜k)− rCG + 1
= −
∑
1≤i,j≤m
Irr(HomC({z})(MEqi(z),Ri ,MEqj (z),Rj ))
+
m∑
i=1
(2pi + ri − 1)(ri − 1) + 2
∑
1≤j<k≤m
(pjrk + pkrj + rjrk)
−m+ 1
= −Irr(EndC({z})(M)) +
k∑
i=1
(2piri + riri − 2(pi + ri)) +m
+ 2
∑
1≤j<k≤m
(pjrk + pkrj + rjrk)−m+ 1
= −Irr(EndC({z})(M)) + 2
m∑
i=1
pi
m∑
i=1
ri +
m∑
i=1
ri
m∑
i=1
ri
− 2
m∑
i=1
(pi + ri) + 1.
Now let us note that n =
∑m
i=1 ri and
(CG, ζ) =
m∑
i=1
(Fi, ζ) =
m∑
i=1
ord t
tri
q˜i(tri)
=
m∑
i=1
(pi + ri).
Then we have
µ(CG)∞ = −Irr(EndC({z})(M)) + 2
m∑
i=1
(pi + ri − ri)n+ n
2
− 2
m∑
i=1
(pi + ri) + 1
= −Irr(EndC({z})(M)) + 2(n− 1)
m∑
i=1
(pi + ri)− n
2 + 1
= −n2 − Irr(EndC({z})(M)) + 2(n − 1)(CG, ζ) + 1.
On the other hand, let us assume that there exists i ∈ {1, 2, . . . ,m} such
that ord q˜i(z)
z
≥ 0. Then pr−(q˜i(z)) = qi(z) must be 0 and ord
q˜j(z)
z
< 0 for
the other j ∈ {1, 2, . . . ,m}\{i} because qj(z) 6= 0 by the definition of HTL
normal forms. We may put i = m by permuting the indices if necessary.
Let us note that m ≥ 2 in this case. If m = 1, then q˜m(z)
z
= G. Hence G
has no pole at z = 0 and M has no singularity at z = 0.
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In a way similar to the above argument, we can show that
µ(CG)∞ =
m−1∑
i=1
µ(Cq˜i) + 2
∑
1≤j<k≤m−1
(Cq˜j , Cq˜k)− rCG + 1
= −
∑
1≤i,j≤m−1
Irr(HomC({z})(MEqi(z),Ri ,MEqj (z),Rj ))
+ 2
m−1∑
i=1
pi
m−1∑
i=1
ri +
m−1∑
i=1
ri
m−1∑
i=1
ri − 2
m−1∑
i=1
(pi + ri) + 1.
Now let us notice that
Irr(EndC({z})(M)) =
∑
1≤i,j≤m−1
Irr(HomC({z})(MEqi(z),Ri ,MEqj (z),Rj ))
+ 2
m−1∑
i=1
Irr(HomC({z})(MEqm(z),Rm ,MEqi(z),Ri ))
+ Irr(EndC({z})(MEqm(z),Rm ))
=
∑
1≤i,j≤m−1
Irr(HomC({z})(MEqi(z),Ri ,MEqj (z),Rj ))
+ 2
m−1∑
i=1
pi,
m∑
i=1
ri
m∑
i=1
ri =
m−1∑
i=1
ri
m−1∑
i=1
ri + 2
m−1∑
i=1
ri + 1
=
m−1∑
i=1
ri
m−1∑
i=1
ri + 2(n − 1) + 1,
m∑
i=1
(pi + ri) =
m−1∑
i=1
(pi + ri) + 1,
(CG, ζ)∞ =
m−1∑
i=1
(pi + ri) =
m∑
i=1
(pi + ri)− 1,
where we use the fact pm = 0 and rm = 1. Then it follows that
µ(CG)∞ = −Irr(EndC({z})(M) + 2
m∑
i=1
pi
m∑
i=1
ri +
m∑
i=1
ri
m∑
i=1
ri
− 2
m∑
i=1
(pi + ri)− 2(n− 1) + 2
= −n2 − Irr(EndC({z})(M)) + 2(n − 1)(CG, ζ)∞ + 2
= −n2 − Irr(EndC({z})(M)) + 2(n − 1)(CG, ζ)∞ + (m− rCG) + 1.

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3.3. Regular semisimple over C[[z]]. In order to decompose the character-
istic polynomial in accordance with the HTL normal form of the correspond-
ing differential module, we have assumed the multiplicity free condition in
Proposition 3.3. We now discuss another condition which we call regular
semisimplicity over C[[z]] and see that the previous argument is also valid
under this condition.
Definition 3.9. Let us consider a differential moduleM over C({z}) of rank
n with a matrix G. If there exists X ∈ GL(n,C[[z]]) such that
XGX−1 +
(
d
dz
X
)
X−1 = diag(q1(z), q2(z), . . . , qn(z))z
−1
with mutually different polynomials qi(z) ∈ C[z−1] of z−1, i = 1, 2, . . . , n,
then we say that G is regular semisimple over C[[z]] with the HTL normal
form diag(q1(z), q2(z), . . . , qn(z))z
−1.
Proposition 3.10. Let M be a differential module over C({z}) of rank n
and fix a matrix G ∈M(n,C({z})) of M .
Suppose that G is regular semisimple over C[[z]] with the HTL normal
form
diag(q1(z), q2(z), . . . , qn(z))z
−1.
Then the characteristic polynomial det (yIn −G) ∈ C({z})[y] decomposes
as follows,
det (yIn −G) =
∏
i=1
(
y −
q˜i(z)
z
)
.
Here q˜i(z) ∈ C({z}) satisfies that
pr≤0(q˜i(z)) = qi(z)
for each i = 1, 2, . . . , n, and pr≤0 : C({z}) → C[z−1] is the projection along
the decomposition C((z)) = C[z−1]⊕ zC[[z]].
Proof. By the assumption, there exists X ∈ GL(n,C[[z]]) such that
XGX−1 +
(
d
dz
X
)
X−1 = diag(q1(z), q2(z), . . . , qn(z))z
−1.
Since ord
(
d
dz
X
)
X−1 ≥ 0, it follows that
XGX−1 ≡ diag(q1(z), q2(z), . . . , qn(z))z
−1 (mod C[[z]]).
The regular semisimplicity assures that all qi(z) are mutually different poly-
nomials of z−1. Thus the result follows from same argument in Proposition
3.3. 
The argument in Propositions 3.6, 3.7 and Theorem 3.8 is valid without
any change even for this case. Thus the Milnor formula as we saw in Theorem
3.8 holds for this regular semisimple case.
Theorem 3.11. Let us take a differential module M over C({z}) of rank
n and a matrix G of M as in Proposition 3.10. Suppose that M has a
singularity at z = 0. Then the Milnor number of CG at ([ζ : η], z) = ([0 :
1], 0) is
µ(CG)∞ = −n
2 − Irr(EndC({z})(M)) + 2(n− 1)(CG, ζ)∞ + (n − rCG) + 1.
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4. Global comparison: Euler characteristics
In the previous section, we have obtained a comparison formula of local
singularities of a differential module and its characteristic polynomial. This
local comparison deduces the following coincidence of the global invariants,
namely we shall show the matching of the index of rigidity of a differential
equation and the Euler characteristics of the corresponding spectral curve.
We now come back to the differential equation
dw = Aw, A ∈M(n,ΩX(∗D)(X)),
on the Riemann surface X. We use the same notation as in Section 1. Recall
that D = {a1, a2, . . . , ap} is the set of poles of A. This equation defines an
algebraic connection ∇A := d − A on the trivial algebraic vector bundle
O⊕nU,alg, where U := X\D. Here OU,alg is the sheaf of regular functions on
the Zariski open subset U ⊂ X.
Let ∇∗A be the dual connection of ∇A, i.e., the dual bundle (O
⊕n
U,alg)
∗ with
the connection
∇∗A(φ)(s) = −φ(∇As)
where f and s are sections of (O⊕nU,alg)
∗ and O⊕nU,alg respectively.
Further define the endomorphism connection as the tensor product,
End(∇A) := ∇
∗
A ⊗∇A.
Definition 4.1 (index of rigidity, Katz [17]). The index of rigidity of ∇A
is the Euler characteristic
rig (∇A) =
2∑
i=0
(−1)idimCH
i
dR(X, j!∗(End∇A)).
Here j!∗(End∇A) is the middle extension by the embedding j : U →֒ X of
End∇A and H
∗
dR(X, j!∗(End∇A)) are hypercohomology groups of the alge-
braic de Rham complex of j!∗(End∇A), see II.6 in [7] and 2.9 in [15] for more
detailed treatment.
The Euler-Poincare formula by Deligne, Gabber and Katz, see THEO-
REM 2.9.9 in [15], gives a decomposition of rig(∇A) into a sum of local
invariants as follows,
rig(∇A) = (2− 2g)rank (End(∇A))−
∑
a∈D
δ(EndC({za})(MAa)),(3)
where
δ(EndC({z})(MAa)) := rankEndC({za})(MAa) + Irr(EndC({za})(MAa))
− dimCHomC((za))(EndC((za))(M˜Aa),C((za)))
hor,
and Mhor := {m ∈M | ∇Mm = 0} for a differential module M .
Take a ∈ D and choose a local coordinate (Ui, zi) containing a ∈ Ui.
Then we can write A = Aidzi, Ai ∈ M(n,C(zi)) on Ui. Let us put za :=
zi− a. Then power series expansion of Ai defines Aa ∈M(n,C({za})) and a
differential moduleMAa := C({za})
⊕n with the derivation ∇MAa :=
d
dza
−Aa.
Let us denote the point ([ζi : ηi], zi) = ([0 : 1], a) by ∞a.
The following assumption enables us to apply the results in Section 3.1
to the connection ∇A.
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Assumption 4.2. For each a ∈ D, the HTL normal form of MAa is multi-
plicity free or Aa is regular semisimple over C[[za]].
Theorem 4.3. Under Assumption 4.2 we have the following. For each
a ∈ D the Milnor number of CA at ∞a is
µ(CA)∞a = −δ(EndC({za})(MAa))− rCAa + 2(n− 1)(CA,X∞)∞a + 1.
Here (C,C ′)∞a is the intersection number of divisors C,C
′ at ∞a.
Proof. We need to compute dim CHomC((za))(EndC((za))(M˜Aa ,C((za)))
hor. Let
diag(Eqa1 (za),Ra1 , . . . , Eqama (za),Rama )
be the multiplicity free HTL normal form of MAa . Then we have the irre-
ducible decomposition
M˜Aa
∼=
ma⊕
i=1
˜MEqa
i
(za),R
a
i
.
This decomposition shows that
HomC((za))(EndC((za))(M˜Aa),C((za)))
hor
∼= HomC((za))(M˜Aa , M˜Aa)
hor
∼= HomC((za))(
ma⊕
i=1
˜MEqa
i
(za),R
a
i
,
ma⊕
i=1
˜MEqa
i
(za),R
a
i
)hor
∼=
ma⊕
i=1
ma⊕
j=1
HomC((za))(
˜MEqa
i
(za),R
a
i
, ˜MEqa
j
(za),R
a
j
)hor
∼=
ma⊕
i=1
HomC((za))(
˜MEqa
i
(za),R
a
i
, ˜MEqa
i
(za),R
a
i
)hor
∼= C⊕ma
by Schur’s lemma since ˜MEqa
i
(za),R
a
i
are irreducible for i = 1, 2, . . . ,ma.
Then the desired equation directly comes from Theorem 3.8. 
Remark 4.4. Let us introduce the δ-invariant of a singularity which is
defined by using the Milnor number as follows,
δ(CAa) :=
1
2
(
µ(CAa) + rCAa − 1
)
.
See [22] for a geometric meaning of this invariant. Here we note that the
germ CAa is reduced by the multiplicity free condition. Then the above
formula can be rewritten in a natural form,
2δ(CAa)− 2(n − 1)(CA,X∞)∞a = −δ(EndC({z})(MAa)).
Theorem 4.5. We use the same notation as above. Suppose that ∇A sat-
isfies Assumption 4.2 and CA is integral and irreducible. Moreover suppose
that CA is smooth on T
∗X. Then the Euler characteristic χ(C˜A) of the
normalization C˜A of CA coincides with the index of rigidity of ∇A, i.e.,
χ(C˜A) = rig(∇A).
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Proof. Since CA is smooth on T
∗X, possible singularities are only on CA ∩
X∞ = {∞a | a ∈ D}. Hence the Euler characteristic χ(C˜A) can be computed
by the formula
χ(C˜A) = (2− 2ga(CA)) + 2
∑
a∈D
δ(CAa),
see EXERCISES IV 1.8 in [9] for example. We have already computed the
arithmetic genus ga(CA) in the equation (1). Thus
χ(C˜A) = n
2(2− 2g) + (2− 2n)(CA,X∞) + 2
∑
a∈D
δ(CAa).
Finally the formula in Remark 4.4 shows that
χ(C˜A) = n
2(2− 2g) + (2− 2n)(CA,X∞)
+
∑
a∈D
(
−δ(EndC({za})(MAa)) + 2(n − 1)(CA,X∞)∞a
)
= (2− 2g)rank(End(∇A))−
∑
a∈D
δ(EndC({za})(MAa)) = rig(∇A).

Corollary 4.6. Let ∇A be as in Theorem 4.5 and moreover assume that
∇A is irreducible. Then we have the following numerical coincidences of the
cohomology groups,
hidR(X, j!∗(End∇A)) = h
i(C˜A,C), i = 0, 1, 2.
Here hi(∗) := dimCH
i(∗).
Proof. By the irreducibility and duality, we have
h0dR(X, j!∗(End∇A)) = h
2
dR(X, j!∗(End∇A)) = 1.
which shows that
hidR(X, j!∗(End∇A)) = 1 = h
i(C˜A,C)
for i = 0, 2. Thus Theorem 4.5 implies that
h1dR(X, j!∗(End∇A)) = 2− rig∇A = 2− χ(C˜A) = h
1(C˜A,C).

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