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I. INTRODUCTION
It is well known that the encoded information contained in genes is necessary for the organism to develop within a changing external en-vironment. Genetic regulatory networks are the mechanisms that have evolved to regulate the expression of genes, where the expression level of a gene is regulated negatively or positively by its own production (protein). DNA microarray technology [25] has made it possible to measure gene expression levels on a genomic scale, and has therefore been extensively applied to gene transcription analysis. Theoretical analysis and experimental investigation on genetic regulatory networks (GRNs) have quickly become an attractive area of research in the biological and biomedical sciences, and received great attention over past decade [5] , [7] , [9] , [13] , [17] - [20] , [26] , [33] , [36] .
Recently, there has been much interest to reconstruct models for GRNs, for example, Boolean network models [14] , linear differential equation models [4] , [8] , [15] , [33] , and a single negative feedback loop network [9] . In biological systems or artificial genetic networks, time delays exist due primarily to the slow processes of transcription, translation, translocation as well as the finite switching speed of amplifiers. It has been pointed out in [5] , [28] , [29] that delays may play an important role in dynamics of genetic networks, and mathematical models without addressing the delay effects may even provide wrong predictions of the mRNA and protein concentrations [28] , [29] . It has also been shown in [23] , by mathematically modelling recent data, that the observed oscillatory expression and activity of three proteins are most likely driven by transcriptional delays. Very recently, the GRN with SUM regulatory logic has been first introduced in [18] with the asymptotic stability being discussed, and then subsequent research on stochastic stability and stochastic synchronization has been carried out in [19] , [20] . Delayed GRNs have been addressed in [26] where the time delays are assumed to be time-varying and belong to given intervals.
On the other hand, when modeling GRNs, the stochastic noise (fluctuations) in real-world gene expression data is of great importance [1] , [6] , [19] , [20] , [30] , [33] . In general, the stochastic noise arises in gene expression in one of two ways, namely, internal noise and external noise. The internal random fluctuations in genetic networks are inevitable as chemical reactions are probabilistic [24] and the external noise originates in the random variation of one or more of the externally set control parameters [16] . Recently, in [3] , a stochastic nonlinear dynamic model has been developed for GRNs under intrinsic fluctuation and extrinsic noise, and a method has been proposed to determine the robust stability under intrinsic fluctuations and identify the genes that are significantly affected by extrinsic noises.
In practice, for the ultimate goal of identifying genes of interest and designing drugs, biologists would be interested in knowing the steady-state values of the actual network states, that is, the concentrations of the mRNA and protein. Unfortunately, due to the inherent state delay and state-dependent noises, the actual network measurements are far from the true network states, and any subsequent analysis based only on the network measurements would probably have little value in application. This gives rise to the following 'filtering' research issue: given a gene regulatory network that contains both transmission delays and intrinsic fluctuations, how to estimate the network states such that the estimation error could exponentially converge to zero in the mean square sense? Such a filtering issue has been addressed in [35] for a linear GRN with stochastic disturbances in terms of the variance-constrained index, where the time delay and regulation nonlinearities have been ignored. It should be pointed out that, up to now, most existing literature has dealt with the dynamical behaviors of various GRNs, but the important filtering problem for GRNs has been largely overlooked despite its practical significance. Although the filtering problem has been extensively studied in the control and signal processing communities (see [11] , [12] , [31] , [32] , [34] and references therein), the filtering problem for GRNs of specific structures still remains challenging, which constitutes the main focus of this paper. This paper is concerned with the filtering problem for a class of nonlinear genetic regulatory networks with state-dependent stochastic disturbances as well as state delays. The feedback regulation is described by a sector-like nonlinear function, the stochastic perturbation is a scalar Brownian motion, and the time delays enter into both the translation process and the feedback regulation process. We aim to estimate the true concentrations of the mRNA and protein by designing a linear filter with guaranteed exponential stability of the filtering augmented systems. By using the linear matrix inequality (LMI) technique, sufficient conditions are first derived for ensuring the exponentially mean square stable with a prescribed decay rate lower bound for the gene regulatory model, and then the filter gain is characterized in terms of the solution to an LMI, which can be easily solved by using available software packages. A simulation example is illustrated for a gene expression model. 
II. PROBLEM FORMULATION
In this paper, we consider the following nonlinear time-delay genetic regulatory networks [5] , [18] , [26] with state-dependent stochastic disturbances:
where xm(t) = [xm1(t) xm2(t) 111 xmn(t)] T 2 n , xp(t) = [x p1 (t) x p2 (t) 111 x pn (t)] T 2 n ; x mi (t) and x pi (t) (i = 1; . . . ; n) denote the concentrations of mRNA and protein of the ith node at time t, respectively; ym(t) = [ym1(t) ym2(t) 111 ymr(t)] T 2 r , yp(t) = [y p1 (t) y p2 (t) 111 y pr (t)] T 2 r ; y mj (t) and y pj (t) (j = 1; . . . ; r) represent the expression levels of mRNA and protein of the jth node at time t, respectively; m (t), p (t) are the initial functions of x m (t) and x p (t), respectively; and g(x p (t 0 1 )) = [g 1 (x p1 (t 0 1 )) g 2 (x p2 (t 0 1)) 111 gn(xpn(t 01))] T 2 n with the function gi(1) representing the feedback regulation of the protein on the transcription, which is generally a nonlinear function but has a form of monotonicity with each variable [1] . Both !1(t) and !2(t) are scalar Brownian motions with zero mean value and unit variance, and they are mutually uncorrelated.
The constants 1 > 0, 2 > 0 denote, respectively, the translation delay and the feedback regulation delay. Let = maxf1;2g. 
(2)
The matrices A 1 = diagfa 11 ; a 12 ; ...; a 1n g, A 2 = diagfc11;c12; . ..;c1ng and D = diagfd1;d2; ... ; dng are diagonal matrices with a 1i , c 1i , d i (i = 1; .. .;n) being the rate of degradation of mRNA, the rate of degradation of protein and the translation rate of the ith node, respectively. A1, A2, B, C1, C2, D, E and F are all constant matrices with appropriate dimensions. which is equivalent to
where K = diagfk1;k2; . ..;kng > 0.
Remark 1: By Assumption 1, the GRN (1) can be regarded as a kind of Lur'e systems with stochastic disturbances, in which the fruitful Lur'e system method in control theory [17] could be applied. Notice that the sector-like nonlinear function g i (1) has been used to model the structure and regulation mechanism of the genetic networks in many references. For example, as a monotonic increasing or decreasing regulatory function, g i (1) is usually of the Michaelis-Menten or Hill form [17] , which can easily be transformed to a nonlinear function satisfying the sector condition.
Remark 2: For presentation simplicity, the noise intensity functions in model (1) are assumed to be linear. We point out that our main results can be easily extended to the case when the noise intensity functions h 1 (x m (t);x m (t 0 2 )) and h 2 (x p (t);x p (t 0 1 )) are nonlinear and satisfy the following bounding conditions
where E 1 , E 2 , F 1 , F 2 are known constant matrices.
The main aim of this paper is to estimate the concentrations of mRNA and protein through their expression level. The linear filter adopted is of the form
wherex m (t) 2 n andx p (t) 2 n are the estimates for x m (t) and xp(t), respectively; m (t) and p (t) are the initial functions ofxm(t) andx p (t), respectively; andÂ,B,Ĉ andD are filter parameters to be determined. and combining (6) and (6 f ), we obtain the augmented filtering dynamics as follows: For presentation convenience, we let
and then (6e) in (6) can be rewritten as
Before formulating the problem to be investigated, we first introduce the following stability concept for the augmented system (6). The purpose of this paper is to design a desired filter of the form (5) for the system (6) in (1) such that, for all admissible time delays, nonlinearities and stochastic disturbances, the augmented system (6) is exponentially mean square stable.
III. MAIN RESULTS

A. Filter Analysis
First, we give the following lemmas which will be used in the proofs of our main results in this paper. 
Proof:
The proof follows from
Exponential stability problems of usual stochastic differential equations have been considered in [22] through the construction of an appropriate Lyapunov function. In the following theorem, a delay-dependent LMI method is used to deal with the exponentially mean square stable problem for the augmented nonlinear stochastic genetic regulatory model (6) , and a sufficient condition is derived that ensures the solvability of the filtering problem.
Theorem 1: Consider system (6) (12) It is easy to know from (3) and (12) that (6) is equivalent to the following system:
where f = diag ff1 ( xp1(t 0 1));f2 ( xp2(t 0 1)); . . . ; f n ( x pn (t 0 1 ))g (14) with xpi(t 0 1) (i = 1; 2; . . . ;n) denoting the ith element of the vector x p , and f i (x) is defined in (3). Hence, we only need to confirm that the system (13) is exponentially mean square stable. In order to show that system (13) is exponentially mean square stable under condition (10), we define the following Lyapunov-Krasovskii functional candidate for system (13): 3 3 3  3  3  3  3  3 0V 2   0  0   3 3 3  3  3  3  3  3 3  0P1   0   3 3 3  3  3  3  3  3 
From (3) and the definition of f in (14), it can be easily seen that f K. In terms of the fact that the positive definite matrices Qi, Ri and Si (i = 1, 2) are diagonal, we have from Lemma 2 that 
Noting the sector condition (4), we substitute (18)- (20) into (17), take mathematical expectation on both sides and obtain fLV (t)g e By Schur complement, we can conclude from (10) that 0 < 0 and therefore fLV (t)g < 0. We are now ready to prove the mean square exponential stability of system (13) . Define p = min fmin(P1);min(P2)g kPk = max fkP1k; kP2kg kQk = max fkQ1k;kQ2kg; kRk = max fkR1k;kR2kg " = maxf"1; "2g:
From the definitions of m(t), p(t), x(t), (t) and (15), it follows that there exists a positive scalar such that V (t) e t p j x(t)j 2 
By Itô's formula [21] , we obtain that
It follows from (23), (24) and (25) which indicates that the trivial solution of (13) is exponentially mean square stable and the exponential decay rate is . The proof is now complete.
Remark 3:
In Theorem 1, the lower bound for the exponential decay rate is given in the criterion. Such a lower bound behaves as a flexible performance parameter adjustable according to different practical applications. Note that the decay rate lower bound characterization approach has been exploited in [27] for a class of stochastic neural networks with time delay. Remark 4: In Theorem 1, given filter parameters and decay rate lower bound , (10) is a linear matrix inequality whose feasibility can be readily checked by using the Matlab LMI toolbox [10] .
B. Filter Synthesis
The following theorem shows that the desired filter parameters can be determined by solving an LMI. 2 g and its transpose, we can obtain from Theorem 1 and Schur complement that system (6) is exponentially mean square stable with the given filter parameters in (28) .
IV. AN ILLUSTRATIVE EXAMPLE
In this section, a simulation example is presented to illustrate the usefulness and flexibility of the filter design method developed in this paper.
The dynamics of repressilator has been theoretically predicted and experimentally investigated in Escherichia coli [19] . The repressilator is a cyclic negative-feedback loop comprising three repressor genes (lacl, tetR and cl) and their promoters. The kinetics of the system are described as follows: where x m and x p (i = lacl, tetR and cl) are the concentrations of the three mRNA and repressor protein, b > 0 denotes the ratio of the protein decay rate to mRNA decay rate, and a is the feedback regulation coefficient. Taking into account the time-delay and stochastic disturbance, we consider the following compact matrix form nonlinear genetic regulatory network model (1): 
.;n:
It is easy to check that the maximal value of the derivative of gi(xp ) is less than k i = 0:6.
By using the LMI toolbox [10] , we solve (26) It can be seen from Fig. 5 that, as the time is greater than 1.2, the actual decay rate of the augmented system state x(t) becomes greater than its prescribed lower bound = 1. This clearly illustrates that the expected performance of exponential mean square stability is well achieved with the given decay rate lower bound.
V. CONCLUSION
In this paper, we have investigated the filtering problem on a class of stochastic time-delay genetic regulatory networks with sector-like nonlinearity, where both the translation delay and feedback regulation delay have been taken into account. By using Itô's differential formula and Lyapunov stability theory, we have proposed a linear matrix inequality method to derive sufficient conditions under which the desired filters exist. We have also characterized the expression of the filter parameters and the decay rate lower bound > 0, and employed a simulation example to illustrate the effectiveness of the proposed results. It should be pointed out that, we can extend the main results in this paper to more complex and realistic systems, such as systems with polytopic or norm-bounded uncertainties.
