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Abstract
Hardy and Sobolev-type inequalities in Lp(Rn); 1¡p¡∞; n¿ 2, associated with magnetic &elds, are
discussed, with particular emphasis on the sharpness, or otherwise, of constants. Similar inequalities in the
case p = 2; n = 2 for Aharonov–Bohm-type magnetic &elds have already been determined by Laptev/Weidl
and Balinsky/Evans/Lewis.
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1. Introduction
The following two inequalities have an important role in many branches of analysis:
• The Hardy inequality: for all u∈C∞0 (Rn \ {0}); n¿ 1; 1¡p¡∞ and p = n,∫
Rn
|u(x)|p
|x|p dx6
∣∣∣∣ p(n− p)
∣∣∣∣
p ∫
Rn
|∇u(x)|p dx: (1.1)
The constant |p=(n−p)|p is best possible and there is equality if and only if u(x) = 0 (see [3]).
• The Sobolev inequality: for all u∈C∞0 (Rn \ {0}); n¿ 1; 16p¡n,(∫
Rn
|u(x)|q dx
)1=q
6C(n; p; q)
(∫
Rn
|∇u(x)|p dx
)1=p
; (1.2)
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where q∈ [p∗;∞); p∗ = np=(n− p). When q = p∗ the best constant is
C(n; p; p∗) = −1=2n−1=p
(
p− 1
n− p
)(p−1)=p{ (1 + n=2)(n)
(n=p)(1 + n− n=p)
}1=n
and there is equality if and only if u(x) is a constant multiple of {a + b|x|p=(p−1)}1−n=p
(see [4, Section 2.3.3]).
In (1.1) and (1.2)
|∇u(x)|=

 n∑
j=1
∣∣∣∣ 99xj u(x)
∣∣∣∣
2


1=2
:
Also, the associated radial inequalities are satis&ed and it is this fact which yields (1.1) and (1.2).
For instance, (1.1) follows from∫ ∞
0
|f(r)|prn−1−p dr6
∣∣∣∣ p(n− p)
∣∣∣∣
p ∫ ∞
0
|f′(r)|prn−1 dr; f∈C∞0 (0;∞); (1.3)
which holds if and only if p = n. Inequality (1.2) is a consequence of(∫ ∞
0
|f(r)|qrn−1 dr
)1=q
6C(n; p; q)
(∫ ∞
0
|f′(r)|prn−1 dr
)1=p
; (1.4)
which holds for all f∈C∞0 (0;∞). The inequalities fail if p = n.
In [2] Laptev and Weidl show, inter alia, that when n = p = 2, there is a Hardy type inequality
if the gradient ∇ is replaced by the magnetic gradient ∇A˜ = ∇ + iA˜, when, in polar co-ordinates
(r; ); A˜ is a vector &eld of the form
A˜(r; ) =
()
r
(−sin ; cos ); ∈L∞(0; 2): (1.5)
Such a vector &eld is of Aharonov–Bohm type and generates a magnetic &eld B = curl A˜ which is
zero in Rn \ {0}. Laptev and Weidl prove that if the magnetic Eux ˜ := 1=2 ∫ 20 () d ∈ Z,
then for all u∈C∞0 (Rn \ {0})∫
R2
|u(x)|2
|x|2 dx6C
∫
R2
|∇A˜u(x)|2 dx; (1.6)
with sharp constant C = mink∈Z|˜ − k|−2. For n = p = 2 and A˜ of the form (1.5), Balinsky et al.
prove in [1] that when ˜ ∈ Z
sup
r¿0
{(∫ 2
0
|u(r; )|2 d
)1=2}2
6min
k∈Z
|˜ − k|−1
∫
R2
|∇A˜u(x)|2dx (1.7)
and then proceed to prove an analogue of the Cwikel–Lieb–Rosenblum inequality for the number of
negative eigenvalues of the magnetic SchrGodinger operator −∇2
A˜
+V for V ∈L1(R+;L∞(0; 2); r dr).
The papers [1] and [2] use Hilbert space methods applied to the Friedrichs operator generated by
−∇2
A˜
. In this paper we investigate the e@ect of general magnetic potentials A˜ in Lp spaces and the
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validity of analogous inequalities to (1.1) and (1.2). We concentrate mainly on the case n = 2, but
this will be seen to indicate similar results for n = 3 in Section 3.
A magnetic &eld B(x) = curl A˜(x) in R2 can be identi&ed with a scalar-valued function and there
exists a unique magnetic potential A˜ such that A˜(x) · x = 0; this characterises the PoincarIe (or
transversal) gauge (see [5, Section 8.4.2]). In polar co-ordinates (r; )∈R2 \ {0} we have
A˜(r; ) =
1
r
(r; )˜e; (1.8)
where
e˜  = (−sin ; cos ): (1.9)
On setting
(r; ) =
1
2
∫ 
0
(r; ) d (1.10)
and, for v∈C10 (R2 \ {0}),
u(r; ) = exp(2i(r; ))v(r; ); (1.11)
it follows that(
9
9 + i(r; )
)
v(r; ) (1.12)
= exp(−2i(r; )) 99u(r; ) (1.13)
and
u(r; 2) = exp(2i˜(r))u(r; 0); (1.14)
where
˜(r) :=
1
2
∫ 2
0
(r; ) d: (1.15)
If B is a magnetic &eld of Aharonov–Bohm type, in which case B(x) = 0 in R2 \ {0}, then in the
simply-connected domain R2 \ [0;∞) the 1-form associated with A˜ is exact and hence there exists
a C1(R2 \ [0;∞)) function P such that
A˜ =∇P:
In PoincarIe gauge we now have that  = (9=9)P is independent of r and
A˜(r; ) =
1
r
()˜e: (1.16)
It follows that(
9
9 + i()
)
v(r; ) (1.17)
= exp(−2i()) 99u(r; ): (1.18)
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and
u(r; 2) = exp(2i˜)u(r; 0); (1.19)
where ˜ = (1=2)
∫ 2
0 () d.
If A˜ =∇P is not in PoincarIe gauge we have
A˜ = 1(r; )˜er +
1
r
(r; )˜e;
where e˜ r = (cos ; sin ); 1(r; ) = 9P=9r and (r; ) = 9P=9. Hence 91=9 = 9=9r.
On setting
(r; ) =
1
2
∫ 
0
(r; ) d +
1
2
∫ r
0
1(t; 0) dt (1.20)
and, for v∈C10 (R2 \ {0}),
u(r; ) = exp(2i(r; ))v(r; ) (1.21)
we have that(
9
9r + i1(r; )
)
v(r; ) = exp(−2i(r; )) 99r u(r; );(
9
9 + i(r; )
)
v(r; ) = exp(−2i(r; )) 99u(r; );
∇A˜v(r; ) = exp(−2i(r; ))∇u(r; ):
Also
u(r; 2) = exp(2i˜(r))u(r; ); (1.22)
where ˜(r) = (1=2)
∫ 2
0 (r; ) d.
2. Fundamental inequalities on [0; 2] and optimal constants
We consider functions de&ned on [0; 2], and denote the norm of Lp(0; 2) by ‖ · ‖p. We denote
by p′ = p=(p− 1) the conjugate exponent of p, 16p6∞.
Let D be a &xed non-positive number of modulus 1, D = e2i ,  ∈R \Z. We shall deal with the
set WpD of absolutely continuous functions u which are such that u
′ ∈Lp(0; 2) and which satisfy
u(2) = Du(0). This is a subspace of codimension 1 in W 1;p(0; 2) on which ‖u′‖p is a norm
equivalent to the usual norm of W 1;p(0; 2). The latter fact is a consequence of the following
theorem.
Theorem 2.1. For every x∈ [0; 2] and every u∈WpD ; 16p6∞,
|u(x)|6Ap‖u′‖p; (2.1)
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where Ap = Ap(D) = (2)1=p
′
=|D − 1| is the best constant for each separate x. Hence, WpD is
continuously embedded in L∞(0; 2), and the norm of the embedding is Ap.
The proof follows easily from the following representation lemma.
Lemma 2.2. Let h(x; y) = (y − x)('[0; x)(y) − D=(D − 1)) − 2D=(D − 1)2, where '[0; x) is the
characteristic function of the interval [0; x). Then, for every u∈WpD ,
u(x) =
∫ 2
0
u′(y)h′y(x; y) dy:
Proof. We have h′y(x; y) =−1=(D − 1) if y¡x and h′y(x; y) =−D=(D − 1) otherwise. Thus∫ 2
0
u′(y)h′y(x; y) dy = (u(0)− u(x))=( LD − 1) + (u(x)− u(2)) LD=( LD − 1)
= u(x) + (u(2)− Du(0))=(D − 1) = u(x):
We note the following properties of the function h, where h′y(x; y) denotes (9=9y)h(x; y).
• h(y; x) = h(x; y),
• h(x; 2) = Dh(x; 0) so that y → h(x; y) is in WpD for every x∈ [0; 2],
• h′y(x; 2) = Dh′y(x; 0) for every x∈ (0; 2),
• |h′y(x; y)|= 1=|D − 1| for all x; y∈ [0; 2].
It follows that we have
|u(x)|6 ‖h′y(x; ·)‖p′‖u′‖p = Ap‖u′‖p:
For u = h(x; ·) we have
h(x; x) =
∫ 2
0
|h′y(x; y)|2 dy = 2=|D − 1|2 = Ap‖h(x; ·)‖p;
which proves the optimality of Ap and thus Theorem 2.1.
We can also identify the extremals of the inequality (2.1), i.e., non-zero functions u∈WpD for
which there is equality in (2.1).
Corollary 2.3. For 16p6∞, and x∈ [0; 2], constant multiples of h(x; ·) are extremals of (2.1).
Conversely, if 16p¡∞, all extremals of (2.1) are constant multiples of functions u∈WpD which
are such that u′(y) = g(y)h′y(x; y), where g is a positive L1(0; 2) function in the case p= 1 and is
constant for p∈ (1;∞). When p∈ (1;∞) it follows in particular that for x=0 or 2, the extremals
are constant multiples of y + 2=(D − 1).
Proof. The fact that h(x; ·) is an extremal is established in the proof of Lemma 2.2.
For the converse, &rst consider the case p = 1. Then, if u is an extremal,
|u(x)|= 1|D − 1|‖u‖1 =
∫
|u′(y)h′y(x; y)| dy:
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Hence, on setting v(y) = u′(y)h′y(x; y), it follows from Lemma 2.2 that∣∣∣∣
∫ 2
0
v(y) dy
∣∣∣∣=
∫ 2
0
|v(y)| dy:
On multiplying by an appropriate constant of absolute value 1, it is clear that we may assume that∫ 2
0 v(y) dy is real and non-negative. Thus,∫ 2
0
|v(y)| dy =
∫ 2
0
v(y) dy =
∫ 2
0
Re[v](y) dy
and since |v| − Re[v]¿ 0 we have equality if and only if |v| = v = Re[v] a.e. We therefore have
u′(y) = g(y)h′y(x; y), where g(y) = v(y)=|h′y(x; y)|2¿ 0 a.e.
In the case p∈ (1;∞), we get from Lemma 2.1 and HGolder’s inequality that
|u(x)|6
∫ 2
0
|u′(y)h′y(x; y)| dy6 ‖h′y(x; ·)‖p′‖u′‖p = Ap‖u′‖p:
Hence if u is an extremal we must have that |u′(y)|= C|h′y(x; y)| for some positive constant C. As
in the case p = 1 above, this implies that u′(y) = Cg(y)h′y(x; y), where g(y)¿ 0 a.e. Furthermore,∫ 2
0
g(y) dy = (2)1=p
′
(∫ 2
0
gp(y) dy
)1=p
and hence g is a positive constant.
On integrating (2.1) we obtain
‖u‖q6 (2)1=qAp‖u′‖p
for u∈WpD . If we denote the best constant in this inequality by Bpq = Bpq(D) we therefore have
‖u‖q6Bpq‖u′‖p (2.2)
with
Bpq6 (2)1=qAp = (2)1=q+1=p
′
=|D − 1|: (2.3)
We have from Theorem 2.1 that Bp∞ = (2)1=p
′
=|D− 1|, and in (2.8) below we shall give the value
of B22. However we are not able to determine the exact value of Bpq in any other case, although
we shall show presently that when D =−1 we can evaluate Bpq for all values of p and q, as long
as we assume that the extremals are real-valued.
Estimate (2.3) is in fact quite good, being never o@ by more than a factor =2. To see this set
d=inf k∈Z|k− |. Then e2id or e−2id equals D, so the function u(x)=eidx or e−idx is in WpD . Inserting
this in (2.2) we see that (2)1=q−1=p=d6Bpq. Also, in (2.3) we have that |D − 1| = 2 sin(d). We
summarize these observations in the following theorem.
Theorem 2.4.
(2)1=q−1=p
d
6Bpq6
d
sin(d)
(2)1=q−1=p
d
:
Since 0¡d6 12 we have 1¡
d
sin(d)6 =2.
C. Bennewitz, W.D. Evans / Journal of Computational and Applied Mathematics 171 (2004) 59–72 65
It is expedient for discussing extremals in the case p = 1 to extend the space W 1D to the set of
functions of bounded variation in [0; 2] which satisfy the boundary condition u(2) = Du(0) and
are normed by total variation. If we do this, then (2.1) still holds at points of continuity of u, so
we still obtain inequality (2.2), with ‖u′‖1 replaced by the total variation of u. With this de&nition
of W 1D we have the following theorem.
Theorem 2.5. Extremals always exist for (2.2).
Proof. Consider the case when 1¡p6∞, 16 q6∞. Let uj be a minimizing sequence for
‖u′‖p=‖u‖q of unit vectors in WpD . By (2.1) this sequence is uniformly-bounded in L∞. If 06 x6
y6 2 we have
|uj(x)− uj(y)|6
∫ y
x
|u′j|6 (y − x)1=p
′‖u′j‖p = (y − x)1=p
′
;
so the sequence is also equi-continuous. By the Arzela–Ascoli theorem it has a uniformly convergent
subsequence, and if p¡∞ we may also assume that the subsequence converges weakly in WpD . For
ease of notation we assume that this holds for the original sequence, with limit u. If p=∞ we have
shown that u is Lipschitz continuous, so even in this case we have u∈WpD , and uj → u strongly in
Lq(0; 2). Thus Bpq = ‖u‖q6Bpq‖u′‖p6Bpq, so that we have equality throughout. Hence u is an
extremal.
For p = 1 we use the extended space W 1D introduced above. A minimizing sequence of functions
with total variation 1 has, by Helly’s theorem, a subsequence, converging pointwise and boundedly
to a function with total variation less than 1, so the existence of an extremal follows as before.
Extremals satisfy an Euler equation, obtained in the following way. We only consider the case
1¡p¡∞, 1¡q¡∞, although something can be said also in other cases. Suppose u∈WpD
is an extremal for (2.2). Then u + z∈WpD for every z ∈C and every ∈WpD , in particular if
∈C∞0 (0; 2). Hence z → ‖u′ + z′‖p=‖u + z‖q has a minimum for z = 0. Setting + = ‖u′‖pp=‖u‖qq
and di@erentiating with respect to the real and imaginary parts of z we obtain∫ 2
0
(|u′|p−2u′ L′ − +|u|q−2u L) = 0: (2.4)
so that the distributional derivative of |u′|p−2u′ is −+|u|q−2u. This is continuous, so that
|u′|p−2u′ ∈C1(0; 2) and
(|u′|p−2u′)′ + +|u|q−2u = 0:
Using this and integrating by parts in (2.4) for ∈WpD with (0) = 0 we obtain |u′|p−2u′ L|20 = 0.
In view of the boundary condition satis&ed by  this shows that u′(2) = Du′(0). Thus extremals
are solutions of the boundary value problem
(|u′|p−2u′)′ + +|u|q−2u = 0 in [0; 2];
u(2) = Du(0);
u′(2) = Du′(0); (2.5)
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where + is to be determined. Note that if we set v = |u′|p−2u′, then u′ = |v|p′−2v. Thus
(|v|p′)′ = p′ Re(|v|p′−2 Lvv′) = p′ Re((|u′|p−2u′)′u′):
If we multiply Eq. (2.5) by u′, take real parts and integrate we therefore &nd that
|u′|p + +p
′
q
|u|q = C (2.6)
where C is a positive constant. On integrating this we obtain
‖u′‖pp(1 + p′=q) = 2C; (2.7)
in view of the fact that +=‖u′‖pp=‖u‖qq. If u were real valued, one could now solve the equation, but
the boundary conditions do not allow real solutions, except when D=−1. It is still possible to solve
the di@erential equations, in terms of inverse functions of primitives of certain functions, and thus
to express Bpq in terms of integrals of certain elementary functions. However, in general, it seems
hard to determine the constants of integration explicitly so as to get an extremal, and therefore also
diPcult to calculate Bpq explicitly.
In the case p=q=2 it is elementary that the solutions of (2.5) are exponentials ei,x, where +=,2
and D = e2i,. An extremal is obtained for , with the smallest possible absolute value, i.e., , =±d.
It follows that
B22 = 1=d: (2.8)
We conjecture that extremals are exponentials only in this case. This is based on the following argu-
ment. Suppose that u is an extremal for p=p0; q=q0, so that when (p; q)=(p0; q0); Bpq=‖u‖q=‖u′‖p.
For &xed u, this quotient is continuous in (1=p; 1=q) on the unit square. Thus given -¿ 0 there exists
a neighbourhood of (1=p0; 1=q0) in which ‖u‖q=‖u′‖p¿Bp0q0−-. Since Bpq¿ ‖u‖q=‖u′‖p, it follows
that Bpq is lower semi-continuous as a function of (1=p; 1=q) in the unit square.
If u(x) = ei,x is an extremal, we must have , = d and
Bpq = ‖u‖q=‖u′‖p = (2)
1=q−1=p
d
:
But the lower semi-continuity would then imply that
(2)−1=p
sin d
= Ap = Bp∞6
(2)−1=p
d
which is false. Thus in a neighbourhood of the edge 1=q = 0 extremals are not exponentials.
When D =−1, the Euler equation has real solutions but it is not clear that the extremals have to
be real-valued; recall that there are non-real extremals in the case p= q = 2. If however we assume
that the extremals are real-valued we can proceed as follows. Setting
! = (+p′=qC)1=qu; k = +1=qC1=p−1=q(p′=q)1=q
we obtain
w′(x)
(1− |w(x)|q)1=p =±k:
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It follows that
w(x) = sinpq(kx + b);
where b is an arbitrary constant. The function sinpq is de&ned as follows: on the interval
[− pq=2; pq=2] it is the inverse of t →
∫ t
0 ds=((1− |s|q)1=p), where
pq =
∫ 1
−1
ds
(1− |s|q)1=p = (2=q)B(1=p
′; 1=q)
and B is the beta-function. One then extends sinpq to [−pq=2; 3pq=2] symmetrically around pq=2,
and &nally to all of R as a 2pq-periodic function. Moreover, from (2.7) and + = ‖u′‖pp=‖u‖qq,
Bpq = ‖u‖q=‖u′‖p = +−1=q‖u′‖p=q−1p
= k−1(p′)1=qq−1=p(2=(p′ + q))1=q−1=p:
We infer from the boundary conditions u(2) =−u(0); u′(2) =−u′(0) that 2k is an odd multiple
of pq and hence we obtain the largest value for Bpq when 2k = pq. This gives
Bpq =
2
qpq
(p′)1=qq1=p
′
(
2
p′ + q
)1=q−1=p
:
3. Inequalities of Hardy and Sobolev type on R2
We now set D(r) := e2i˜(r), where ˜(r) is given in (1.8), and de&ne the space
W 1;pD (R2) := {u : u∈ACloc(R2); u(r; ·)∈WpD(r)(0; 2) for r ∈R+;∇u∈Lp(R2)}: (3.1)
De&ne
Bp;q(r) := sup
u∈W 1;pD (R2)
{
‖u(r; ·)‖Lq(0;2)=
∣∣∣∣
∣∣∣∣ 99u(r; ·)
∣∣∣∣
∣∣∣∣
Lp(0;2)
}
(cf. (2.2)).
Theorem 3.1. Let ! be a non-negative measurable function on R+ and 16 q6p6∞. Then for
any u∈W 1;pD (R2),∣∣∣∣
∣∣∣∣u!| · |
∣∣∣∣
∣∣∣∣
Lq(R2)
6 ‖!Bpq‖Lt(R+ ;r dr)
∣∣∣∣
∣∣∣∣1r 9u9
∣∣∣∣
∣∣∣∣
Lp(R2)
; (3.2)
where t = pq=(p− q). In particular, when p = q and with !(r) = D(r)− 1,∣∣∣∣
∣∣∣∣ |D(·)− 1|| · | u
∣∣∣∣
∣∣∣∣
Lp(R2)
6 2
∣∣∣∣
∣∣∣∣1r 9u9
∣∣∣∣
∣∣∣∣
Lp(R2)
: (3.3)
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Proof. On using HGolder’s inequality and (2.2)∣∣∣∣
∣∣∣∣u!| · |
∣∣∣∣
∣∣∣∣
q
Lq(R2)
=
∫ ∞
0
‖u(r; ·)‖qLq(0;2)r−q!q(r)r dr
6
∫ ∞
0
!q(r)Bqp;q(r)
∣∣∣∣
∣∣∣∣1r 9u9
∣∣∣∣
∣∣∣∣
q
Lp(0;2)
r dr
6
(∫ ∞
0
!t(r)Btp;q(r)r dr
)q=t ∣∣∣∣
∣∣∣∣1r 9u9
∣∣∣∣
∣∣∣∣
q
Lp(R2)
:
Corollary 3.2. Let ! be a non-negative measurable function on R+ and 16 q6p6∞. Then for
all v∈C10 (R2 \ {0})∣∣∣∣
∣∣∣∣ v!| · |
∣∣∣∣
∣∣∣∣
Lq(R2)
6 ‖!Bpq‖Lt(R+ ;r dr)
∣∣∣∣
∣∣∣∣1r
(
9
9 + i
)
v
∣∣∣∣
∣∣∣∣
Lp(R2)
6 ‖!Bqp;q‖Lt(R+ ;r dr)‖∇A˜v‖Lp(R2) (3.4)
and when p = q,∣∣∣∣
∣∣∣∣ |D(·)− 1|| · | v
∣∣∣∣
∣∣∣∣
Lp(R2)
6 2
∣∣∣∣
∣∣∣∣1r
(
9
9 + i
)
v
∣∣∣∣
∣∣∣∣
Lp(R2)
(3.5)
6 2‖∇A˜v‖Lp(R2): (3.6)
Remark 3.3. The signi&cance of the Aharonov–Bohm potential (1.16) is to the inequality (3.5).
When A˜ = 0 and D(r) = 1,∣∣∣∣
∣∣∣∣ v| · |
∣∣∣∣
∣∣∣∣
Lp(R2)
6C
∣∣∣∣
∣∣∣∣1r 99v
∣∣∣∣
∣∣∣∣
Lp(R2)
is clearly not valid for all v∈C∞0 (R2). The Hardy inequality is a consequence of the inequality
involving only the radial part 9=9r of ∇ while the Laptev–Weidl inequality comes from the phase
shift and involves the transverse component 9=r9 of ∇.
Remark 3.4. In the case p=2, it follows from the analysis of [2, Section 1] that for v∈C10 (R2\{0})∣∣∣∣
∣∣∣∣1r
(
9
9 + i
)
v
∣∣∣∣
∣∣∣∣
L2(R2)
¿ ‖mink∈Z{|k − ˜(·)|}| · |−1v‖L2(R2); (3.7)
and that this inequality is sharp. Since
|D(r)− 1|6 2|˜(r)− k|
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for any k ∈Z, the Laptev–Weidl inequality yields∣∣∣∣
∣∣∣∣ |D(·)− 1|| · | v
∣∣∣∣
∣∣∣∣
L2(R2)
6 2
∣∣∣∣
∣∣∣∣1r
(
9
9 + i
)
v
∣∣∣∣
∣∣∣∣
L2(R2)
: (3.8)
Multiplicative embedding theorems can also be derived by similar techniques.
Theorem 3.5. Let 16 q6p¡∞, and let Bˆr be the ball Br := {x∈R2 : |x|¡r} when p¿ 2 and
its complement {x∈R2 : |x|¿ r} for p¡ 2. Then, for u∈W 1;pD (R2)
‖u(r; ·)‖Lq(0;2)6Kp;q(r)q1=qB1=q′p;p(r)
×
∣∣∣∣
∣∣∣∣1t 9u9
∣∣∣∣
∣∣∣∣
1=q′
Lp(Bˆr)
∣∣∣∣
∣∣∣∣9u9t
∣∣∣∣
∣∣∣∣
1=q
Lp(Bˆr)
; (3.9)
where Kp;q(r) = Cp;qp;q(r) with
Cp;q =


[
2
(p− q)
q|p− 2|
]1=q−1=p
if p = q; p = 2;
(2)1=q−1=2r1=2−1=q if q¡p = 2
1 if p = q
(3.10)
and
p;q(r) =


r1−(2=p) if p = q; p = 2;
(ln r)1=q−1=2 if q¡p = 2
r1−(2=p) if p = q:
(3.11)
Consequently,
sup
0¡r¡∞
{(p;q(r))−1|D(r)− 1|1=q′‖u(r; ·)‖Lq(0;2)}
6 (2)1=q
′
q1=qCp;q
∣∣∣∣
∣∣∣∣1t 9u9
∣∣∣∣
∣∣∣∣
1=q′
Lp(R2)
∣∣∣∣
∣∣∣∣9u9t
∣∣∣∣
∣∣∣∣
1=q
Lp(R2)
(3.12)
6 (2)1=q
′
q1=qp
′
(q′)−1=pq
′
Cp;q
{∣∣∣∣
∣∣∣∣9u9t
∣∣∣∣
∣∣∣∣
p
Lp(R2)
+
∣∣∣∣
∣∣∣∣1t 9u9
∣∣∣∣
∣∣∣∣
p
Lp(R2)
}1=p
: (3.13)
Proof. For p¿ 2 and u supported in R2 \ {0}, we start with
|u(r; )|q = qRe
[∫ r
0
|u|q−2u9 Lu9t dt
]
and hence
|u(r; )|q6 q
∫ r
0
|u|q−1
∣∣∣∣9u9t
∣∣∣∣ dt:
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On using HGolder’s inequality,∫ 2
0
|u(r; )|q d6 q
∣∣∣∣
∣∣∣∣9u9t
∣∣∣∣
∣∣∣∣
Lp(Br)
∣∣∣∣∣∣u
t
∣∣∣∣∣∣q=q′
Lp(Br)
×
(∫ 2
0
∫ r
0
t,(q−2)+1 dt d
)1=,
where 1=, = 1− q=p. On substituting (2.2) we get (3.6). When p¡ 2 we start with
|u(r; )|q = qRe
[∫ ∞
r
|u|q−2u9 Lu9t dt
]
and proceed as before.
Theorem 3.6. Let 16p¡q6∞. Then, for all u∈W 1;pD (R2),∫ r
0
‖u(t; ·)‖Lq(0;2)t dt6Lp;qBpq(r)r1+(2=p′)
∣∣∣∣
∣∣∣∣1t 9u9
∣∣∣∣
∣∣∣∣
Lp(Br)
; (3.14)
where
Lp;q =
{
(p′ + 2)−1=p
′
if p¿ 1;
1 if p = 1:
Proof. From (2.2) and HGolder’s inequality∫ r
0
‖u(t; ·)‖Lq(0;2)t dt6Bpq(r)
∫ r
0
t2
(∫ 2
0
∣∣∣∣
∣∣∣∣1t 9u9
∣∣∣∣
∣∣∣∣
p
d
)1=p
dt
6Bpq(r)
(∫ r
0
tp
′+1dt
)1=p′ ∣∣∣∣
∣∣∣∣1t 9u9
∣∣∣∣
∣∣∣∣
Lp(Br)
whence (3.11) for p¿ 1, and similarly when p = 1.
4. Inequalities in R3
Let (r; ; ) be spherical polar co-ordinates
x = (r sin  cos; r sin  sin ; r cos );
r = |x| ∈ (0;∞);  = arccos(x3=r)∈ [0; ); ∈ [0; 2)
and set L3 := {x : sin  = 0}. The unit vectors in the direction of the polar co-ordinate lines are
e˜  = (cos  cos; cos  sin ;−sin );
e˜ = (−sin ; cos; 0):
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In R3 \ L3 a vector potential in PoincarIe gauge takes the following form:
A˜(r; ; ) =
1
r
1(r; ; )˜e +
1
r sin 
2(r; ; )˜e: (4.1)
Moreover,
∇= e˜ r 99r + e˜ 
9
r9 + e˜
1
r sin 
9
9:
On setting
(r; ; ) :=
1
2
∫ 
0
2(r; ; t) dt
and, for v∈C∞0 (R3 \ L3),
u(r; ; ) := exp(2i(r; ; ))v(r; ; )
it follows that
1
sin 
(
9
9 + i2
)
v(r; ; )
=exp(−2i(r; ; ))
(
1
sin 
9
9
)
u(r; ; ) (4.2)
and
u(r; ; 2) = exp(2i˜(r; ))u(r; ; 0); (4.3)
where ˜(r; ) = (r; ; 2).
Theorem 2.1 now gives
|u(r; ; )|6Ap(r; )
∣∣∣∣
∣∣∣∣ 9u9(r; ; ·)
∣∣∣∣
∣∣∣∣
p
; Ap(r; ) =
(2)1=p
′
|D(r; )− 1| ; (4.4)
where D(r; ) = exp(2i˜(r; )), and this yields(∫ 2
0
|u(r; ; )|q d
)1=q
6Bpq(r; )
(∫ 2
0
∣∣∣∣ 9u9(r; ; )
∣∣∣∣
p
d
)1=p
(4.5)
with Bpq = (2)1=qAp. The following theorem follows in the same way as Corollary 3.2.
Theorem 4.1. Let ! be a non-negative measurable function on R+ × [0; ) and 16 q6p6∞.
Then for all v∈C10 (R3 \  L3)∣∣∣∣
∣∣∣∣ v!| · |
∣∣∣∣
∣∣∣∣
Lq(R3)
6
(∫ ∞
0
∫ 
0
!t(r; )Btpq(r; )sin
t r2 dr d
)1=t ∣∣∣∣
∣∣∣∣ 1r sin 
(
9
9 + i2
)
v
∣∣∣∣
∣∣∣∣
Lp(R3)
(4.6)
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where 1=t = 1=q− 1=p. When p = q and with ! = D − 1,∣∣∣∣
∣∣∣∣D − 1| · | v
∣∣∣∣
∣∣∣∣
Lp(R3)
6 2
∣∣∣∣
∣∣∣∣ 1r sin 
(
9
9 + i2
)
v
∣∣∣∣
∣∣∣∣
Lp(R3)
: (4.7)
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