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Abstract
Amorphous solids (glasses) are a class of materials that lack the traditional
long-range order found in crystals, and are primarily formed by rapid cooling of
a liquid to bypass crystal nucleation. Their lack of crystallinity and associated
defects gives them useful electromagnetic and mechanical properties. However,
the affinity of a material to vitrification is only loosely understood, and
structural detail is difficult to obtain via traditional methods.
This thesis firstly investigates the promotion of glass formation via crystal
inhibition. Molecular dynamics simulations of binary alloys are used to show
crystal frustration via specific interactions of interaction range and particle
softness, resulting in a lower enthalpic drive and complex crystal structures.
Secondly, a facilitated kinetic Ising model is used to investigate the dy-
namics of organic glasses in solution. Glass dissolution is shown to have a
non-linear dependence on the effective temperature of the solute, switching
between a front-like dissolution at low temperatures, and a diffuse interface at
higher temperatures. Also shown is a method of preparing an enhanced glass
via precipitation from a solution, capable of creating a much lower energy
glass than simple bulk cooling.
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Chapter 1
Introduction
1.1 Practical Applications and Limitations of
the Amorphous State
A wide range of modern materials and technologies are comprised of amor-
phous solids. Many plastics range from semi-amorphous (incl. polyethylenes,
Teflon) to entirely glassy (incl. polycarbonate, acrylic, polystyrene), taking
advantage of the thermoplastic properties of a glass [1]. The differences
in optical properties of amorphous and crystalline chalcogenide materials
are used in re-writeable CDs and DVDs [2], and their analogous change in
electrical properties is used in non-volatile phase-change memory [3]. Silicate
glasses, aside from their ubiquitous use in windows and cups, find a range of
uses from fibre-optics (where their lack of grain boundaries prevents scattering
off crystal defects) [4] to nuclear waste containment (for their resistance to
corrosion) [5]. Many drugs are delivered in the higher-energy amorphous
state which increases the dissolution rate compared to the crystal form, thus
increasing their bioavailability [6]. The effective cessation of diffusion and the
consequential drop in chemical reaction rates below the glass transition has
been studied for application in food preservation [7]. Metallic glasses have
a number of improved mechanical properties compared to their crystalline
forms including increased strength, elasticity, and magnetic permeability.
This results in their use in structural components, microelectromechanical
1
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systems and sporting goods, and high-efficiency transformers [8]. The lack of
a first-order transition to the crystal reduces the dimensional shrinking on
cooling, allowing for highly accurate cast parts [8, 9]. All of these uses hinge
off of the properties instilled by the amorphous nature of the glass.
However, the existence of glasses as a non-equilibrium material, generally
not even fully relaxed to the metastable state also brings some difficulties
in widespread use. While relaxation over time to this metastable minimum
(ageing) can be beneficial with the enhanced glassy properties it entails, this
continual change in properties can pose problems if a well defined response is
required. Kinetically unstable glasses that are made to decompose easily, such
as those used in amorphous drug delivery, can transition back into the crystal,
negating their solubility advantage [10, 11]. The rapid nature of nucleation
and crystal growth in metals and simple molecules can require quench rates
in excess of what is physically possible for anything other than a sub-mm
ribbon. Further understanding of the nature of glasses, and optimal methods
to make them, is thus of great importance.
1.1.1 Metallic Glasses
Metallic glasses are amorphous alloys of metals or metal/non-metal mix-
tures. These materials demonstrate a wide range of desirable structural
properties including toughness, strength, and elasticity. Metallic glasses, as
metal alloys, are also relatively easy to simulate computationally, and have
a strong link to pre-existing liquid models. The first metallic glass was a
Au75Si25 mixture formed by splat cooling at Caltech by Klement, Willens
and Duwez in 1960 [12]. This proved that sufficient cooling rates could allow
amorphous alloys to be formed from the liquid state. Several years later,
Chen and Turnbull developed a series of palladium-silicon alloys which, when
some of the palladium was replaced with gold, silver or copper, was found
to have critical cooling rates in the 100–1000 K s−1 range, several orders of
magnitude smaller than previously found alloys [13].
In the 1980s, the same group was able to make 1 cm spheres of amor-
phous Pd-Ni-P alloys by utilizing surface etching and fluxing to reduce
2
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Figure 1.1: Schematic of the tensile yield strength and elastic limit of various
materials. Metallic glasses can combine the strength of steel with the elasticity
of polymers. Reproduced from Reference [22]
heterogeneous nucleation [14]. At around this time, the Inoue group found
progress in La-Al-Ni-Cu, Mg-Cu-Y, and Zr-Al-Ni-Cu alloys, reaching up to
1.5 cm casts [15–17]. The first commercial metallic glass, "Vitreloy 1" or
Zr41.2Ti13.8Cu12.5Ni10.0Be22.5, was created in 1993 by Peker and Johnson with
a casting diameter of several centimetres [18]. Four years later, the Inoue
group synthesised a 7.2 cm cylinder of the Pd40Cu30Ni10P20 alloy [19]. These
last two alloys can be thought as bringing about the bulk metallic glass age,
where casting sizes were finally at a point where structural components could
be conceived.
Recent work on metallic glasses has largely been focused on the structural
applications of these materials [8, 20]. Figure 1.1 demonstrates that these
alloys can combine strength on the level of steel with the elasticity of polymer
materials which is of use in applications where energy storage is desired (e.g.
sporting materials) or where resistance to fatigue while retaining mechanical
strength is desirable, as in microelectromechanical systems (MEMS) such as
accelerometers and gyroscopes in modern phones and the array of micromirrors
that are the core of DLP projectors [21]. Another application of their tensile
strength (shown in Figure 1.2) is the extrusion of extremely small gears. This
3
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Figure 1.2: Left: extrusion of micro-gear from La55Al25Ni20 metallic glass
utilizing superplastic forming. Right: die used for extrusion. Reproduced
from Reference [23]
allows for the production of small geared motors, where the resulting increase
in possible torque is beneficial for medical devices [8].
While the multi-component metallic glasses have dominated the landscape
in recent history, they are showing signs of slowing down. Many of these
alloys contain prohibitively expensive (Pd, Pt) or toxic (Be) metals. This,
along with the recent discovery of a good binary glass former in CuZr [24, 25],
has driven experimental work back to some of the earlier binary glass formers,
such as NiP. This fortunately brings them back to the theoretical realm,
which has always had an interest in these materials due to their reduced
computational complexity. The Kob-Anderson model, originally created to
model the chemical ordering in the NiP alloy [26], has continued to be studied
over the past 20 years as a standard glass-forming mixture. It has been
used for studies of the mode coupling theory [26], relaxation dynamics [27],
dynamic heterogeneity [28], local structure [29], and many other glass topics.
4
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Figure 1.3: A simple time-temperature transformation diagram indicating
the minimal cooling rate Rc to bypass crystallization on the way to Tg.
Reproduced from Reference [30].
1.2 On the Varied Methods of Vitrification
1.2.1 Quenching
An amorphous solid represents a state intimately connected to its history.
Unlike a crystal with its unique periodic equilibrium structure depending only
on the interactions between its constituent particles, the non-equilibrium glassy
state has no such long-range structural organization and has a morphology
that only exists due to kinetic trapping in a metastable state. Rapid cooling
of the disordered liquid represents the simplest route to a disordered solid,
and is traditionally the rod by which all other methods are measured. The
goal of this method is to prevent crystallization by cooling fast enough to
bypass nucleation completely, reaching the glass transition where the slow
diffusion rate prohibits relaxation to the crystal over extended timescales,
effectively "freezing-in" liquid disorder.
One helpful figure in describing quench formation is the time-temperature
transformation (TTT) diagram, as seen in Figure 1.3. This plots the time
taken for a set fraction of the system to crystallize with regards to the
temperature. If we start at the melting point, we see Rc is the required
cooling rate to beat the "nose" of the crystallization curve in order to reach
the glass transition temperature. The crystallization curve represents two
5
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Figure 1.4: A schematic of the similar changes in a variety of properties
(volume, enthalpy, and entropy) with temperature for the liquid to solid
transition. The melting (Tm) and glass transition (Tg) temperatures are
marked. Reproduced from Reference [31]
effects of temperature on the (thermo)dynamics of the super-cooled liquid.
At high temperatures, the small free energy difference between the liquid
and crystal reduces the thermodynamic driving force significantly. At low
temperatures, the increasing viscosity of the super-cooled liquid hinders
the rearrangement of the particles into the crystal phase, before eventually
stopping rearrangement at any measurable timescale altogether at Tg, the
glass transition temperature. This transition is defined somewhat arbitrarily,
typically either when the material reaches a viscosity of 1013 poise, or the
system falls out of equilibrium as evidenced by a discontinuity in heat capacity,
thermal expansion, etc. as seen in Figure 1.4. These temperatures generally
agree to within a few kelvin. The required quench rate determines the critical
dimension of the amorphous phase—the faster that heat must be removed
from the system, the thinner the glass cross-section must be to achieve that
cooling rate.
The cooling rate of a glass determines some of the physical properties
of the resulting solid, schematically shown in Figure 1.4. The two glass
trajectories differ in their quench rates, with the larger Tg corresponding to
the higher quench rate. Both glasses follow the same super-cooled liquid
6
CHAPTER 1. INTRODUCTION
trajectory but deviate once they reach Tg, as they fall out of equilibrium due
to kinetic arrest. As shown in Figure 1.4, entropy, volume, and enthalpy all
follow a similar curve, diverging at Tg. Magnetic properties have also been
shown to depend on the rate of cooling [32].
Given that many glassy properties are enhanced with a slower cooling rate,
it would be preferable to find glasses that can be cooled quite slowly. While
we still do not have a perfect predictive model (the 62 different parameters
listed by Chattopadhyay et al. [33] makes that quite clear), there are some
measures that generally result in a better glass. One of the best methods is
simply reducing the melting point of the alloy [34], which results in optimal
glasses near the eutectic mixtures. We find that many binary glasses form
best near these points. Similarly to this, the "confusion principle" is the result
of using many components in the alloy to create an optimal crystal structure
too complex to form quickly [35]. Inoue has postulated several "rules" for
creating a good metallic glass: more than three species (confusion), 12%+
difference in atomic size (to prevent simple crystals), with negative heat of
mixing (increased interfacial free energy) [36]. This leads to a denser random
packed system with lower "free volume", which decreases Tm (significant
re-ordering required) and increases Tg (increased viscosity).
1.2.2 Vapour Deposition
While rapid quenching remains the primary method for the creation of bulk
metallic glasses, vapour deposition can result in an amorphous thin film with
"extreme" glass properties. We have previously mentioned how Tg is related
to the properties and cooling rate of the glass (see Figure 1.4). The variation
in Tg due to cooling rate is very small compared to the change in cooling rate
needed—10 K over 20 orders of magnitude in some cases [37]—and as such
the change in properties is minimal. As the data in Figure 1.5 shows, vapour
deposition allows for a significant reduction in effective Tg (known as the fictive
temperature, Tf , where the extrapolated behaviour of the glass intersects
the equilibrium liquid) of 20–30 K, which results both in enhanced glassy
properties (as shown by the change in density) and significantly enhanced
7
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Figure 1.5: Elipsometry measurements of vapour-deposited indomethacin
(inset) film thickness deposited at 0.2 nm s−1 at 285 K. Arrows indicate
heating and cooling of the sample. The deposited glass is denser and has a
higher onset temperature compared to the liquid-cooled glass. Reproduced
from Reference [38] using data from Reference [39].
thermal stability (as seen in the different Tonset values in Figure 1.5). If a
liquid quench was allowed to "age" (slowly relax structurally, resulting in a
lower energy glass), it is estimated that a glass of this density would take 100
to 100,000 years to achieve [39]. Other properties of the glass are also shown
to be improved, such as a reduction in gas permeability [40, 41], lower water
absorption [42], and increased photostability [43].
This enhanced glass formation is strongly influenced by the substrate
temperature. For a variety of organic molecules the optimal temperature
has been found to be approximately 0.8Tg, resulting in a similar effective
temperature and an increased onset temperature of approximately 1.05 Tg [44–
49]. Deposition onto a substrate lower than this temperature results in a lower
quality glass, generally considered to be kinetically limited [38], while higher
of course limits the possible enhancement to equilibrium. Results for metallic
alloys are less definitive, with some results showing a higher enthalpy [50],
but others showing improved elastic properties [51], and stability against
crystallization [52].
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The causes of the increased stability of vapour deposited glasses have been
intensely studied. It is now widely accepted that the improved mobility of sur-
face particles [53–58] allows for equilibration to the substrate temperature [59,
60] and finding efficient local configurations which, when later covered by
further deposition, are kinetically trapped. This surface equilibration has also
been studied computationally [61–63], with similar increased surface mobility
and enhanced vitrification found.
One novel effect of these highly stable glasses is the front-like glass to
super-cooled liquid transition. On heating, these thin films behave much
like a crystal melting, with a constant velocity transition front progressing
from the free interface [64]—something which had not previously been seen in
glasses. It appears that, as in a crystal, while the favoured state may be the
liquid, there is enough kinetic hindrance to prevent a homogeneous transition
to the liquid, and it must progress via the more mobile free surface. This
effect has been seen in simulation through a number of atomistic and coarse
grained models [61, 65–67]. These also follow experimental findings that at
higher Tf , we eventually return to a bulk homogeneous transformation [64,
68]. It is thus likely that this mechanism is not unique to vapour deposited
glasses, but is merely linked to their high kinetic stability, as is many of their
other properties.
1.2.3 Mechanical Methods
Instead of trying to make a glass by avoiding crystallization, what if we
turned a crystal directly into a glass? This is the thinking behind several
mechanical methods of the solid state, crystal to glass transition.
Amorphization by radiation, or metamictization, occurs when individual
atoms are kicked out of the crystalline lattice by incident high energy particles.
Metamict was initially defined in 1893 [69] as an amorphous material, as
seen by fracture patterns and optical isotropy, which was believed to be
previously crystalline as indicated by crystal faceting. After the discovery of
radioactivity, Hamburg [70] suggested the transition was due to α-particle
bombardment. This process was later used as a dating technique by Holland
and Gottfried [71] as the accumulation of defects could be related to the
9
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time a material existed below a relaxation temperature threshold. Effective
quench rates in localized bombardment have been estimated at rates around
1014 K s−1 [72]. This incredible fast effective quench rate results in high-energy
crystal defects and eventually accumulates to a high-energy glass.
Most of the study of this amorphization method revolves around the
negatives of radiation damage. Uranium alloys have been shown to be affected
by self-induced amorphization [73]. The long-term effects of metamictization
include decreased resistance to chemical leaching and release of stored energy
in the radiation-damaged crystal [74–76]. It is possible that understanding
the specific characteristics of materials that are susceptible to this transition
will help increase our understanding of the structure of the amorphous state.
Another mechanical method involves grinding the material (e.g. in a ball
mill) for 10–100 hours. Interestingly, the mechanisms behind the subsequent
vitrification differ between organic molecules and metal alloys. In the case of
milling organic materials, as used in creating amorphous drugs to alter their
bioavailability, the amorphous state appears to be created by mechanically
destroying the crystal structure [77]. Milling of a number of organic compounds
including trehalose [78], lactose [79, 80], indomethacin [81, 82] and others has
been shown to produce an amorphous state as determined by X-ray diffraction
and DSC traces after 5–10 hours of milling. Longer runs (100+ hours) are
often needed to remove all crystal fragments which would otherwise catalyse
nucleation as seen by recrystallization during DSC traces [77]. Amorphization
rates have been shown to improve at lower temperatures [82]. This, as well as
the lack of change in chirality during the transition [79], and the invariance
of the formed state with varying milling intensity [81, 83], indicate that this
amorphization is a unique process and not just localized heating and cooling.
It has been observed that long and intense milling produces molecular
glasses with recrystallization properties (favouring a high-energy metastable
state instead of the optimal crystal) similar to glasses formed with a high
quench rate [83, 84]. Similarly, short milling times produce a more kinetically
stable glass. As there is no need to melt the crystal phase, materials which
would otherwise be destroyed by high temperatures can be processed in
this way. Along with temperature control of some of the amorphous state’s
10
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properties [81, 85, 86], this allows for the creation of glasses with variable
properties dependant on the route of vitrification.
In the second case, the mechanical alloying of metals and vitrification of
the resulting powders follows a different route. As with molecular glasses,
(crystalline) metal powders are placed in a ball mill and milled for 10+ hours.
The powder is continually cold welded together by the mechanical action of
the mill, forming particles with characteristic layered microstructure. If this
process continues, X-ray diffraction confirms the loss of crystal structure and
the appearance of diffuse amorphous peaks [87].
Differences begin to arise when we look at alloys with a composition ratio
far away from equal (e.g. Fe80Zr20). In these regions amorphous and crystalline
phases are often found coexisting. Using the width of the crystal diffraction
peak to determine crystallite size, it is seen that the major phase crystallites
do not entirely disappear, even as the amorphous phase is formed [87]. This
means that unlike molecular glasses, mechanical alloying does not proceed
by destruction of the crystal state as had been assumed [88, 89]. Instead,
the ultra-fine layering causes a high-energy state, and vitrification is due to
interdiffusion of the alloy components, and the lower energy state it creates.
This has been observed directly by X-ray diffraction as an amorphous interface
between two pure metal crystalline phases [90]. Similarly, in the milling of
already alloyed powders, the accumulation of defects and the subsequent
transition to the lower energy amorphous state is the attributed method [91],
with some similarity to radiation induced vitrification [92].
Characterization of these amorphous alloys again confirms their similarities
to quenched glasses. Aside from X-ray data, radial distribution data [93,
94], superconducting studies [95] and DSC traces [96] reveal very similar
properties between the two methods. It is of note however that these traces
and hydrogen absorption data [97] indicate an unrelaxed structure, again
more similar to a rapidly quenched glass than an optimal amorphous state. It
has also been noted that the compositional range of amorphization by quench
and milling overlaps only slightly in some cases [98]—while quenching tends
to be possible only near eutectic points, mechanical alloying works best at a
near equal stoichiometry.
11
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1.3 Amorphous Structure and its Consequences
1.3.1 Why Structure Matters
A reasonable question to ask of an amorphous solid is if there is any
structure at all. If we think of a glass as a "frozen liquid", many long-standing
liquid models (e.g., the random packing of hard spheres model) would suggest
that the amorphous state has no local structure. However, a number of
properties of glasses would suggest otherwise, including the rapid increase in
viscosity of the "fragile" glass formers, the strong chemical ordering expected
of metal/non-metal alloys, and the limited diffraction data obtainable for
metallic glasses. Several extensive reviews demonstrate the importance of
structure and its effect on the glass state [30, 99].
If the amorphous state does have structure, our knowledge of crystals
implies that structure of the glass will strongly influence its properties. One
novel property that is likely informed by this is the "dynamic heterogeneity"
of a glass. Unlike the crystal state, the dynamics of a glass are spatially
heterogeneous—there are significant differences in particle mobility through-
out the material [100, 101]. This change in dynamics has been correlated
with structural environments such as icosahedra [102], bicapped square anti-
prism [103], and hexagonal bipyramid bonds [104]. However, it has been
shown that local free volume, typically a sign of local packing, can not explain
this mobility variation [105].
1.3.2 Structure Measurements
Most currently developed techniques for structure determination rely on
long range ordering of the crystal lattice. As a disordered structure, glasses
are unable to be characterised by these methods. We thus have to resort
to much simpler structural measurements, and attempt to fit our models to
what data we can obtain.
One of the simplest structural measurements we can make is the radial
distribution function, shown in Figure 1.6. This measurement tells us the
12
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Figure 1.6: A comparison of crystal, glass, and liquid RDFs as calculated
from a simulation of the Fe3C-like system from Chapter 3 using only the
large-large bond lengths. The liquid and glass distributions are noted to be
quite similar, and both decay to one in the long distance limit, indicating a
lack of long range structure.
distribution of particle-particle distances:
g(r) =
1
4ρpir2N
〈∑
i 6=j
δ(r − rij)
〉
(1.1)
where ρ is the number density of the system, δ(x) is the delta function, N
the number of particles, and 〈· · · 〉 represents the ensemble average of the
system. The peaks in the distribution indicate high probabilities of bond
lengths—the first peak being the first coordination shell, with further peaks
around subsequent shells—eventually decaying to the random liquid. While
the crystal distribution clearly retains its order in the long distance limit,
both liquid and glass show a decay in order with pair distance.
The radial distribution function can be measured experimentally using
diffraction methods. After obtaining the static structure factor S(k), it can
13
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Figure 1.7: Left: the Voronoi cell of the purple particle, as created by the
surrounding gold particles. Right: a depiction of the instability created
when multiple particles are equidistant from each other, as in the FCC cell.
Reproduced from Reference [107]
be translated into g(r) by a Fourier transform [106]:
g(r) = 1 +
1
2pi2rρ
∫ ∞
0
k[S(k)− 1] sin(kr)dk (1.2)
While this is a useful experimental measure of structure in the amorphous
state, we note the similarity between liquid and glass g(r) as seen in Figure 1.6.
This similarity limits the amount of useful information we can retrieve from
this method, aside from being a way to check our simulations are on the right
track. A second limitation arises due to the spherical averaging that occurs
in this method—it provides no intrinsic 3D structural data.
These weaknesses make it clear we would like something more substantive
to base our structural discussions on. One such model is the Voronoi tessella-
tion, illustrated on the left in Figure 1.7. This measure constructs a convex
polyhedra around a particle, defined by the volume within being closer to that
particle than to any other. This results in a cell with a number of polyhedral
faces, determined by the geometry of the local particle arrangements. The
common method used to collate these polyhedra into a more manageable set
is to use the number of each type of face: 〈n3, n4, n5, n6〉 where ni represents
14
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Figure 1.8: A series of Voronoi cells form a slightly disturbed FCC lattice, none
of which match the 〈0, 12, 0, 0〉 structure of the perfect crystal. Reproduced
from Reference [107]
the number of faces with i sides. This results in a FCC (and HCP) lattice
full of 〈0, 12, 0, 0〉 cells; the BCC lattice is 〈0, 6, 0, 8〉; and an icosahedra is
characterised by a 〈0, 0, 12, 0〉 cell. While not determinable at the atomic
scale, analogues include using peas in a pressure cooker (perhaps inadvertently
by Rev. Hales in 1727 [108] looking at the individual faces caused by the
expansion and compression by peas) to a range of ball bearing experiments
by Bernal [109, 110] and Finney [111], to colloidal measurements [112]. As
computational studies became more common, so did the use of Voronoi
tessellation [113, 114], which can easily be calculated by a computer.
The Voronoi method offers a significant upgrade in structural analysis
capabilities over the radial distribution function, but still suffers from some
drawbacks. Chief among these is its sensitivity to minute displacements when
in some systems, like the FCC crystal. When the FCC lattice is slightly
deformed, it leads to cells like those seen in Figure 1.8, due to vertices formed
by more than three Voronoi faces similar to that seen on the right in Figure 1.7.
This reduces the usefulness of the Voronoi method when near some highly
symmetric phases. Another issue is that even the perfect FCC and HCP
structures are indistinguishable from each other by the 〈n3, n4, n5, n6〉 metric—
both crystal structures lead to a Voronoi cell with twelve four-sided faces.
This degeneracy only increases when dealing with disordered phases—there
are many possible cells for a 〈0, 2, 8, 4〉 structure for instance. This leads us
to continue our search for useful structural metrics.
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Figure 1.9: A schematic of the common neighbours in the FCC crystal.
The blue line connects the root particles, black particles are the common
neighbours of the two root particles, and red indicates the longest chain.
The difficulties of the Voronoi analysis can be largely avoided by using
some form of Common Neighbour Analysis. As introduced by Honeycutt and
Andersen [115], CNA looks at a pair of particles (usually bonded to each other)
and analyses the common neighbours of the pair as shown in Figure 1.9. The
resulting cluster is a bipyramid, commonly of pentagonal (as in icosahedra) or
hexagonal order. This metric has also shown the rise of icosahedral ordering by
increases in pentagonal bipyramids on the vitrification of a simulated Lennard-
Jones fluid [116]. This method has been used to analyse bond "networks"
within the super-cooled liquid and more complicated crystal structures which
are formed in some systems [104].
1.4 This Work
The glass transition is generally regarded as one of the great remaining
problems of materials science [117]. Central to this puzzle is how we should
describe the transition into and out of the amorphous state. The aim of this
thesis is thus to examine central aspects of these material transformations.
To that end, we ask two general questions.
1. How do particle interactions influence crystallization kinetics and,
hence, the glass forming ability of a liquid? It is this aspect of the glass
16
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transition that has attracted much of the attention of materials science over
the last 20 years, especially from metallurgists working on metallic glasses.
What atomic factors influence the likelihood of glass formation?
2. Can we construct a robust description of precipitation and dissolution
of a glass that incorporates our modern perception of a glassy material as a
kinetically heterogeneous material?
This thesis is ordered as follows. In Chapter 3 we investigate the softening
of the traditional hard-sphere model of the super-cooled liquid and the
consequence this has on the dynamics and structure of the super-cooled liquid,
as well as its alteration of glass forming ability. Chapter 4 follows on from this,
exploring a set of novel tube-like crystal structures stabilized by the longer
attractive tail of this softer interaction. We then switch to our solution-based
work in Chapter 5, where we investigate the methods in which the structure
of a glass impacts its dissolution, and possible methods of controlling the rate
of solute removal. Finally, in Chapter 6 we posit a new method of ultra-stable
glass formation by precipitation from a solution, with possible significant
improvements over current methods of glass formation.
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Methods and Metrics
2.1 Molecular Dynamics
Molecular Dynamics (MD) is a simulation method that allows us to
calculate both equilibrium and dynamic properties of a desired system. These
simulations are quite similar to real experiments, as we try and model the
underlying physical interactions and resulting particle motion. As the system
evolves with time, it will eventually come to a steady state where measurable
statistics (e.g. temperature, pressure) do not change with time, in the same
way a physical sample would. Averaging over this steady state allows us
to calculate the time-averaged equilibrium values, which correspond to the
ensemble average of a much larger system. We can then measure various
physical properties of the system, e.g. temperature, structure, and diffusion,
some of which can prove challenging for a real material.
2.1.1 Time Evolution
MD simulations work by simulating the classical Newtonian equations of
motion for a many-particle system. That is, we take Newtonian physics:
~F = m~a = −∇U (2.1)
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where ~F is the force vector, m is the mass, ~a is the acceleration vector, and U
is the potential field. We then integrate the second-order differential equation
d2~x
dt2
= ~a (2.2)
using numerical integration.
At each discrete timestep, we must calculate the total force ~Fi on a given
particle from all other sources:
~Fi =
∑
i 6=j
~Fij (2.3)
where Fij is the force on particle i from particle j and assuming pairwise
additive forces as used in this thesis. If we use a spherically symmetric
potential U , we have:
~Fij(r) = −dU(r)
dr
(2.4)
and in three dimensions using Cartesian coordinates we have:
Fx(r) = −dU(r)
dx
(2.5)
= −x
r
dU(r)
dr
(2.6)
were x can be x, y, or z. This results in a force vector from all interacting
particles, which is then used to determine the motion on the particle in the
simulation.
Given infinite computing power and memory, this would be sufficient, and
we could calculate all forces from all particles. As we have neither, we must
adapt by using a much smaller system size on the order of 104 to 106 particles
instead of the 1023 in physical experiments. If simulated in a non-bounded
space, this would mean a significant portion of the simulated particles would
be on the surface, not in the bulk where we want to measure properties. We
thus introduce a simulation cell with periodic boundaries:
xeffective = xtrue mod xbox (2.7)
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to emulate a section of material in the bulk phase. The calculated x/y/z
distances must account for the possibility of a periodic "image" being the
shorter distance:
xij = min(xj − xi, (xj − xbox)− xi, (xj + xbox)− xi) (2.8)
We also introduce a cutoff radius rcut which must be smaller than 1/2 any of the
box dimensions (and in our simulations is typically much less for computational
efficiency) to prevent double counting interactions. Any particle pair further
apart than this cutoff is treated as having no interaction with each other.
Now that we have our system of equations to simulate and forces to use
in those equations, we must evolve the system through time via numeric inte-
gration. One commonly used integrator is the velocity Verlet algorithm [118]:
~x(t+ ∆t) = ~x(t) + ~v(t)∆t+ 1
2
~a(t)∆t2 (2.9)
~v(t+ ∆t) = ~v(t) +
~a(t) + ~a(t+ ∆t)
2
∆t (2.10)
with the implicit assumptions that forces (and thus accelerations) depend
only on particle positions, and not velocities. The velocity Verlet form is
most commonly used because it gives the velocity at each timestep (unlike
the Verlet and leapfrog algorithms), has O(∆t2) global error in velocity and
position (which is adequate for MD simulations), and is symplectic, which
means it constrains the total energy of the system to approximately that of
the initial conditions (unlike other methods that may change energy without
bounds). Higher order algorithms exist but require multiple force calculations
per timestep, which largely cancels out the gains from increased step size,
especially for more complex potentials. The step size is chosen to be as
large as possible without introducing errors in calculations—too large a step
could see two particles come very close together, resulting in a large repulsive
force and consequent velocity, which could then cause further overshooting,
repeating until the system "explodes" due to computational errors.
This cycle—calculating ~x(t + ∆t), using this new position to calculate
~a(t+∆t), and finally calculating ~v(t+∆t)—is then repeated as long as needed
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to collect data. For instance, we can calculate the instantaneous temperature
T (t) for a system of N particles:
T (t) =
1
kBNf
N∑
i
miv
2
i (2.11)
where vi and mi is respectively the velocity and mass of particle i, kB is the
Boltzmann constant, and Nf = 3N − 3 ≈ 3N is the number of degrees of
freedom of the system, approximated for large N. We can then average this
over time and if it has no significant drift, we have determined the equilibrium
value within statistical error determined by the length of time we average
over. Similarly, the pressure of the system can be determined using the virial
equation:
P =
NkBT
V
+
1
3V
∑
i<j
f(rij)rij (2.12)
which we see is the ideal gas law with a correction due to interacting particles.
The use of molecular dynamics allows to calculate time-dependant proper-
ties, like diffusion:
D =
1
6
d
dt
〈|r(t)− r(0)|2〉 (2.13)
where 〈· · · 〉 represents the system average mean squared displacement. In
the case of periodic boundaries as used here, we must take care to properly
"unwrap" particle coordinates to their "true" position to avoid discontinuities
and other oddities on boundary crossing. This can either be done by keeping
the particle position unbounded, and putting it into the periodic box when
force calculations are required, or by keeping track of how many times the
particle moves across each boundary and adding that on to the position for the
purposes of diffusion. Care must also be taken to have a zeroed center-of-mass
velocity to avoid errors from drift.
Further properties related to structure are shown in section 2.1.3
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2.1.2 Ensembles
So far we have implicitly worked with a constant number of particles,
volume, and energy—the NVE or microcanonical ensemble. This works well
at equilibrium for finding averages, but does not allow us to, say, change the
temperature of the system to simulate a quench to form a glass. We must
find a way to move into a more experimentalist setting that will allow us to
change the temperature or pressure of a system and observe the evolution of
our simulation.
The NVT, or canonical ensemble, adds a thermostat to change the kinetic
energy of the system so that the temperature of the system remains (close to)
constant, or whatever temperature scheme is desired. There are a number of
ways to accomplish this, from stochastic methods as by Anderson [119] to
altering the Lagrangian as in the common Nosé-Hoover [120] thermostat. For
most of our simulations we have however used the Berendsen [121] thermostat,
as the Nosé-Hoover method was found to cause continuous oscillations in our
system. This method does not perfectly replicate the canonical ensemble as
the Nosé-Hoover does, but for systems on the scale used here there has been
shown to be very little difference [122]. The thermostat works by constantly
rescaling the velocities of the particles by a factor:
λ =
[
1 +
∆t
τ
(
T
T0
− 1
)]1/2
(2.14)
where T0 is the target temperature and τ is a constant that determines the
rate of adjustment. This results in an exponential decay towards the set
temperature.
Similarly, we may move to the NPT, or isothermal-isobaric ensemble
by adding a barostat. This ensemble is a close match to the experimental
conditions usually encountered in an experiment—at a set temperature, and
exposed to atmospheric pressure. As with the thermostats, the common
Nosé-Hoover method alters the Lagrangian of the system, adding in extra
"coordinates" and variables. Again, we use the Berendsen barostat, replacing
the temperature variables in Equation (2.14) with pressure and instead altering
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the position, not velocity, of particles. Constant pressure calculations have
one further complication over thermostats, in that the box can deform in
many ways. The simplest is isotropically—all dimensions are modified by
the same amount. This can cause problems with non-cubic crystallization
however. We thus use an anisotropic barostat, where the pressure is calculated
along each dimension, and each dimension is scaled separately. It is also
possible to move to a triclinic barostat, where the box angles are also allowed
to deform using the off-diagonals of the stress tensor.
2.1.3 Structural Calculations
While atomistic simulations provide us with a vast amount of data about
a system, both positional and dynamic, this data must be reduced into a form
that can be easily processed and compared. As such, we present a number of
methods to determine local structural characteristics, each with their domains
of usefulness.
The Radial Distribution Function (RDF) tells us how likely a particle is
to be at a specific length from another particle, as compared to the system
average. It is effectively a bond-length histogram, scaled by the volume of
the spherical shell:
g(r) =
1
4ρpir2∆r
〈∑
i 6=j
δ(r − rij)
〉
(2.15)
where ρ is the number density of the system, δ(x) is the delta function,
∆r is the width of the histogram bin, and 〈· · · 〉 represents the ensemble
average of the system. As shown in Figure 2.1, the RDF of a crystal is sharp,
reflecting the very rigidly defined bond length in the unit cell, while liquids
and amorphous solids have a diffuse profile, as their disordered nature reduces
the structural constraints of the system. Experimentally, the RDF can be
calculated by the Fourier transform of the structure factor, as determined
from diffraction data.
Another useful structural measure is the arrangement of bonds/neighbours
in terms of bond angles. While individual angles between particles are possible,
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Figure 2.1: A comparison of crystal, glass, and liquid RDFs as calculated
from a simulation of the Fe3C-like system from Chapter 3 using only the
large-large bond lengths.
it is perhaps more useful to determine what kind of angular symmetry, if
any, they form. The most commonly used method for this are the Steinhardt-
Nelson bond order parameters [123]. They use spherical harmonics:
Y¯lm =
1
n
n∑
j=i
Ylm(θ(rij), φ(rij)) (2.16)
θ(rij) = arccos
(
z√
x2 + y2 + z2
)
(2.17)
φ(rij) = arctan(y/x) (2.18)
where Ylm are the spherical harmonics and the sum is over the n nearest
neighbours to particle i. This is transformed into a second-order rotationally
invariant version:
Ql =
(
4pi
2l + 1
m−l∑
m=−l
|Y¯lm|2
)1/2
(2.19)
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Geometry Q4 Q6 Wˆ4 Wˆ6
FCC 0.191 0.574 -0.159 -0.0132
HCP 0.097 0.485 0.134 -0.0124
SC 0.764 0.354 0.159 0.0132
BCC 0.082 0.501 0.159 0.0132
Icosahedral 0.0 0.663 0.0 -0.1698
Table 2.1: Bond order parameters for face-centred-cubic, hexagonal close-
packed, simple cubic, body-centred-cubic, and icosahedral environments.
From References [124, 125].
as well as a third order version:
Wl =
∑
m1,m2,m3
m1+m2+m3=0
(
l l l
m1 m2 m3
)
Y¯lm1Y¯lm2Y¯lm3 (2.20)
where the coefficients (· · · ) are the Wigner 3-j symbols. They also defined a
ratio:
Wˆl = Wl
/( m∑
l=−m
|Y¯lm|2
)3/2
(2.21)
they found to be sensitive to types of crystal order. As shown in Table 2.1,
the Q4-Q6 parameter space is adequate to determine many crystals, although
some structures are only particularly distinguishable if various Wˆ values are
also included.
The Common Neighbour Analysis (CNA) [115] method looks at the ar-
rangement of neighbour particles around a bond between two "root" particles.
Given two particles, we can find the intersection of the neighbours of each
particle, i.e. particles that are within the first coordination shell of both of
the particles we are interested in. As an example, in the previously shown
FCC crystal Figure 1.9 (p. 16) we see that four atoms are shared between
the chosen root pair, and that the longest bonded chain of atoms in this
intersection is one.
In the original use case of a single component mixture [115], a four-part
classification was used: 1 if the two "root" particles are themselves bonded,
2 otherwise; the number of common neighbour particles; the number of
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bonds between common neighbours; and a fourth number to differentiate
between otherwise degenerate cases. In this version, a 1551 bond would be:
between two bonded root particles; with five neighbours; with all five particles
bonded together in a ring. These classifications can then be correlated with
structures—the 1551 is seen in icosahedra, 2441 is common in the FCC crystal,
and so on.
This can be expanded in various ways to account for binary/ternary/etc
mixtures and other parameters added to further distinguish specific categories
of bonds. We use this in our binary mixture in Chapter 3 to observe crystal-
lization of the MgZn2 structure. To do so, we require: an A-A bonded root
pair; exactly six B and zero A common neighbours; which are all linked in
a hamiltonian cycle, i.e., in a complete ring around the bond axis. We then
define any A particle with four of these types of A-A bonds as crystalline,
reflecting the tetrahedral symmetry of the MgZn2 crystal structure.
2.1.4 Intermolecular Potentials
Potentials are the core variable of any simulation. Many different types
of potentials have been created, from the well known and computationally
simple Lennard-Jones to ab-initio many-body embedded atom models, each
with a tradeoff between real-world accuracy, computational cost, and model
relevance.
The Morse potential [126] attempts to accurately model the repulsive core
of the atom using the same exponential form as the accurate embedded-atom
models:
U(r) = 
{
exp
[
−2α
( r
σ
− 1
)]
− 2 exp
[
−α
( r
σ
− 1
)]}
(2.22)
This gives a reasonable repulsive core, but perhaps a less accurate attractive
tail. There have been parameters determined for many of the metals, and
particularly the soft potentials of the alkali’s. The benefit of the morse
potential is the addition of a ’softness’ parameter that changes the width of
the potential well. This means we can model something with an extremely
short-range interaction like C60 and the diffuse single valence electron sodium
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Figure 2.2: A comparison of the Lennard-Jones (LJ) and Morse (for varying
α parameter) potentials. The minimum position and depth are sent to be
equal for all.
with the same potential. We compare the Lennard-Jones and Morse potentials
in Figure 2.2
As we are dealing with a finite system with periodic boundaries, we need
to have a cutoff—a radius at which we decide to ignore any interactions
that occur over longer distances. In order to not have a discontinuity in the
potential, which causes numerical and energy conservation errors, we shift
the force so that it goes to zero at the cutoff:
fSF (r) =
f(r)− f(rcut) r < rcut0 r ≥ rcut (2.23)
uSF (r) = u(r)− u′(rcut)(r − rcut)− u(rcut) (2.24)
This has been shown to reduce the simulation errors compared to the shifted-
potential model [127].
As our simulations are done with model potentials, not directly fit to
experiment, it is helpful to use reduced units instead of randomly choosing
values for our parameters. We list these units in Table 2.2 using variables from
the Morse potential. In Chapters 3 and 4 we use τ to represent reduced time.
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Physical quantity Unit Physical quantity Unit
length σ temperature /kB
energy  force /σ
mass m pressure /σ3
time σ(m/)1/2 velocity (m/)1/2
Table 2.2: A table of the used reduced units. Symbols correspond to those
used in the Morse potential Equation (2.22)
This formalism would allow us to, at some later stage, substitute varying
physical values in and scale the obtained data to produce real measurements.
The use of reduced units also means many of the calculated values are around
unity, which serves to reduce possible computational issues due to limited
precision, as well as indicating extremely large or small values might be a
result of an error in calculation.
2.1.5 Computational Packages
In this thesis we use two software packages to conduct our MD simulations:
GROMACS [128, 129] and LAMMPS [130, 131]. The use of packages such
as these provides a stable base for simulation, with the massive amount of
time put into them by many people allowing for confidence in the accuracy
of simulation results (given the correct data was first input). Both of these
packages provide all the needed simulation methods to generate trajectories,
although LAMMPS has more support for on-the-fly calculations, and is
likely better suited to the types of calculations done in this thesis, while
GROMACS has better support for large molecule (e.g. protein) dynamics.
For both packages, tabulated potentials were necessary for shifted-force Morse
potentials.
There are a few differences between packages that must be accounted
for or noted. Largest among these is the difference in units between the
two: GROMACS uses real units in its calculations, while LAMMPS can use
either real or reduced. If we set the length, energy, and mass parameters in
Table 2.2 to 1.0, the only difference is in temperature, which must be scaled
by kB = 0.008314 kJ mol−1 K−1 in the units used by GROMACS. For thermo-
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and barostats, LAMMPS defaults to the Nosé-Hoover method, and must be
set-up alternately to retain the Berendsen thermostat we initially used in
GROMACS. Algorithmicly, GROMACS uses the leapfrog integration method
which has the same accuracy as the velocity Verlet method, but updates
the velocity at 1
2
∆t instead of ∆t. This should not change the dynamics or
equilibrium values at all.
Further data analysis was primarily done using the Julia language [132,
133], with some work done in C and Python.
2.2 The Facilitated Kinetic Ising Lattice Model
The facilitated kinetic Ising (fkI) model was first presented by Fredrickson
and Andersen in 1984 [134, 135] as a model for the glass transition. The
general premise of this model is that by modelling kinetic frustration (low free
volume, limited diffusion, cooperative relaxation, etc.) instead of simulating
particle movement, we directly postulate glassy behaviour and increase the
timescale we observe dramatically.
Starting from an Ising spin model, the equilibrium model can be converted
into a stochastic kinetic model, able to simulate time-dependant phenomena
with the use of a master equation [136]. This kinetic Ising model is then
altered to remove the dependence on adjacent spins and instead only rely on
an external field. The Hamiltonian of this fkI model is then:
H = h
∑
i
σi (2.25)
where h is the strength of the external field (typically set to unity for simplicity)
and σi is the spin at site i, either 0 ("down") or 1 ("up"). This results in the
transition rate:
Pflip = min[1, exp(−∆E/T )] (2.26)
= min[1, exp((σi − 1)/T )] (2.27)
The addition of a "facilitation" requirement—a spin flip can only occur if
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there are adjacent "up" spins—changes the dynamics, but not equilibrium
state, of the model. This results in the transition probability:
Pflip = H(mi − 3) min[1, exp((σi − 1)/T )] (2.28)
where H(x) is the step function: 1 if x ≥ 0, 0 otherwise. Here mi is the
number of "up" spin particles adjacent to site i, and we set the facilitation
requirement to three as has previously been used in the 3D model [135, 137].
2.2.1 The Introduction of a Second Species: Solvent
We diverge from this previous fkI model by introducing a second species
into the system—a plasticizing solvent. We treat this solvent as a particle
that is always up-spin (enhancing local kinetics by its presence) and has a
solute-solvent "bond energy" J . The Hamiltonian of the system is thus:
H = J
∑
solvent
nb +
∑
solute
σi (2.29)
where nb is the number of solute-solvent bonds (adjacent solutes) a solvent
particle has. The solvent particle is considered to have no energetic contribu-
tion to the spin energy sum. The result of this is that a J of zero will have no
energetic effect on the system, and only act to reduce the kinetic restrictions
of the adjacent solute. If J is non-zero, it will act to phase separate (if J > 0)
or enhance mixing (if J < 0).
The solvent, instead of spin flipping, can swap with an adjacent solute
particle. We couple this diffusion to local kinetics by restricting solute-solvent
swapping with the same kinds of kinetic requirements as the solute:
Pswap = H(mi − 3)H(mj + σj − 4) min[1, exp(−J∆nij/T )] (2.30)
where i is the solvent particle, j an adjacent solute particle, and ∆nij is
the change in number of bonds if the swap is accepted. The first factor
implements the same kinetic restrictions as the solute spin-flip, while the
second is necessary to prevent irreversible moves. Figure 2.3 shows how these
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Figure 2.3: Illustration (simplified in 2D) of possible and prohibited moves.
Shaded sites (↑ and ↓ representing up and down spins respectively) are solute,
while ⇑ represents solvent sites. The top row shows possible (a) and forbidden
(b) flip moves, where b) does not have enough adjacent up spins to flip. The
bottom row similarly shows solute-solvent exchanges, where d) is kinetically
trapped by adjacent sites.
moves work in a simplified 2D version, where we require only two adjacent
up spins.
2.2.2 Implementation
We implement this new model much the same way the original was, using
a Metropolis Monte Carlo method. Our system consists of a periodic 3D cubic
lattice, with each point occupied by a solute or solvent. At each attempt, the
following occurs:
1. A random site is chosen
2. The number of surrounding solute and solvent are determined, account-
ing for periodic boundaries
3. If there are two or fewer up-spin particles (including solvent) adjacent,
we do nothing
4. If the chosen particle is a solute, we attempt a spin flip with acceptance
probability given in Equation (2.28)
5. If the particle is a solvent, we randomly chose an adjacent particle to
attempt to swap with
6. If the target particle is also a solvent, we do nothing
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7. Otherwise, we determine the number of solute and solvent sites around
the swap target, and accept the swap with the probability given in
Equation (2.30)
This loop is repeated a number of times equal to the volume of the simulation,
and one "cycle" is counted. This is repeated until we have reached our
simulation target, either equilibration or number of cycles.
This method, along with data collection, was implemented in the Julia
language [132, 133].
2.2.3 Computational Speedup
This method, while accurate, can be quite slow, especially when dealing
with sysems with large concentrations of solvent (where many swaps are
attempted, but rejected) or low concentrations of flippable solutes due to
kinetic restrictions. This problem is also seen in the Ising model below the
critical temperature, where the acceptance probability of a spin flip is very
low. To remedy this, Bortz, Kalos, and Lebowitz devised a scheme they
called the "n-Fold Way" in 1975 [138]. Instead of attempting a swap with
random probability, a site is chosen with a probability weighted such that the
chance of choosing a pair is the same as the chance of swapping its state. The
pair can thus be immediately flipped, and time progressed proportionally, to
remove unsuccessful flip attempts entirely.
The method we implement is slightly different thanks to our different
model, but the idea remains the same. Instead of randomly choosing a site,
we choose only sites we know have the possibility to flip. We then proceed
as normal from step 2 in the simple method above. We also increase time
proportional to nmobile/ntotal to account for the reduced size of our sample
pool. We find that this alteration gives a speedup of 2–10 times that of the
simple model, while not changing any of the dynamics or equilibrium state.
Our implementation is a much simpler version than the n-fold way as we
do not account for the probability of a flip or exchange occurring, only the
possibility that it can occur, which is determined by kinetic restraints and
the number of surrounding solvent. We do this for two reasons. First, the
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introduction of swapping and kinetic restraint means a much more complicated
method of determining probabilities would be required to properly simulate
the model. Secondly, the speedup granted by the simple model proved enough
for the studies we undertook, and we believed it unlikely that the time spent
implementing and testing an extended method would provide a net benefit.
Further speedup methods would likely be an attempt to move to a parallel
system. This has been done for Ising models on the CPU and GPU for a
10–100x speedup [139], but our initial attempts to implement our solvated
fkI model proved inconclusive. Difficulty arises from the spatially extended
dependencies that solute-solvent and kinetic restriction result in, and deter-
mining a way to implement these so that race conditions are not involved.
We believe further testing is warranted, as GPU code is a non-trivial task
with a possible great benefit, and it is likely our difficulties could be resolved
given time.
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Chapter 3
Binary Soft Sphere Mixtures and
the Effect of Softness on Their
Density and Glass Forming
Ability
3.1 Introduction
The density of a condensed phase is largely determined by the ability of its
constituents to effectively pack and fill space. This is most clearly seen in the
phase transition from a liquid to a crystal, and the discontinuity in volume at
the melting point. This effect is strong enough to drive the crystallization of
hard spheres by the free volume gain and associated increase in entropy of
the densely packed crystal [140]. In this chapter we will investigate how the
core repulsion of a binary alloys affects its glass forming ability.
In the hard sphere model, which has often been used to represent the liquid
state, the liquid is represented as a random close packing (RCP) structure,
with a packing fraction of approximately 64% [141–143]. This gives a fractional
volume difference, δ = (Vliq − Vxtl)/Vxtl, of 0.156, which is close to that of the
noble gases [144], and shown in Figure 3.1. This hard sphere model begins to
break down once we begin to look at the volume differences in metals which,
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Figure 3.1: The distribution of the fractional volume difference δ among noble
gases [144], pure metals [144], and bulk metallic glasses (BMG’s) [145]. The
range of δ exhibited by binary hard sphere mixtures [143] with radius ratio γ
in the range 0.568 ≤ γ ≤ 1.0 is indicated by the gray shaded region.
as shown in Figure 3.1, is much smaller, on the order of 5% instead of 15%.
We see a similar effect for the bulk metallic glasses (typically comprised of
three to five components, and with a good glass forming ability). In this case,
we use the volume difference at an arbitrary temperature below the glass
transition, typically room temperature, as we no longer have a first-order
transition. We also define the crystal volume as Vxtl =
∑
i xiV
i
xtl, where xi is
the molar fraction of species i and V ixtl is the molar volume of the pure crystal
of species i. This allows us to compare alloys which have no specific crystal
structure. Using this, we find that BMGs have even smaller volume changes,
typically around 0.01, and even becoming negative in come cases [145–147].
While including multiple species into a random packing can increase its density
as we show by the shaded region in Figure 3.1, this improved packing never
goes below δ = 0.1 and thus can not adequately explain the density shown by
these alloys.
While it might be tempting to dismiss the inadequacies of the hard sphere
model as simply limitations of the model, there are two main reasons we should
not. Firstly, the hard sphere model has long been used as a realistic model of
atomic liquid structures [148], so an understanding as to why the model fails
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Figure 3.2: The critical cooling rate for Zr-based glass forming alloys as a
function of δ using data from Reference [151].
and what implications it has on the structure of amorphous phases is of great
use. Secondly, the volume difference of metallic alloys has been implicated in
a number of properties of the glass, such as glass forming ability [149–151]
as well as mechanical and elastic properties [152]. For instance, Figure 3.2
correlates the critical cooling temperature to δ for several BMGs. We see a
clear correlation between smaller density changes and reduced cooling rates
required to reach the glass transition.
One common approach to this discrepancy of metallic glasses is to introduce
deviations from the random packing model, i.e., local ordering. Gaskell [153]
argues that the density can be explained if one assumes that the local structure
of the alloy is similar to that of the crystal. This has been extended more
recently by Miracle [154] with the proposition that metallic glasses are periodic
arrays of solute centred clusters. Indeed the idea of icosahedral ordering comes
in to play here as well, as the icosahedra is both locally dense and energetically
favourable. Unfortunately, the disordered structure of the amorphous phase
makes experimentally determining the accuracy of these statements difficult.
The other approach to take from Figure 3.1 is that the density difference
is not related to random packing or local ordering, but rather the hard
sphere nature itself. This has previously been noted by Egami [155], who
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pointed out the temperature range of the liquid (Tmelt/Tboil) and the Grüneisen
parameter (how vibrational properties vary with temperature) indicate a much
softer interaction than both hard spheres and the common Lennard-Jones
potential. Other, more accurate, potentials based on the Embedded Atom
Method [156] (EAM) use a "softer" core repulsion like the Born-Mayer form
exp[−2α(rij/σij − 1)] [157, 158]. These models do manage to replicate the
small δ values observed in experiment.
Following on from these ideas, this chapter will study the effect of a
potential with a variable softness on the density of the (supercooled) liquid as
compared to the crystal. We also attempt to determine what effect softness
has on the rate of crystallization and glass forming ability of the supercooled
liquid.
3.2 Choice of a Soft Potential
We have chosen to use the Morse [126] potential
uij(r) = 
{
exp
[
−2αij
(
r
σij
− 1
)]
− 2 exp
[
−αij
(
r
σij
− 1
)]}
(3.1)
here for several reasons. Its ability to change the strength of core repulsion via
α is of course necessary if we are to study the effect of softness. In contrast to
the Mie potentials (of which the Lennard-Jones potential is a member) which
have a r−n repulsion, the exponential core here is the same used in the more
accurate EAM potentials mentioned previously. The Morse potential has also
been applied to the modelling of transition metals with some success, with
fitted α parameters of 3.89 ≤ α ≤ 4.33 [159]. These are much softer than
the r−12 repulsion of the Lennard-Jones potential, which is best fit at α = 6
(see Figure 2.2 [p. 27]). While the Buckingham [160] or exp-6 [161] potentials
uses a r−6 tail to mimic the attractive dispersion forces, they suffers from
an unphysical "turnover" in the potential due to the divergence at small r.
This effect is especially pronounced at small α as used here, and as such these
models must be excluded.
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In this chapter we consider only systems where σij = (σii + σjj)/2 and
αij = α for all ij pairs. We define the size ratio γ as γ = σBB/σAA. Given
that we must account for the change in size of a particle with α, we define
the radius ri of a particle at a given temperature, pressure, phase, and choice
of α as half the radius of the first peak of the radial distribution function
between two particles of species i. All simulations were conducted in the NPT
ensemble as detailed in Chapter 2 with a pressure of zero and consisting of
approximately 104 particles.
We study three alloys of varying composition and radius ratio: AB2 with
γ = 0.817; AB with γ = 0.732; and AB3 with γ = 0.648. These were chosen
as they correspond to known close packed crystals, and as such could be
compared to their optimum structure if needed [162, 163]. Of these, only one
alloy, AB2 with γ = 0.817, was found to crystallize, and is further examined
in the latter sections of this chapter.
3.3 Fractional Volume Change and the Phase-
dependence of Atomic Size
We first must determine if particle softness (controlled by α) will effect a
change in fractional volume
δ = (Vliq − Vxtl)/Vxtl (3.2)
where we again mention
Vxtl =
∑
i
xiViFCC (3.3)
where xi is the molar fraction of species i and ViFCC is the molar volume of
the FCC crystal of species i. We collect the results for our three size ratios
(γ) in Figure 3.3. We find that, for all three radius ratios, the fractional
volume change both is much smaller than the hard sphere result (1/α = 0)
and continues to decrease for increasing softness (1/α). This volume change
becomes zero for α ≈ 4, a value that lies within the range found to model
transition metals, and even continues into the negatives for larger radius
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Figure 3.3: The fractional volume change δ (open circles) as a function of
1/α for the three Morse alloys indicated, calculated at T = 0.2. 1/α = 0
corresponds to the hard sphere result (filled circles) where we have used the
FCC crystal and the random closed packed density for the binary mixtures,
calculated as in Reference [143].
ratios. There also appears to be no significant influence of the composition
on δ. From this, we draw the conclusion that the small density difference
between liquids and crystals can be traced back to the soft potentials that
characterise metals.
This established, we then must find the source of these density differences.
There are two ways to change the number density of the system, the first
of which is to pack the spheres better. This would correlate to taking a
random packing (i.e., the liquid) and organizing it into a better ordered
arrangement (i.e., local packing), reducing the free volume of the system, and
thus increasing the number density. The second method would simply be to
reduce the size of the spheres. This would allow us to retain a lower packing
efficiency, but would still increase the number density of the system. For
example, compare a random packing of small ball bearings with that of larger
ones. While the number density may differ, the relative volume of spheres
to container remains the same. The hard sphere model prohibits the second
method—particle sizes are constrained and non-overlapping—but as we have
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Figure 3.4: The packing fraction η for the crystal and liquid as a function of
1/α for the three different alloys. Conditions are the same as in Figure 3.3.
We note that softness appears to play a minor role in the resulting packing
fraction, and that the liquid does not appear to be packing at a near-crystalline
value.
shown that density is correlated to particle softness, it seems likely that this
restriction does not apply to our system.
The first option—the hard sphere prediction that the reduced density
difference of crystal and liquid arises from a structural change in the liquid—
can be tested by comparing the packing efficiencies of these phases. We define
the packing efficiency η:
η =
1
V
∑
i
Ni
4pir3i
3
(3.4)
where the sum is over the constituent species, and Ni and ri are the population
and radius of species i as determined from simulation RDF (which may differ
from that of the potential). We plot the efficiencies for the liquid as well as
the FCC crystal for varying α in Figure 3.4. We see that η exhibits a minor
(≈ 5%) increase in the liquid state over the random close packed estimate for
all measured α, with a small dependence on α for some systems. The decrease
in η for the FCC crystal can be explained as the thermal expansion effect
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of a non-zero system temperature. This minor increase in packing efficiency
for the soft liquid, while on its own interesting, clearly can not explain the
reduction of density difference (as seen in Figure 3.3) between the liquid and
crystal phase.
With structural improvements insufficient to explain the change in density,
the difference must then be made up by differing particle sizes—our second
option. To investigate this, we can combine Equations (3.2) and (3.4) to
parametrize δ in terms of our other measurable values:
δ + 1 =
ηFCC
ηliq
rAliq
rAFCC
1 + (NB/NA)γ
3
liq
1 + (NB/NA)γ3FCC
(3.5)
Here, the density difference is the product of three terms: ηFCC/ηliq measures
the difference in packing between the liquid and crystalline phases which
has just been examined; rAliq/rAFCC measures the effect of differing particle
size (specifically of the large particles) between the phases; and the third
term measures the small particle size effect, recast in terms of γ instead of
rB. It is important to mention that γliq refers to the radius ratio found in
the simulated system via RDF and as such may differ from γFCC which is
set by the potential ratio. We plot these terms in Figure 3.5 for the AB
(γ = 0.732) system. We again note the inadequacy of the increased packing
argument for our system. What we see however, is that the increased density
of the liquid is driven by the increased compression of the particles in the
liquid as compared to the crystal, i.e. rAliq/rAFCC . It appears that the crystal,
while still increasing in density with α, is restricted in its ability to compress
and take advantage of the increased softness by the constraints imposed by
its structure. There is some experimental backing to this idea, with NiZr
and CuZr alloys showing a small difference in inter-atomic distances between
glassy and crystalline phases [164]. The unexpected influence of the radius
ratio γliq arises due to the small particles compressing to a comparatively
smaller degree in the liquid, resulting in a larger effective γliq compared to
that set by the potentials.
We have thus shown that choosing a potential that replicates the softer
core repulsion seen in metals leads to a reduction in the liquid-crystal density
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Figure 3.5: Components of the fractional density difference δ (where we have
taken the logarithm of Equation (3.5) as to make the components additive)
as a function of 1/α for the AB (γ = 0.732) system at T = 0.2. We again
see that the difference in packing fractions (η) between the phases can not
adequately explain the observed reduction in density difference. We also note
the significant effect of particles in the liquid being smaller than those in the
crystal.
difference (Figure 3.3) as seen experimentally. We have also shown that this
density difference is explained not by local ordering—as the hard sphere model
would require—but by the increased ability of the liquid to take advantage
of the softer interactions, and compress to a further extent than the rigid
crystal structure (Figure 3.5).
3.4 Crystallization Kinetics and the Influence
of Particle Softness
We also wish to see if we find the same correlation between the fractional
volume difference and glass forming ability seen in Figure 3.2. It is known
that the AB2 (γ = 0.817) alloy used above crystallizes into the Laves MgZn2
structure [104]. We can use common neighbour analysis, detailed further
in Section 2.1.3, to detect the presence and extent of crystallization. The
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Figure 3.6: The structure of the MgZn2 crystal. A pair of particles (black)
from a Frank-Kaper (FK) bond if they share a ring of 6 common neighbours
(blue). In the MgZn2 crystal, these FK bonds are organised in a diamond-like
structure as indicated so that a particle that is involved in four FK bonds is
considered "crystalline."
particular feature we see in the crystal is an A-A bond with six connected
B common neighbours, as shown in Figure 3.6, which has been referred to
previously as a Frank-Kasper (FK) bond [104]. The crystal consists of a
tetrahedral arrangement of these A-A FK bonds, and so the presence of
these bond types, as well as fully crystalline A particles with four of these
bonds (here referred to as 4FK particles) will serve well as a measure of total
crystallinity.
We first directly simulated the crystallization of the AB2 alloy. A system
was first equilibrated at T = 0.6, after which it was rapidly cooled to the
target temperature over 105τ (where τ is reduced time, as in Table 2.2). It
was then simulated for another 106τ , and the extent of crystallization was
measured by the presence of 4FK particles, with a minimum concentration of
1% set as the cutoff for crystallization. The results are shown in Figure 3.7.
For α ≥ 5, we find a range of temperatures where crystallization occurs, with
a lower bound on temperature caused by loss of diffusion, and an upper bound
due to the low thermodynamic drive at small supercoolings. For α = 4, we
find no significant crystallization, a feature of interest due to the implied
superior glass forming ability.
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Figure 3.7: Observation of crystallization as a function of α. Filled circles
indicate temperatures at which > 1% of the sample was crystalline after 106τ
at the indicated final temperature. Empty circles indicate temperatures at
which no crystallization was observed. The solid curve is the melting point
Tm.
To find the true melting point, Tm, we use a different method that does
not depend on spontaneous crystallization. Starting from a MgZn2 crystal,
we positionally constrain a segment spanning the XY plane and simulate at a
temperature high enough to melt the rest of the system. We then cool the
system to a temperature suspected to be close to the true Tm, remove the
constraints on the crystal slab, and simulate for a short time, here 104τ . The
change in crystallinity, as measured by the fraction of 4FK particles, will then
either grow if we are below Tm, or shrink if we are below Tm. As exemplified
in Figure 3.8 for the α = 6.0 system, by including both phases we avoid any
metastability issues. The decrease in Tm from α = 5 to 4 as indicated in
Figure 3.7 suggests that the disappearance of crystallization occurs as the
required supercooling temperature to drive crystallization drops below the
onset of vitrification.
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Figure 3.8: The fraction of 4 FK particles (as described in the text) relative
to the initial number of 4 FK particles after 500000τ at the indicated T from
a starting configuration consisting of a planar slab of crystal in contact with
the liquid phase for the AB2 (γ = 0.817) mixture with α = 6.0. An increase
or decrease in the number of 4 FK bonds corresponds to freezing and melting,
respectively. The melting point Tm is indicated by the value of T at which no
change in the amount of order was observed.
3.5 Theoretical Extrapolation of Crystallization
Times
While the above shows the cessation of crystallization and hints at the
decrease of Tm as an influence, there are a number of factors that control
crystal formation, and we would like to know which among them are the
driving cause in our case. As such, we will follow previous authors [33, 34,
165] and proceed with a classical model of crystal nucleation and growth.
(Note that we neglect some prefactors that should remain constant for all α
as we are looking for a qualitative, not quantitative, model.) To start, we
break crystallization into three components:
X ≈ IU3τ 4 (3.6)
where X is the crystal fraction, approximated at small concentrations, I is
the nucleation rate, U is the crystal growth rate, and τ is time. If we define
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crystallization to have begun at some small fraction, we can re-arrange into
ln τ = (lnX − ln I − 3 lnU)/4 (3.7)
to give us a time taken for crystallization to begin. This will serve as
a measurement of glass forming ability, as further explained later in this
section.
Assuming homogeneous classical nucleation, we can write the nucleation
rate I as
ln I = lnD − ∆G
∗
T
(3.8)
where D is the diffusion rate. We also know
∆G∗
T
=
16pi
3
a3bT 3m
T (Tm − T )2 (3.9)
assuming a spherical nucleus, where
a =
σ
ρ
2/3
c ∆Hm
(3.10)
and
b = ∆Hm/Tm (3.11)
where σ is the crystal-liquid surface free energy, ∆Hm is the enthalpy of
fusion per-particle, and ρc is the crystal density at Tm. We note that the
classical position is that surface tension is independent of temperature, an
assumption that has been shown to be incorrect for some models, including
those of water [166, 167]. If, as with these models, our system showed a
decrease in surface tension with decreasing temperature, the result would be a
reduction in crystallization time at lower temperatures as the energy barrier of
nucleation would fall faster than if it were independent of temperature. Given
that we find nucleation rate to be of minor importance in our system, we
have chosen to continue with the temperature invariant classical assumption.
Finally, we can use the Wilson-Frenkel equation of crystal growth rate
U/U∞ = 1− exp(−β∆µ) (3.12)
46
CHAPTER 3. BINARY SOFT SPHERE MIXTURES AND THE EFFECT
OF SOFTNESS ON THEIR DENSITY AND GLASS FORMING ABILITY
Figure 3.9: The large particle self diffusion constant D in the AB2 (γ = 0.817)
liquid alloy as a function of inverse temperature for a number of values of α.
along with an estimation of ∆µ, the free energy difference between liquid and
crystal [34]
∆µ =
∆Hm
Tm
(Tm − T ) (3.13)
as well as the approximation that U∞ ≈ D to give us
lnU = lnD + ln
[
1− exp
(
∆Hm
Tm
Tm − T
T
)]
(3.14)
We must now obtain these parameters.
Present in both nucleation and growth rate, diffusion plays a critical role
in the crystallisation timescale of a supercooled liquid. We plot the found
diffusion rates of the large particle, DA, as a function of temperature for
varying α in Figure 3.9. We find that at low temperatures smaller α, i.e.
softer potentials, become much more diffusive. This is in agreement with
previous studies on purely repulsive r−n potentials [168].
There are also a number of theories of how mobility is related to the free
volume of the liquid phase, specifically that a loss of free volume will cause a
cessation of diffusion. (See, for example, [169].) We note that the increase
in diffusion with α shown in Figure 3.9, in combination with the decrease in
density difference with α as seen in Figure 3.3, forms an implicit rebuttal of
these theories.
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α Ea v T0
4 0.755 0.123 0.186
5 0.883 0.194 0.211
6 1.188 0.399 0.198
8 0.983 0.630 0.278
Table 3.1: Fit parameters for the VFT expression Equation (3.15) for the
temperature dependence of the diffusion constant.
To extend our diffusion results to lower temperatures, where the timescale
required becomes prohibitive to simulate directly, we fit our results to a
model known to work well with supercooled liquids and glass transitions, the
Vogel-Fulcher-Tammann (VFT) expression [170]
D = ν exp
(
− Ea
T − T0
)
(3.15)
where ν is a kinetic prefactor, Ea represents an "activation energy" of a
movement, and T0 is a critical temperature. We collect these parameters in
Table 3.1.
The last parameter needed is the interfacial free energy, σ. Again using
classical nucleation theory, we know
σ = −rcρc∆µ
2
(3.16)
where ρc is the density of the crystal at the supercooled temperature and rc
is the critical radius of the nucleating crystal. We find these two values in
much the same way as we previously identified the melting point Tm. First,
the crystal phase was equilibrated at a temperature chosen such that ∆µ (see
Equation (3.13)) equalled an arbitrary value of -0.12, and ρc was extracted.
(∆Hm is simply the difference in equilibrated enthalpies of the crystal and
liquid state at Tm) Second, particles within a sphere with radius r were
positionally constrained, and the system heated to a point where the rest of
the crystal melted. Third, the system was cooled to the previous equilibrium
temperature after which the positional constraints were removed. Finally,
the potential energy of the system was monitored over time (see Figure 3.10)
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Figure 3.10: The time evolution of the potential energy U during runs with
α = 5 starting with a crystal cluster of radius r, as indicated, at a supercooled
temperature of 0.425. A decrease in U indicates that crystallization has taken
place while a (small) increase in U is a result of the melting of the initial
crystal cluster. In this example, rc must lie between 2.72 and 2.96.
to determine the growth or contraction of the crystal phase. The critical
radius was then assigned as the crossover between crystal growth (a drop
in potential energy) and contraction (indicated by an increase in potential
energy). The values obtained in these simulations are presented in Table 3.2.
While using a large ∆µ does help to ensure rapid growth/contraction as shown
in Equation (3.12), it does bring a drawback of small rc and the resulting
complexities of limited breakpoints due to lattice spacing as well as crystal
faceting.
α ∆Hm σ Tm ρc rc
4 -0.593 0.337 0.40 2.559 2.22
5 -0.899 0.358 0.49 2.161 2.78
6 -1.158 0.459 0.53 2.026 3.84
8 -1.675 0.553 0.56 1.947 4.75
Table 3.2: The heat of fusion/particle ∆Hm, crystal-liquid surface free energy
σ, melting point Tm, crystal density ρc, and the critical nucleus radius rc for
the AB2 (γ = 0.817) alloy for four different values of α.
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Figure 3.11: The crystallization time τ as a function of temperature for the
AB2 (γ = 0.817) alloy for four different values of α. The larger the minimum
crystallization time, the greater the glass forming ability of the alloy. Inset:
The minimum crystallization time τmin (i.e., the "nose" of the TTT curve)
exhibits a dramatic increase as α decreases from 5 to 4 in qualitative agreement
with the observations from MD simulations (see Figure 3.7). The increase in
the liquid relaxation time D−1 at T corresponding to τmin exhibits a similar
sharp increase with decreasing α.
Using Equation (3.7) and the various parameters calculated above, we
construct a time-temperature transformation (TTT) curve for each α in
Figure 3.11. This shows the time necessary for the onset of crystallization at
a given temperature. We see that these theoretical results qualitatively match
those from our simulations (Figure 3.7) in regards to the loss of crystallization
in the α = 4 system. This gives us confidence in our theoretical model, and we
now use it to resolve the origins of this behaviour. In the inset of Figure 3.11 we
plot both the minimum crystallization time τmin as well as the relaxation time
D−1 at the corresponding temperature—we note that our model implies that
τmin ∝ D−1. We find that approximately 60% of the increase in crystallization
time at α = 4 can be attributed to the jump in relaxation time at the same
point. While this might seem contradictory given the increased mobility of
the softer particles (see Figure 3.9), we note that Tnose is significantly lower,
counteracting the increase in mobility compared to the harder potentials.
With Tnose ≈ 0.75Tm for all α tested, this drop in diffusion traces back to the
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melting point depression as a result of the softer potentials—the lower required
temperature overcomes even the increased mobility of the soft potentials.
Moving further up the chain of causality, this reduction in melting point is
caused by the decreased enthalpy of fusion at small α. The smaller enthalpy
of fusion also decreases the crystal growth rate—see Equation (3.12)—and
increases the nucleation barrier—see Equation (3.9). Finally, we attribute
the decrease in the enthalpy of fusion is to the reduced difference in density
between the phases. In general, the enthalpy of a system is strongly related
to the number of interactions each particle has. As density increases, this
number also increases, especially for the soft, metal-like potentials we have
used here.
3.6 Conclusions
In this chapter we have demonstrated, via simulations on binary Morse
alloys, that the small fractional density difference between the liquid and
crystal phases of metals and BMG’s can be traced back to the soft potentials
that characterise these materials. We find that previous reports that this
density difference can be attributed to improved local packing and ordering
do not hold here, as we show that the packing efficiency does not improve
with decreasing δ. The remaining difference is instead shown to be due to
the smaller inter-particle distance in the liquid compared to the crystal, an
effect that increases with softness.
Following this, we find that the observed decreases in δ at small α corre-
spond to an increased glass forming ability as shown by an increased time to
crystallization. In contrast to some previous suggestions, this does not appear
to be related to a reduction in atomic mobility due to a smaller "free volume",
as these softer potentials increase diffusion at low temperatures. Instead, we
find that there is a decrease in enthalpy difference at small α, resulting in a
low Tm and thus reducing nucleation rate and causing a slowdown of crystal
growth due to diffusion.
These results show that the commonly used hard sphere model can not
adequately replicate the features of glass forming alloys that actually lead
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to their improved vitrification. In this case, it is the softer core repulsion
that plays a major role. We continue this theme of soft potentials in the next
chapter, where we investigate a previously unseen crystal formation that is
stabilized by the long range interactions introduced by this model.
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Chapter 4
Self-Assembly of Tubular Crystals
by Soft Sphere Mixtures
4.1 Introduction
From simple crystals to complex colloidal architectures, the self assembly of
particles is an emergent feature of their interactions. Self-assembled structures
have a substantial range of uses, from the selective gas capture abilities of
metal-organic frameworks, through the liquid crystals that power the displays
of many a piece of technology, to the physical properties of metal alloys. Each
structure represents a fine tuning of some of the many anisotropic interactions
possible in each system. This chapter examines a new type of self assembly
discovered while we studied the effect of softening particle interactions as
described in Chapter 3. While directly related to the influence of interactions
on cooperative behaviour, this Chapter represents something of a tangent to
the central themes of the thesis.
The local structure of liquids and solids is dominated by short range core
repulsions. The hard (non-overlapping) particle model is a popular choice to
explore the effects of streric constraints on structure. The anisotropic nature
of hard uniaxial particles has been shown to stabilize many of the liquid crystal
phases: nematic [171], smectic [172], columnar [173], and cubatic [174]. Other
hard structures such as polyhedra, branched particles, and a range of other
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anisotropies have been shown to stabilize numerous other structures [175–177].
Multiple methods of efficiently identifying optimal packings of these structures
have been developed [176, 178–185] to make this structural analysis tractable.
Binary compositions of hard spheres give rise to a large variety of densely
packed crystal structures in comparison to the uniquely dense face centred
cubic crystal for a single species. Optimal crystals for varying size ratios
have been found for different compositions and using a range of methods [163,
178, 179, 186]. Similarly, the 2D system of hard discs has been investigated
analytically [187] and numerically [188]. Outside of spherically symmetric
hard spheres, other forms of interactions contribute to the range of stable
structures. Directionally dependant interactions, as seen in many atomic
potentials and patchy colloids, can place strong constraints on bond angle
ordering and the resulting large-scale order. Ionic compounds introduce
compositional restraints due to charge equalization as well as spatial ordering
due to charge interactions, although this has been shown to be less absolute
in colloidal mixtures [189].
It has long been known that the liquid state is critically dependant on the
range of the attractive interaction. Decreasing the range reduces the thermal
stability of the liquid, eventually resulting in the loss of the liquid phase
entirely [190–194]. In the opposite limit, both Kac [195] and Lebowitz [196]
(using differing potentials) derived the van der Waals equation of state using
an infinitely long and weak attractive force. In this chapter we will consider
an intermediate attractive scale combined with a binary mixture, where the
potential well is large compared to the small particles, and observe that this
stabilizes a new type of ordering.
4.2 Model and Parametrization
As this chapter is motivated by anomalous structures found while investi-
gating small γ crystals at low α from the previous chapter, we will once again
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Figure 4.1: a) A sketch of the double occupancy of the attractive well of the
AB interaction and b) the structural motif of the two large particles with the
three small particle bridge.
use the Morse potential
uij(r) = 
{
exp
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−2αij
(
r
σij
− 1
)]
− 2 exp
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−αij
(
r
σij
− 1
)]}
(4.1)
where  is set to one, and assuming additivity σAB = (σAA+σBB)/2 and radius
ratio γ = σBB/σAA. Further information on the Morse potential and the
computational methods used can be seen in Chapter 2 and Section 3.2. Our
interests lie in the significant asymmetry given by small γ, but we limit our
search to γ ≥ √2− 1 ≈ 0.414, as smaller ratios begin to decouple structurally,
i.e., fit entirely within vacancies of a large particle FCC structure. This limit
also gives us the opportunity to compare the stability of these new structures
with the known densest binary crystals [178] in this γ region—the halite
(NaCl) crystal at γ = 0.414 and the AlB2 structure [162] at γ = 0.527. These
crystals, as well as the AB13 crystal (a simple cubic lattice of large particles
with a small particle surrounded by a small-particle icosahedra in the central
void) at γ = 0.527 were seen to spontaneously crystallize from the liquid at
α = 8.0 near their respective stoichiometries.
The key aspect of this potential is the effect of α on the width of the
attractive well. As we show in Figure 4.1, a sufficiently wide well can begin
to noticeably interact with a second shell of small particles, which we term
"double occupancy". This double occupancy leads to a motif shown in
Figure 4.1b of a small particle core, able to closely pack together, surrounded
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Figure 4.2: A sequence of small particle configurations (large particles hidden
for clarity) during the development of tubular order following a quench of the
binary Morse mixture (xlarge = 0.25, γ = 0.466 and α = 3.5) from T = 0.55
to T = 0.35. The configurations were taken at a) 561,000 τ , b) 565,000 τ ,
and c) 1,000,000 τ out of a 1,000,000 τ run.
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Figure 4.3: The final structure of the ordering sequence from Figure 4.2 with
both large and small particles shown.
by large particles able to reach the second layer of small particles, yet far
enough from each other that their attractive force does not override the
stability of the small-particle core. As we will see, this length scale will
appear in both tubular and lamellar structures, and shrinking the width of
this attraction will result in the destabilization of these new structures.
4.3 Eight-fold Structure
We start with a system of size ratio γ = 0.466, softness α = 3.5, and a
large particle fraction xL = NL/(NS + NL) = 0.25, chosen as to lie in the
region previously seen to cause these anomalous structures. The system was
equilibrated in the liquid state at T = 0.55 and cooled linearly to T = 0.35
over 106τ (where τ is reduced time, as in Table 2.2). In Figure 4.2 we show a
temporal sequence of cross sections of the small particle configuration. The
small particles are seen to aggregate into string-like structures with a diameter
of ≈ 1.2σ in the liquid phase, before aligning themselves into a crystalline
phase, which continues to order over time. Meanwhile, the large particles are
seen to arrange themselves into a periodic tube-like structure surrounding the
small particles as we show in Figure 4.3. These structures are also periodic
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Figure 4.4: The temperature dependence of the potential energy U per particle
of the binary Morse mixture (xlarge = 0.25, γ = 0.466 and α = 3.5) from
T = 0.55 to T = 0.35.
Figure 4.5: The structure of the 8-fold tube found in the γ = 0.527 mixture
with α = 4.0. a) A cross section of a single tube. b) The collective packing of
the tubes in cross section. c) A vertical projection of a single tube.
in the axis normal to the shown plane, as such being a periodic crystal in all
three dimensions. The potential energy per particle U is plotted in Figure 4.4,
and shows a clear first order phase transition.
After a series of structural refinements, we find the crystal structure to be
that in Figure 4.5. We see in Figure 4.5a that the large particles appear to be
arranged in an 8-fold fashion. Note however, that this (and future references
to n-fold structures) is not a true 8-fold symmetry, only the number of angular
positions in the tube. The outer ring consists of two layers of four large
particles, not arrayed alternately as might be expected, but with two adjacent
particles on one side, and two separated particles on the other, in a trapezoidal
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Figure 4.6: The small-particle icosahedral core of the 8-fold and 9-fold tubes.
Each layer of small particles is a regular pentagon.
manner as seen in Figure 4.5a/c where the second layer is a 180◦ rotation of
the one above. The inner core of small particles, better shown in Figure 4.6,
consists of alternating pentagons sandwiching a single particle along the tube
axis. This, in effect, creates a chain of inter-penetrating icosahedra.
Normally, octahedra are not able to tile 2D space alone, requiring a small
square counterpart. However, in this case, the eight-fold tubes distort, taking
on a hexagonal symmetry with the addition of two large particles in the square
vacancy provided by the slip planes of the external tube seen in Figure 4.5c.
This allows for the tiling of the tubes in the plane normal to the tube axis as
in Figures 4.3 and 4.5.
4.4 Joint Nine- and Six-fold Structure
On changing γ to 0.527 we find a new crystal structure spontaneously
forming, now consisting of a nine-fold tube structure. This necessitates a
different structural arrangement, as the nonagon also does not neatly tile
2D space. We show the new expected crystallization structure of the large
particles in Figure 4.7, and note the introduction of a new structure, the
six-pointed star. Figure 4.8 shows the crystallization of the γ = 0.527, α = 3.5
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Figure 4.7: The tiling of the plane with 9-fold polygons. The honeycomb
arrangement of these nonagons necessitates a second polygon, a 6-fold star,
as shown.
Figure 4.8: The packing of the 9-fold and 6-fold star tubes for γ = 0.527
and α = 3.5 as seen looking down the cylinder axes from a simulation run at
T = 0.35 that started from the disordered liquid.
mixture into a structure very closely resembling our expected large-particle
structure. The small particle core of the nine-fold tube is the same as the
eight-fold, as in Figure 4.6. The outer tube of large particles, shown in
Figure 4.9, has some similarities with the eight-fold tube, consisting of two
layers of large particles, now with only one slip plane. This slip plane is
always shared with a second nine-fold tube, never the six-fold star.
The large particles in the six-pointed star again form two layers, each
approximately a regular hexagon with different radius, seen in Figure 4.10.
The core of the six-pointed star consists of icosahedra, similar to the nine-fold
tube, except here they share a triangular face, as shown in Figure 4.10c, and
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Figure 4.9: The structure of the 9-fold tube found in the γ = 0.527 mixture
at α = 3.5. a) A cross section of a single tube. b) A vertical projection of a
single tube.
Figure 4.10: The structure of the 6-fold star tube found in the γ = 0.527
mixture at α = 3.5. a) A cross section of a single tube. The ’star’ cross section
consists of a hexagon of large particles with each edge ’capped’ by another
large particle, above and below the plane of the hexagon. The different colours
correspond to the particles at different axial heights. b) A vertical projection
of a single tube. The alternating ’inner’ and ’outer’ hexagons are evident in
this projection. c) The vertical projection of the small particle arrangement in
a single tube. The arrangement of small particles here is different to the other
tubes, with face-sharing icosahedra replacing the interpenetrating icosahedra.
61
CHAPTER 4. SELF-ASSEMBLY OF TUBULAR CRYSTALS BY SOFT
SPHERE MIXTURES
Figure 4.11: The unit cell of the ordered γ = 0.527 α = 3.5 crystal crystal
arrangement. Note the similarity with the tiling of Figure 4.7
thus present their six-fold axis normal to the 2D packing plane, matching the
six-fold structure of the star-shaped cavity they occupy. This ordering of the
icosahedra puts the centre in the plane of the points of the star, with the face
sharing occurring in the plane of the smaller hexagon.
The optimal crystal for this arrangement is shown in Figure 4.11, where
the increased size of the cell is needed as the six-fold star has two offsets
along the normal axis. This represents a substantial degree of cooperative
self-assembly from such a simple potential.
4.5 Tubular Crystals: Stability
The fact that we see a common length scale in play in these new structures
hints that the long attractive tail afforded by the small values of α used is the
primary stabilising force. The simplest way to test this is to alter the potential
in a way we can alter the core repulsion (shown in the previous chapter to
be of importance to dynamics) and tail attractiveness (the dominant width
of the attractive well) separately. We can do this by treating α as switching
62
CHAPTER 4. SELF-ASSEMBLY OF TUBULAR CRYSTALS BY SOFT
SPHERE MIXTURES
Figure 4.12: The fraction of small particles in icosahedra in a γ = 0.414
mixture at T = 0.35 as a function of αr and αa (see Equation (4.2)). The
fraction of icosahedra drops dramatically for values of αa > 4.5 while the
concentrations show little variation as the steepness of the repulsions, as
controlled by αr, is varied.
values at the minima:
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and, by varying αa, test the effects of a shorter tail on stability. In Figure 4.12
we take an initially stable crystallization of a γ = 0.414 and α = 3.5 simulation,
and measure the fraction of small particles in an icosahedral environment
(using bond order parameters, see Section 2.1.3) as we begin altering αr and
αa as defined in Equation (4.2). By beginning with a formed crystal, we
know that any loss of crystallinity is due to a loss of stability, and not just
an increased crystallization time. We see a distinct loss of icosahedra for
αa > 4.5 signalling the destruction of the crystal, which was confirmed by
inspection of the resulting configuration. Conversely, we find little to no
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Figure 4.13: A sketch of the imagined cylinder with which we can envision
the self assembly of the tubes as the coupled consequence of two packing
problems; that of the small particles inside the cylinder and the large particles
on the cylinder’s outer surface.
change in icosahedra count for increasing αr, confirming our suspicions that
it is the increased attractive length and resulting double occupation of the
potential that is stabilizing the formation of these tubes.
We have also seen that γ determines which structure forms. It is useful
here to envision separating the inner small-particle core from the outer large-
particle sheath, as demonstrated in Figure 4.13. Thus, we have two separate
packing problems; that of spheres within a cylinder, and that of spheres
around (or on) that cylinder. This is a problem that has been studied before
as hard spheres in a cylinder [197–200] and soft spheres in [201, 202] and
around [203] a cylinder which may give us a starting point. It is important
to note however, that there are a number of differences we face. As just
mentioned, the softness of the constituent particles is a key factor in the
formation of these crystals. This facilitates the formation of some structures
unlikely to be seen in hard spheres, for instance the icosahedra we find in the
core of our tubes with a variance in interparticle distance of ≈ 10% between
centre-surface and surface-surface bonds. The shallower potential well of the
small α we use also reduces the energy penalty of the slip planes we see in
both the eight- and nine-fold tubes. The large particles also face geometrical
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constraints not present in the single cylinder case, as here we must be able
to pack the large particle cylinders together, as seen by the necessity of a
second structure in the nine-fold case. The chiral nature of helices also poses
some difficulties due to these packing constraints, which is likely the origin
of the slip planes as compared to helical arrangements that could vary their
diameter in a smoother manner.
If we combine the structural motifs seen in the eight- and nine-fold tubes
with the packing concepts in Figure 4.13 we can attempt to predict the
appearance of other similar structures. To start, the minimum radius to
enclose the five-fold structure of the small-particle core is rmin ≈ 1.35σS.
The radius of the large particle ring must then be rL ≈ rmin + 0.5σL. If
we assume the errors from the non-planar packing and chord vs arc length
roughly cancel, we can calculate the number of large particles around the
circumference C/σL ≈ 3.14 + 8.5γ. Looking for tubes with seven to ten large
particles in the external sheath we find γ ≈ 0.346, 0.445, 0.547, and 0.649
respectively. This roughly matches our discovery of the eight and nine-fold
structures at γ = 0.414 and 0.527 as previously shown, as well as indicating
that the seven and ten-fold structures are within the realm of possibility.
We examine the γ-α phase space in Figure 4.14 to map the regions of
stability of these new crystal types as well as the traditional binary crystal
structures. The binary stability areas were determined by simulating the
crystal at their respective γ and shown α at T = 0.30 and monitored for
stability, with the squares in Figure 4.14 denoting systems that remained
stable. We note that these stability simulations match the general lack
of crystallization at small α as seen in Chapter 3. Tube structures were
determined by cooling an equilibrated liquid of the appropriate α and γ from
T = 0.60 to 0.30 over 106τ . Simulations with fragments or full crystallizations
of tube structures are only seen for γ ≤ 0.588 and α ≤ 4.0, with only fragments
seen at α = 4.0.
The middle of the diagram in Figure 4.14 represents a notable region
where neither traditional binary crystals or the new tubes are stable. For the
traditional small unit cell crystals this instability occurs due to the increasing
long range of the interactions causing the small particles to interact more,
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Figure 4.14: Stability map in the γ-α phase space. Top: Stable tube structures
are only found in a small region of space characterised by a small α and γ.
For larger values of α and γ we find conventional binary crystal structures;
NaCl, AlB2, Fe3C, CsCl and MgZn2, see References [162, 178]. For each
crystal, the shaded square corresponds to a value of α for which the crystal
was found to be mechanically stable. The blank areas show regions where no
spontaneous crystallization was observed and the conventional crystal lost
stability. Below: A closer examination of the tube-forming area. Aside from
the previously described eight- and nine-fold tubes, some seven- and ten-fold
fragments were also seen to form. These structures however, did not form
extended crystals, likely due to the instability of individual tubes, as well as
the difficulty of packing multiple tubes together due to the geometry of the
large particle structure.
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Figure 4.15: A pseudo-tiling pattern of septagons (gray) and squares, a
possible base for a seven-fold tube tiling.
resulting in their aggregation. For instance, in NaCl the small particles are
separated by σL, resulting in virtually no interaction. As α is decreased, the
unit cell contracts, bringing the small particles within range of the increased
attractive tail, resulting in the destruction of the NaCl crystal as the small
particles aggregate. At larger γ we lose the double-occupation which drives
the stability of the small-particle aggregation, and so the traditional crystals
remain stable at small α.
In the lower section of Figure 4.14 we zoom in on the tube forming region
and show which tubes form. The eight- and nine-fold crystals previously
shown in Figures 4.5 and 4.11 are the primary versions seen to form, and the
only ones to tile in the plane normal to the tube axis. We see the seven-fold
tubes only on their own, not interacting with any other tubes, while the ten-
fold structures can join together, but do not form a true tiling of the plane.
We also note that the seven-fold structure seen at α = 4.0 with γ = 0.414 is
struggling to form a large particle external tube, as we might expect given
the previously determined ratio would optimally be closer to 0.346.
4.6 Further Theoretical Structures
Given that we see seven- and ten-fold tubes forming, and even joining in
the ten-fold case, why do we not see full tiling as we do in the eight- and
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Figure 4.16: The varying structures seen in a α = 3.5, γ = 0.414 mixture
with varying composition. Images come directly from simulations near the
observed compositions.
nine-fold cases? This comes back to the reasons the nine-fold tubes require
a secondary star structure, the tiling of the 2D plane. The seven-fold tube
again has no unique tiling, but might be able to form a distorted version
of that seen in Figure 4.15. This pattern is similar to the regular tiling of
octagons, four surrounding a square, and as we do not see this formation in
the eight-fold tubes (Figure 4.5) it is possible that the square configuration is
unstable due to attraction across the diagonal. The ten-fold tubes, consisting
of five-fold layers, also does not have a simple tiling. In this case however,
pentagonal and decagonal features are often seen in quasicrystals, in some
cases even made up of pentagonal antiprisms, i.e. our icosahedral core [204].
While this tube-like quasicrystal was formed under a much different potential,
and its stability thus of a different origin, it is imaginable that our γ ≈ 0.65
system could form a similar arrangement.
As to the core small-particle structure, the interpenetrating icosahedra
offers a uniquely stable shape. A six-fold structure would be wide enough to
totally surround a core small particle, which would in turn hinder the vertical
spacing of the layers compared to the sandwiching we see in the pentagonal
case. The four-fold case might be possible, although is as yet unseen, with a
difficulty again arising in the attractive interaction across the diagonal of the
square face.
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Figure 4.17: The structure of the stable lamellar phase for the γ = 0.466
mixture with α = 4.0. The stoichiometric composition of this phase is AB9.
4.7 Compositional Influences: Phase Separation
and Lamellar Structures
So far we have only focused on α and γ as variables of interest. Moving
off the stoichiometric ratios of AB3/A2B7 for the eight-fold tubes and A12B34
for the nine-fold tubes to a higher large particle concentration (increasing
xL) simply results in a phase separation into the tube structure and a pure
large-particle FCC phase, as seen on the right in Figure 4.16. Reducing
xL for α = 3.5 and γ = 0.414 we find two new lamellar structures at AB8
and AB9, shown to the left in Figure 4.16. The AB8 structure is a fairly
simple system, consisting of two layers of triangular lattice small particles
sandwiched between one layer of large particles also in a triangular lattice.
The AB9 phase is a bit more complicated. Here the large particle layer is
still a triangular lattice as shown in Figure 4.17, but now the small particles
once again are in the interpenetrating icosahedra lines as seen in the tube
crystals, but these are now arranged as to make a kagome lattice, with an
icosahedral core at each intersection. Again, these structures have a length
scale similar to that of the tube crystals, implying they are also stabilized by
the dual-occupancy effect.
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4.8 Conclusions
In this chapter we have shown the existence of a new method of self-
assembly controlled by the double-occupancy of an attractive well in a binary
alloy of spherical particles with a significant size difference. This feature
is expected to be independent of the chosen potential given the generality
of the stabilization effect. These atomic structures self-assemble with no
need for anisotropic shapes or directional attraction. As we have shown, the
requirements are only that we have a radius ratio of between 0.414 and 0.588
to allow the large particles to encircle the small tubes, and that we have an
interaction between unlike particles such that the width of the attractive well
(a somewhat arbitrary measure, but U < −0.2 works here) is larger than
σSS to stabilize the tube via double-occupancy.
Due to their size, there are few examples of nanomaterials (1–100 nm) that
are constructed out of non-molecular atoms (0.1 nm) alone. These tubular
crystals, with their large unit cell and tube framework size, represent a possible
motif for nano-scale assemblages. While charge ordering would prevent the
use of ionic species, there are a small number of potential metal alloys that
fit the large size asymmetry required: Cs/Li, Hf/Be, Y/Al, and Ba/Be. It is
currently unknown if any of these pairs have the required interaction widths
and mixing energies to facilitate the formation of the structures found here.
The highly tunable nature of colloids offers a possible alternative to metallic
alloys, albeit at a larger length scale. In either fabrication method, the
possibility of creating these "1D" tubes or wires by selective removal of large
or small species represents a compelling prospect. It is also conceivable that
it would be possible to promote diffusion along the axial dimension only,
resulting in a solid electrolyte.
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Chapter 5
Dissolution Kinetics of an
Amorphous Solid
5.1 Introduction
Dissolution kinetics are important in a number of applications of amor-
phous materials. Silicate based glasses are often used in the containment
of various wastes, including spent nuclear material, and as such dissolution
rate should be kept to a minimum to prevent contamination. Many of these
vitreous containment schemes use a number of varying glasses, and so selec-
tive dissolution of these species is of particular concern [205–208]. Selective
dissolution of amorphous metallic alloys can produce a gel-like porous bar-
rier, and this is used in the construction of some nanoporous electrodes and
catalysts via targeted oxidization and solvation [209, 210]. In the polymer
realm, we see "case II diffusion", a non-Fickian diffusion method characterised
by solvent penetrating the glassy polymers faster than the entangled poly-
mers can relax [211, 212]. This results in a constant dissolution rate with a
front-like profile, as opposed to a time-dependant rate with an interdiffusing
concentration profile. The dissolution rates of materials is of particular sig-
nificance in drug delivery, as it will determine the therapeutic value of the
compound [213–215]. In this chapter, we will look at the methods in which
glassy dynamics alter the rate of dissolution of the amorphous phase.
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While glasses and crystals are both solids, we know they have very different
structures, with the glass representing a solid with a smooth path to the liquid
state and the structural similarities that entails. We also observe that while
crystalline solids undergo dissolution of the solid into solution, liquid-liquid
interfaces result in interdiffusion of the two phases. The question then is
what would we expect of a glass-liquid interface where the amorphous solid
has structural characteristics of the liquid? Since this difference is resultant
from differing kinetics, we must needs use a model that realisticly treats the
kinetics of amorphous relaxation and dissolution, which are largely accepted
to be caused by transient spatial heterogeneities in structure and the coupled
alterations in dynamics [216]. To this end, we will build on a model [217, 218]
that began this study of dynamic heterogeneities in amorphous materials,
with the aim of building a system that adequately captures both dissolution
and structural relaxation such that we may investigate any relation they have.
5.2 Phenomenology of Amorphous Dissolution
The dissolution of a solid can broadly be broken down into two parts:
dissolution rate and solubility. The former, as a rate, is the time derivative
of the concentration of the solution, dc/dt, and is controlled by the kinetics
of solute leaving the bulk and diffusing into the solution. The latter is
the equilibrium limit of the concentration, ceq, and is controlled by the
thermodynamics of the system and the relative free energies of the bulk and
solution. A qualitative look at this is shown in Figure 5.1, which compares
the dissolution of a crystal and its amorphous counterpart. Here, the higher
solubility, ceq, of the amorphous state compared to the crystal is due to the
crystal’s lower enthalpy. As the dissolution rate varies with the concentration
of the solution, we also include the intrinsic dissolution rate, Rint = R(0), as
a measure of dissolution into pure solvent. That this rate is larger for the
amorphous state is again due to differences in energy between the two states.
The relative solubility difference between the crystalline and amorphous
states, as seen in Figure 5.1 and the differing ceq, is founded on the difference
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Figure 5.1: Sketch of the dissolution curves for an amorphous (black) and
crystalline (teal) solid . The respective ceq’s are indicated by horizontal dotted
line, and the intrinsic dissolution rates correspond to the slope of the curve
c(t) at c = 0 (black and teal dashed lines).
in free energy between the two states. This difference can be stated as [11]:
camorpheq
ccrystaleq
= exp(∆µam−cryst/kBT ) (5.1)
where ∆µam−cryst = µamorph − µcrystal, the difference in chemical potentials of
the states, and camorpheq and ccrystaleq are the resulting solubilities of the glass
and crystal. We note that the rate of dissolution is influenced by ceq as the
relative driving force of dissolution, with the implication that amorphous
materials dissolve faster due to the energetic instability of the glass, as
∆µam−cryst measures. This drives the use of amorphous drugs to increase
their potency [213–215].
One complication in the use of ceq is seen in the experimental data for the
dissolution of crystalline and amorphous indomethacin shown in Figure 5.2.
While we see an initial increase in solubility of the amorphous state as
expected, that advantage is eventually lost, with an end ceq much lower
than expected. It has been shown that indomethacin can undergo a solvent
assisted phase change back to the crystalline phase which helps to explain
this phenomenon [10, 11]. As the amorphous state is itself a non-equilibrium
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Figure 5.2: Experimental dissolution curves for amorphous and crystalline
indomethacin at 25 ◦C from Ref. [11]. The curves represent the concentration
of solute in solution as a function of time following the immersion of the solid
(crystal or amorphous) into the solvent. A constant concentration indicates
saturation has been reached.
configuration, the idea of using an "equilibrium" property, camorpheq , is perhaps
unfounded. For these reasons, we look for other methods of characterising
the dissolution process.
The other property seen in Figure 5.1 is the dissolution rate, R(t) =
dc(t)/dt, which can be written as
R(t) = k · A(t) · [1− exp(β∆µ(c))] (5.2)
where β = (kBT )−1, A is the microscopic surface area (a quantity that
can change with time), and ∆µ(c) = µsol(c) − µsolid, where µsol(c) is the
chemical potential of a solute particle in solution at a concentration c, µsolid
is the chemical potential of the solute in its solid form, and ∆µ(cequ) = 0 by
definition. The kinetic coefficient k is the rate per unit area at which solute
particles leave the solid for the solution.
The concentration dependence of the rate, already noted in Figure 5.1,
arises in Equation (5.2) through the dependence of µsol(c) on c. This becomes
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a complicated relationship once material starts dissolving into solution, as
the diffusion rate of the solute after it leaves the bulk creates a dynamic
concentration gradient in the solution. This process, a moving interface
coupled to diffusion, is known as the Stefan problem [219–221] and is common
to all dissolution processes. As we are interested specifically in the effect of
amorphous properties, we would like to avoid this complication that occurs
in both crystals and amorphous materials. To this end, we will primarily
focus on the intrinsic dissolution rate Rint, defined as the rate of dissolution
at c = 0, i.e.
Rint(t) = k · A(t) · [1− exp(β∆µ(0))] (5.3)
which removes the concentration dependence, and should result in a constant
dissolution rate, barring any time evolution of the surface area. We will return
to this condition in Sections 5.7 and 5.8.
The use of intrinsic dissolution rate here follows its use in the study of
crystal dissolution, both in models and in physical experiments. In the latter,
we can closely replicate the c = 0 limit by flowing solvent over the dissolving
surface to remove the solute [15, 222, 223]. This flow rate must be kept low
enough to prevent mechanical erosion [224, 225]. Some previous simulations
have used a lattice Ising model to replicate crystal dissolution [226]. This
model uses a single solute-solvent "spin flip" to simulate dissolution, with
c = 0 by construction, while still allowing for re-deposition. Exactly how
the c = 0 condition is imposed in a simulation of dissolution involves some
subtleties in terms of defining exactly when a solute particle has "detached"
from the solid. We shall return to this point in Section 5.7.
It is thus clear that we would like some way to suppress recrystallization.
Experimentally, we can use polymer additives to halt growth of the crystal
phase [227] and hence regain some of the benefit promised by Equation (5.2).
Simulation-wise, we can use a model that simply does not have a competing
crystal form. Such a model is presented in the next section.
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⇑ ⇑ ⇑ ⇑ ↑ ⇑ ⇑ ⇑ ⇑
↓ ↑ ↑ ⇒ ↓ ⇑ ↑ ⇒ ↓ ⇑ ↑
↓ ↓ ↑ ↓ ↓ ↑ ↓ ↓ ↑
Figure 5.3: Illustration of solute exchange and removal. The solvent (⇑) is
always up spin, while the solute can be either up (↑) or down (↓). Only solute
particles with a requisite number of up spin neighbours can be swapped.
5.3 The Facilitated Kinetic Ising Model and Pa-
rameters
The goal of this chapter is to treat both the structural relaxation of the
glass and the kinetics of dissolution on the same equal footing. We move
to a coarse-grained model as opposed to our previously atomistic models
for several reasons. Firstly, it greatly simplifies the parameter space of the
model. This is especially noticeable in the molecular domain, where atomistic
modelling requires the resolution of all inter- and intra-molecular interactions.
Secondly, it allows for a much more general overview of the mechanics of the
system. Similarly to the first point, this means that we can simulate a range
of materials, from amorphous drugs to vitrified waste, with one model. While
their structural forms may differ, we see no reason as to why they should
behave significantly differently at the macro-scale. Finally, it allows us to
take advantage of a wide range of knowledge from previous studies on similar
models.
We base our model on the facilitated kinetic Ising (fkI) lattice model of
Fredrickson and Andersen [134, 135] which has been shown to replicate much
of the glassy relaxation kinetics. To this solute-only model, we introduce a
solvent analogue, characterised by its constant up-spin, as well as the ability
to swap with a neighbouring solute particle. This is similar to previous
extensions by Schulz and co-workers [228, 229], differing in that our solvent
is under the same kinetic restrictions as the solute, and explicitly acts as a
plasticiser, enhancing local mobility. We also begin with separated phases,
as in the first frame of Figure 5.3, instead of distributed throughout. This is
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similar to previous work on the glass-vacuum interface [65], but again with an
explicit method of treating the solvent. Our modifications to the fkI model
and the implementations thereof are detailed further in Chapter 2.
Measuring the intrinsic dissolution rate requires "turning off" the deposi-
tion of particles that have been removed from the bulk, and removing any
solute particles in the solvent phase in general to prevent a rate decrease
due to solute concentration in the solution. To enact this, we remove any
solute particle that has no connection with another solute as it has been
removed from the bulk glass phase. Specifically, any solute particle that
undergoes a swap and at the end of that movement has no solute neighbours
is turned into a solvent particle. This mechanism is shown in Figure 5.3—a
valid swap target undergoes exchange with a neighbouring solvent, has no
solute neighbours after this move, and is thus made a solvent particle. The
rate of solute removal then gives us an intrinsic dissolution rate for the system.
We further consider how we define this interface, and its effect on rate, in
Section 5.7.
As mentioned previously, the equilibrated concentration of upspins, ceq,
in the amorphous bulk is
ceq = exp(−βh)/(1 + exp(−βh)) (5.4)
which reduces to
ceq = exp(−1/T )/(1 + exp(−1/T )) (5.5)
as we use reduced units and set h/kB = 1. The effective temperature of an
out of equilibrium configuration is referred to as the fictive temperature, Tf ,
[230–232] and is defined here in terms of the spin up concentration by
Tf = 1/ ln(1/c− 1) (5.6)
i.e., the inverse of the equilibrium relation in Equation (5.4).
To further reduce the parameter space, we keep J , the solute-solvent
bond energy parameter, to zero in this study. This parameter effects only
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the probability of a particle swapping by changing the influence of bond
breaking/creating in the swap acceptance criteria:
Tij = H(mi − 3)H(mj + σj − 4) min[1, exp(−J∆nij/T )] (5.7)
where ∆nij is the change in number of solute-solvent bonds after a swap. As
we are looking only at the removal of solute (i.e., negative ∆nij), and not
re-attachement from solution (i.e., positive ∆nij), we can safely set J = 0, as
a non-zero J will only alter the relative acceptance rates of solute flipping
and exchange. We consider the effects of a positive J in Chapter 6.
We use a simple cubic lattice of size 75× 75× 60 unless otherwise stated.
Periodic boundaries are applied in all three dimensions. Initial conditions
consist of a slab of randomly generated glass at the equilibrium spin concen-
tration of the initial fictive temperature (see Equation (5.4)) spanning the
entirety of the XY plane, adjacent to a similar slab of pure solvent. Previous
studies of this system have shown Tg to be 0.46 [137].
5.4 Equilibrium Dissolution
To limit the number of competing effects, we first look at the equilibrium
condition, i.e. T = Tf , to "turn off" glass relaxation. We plot the temperature
dependence of the resulting steady state intrinsic dissolution rate per unit
area Rint(T ) of the amorphous solid in Figure 5.4. Data for T > Tg is included
to observe the continuity of Rint at high T . In Section 5.8 we further examine
this high temperature behaviour. We make two main points in Figure 5.4.
Firstly, we show in Figure 5.4b that the dissolution of the amorphous solid
proceeds in a frontlike manner for T < Tg. Secondly, we find a relationship
between Rint and T :
Rint(T ) ∝ (T − T0)γ (5.8)
where T0 ≈ 0.32 and γ = 1.7 as seen in Figure 5.4a insert.
The first question that arises from this is as to the origin of this critical
temperature. As we have set the enthalpy of mixing (J) to zero, there
should be no energetic barrier to solute removal at any temperature, and
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Figure 5.4: (a) Intrinsic dissolution rate of the equilibrium amorphous solid
as a function of T with the bulk glass transition temperature Tg indicated
by the vertical line. Inset: Plot of ln(Rint) vs ln(T − T0) where T0 ≈ 0.32
is the temperature at which Rint appears to vanish. (b) Time sequence of
interface profiles (evolving from left to right as indicated by arrow) showing
the frontlike dissolution below Tg.
thus dissolution should continue to occur. The cessation (and, in fact, all
rate dependence on temperature) must thus be related to some kinetic or
configurational effect.
The most obvious effect is our "kinetic" requirement of adjacent "up" spins
for any kind of flip or exchange. We thus expect that the rate of dissolution is
strongly tied to the concentration of mobile solute particles that exist on the
solute-solvent surface, csm. However, our model also requires reversibility of
any exchange, even though the solute particle may be removed after the swap
takes place. (A lack of this reversibility criteria has been observed to cause
anomalous solvent penetration and self-arrest even at high temperatures.)
The result of this criteria can be observed in Figure 5.5. Any down-spin solute
must have an additional up-spin particle adjacent to it, else the resulting
swap would place the solvent in an irreversible situation. An up-spin solute
however, still only requires three adjacent up-spins to exchange. This results
in a further reduction in dissolution rate, as most sites require the solute
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Figure 5.5: Example of a solute particle (indicated in red) that is mobile
(as defined by the facilitation condition) but that cannot exchange with a
solvent as it would result in an immobile solvent and hence violate microscopic
reversibility.
particle to flip into the up state before exchange and further removal. We call
this concentration of surface exchangeable solutes csex, which is less than csm by
definition. While some of these details are simply consequences of the model
and may not be directly physical, the correlation of structural relaxation and
solute exchange seems reasonable.
These concentrations are calculated and compared to dissolution rates in
Figure 5.6. In Figure 5.6a we find a linear proportionality between Rint and
csex across all temperatures and four orders of magnitude. The constant, 0.18,
is slightly higher than the expected 1/6 chance for a particle in a flat surface
to be extracted, and likely corresponds to the increased removal rates at edges
and corners. This relationship confirms our argument that the termination
of dissolution at low temperatures as seen in Figure 5.4 is driven by the
removal of all exchangeable solutes in the surface. In Figure 5.6b we plot the
temperature dependence of csex for both the initial surface and the steady state
dissolving surface. We can analytically determine csex(T ) for a flat surface by
calculating the probability for a solute particle to be randomly surrounded by
two or more up-spins (the third being the adjacent solvent) and accounting
for the requirement of a down-spin to have an additional up-spin to ensure
reversibility:
csex = 10c
3[(1− c)3 + (1− c)2] + 5c4(1− c) + c5 (5.9)
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Figure 5.6: (a) Plot of dissolution rate against csex for the equilibrium amor-
phous solid. The solid line is a fit of the form Rint = 0.18csex. (b) csex vs T for
the initial surface (red circles) and the steady state surfaces with dimensions
75× 75 (red dashed curve) and 300× 300 (teal dotted curve). The theoretical
result from Equation (5.9) is plotted as a blue line and agrees closely with
calculated values of csex of the initial surface.
and we see that it matches simulation results for the initial surface. We also
note that it is non-zero for all T > 0. Increased csex compared to the initial
surface at T > 0.34 can be explained by surface roughening, increasing both
the surface area and the number of highly solvated solute particles at the
edges and corners of the bulk. We see that there is little to no difference
in csex for the 752 and 3002 surface for T ≥ 0.36. Conversely, we see both
that the steady state rate drops below the initial condition and the rates of
different area simulations start to diverge at lower temperatures.
To understand this, we must consider the effects of solvent exchange at the
surface. Firstly, a mobile solute particle is removed, decreasing csex. Secondly,
the inserted solvent particle acts as a positive influence on adjacent solute
particles, by the nature of constantly being in the "up" state as opposed to
being primarily "down" as the solute particles are. However, if this positive
effect is not enough to restore csex, and the exchange ends up reducing the
mobility of the surface, dissolution will cease to propagate, and all that will
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happen is the removal of the initial exchangeable solute. This is linked to
the loss of ergodicity of the kinetic Ising model at low temperature and
small system size [134, 135] as can be seen by the higher mobility of the
larger system. Due to the cooperative dynamics of relaxation of the solute,
random initial conditions can be kinetically impossible to reach, and thus are
impossible to dissolve.
5.5 Non-Equilibrium Dissolution
Noting that this loss of ergodicity and cessation of dissolution occurs
at a temperature much lower than Tg, constraining Tf to be near Tg both
avoids this region and provides a more realisticly attainable set of initial
conditions near Tg, be it below Tg as in ageing [233] or vapour deposition [60],
or above Tg as in rapid quenching or mechanical grinding [234]. We choose
fictive temperatures of 0.9Tg, 1.0Tg, and 1.1Tg to emulate the various glass
forming methods. Moving to an out-of-equilibrium simulation introduces the
relaxation of the solute, initialised at Tf , to the simulation temperature of T .
As this relaxation is likely coupled to the progression of the solvent front,
due to the kinetic enhancement of the solvent, we first ask if our previously
established relationship between Rint and csex remains. As we can see in
Figure 5.7a, this relationship still holds, once again with a constant of 0.18
as seen previously in Figure 5.6. In Figure 5.7b we see that the high Tf
glasses have a higher dissolution rate (and thus csex) as we alter temperature
as compared to the equilibrium states. We find the Tf = 1.1Tg glass to have
a dissolution rate 1.4 times that of the Tf = Tg system for all T , and similarly
the low-energy glass (Tf = 0.9Tg) is approximately 40% slower to be removed.
We thus expect dissolution rate to be variable by approximately a factor of
two between low- and high-energy glasses, with more extreme cases possibly
increasing that ratio.
We find that dissolution continues down to far lower temperatures where
T0 = 0.12 compared to T0 ≈ 0.32 as seen previously. Furthermore, while
dissolution still ends as the number of exchangeable particles drops to zero, in
this case it is not due to a physically unreachable state as in the equilibrium
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Figure 5.7: (a) Dependence of Rint on csex for non-equilibrium glasses
characterized by fictive temperatures Tf = 0.9Tg, Tg, and 1.1Tg. The straight
line corresponds to Rint = 0.18csex. (b) Dependence of Rint on T for the
different non-equilibrium glasses. Included, for comparison, is Rint for the
equilibrium glass (i.e., Tf = T ).
glasses, but simply due to the very low equilibrium upspin concentration at
these temperatures.
5.6 Morphology of the Solvent-Etched Interface
In crystalline materials, the intersection of crystalline defects with the
dissolution interface creates a local enhancement of dissolution rate due to the
higher energy of the defects, and thus creates a faster dissolving pit [235–237].
Some of these defects (e.g. screw dislocations) can persist over a long length
scale, creating a large pit in the surface of the crystal [238, 239]. We can look
at the average density of these defects, as well as the depth they extend into
the bulk, to characterise their effects on dissolution. Our objective in this
section is to investigate how the dynamic heterogeneity of glasses corresponds
to enhanced dissolution at the surface and the resulting morphologies.
An example surface is shown in Figure 5.8 as a time series of the height
of the solute-solvent interface. We see that the variance of the surface is
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Figure 5.8: Evolution of the surface of the amorphous solute during dissolution
at T = Tf = 0.33 with each frame separated by a time interval of 2000 MC
cycles. The time sequence moves from left to right from the upper left to lower
right frames. Solute particles in a given layer are depicted by a colour—light
green corresponding the upper most layer and dark blue the lowest. Note
that individual "pits" do not grow significantly in size as the removal of a
couple of layers is sufficient to expose new dissolution sites.
minimal, extending only over 3–4 layers, and that this variation does not
change significantly over time. This indicates that each dynamic heterogeneity
only influences a small section of the glass. For instance, the initial pit in
the lower right of the surface does not continue to dissolve, and must wait
for the initial peak in the right to be removed and initiate its own pit before
continuing to dissolve. While some regions of glass are more exchangeable
due to fluctuations in up-spin density and configuration, once these clusters
have been removed, preferential dissolution must cease, as also seen in the
bulk fkI model [68].
Figure 5.8 also shows that dissolution primarily occurs laterally in planes,
starting from initial pits and expanding faster than normal propagation. This
is due to the mobility enhancing effects of the solvent, as edges of each plane
have two adjacent solvent, as opposed to the flat surface only having one,
resulting in an increased likelihood of being kinetically allowed to exchange.
This lateral propagation of dissolution also acts to lower the influence of
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Figure 5.9: Direct visualization of dynamic heterogeneities through solvent
etching of the amorphous solid surface. A sample is prepared with a Tf =
0.414 = 0.9Tg and then cooled to T = 0.11. The left panel shows the flippable
sites (teal) after flipping all initial flippable sites once while the right panel
shows the solvent penetration (black) after 105 iterations.
preferentially dissolvable sections by continually exposing new heterogeneities
that can then propagate their own dissolution.
Given the rapid pace of lateral dissolution and the subsequent removal
of much of the information of localised heterogeneities, it would seem that
using dissolution to measure these heterogeneities is a lost cause. However,
given the strong temperature dependence of dissolution as seen in previous
sections, might it be possible to slow down dissolution enough to only etch
the most dissolvable areas, which should correspond to localised dynamic het-
erogeneities? In Figure 5.9 we compare the initial flippable sites, representing
the influence of a cluster of ’up’ spins, with the surface after a brief period
of dissolution. We note that the etched surface (right) shows many of the
same features as the initial dynamic domains, including position and length
scale. This correlation shows some hope of mapping a physical change in
surface, possibly characterizable by methods such as AFM, to local structural
inhomogeneities, which are likely impossible to directly measure.
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5.7 Expanding the Diffusion Interface
Thus far we have been using a strict solute removal condition in order to
model Rint in a solvent flow that instantly removes any solute not connected
to the bulk. However, as previously mentioned, the real measured dissolution
rate also contains precipitation back on to the surface as well as solute diffusion
away into solution. While this is a complex issue analytically (the Stefan
problem) we consider a purely numerical approach to this effect here.
To model this, we must change how we define when a solute particle is
removed. Previously, we have used the criteria of being entirely surrounded
by solvent, equivalent to being separated from the bulk. Instead, in this
section we will instate a planar boundary, parallel to the glass interface, and
separated by d, beyond which any solute is removed and replaced by solvent.
We define the glass interface here as the point where the solute concentration
drops below 50%.
Figure 5.10 describes the temperature and boundary position dependence
of the (no longer intrinsic) dissolution rate, again calculated as the rate of
solute removal, but now at the boundary as controlled by d. We find that
large buffers can significantly reduce the dissolution rate, and that this effect
appears to scale as
√
d. At high temperatures and large d this inhibited rate
reaches an asymptote, related to the change to an inter-diffusive profile as
expanded on in Section 5.8. This represents the limiting diffusion controlled
case, where the rate is inhibited by movement in the interfacial region. At
lower temperatures, we are rate limited instead by the slow removal kinetics
of the solute from the bulk. We estimate the crossover point by using the
intersection of the asymptotic rate and the intrinsic dissolution curve to be
T∗ ≈ 0.47 = 1.03Tg. That this lies close to the glass transition temperature
suggests T < Tg, already the physically meaningful range of temperatures for
vitreous materials, is primarily controlled by the bulk kinetics and that Rint
as we defined is a reasonable measure of dissolution.
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Figure 5.10: Dissolution rate vs temperature for equilibrium glasses with
different choices of the distance d (as indicated) between the interface and
the absorbing boundary. The intrinsic rate Rint from earlier is indicated
by the black dashed line. The horizontal line indicates an estimate of the
high T asymptotic dissolution rate for d = 16, where the dissolution rate is
determined by diffusion of solute into solution. The vertical line indicates the
crossover temperature T ∗, marking the change between interface-controlled
and diffusion-controlled dissolution kinetics.
5.8 Dynamic Asymmetry and the Crossover from
Dissolution to Interdiffusion
The study of glass dissolution clearly limits us to T < Tg, allowing for some
slightly higher Tg materials. At temperatures above Tg, we see a continuous
transition from the solid phase to the liquid phase. One might thus imagine
that at high enough temperatures the now liquid nature of the previous glass
phase means that we cease to see solid dissolution, and instead transition
to a liquid-liquid interdiffusion. We plot several different solute profiles in
Figure 5.11 where we do not remove any solute particles, and simply allow the
two pure phases to begin equilibrating. The bulk phase is, at T < Tg, almost
entirely impermeable to the solvent, and we see only front-like dissolution
with a sensitivity to surface heterogeneities. At higher temperatures we begin
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Figure 5.11: Plots of the time evolution of the solute concentration for three
different dynamic asymmetries, i.e., Dg/Ds ≈ 10−6 (a), 10−5 (b), and 10−4 (c),
corresponding to T ≈ Tg at the left through to T ≈ 1.5Tg on the right. Note
the transition from frontlike propagation in the left panel to diffusive mixing
in the right panel. The arrows indicate the direction of front propagation.
to observe solvent penetration into the bulk, increasing with temperature,
and the change to a liquid-like interdiffusion profile, with no care for the
spatial distributions in the glass.
The primary difference between the two mechanisms lies in the asymmetry
of diffusion rates of the solute-in-solvent and solvent-in-solute phases. The
self-diffusion of a solute particle in solvent is a temperature-independent
constant Ds. Dg(T ), the diffusion of solvent in the solute bulk, is highly
temperature dependant as we have seen throughout this chapter. We plot
the asymmetry ratio Dg/Ds in Figure 5.12. We see Dg/Ds ∝ exp(−Tasym/T )
with Tasym ≈ 8. This large temperature value is reflective of the the fact that
the spin concentration in the bulk approaches 0.5 at high T , resulting some
kinetic restraint even in the high temperature limit.
The temperature dependent asymmetry of dynamics we see in Figure 5.12
results in the change in dissolution profiles shown in Figure 5.11. T = Tg,
with Dg/Ds ≈ 10−6, produces the front-like profile of solid dissolution with a
nearly constant maximum solute gradient after accounting for the finite size
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Figure 5.12: Plot of the dynamic asymmetry Dg/Ds vs 1/T as a log-linear
plot.
of the box and the resulting increase in solution concentration. T = 1.5Tg,
with a dynamic asymmetry two orders of magnitude smaller, instead gives
us a decreasing gradient, mostly symmetric through the initial solute-solvent
interface, as characterises liquid-liquid dissolution. In between these extremes,
we find a mixture of the two methods, with an increased solute penetration
ability widening the solid interface and accelerating the dissolution front
progress.
5.9 Conclusions
In this chapter, we have modelled the kinetics of dissolution (solute
extraction) using the same kinds of cooperative dynamics that effect the
structural relaxation of the glassy substrate. Our main finding is that the
intrinsic dissolution rate is directly proportional to the concentration of sites
that are kinetically allowed to exchange with the solvent. We find that this
relation holds both at equilibrium and non-equilibrium conditions alike. This
means that dissolution rate can be controlled by the fictive temperature of the
glass. By comparing high-energy glasses (as can be formed by rapid quenching
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or mechanical grinding) to low-energy glasses (as seen in vapour-deposited
and aged samples), we show a variation in dissolution rate by a factor of two.
We do find a loss of ergodicity due to finite size effects, as seen by the early
cessation of dissolution at T0 compared to theory as seen in Equation (5.9) and
Figure 5.6b. This can be traced back to an insufficient distribution of initially
mobile sites at generation, and we believe that this critical concentration
depends on system size as 1/L. While this is a known failing of the model, it
occurs here only at fictive temperatures much lower than the glass transition,
and thus we believe that it does not compromise our results overall.
While we have used a strict connectivity definition for solute removal,
we also investigated the use of a "buffer" zone to allow for a concentration
gradient in the solution. Using this, we find a crossover temperature (T ∗
from Figure 5.10) which separates rate limiting based on the diffusion of the
solute (above T ∗) from limits based on the intrinsic dissolution rate (below
T ∗). We find T ∗ ≈ Tg, with the implication that when the glass is a solid,
the dissolution is primarily limited by the kinetics of solute removal. We
further extend this by looking at the asymmetric diffusion rates of the solute
in solution and solvent in bulk. The significant change in Dg/Ds above Tg
as seen in Figure 5.12 shows the transformation from a solid dissolution to a
liquid interdiffusion.
As a finale, we show that the surface of the dissolution front remains a
constantly fluctuating landscape. Any defects arising from dynamic hetero-
geneity are small and short lived, quickly being consumed by the propagating
front, in contrast to the long range defects seen in crystals, and the localised
enhanced dissolution they create. We also demonstrate that at sufficiently low
temperatures, and the correspondingly low dissolution rates, these localised
regions of enhanced mobility in the glass can be selectively etched from the
surface. This may provide a useful way of visualising these otherwise invisible
heterogeneities.
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Chapter 6
Precipitation, a Possible Route
for the Formation of Ultra-Stable
Glasses
6.1 Introduction
The creation of an ultra-stable glass requires that a way be found to
bypass hundreds of years of relaxation. These low-energy glasses are of both
practical and theoretical interests. Practically, these materials have been
shown to offer increased thermal stability [59] and elastic moduli [240], oft
desired characteristics of a glass. Theoretically, study of these amorphous
materials is of interest as their energy and entropy approach the limiting case
of the crystal [60]. In this chapter, we will investigate a possible new method
for the formation of ultra-stable glasses via precipitation from a solution.
Glasses formed by vapour deposition have been shown to exhibit energies
and densities significantly lower than the corresponding glass formed by bulk
cooling [38, 59, 60]. Vapour deposition studies of indomethacin, an organic
glass-forming drug, have resulted in densities expected to require between 102
and 104 years of ageing if created form a bulk sample, representing the slow
dynamics of relaxation to a lower energy state [39, 241]. These glasses also
have increased kinetic stability corresponding to a fictive temperature 25–50 K
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below the glass transition temperature [59, 241]. Highly stable amorphous
films such as these have a number of useful properties such as resistance to
photo-degradation [242] and selectable molecular orientation [243], which are
both desirable in fields such as organic electronics [244].
While vapour deposition presents an improved method of glass formation,
it is not universally applicable. Optimal rates of tenths of a nanometre per
second [59] means that only the thinnest of films is possible—any sort of bulk
material would take years to deposit. The requirements of a hard vacuum
and vaporization of the material restricts one to thermally stable molecules
with high vapour pressures.
Precipitation from solution is an alternative strategy for the gradual forma-
tion of a solid that may allow us to avoid the problems of vapour deposition.
This change in mechanism has a basis in previous studies of vitrification during
phase separation, as has been observed in a number of contexts. Precipita-
tion of amorphous intermediates plays a significant role in biomineralization,
the creation of bone and shell by living organisms [245, 246]. Amorphous
precursors are similarly seen in the precipitation of branched silicate particles
prior to zeolite crystallization [247]. Gel formation during demixing, a similar
state of kinetic arrest to the glass, has been shown to follow the same generic
phase diagram as that in Figure 6.1 for amorphous precipitation [248–251].
Gelation and vitrification have been shown to occur simultaneously for some
systems [252, 253]. These kinds of kinetically arrested structures have been
seen in liquid-gas phase separations [254] as well as colloidal suspensions [255].
Phase separation of kinetically asymmetric liquids, i.e. liquids characterised
by a large difference in their respective glass transitions, have also been
researched [256–260]. While this represents a significant amount of study
of phase separation and amorphous precipitation, we are unaware of any
research into the possible stability of the formed glasses, or on conditions that
would be conducive to stabilizing the amorphous precipitate.
The phase diagram in Figure 6.1 represents the basic chemistry of the
solute-solvent system. The solid-liquid coexistence curve represents the
equilibrium phase behaviour and establishes the saturation concentration and
melting point of the pure crystalline solute. In this chapter we will assume
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Figure 6.1: A schematic phase diagram for a mixture of solvent and solute and
the concentration dependence of the solute glass transition temperature Tg.
that the crystal is kinetically inaccessible in favour of the glass phase. We
thus ignore the equilibrium curve in favour of the metastable liquid-liquid
demixing below Tc to drive precipitation. We also assume that we are above
the solvent crystallization temperature so that we actually have a fluid system,
and below the glass transition temperature of the pure solute.
The glass transition temperature as a function of composition in binary
mixtures has been extensively studied [261–264]. For most mixtures, a
linear [261] or slightly non-linear [264] interpolation between the two pure
Tg is an adequate model. A low Tg component, here the solvent, represents
a plasticizer, promoting glass formation. As we see in Figure 6.1, the glass
transition will cross the binodal at T ∗, which is controlled by Tg and Tc of the
solution. If our system precipitates below this temperature, we would expect
the formation of a solute rich glass instead of a liquid phase. We might also
expect that the composition to be based more on the glass transition than the
demixing equilibrium, given the glass transition brings an arrest to movement
in the bulk. In either case, we expect some solute to be included in the
precipitate. The energy contribution of this trapped solute is an important
consideration in the stability of the resulting precipitate glass, as will be seen
throughout the chapter.
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6.2 Equilibrium Phase Diagrams of the Lattice
Model
In the previous chapter, we noted that the solute-solvent interface afforded
enhanced kinetic activity. This has been shown to be an essential part of the
increased stability of vapour deposited glasses [53, 54]. Along with the previous
use of a similar model to capture the phenomenology of deposition [65], we
believe this gives good reason to continue with the same model.
While dissolution will occur at a solute-solvent energy J = 0 for entropic
reasons, to cause precipitation we need J > 0, a positive enthapy of mixing.
Again, this solvent is permanently an up-spin, and as such acts as a plasticizer,
increasing kinetic mobility. Now that J 6= 0, the probability of a solute-solvent
exchange is
Pswap = H(mi − 3)H(mj + σj − 4) min[1, exp(−J∆nij/T )] (6.1)
where H is the Heaviside step function for asserting both that the target
solute is kinetically accessible and that the reverse move is possible, mx is the
number of up-spins around x, σx is the spin of x, and ∆nij is the change in
the number of solute-solvent bonds. This means a reduced swap probability
if the swap would increase the number of solute-solvent bonds. Unlike the
majority of the previous chapter, we do not remove the solute under any
conditions, instead allowing it to move and equilibrate in solution—the latter
effect is examined further in Section 6.5.
We present the demixing T − x phase diagram in Figure 6.2 for several
values of J . We approximate the composition dependant glass transition
by taking the concentration of up-spins at Tg = 0.46, reducing that value
by the concentration of solvent particles (defined as being up), and finding
the resulting fictive temperature (see Section 5.3). Below T ∗ we expect to
see kinetic arrest of the solute-rich precipitate as the bulk lies below the
equivalent glass transition temperature. To construct the demixing curves,
we note that Equation (6.1) implies that J/T is the control of equilibrium
state, and T influences the rate of equilibration through ceq. Thus altering
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Figure 6.2: The calculated liquid-liquid phase diagram for different values
of J, the solvent-solute mixing energy. The glass transition line Tg(x) is also
included. T ∗ for the J = 0.3 system is marked, and occurs at x = 0.92,
T = 0.275
J is the same as changing 1/T . If we then keep T constant and above the
glass transition to remove possible kinetic trapping below Tg or T ∗, we can
construct an analogous demixing curve in J−x space. To find the equilibrium
values we construct a two-phase system consisting of a solute-rich slab and a
solvent-rich slab, with concentrations near the expected equilibrium values.
We then simulate the system until we reach a steady state, still with two
phases, but now at the equilibrium solute-solvent concentrations in the two
phases. The equilibrium values are taken from the centre of the phases to
avoid surface interference. We do this for several temperatures and find the
same curve once scaled according to their temperature.
We can attempt to fit this equilibrium to a regular solution model. We
know the regular Gibbs free energy of mixing to be
∆Gmix = RT (xa lnxa + xb lnxb) + βxaxb (6.2)
where R is the gas constant and xi is the concentration of species i. Substitut-
ing xb = 1− xa and setting R = 1, the minima, i.e., the demixing equilibria,
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Figure 6.3: The calculated liquid-liquid phase diagram fit as in Equation (6.5)
for rescaled simulated equilibria.
are
d∆Gmix
dxa
= T [lnxa − ln(1− xa)] + β(1− 2xa) = 0 (6.3)
and thus the regular model gives
T (xa, Tc) =
−2Tc(1− 2xa)
lnxa − ln(1− xa) (6.4)
where Tc = β/2 as obtained by differentiating a second time at xa = 0.5. We
find that this does not fit our system however, and so a correction is needed
T =
k(x− 0.5)3 − 2Tc(1− 2x)
lnx− ln(1− x) (6.5)
where the critical temperature of demixing is found to be
Tc(J) = 1.17J (6.6)
and the extra parameter is
k = 5J (6.7)
for the fit as seen in Figure 6.3. This then provides the demixing curves seen
in Figure 6.2 and used in the rest of this chapter.
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The physics of amorphous precipitation is characterised by two temper-
atures: Tc, the critical temperature for demixing of the solution, and Tg,
the glass transition of the bulk glass. These temperatures are determined
in our model by the heat of mixing, J , and activation energy, h. We can
use data for a known glass forming liquid, o-terphenyl (OTP), to determine
reasonable parameters for our simulations. For OTP, the activation energy
at high T is 1.03 kJ/mol [265] while the heat of mixing of OTP in benzene
is 0.22 kJ/mol [266]. In terms of our lattice model, if we set h = 1 (which
we know from previous studies gives Tg = 0.46), J = 0.2 would approximate
OTP in benzene. For most of this chapter we use J = 0.3 as it has a similar
x position of T ∗, but the higher temperature means dynamics occur on a
computationally accessible timescale. In Section 6.6 we examine the effect of
J on the precipitate energy.
6.3 Optimizing Temperature and Composition
With the solute-solvent interaction parameters settled, temperature and
solute concentration are the current parameters of interest. Vapour-deposition
experiments have shown that the stability of the glass strongly depends on
the temperature of the deposition substrate, with an energy minimum of the
glass at a substrate temperature of ≈ 0.8Tg [59, 241]. The stability of vapour-
deposited glasses have also been seen to depend on the rate of deposition, with
lower rates resulting in higher stabilities [59]. In precipitation, the aggregation
rate is determined by the concentration of solute in solution, x. Lower x results
in fewer precipitate clusters due to lower nucleation rates, as well as slower
precipitate growth due to the larger distances solute must diffuse in order to
find a cluster. If we assume cooling at a rate faster than glass relaxation to
initiate precipitation, we can model this as an instant drop in temperature
of the system. We can then observe the dependence of the energy of the
resulting precipitate clusters on our choice of quench temperature, which we
show in Figure 6.4. We define a cluster as a network of particles, solute and
solvent, with a majority (four or more) solute neighbours. To reduce the effect
of system size and solute concentration (and thus cluster volume and surface
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Figure 6.4: The final energy of the largest solute cluster (defined in the text)
as a function of the quenched temperature T for a range of different initial
solute concentrations. The final energy of the pure solute obtained by a
cooling rate of dT/dt = 1012 is indicated by the horizontal line. Inset: The
value of the minimum energy as a function of the initial solute concentration.
area) on energy, we exclude solute-solvent bonds where one of the particles is
not in the cluster (i.e., particles on the surface). We find in Figure 6.4 a clear
minimum in cluster energy corresponding to T ≈ 0.17 ≈ 0.4Tg ≈ 0.7T ∗ for a
range of initial solute concentrations, similar to that seen in vapour-deposited
glasses [59, 60, 241], but at a significantly lower temperature compared to
the glass transition. The energy of this optimal state for small initial solute
concentrations is around half that of the bulk glass state at Tg.
The energies obtained by these precipitations are compared to those of a
bulk cooling of a pure solute system in Figure 6.5. We find that these energies
represent a reduction of energy equivalent to a cooling six to ten orders of
magnitude slower than that accessible to simulations of approximately the
same timescale.
The energy, E, of the precipitate cluster can be expressed as E = Emix +
Estruct, where Estruct is the structural energy of the glass, in this model the
spin energy, and Emix is the solute-solvent mixing energy. We plot these
energies in Figure 6.6 for a range of initial solute concentrations, x, after
quenching to T = 0.17, the approximate minimum energy temperature seen
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Figure 6.5: The energy of a pure glass as a function of the cooling rate used
in its formation (red squares) is extrapolated to lower cooling rates (solid
line). The filled circle (initial concentration of 0.05) and open circle (initial
concentration of 0.20) represent energy minimums found after a quench to
T = 0.17 and a simulation time comparable to the slowest cooling rates shown.
We find cluster energies that would require a cooling rate six to eight orders
of magnitude slower than bulk cooling can achieve.
in Figure 6.4. The result is a non-trivial relation of E to x. Starting from
x = 1, the pure solute case, we see a nearly linear sharp increase in Emix
as individual solvent particles are added to the bulk solute, but are at a
low enough concentration to not aggregate into a solute bubble. Below
x ≈ 0.8, we find a linear decrease in Estruct which correlates to the increase
in xclust, the solute concentration in the cluster, as seen inset. Figure 6.6
also shows a crossover in behaviours around x ≈ 0.8 for Estruc. At higher
initial concentrations, we see a rapid drop in the spin energy of the glass
as a result of the solvent-facilitated structural relaxation of the bulk glass.
Below this initial concentration, there is very little change in spin energy
with x. This structural energy corresponds to a fictive temperature of 0.18 to
0.23, with the small x values quite close to the temperature of the simulation
indicating a near-equilibrium of the precipitated glass. The overall E decrease
below x is thus almost entirely driven by the improved separation of solute
and solvent (decreasing Emix) and the approach of xcluster to the equilibrium
shown in Figure 6.2.
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Figure 6.6: The energy E and its components, Emix and Estruc of the amor-
phous precipitate as a function of the initial solute concentration x following
an instantaneous quench from T = 0.5 to T = 0.17. The energy of the pure
glass is indicated by the dashed horizontal line. Inset: The solute concentra-
tion of the final cluster as a function of the initial concentration x. Note that
the cluster energy closely matches the solvent concentration (1 − xclust) in
the cluster.
This result then is of precipitation of an ultra stable glass from a plasti-
cizing solvent. The kinetic enhancement of slow precipitation significantly
reduces the structural energy to the limit of its equilibrium value, a significant
goal of vitrification studies. This enhanced kinetic stability is tempered by
the introduction of positive heat of mixing and the solute-solvent interactions
due to included solvent in the precipitated clusters. The mixing energy has
then replaced the issue of structural reaction as the limiting concern in form-
ing a low energy glass. This can be lowered by reducing the initial solute
concentration to slow the aggregation of solute particles, reducing the amount
of solvent trapped in the precipitate.
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Figure 6.7: The solvent concentration (1− xclust) of the precipitated cluster
for varying T . The points represent the simulated results, while the line is the
binodal as seen in Figure 6.2. Insets a), b), and c) are cluster structures taken
at T = 0.10, 0.17, and 0.25 respectively. Here the grey particles represent
embedded solvent, and teal the solute.
6.4 Temperature and Cluster Morphology
The significant minimum in cluster energy seen at T ≈ 0.17 in Figure 6.4
raises a question as to its origin. The increase at low temperature can be seen
as analogous to the vapour-deposition case, with a decrease in mobility causing
kinetic arrest at high energies, with this effect diminishing as relaxation begins
at higher temperatures. Where then does the increase for T > 0.17 come from?
We examine the solute concentration within the cluster in Figure 6.7, as well
as the equilibrium concentration (see Figure 6.2) for varying temperature. We
see that low temperatures correspond to an increased solvent concentration,
as expected, decreasing with temperature. This is shown to have a non-
compact structure that shows no sign of relaxing. Near T = 0.17 we find the
minimum we see in Figure 6.4, which we note corresponds to a single solute
cluster that has significant surface activity, allowing for structural relaxation.
As we further increase the temperature, we retain the single solute cluster,
101
CHAPTER 6. PRECIPITATION, A POSSIBLE ROUTE FOR THE
FORMATION OF ULTRA-STABLE GLASSES
 0
 0.05
 0.1
 0.15
 0.2
 0  1  2  3  4  5  6
E
n
Figure 6.8: A plot of the precipitate energy as a function of n for T = 0.17
and x = 0.1. As explained in the text, n refers to the number of solute
neighbours a solute must have before spin flips are permitted.
but find that the solvent concentration increases, approximately following
the equilibrium mixing point. It is this increased solvent concentration
that drives the increasing energy of the precipitate, with the Estruct, still at
its equilibrium, contributing a much smaller, though still increasing with
temperature, amount.
6.5 Effects of Allowing Structural Relaxation
in the Solvent Phase
One of the primary features of these ultra-stable glasses is the low, near-
equilibrium structural energy as seen in Figure 6.6. The model we use treats
this relaxation simply, using only the spin of the solute particle to represent
two configurations, an approximation that is sufficient for the bulk phase.
One question that arises from this solvated model is the continued validity
of that assumption. We have allowed the solute to "relax" in the solution
thus far, but does this process really have any meaning in solution, when
relaxation is primarily a bulk property? One way to test the effects of this
solvated relaxation is to restrict the spin-flips, or structural relaxation, of
the solute while in the solvent phase. We do this by restricting the spin-flip
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Figure 6.9: Configurations after a quench to T = 0.17 for n = 5 (left) and
n = 1 (right). We note the much more compact structure for n = 1, as
reflected in the relative energies seen in Figure 6.8.
process to those solute particles with n or more solute neighbours, with the
previous calculations implicitly having an n of zero. No changes are made as
to the solute-solvent exchange algorithm, so n affects swap rate only indirectly
through the solute flip probability. We plot the precipitate energy from a
quench to T = 0.17 from an all-up configuration for 0 ≤ n ≤ 6 in Figure 6.8.
We find no dependence on n for n ≤ 3, but a significant increase for n > 3,
up to around three times the non-restricted energy for n = 6. We note that
n > 3 begins to restrict solute relaxation at the surface of the precipitate
cluster, up to the extreme case of n = 6, where the solvent actively hinders
solute relaxation by forbidding any neighbouring solute, which previously had
an enhanced rate of relaxation due to the imposed up spin of the solvent,
from relaxing. Figure 6.9 shows the structures of the formed clusters for both
low- and high-energy cases. We see an analogy of the kinetic arrest seen at
low temperatures for the high n case, resulting in higher precipitate energy,
while low n remains a single compact cluster.
The question raised by Figure 6.8 then becomes where do we believe an
accurate cutoff for structural relaxation lies in this range—when do high- and
low- energy solute configurations become a meaningful concept? We see that
there is a crossover between a cluster too small to have complexity enough to
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have any noticeable difference between relaxed and unrelaxed states, and one
that severely restricts the kinetic enhancement of solvation. We can exclude
n = 0 as a reasonable candidate, as any solute particle on its own seems
ill-equipped to have any meaningful relaxation. Similarly, n = 6 reduces
us entirely to the bulk, negating any form of solvent enhanced kinetics or
plasticization. The minimum then is n = 1, pairwise interactions. While
atomic aggregation would see this as far too simple an interaction, more
complicated molecules might have enough possible arrangements to have
some form of meaningful relaxation. At n = 5 or 4 we begin removing the
enhanced relaxation at the surface of the cluster, with edges and corners
respectively being prevented from taking advantage of the increased ability
to relax due to solvation. This seems perhaps an extreme case, especially for
an organic glass former for reasons previously mentioned. Vapour-deposition
of glasses would also seem to favour a small cluster interpretation, as the
surface interactions that increase their stability necessitate relaxation of small
patches of deposited materials.
6.6 On the Enthalpy of Mixing
Our simulations so far have use a solute interaction parameter, J , of 0.3,
with a Tc/Tg ratio of 0.72. We previously showed in Figure 6.2 that J will
alter T ∗ and the equilibrium x for a given temperature. As J effectively
controls the "strength" of demixing, and thus the energy penalty of trapped
solvent in the cluster, how does this effect the precipitate formed? We plot in
Figure 6.10 the precipitate energy for a range of J , as well as the structural
energy of the cluster, which we find to follow the equilibrium energy for the
given quench temperature. For J = 0.2, a value lower than previously used
and closer to that of the OTP/benzene system, we find a reduction in Tmin,
but an increase in Emin. In the opposite direction, for J = 0.4 we find an
increase in Tmin and a decrease in Emin.
What is causing this reduction of mixing energy? We plot the cluster
solvent concentration in Figure 6.11 for T/Tc, which brings the equilibrium
solvent concentrations into one line. We find that increasing J decreases the
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Figure 6.10: The dependence of the precipitate energy E, along with Estruct,
as a function of T for various J . The precipitation involved a quench from
T = 0.5 with an initial concentration of x = 0.1. We see a small shift in the
temperature of the minimum energy, as well as an increase in E for smaller J .
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Figure 6.11: The solvent concentration in the cluster (1− xclust) as a function
of T/Tc for several J . The dashed line corresponds to the equilibrium from
Equation (6.5). We find that increasing J brings us closer to the equilibrium
concentration.
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amount of solvent in the precipitate, approaching the equilibrium limit. It is
thus clear that the improved solvent exclusion, made possible by the increased
temperatures of the larger J and thus Tc, is the cause of the reduced energy
minimum in Figure 6.10.
This effect is dependant on our quench cooling methodology. If we used
a linear cooling, we would instead see a dependence on T ∗, as that point
would signal kinetic arrest in the bulk and a trapping of solvent and spin
concentration in the precipitate. As it is, we essentially bypass this point
in our assumption of instantaneous cooling, which may not be applicable
for all materials. The effect of the heat of mixing in real materials will thus
be a complex relationship likely depending on the exact demixing and glass
transition curves.
6.7 Deposition Onto a Surface
The previous sections of this chapter have looked at the development of
homogeneously nucleated clusters, in contrast to the heterogeneous growth
seen in vapour deposition. Given this difference in mechanism, as well as the
physical differences in morphology that results—e.g. the increased surface
area to volume ratio of these small spheres, and possible effects of surface
curvature in these spheres—we attempted to model surface deposition with
minor changes to our model.
To simulate precipitation on to a planar substrate, use a simulation cell
periodic in the X and Y axes, but not in the Z. We construct a substrate
normal to the Z axis consisting of a pure equilibrated (solute) glass and
do not allow spin flipping in or solvent exchange into this layer, i.e. we
pin the structure of the substrate. In order to maintain a roughly constant
concentration of solute in solution during precipitation, we have constructed a
layer of pure solvent, parallel to the substrate and on the opposite side of the
simulation cell. Additional solute is added the system as follows. Every 500
cycles we replace the five layers below the pure solvent layer with a randomly
generated solution with the specified glass concentration. At all other times
the simulation progresses as previously detailed. Energy is calculated for
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Figure 6.12: The energy of the deposited glass as a function of system
temperature and amount of solute periodically added. Larger dots represent
systems that were seen to precipitate (more than one layer deposited) while
smaller symbols represent simulations that did not appear to grow a precipitate.
The horizontal line at Etotal = 0.05 approximately corresponds to the best
homogeneous precipitate, as well as the cessation of surface deposition.
the cluster including the glass layer, and layers as number of precipitated
particles (including solvent) in this cluster divided by the cross-sectional area
of the system.
The results of these simulations are shown in Figure 6.12 for a range
of temperature and buffer concentrations. We find that deposition in this
manner can be set up to achieve precipitate energies much the same as
homogeneous nucleation. Concentrations of solute above those shown in
Figure 6.12 were observed to nucleate before deposition onto the surface, and
as such were discarded. Of the concentrations shown, increasing temperature
reduced both the rate of deposition and energy of the resulting precipitate.
We believe this is a similar mechanism as seen in Figure 6.6—there, reducing
the solute composition allowed for better solvent exclusion as the solute
agglomeration was reduced. Here, the increased temperature reduces the
thermodynamic drive to deposition, and again allows for increased relaxation
and solvent exclusion. Too high a temperature however puts us outside of the
demixing regime, and no precipitate is seen, as shown by the small symbols
in Figure 6.12.
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Figure 6.13: The energy (black, left scale) and number of layers (blue, right
scale) of a surface deposited glass. This simulation was run at T = 0.172 and
adding particles with a solute "buffer" concentration of 0.067.
We show the time evolution of one optimal simulation at T = 0.172
and with a buffer concentration of 0.067 in Figure 6.13. We find that once
deposition progresses past the first full layer it grows at a linear pace, and
appears to roughly maintain its surface morphology. Similarly, there does
not appear to be any significant time-dependence of the total energy of the
deposited material—other higher energy simulations also reach an energy
plateau. We thus conclude that deposition onto a surface is also a viable
method of precipitating a glassy material from solution, and that effects of
increased surface area and curvature—while they may exist—do not inform
the resulting precipitate energy to a significant amount.
6.8 Conclusions
In regards to experimental realization of this ultra-stable glass formation,
we believe the general requirements for the solute-solvent system are as follows:
1. The solute is a glass former
2. The solvent Tg lies well below that of the solute in order to act as a
plasticizer
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3. The solute satisfies Tf(solvent)  Tg(solute) < Tb(solvent), where
the bounds are set by the freezing and boiling points of the solvent,
respectively
4. T ∗, as defined in Figure 6.1, lies well above Tf (solvent)
We note that solubility of the glass former only enters into the last point. In
light of these criteria, we could nominate the n-hexane/o-terphenyl system
as a possible candidate:
• o-Terphenyl has a Tg = 243 K [265] (criterion 1)
• n-Hexane has a Tg = 70 K [267] (criterion 2)
• The melting and boiling points of n-hexane are 178 K and 341.8 K,
respectively [268] (criterion 3)
The fourth criterion is difficult to determine from the available data, but will
depend on the nature of the demixing process as mentioned in Section 6.6.
This chapter has demonstrated that a physically reasonable model of
precipitation and glass relaxation allows for the creation of a glassy precipitate
from a plasticizing solvent with an energy significantly lower than relaxation
of a bulk glass. We find that the residual solvent in the solute-rich phase is
the majority contributor to this energy, as the enhanced kinetics of relaxation
allow for a near-equilibrium structural energy. Reduced concentration of
solute has been shown to facilitate the lowering of mixing energy as the
composition of the precipitate approaches the binodal equilibrium. We also
find an optimal quench temperature, below which kinetic arrest of the glass
prohibits structural relaxation.
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Final Conclusions
In this thesis we have sought to clarify those factors that can significantly
influence the character of the transformation into (and out of) amorphous
states. We have investigated the glass forming ability of a binary alloy using
molecular dynamics simulations and thermodynamic theories of crystallization.
In this process, we have also found a novel ordered phase stabilized by long
range interactions. Using a dynamic Monte Carlo scheme, we simulated the
dissolution of an amorphous material and characterised the effects of glassy
structure on the dynamics of that process. With the same model we have
also outlined the mechanics behind the previously uncharacterised method of
amorphous precipitation.
In Chapter 1 we posed two overarching questions with which to guide our
research. First, how do particle interactions influence crystallization kinetics
and, hence, the glass forming ability of a liquid? Second, can we construct a
robust description of precipitation and dissolution of a glass that incorporates
our modern perception of a glassy material as a kinetically heterogeneous
material?
While we usually think of the glass transition as a property of the liquid,
it is equally valid to think of it as a property of the crystal—if we prevent
crystallization, we must end up in an amorphous phase eventually. This is what
we see in Chapter 3. When we soften the core repulsion of the interparticle
interaction, we find that the melting point is reduced, and correspondingly
glass forming ability is increased. What we find is that the interparticle
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distance is no longer a fixed quantity, instead it varies between the crystal and
liquid phase. This extra degree of freedom allows the liquid to become denser
than expected, reducing the thermodynamic drive of crystallization to the
point that crystallization becomes difficult. Having established that reducing
steric hindrance can introduce new packing abilities by changing the size of
particles, we also examine the increased interaction range afforded by these
soft potentials in Chapter 4. We find a new large unit cell ordered phase for
systems with large size asymmetry based on this longer interaction length that
simultaneously destabilizes the small unit cell of traditional crystal phases.
Over the past 30–40 years, we have amassed a wide range of knowledge of
the homogeneous glass transition that occurs during a rapid quench. What
happens when we instead couple the glass transition to dissolution and
precipitation? This coupling of two dynamic processes is complex. As we show
in Chapter 5, the introduction of heterogeneous interfaces gives rise to surface
cooperative effects, enhances relaxation at these surfaces, and ties the process
of dissolution to the dynamic structure of the glass. Taking advantage of these
enhanced kinetic properties, we demonstrate the precipitation of an ultra-
stable glass in Chapter 6. We find several similarities to the heterogeneous
vapour-deposition method, including kinetic limitations to relaxation. This
represents a new pathway to the glassy state, one that does not depend on
rapid quenching, allows for thermally unstable molecules to be deposited, and
above all creates a highly stable glass.
Given these results, where might we look to next? The discovery of a
new range of crystal types using spherically symmetric potentials raises the
question of if we have really found them all. Regarding the question of
dissolution, we see that how we define the diffusion from interface can alter
the dynamics of dissolution. How best to couple these processes remains an
intriguing unknown. Similarly, we have studied the dissolution of a single
type of glass. Adding in a second glassy component with different dissolution
kinetics could also provide an interesting further avenue of inquiry. It is our
hope that the research reported in this thesis provides the basis for progress
in these outstanding questions.
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