Phase diagram of the one-dimensional extended attractive Hubbard model
  for large nearest-neighbor repulsion by Aligia, A. A.
ar
X
iv
:c
on
d-
m
at
/9
91
13
85
v1
  [
co
nd
-m
at.
str
-el
]  
24
 N
ov
 19
99
Phase diagram of the one-dimensional extended attractive Hubbard model for large
nearest-neighbor repulsion
A. A. Aligia
Comisio´n Nacional de Energ´ıa Ato´mica,
Centro Ato´mico Bariloche and Instituto Balseiro, 8400 S.C. de Bariloche,
Argentina.
(Received October 5, 2018)
We consider the extended Hubbard model with attractive on-site interaction U and nearest-neighbor
repulsions V . We construct an effective Hamiltonian Heff for hopping t << V and arbitrary U < 0.
Retaining the most important terms, Heff can be mapped onto two XXZ models, solved by the
Bethe ansatz. The quantum phase diagram shows two Luttinger liquid phases and a region of phase
separation between them. For density n < 0.422 and U < −4, singlet superconducting correlations
dominate at large distances. For some parameters, the results are in qualitative agreement with
experiments in Ba1−xKxBiO3.
I. INTRODUCTION
BaPb1−xBixO3 and Ba1−xKxBiO3 are superconduc-
tors with transition temperatures Tc near 13K
1 and 30K2
respectively. In spite of the fact that these systems do not
contain Cu and are non-magnetic3, they have important
similarities with the cuprate superconductors, like the
perovskite structure, relatively high Tc and low density
of states at the Fermi level3. While the electron-phonon
interaction is very important in these materials, as shown
by inelastic neutron measurements4, and the existence
of displacements of O atoms and lattice distortions5–7,
several other experiments suggest that the pairing mech-
anism is, at least in part, of electronic nature3. Exci-
tons combined with O displacements8,9, and on-site at-
tractive interaction U based on non-linear screening10,11,
have been proposed as the origin of superconductivity in
doped BaBiO3. In these approaches, repulsive interac-
tions at finite distances play an important role, what is
consistent with poor screening of Coulomb interactions
by the low density of carriers.
As first shown by Rice and Sneddon12, treating the dis-
placements d of O ions in the direction of their nearest-
neighbor Bi ions in the antiadiabatic approximation,
leads to a decrease in U by zg2/K, and an increase of the
repulsion V between nearest Bi atoms by g2/K, where z
is the coordination number, g the electron-phonon inter-
action, and K the second derivative of the elastic energy
with respect to d. This leads naturally to the extended
Hubbard model for the description of doped BaBiO3, and
to superconductivity carried by bipolarons (a pair of car-
riers at Bi sites accompanied by O displacements)12,13.
While the excitonic mechanism involves partial occu-
pation of O states by holes8, in agreement with opti-
cal experiments14–16, it is still possible that this one-
band model describes the low-energy physics (as in the
cuprates17). This is certainly the case in the purely elec-
tronic model proposed by Varma, in which non-linear
screening not only reduces the bare atomic U ∼ 11 eV,
but renders it negative10.
In recent years, the phase diagram of the extended
Hubbard model in one dimension has been studied by nu-
merical techniques, with particular emphasis in the quar-
ter filled case (number of particles per site n = 1/2)18–24.
For n = 1/2 or n = 2/3, V > 5 and small negative
U , calculations of the correlation exponent Kρ in sys-
tems of up to L = 16 sites, predict a Luttinger liq-
uid phase with dominant superconducting correlations
at large distances19,20. However, from an analysis based
on the infinite V limit and the extrapolation of the spin
gap, Penc and Mila suggested that the results of Kρ were
affected by finite-size effects, and the system would not
be a Luttinger liquid in that region19. For n = 1/2,
perturbative arguments around the infinite V limit (de-
veloped in more detail here) suggested that this region
corresponds to phase separation22. Monte Carlo studies
in systems with L ∼ 64 lattice sites23 have shown that
the region of phase separation in the model extends to
much lower values of V than those obtained for L ≤ 16,
leaving practically no place for a Luttinger liquid phase
with dominant superconducting correlations for large V .
The extent of this phase remains unclear. Furthermore,
due to the above mentioned finite-size effects, and techni-
cal problems with different Monte Carlo methods23, the
region of small |U | and V > 8t, where t is the hopping,
is practically unaccessible to the present available nu-
merical methods. This region is also out of the range
of applicability of the continuum-limit field theory (also
called g-ology), which has been applied to the extended
Hubbard and related models25–28.
In this work, we study the one-dimensional attractive
Hubbard model in the limit V >> t. Extending previous
work19, we derive an effective low-energy Hamiltonian
including terms up to second order in t. Under certain
approximations, which are not essential for sufficiently
1
large V , the effective Hamiltonian is mapped into two
XXZ models, representing the movements of particles
in singly and doubly occupied sites respectively. From
the Bethe ansatz solution of these models, the phase di-
agram in the thermodynamic limit L→∞ as a function
of n, U/t < 0 and large V/t is obtained. In the next Sec-
tion, we explain the model and the mapping procedures.
The results are shown in Section III. Section IV contains
the conclusions and a discussion of the possible relation
between our results and the phase diagram measured in
Ba1−xKxBiO3
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II. MODEL AND EFFECTIVE HAMILTONIAN
The one-dimensional extended Hubbard Hamiltonian
in standard notation is:
H = −t
∑
iσ
(c†i+1σciσ +H.c.) + U
∑
i
ni↑ni↓ + V
∑
i
ni+1ni,
(1)
and we consider the case U < 0, V >> t. In this
limit, there are no nearest-neighbor occupied sites in
the low-energy subspace. The terms in Eq. (1) which
mix states of this subspace with states with non-zero
occupancy at nearest-neighbor sites, can be eliminated
through a standard canonical transformation, as de-
scribed in Ref.19. This procedure originates terms of
order t2/V or smaller in the low-energy subspace. The
resulting effective Hamiltonian within this subspace (a
projector P =
∏
iσσ′ (1 − niσni+1σ′) is implicit) can be
written in the form:
Heff = Hs +Hd +Hsd, (2)
where Hs involves only singly occupied sites:
Hs = −t
∑
iσ
(c†i+1σciσ +H.c.)(1− niσ¯)(1 − ni+1σ¯)
+Vs
∑
iσσ′
niσni+2σ′ (1− niσ¯)(1 − ni+2σ¯)
+Vs
∑
iσσ′
(c†i+3σci+2σc
†
i+1σ′ciσ′ +H.c.), (3)
with Vs = −t2/V . The second term is an interaction
between second nearest neighbors, and the third term
displaces two next-nearest-neighbor particles one lattice
parameter.
The second term in Eq. (2) can be described entirely
in terms of the operators d†i = c
†
i↑c
†
i↓, which create “dou-
blons” at each site:
Hd = ∆d
∑
i
d†idi − td
∑
iσ
(d†i+1di +H.c.)
+Vd
∑
i
d†i+2di+2d
†
idi, (4)
where ∆d = U − 4t2/(V − U), td = 2t2/(V − U), and
Vd = 4t
2[1/(V − U) − 1/(3V − U)] are the effective on-
site energy, nearest-neighbor hopping, and next-nearest-
neighbor repulsion respectively, for doublons.
The last term in Eq. (2) describes interactions between
singly and doubly occupied sites:
Hsd =M1
∑
i
[(c†i+1↑c
†
i−1↓ + c
†
i−1↑c
†
i+1↓)
×(1− ni−1)(1 − ni+1)(di−1 + 2di + di+1) + H.c.]
+M2
∑
iσ
(c†iσd
†
i+2dici+2σ +H.c.)
+Vsd
∑
iσδ=±2
niσ(1− niσ¯)d†i+δdi+δ . (5)
Here M1 = −t2[1/V + 1/(V − U)]/2 describes annihila-
tion of a doublon with creation of two particles at empty
sites, and the Hermitian conjugate process, while M2 =
t2/(2V −U) (Vsd = t2[2/(V −U)− 2/(2V −U)− 1/(2V ])
corresponds to interchange (interaction) of a doublon and
a particle at a singly occupied next-nearest-neighbor site.
For V = +∞, all terms of Heff vanish except the first
term of Eq. (3) and the first term of Eq. (4), and Heff
can be solved exactly19. In this limit, for U > −4t and
sufficiently small density n, the system has no doubly
occupied sites and is described by Hs. Instead, for U <
−4t, n ≤ 1, the ground state of Heff is the same as
that of Hd and has no singly occupied sites. For other
values of U and n ≤ 1, the system phase separates into
the phases just described, and the limits of the region of
phase separation (PS) can be obtained using the Maxwell
construction (finding the common tangent to the curves
Es(n) and Ed(n), where Eα(n) is the ground state of Hα
at density n).
For the sake of clarity we call “metallic” (M) the phase
without double occupancy (ground state of Hs), and
“bipolaronic” (BP), the phase described by the ground
state of Hd, although the negative U is not necessarily
related with atomic displacements in a real system. For
finite but large V , the energy cost for constructing a uni-
form phase with both, singly and doubly occupied sites
is high in comparison withM1,M2 and Vsd. Thus, in the
ground state, Hsd can only act in the PS region, at the
boundary between M and BP phases, and is irrelevant
in the thermodynamic limit. Our main approximation
is the neglect of Hsd. This should be correct as long as
the energy gain of Hs in the PS region (∼ t) is larger
than the terms of Hsd (∼ t2/V ). We also neglect the
last term of Eq. (3). This term vanishes at the extreme
densities of the M phase (n = 0 and n = 1/2). The ratio
of its expectation value with respect to the expectation
value of the first term of Eq. (3) can be estimated by
perturbation theory:
r =
t
V
[ns cos(pins)− 1
pi
sin(pins)], (6)
where ns = n/(1 − n). The remaining terms of Hs,
2
and the whole of Hd can both be mapped into a spin-
less fermion model Hsfα (α = s or d):
Hsfα = ∆α
∑
i
f †i fi − tα
∑
iσ
(f †i+1fi +H.c.)
+Vαf
†
i fif
†
i+1fi+1, (7)
with ∆s = 0. When α = s, a site occupied by a fermion
f †i corresponds to a single occupied site and an empty
site at the right of it, as explained in detail by Penc and
Mila19 (a similar mapping was also used in a model for
oxygen ordering in YBa2Cu3O6+x
29). Then, for L sites
and N particles in Hs, the corresponding number of sites
and particles in Hsfs are Ls = L − N , Ns = N . Then,
the energy per site es(n) of Hs for density n is related to
the corresponding quantity esfs (ns) of H
sf
s by:
es(n) =
Es
L
=
Ls
L
Esfs
Ls
= (1− n)esfs (ns). (8)
Similarly, Hd can be cast into the form of Eq. (7), map-
ping a doubly occupied site and an empty site at the
right of it into a single site occupied by a fermion. The
mapping of the different physical quantities is the same
as that used before to find the correlation exponent Kρ
in a generalized t − J model with very large three-site
term30,31. The number of sites and fermions in Hsfd are
Ld = L −N/2, Nd = N/2. The energy per site of Hd is
given in terms of that of Hsfd by:
ed(n) = (1− n
2
)esfd (nd); nd =
n
2− n. (9)
To calculate Kρ, we also need the mapping of the
velocity30:
vd =
L
Ld
vsfd =
2
2− nv
sf
d , (10)
and/or the Drude weight:
Dd =
L
2
∂2Ed(Φ)
∂Φ2
= 4
Ld
L
∂2Esfd (Φsf )
∂Φ2sf
= 2(2− n)Dsfd .
(11)
Here Ed(Φ) (E
sf
d (Φsf )) is the energy of a ring described
by Hd (H
sf
d ) threaded by a flux Φ (Φsf ). The correlation
exponent can be calculated as31:
Kρ =
pivd
2∂2ed/∂n2
=
piDd
vd
= pi(
Dd
2∂2ed/∂n2
)1/2. (12)
Similar expressions give Kρ for Hs, but we do not give
them, since in the M phase alwaysKρ < 1, and we are in-
terested in the region Kρ > 1, for which superconducting
correlations dominate at large distances.
Using a Jordan-Wigner transformation, Hsfα is trans-
formed into an equivalent XXZ model with Lα sites and
Mα spins down:
Hsfα ≡ HXXZα = 2tα
∑
i
(Sxi S
x
i+1 + S
y
i S
y
i+1) + Vα
∑
i
Szi S
z
i+1
+∆αNα + Vα(Nα − Lα/4). (13)
We have calculated the energy esfα (nα) solving numer-
ically the integral equations of the exact Bethe ansatz
solution of Eq. (13) in the thermodynamic limit32. To
obtain Kρ, we have calculated the excitation energies for
two small momenta, solving numerically the correspond-
ing Bethe ansatz equations33. This allowed us to ex-
tract vsfd (nd). From it, the numerical second derivative
of ed(n), Eqs. (9), (10) and the first Eq. (12), Kρ was
calculated for nd 6= 1/2. For nd = 1/2, we had technical
problems in the calculation of vsfd (nd), but fortunately,
analytical expressions are known34,35:
vsfd =
pit sinµ
µ
; Dsfd =
vsfd
4(pi − µ) ;
µ = arccos(V/2t). (14)
Using Eqs. (10), (11), (12) and (14), one has for n = 2/3
(nd = 1/2):
Kρ(2/3) =
4
9(1− µ/pi) . (15)
For Vα = 0, H
sf
α can be solved trivially
30 and Eqs.(9),
(10), (11), (12) lead to another analytical result for Vd =
0 :
Kρ(2/3) =
(2− n)2
2
. (16)
Since always Vd/td > 0, andKρ decreases with increasing
Vd, Eq. (16) implies that for large V , no phase with
dominant superconducting correlations exists for n ≥ 2−√
2 ≃ 0.59.
III. BETHE ANSATZ RESULTS
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FIG. 1. Ground state energy of the phase with singly oc-
cupied sites (dashed line) and doubly occupied sites (full line)
as a function of density. The dotted line is the Maxwell con-
struction (see text).
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In Fig. 1 we show the energy per site of Hs (es(n))
with the last term neglected, and that of Hd (ed(n)), as
a function of density n for U = −2 and V = 7. We take
t = 1 as the unit of energy. The dotted line represents
the energy for average composition n, of an inhomoge-
neous (phase separated) mixture of the “metallic” (M)
phase described by Hs for density n1 = 0.2307 and the
“bipolaron” (BP) phase (ground state of Hd) for den-
sity n2 = 0.5901. These compositions ni, represented
by diamonds in Fig. 1, are obtained finding the com-
mon tangent to both curves es(n) and ed(n) (Maxwell
construction). Between them, the energy of the phase
separated phase is lower than both es(n) and ed(n). The
energy es(n) is dominated by the first term of Eq. (3),
which already exists for V = +∞. The effect of finite
large V is small (except near n = 1/2 for which the first
term of Eq. (3) vanishes), and does not change n1 sig-
nificantly. Instead, the effect of a finite large V on n2 is
dramatic, reducing it from n2 = 1 to n2 < 0.6. This is
because for V = +∞, ed(n) is always a straight line (ex-
tending from ed(0) = 0 to ed(1) = −1 if U = −2). The
second and third term of Hd (Eq.(4)), taken into account
exactly, are responsible of the curvature of ed(n) and the
shift of n2 from 1. This is the main effect of finite large
V .
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0.0
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FIG. 2. Correlation exponent Kρ as a function of density
in the “bipolaron” (BP) phase for U = −2 and V = 7 (full
line). The dashed line is the result in absence of the effec-
tive nearest-neighbor repulsion between doubly occupied sites
(Vd = 0).
Another important effect of a finite V is that the pairs
acquire mobility and for low densities, superconducting
correlations dominate at large distances (Kρ > 1) in the
BP phase. In Fig. 2 we represent Kρ(n) in this phase for
the same parameters of Fig. 1. Also shown is the analyt-
ical result Eq. (16), which is an upper bound of Kρ for
any values of U < 0 and V >> t. For V → +∞, we ob-
tain a critical density nc = 0.422 for which Kρ(nc) = 1.
For n < nc and arbitrary values of U < 0 and V >> t,
the exponent Kρ(n) > 1. Thus, nc lies in the interval
(0.422, 2 − √2). For −5 ≤ U ≤ 0 and 5 ≤ V ≤ 20,
we find that nc < 0.45. Also, nc depends very weakly
on U and V within the studied range of parameters, de-
creasing with increasing repulsions. For U = −2, V = 7
(as in Figs. 1 and 2), nc = 0.429. These results disagree
with those obtained by numerical diagonalization of small
systems19,20, which obtained Kρ > 1 for small values of
|U |, large V and n = 1/2, n = 2/3, but agree with the
statement that the system might not be a Luttinger liq-
uid in that region19, and with recent Monte Carlo results
in larger systems23. These results and the ones shown be-
low indicate that there is phase separation (PS) in that
region. We believe that the reason of the artificially large
values of Kρ in the above mentioned numerical results is
that they were calculated using the first Eq. (12) with
∂2e/∂n2 = 1/(κn2) determined numerically from the en-
ergy for N , N − 2 and N + 2 particles with N/L = n.
In phase separated regions (dashed line in Fig. 1), the
compressibility κ diverges in the thermodynamic limit,
but in small systems, κ can be large and positive due to
finite-size effects, leading to very large values ofKρ, while
in fact the system is not a Luttinger liquid. This effect
was present in numerical studies of the one-dimensional
t− J model with correlated hopping36.
V=7
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V -> infinity
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n
FIG. 3. Phase diagram of the model in the density-U plane,
for different values of V . The phase without doubly occupied
sites is called “metallic” (M), while the phase with no singly
occupied sites is denoted as “bipolaronic” (BP), and ifKρ > 1
we call it “superconducting” (S). The region of phase separa-
tion is labeled PS.
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In Fig. 3 we show the phase diagram of the model,
determined using the Maxwell construction (as in Fig.
1) for different values of U and V (points indicated with
solid symbols in Fig. 3), and searching the critical den-
sities nc for which Kρ(nc) = 1. The phase diagram for
V → +∞ was already known, except for the boundary
at n = 0.422, which separates the BP phase with Kρ < 1
(in which charge correlation functions are the dominant
ones at large distances) from the “superconducting” (S)
phase with Kρ > 1. The most noticeable effect of a finite
V , already present for V as large as 20t is the change
in the boundary between the BP and PS regions, as a
consequence of the above mentioned curvature of ed(n)
for V < +∞. Also, as V decreases, the region S with
Kρ > 1 increases, moving to larger values of U and to
slightly larger densities. Finally, the PS region is reduced.
The case V = 5 is probably beyond the quantitative va-
lidity of our large V approximation. Monte Carlo results
for V = 8 (Fig. 14 of Ref.23) are in qualitative agreement
with our results. Quantitatively, Clay et al. obtain that
for U = 0, phase separation begins at n1 ∼ 0.5, while
for V = 7 we obtain n1 = 0.345. This difference might
be due to the effect of terms of order tm with m > 2 or
the third term of Hs (Eq. (3)), which we have neglected.
Terms of order t4 reduce td and increase n1. The limit
between S and M phases at low densities is affected nei-
ther by Hsd (Eq. (5)) nor by the third term of Hs, but
might be changed slightly by terms of order t4.
IV. SUMMARY AND DISCUSSION
Generalizing a previous approach19, we have con-
structed an effective Hamiltonian Heff for the extended
Hubbard model when V >> t and U ≤ 0. This permits
to study the region V > 8t, which is outside the re-
gion of validity of weak-coupling approaches25–28, while
numerical diagonalization of small systems19,20,22 dis-
play important finite-size effects, as discussed in Section
III, and Monte Carlo calculations have some technical
problems23. The effective Hamiltonian can be divided in
three parts: Hs, Hd and Hsd. The latter is irrelevant for
sufficiently large V , andHs (Hd) acts on a phase in which
all particles move in singly (doubly) occupied sites. Hd
and the most important terms of Hs were mapped into a
Bethe ansatz exactly solvable model, which allows to ob-
tain the energy and correlation exponent Kρ in the ther-
modynamic limit. From this information we have con-
structed the phase diagram. We obtain a region for low
and intermediate densities and sufficiently negative U , in
which the system behaves as a Luttinger liquid with dom-
inant superconducting correlations at large distances, for
any finite V >> t. The existence of this phase and the
main changes in the phase diagram with respect to the
V = +∞ limit, are due to the dynamics of doubly occu-
pied sites in Hd, controled by terms of order t
2/(V −U).
The most noticeable effect of a finite V for moderate val-
ues of |U | (U > −4), is that the upper density of the
phase separation (PS) region is reduced from n = 1 to
much lower values. Instead, the larger density for which
superconducting correlations dominate at large distances
remains near n = 0.42. Thus, the place left by the PS
region is mostly occupied by the BP (“bipolaronic” “nor-
mal”) phase rather than by the S (“superconducting ”)
phase. Nevertheless, as V decreases from very large val-
ues to V ∼ 7, the upper value of U for which the S phase
exists increases from -4 to ∼ −3.
The extended Hubbard model with attractive U can be
justified in different ways, as a model for doped BaBiO3,
as discussed in Section I. In spite of the different dimen-
sionality of the real compound, one can discuss qualita-
tively the physics expected from the phase diagram (Fig.
3). BaBiO3 has one electron per site (n = 1), and the
ground state of the model is a charge density wave, in
which nearest-neighbor sites are not equivalent, as ex-
perimentally observed5–7. For sufficiently negative U , as
n decreases (corresponding to partial replacement of Ba
for K) keeping nc ∼ 0.4 < n < 1, the ground state of
the model is a Luttinger liquid with dominant charge
density wave correlations at large distances, with wave
vector 2kF = pin. Experimentally, the ground state of
Ba1−xKxBiO3 has different charge density wave order-
ings for 0 ≤ x <∼ 0.4 (1 ≥ n >∼ 0.6)7. As n is fur-
ther lowered (corresponding to increasing x = 1 − n),
the model enters a region with dominant superconduct-
ing correlations at large distances, which has a corre-
sponding superconducting phase in Ba1−xKxBiO3 (for
∼ 0.4 < x < 0.5)7. Above x = 0.5 the experimental
system cannot be formed, since the solubility limit of K
atoms is exceeded. This picture is also consistent with
mean-field calculations in the three-dimensional model
for different parameters10.
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