With an estimated 19 million operations performed annually, cataract surgery is the most common surgical procedure. This paper investigates the automatic monitoring of tool usage during a cataract surgery, with potential applications in report generation, surgical training and real-time decision support. In this study, tool usage is monitored in videos recorded through the surgical microscope. Following state-of-the-art video analysis solutions, each frame of the video is analyzed by convolutional neural networks (CNNs) whose outputs are fed to recurrent neural networks (RNNs) in order to take temporal relationships between events into account. Novelty lies in the way those CNNs and RNNs are trained. Computational complexity prevents the end-to-end training of "CNN+RNN" systems. Therefore, CNNs are usually trained first, independently from the RNNs. This approach is clearly suboptimal for surgical tool analysis: many tools are very similar to one another, but they can generally be differentiated based on past events. CNNs should be trained to extract the most useful visual features in combination with the temporal context. A novel boosting strategy is proposed to achieve this goal: the CNN and RNN parts of the system are simultaneously enriched by progressively adding weak classifiers (either CNNs or RNNs) trained to improve the overall classification accuracy. Experiments were performed in a new dataset of 50 cataract surgery videos where the usage of 21 surgical tools was manually annotated. Very good classification performance are achieved in this dataset: tool usage could be labeled with an average area under the ROC curve of A z = 0.9717 in offline mode (using past, present and future information) and A z = 0.9696 in online mode (using past and present information only).
Introduction
Cataract surgery is the most common surgical procedure worldwide: 19 million cataract surgeries are performed annually (Trikha et al., 2013) . A cataract is a clouding of the lens, inside the eye, which leads to a decrease in vision. The purpose of the surgery is to remove this lens and replace it with an artificial lens. During the surgery, the patient's eye is under a microscope and the output of the microscope is videorecorded. With the emergence of imaging devices in the operating room, the automated analysis of videos recorded during the surgery is becoming a hot research topic. Potential applications include report generation, surgical workflow optimization, surgical skill evaluation, surgical training and real-time warning generation (Quellec et al., 2015) . One solution to monitor the surgery is to recognize which tools are being used at each time instant. Therefore, several tool detection techniques have * LaTIM -IBRBS -CHRU Morvan -12, Av. Foch 29609 Brest CEDEX -FRANCE Tel.: +33 2 98 01 81 29 / Fax: +33 2 98 01 81 24
Email address: gwenole.quellec@inserm.fr (Gwenolé Quellec) been proposed in recent years (Bouget et al., 2017) . To compare these techniques, a tool detection challenge was organized at the M2CAI 2016 workshop: the goal was to list the visible tools in each frame of laparoscopic surgery videos. 1 Following the trend in medical image and video analysis , the best solutions all relied on convolutional neural networks (CNNs) (Raju et al., 2016; Sahu et al., 2016; Twinanda et al., 2017; Zia et al., 2016) . Compared to other computer vision tasks, surgical tool usage annotation has several specificities. First, as opposed to many computer vision tasks, including the popular ImageNet visual recognition challenges, 2 the problem at hand is not multiclass classification (one correct label per image among multiple classes), but rather multilabel classification (multiple correct labels per image): the number of tools being used in each image varies (from zero to three in cataract surgery). Therefore, multilabel CNNs should be used. Second, taking the temporal sequencing into account is important: knowing which tools have already been used since the beginning of the surgery greatly helps recognize which tools are currently being used. Therefore, multilabel recurrent neural networks (RNNs) (Hochreiter and Schmidhuber, 1997) may also be used advantageously. In fact, recent machine learning competitions clearly show that ensembles of CNNs outperform single CNNs (Russakovsky et al., 2015; Quellec et al., 2017) : multiple CNNs with different architectures are generally trained independently and their outputs are combined afterward using standard machine learning algorithms (decision trees, random forests, multilayer perceptrons, etc.). However, this simple strategy is suboptimal since difficult samples may be misclassified by all CNNs. And there are many difficult samples to classify in surgery videos: in particular, many tools resemble one other (e.g. two types of cannulae in cataract surgery). Building the ensemble of CNNs using a boosting meta-algorithm can theoretically design CNNs focusing specifically on challenging samples. Boosting an ensemble of RNNs would also make sense as there are difficult samples along the time dimension as well: in particular, some tools or tool usage sequences are very rare and temporal sequencing algorithms tend to misclassify those rare cases. Therefore, we propose to jointly boost an ensemble of CNNs and an ensemble of RNNs for automatic tool usage annotation in cataract surgery videos. In the same way as CNN boosting (or RNN boosting) allows various CNNs (or RNNs) to be complementary, this general boosting solution allows CNNs to be complementary with RNNs. In that sense, it approximates the end-to-end training of a "CNN+RNN" network, which is theoretically ideal but not computationally tractable.
The remainder of this paper is organized as follows. Section 2 reviews the state of the art of related fields, namely 1) deep learning for video analysis, 2) spatial and temporal analysis of surgery videos, and 3) CNN and RNN boosting. Section 3 describes "CNN+RNN" networks. Section 4 introduces the proposed boosting algorithm for these networks. Section 5 presents a new dataset of cataract surgery videos and section 6 reports the experiments performed on that dataset. We end with a discussion and conclusions in section 7.
State of the Art

Deep Learning for Video Analysis
The automatic analysis of dynamic scenes through deep learning has become a very hot research topic. The goal is either to recognize human actions Wang et al., 2017) or emotions (Fan et al., 2016; Khorrami et al., 2016) , to caption all-purpose videos (Yao et al., 2015; Donahue et al., 2017) or to monitor specific scenes Singh et al., 2016) . Medical applications, ranging from gait analysis (Feng et al., 2016) to surgery monitoring (Bodenstedt et al., 2017; Twinanda et al., 2016) , also start to emerge. Different solutions have been proposed to analyze image sequences, instead of analyzing images independently inside the video stream. Most of these solutions derive from one of the following three strategies. The first strategy is to regard videos or video portions as 3-D images and therefore analyze them with 3-D CNNs (Ji et al., 2013; Zhu et al., 2016) . The main drawback of this first approach is its complexity, which calls for many training samples and implies longer processing times. A second strategy is to analyze 2-D images as well as the optical flow between consecutive images Ye et al., 2015) . Using these simpler, preprocessed inputs leads to a more tractable model. However, this approach only models short-term relationships between images and is prone to optical flow estimation failures. Finally, a third strategy is to combine a CNN, analyzing 2-D (or sometimes 3-D) images, with a RNN analyzing the temporal sequencing (Yao et al., 2015; Donahue et al., 2017) . The main advantage of this "CNN+RNN" approach, which is now the leading video analysis solution, is that long-term relationships between events can be taken into account efficiently without any matching process involved. Video classification, the task of assigning one class label to each video as a whole, is the most popular application of "CNN+RNN" models (Yao et al., 2015; Sun et al., 2016; Fan et al., 2016; Feng et al., 2016; Li et al., 2016; Wang et al., 2017; Gammulle et al., 2017) . In this purpose, one RNN, referred to as an encoder, takes as inputs one feature vector per frame (generated by one or several CNNs) and outputs one prediction per frame. Frame-level outputs are then fused in order to obtain a single prediction per video. Another popular task is video captioning: the goal is to generate one sentence describing the video Peris et al., 2016; Zhang and Tian, 2016) . In this purpose, a second RNN, referred to as a decoder, generates one sequence of words from the outputs of the encoder. Another popular application of "CNN+RNN" models, which is particularly relevant for our study, is video labeling: the goal is to assign one class label to each frame inside a video (Singh et al., 2016; Jiang et al., 2016; Khorrami et al., 2016) . Two solutions have been proposed for this task. A first solution is simply to use as frame label the frame-level outputs of the RNN encoder (Singh et al., 2016; Jiang et al., 2016) . A second solution is to apply a video classification strategy inside a sliding temporal window (Khorrami et al., 2016) . Other applications of "CNN+RNN" models include video retrieval (Ma et al., 2016) and moving object segmentation in videos (Valipour et al., 2017) . Most of these solutions work with a single 2-D CNN analyzing video frames. However, some solutions rely on 3-D CNNs analyzing temporal sliding windows (Yao et al., 2015; Wang et al., 2017) . Others rely on one 2-D CNN for images and another one for optical flow estimation Singh et al., 2016; ; Zhang and Tian (2016) use one 3-D CNN for each of these modalities. Finally, Li et al. (2016) analyses two 2-D CNNs, one for images and one for the optical flow, and two 3-D CNNs, one for temporal sliding windows and one for the entire video, thus providing a multiscale video description. Regarding the RNN part, Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) clearly are the most popular cells Wang et al., 2017) : these cells include a "forget" gate preventing backpropagated errors from vanishing or exploding. Gated Recurrent Units (GRU) (Cho et al., 2014) are also used sometimes Valipour et al., 2017) : the performance of these lower-complexity cells is often comparable with LSTM. When real-time processing is not required, some encoders include two RNNs: one processing information forward and the other processing information backward (Singh et al., 2016; Peris et al., 2016) . The performance of these bidirectional RNNs, which take advantage of past and future information, is generally higher.
Spatial and Temporal Analysis of Surgery Videos
As evidenced by the M2CAI 2016 challenge on tool presence, the state-of-the-art algorithms for tool detection in surgery videos are CNNs. The best solutions of this challenge relied on a transfer learning strategy: well-known CNNs trained to classify still images in the ImageNet dataset were fine-tuned on images extracted from surgery videos (Raju et al., 2016; Sahu et al., 2016; Twinanda et al., 2017; Zia et al., 2016) . In particular, Sahu et al. (2016) and Twinanda et al. (2017) finetuned AlexNet (Krizhevsky et al., 2012) , Raju et al. (2016) fine-tuned GoogleNet (Szegedy et al., 2015a) and VGG-16 (Simonyan and Zisserman, 2015) , and Zia et al. (2016) fine-tuned AlexNet, VGG-16 and Inception-v3 (Szegedy et al., 2015b) . Note that temporal information was not exploited in these solutions, like in all other state-of-the-art tool detection algorithms (Bouget et al., 2017) . One exception is Al Hajj et al. (2017) 's solution, which relies on a CNN processing short sequences of consecutive images, using the optical flow to register and combine local features from consecutive images. The goal is to combine slightly different views on a tool, some of which being affected by motion blur or occlusion. However, long-term relationships between images are not exploited neither in Al Hajj et al. (2017) .
In the more general context of surgical workflow analysis, where the goal is to recognize the surgical phases, solutions have been proposed to incorporate temporal information at a global level (Lalys and Jannin, 2014; Charrière et al., 2017) . Most solutions rely on statistical models, such as Hidden Markov Models (HMMs) (Cadène et al., 2016) , Hidden semi-Markov Models (Dergachyova et al., 2016) , Hierarchical HMMs (Twinanda et al., 2017) , Linear Dynamical Systems ) or Conditional Random Fields (Tao et al., 2013 Quellec et al., 2014; Lea et al., 2016a) . Recently, solutions based on RNNs have also been proposed (Jin et al., 2016; Bodenstedt et al., 2017; Twinanda et al., 2016) . Following the state-of-the-art video analysis strategy, these RNNs process instant visual features extracted by a CNN from images. In particular, Jin et al. (2016) apply a CNN+LSTM network to a small sliding window of three images. Bodenstedt et al. (2017) apply a CNN+GRU network to larger sliding windows and copy the internal state of the network between consecutive window locations. As for Twinanda et al. (2016) , they apply a CNN+LSTM network to full videos. Interestingly, the CNN proposed by Twinanda et al. (2016) , namely EndoNet, detects tools as an intermediate step. A challenge on surgical workflow analysis was also organized at M2CAI 2016: 3 two of the top three solutions relied on RNNs and more specifically on LSTM networks (Jin et al., 2016; Twinanda et al., 2016) . It should be noted that successful works on the analysis of kinematics surgery data have also been reported, using an LSTM network (Dipietro et al., 2016) or a CNN along the temporal dimension (Lea et al., 2016b) . In all these works, statistical models or RNNs were used to label surgical activities and phases. However, given the strong correlation between surgical activities and tool usage, they can be expected to improve tool recognition as well.
Boosting Convolutional or Recurrent Neural Networks
Boosting is a family of machine learning meta-algorithms for combining multiple weak learners into a single strong one. These meta-algorithms traditionally operate on decision trees or decision stumps (one-level decision trees) as weak learners. A few years after Freund and Schapire (1997) published AdaBoost, the most popular boosting algorithm, Schwenk and Bengio (2000) showed that AdaBoost could advantageously operate on neural networks (multilayer perceptrons) as well. The use of RNNs as weak learners for text or time series analysis was also experimented (Assaad et al., 2008; Buabin, 2012) . The first attempts at combining CNNs and AdaBoost for image analysis relied on decision trees (Karianakis et al., 2015) or decision stumps (Song et al., 2015) operating on features extracted from a pre-trained CNN. Recently, a few authors used CNNs as weak learners for AdaBoost (Liu et al., 2015; Gao et al., 2016; Wang et al., 2016; Han et al., 2016; Chen and Liu, 2017) . More recent boosting algorithms, such as AnyBoost (Mason et al., 1999) and Friedman (2001) 's Gradient Boosting Machines (GBM), are formulated as a gradient descent optimization, which integrates nicely with the way neural networks are trained. A few authors thus used CNNs as weak learners for AnyBoost (Moghimi et al., 2016) or GBM Walach and Wolf, 2016) . Note that existing works on video analysis involving a boosting algorithm operate on independent frames Walach and Wolf, 2016) or summarize each video with a few feature images as a preprocessing step : no temporal model is used. In particular, no boosting algorithm has been proposed for "CNN+RNN" models.
CNN or RNN boosting algorithms have been proposed for regression (Assaad et al., 2008; Walach and Wolf, 2016) , binary classification (Gao et al., 2016; Chen and Liu, 2017) , multilabel classification (Buabin, 2012; Liu et al., 2015) and multiclass classification Moghimi et al., 2016) . When CNNs or RNNs are used as weak learners, the boosting metaalgorithm controls the loss function used to train these learners. Typically, training samples with large classification or regression errors are assigned a larger weight in the updated loss function. Different strategies have been investigated to use RNNs or CNNs as weak learners. First, Wang et al. (2016) and Han et al. (2016) build a single CNN: boosting is used to change the loss function at regular intervals during the course of CNN training. Second, Gao et al. (2016) build an ensemble of CNNs where each weak learner is selected among a set of CNNs with slightly different architectures (the filter sizes vary). All other authors build an ensemble of CNNs or RNNs where all weak learners have the same architecture; of course, the neuron weights are different since they are trained with different loss functions. As proposed by Moghimi et al. (2016) , each weak learner can be initialized with the state (i.e. the neuron weights) of the previous weak learner, which speeds up training and leads to higher performance.
Proposed Solution
In this paper, we propose to design "CNN+RNN" networks, the state-of-the-art video analysis framework, for the task of automatic tool usage annotation. Due to the specific challenges of this task, namely the similarity between some tools and the rarity of some tool usages, we propose to apply the gradient boosting principle to both the CNN part and the RNN part of the network, in a novel and unified manner. Besides addressing the previously mentioned difficult cases, the proposed framework has multiple advantages: 1) it can be used to select the optimal network architectures, an open problem in deep learning, and 2) it can improve the complementarity of CNNs and RNNs, an unsolved problem in "CNN+RNN" models for which end-toend learning is not tractable (see Fig. 1 ). Section 3 briefly describes the networks considered in this paper and the related challenges. Section 4 describes the boosting algorithm proposed to address those challenges. In particular, the proposed boosting solution has several novelties:
• The proposed RNN boosting algorithm is novel: in particular, RNN boosting has never been formulated as a gradient descent before. Its use in the medical domain is also novel.
• The proposed algorithm for boosting CNNs, in the absence of RNNs, is related to the one proposed by Moghimi et al. (2016) : it mainly differs in that it is designed for multilabel classification rather than multiclass classification. However, to the best of our knowledge, the use of CNN boosting for medical images or videos is novel.
• For computational complexity reasons, CNNs are always trained independently of RNNs in the literature. The main contribution of this paper lies in the design of an optimal CNN or CNN ensemble to be used as input for an RNN or RNN ensemble (through boosting -see section 4.5), which has never been studied before.
"CNN+RNN" Networks
Notations
Let Θ denote a set of surgical tools that should be detected in videos. Let D denote a collection of training videos. Let V t denote the t-th frame in video V ∈ D. Let δ(V t , θ) ∈ {−1, 1} denote the binary label assigned to frame V t for tool θ ∈ Θ: this label indicates whether or not tool θ is being used in frame V t .
CNN and RNN Blocks
Neural networks considered in this paper consist of one or several CNNs working in parallel: this set of CNNs is referred to as the "CNN block". Let p(V t ) = {p(V t , θ) ∈ [0; 1], θ ∈ Θ} denote the instant predictions computed by the CNN block for frame V t . Some of the neural networks considered in this paper also contain one or several RNNs working in parallel: this set of RNNs is referred to as the "RNN block". Let q(V t ) = {q(V t , θ) ∈ [0; 1], θ ∈ Θ} denote the context-aware predictions computed by the RNN block for frame V t . Neural networks containing solely a CNN block are referred to as "CNN alone" networks: they take all pixel values from one frame and return |Θ| predictions for that frame. Neural networks containing a CNN block and an RNN block are referred to as "CNN+RNN" networks: they take all pixel values from each frame and return |Θ| predictions for each frame (see Fig. 1 (a) ). In these networks, the feature vectors taken by the RNN block are the predictions p(V t ) returned by the CNN block.
Any CNN can be used in the proposed framework. Readers are referred to Krizhevsky et al. (2012) , Simonyan and Zisserman (2015) , Szegedy et al. (2015a) and Szegedy et al. (2015b) for details on the topic. Details on the lesser-known RNNs and how they integrate with CNNs are given in the following section.
RNNs
The main building blocks of RNNs are "cells", the most popular being LSTM (Hochreiter and Schmidhuber, 1997) and GRU (Cho et al., 2014) . These cells C i,t are organized in one or several layers i = 1..n and indexed by a timestamp t. Each cell takes one input vector x i−1,t from the lower level (x 0,t = p(V t )) and one state vector c i,t−1 from the previous cell in the same layer; the "previous" cell may also be indexed by timestamp t + 1 if we want information to flow backward in time. Then, the cell passes one output vector x i,t to the next layer and one state vector c i,t to the next cell in the same layer. Depending on the type of cells, other vectors (e.g. the forget gate in LSTM) are passed between cells in the same layer. All cells in the same layer share weights, so two representations are possible for RNNs: "rolled" and "unrolled" (see Fig. 1 ). In terms of temporal context, two types of RNNs are considered: 1. In "unidirectional" networks, information between RNN cells flows from timestamp t to timestamp t+1: one feature vector y n,t is produced for each frame V t . If there is only one RNN in the RNN block, y n,t is the q(V t ) vector. 2. In "bidirectional" networks (Schuster and Paliwal, 1997) , illustrated in Fig. 2 , two independent RNNs are defined: in one of them, information flows from timestamp t to timestamp t + 1; in the other one, information flows from timestamp t to timestamp t − 1. Two features vectors y ( f ) n,t and y (b) n,t are thus produced for each frame V t : these two feature vectors are concatenated to form y n,t (i.e. q(V t ) if there is a single RNN in the RNN block).
In both variations, a time-distributed dense layer with |Θ| neurons operates on y n,t to produce prediction vectors. By design, the outputs q(V t ) of the RNN block do not rely solely on p(V t ): they rely on all p(V u ) vectors, in bidirectional networks, or all
RNNs on Long Video Sequences
In the literature, RNNs are generally trained using video sequences consisting of a few dozen frames Gammulle et al., 2017) . In contrast, analyzing all frames of full surgery videos requires the analysis of much longer sequences: for instance, there are at least 10,000 frames per video sequence in our cataract surgery videos (see section 5). Training longterm relationships with RNNs is more computationally intensive using long sequences, so we propose to analyze shorter n,t feature vector and 3) a fusion part, which concatenates the two feature vectors to form y n,t and produces the q(V t ) predictions with a time-distributed dense layer. The purple arrows represent information propagated backward in time.
sequences. In that purpose, M subsampled versions of each original sequence V, denoted by V (m) , m = 1..M, are generated as follows:
During training, this results in a novel kind of data augmentation : the number of training sequences increases artificially. For simplicity, V (m) | V ∈ D, m = 1..M is denoted by D in the remainder of this paper. During testing, each of the M subsequences of V are analyzed independently and the final prediction sequence for V is obtained by interleaving the resulting M prediction sequences.
Training "CNN+RNN" Network
Because CNNs and RNNs are integrated into the same network, it would make sense to train the entire network from end to end, so that features extracted by the CNNs are as relevant as possible to the RNNs that process them further. However, as illustrated in Fig. 1 , the complexity of the learning process is very high:
• The error measured for each prediction q(V t , θ) is backpropagated to p(V t ) but also to all p(V u ) (such as u ≤ t, in unidirectional networks).
• Errors computed for each p(V u ) are backpropagated further to V u .
The vast majority of weights in a "CNN+RNN" network are in the CNNs. Therefore, the cost of backpropagating an error measured for one timestamp t to all frames V u in the video sequence (such as u ≤ t, in unidirectional networks) is very high. As a consequence, a two-step training process is always preferred in the literature (see section 2.1):
1. A CNN is trained first: errors measured for one timestamp t are only backpropagated to V t .
2. Then, a RNN is trained: errors measured for one timestamp t are backpropagated to all p(V u ) (such as u ≤ t, in unidirectional networks) without affecting the CNN weights. Given the number of weights in a RNN, this process is tractable.
We propose a solution based on boosting that is able to improve the CNN block after or while training the RNN block, in order to achieve the desirable properties of end-to-end training, but at a reasonable computational cost.
Boosted "CNN+RNN" Networks
A boosting algorithm is proposed in this section to design either a CNN block or an RNN block. This algorithm is based on GBM (Friedman, 2001) , an advanced boosting algorithm formulated as a gradient descent, like most state-of-the-art machine learning algorithms. The same algorithm is used for CNN boosting in "CNN alone" networks and for RNN boosting in "CNN+RNN" networks. To ensure the complementarity of the CNN and RNN blocks in "CNN+RNN" networks, an improved criterion is proposed for CNN boosting in such networks (see section 4.5). How to design an adequate neural network architecture for a given classification problem remains an open question. So, generalizing Gao et al. (2016) , multiple architectures of neural networks (CNNs or RNNs) are considered in this study; let H denote the set of (CNN or RNN) architectures.
Gradient Boosting Machine
The purpose of GBM is to build a strong learner H L by linearly combining multiple weak learners h l ∈ H, l=1..L, with weights α l . GBM was initially described for binary classification problems: a multilabel extension is presented hereafter. Let h l (x) = {h l (x, θ), θ ∈ Θ} denote the predictions of h l for some input x. The predictions of the strong learner for x are given by:
These predictions are mapped to probabilities using the sigmoid function σ:
.
The σ(H L (x, θ)) probability is noted p L (x, θ) in CNN boosting and q L (x, θ) in RNN boosting. In GBM, weak learners are added sequentially in order to minimize a loss function. One possible loss function for binary or multilabel classification is the negative log-likelihood (Friedman, 2001) :
where δ(x, θ) is the binary label assigned to x for tool θ (see section 3.1). At each boosting iteration L + 1, all weak learners h ∈ H are trained as detailed in sections 4.2 to 4.4. Then, the weak learner h minimizing L(H L + αh), α ≥ 0, is added to the strong classifier:
Boosting stops when L stops decreasing.
Sample Weights
The main idea behind boosting is to build and select weak learners focusing on samples incorrectly classified by previously selected weak learners. In that purpose, a weight ω L+1 (x) is assigned to each sample x at boosting iteration L + 1: this weight is used to modify the weak learners' loss function. In multilabel classification, a weak learner does not necessarily work equally well for all labels. Therefore, ω L+1 (x) should be a vector: ω l (x) = {ω l (x, θ), θ ∈ Θ}. These weights are defined as follows:
Samples weights ω L+1 , L > 0, are given by:
Proof for Eq. (7). This equation can be obtained using the chain rule of derivation, applied to the derivatives of Eq. (3) and (4). Setting y = σ (H L (x, θ)), the following derivatives are used:
Loss Functions for Boosting Neural Networks
The loss function for training the strong classifier has been presented in section 4.1 [see Eq. (4)]. We now discuss the choice of adequate loss functions for training neural networks individually, as weak learners. As noted by Friedman (2001), the weak learner selected at boosting iteration
With that property, the strong learner's loss function would decrease directly towards zero. With standard weak classifiers, such as decision stumps, it is generally not possible to achieve such a behavior: instead, weak classifiers are generally trained to minimize classifications losses, such as the negative log likelihood, after weighting each error by the corresponding ω L value. However, neural networks can be trained indifferently as classifiers or regressors: in particular, they can be trained to solve Eq. (10) in the least square sense, using κ = 1 without loss of generality. Therefore, the following quadratic loss function can be used:
With a different reasoning, Moghimi et al. (2016) proposed the same optimization criterion for their boosted multiclass classifier based on AnyBoost. In fact, they use this criterion for all boosting iterations, including the first. We argue that this criterion should only be used for iterations L + 1 > 1: the first iteration solves a standard classification task and the quadratic loss function is known to be suboptimal for this task. The proposed solution for choosing the weak learners' loss function is summarized below:
1. at iteration 1, each weak learner h is defined as a classifier, trained to minimize L(h), the negative log likelihood [see Eq. (4)].
2. at iterations L + 1, L > 0, each weak learner h is defined as a regressor, trained to minimize L 2 (h, ω L+1 ), the quadratic loss function [see Eq. (11)].
Intuitively, the boosting strategy can be interpreted as follows. If a sample x was correctly classified by the previous strong classifier H L for label θ, then we don't want the classifier's response to change for the (x, θ) pair in the H L+1 classifier. This behavior is achieved using the loss function of Eq. (11), provided that ω L+1 (x, θ) = 0, which is guaranteed when the sample is correctly classified by H L [see Eq. (7)]. Similarly, if H L 's response for the (x, θ) pair was too low (respectively too high), then the loss function tends to increase (respectively decrease) H L+1 's response for that pair. Note, however, that the selected weak classifier h L+1 will have a poor classification performance if used alone: obviously positive samples and obviously negative samples will have the same response (0). Clearly, this behavior, which is theoretically optimal, cannot be achieved by the standard strategy used in computer vision competitions (Russakovsky et al., 2015) , namely training several architectures independently and combining their outputs afterward.
Efficiently Training Neural Networks as Weak Learners
Training all weak learners, defined as CNNs or RNNs, from scratch at each boosting iteration would be excessively time consuming. An optimized solution is proposed hereafter: It should be noted that the neuron weights are only initialized once, before the first boosting iteration: following Moghimi et al. (2016) , they are not reinitialized at the beginning of each boosting iteration. This strategy saves time and also improves performance. Indeed, more and more samples receive marginal weights at each boosting iteration. Therefore, the training set somehow becomes smaller and smaller. Starting the optimization from weights obtained during previous boosting iterations can be regarded as transfer learning from a larger dataset, which is known to be beneficial.
Boosting CNNs inside a "CNN+RNN" Network
The boosting solution described in previous sections applies to CNN boosting in a "CNN alone" network and also to RNN boosting in a "CNN+RNN" network. However, it is clearly suboptimal for CNN boosting in a "CNN+RNN" network. Let us assume that one image in a video sequence is wrongly classified by the firstly selected CNN h 1 , due to instant motion blur or occlusion for instance, but is correctly classified in the previous and following frame. Based on the temporal context, the RNN block would likely correct this instant classification error. Therefore, building a second CNN h 2 for correcting instant blur or occlusion problems specifically is not very useful. Instead, CNNs should be trained to maximize the performance of the "CNN+RNN" network as a whole.
Throughout the rest of this paper, let H , h , α and L denote respectively the strong learner, the weak learners, their weights and their number in the RNN block, in order to avoid confusion with their counterparts in the CNN block. To achieve the desired behavior, the sample weights ω L+1 should be defined based on q L , the outputs of the RNN block, rather than p L , the outputs of the CNN block: the goal should be to minimize L(H L , H L ). In this scenario, ω L+1 (V t , θ), the weight assigned to frame V t and label θ ∈ Θ, does not depend solely on instant quantities, namely H L (V t ) and δ(V t , θ). In bidirectional networks (for offline processing), it depends on all (H L (V u ), δ(V u , φ)) pairs, φ ∈ Θ. In unidirectional networks, it depends on all pairs such that u ≥ t. For L = 0, the definition of sample weights is unchanged: ω L+1 (V t , θ) = δ(V t , θ). For L > 0, these weights become:
(12) If a unidirectional RNN network is used, then the ∂h l (V u , φ)/∂p L (V t , θ) partial derivatives equal zero for all u < t. In all other cases, they can be computed automatically by the backpropagation algorithm. Note that the backpropagation algorithm does not compute each ∂O i ∂I j term individually, where I denotes an input tensor whose influence on the output tensor O should be computed. Instead, it computes:
given a tensor ∇ weighting each coefficient of the output tensor. However, Eq. (12) can be computed setting:
Proof for Eq. (12). In this scenario, the partial derivative of the negative log-likelihood function [see Eq. (4)], with respect to H L (V t , θ), is given by:
Each term in this sum can be decomposed according to the chain rule of derivation, using Eq. (9) and Eq. (15) below:
The first factor on the right hand side of Eq. (15) can be decomposed as follows using Eq. (8):
The second factor on the right hand side of Eq. (15) can also be decomposed using Eq. (8).
The sample weights we have defined for CNN boosting inside a "CNN+RNN" network are more complex than the general case [see Eq. 7]. However, they are only computed once per boosting iteration. Therefore, they do not make the optimization problem significantly less tractable, as opposed to the end-to-end training of a "CNN+RNN" network. But, like endto-end training, they ensure a good complementarity between the CNN and RNN blocks.
Joint CNN and RNN Boosting
We have seen how to design the CNN and RNN blocks using gradient boosting. What remains to be seen is the order in which these blocks should be designed, in order to design optimal "CNN+RNN" architectures. Two strategies are proposed below.
"Sequential" strategy
The most straightforward solution is to boost the CNN block while L(H L ) decreases, and then to boost the RNN block while L(H L ) decreases. Besides the use of boosting, this is the standard approach for designing "CNN+RNN" networks (see section 2.1). However, this solution suffers from the limitation described in the previous section, namely the lack of complementarity between the CNN and RNN blocks.
"Joint" strategy
To overcome this limitation, we propose to design the CNN and RNN blocks inside a single boosting loop, using a single strong learner's loss function, namely L(H L , H L ). At each boosting iteration, all CNN architectures h ∈ H and all RNN architectures h ∈ H are trained (or re-trained) and only one CNN or one RNN is added to the network: the one minimizing
Of course, in the first boosting iteration, only CNN architectures are considered: RNNs need at least one feature extractor to operate. Eq. (12) is used to define the sample weights for CNN boosting as soon as L ≥ 1. Boosting stops when the joint loss function stops decreasing.
CATARACTS Dataset
The purpose of cataract surgeries is to remove a clouded natural lens and replace it with an artificial lens. The entire procedure can be performed with small incisions only. The natural lens is indeed broken into small pieces with the help of a highfrequency ultrasound device before leaving the eye. As for the artificial lens, it is rolled up inside an injector before entering the eye. This procedure typically lasts 15 minutes. We recently released a dataset, called CATARACTS 4 , to evaluate existing and new tool annotation algorithms in the context of cataract surgery.
Video Collection
The dataset consists of 50 videos of cataract surgeries performed in Brest University Hospital between January 22, 2015 and September 10, 2015. Reasons for surgery included agerelated cataract, traumatic cataract and refractive errors. Patients were 61 years old on average (minimum: 23, maximum: 83, standard deviation: 10). There were 38 females and 12 males. Informed consent was obtained from all patients. Surgeries were performed by three surgeons: a renowned expert (48 surgeries), a one-year experienced surgeon (1 surgery) and an intern (1 surgery). Surgeries were performed under an OPMI Lumera T microscope (Carl Zeiss Meditec, Jena, Germany). Videos were recorded with a 180I camera (Toshiba, Tokyo, Japan) and a MediCap USB200 recorder (MediCapture, Plymouth Meeting, USA). The frame definition was 1920x1080 pixels and the frame rate was approximately 30 frames per second. Videos had a duration of 10 minutes and 56 s on average (minimum: 6 minutes 23 s, maximum: 40 minutes 34 s, standard deviation: 6 minutes 5 s). In total, more than nine hours of surgery have been video recorded.
Tool Usage Annotation
All surgical tools visible in microscope videos were first enumerated and labeled by the surgeons: a list of 21 tools was obtained (see Fig 4) . Then, the usage of each tool in videos was annotated independently by two non-clinical experts. A tool was considered to be in use whenever it was in contact with the eyeball. Therefore, a timestamp was recorded by both experts whenever one tool came into contact with the eyeball, and also when it stopped touching the eyeball. Up to three tools may be used simultaneously: two by the surgeon (one per hand) and sometimes one by an assistant. Annotations were performed at the frame level, using a web interface connected to an SQL database. Finally, annotations from both experts were adjudicated: whenever expert 1 annotated that tool A was being 4 https://cataracts.grand-challenge.org used, while expert 2 annotated that tool B was being used instead of A, experts watched the video together and jointly determined the actual tool usage. However, the precise timing of tool/eyeball contacts was not adjudicated. Therefore, a probabilistic reference standard was obtained:
• 0: both experts agree that the tool is not being used,
• 1: both experts agree that the tool is being used,
• 0.5: experts disagree. Inter-rater agreement, before and after adjudication, is reported in Table 1 . Binary labels are needed to supervise classifiers and assess their performance. During training, some tool θ ∈ Θ is considered to be in use if the probabilitic reference for θ is greater than or equal to 0.5. The classification performance for θ is assessed only in frames where experts agree about the usage of θ.
Training and Test Sets
The dataset was divided into a training set (25 videos) and a test set (25 videos). Division was made in such a way that 1) each tool appears in the same number of videos from both subsets (plus or minus one) and 2) the test set only contains videos from surgeries performed by the renowned expert. Apart from that, division was made at random. In total, the training set contains 4 hours and 42 minutes of video and the test set contains 4 hours and 24 minutes of video.
Training and Validation Subsets
For training CNNs, 1/30th of the training set was used for validation: one image per second of video was assigned to the validation subset, the other 29 were assigned to the training subset. to be assigned to the training and validation subsets: two videos were assigned to the validation subset, the other 23 were assigned to the training subset. The validation videos were chosen such that all tools appear in the training subset: it was not possible to ensure this property for both subsets.
6. Experiments
Architectures
Regarding CNN boosting, two experiments were performed: Fig. 5 in order to process other image sizes as well: 320 × 180 pixels and 720 × 405 pixels. 2. The second experiment studied the influence of network architecture. Each weak classifier was defined as a CNN architecture from the literature: o O, but also Inception-v4 and Inception-ResNet-v2 (Szegedy et al., 2017) . These architectures were used without modifications and were therefore applied to image sizes close to the original ones: 480×270 pixels for o O, 342×192 pixels for Inception-v4 and Inception-ResNet-v2.
All CNNs were implemented using TensorFlow. Regarding RNN boosting, two types of RNN cells were used: LSTM (Hochreiter and Schmidhuber, 1997) and GRU (Cho et al., 2014) . To limit complexity and computation times, the number of layers in RNNs was set to n = 2. Three different values were used for C, the number of neurons per cell, in order to define six weak classifiers (three based on LSTM, three based on GRU): C = 64, C = 128, C = 256. A subsampling factor of M = 30 was used in all RNN boosting experiments: this number was found to be optimal in initial experiments on the validation subset (see Fig. 6 ). RNNs were implemented using Keras.
Inference times for CNNs, the most computationally intensive parts of the system, are reported in Table 2 . Figure 6 : Effect of the subsampling factor M (which is also the data augmentation rate -see section 3.4) on tool annotation performance in the validation subset. This figure reports the average performance obtained using the original o O CNN and each of the six weak RNN classifiers based on LSTM or GRU.
Performance of Boosted Video Labelers
The architectures of video labelers obtained by CNN or "CNN+RNN" boosting in the "three image sizes" and "three CNN architectures" experiments are reported in Table 3 . Their performance is reported in Table 4 . Boosting experiments reported in these tables involve bidirectional RNNs only. ROC curves for the best setup, namely joint "CNN+RNN" Boosting using three CNN architectures, are reported in Fig. 7 and one sequence labeling example obtained with this setup is illustrated in Fig. 8 .
Results for unidirectional and bidirectional "CNN+RNN boosting" using three CNN architectures from the literature (o O, Inception-v4 and Inception-ResNet-v2) are compared to baseline methods in Table 5 . Two baseline methods were defined. The first one ("three CNN architectures + RF") relies on random forests (RFs) combining the outputs of o O (medium size), Inception-v4 and Inception-ResNet-v2 (trained as described above). One RF of 50 decision trees is built for each tool. All 21 outputs of each CNN is fed to each RF, so each RF has 63 inputs and 1 output. For each tool, the maximum depth d max of each decision tree is learned by crossvalidation in the training set (d max = 10, typically). The second baseline method ("Inception-v4 + LSTM") relies on a bidirectional LSTM network processing the outputs of Inception-v4 (trained as described above). It is similar to the solution by Twinanda et al. (2017) for tool detection, but with a more recent CNN (Inception-v4 instead of AlexNet). The parameters of the LSTM (number of layers n and number of neurons per cell C) are learned in the validation set. Setting M = 1, following the state of the art, an average score ofĀ z = 0.9520 was obtained (using n = 1 and C = 128) after 29 epochs. Setting M = 30, as proposed in this paper, an average score ofĀ z = 0.9622 was obtained after only 2 epochs (using n = 2 and C = 64). Ideally, we would also compare the proposed solution with the end-toend training of a "CNN+RNN" network, but the complexity of that model prevents any experimentation.
Analysis of the Boosted Video Labelers
To visualize what the CNNs have learned, one can rely on sensitivity analysis and related metrics. Sensitivity is the gradient of the CNN predictions with respect to the pixel values: the pixel values influencing most the CNN predictions are highlighted. Fig. 9 reports hue-constrained sensitivity analysis maps for the o O network: the interpretation is similar, except that the three color components of a pixel are analyzed jointly rather than independently. This figure shows that the CNN does not consider solely the tools, but also the anterior segment of the eye: the lens, which is modified by tools, the cornea, which is temporarily deformed by tools as they move, and the corneoscleral junction, where tools are inserted. One explanation is that each tool interacts differently with the eye and, therefore, analyzing the eye structures helps differentiating tools. Another explanation is that the target labels are not related to tool presence, but rather Table 1 ). The best results are in bold.
to tool usage. So CNNs must be able to recognize whenever each tool is in contact with the eye. In particular, the fourth example shows that the forceps at the bottom left corner, away from the cornea, are not detected.
Because our joint "CNN+RNN" boosting algorithm relies on the gradients of RNN predictions with respect to CNN predictions [see Eq. (12) ], sensitivity analysis is also useful for RNNs in our case. These gradients are illustrated in a condensed form in Fig. 10: given an RNN h , this figure shows ∇ φ,θ (h ), where:
For a lazy RNN, all coefficients outside the diagonal would be zero. Here, we observe that the diagonal is not even dominant. This is particularly true for tools that are not very well detected by CNNs, such as Charleux cannulae or needle holders (see Table 4 ): the gradients of RNN predictions for those tools with respect to CNN predictions for other tools are very high. Clearly, RNNs are not lazy and quite useful for this task. To illustrate what the boosted networks should learn and have actually learnt, Fig. 11 compares the distribution of RNN boosting weights with the distribution of RNN predictions from a weak regressor trained to approximate those weights. We can see that these distributions match closely. The ability of CNNs to approximate boosting weights had been shown by Moghimi et al. (2016) , but the transposition to RNNs was not necessarily guaranteed to work. Because boosting weights somehow represent the classification challenge, this figure suggests that RNNs are able to analyze the temporal behavior of labeling challenges. Therefore, RNN boosting is also possible.
Discussion and Conclusions
A solution for labeling tool usage in cataract surgery videos has been presented. Following state-of-the-art video analysis solutions, it relies on convolutional neural networks (CNNs) for analyzing each frame in the video and on recurrent neural networks (RNNs) for analyzing the temporal sequencing through- out the entire surgery, based on the outputs of the CNNs. A novel framework for boosting a sequence labeler composed of CNNs and RNNs has been presented. The main motivation for this framework is the fact that "CNN+RNN" labelers cannot be trained from end to end, for complexity reasons. The framework allows to progressively improve the CNN and RNN parts of the system by adding weak classifiers (CNNs or RNNs) designed to improve the overall classification accuracy of the join system. In particular, like the theoretical end-to-end training solution, CNN training is supervised based on the outputs of the RNN block.
The proposed framework has several novelties. The main novelty lies in the boosting algorithm. CNN boosting had been proposed for multiclass classification problems (Moghimi et al., 2016) . We adapted it for multilabel classification, showed its applicability to RNN boosting and, more importantly, introduced CNN boosting supervised based on the outputs of the RNN block. A second novelty lies in the proposed temporal sequence augmentation strategy: although very simple, it proved to be quite effective (see Fig. 6 ).
The proposed framework is quite general and is likely applicable outside the scope of surgery video analysis. However, it is of particular relevance for this application because many tools are very similar to one another (e.g. the cannulae or the forceps -see Fig. 4 ) but they are often used in a predefined order: using the temporal context (e.g. which tools have be used previously) is quite relevant for differentiating them. Therefore, it seems particularly useful to guide CNN training or boosting based on the temporal context. Experiments on the new CATARACTS dataset for the task of tool usage annotation demonstrated its very good performance: up toĀ z = 0.9717 was achieved on average over a collection of 21 surgical tools. As shown in Table 4 , all tools are detected well (A z ≥ 0.8974). In particular, detection performance does not depend much on the number of training samples: correlation between A z and prevalence is usually < 0.5.
Besides allowing end-to-end training, boosting is also relevant for feature selection: different architectures are proposed and the most relevant are added sequentially. One way to impact feature extraction is to vary the size of images, another one is to vary the feature extraction algorithm. Therefore, two experiments were performed: one where the same architecture is applied to images of different sizes and one where differ-ent architectures are available. Similar conclusions were observed in both experiments. First, CNN boosting alone is disappointing:Ā z = 0.9157 v.s.Ā z = 0.9125 for the best image size in the "three image sizes" experiment;Ā z = 0.9509 v.s.Ā z = 0.9483 for the best architecture in the "three CNN architectures" experiment (see Table 4 ). One explanation is that much boosting effort is spent on trying to improve tool labeling in frames affected by motion blur, occlusion, or any other challenging conditions, whereas surrounding frames are perfectly labeled: using temporally-filtered outputs for supervising boosting makes more sense. The ability to boost CNNs based on the outputs of RNNs, on the other hand, leads to a noticeable improvement:Ā z = 0.9409 for joint "CNN+RNN" boosting v.s.Ā z = 0.9343 for sequential "CNN+RNN" boosting in the "three image sizes" experiment;Ā z = 0.9717 for joint "CNN+RNN" boosting v.s.Ā z = 0.9653 for sequential "CNN+RNN" boosting in the "three CNN architectures" experiment (see Table 4 ). These observations support our hypothesis that CNNs should be trained to be complimentary to RNNs.
The proposed framework compares favorably with two state- of-the-art computer vision strategies. In particular, we observed that combining multiple CNNs through random forests (RFs) decreases performance:Ā z = 0.9330 v.s.Ā z = 0.9483 for the best CNN. Our explanation is that RFs are trained on CNN predictions computed for training images, which are more ideal than CNN predictions computed for test images. This discrepancy might invalidate the RFs on the test set. However, some tools are only visible in two videos, so the RFs could not be trained on a third independent dataset. One advantage of the proposed boosting strategy is that boosting is governed by tool-independent parameters α l [see Eq. (5)], which can therefore be tuned on a small validation subsets where the presence of all tools is not required. The second baseline, composed of the currently best CNN (Inception-v4) and the state-of-the-art architecture for temporal sequencing (LSTM), was harder to outperform, particularly using the proposed temporal sequence augmentation strategy (see section 3.4): starting from a labeling performance ofĀ z = 0.9622 (see Table 5 -Ā z = 0.9520 without augmentation) leaves little room for improvement. However, thanks to boosting, we were sill able to narrow to gap to the perfect score (Ā z = 1) by one quarter (Ā z = 0.9717).
So far, we have only discussed bidirectional RNNs. As Table  5 shows, unidirectional RNNs are almost as good as bidirectional RNNs for the task under study:Ā z = 0.9696, as opposed toĀ z = 0.9717. It implies that almost equally good performance can be achieved for online video sequencing, using unidirectional RNNs, and offline video sequencing, using bidirectional RNNs. Computation times are of primary importance for online video sequencing. Similarly to the bidirectional version (see Table 3 ), the unidirectional labeler relies on three weak classifiers: one based on Inception-v4, one based on o O (medium size) and one based on Inception-ResNet-v2. All three together, processing one frame takes 38.4 ms using one GeForce GTX 1070 GPU by Nvidia (see Table 2 ). Videos of the CATARACTS dataset have a frame rate of 30 image per second (i.e. 33.3 ms per image). It means a slightly faster GPU would be required for real-time video analysis. Alternatively, two GPUs can be used, as the CNN classifiers can be run in parallel.
In the hope to push tool labeling performance even further, we have recently launched a challenge based on the CATARACTS dataset 6 . Whatever comes out of it, in view of the already great performance, automatic monitoring of cataract surgeries can now be envisaged seriously . The next step would be to use information collected during the surgery to give feedbacks to the surgeon, either during the surgery or right after it. Cataract surgery being the most common surgical procedure, this is usually the first surgery ophthalmologists have to master. Support to beginners is thus of particular relevance in this context, but many more applications can be envisioned for the near future.
