Quiver varieties and Frenkel-Kac construction by Nagao, Kentaro
ar
X
iv
:m
at
h/
07
03
10
7v
1 
 [m
ath
.R
T]
  4
 M
ar 
20
07
Quiver varieties and Frenkel-Kac construction
Kentaro Nagao
July 16, 2018
Abstract
An affine Lie algebra acts on cohomology groups of quiver varieties of
affine type. A Heisenberg algebra acts on cohomology groups of Hilbert
schemes of points on a minimal resolution of a Kleinian singularity. We
show that in the case of type A the former is obtained by Frenkel-Kac
construction from the latter.
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1 Introduction
In this paper we study representation theory associated with the quiver
varieties of type Aˆ.
A quiver variety is a moduli space of representations of a quiver ([Nak94]).
Since it is defined as a geometric invariant theory quotient ([MFK94]), we need
to fix a parameter ζ of the stability condition in order to define a quiver variety
Mζ . The space of parameters of stability conditions has a chamber structure.
A wall consists of parameters where the stability condition and the semistability
condition are not equivalent. When the parameter cross a wall, the variety is
changed by a flop, as is typical in the geometric invariant theory ([Tha96]).
But in our situation it is also known that the underlying C∞-manifold is not
changed ([Nak94]). In particular, there exists a canonical isomorphism between
cohomology groups of quiver varieties associated with different chambers.
One can construct a level-1 integrable highest weight representation of a
Kac-Moody Lie algebra on a direct sum of cohomology groups of quiver varieties
associated with a specific parameter ζ0 ([Nak98]).
On the other hand, one can also construct the Fock space representation of
a Heisenberg algebra on a direct sum of cohomology groups of Hilbert schemes
of points on a surface ([Nak97]). When the surface is a minimal resolution
of a Kleinian singularity, the Hilbert schemes of points on it can be described
as quiver varieties of affine type, which are associated with another specific
parameter ζ∞.
An affine Lie algebra contains the Heisenberg algebra as its subalgebra. One
can reconstruct a level-1 integrable representation of an affine Lie algebra from
a level-1 representation of the Heisenberg algebra (Frenkel-Kac construction
[FK81]).
So both cohomology groups of Mζ0 and Mζ∞ are endowed with level-1
integrable highest weight actions of an affine Lie algebra. Our purpose is to
show that the canonical isomorphism of cohomology groups induced by the
diffeomorphism intertwines those actions.
In this paper we will deal with the case of type A only. Let us explain our
method.
The quiver varieties are endowed with specific S1-actions. The quiver vari-
eties associated with different chambers are S1-equivariantly diffeomorphic. The
actions of the affine Lie algebra and the Heisenberg algebra on the cohomology
groups can be lifted to the S1-equivariant cohomology groups. We will show the
isomorphism induced by the S1-equivariant diffeomorphism intertwine the two
actions on the S1-equivariant cohomology groups, which will be followed by the
result for the ordinary cohomology groups.
It is an advantage that the S1-equivariant cohomology groups have specific
bases indexed by the S1-fixed points. Moreover the S1-fixed points ofMζ0 and
Mζ∞ can be parametrized in term of Young diagrams. We will exhibit the two
actions of the affine Lie algebra with respect to these bases and show that the
operation called ”taking cores and quotients of Young diagrams” induces an
isomorphism as representations.
It seems to have been known or believed that the fixed points of the quiver
varieties associated with different stability conditions are related by the oper-
ation taking cores and quotients. For example, in §7.2.4 of [Hai03] it is tried
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to characterize the wreath Macdonald polynomials in term of cores and quo-
tients, where the wreath Macdonald polynomials are conjectured to exist, to
correspond to fixed points of quiver varieties, and so, to depend on the chamber
of the stability conditions. We will prove that this relation can be realized by
the diffeomorphism. We should mention that this result is already used in §6.3
of [Lic], but neither proof nor reference is given there.
The paper is organised as follows. In §2 we are devoted to combinatorial
preliminaries. In §3 we review Frenkel-Kac construction and give an explicit
formula for the resulting representation. In §4 we study the geometry of the
quiver varieties and show the correspondence of the fixed points is given by the
operation taking cores and quotients. In §5 we review Nakajima’s geometrical
construction of the representations of the affine Lie algebra and the Heisenberg
algebra, and describe the representations on the S1-equivariant cohomology
groups explicitly using the bases derived from the fixed points. The results of
§3–§5.4 are combined to give the theorem for the equivariant cohomology groups
in §5.5. In §6 we deduce the result for the ordinary cohomology groups.
Acknowledgements
This is a part of the master thesis written under the supervision of Professor
Hiraku Nakajima. The author would like to thank him for his valuable com-
ments, warm encouragement and careful proofreading. The author also would
like to thank him writing the paper [Nak].
2 Preliminaries
2.1 Notations for indices
Fix an integer l larger than 2. In this paper we sometimes use half integers in
order to describe everything symmetrically. Symbols k and h are used for half
integers.
We set I = {0, . . . , l− 1}. We sometimes identify I with the set of modulo l
equivalent classes of integers. We also identify I with the set of vertices of the
cyclic quiver.
We set I˜ = { 12 ,
3
2 , . . . , l−
1
2}. We sometimes identify I˜ with the set of modulo
l equivalent classes of half integers. We also identify I˜ with the set of edges of
the cyclic quiver.
2.2 Notations for Young diagrams
Let Π denote the set of all Young diagrams. Identify a Young diagram with a
subset of (Z≥0)
2. A node is an element of (Z≥0)
2. The content of a node (a, b)
is the number a− b. A node is called i-node if its content equals to i modulo
l. For λ ∈ Π we define
nj(λ) = ♯{(a, b) ∈ λ | a− b = j}, fλ(z) =
∑
j∈Z
nj(λ)z
j ∈ Z[z±]
and
vi(λ) = ♯{(a, b) ∈ λ | a− b ≡ i (mod l)}, v(λ) = (vi(λ)) ∈ Z
I .
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For λ ∈ Π, a node (a, b) is called addable if (a, b) /∈ λ and (a− 1, b), (a, b−
1) ∈ λ. A node (a, b) is called removable if (a, b) ∈ λ and (a+1, b), (a, b+1) /∈ λ.
Let Aλ,i (resp. Rλ,i) denote the set of all addable (removable) i-nodes for λ,
Ler X be a removable or an addable node of λ. We set
η+(λ, i,X) = ♯{addable i-node to the right of X}
− ♯{removable i-node to the right of X},
η−(λ, i,X) = ♯{addable i-node to the left of X}
− ♯{removable i-node to the left of X}.
2.3 Notations for Maya diagrams
A Maya diagram is an increasing sequence of half integers m = (kj)j≥1 such
that kj+1 = kj + 1 for sufficiently large j. Let M denote the set of all Maya
diagrams.
Note that a Maya diagram can be identified with a map Z+ 12 → {±1} such
that
m(h) =
{
1 for h≫ 0
−1 for h≪ 0.
We define the charge of m by
c(m) = ♯{h < 0 |m(h) = 1} − ♯{h > 0 |m(h) = −1}.
For c ∈ Z, we definem(c) bym(c)(h) =m(h+c). Note that c(m(c)) = c(m)−c.
2.4 Young diagrams and Maya diagrams
2.4.1
For λ ∈ Π, let us define mλ ∈ M. First, note that
nk− 1
2
(λ) − nk+ 1
2
(λ) =
{
−1 or 0 (k < 0),
0 or 1 (k > 0).
Then we define
mλ(k) =


1 (k < 0, nk− 1
2
(λ)− nk+ 1
2
(λ) = −1),
−1 (k < 0, nk− 1
2
(λ)− nk+ 1
2
(λ) = 0),
1 (k > 0, nk− 1
2
(λ)− nk+ 1
2
(λ) = 0),
−1 (k > 0, nk− 1
2
(λ)− nk+ 1
2
(λ) = 1).
− 72 −
1
2
1
2
3
2
9
2
11
2
· · ·
4
2.4.2
An integer j such that
(
mλ(j −
1
2 ),mλ(j +
1
2 )
)
= (1,−1) (resp. (−1, 1)) cor-
responds to an addable (resp. a removable) node of λ. Its content equals to
j.
For an addable or a removable node with content j we have
η−(X, j, λ)
= ♯
{
j′ ≡ j
∣∣∣ j′ < j, (mλ
(
j −
1
2
)
,mλ
(
j′ +
1
2
))
= (1,−1)
}
− ♯
{
j′ ≡ j
∣∣∣ j′ < j, (mλ
(
j −
1
2
)
,mλ
(
j′ +
1
2
))
= (−1, 1)
}
= ♯
{
h ≡ j −
1
2
∣∣∣ h < j, mλ(h) = 1
}
− ♯
{
h ≡ j +
1
2
∣∣∣ h < j, mλ(h) = 1
}
.
2.4.3
For λ ∈ Π we have c(mλ) = 0. Conversely given m ∈ M with charge 0, there
exists a unique Young diagram λ such that mλ = m. Consequently, we have
the bijection
F : Z×Π −→ M
(c, λ) 7−→ m
(−c)
λ .
Let us define q(m) ∈ Π by F−1(m) = (c(m), q(m)).
2.5 Cores and quotients
2.5.1
For k ∈ I˜ and m ∈M, we define mk ∈ M by
mk(h) =m
(
l
(
h−
1
2
)
+ k
)
.
Note that m can be recovered from {mk}k∈I˜ . We have c(m) =
∑
c(mk).
For λ ∈ Π, we set ck(λ) = c(mλ,k) and qk(λ) = q(mλ,k). We define the
l-core of λ by c(λ) = (ck(λ)) ∈ (ZI˜)0 = {(c 1
2
, . . . , cl− 1
2
) ∈ ZI˜ |
∑
ck = 0}. We
also define the l-quotient of λ by q(λ) = qk(λ) ∈ ΠI˜ . We have the bijection
CQ = c× q : Π −→ (ZI˜)0 ×Π
I˜ .
2.5.2
Lemma.
ck(λ) = vk− 1
2
(λ)− vk+ 1
2
(λ).
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Proof. Note that for For k ∈ I˜ and h ∈ Z+ 12 the sign of h and of l
(
h− 12
)
+ k
coincide.
ck(λ) = c(mλ,k)
= ♯{h < 0 |mλ,k(h) = 1} − ♯{h > 0 |mλ,k(h) = −1}
= ♯
{
l
(
h−
1
2
)
+ k < 0
∣∣∣ mλ
(
l
(
h−
1
2
)
+ k
)
= 1
}
− ♯
{
l
(
h−
1
2
)
+ k > 0
∣∣∣ mλ
(
l
(
h−
1
2
)
+ k
)
= −1
}
=
∑
h<0
(
nl(h− 12 )+k−
1
2
(λ) − nl(h− 12 )+k+ 12
(λ)
)
−
∑
h>0
(
−nl(h− 12 )+k− 12
(λ) + nl(h− 12 )+k+
1
2
(λ)
)
= vk− 1
2
(λ) − vk+ 1
2
(λ).

2.5.3
Proposition. For λ ∈ Π we set λ = CQ−1(c(λ), (∅, . . . , ∅)). Then we have
fλ(z) = fλ(z) +
∑
k
zlck(λ)fqk(λ)(z
l)
(
zk−l+
1
2 + · · ·+ zk−
1
2
)
.
Proof. Let λ+ be a Young diagram obtained from λ by adding a node with
content j ∈ Z to qk(λ). Since kqk(λ)(h) = kλ
(
l(ck(λ) + h−
1
2 ) + k
)
we have
kλ (l(ck(λ) + j − 1) + k) = 1,
kλ (l(ck(λ) + j) + k) = −1,
kλ+ (l(ck(λ) + j − 1) + k) = −1,
kλ+ (l(ck(λ) + j) + k) = 1,
and kλ(h) = kλ+(h) if h 6= l(ck(λ) + j − 1) + k, l(ck(λ) + j) + k. This means
nj′(λ
+)− nj′(λ) =
{
1 l(ck(λ) + j − 1) + k +
1
2 ≤ j
′ ≤ l(ck(λ) + j) + k −
1
2 ,
0 otherwise.
Then the statement follows by induction on
∑
|qk(λ)|. 
3 Frenkel-Kac construction
In this section we review Frenkel-Kac construction.
Let Q denote the finite root lattice of type Al−1 and Hl−1 = Hsˆll denote the
Heisenberg algebra of type Al−1. Let B⊗I˜ be a vector space with a basis indexed
by ΠI˜ . This is endowed with an action ofHl−1. By Frenkel-Kac construction, we
get an action sˆll on CQ⊗B⊗I˜ . By the operation taking l-cores and l-quotients,
Q × ΠI˜ is bijective to Π. Thus CQ ⊗ B⊗I˜ has a basis indexed by Π. We will
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give an explicit formula of the action of sˆll with respect to this basis (Theorem
3.3.2). This formula seems to be well-known to many people, but I can not find
any references. We will prove the formula by reducing to the boson-fermion
correspondence.
3.1 Boson-fermion correspondence
3.1.1
The Heisenberg algebra H is the C-algebra generated by p(m), p(−m) (m ∈
Z>0) and the central element c with relation
[p(m), p(n)] = δ0,n+mc.
The Heisenberg algebra H acts on the polynomial ring C[p1, p2, . . .] with in-
finitely many variables by
p(−m) · f = mpmf, p(m) · f =
∂
∂pm
f, c · f = f.
Identify pm with the power sum symmetric function, then C[p1, p2, . . .] is
isomorphic to the ring of symmetric functions with infinitely many variables.
Identify the Schur function sλ with a formal element bλ, then the ring of sym-
metric function with infinitely many variables is isomorphic to B = ⊕λ∈Π Cbλ
as vector space.
Hence we have the action of H on B. This representation is called the
bosonic Fock space.
3.1.2
The Clliford algebra C is the C-algebra generated by ψ(k), ψ∗(k) (k ∈ Z+ 12 )
and the central element c with relation
{ψ(k), ψ(h)} = {ψ∗(k), ψ∗(h)} = 0, {ψ(k), ψ∗(h)} = δk,hc.
The Clliford algebra C acts on F = ⊕m∈MCm by
ψk(m) =
{
(−1)i−1(. . . , ki−1, ki+1, . . .) if ki = k for some i,
0 otherwise,
ψ∗k(m) =
{
(−1)i(. . . , ki, k, ki+1, . . .) if ki < k < ki+1 for some i,
0 otherwise,
and c = 1. This representation is called the fermionic Fock space.
3.1.3
Let us identify CZ ⊗ B and F by the bijection F given in 2.4.3. The action of
H on B is naturally extended to the action on CZ ⊗ B. Consider generating
functions
Γ+(z) = exp
(
∞∑
m=1
zm
m
p(−m)
)
, Γ−(z) = exp
(
∞∑
m=1
z−m
m
p(m)
)
,
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Ψ(z) =
∞∑
j=−∞
zj−
1
2ψj , Ψ
∗(z) =
∞∑
j=−∞
z−j−
1
2ψ∗j .
Let eK , D denote the shift and degree operators on CZ⊗B defined as follows :
eK([c]⊗ b) = [c+ 1]⊗ b, D([c]⊗ b) = c([c]⊗ b) ([c]⊗ b ∈ CZ⊗ B).
Theorem. (See [Kac90] Theorem14.10)
Ψ(z) = Γ+(z)Γ−(z)−1eKzD,
Ψ∗(z) = Γ+(z)−1Γ−(z)e−Kz−D.
Remark. Our notation is different from [Kac90]’s. They do not use half inte-
gers.
3.2 Frenkel-Kac construction
3.2.1
Let Hl−1 denote the C-algebra generated by pi(m), pi(−m) (i ∈ {1, . . . , l − 1},
m > 0) and a central element c with relations
[pi(m), pj(n)] = δ0,n+maijc
where aij is the Cartan matrix of type Al−1. We say a representation of Hl−1
is level-1 if c acts by the identity map.
The affine Lie algebra of type Aˆl−1 is sˆll = sll ⊗ C[x±1] ⊕ Cc ⊕ Cd. The
subalgebra generated by hi⊗ xm (i ∈ {1, . . . , l− 1}, m 6= 0) and c is isomorphic
to Hl−1.
Let Q be the root lattice of type Al−1. We can regard Q as the subset of h by
the isomorphism h ≃ h∗. We can also identify Q with (ZI˜)0 = {(c 1
2
, . . . , cl− 1
2
) ∈
ZI˜ |
∑
ck = 0} so that simple roots αi (i ∈ {1, . . . , l − 1}) correspond to
ei− 1
2
− ei+ 1
2
, where ek’s are the coordinate vector in ZI˜ . Then the set of
positive roots is described as P+ = {ek − ek′ |
1
2 ≤ k < k
′ ≤ l − 12}. For a
positive root α = ek − ek′ let eα (resp. fα) denote the matrix unit Ek+ 1
2
,k′+ 1
2
(resp. Ek′+ 1
2
,k+ 1
2
) in sll.
3.2.2
Let B be a level-1 Hl−1-module. Assume that for any b ∈ B there exists an
integer m(b) such that
pk1(m1) · · · pka(ma)b = 0 if mi > 0,
∑
mi > m(b).
Set F = CQ ⊗ B. For α ∈ Q, we define a generating function X(α, z) of
operators on F by
X(α, z) = exp
(
∞∑
m=1
zn
n
α(−n)
)
exp
(
−
∞∑
m=1
z−n
n
α(n)
)
exp (log z · α(0) + α)
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where exp(log z · α(0) + α) is the operator defined by
exp (log z · α(0) + α) ([β]⊗ b) = z
1
2
(α,α)+(α,β)([α+ β]⊗ b) ([β]⊗ b ∈ CQ⊗B).
Let Xm(α) denote the operator given by
X(α, z) =
∑
m∈Z
Xm(α)z
m.
We define a map ε : Q×Q→ {±1} by
ε(αi, αj) =
{
−1 (j = i, i+ 1)
1 otherwise
and ε(α+ α′, β) = ε(α, β)ε(α′, β), ε(α, β + β′) = ε(α, β)ε(α, β′).
Theorem. ([FK81]) The vector space F = CQ⊗B has an sˆll-module structure
such that
(hi ⊗ 1)
(
[β]⊗ b
)
= 〈αi, β〉
(
[β]⊗ b
)
, (hi ⊗ t
m)
(
[β]⊗ b
)
= [β]⊗ pi(m)b,
and for a positive root α
(eα ⊗ t
m)
(
[β]⊗ b
)
= ε(α, β)Xm(α)
(
[β]⊗ b
)
,
(fα ⊗ t
m)
(
[β]⊗ b
)
= ε(β, α)X−m(−α)
(
[β]⊗ b
)
and c = 1, d = 0.
Remark. Identify Q with (ZI˜)0 then we have
ε
(
αi, (c 1
2
, . . . , cl− 1
2
)
)
= (−1)
c
i+1
2 , ε
(
(c 1
2
, . . . , cl− 1
2
), αi)
)
= (−1)
c
i− 1
2 .
3.3 Explicit formula for Frenkel-Kac construction
3.3.1
We define a level-1 Hl−1-action on B⊗I˜ by
pi(m) = p(m)i− 1
2
− p(m)i+ 1
2
where p(m)k means the action of p(m) on the k-th factor of B
⊗I˜ .
We will give an explicit formula for the representation of sˆll obtained from
this Hl−1-action on B⊗I˜ by Frenkel-Kac construction.
3.3.2
By the map CQ defined in 2.5.1, we can identify CQ⊗ B⊗I˜ and B.
Theorem. The action of sˆll on B obtained by Frenkel-Kac construction from
the Hl−1-module B⊗I˜ is given as follows :
• eˆibλ = (−1)vi(λ)+vi+1(λ)
∑
(−1)η
−(λ\µ,i,λ)bµ, where the summation runs
over all µ obtained from λ by removing a removable i-node,
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• fˆibλ = (−1)vi−1(λ)+vi(λ)
∑
(−1)η
−(µ\λ,i,λ)bµ, where the summation runs
over all µ obtained from λ by adding an addable i-node, and
• hˆibλ = (|Aλ,i| − |Rλ,i|) bλ.
Proof. Here we only check the two actions of eˆi coincide. Note that eˆi = ei ⊗
1 (i = 1, . . . , l − 1), eˆ0 = (−
∑
ei)⊗ t. Since p(m)k and p(m′)k′ commute each
other for any m and m′ if k 6= k′, we have
exp
(
∞∑
m=1
zm
m
(
p(−m)i− 1
2
− p(−m)i+ 1
2
))
exp
(
−
∞∑
m=1
z−m
m
(
p(m)i− 1
2
− p(m)i+ 1
2
))
= Γ+
i− 1
2
(z) ◦ Γ+
i+ 1
2
(z)−1 ◦ Γ−
i− 1
2
(z)−1 ◦ Γ−
i+ 1
2
(z)
= Γ+
i− 1
2
(z) ◦ Γ−
i− 1
2
(z)−1 ◦ Γ+
i+ 1
2
(z)−1 ◦ Γ−
i+ 1
2
(z)
=
(
Ψi− 1
2
(z)z
−D
i− 1
2 e
−K
i− 1
2
)
◦
(
Ψ∗i+ 1
2
(z)z
D
i+1
2 e
K
i+1
2
)
(by Theorem 3.1.3)
= Ψi− 1
2
(z)Ψ∗i+ 1
2
(z)z
−D
i− 1
2 e
−K
i− 1
2 z
D
i+1
2 e
K
i+1
2
= Ψi− 1
2
(z)Ψ∗i+ 1
2
(z)z
−1−D
i− 1
2
+D
i+1
2 e
−K
i− 1
2
+K
i+1
2 .
By definition we have
exp (log z · αi(0) + αi) = e
K
i− 1
2
−K
i+1
2 z
1+D
i− 1
2
−D
i+1
2 .
Thus we get
X(αi, z) = Ψi− 1
2
(z)Ψ∗i+ 1
2
(z) z
=
∑
m∈Z

 ∑
h∈Z+ 1
2
ψm+h,i− 1
2
ψ∗h,i+ 1
2

 zm,
in particular,
X0(ei) =
∑
h∈Z+ 1
2
ψh,i− 1
2
ψ∗h,i+ 1
2
,
X1
(
−
∑
ei
)
=
∑
h∈Z+ 1
2
ψ1+h,l− 1
2
ψ∗h, 1
2
.
By 2.4.2 and 3.1.2 we have
ψh,i− 1
2
ψ∗h,i+ 1
2
(bλ)
=
{
η−(X, i, λ) · bλ\X
(
λ has a removable node X with content l(h− 12 ) + i
)
0 (otherwise),
and similar equations hold for ψ1+h,l− 1
2
ψ∗
h, 1
2
. Combine with Lemma 2.5.2, then
the claim follows. 
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4 Quiver varieties
In this section we study some properties of quiver varieties of type Aˆ.
We have an S1-action on the quiver varieties, so that the fixed points are
isolated. The quiver varieties associated with different generic parameters are
S1-equivariantly diffeomorphic to each other, and so there exists a natural bi-
jection of fixed points.
For the construction of the representation of the affine Lie algebra, we use
an ”ordinary” parameter ζ0. On the other hand, the Hilbert scheme of points
on the minimal resolution corresponds to a parameter ζ∞ in a chamber adjacent
to the level-0 hyperplane.
The fixed points of the quiver varieties of type Aˆ associated with an ”ordi-
nary” parameter are parametrized by Π. The fixed points of the Hilbert schemes
of points on the minimal resolution of type A are parametrized by Πl. The main
results of this section is that the bijection described above is nothing but the
operation l-core and l-quotient (Theorem 4.5).
4.1 Quiver varieties
4.1.1
Let (I,H) be a quiver, namely I is a set of vertices and H is a set of oriented
edges. Assume we have a subset Ω ⊂ H such that Ω∪ Ω¯ = H, Ω∩ Ω¯ = ∅ where
¯ means reversing orientations of edges. For v, w ∈ ZI≥0 and ζ = (ζC, ζR) ∈
CI ⊕ RI , we define the quiver variety Mζ(v,w) as follows ([Nak94]). Here we
assume v ∈ ZI>0, since otherwise we need a slight and non-essential modification.
Let V , W be I-graded vector spaces such that dimVi = vi, dimWi = wi.
Then we set
M(v.w) =
(⊕
h∈H
Hom(Vout(h), Vin(h))
)
⊕
(⊕
i∈I
Hom(Wi, Vi)⊕Hom(Vi,Wi)
)
,
where h ∈ H is drawn from out(h) to in(h). Note that GLv =
∏
GL(Vi) acts
on M(v,w) by
(gi) · (Bh, ai, bi) =
(
gin(h)Bhg
−1
out(h), giai, big
−1
i
)
for gi ∈ GL(Vi), Bh ∈ Hom(Vout(h), Vin(h)), ai ∈ Hom(Wi, Vi) and bi ∈ Hom(Vi,Wi).
The moment map µC is given by
µC(B, a, b) =

 ∑
in(h)=i
ε(h)BhBh¯ + aibi

 ∈⊕
i∈I
gl(Vi) = glv,
where ε(h) = 1 and ε(h¯) = −1 for h ∈ Ω. Note that the center of gl
v
is
canonically identified with CI .
The quiver variety associated to v, w and ζ is
Mζ(v,w) =
(
µC
−1(ζC)
)ss
//GLv.
By the index ”ss”, we mean the set of ζR-semistable objects in µC
−1(ζC). We
omit the definition of ζR-semistability which is not required in the rest of this
paper.
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4.1.2
Let A = (aij)i,j∈I be the adjacency matrix of the quiver (I,H), that is to say
aij is the number of elements of H which is drawn from i to j. Let C = 2 · id−A
be the Cartan matrix. Then we consider the set of positive roots
R+ = {θ = (θi) ∈ (Z≥0)
I | tθCθ ≤ 2} \ {0},
and for v ∈ ZI we set
R+(v) = {θ ∈ R+ | θi ≤ vi ∀i ∈ I}.
The element ζ ∈ CI⊕RI is called generic with respect to v if for any θ ∈ R+(v)
ζ /∈ Dθ ⊗ R
3 ⊂ RI ⊗ R3 ≃ CI ⊕ RI .
where
Dθ =
{
ζ = (ζi) ∈ RI
∣∣ ∑ ζiθi = 0} ⊂ RI .
It is known that
• Mζ(v,w) is smooth if ζ is generic with respect to v. Since RI⊗R3\∪θDθ⊗
R3 is connected, Mζ(v,w) and Mζ′(v,w) are diffeomorphic for generic ζ,
ζ′.
• Let us fix ζC ∈ CI . Then we have a chamber structure on π−1(ζC) defined
by Dθ’s, where π is the projection C
I ⊕ RI → CI . If ζ and ζ′ are in a
same chamber, Mζ(v,w) and Mζ′(v,w) are isomorphic.
• For generic ζ, Mζ(v,w) is a fine moduli space of representations of the
quiver. Namely, on Mζ(v,w) there exists a universal family of represen-
tations of the quiver (V,W,B, a, b).
Hereafter we sometimes identify a point of a quiver variety with the correspond-
ing representation of the quiver.
4.1.3
We define an S1-action on Mζ(v,w) by
t ∗ [(BΩ, BΩ¯, a, b)] =
[(
tBΩ, t
−1BΩ¯, a, b
)]
.
Note that this action may or may not be trivial. For generic ζ and ζ′, Mζ(v,w)
and Mζ′(v,w) are S
1-equivariantly diffeomorphic.
Assume the S1-fixed points are isolated for generic parameters. Then for
generic ζ and ζ′ we have a canonical bijection between the S1-fixed points of
Mζ(v,w) and of Mζ′(v,w) induced by the S
1-equivariant diffeomorphism.
4.1.4
For [(BΩ, BΩ¯, a, b)] ∈Mζ(v,w)
S1 , there exists a group homomorphism ρ : S1 →
GLv such that
t ∗ (BΩ, BΩ¯, a, b) = ρ(t) (BΩ, BΩ¯, a, b)
(ρ is uniquely determined because of the stability condition). This induces
an S1-action on V . The bijection described above preserve V ∈ R(S1) where
R(S1) ≃ Z[z±] is the representation ring of S1.
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4.2 Minimal resolution
Let (I,Ω) be the quiver of type Aˆl−1 with cyclic orientation. We set w0 =
(1, 0, . . . , 0), δ = (1, . . . , 1) ∈ ZI .
From now on we will consider the quiver varieties M(0,ζR)(v,w0) of type Aˆl−1
only. We write simply ζ and Mζ(v) for (0, ζR) and M(0,ζR)(v,w0).
4.2.1
Theorem. ([Kro89]) Assume ζ is generic with respect to δ, then Mζ(δ) is
isomorphic to the minimal resolution of C2//(Z/lZ).
Remark. For any generic ζ’s, Mζ(δ)’s are isomorphic to each other, but the
universal family depends on the chamber.
4.2.2
We set
C0 =
{
ζ ∈ RI | ζi < 0 for all i ∈ I
}
.
For ζ0 ∈ C0, ζ0-semistability condition is equivalent to that there exists no
proper subspace of V which is B-invariant and contains Im a.
Proposition. For ζ0 ∈ C0, Mζ0(δ) has l S
1-fixed points P 1
2
, P 3
2
, . . . , Pl− 1
2
and
Pk corresponds to the following representation :
Bi,i+1 =
{
1 (i = 0, . . . , k − 32 )
0 (i = k − 12 , . . . , l − 1),
Bi,i−1 =
{
0 (i = 1, . . . , k + 12 )
1 (i = k + 32 , . . . , l),
a = 1, b = 0.
Here we identity the Hom spaces with C by certain bases of 1-dimensional spaces
Vi and Wi ’s.
Proof. For i, j ∈ Z we define Bi,j ∈ Hom(Vi, Vj)
Bi,j =


Bj−1,j · · ·Bi,i+1 (i < j),
1 (i = j),
Bj+1,j · · ·Bi,i−1 (i > j).
Assume that B0,k− 1
2
6= 0 for k ∈ I˜. We can consider the ratio Bl,k− 1
2
/
B0,k− 1
2
∈
C of the two elements in Hom(V0, Vk− 1
2
) = Hom(Vl, Vk− 1
2
) ≃ C. For a fixed
point we have
Bl,k− 1
2
/
B0,k− 1
2
= t ∗
(
Bl,k− 1
2
/
B0,k− 1
2
)
= tl · Bl,k− 1
2
/
B0,k− 1
2
(t ∈ S1),
and so Bl,k− 1
2
should be 0.
By the parallel argument we also have B0,l = 0. So without loss of generality
we may assume further B0,k+ 1
2
= 0. Since B0,k− 1
2
6= 0 we have Bk− 1
2
,k+ 1
2
= 0.
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The stability condition assures Bl,k+ 1
2
6= 0. Since Bl,k− 1
2
= 0 we have
Bk+ 1
2
,k− 1
2
= 0.
Vanishing of the value of the moment map assures Bi,i+1 = 0 (i = k +
1
2 , . . . , l− 1) and Bi,i−1 = 0 (i = 1, . . . , k −
1
2 ).
By the GLv-action we get the normalized forms as in the statement. 
4.2.3
Proposition. We have a coordinate (x, y) of Mζ0(δ) on a neighberhood of Pk
such that the representation corresponding to a point (x, y) is given by
Bi,i+1 =


1 (i = 0, . . . , k − 32 )
x (i = k − 12 )
xy (i = k + 12 , . . . , n− 1),
Bi,i−1 =


xy (i = 1, . . . , k − 12 )
y (i = k + 12 )
1 (i = k + 32 , . . . , n),
a = 1, b = 0.
In this coordinate, the S1-action is described as t ∗ (x, y) = (tlx.t−ly).
Proof. Note that Bi,i+1 (i = 0, . . . , k −
3
2 ) and Bi,i−1 (i = k +
3
2 , . . . , l) do not
vanish around Pk and we can normalize them to 1.
Vanishing of the value of the moment map assures that the values ofBk± 1
2
,k∓ 1
2
determine the representation. We can see different values of Bk± 1
2
,k∓ 1
2
induce
non-isomorphic representations. So the statement follows. 
4.2.4
Example. ( the case l = 4 )
The following figure exhibits the representations corresponding to the fixed
point P 3
2
and a point (x, y) in the local coordinate around P 3
2
.
The three curves exhibit the exceptional curves in the minimal resolution,
and the four dots exhibit the fixed points.
We have five dots in each box. The top dot represents the basis of W and
the others represent the basis of V . The numbering of the vertices of the quiver
is given counterclockwise.
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4.3 Z/lZ-equivariant Hilbert scheme (ζ0-case)
4.3.1
Let (C2)[n] denote the Hilbert scheme of n points on C2 :
(
C
2
)[n]
= {J ⊂
ideal
C[z1, z2] | dimC[z1, z2]/J = n}.
The cyclic group Z/lZ acts on C2 by r · (z1, z2) = (rz1,−1 z2) (r ∈ Z/lZ).
This action induces an action of Z/lZ on (C2)[n]. Let
(
(C2)[n]
)Z/lZ
be the set
of fixed points. For J ∈
(
(C2)[n]
)Z/lZ
, C[z1, z2]/J has a canonical Z/lZ-module
structure. Let
(
(C2)[n]
)Z/lZ,v
⊂
(
(C2)[n]
)Z/lZ
denote the set of points such that
the corresponding Z/lZ-module is isomorphic to ⊕i(C(i))
⊕vi , where C(i) is the
1-dimensional representation of Z/lZ with weight i.
Theorem. ([Nak99] Theorem 4.4)
(i) For ζ0 ∈ C0, Mζ0(v) is isomorphic to
(
(C2)[n]
)Z/lZ,v
.
(ii) The representation (V (J),W (J), B(J), a(J), b(J)) of the quiver correspond-
ing to J ∈
(
(C2)[n]
)Z/lZ
is given as follows :
V (J)i = HomZ/lZ(C(i),C[z1, z2]/J), W (J)0 = C
and
B(J)i,i+1 = z1|Vi : Vi → Vi+1, B(J)i,i−1 = z2|Vi : Vi → Vi−1,
a(J)(1) = [1] ∈ C[z1, z2]/J, b(J) = 0,
where z1 and z2 represents the multiple operators on C[z1, z2]/J .
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4.3.2
Let us consider the S1-action on C2 given by t · (z1, z2) = (tz1, t
−1z2). This
induces a S1-action on (C2)[n]. The embedding Mζ0(v) ≃
(
(C2)[n]
)Z/lZ,v
⊂
(C2)[n] is S1-equivariant. So we get Mζ0(v)
S1 = Mζ0(v) ∪
(
(C2)[n]
)S1
.
The S1-fixed points of (C2)[n] are parametrized by Young diagrams ([Nak99]).
For λ ∈ Π the corresponding ideal Jλ ∈
(
C
2
)[|λ|]
is the ideal generated by
{z1az2b | (a, b) /∈ λ}. Then {[z1az2b] ∈ C[z1, z2]/Jλ | (a, b) ∈ λ} forms a
basis of C[z1, z2]/Jλ. Since r · [z1az2b] = ra−b[z1az2b] for r ∈ Z/lZ we have
Mζ0(v)
S1 = {Jλ | v(λ) = v}.
4.3.3
Proposition. The representation (V (Jλ),W (Jλ), B(Jλ), a(Jλ), b(Jλ)) of the quiver
corresponding to a fixed point Jλ is described as follows :
V (Jλ)i =
⊕
a−b≡i,(a,b)∈λ
C v(a,b), W (Jλ)0 = Cw,
and
B(Jλ)i.i+1(v(a,b)) =
{
v(a+1,b) if (a+ 1, b) ∈ λ,
0 if (a+ 1, b) /∈ λ,
B(Jλ)i.i−1(v(a,b)) =
{
v(a,b+1) if (a, b+ 1) ∈ λ,
0 if (a, b+ 1) /∈ λ,
a(Jλ)(w) = v(0,0), b(Jλ) = 0.
Proof. Apply Theorem 4.3.1 (ii) for C[x, y]/Jλ. 
Corollary.
V (Jλ) = fλ(z) ∈ R(S
1).
Proof. We can see ρ(t)(v(a,b)) = t
a−bv(a,b). So the claim follows. 
4.3.4
The character of the tangent space of (C2)[n] at fixed point Jλ is
TJλ(C
2)[n] =
∑
(a,b)∈λ
th(a,b) + t−h(a,b)
where h(a, b) is the hook length of the hook associated with a node (a, b)
([Nak99]). Further we can see
TJλMζ0(v) =
∑
(a,b)
th(a,b) + t−h(a,b)
where the summation runs over all (a, b) ∈ λ such that h(a, b) ≡ 0 (mod l)
Remark. In term of Maya diagrams, such a hook corresponds to
(k, k + nl) ∈ (Z+ 1/2)2 such that n > 0, m(k) = 1, m(k + nl) = −1
and its hook length is nl.
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4.4 Hilbert scheme of the minimal resolution (ζ
∞
-case)
4.4.1
The hyperplane Dδ = {ζ ∈ RI |
∑
ζi = 0} of RI is called the level 0 hyperplane.
We have the chamber structure on this hyperplane defined by Dα’s, where α is
a root of finite root system, and
C = {ζ ∈ Dδ | ζi > 0 (i = 1, . . . , l − 1)} ⊂ Dδ
is one of the chambers.
For v ∈ Zl let C∞(v) denote the unique chamber which is contained in
{ζ ∈ RI |
∑
ζi > 0} and has C as its face.
Let M denote the minimal resolution of C2//(Z/lZ). For ζ∞ ∈ C∞(v) the
quiver variety Mζ∞(v) is a certain moduli space of torsion free sheaves on M .
In next subsection we will review this result very briefly. The reader can refer
[Nak] for detail.
4.4.2
Let us consider the action of Z/lZ on P2 given by r[x : y : z] = [rx : r−1y : z].
Let M˜ denote the orbifold which is a compactification of M given by resolving
the singular point [[0 : 0 : 1]] of P2//(Z/lZ). Note that M˜ has the natural S1-
action compatible with the one on M . We set l∞ = M˜\M .
Let V = ⊕iVi be the universal bundle onM and V˜ = ⊕iV˜i be its extension to
M˜ . Note that V˜ has the unique S1-equivariant structure such that the restriction
of the action to l∞ is trivial.
Theorem. For ζ∞ ∈ C∞(v) the quiver variety Mζ∞(v) is the fine moduli space
of rank 1 torsion free sheaves E on M˜ such that E|l∞ is trivial and c1(E) and
ch2(E) take values given in (1.8) of [Nak].
Remark. (i) For a representation (V,W,BΩ, BΩ¯, a, b), corresponding torsion
free sheaf E(V,W,BΩ, BΩ¯, a, b) is given as the cohomology of the following com-
plex of sheaves :
C•(V,W,BΩ, BΩ¯, a, b) :
V ⊗ V˜
⊕
V ⊗ V˜(−l∞)
α
−→ V ⊗ V˜
β
−→ V ⊗ V˜(l∞)
⊕
W ⊗ V˜
where
α =

 BΩ ⊗ 1˜− 1⊗ B˜ΩBΩ¯ ⊗ 1˜− 1⊗ B˜Ω¯
a⊗ 1˜

 , β = (−BΩ¯⊗ 1˜+1⊗ B˜Ω¯, BΩ⊗ 1˜−1⊗ B˜Ω¯, b⊗ 1˜).
Here B˜ is the extension of universal family B : V → V of maps to M˜ and 1˜
means the natural morphism V˜(−l∞)→ V˜ and V˜ → V˜(l∞).
(ii) For a torsion free sheaf E, the representation spaces V (E) and W (E) are
H1(E ⊗ V˜) and the fiber of E on a point in l∞ respectively. Although we omit
the constructions of the maps, we mention that they are functorial.
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4.4.3
For E ∈ Mζ∞(v) its double dual E
∨∨ is a line bundle on M˜ such that its
restriction to l∞ is trivial and c1(E
∨∨) = c1(E). Note that E
∨∨ is determined
uniquely by these conditions. In fact, since c1(E) =
∑
i6=0 uic1(V˜i) where u =
−Cv ((1.8) of [Nak]) and {c1(V˜i)} is the dual basis of {[Ci]} ([KN90] Proposition
2.2), we can check E∨∨ = O(
∑l−1
i=1(vi − v0)Ci).
The quotient sheaf E∨∨/E is supported at finitely many points on M and
its length equals to n = ch2(E
∨∨)− ch2(E), which we can calculate from (1.8)
of [Nak]. The map E 7→ E∨∨/E induces the isomorphism between Mζ∞(v) and
the Hilbert scheme M [n] of n points on M . Since dimMζ∞(v) = vC
tv + 2v0
we have n = vC tv/2 + v0.
For c = (c 1
2
, . . . , cl− 1
2
) ∈ Q and n ∈ Z≥0 let v ∈ ZI be the unique elements
such that ck = vk− 1
2
− vk+ 1
2
and n = vC tv/2 + v0. Let φc,n = φv denote the
isomorphism between M [n] and Mζ∞(v).
4.4.4
Let Symn(M) be the n-th symmetric product of M and π : M [n] → Symn(M)
be the the Hilbert-Chow morphism.
The S1-action on M induces S1-actions on M [n] and Symn(M) so that π is
S1-equivariant. We can see
Symn(M)S
1
=
{∑
nk[Pk]
∣∣∣∣ ∑nk = n
}
.
There exists a neighborhood of
∑
nk[Pk] which is isomorphic to some open set
in
∏
Symnk(C2). The inverse image for π of this open set is isomorphic to
some open set in
∏(
C2
)[nk]. So (M [n])S1 is parametrized by l-tuple of Young
diagrams ~λ = (λ 1
2
, . . . λl− 1
2
) ∈ ΠI˜ such that
∑
|λk| = n. Let J~λ denote the
corresponding fixed point.
4.4.5
Lemma. The S1-action on the moduli space Mζ∞(v) induced by the S
1-action
on M˜ coincides with the one given in 4.1.3.
Proof. The S1-equivariant structure of V˜ induces the isomorphism Hom(V˜ , V˜) =
Hom(t∗V˜ , t∗V˜) for t ∈ S1. Under this isomorphism we have t∗BΩ = t−1BΩ and
t∗BΩ¯ = tBΩ¯. Thus the complex C
•(V,W, tBΩ, t
−1BΩ¯, a, b) is isomorphic to the
complex t∗C•(V,W,BΩ, BΩ¯, a, b). Take the cohomology of the complex, then
the claim follows. 
The isomorphism φc,n given in 4.4.3 is S
1-equivariant. For c ∈ Q and
~λ ∈ ΠI˜ , we set Ec,~λ = φc,n(J~λ). This gives a bijection between Q × Π
I˜ and∐
v
Mζ∞(v)
S1 .
4.4.6
For E ∈Mζ∞(v)
S1 , E∨∨ = O(
∑l−1
i=1(vi − v0)Ci) has the unique S
1-equivariant
structure such that the restriction of the action on l∞ is trivial, and so is E.
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Lemma. The S1-action on V (E) = H1(E ⊗ V˜) induced by the S1-equivariant
structures on V˜ and E coincides with the one given in 4.1.4.
Proof. The S1-action on W (E) induced by the S1-equivariant structures on
V˜ and E is trivial. Since every construction is functorial with respect to E,
the homomorphism S1 → GL(V (E)) satisfies the condition of ρ described in
4.1.4. 
4.4.7
Proposition. For c ∈ Q we set λ(c) = CQ−1(c, (∅, . . . , ∅)). Then we have
H1(Ec,~λ ⊗ V˜) = fλ(c)(z) +
∑
k
zlckfλk(z
l)
(
zk−l+
1
2 + · · ·+ zk−
1
2
)
∈ R(S1).
Proof. The quiver variety Mζ∞(v(λ(c))) is one point and the point corresponds
to E∨∨. So we have H1(E∨∨ ⊗ V˜) = fλ(c)(z) ∈ R(S
1).
Since H0(M˜, E∨∨⊗V˜) = 0 ([Nak] 5(ii)) we have the following exact sequence
of S1-module :
0→ H0(M˜, E∨∨/E ⊗ V˜)→ H1(E ⊗ V˜)→ H1(E∨∨ ⊗ V˜)→ 0.
Let (E∨∨/E)k denote the direct summand of E
∨∨/E supported on Pk. On the
neighborhood of Pk given in 4.2.3 we have
(E∨∨/E)k ⊗ V˜ = O/Jλk ⊗ E
∨∨ ⊗ V˜
≃ C[x, y]/Jλk ⊗ E
∨∨
Pk ⊗ V˜Pk .
Recall that the S1-action on this neighborhood is given by t∗(x, y) = (tlx, t−ly).
We have C[x, y]/Jλk = fλk(z
l) as in 4.3.3. Since E∨∨ = O((vk− 1
2
−v0)(x-axis)+
(vk+ 1
2
− v0)(y-axis)) on the neighborhood of Pk, the weight of E∨∨Pk is l(vk− 12 −
vk+ 1
2
) = lck. Using the description in 4.2.2 we can see V˜Pk = z
k−l+ 1
2+· · ·+zk−
1
2 .
Then the claim follows. 
4.5 Correspondence of fixed points
Theorem. The following diagram is commutative :
∐
v
Mζ0(v)
S1 4.3.2−−−−→ Π
4.1.3
y y2.5.1
∐
v
Mζ∞(v)
S1 4.4.4−−−−→ Q×ΠI˜ .
Proof. Note that the map Π → Z[z±] given by λ 7→ fλ(z) is injective. By
4.1.3, it is enough to check V (Jλ) = V (Ec(λ),q(λ)) ∈ R(S
1). This follows from
Proposition 2.5.3 and Proposition 4.4.7. 
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5 Representations on equivariant cohomologies
In this section we study the representations of the affine Lie algebra and the
Heisenberg algebra on the middle degree S1-equivariant cohomology groups of
the quiver varieties.
First we see that the middle degree S1-equivariant cohomology groups of
quiver varieties has bases indexed by the S1-fixed points (Proposition 5.2.5).
The affine Lie algebra sˆl acts on ⊕vHmidS1 (Mζ0(v)) and the Heisenberg alge-
bra Hl−1 acts on ⊕nHmidS1 (Mζ∞(nδ)). The main purpose of this section is to
describe these actions with respect to above bases.
For the affine Lie algebra the argument works parallel with the one in [VV99],
dealing with the equivariant K-groups (Proposition 5.3.3). For the Heisenberg
algebra we can find a formula in [QW] (Proposition 5.4.2).
5.1 Equivariant cohomology groups
We review some general results about S1-equivariant cohomology groups. For
more details, the reader can refer to [Aud04] for example.
5.1.1
We take C as the coefficient ring of cohomology groups.
Let ES1 → BS1 be the universal S1-bundle which is given as the inductive
limit of the Hopf fibration S2n+1 → CPn. Note that the cohomology ring of
BS1 ≃ CP∞ is the polynomial ring C[t] with a generator t ∈ H2(BS1).
For a topological space X with an S1-action, we define the S1-equivariant
cohomology group of X by
H∗S1(X) = H
∗(ES1 ×S1 X).
5.1.2
Let X , Y be S1-equivariant topological spaces and f : X → Y be an S1-
equivariant map. Then we can define the following operators
∪ : H∗S1(X)⊗C H
∗
S1(X) −→ H
∗
S1(X) (cup product),
f∗ : H∗S1(Y ) −→ H
∗
S1(X) (pullback).
Note that pullbacks preserve cup products.
Let p : X → {pt}. We have the action of C[t] = H∗S1({pt}) on H
∗
S1(X)
induced by p∗ and ∪. We can see cup products and pullbacks commute with
the C[t]-actions.
5.1.3
Let Y a smooth S1-manifold and X be an S1-invariant codimension d smooth
submanifold of Y . Let i : X → Y denote the embedding. Then we can define a
map
i∗ : H
∗
S1(X)→ H
∗+d
S1 (Y ).
(see [Aud04] VI.4.c.). We set
[X ] = i∗(1X) ∈ H
d
S1(Y )
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where 1X ∈ H0S1(X).
Let W be a smooth S1-manifold and π : Z → W be an S1-equivariant fibre
bundle whose fibre is a d-dimensional compact smooth manifold. Then we can
define a map
π∗ : H
∗
S1(Z)→ H
∗−d
S1 (W ).
(see [Aud04] VI.4.c.). Even in the case the fibre is not compact, if an element
α ∈ H∗S1(Z) has the compact support on each fibre then we can define the
element π∗(α) ∈ H
∗−d
S1 (W ).
Remark. Roughly speaking, i∗ is induced by the Thom isomorphism with respect
to the normal bundle on X to Y and π∗ is induced by the integration along fibres.
5.1.4
For an S1-equivariant vector bundle Z on an S1-manifold X , we define the
S1-equivariant Euler class by
eS1(Z) = e(ES1 ×S1 Z) ∈ H
∗(ES1 ×S1 X) = H
∗
S1(X)
where e(·) represents the Euler class of a vector bundle. To be precise, we define
as the limit of e(S2n+1 ×S1 Z).
Lemma. Let the all manifolds and morphisms below be smooth.
(i) Let i : X → Y be an S1-equivariant embedding and ν denote the normal
bundle on X to Y . Then we have
i∗i∗α = α ∪ eS1(ν) (α ∈ H
∗
S1(X)).
(ii) (projection formula)
Let i : X → Y be an S1-equivariant embedding. Then we have
i∗(α ∪ i
∗β) = i∗α ∪ β (α ∈ H
∗
S1(X), β ∈ H
∗
S1(Y )).
(iii) Let i : X → Y be an S1-equivariant embedding and Z be an S1-manifold.
If α ∈ H∗S1(X×Z) has the compact support on each fibre of pX : X×Z →
X, then (i × id)∗α ∈ H∗S1(Y × Z) also has the compact support on each
fibre of pY : Y × Z → Y and
i∗(pX∗(α)) = pY ∗((i × id)∗(α)).
(iv) (Thom class is Poincare dual of the zero section)
Let π : Z → W be an S1-equivariant vector bundle and s : W → Z be the
zero section. Let p : W → {pt}. If w ∈ HmidS1 (Z) has the compact support,
then we have
p∗ ◦ π∗(w ∪ s∗(1Z)) = p∗ ◦ s
∗(w).
Proof. We can prove those claims by calculations of differential forms on the
finite dimensional approximation S2n+1 ×S1 X . For (i), see Proposition VI.4.6
in [Aud04]. The reader can refer to Proposition 6.15 and Proposition 6.24 in
[BT82] for non-equivariant version of (ii) and (iv). 
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5.1.5
We set R = C(t) and H∗S1,R(X) = H
∗
S1
(X)⊗C[t] R.
Let X be an S1-manifold and i denote the inclusion : XS
1
→֒ X . Let
{Zλ}λ∈Λ denote the set of connected components of the fixed point set, iλ
denote the inclusion Zλ →֒ X and νλ denote the normal bundle on Zλ to X .
We can check that eS1(νλ) is invertible in H
∗
S1,R
(X).
Theorem. ([AB84]) The map
i∗ : H
∗
S1,R(X
S1)→ H∗S1,R(X)
is isomorphism. In paticular, for x ∈ H∗S1,R(X) we have
x =
∑
λ
iλ∗
(
i∗λx
eS1(νλ)
)
.
5.2 Equivariant cohomology groups of quiver varieties
5.2.1
Lemma.
Hm(Mζ(v)) = 0, (m is odd, or m > n =
1
2
dimMζ(v)).
Proof. A quiver variety is endowed with a symplectic structure and an S1-action
which preserve the symplectic form. The moment map is a perfect Morse func-
tion ([Nak99] §5.1) and all the indices are even. So the odd degree cohomology
groups vanish.
A quiver variety is homotopy equivalent to a certain Lagrangean subvariety
([Nak94] Corollary 5.5). So the cohomology groups with degree larger than the
half of the dimension vanish. 
5.2.2
Proposition. There exists a (non-canonical) isomorphism as graded C[t] =
H∗S1({pt})-module
H∗S1(Mζ(v)) ≃ H
∗
S1({pt})⊗H
∗(Mζ(v)).
Proof. Since BS1 is simply connected and the odd degree cohomologies of BS1
andMζ(v) vanish, the spectral sequence associated with the fibration ES1×S1
Mζ(v)→ BS1 degenerates at E2-term. So the claim follows. 
Corollary. The forgetful map H∗S1(Mζ(v))→ H
∗(Mζ(v)) is surjective.
Proof. Note that the forgetful map can be described as i∗ where i : Mζ(v) →֒
ES1 ×S1 Mζ(v) is an inclusion of a fiber. Then the claim follows by Theorem
5.9 and Theorem 5.10 of [McC01]. 
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5.2.3
Proposition. The following map is isomorphism :
HnS1(Mζ(v)) −→ H
2n
S1 (Mζ(v))
x 7−→ tn · x,
where n = 12dim(Mζ(v)).
Proof. This follows from Lemma 5.2.1 and Proposition 5.2.2. 
5.2.4
Let us write HmidS1 (Mζ(v)) for H
n
S1(Mζ(v)), where n =
1
2dimMζ(v).
Definition. For P ∈ (Mζ(v))S
1
we define
ξP = t
−n · [P ] ∈ HmidS1 (Mζ(v)).
5.2.5
For a finite dimensional CS1-module M , we define a number e(M) by the prod-
uct of all the weight of M . Note that eS1(M) = e(M) · t
dimM when we regard
M as a S1-equivariant vector bundle on a point.
For P ∈Mζ(v)S
1
let TP denote the tangent space of Mζ(v) at P .
Proposition. The set {ξP } forms a basis of HmidS1 (Mζ(v)).
Proof. Linear independency follows directly from Theorem 5.1.5. For α ∈
HmidS1 (Mζ(v)) we have i
∗
P (α) = cP · t
n for some cP ∈ C. So we have
α =
∑
P
cP · tn · iP ∗(1)
e(TP ) · t2n
=
∑
P
cP
e(TP )
ξP .
Thus the claim follows. 
5.3 Representation of the affine Lie algebra
5.3.1
Let ei denote the i-th coordinate vector of Z
I . For v ∈ ZI we define the
subvariety
Bi(v) = {(J1, J2) ∈Mζ0(v) ×Mζ0(v + ei) | J1 is a subrepresentation of J2} .
of Mζ0(v) × Mζ0(v + ei). This is called Hecke correspondence. This is
smooth and 2|v|+ 1-dimensional ([Nak98]).
Let pε be a projection from Mζ0(v) ×Mζ0(v + ei) to the ε-th factor. We
define operators ei and fi on ⊕vHmidS1 (Mζ0 (v)) by
ei(α) = (−1)
vi−1+vip1∗(p2
∗(α) ∪ Bi(v))
(
α ∈ HmidS1 (Mζ0(v + ei))
)
,
fi(α) = (−1)
vi+vi+1p2∗(p1
∗(α) ∪ Bi(v))
(
α ∈ HmidS1 (Mζ0(v)
)
.
These operators give an representation of sˆll.
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5.3.2
We define a bilinear form 〈 , 〉 on HmidS1,R(Mζ0(v)) by
〈α, β〉 = p∗(i∗)
−1(α ∪ β) ∈ H∗S1,R({pt})
where i : Mζ0(v)
S1 →֒Mζ0(v) and p : Mζ0(v)
S1 → {pt}.
For λ ∈ Π we write simply ξλ and Tλ for ξJλ and TJλ . For λ and µ such
that (Jλ, Jµ) ∈ Bi(v), let Nλ,µ denote the fiber of the normal bundle on Bi(v)
to M(v) ×M(v + ei) at (Jλ, Jµ).
Proposition.
〈ξλ, ξµ〉 = δλ,µ · e(Tλ), 〈eiξλ, ξµ〉 = (−1)
vi−1+viδ
(
(Jµ, Jλ) ∈ Bi(v)
)
· e(Nµ,λ).
Proof.
〈ξλ, ξµ〉 = t
−|λ|−|µ|
〈
iλ∗(1), iµ∗(1µ)
〉
= t−|λ|−|µ|
〈
1, i∗λ ◦ iµ∗(1µ)
〉
(Lemma 5.1.4 (ii))
= t−|λ|−|µ| 〈1, δλ,µ · e(Tλ) · 1µ〉 (Lemma 5.1.4 (i))
= e(Tλ).
(−1)vi−1+vi〈eiξλ, ξµ〉
= t−|λ|−|µ|
〈
p1∗
(
p∗2 ◦ iλ∗(1) ∪ [Bi(v)]
)
, iµ∗(1)
〉
= t−|λ|−|µ|
〈
iµ
∗ ◦ p1∗
(
p∗2 ◦ iλ∗(1) ∪ [Bi(v)]
)
, 1
〉
(Lemma 5.1.4 (ii))
= t−|λ|−|µ|
〈
p∗ ◦ i¯µ
∗(
p∗2 ◦ iλ∗(1) ∪ [Bi(v)]
)
, 1
〉
(Lemma 5.1.4 (iii))
= t−|λ|−|µ|
〈
p∗
(
iλ∗(1) ∪ i¯µ
∗(
[Bi(v)]
))
, 1
〉
= t−|λ|−|µ|
〈
iλ
∗ ◦ i¯µ
∗(
[Bi(v)]
)
, 1
〉
(Lemma 5.1.4 (iv))
= t−|λ|−|µ|〈 δ
(
(Jλ, Jµ) ∈ Bi(v)
)
· eS1(Nµ,λ), 1〉 (Lemma 5.1.4 (i))
= δ
(
(Jλ, Jµ) ∈ Bi(v)
)
· e(Nµ,λ),
where p : X2 → {Jµ} and i¯µ : X2 ≃ {Jµ} ×X2 → X1 ×X2. 
Corollary.
ei ξλ = (−1)
vi−1+vi
∑
µ
e(Nµ,λ − Tλ) ξµ.
where The summation runs over all µ such that (Jµ, Jλ) ∈ Bi(v), which is
equivalent to that µ is obtained by removing a removable i-node from λ.
5.3.3
For a Z/lZ-module M , we set Mi = HomZ/lZ(C(i),M) where C(i) is the 1-
dimensional representation of Z/lZ with weight i.
For two nodes X = (a, b) and X ′ = (a′, b′), we set l(X,X ′) = a− b− a′+ b′.
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Proposition.
ei ξλ = (−1)
vi−1+vi
∑
µ

 ∏
A∈Aλ,i
−l(λ\µ,A)
∏
R∈Rµ,i
−l(λ\µ,R)−1

 · ξµ
where the summation runs over all µ obtained by removing a removable i-node
from λ.
Proof. We write simply Vλ for V (Jλ). For a node X = (a, b) we set VX = t
a−b.
Note that Vλ =
∑
X∈λ VX .
Using the description in [Nak98] (Corollary 3.12. and §5), we have
Tµ =
(
(t+ t−1 − 2)V ∗µ Vµ + Vµ + V
∗
µ
)
0
Nµ,λ =
(
(t+ t−1 − 2)V ∗µ Vλ + Vλ + V
∗
µ − 1
)
0
.
Thus we have
Nµ,λ − Tλ =
(
(t+ t−1 − 2)V ∗µ + 1
)
i
· Vλ\µ − 1.
On the other hand, we can verify(
(t+ t−1 − 2)Vµ + 1
)
i
=
∑
A∈Aµ,i
VA −
∑
R∈Rµ,i
VR.
Substituting this we get
Nµ,λ − Tλ =
∑
A∈Aµ,i
Vλ\µV
∗
A −
∑
R∈Rµ,i
Vλ\µV
∗
R − 1
=
∑
A∈Aλ,i
Vλ\µV
∗
A −
∑
R∈Rµ,i
Vλ\µV
∗
R .
Note that the weight of VXV
∗
X′ equals to l(X.X
′). So the claim follows. 
5.3.4
Let Lλ be the product of all the negative weights of Tλ. Normalize the basis by
bλ = L
−1
λ ξλ. We identify ⊕vH
mid
S1 (Mζ0(v)) and B as vector spaces.
Theorem. The action on ⊕vHmidS1 (Mζ0(v)) coincides with representation de-
fined in 3.3.2.
Proof. We will check only for ei’s.
By 4.3.4 we have Lµ = Πk,a(−nl) where the product runs through all k and
n > 0 such that mµ(k) = −1, mµ(k + nl) = 1. So we have
Lλ/Lµ =
∏
A∈Aλ,i
−
∣∣l(λ\µ,A)∣∣ ∏
R∈Rµ,i
−
∣∣l(λ\µ,A)∣∣−1
= (−1)η
+(λ\µ,i,λ)
∏
A∈Aλ,i
−l(λ\µ,A)
∏
R∈Rµ,i
−l(λ\µ,A).
Note that
η+(λ\µ, i, λ) + η−(λ\µ, i, λ) ≡ ci− 1
2
(λ) + ci+ 1
2
(λ) + 1
= vi−1 + vi + vi(λ) + vi+1(λ).
Thus the claim follows. 
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5.4 Representation of the Heisenberg algebra
5.4.1
Recall that M = Mζ0(δ) is isomorphic to the minimal resolution of C
2//(Z/lZ).
The exceptional fiber has l − 1 connected component Li (i = 1, . . . , l − 1) and
Li contains Pi− 1
2
and Pi+ 1
2
.
For m ∈ Z>0 we consider subvarieties
Li(m) = {(I, J) ∈M
[n] ×M [n+m] | I ⊃ J, supp(I/J) = {x} for some x ∈ Li}
and define pi(m) : H
mid
S1
(M [n])→ HmidS1 (M
[n+m]) by
pi(m)(α) = (−1)
mp2∗(p
∗
1(α) ∪ [Li(m)]) (α ∈ H
mid
S1 (M
[n])).
These operators satisfy the relations of Hl−1 ([Nak97]).
5.4.2
For ~λ ∈ ΠI˜ let L~λ denote the product of all the negative weights of T~λ. We set
b~λ = L
−1
~λ
ξJ~λ . Let us identify ⊕nH
mid
S1 (M
[n]) and B⊗I˜ as vector spaces.
Proposition. ([QW] Lemma 3.3) The action of Hl−1 on ⊕nHmidS1 (M
[n]) coin-
cides with the action defined in 3.2.1.
5.5 Main theorem for equivariant cohomologies
The S1-equivariant diffeomorphism induces the isomorphism
⊕vH
mid
S1 (Mζ0 (v)) ≃ ⊕vH
mid
S1 (Mζ∞(v)).
The quiver variety Mζ∞(v) is isomorphic to the Hilbert scheme and we have
the isomorphism
⊕vφ
∗
v
: ⊕v H
mid
S1 (Mζ∞(v)) ≃ CQ⊗
(
⊕nH
mid
S1 (M
[n])
)
.
The sˆll-action on ⊕vHmidS1 (Mζ0(v)) is given in 5.3.1 Apply the Frenkel-Kac
construction for the Hl−1-action on ⊕nHmidS1 (M
[n]) given in 5.4.1, then we have
the sˆll-action on CQ ⊗
(
⊕nHmidS1 (M
[n])
)
.
Theorem. The composition of the two isomorphism
⊕vH
mid
S1 (Mζ0(v)) ≃ ⊕vH
mid
S1 (Mζ∞(v)) ≃ CQ⊗
(
⊕nH
mid
S1 (M
[n])
)
.
intertwines the sˆll-actions.
Proof. This follows from Theorem 3.3.2, Theorem 4.5, Theorem 5.3.4 and Propo-
sition 5.4.2. 
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6 Representations on ordinary cohomologies
6.1 Representations on ordinary cohomologies
The constructions of representations of the affine Lie algebra and the Heisenberg
algebra on the equivariant cohomology groups in 5.3.1 and 5.4.1 can be applied
to the ordinary cohomology groups too.
Theorem. ([Nak98]) The affine Lie algebra sˆll acts on ⊕vHmid(Mζ0 (v)), and
this is a level-1 integrable highest weight representation.
Theorem. ([Nak97]) The Heisenberg algebra Hl−1 acts on ⊕nHmid(Mζ0(nδ)),
and this is the Fock space representation.
6.2 Main theorem for ordinary cohomologies
As the case of equivariant cohomology groups in §5.5, we have the canonical iso-
morphisms of ordinary cohomology groups and the sˆll-actions on⊕vHmid(Mζ0(v))
and CQ⊗
(
⊕nH
mid(M [n])
)
.
Theorem. The composition of the two isomorphisms
⊕vH
mid(Mζ0(v)) ≃ ⊕vH
mid(Mζ∞(v)) ≃ CQ⊗
(
⊕nH
mid(M [n])
)
.
intertwines the sˆll-actions.
Proof. Note that the forgetful map is compatible with the actions and the iso-
morphisms. Then the claim follows from Corollary 5.2.2 and Theorem 5.5. 
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