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P-FUNCTOR VERSIONS OF THE NAKAJIMA OPERATORS
ANDREAS KRUG
Abstract. For a smooth quasi-projective surface X we construct a series of Pn−1-functors
Hℓ,n : D
b(X ×X [ℓ])→ Db(X [n+ℓ]) for n > ℓ and n > 1 using the derived McKay correspon-
dence. They can be considered as analogues of the Nakajima operators. The functors also
restrict to Pn−1-functors on the generalised Kummer varieties. We also study the induced
autoequivalences and obtain, for example, a universal braid relation in the groups of derived
autoequivalences of Hilbert squares of K3 surfaces and Kummer fourfolds.
1. Introduction
A central result in the theory of Hilbert schemes of points on surfaces is the identification
of their cohomology with the Fock space representation of the Heisenberg algebra by means
of the Nakajima operators qℓ,n : H
∗(X ×X [ℓ],Q) → H∗(X [n+ℓ],Q); see [Nak97] and [Gro96].
They are induced by the correspondences
X [ℓ] ×X ×X [n+ℓ] ⊃ Zℓ,n := {([ξ], x, [ξ′]) | ξ ⊂ ξ′ , ξ and ξ′ only differ in x} .(1)
More recently, autoequivalences of the (bounded) derived categories Db(X [n]) of the Hilbert
schemes were intensively studied; see [Plo07], [Add11], [PS12], [Mea12], [Kru13], [CLS14],
[KS14]. In particular, Addington [Add11] defined the notion of a Pn-functor as a Fourier–
Mukai transform F : Db(M) → Db(N) between derived categories of varieties with right-
adjoint FR : Db(N)→ Db(M) and the main property that
FRF ∼= id⊕D ⊕D2 ⊕ · · · ⊕Dn
for some autoequivalence D : Db(M)→ Db(M) which is then called the P-cotwist of F . Every
Pn-functor F gives an induced P-twist PF : D
b(N)→ Db(N) which is an autoequivalence.
The main example in [Add11] is the Pn−1-functor Fn = FMIΞ : D
b(X)→ Db(X [n]) given by
the Fourier–Mukai transform along the ideal sheaf of the universal family Ξ ⊂ X×X [n] forX a
K3 surface and n ≥ 2. Similarly, for X = A an abelian surface and Ξˆ ⊂ A×KnA the universal
family of the generalised Kummer variety KnA ⊂ A
[n+1] the functor Fˆn = FMI
Ξˆ
: Db(A) →
Db(KnA) is a P
n−1-functor for n ≥ 2 and a P1-functor for n = 1; see [Mea12] and [KM14].
We will refer to these examples of P-functors as the universal ideal functors.
An important tool for the investigation of the derived categories of the Hilbert schemes of
points on surfaces is the Bridgeland–King–Reid–Haiman equivalence (also known as derived
McKay correspondence; see [BKR01] and [Hai01])
Φ = Φn : D
b(X [n])
∼=
−→ DbSn(X
n) .
This provides an identification of Db(X [n]) with the derived category of equivariant coherent
sheaves on the product Xn, i.e. of coherent sheaves equipped with a linearisation by the
symmetric group Sn.
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In [Kru13] it was shown that for every smooth surface X and n ≥ 2 there is a Pn−1-functor
H0,n := H : D
b(X) → DbSn(X
n) given by the composition Db(X)
triv
−−→ DbSn(X)
δ∗−→ DbSn(X
n)
where the first functor equips every object with the trivial Sn-linearisation and the second is
the push-forward along the embedding of the small diagonal. Its P-cotwist is S−1X := ( ) ⊗
ω−1X [−2]. The FM kernel of H is given by OD with X
∼= D = {x = x1 = · · · = xn} ⊂ X×X
n.
Under the BKRH equivalence, this functor corresponds to a Pn-functor Φ−1 ◦H : Db(X) →
Db(X [n]) whose kernel is supported on Z0,n =
{
(x, [ξ′]) | supp(ξ′) = {x}
}
. Thus, one can
regard H = H0,n as a lift of the Nakajima operator q0,n : H
∗(X,Q)→ H∗(X [n],Q).
1.1. Main results. The question is whether the other Nakajima operators also have ana-
logues in the form of Pn−1-functors
Hℓ,n : D
b
Sℓ
(X ×Xℓ) ∼= Db(X ×X [ℓ])→ Db(X [n+ℓ]) ∼= DbSn+ℓ(X
n+ℓ) .
A first natural guess for a generalisation of H0,n would be the functor
H0ℓ,n : D
b
Sℓ
(X ×Xℓ)
triv
−−→ DbSn×Sℓ(X ×X
ℓ)
δ[n]∗
−−−→ DbSn×Sℓ(X
n ×Xℓ)
Inf
−→ DbSn+ℓ(X
n+ℓ) ;(2)
see Section 2.1 for details on the inflation functor Inf and its adjoint Res. Here, for J ⊂
[n+ ℓ] = {1, . . . , n+ ℓ} of cardinality |J | = n the morphism δJ denotes the closed embedding
of the partial diagonal
X ×Xℓ ∼= ∆J =
{
(y1, . . . , yn+ℓ) | ya = yb for all a, b ∈ J
}
⊂ Xn+ℓ .
The functor is given on objects by
H0ℓ,n(E) =
⊕
J⊂[n+ℓ] , |J |=n
δJ∗E for E ∈ D
b
Sℓ
(X ×Xℓ) .(3)
The first part of the composition (2) namely δ[n]∗ ◦ triv can be rewritten as H0,n⊠ idXℓ . Since
H0,n is a P
n−1-functor so is δ[n]∗ ◦ triv and
(δ[n]∗ ◦ triv)
R(δ[n]∗ ◦ triv) ∼= S¯
−[0,n−1]
X := id⊕S¯
−1
X ⊕ · · · ⊕ S¯
−(n−1)
X
where we write S¯X := ( ) ⊗ (ωX ⊠ OXℓ)[2] even in the case that X is not projective. But
for the computation of H0Rℓ,n ◦Hℓ,n also the other summands of (3) besides δ[n]∗E have to be
taken into account which yields
H0Rℓ,nH
0
ℓ,n(E)
∼= S¯
−[0,n−1]
X (E)⊕
(
terms supported on partial diagonals of X ×Xℓ
)
.(4)
The approach is to adapt H0ℓ,n slightly in order to erase the error term in (4). We succeed in
doing so by replacing H0ℓ,n by a complex of functors
Hℓ,n :=
(
0→ H0ℓ,n → H
1
ℓ,n → · · · → H
ℓ
ℓ,n → 0) .
More concretely, this means the following. First, we actually have to consider the functor
H0ℓ,n := Inf ◦δ[n]∗ ◦ Man ◦ triv instead. That means that the definition differs from (2) by
Man := ( )⊗Can : D
b
Sn×Sℓ
(X×Xℓ)→ Db
Sn×Sℓ
(X×Xℓ), where the alternating representation
an is the non-trivial character of Sn. The kernel of the FM transform H
0
ℓ,n is then given by
P0ℓ,n =
⊕
J⊂[n+ℓ] , |J |=n
ΓδJ ⊗ aJ ∈ D
b
Sℓ×Sn+ℓ
(X ×Xℓ ×Xn+ℓ) .
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In Section 2.4 we construct a complex
Pℓ,n = (0→ P
0
ℓ,n → · · · → P
ℓ
ℓ,n → 0)
whose terms Piℓ,n are given by direct sums of structure sheaves of certain subvarieties of the
graphs ΓδJ . Then we set Hℓ,n = FMPℓ,n . The definition of Pℓ,n ∈ D
b
Sℓ×Sn+ℓ
(X ×Xℓ ×Xn+ℓ)
makes sense if X is a variety of arbitrary dimension and our first result is
Proposition A. Let X = C be a smooth curve and n > max{ℓ, 1}.
(i) We have HRℓ,n ◦Hℓ,n = id which means that Hℓ,n is fully faithful.
(ii) Let ℓ′, n′ be positive integers such that n′+ℓ′ = n+ℓ and ℓ′ > ℓ. Then HRℓ′,n′◦Hℓ,n = 0.
Corollary B. Let m ≥ 2. For m even we set r = m2 − 1 and for m odd we set r =
m−1
2 . For
every smooth curve C there is a semi-orthogonal decomposition
DbSm(C
m) = 〈A0,m,A1,m−1, . . . ,Ar,m−r,B〉
where Aℓ,m−ℓ = Hℓ,m−ℓ(D
b
Sℓ
(C ×Cℓ)).
Note that for C = E an elliptic curve the canonical bundle of the product Em is trivial.
But as a Sn-bundle it is given by OEn ⊗ an which means that the canonical bundle of the
quotient stack [En/Sn] is non-trivial. Otherwise, D
b([Em/Sm]) ∼= D
b
Sm
(Em) could not allow
a non-trivial semi-orthogonal decomposition.
We will see in Section 5.8 that the fully faithful functorsHℓ,m−ℓ also induce autoequivalences
of Db
Sm
(Cm). Nevertheless, the case of most interest is that of a smooth quasi-projective
surface due to the BKRH equivalence. So Proposition A can be regarded as a warm-up for
Theorem C. Let X be a smooth surface and n > max{ℓ, 1}. Then Hℓ,n is a P
n−1-functor
with P-cotwist S¯X . In particular, H
R
ℓ,n ◦Hℓ,n
∼= S¯
−[0,n−1]
X .
In the case that X = A is an abelian variety, there is also the following variant of the above
construction. For m ≥ 2 we consider the subvariety
Am−1 ∼= Nm−1A :=
{
(a1, . . . , am) | a1 + · · ·+ am = 0
}
⊂ Am .
It is invariant under the Sm-action on A
m and we call the quotient stack [Nm−1A/Sm] the
generalised Kummer stack. The reason for the name is that in the case that A is an abelian
surface there is a variant of the BKRH equivalence as an equivalence
Φˆ : Db(Km−1A)
∼=
−→ DbSm(Nm−1A)
∼= Db([Nm−1A/Sm])
with the derived category of the generalised Kummer variety; see [Nam02] or [Mea12]. We
also consider the Sℓ-invariant subvariety
Mℓ,n :=
{
(a, a1, . . . , aℓ) | n · a+ a1 + · · · + aℓ = 0
}
⊂ A×Aℓ .
Then for all n ≥ 2 the functor Hℓ,n : D
b
Sℓ
(A × Aℓ) → Db
Sn+ℓ
(An+ℓ) restricts to a functor
Hˆℓ,n : D
b
Sℓ
(Mℓ,nA)→ D
b
Sn+ℓ
(Nn+ℓ−1A); see Section 4.12 for details.
For ℓ = 0 we have M0,nA = An ⊂ A where An denotes the set of n-torsion points.
The functor Hˆ0,n is given by sending the skyscraper sheaf C(a) of a ∈ An to the object
C(a, . . . , a) ⊗ an ∈ D
b
Sn
(Nn−1A). As shown in [Kru13], for A an abelian surface the objects
C(a, . . . , a) ⊗ an are P
n−1-objects in the sense of [HT06]. Similarly, for A = E an elliptic
curve they are exceptional.
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In contrast, for ℓ ≥ 1 we have a (not Sℓ-equivariant) isomorphism Mℓ,nA ∼= A
ℓ so that the
domain category of the functor Hˆℓ,n is indecomposable.
Proposition A’. Let A = E be an elliptic curve and n > max{ℓ, 1}.
(i) We have HˆRℓ,n ◦ Hˆℓ,n = id which means that Hˆℓ,n is fully faithful.
(ii) Let ℓ′, n′ be positive integers such that n′+ℓ′ = n+ℓ and ℓ′ > ℓ. Then HˆRℓ′,n′◦Hˆℓ,n = 0.
Corollary B’. For every elliptic curve E there is a semi-orthogonal decomposition
DbSm(Nm−1E) = 〈C(a, . . . , a)⊗ an | a ∈ Am , Aˆ1,m−1, . . . , Aˆr,m−r, Bˆ〉
where Aˆℓ,m−ℓ = Hˆℓ,m−ℓ(D
b
Sℓ
(Mℓ,m−ℓA)).
Theorem C’. Let A be an abelian surface and n > max{ℓ, 1}. Then Hˆℓ,n is a P
n−1-functor
with P-cotwist [−2]. In particular, HRℓ,n ◦Hℓ,n
∼= id⊕[−2]⊕ · · · ⊕ [−2(n− 1)].
1.2. Structure of the proof. The approach is to compute the compositions H iRℓ,n ◦H
j
ℓ,n in
order to deduce formulae for HRℓ,n ◦H
j
ℓ,n and finally for H
R
ℓ,n ◦Hℓ,n.
The general proof may appear complicated due to the sheer number of direct summands
occurring. We try to provide intuition by performing some calculations of the functor com-
positions for ℓ = 1, 2 in Sections 3.6 – 3.9. However, we will not determine the induced maps
between the H iRℓ,nH
j
ℓ,n in these subsections so that the arguments for the final computations
of HRℓ,nHℓ,n will be a bit vague as explained in Section 3.4.
In Section 4 we give rigorous proofs for general ℓ and n by doing the computations on the
level of the FM kernels.
For m ≥ 2 let ̺m be the standard representation of the symmetric group Sm. One can
say that the reason for the different behaviour of Hℓ,n in the curve and in the surface case
lies in the difference of the Sm-representations ∧
i̺m and ∧
i(̺⊕2m ); compare Lemma 3.8. The
former is always an irreducible representation while the latter has a one-dimensional subspace
of invariants for 0 ≤ i ≤ 2(m − 1) even. For d ≥ 3 the subspace of invariants of ∧i(̺⊕d) is
in general higher-dimensional which explains that the shape of HRℓ,n ◦Hℓ,n is not that nice if
dimX ≥ 3; see Remark 3.9.
1.3. Similarities to the Nakajima operators. LetX be a smooth quasi-projective surface.
In order to justify the title of our paper, we will explain some similarities between the Pn−1-
functors Hℓ,n and the Nakajima operators qℓ,n.
As indicated above, the Pn−1-functors Hℓ,n correspond under the BKRH equivalence to
Pn−1 functors Φ−1n+ℓ ◦Hℓ,n ◦ (id⊠Φℓ) : D
b(X ×X [ℓ]) → Db(X [n+ℓ]) which we will often again
denote by Hℓ,n. The FM kernel of the BKRH equivalence Φm is the structure sheaf OImX of
the isospectral Hilbert scheme
ImX =
{
([ξ], x1, . . . , xm) | µ([ξ]) = x1 + · · ·+ xm
}
⊂ X [m] ×Xm
where µ : X [n] → SmX = Xm/Sm denotes the Hilbert–Chow morphism and points in the
symmetric product are written as formal sums. One can deduce that the FM kernel of
Φ−1n+ℓ◦Hℓ,n◦(id⊠Φℓ) is supported on Z
ℓ,n, the correspondence defining the Nakajima operator
qℓ,n. Clearly, it would be desirable to have a more concrete description of the FM kernel but
for the time being we are unable to provide one.
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In the case that X is projective with trivial canonical bundle ωX ∼= OX , the functors
Hℓ,n also fulfil some of the Heisenberg relations on the level of the Grothendieck groups. For
α ∈ H∗(X,Q) there is by the Ku¨nneth formula the map
iα : H
∗(X [ℓ],Q)→ H∗(X ×X [ℓ],Q) ∼= H∗(X,Q) ⊗H∗(X [ℓ],Q) , iα(β) = α⊗ β .
The operators qℓ,n(α) := qℓ,n ◦ iα : H
∗(X [ℓ],Q) → H∗(X [n+ℓ],Q) are again called Nakajima
operators. Furthermore, qℓ,−n(α) : H
∗(X [n+ℓ],Q) → H∗(X [ℓ],Q) is defined as the adjoint of
qℓ,n(α) with respect to the intersection pairing. One usually considers all of these operators
for varying values of ℓ together as operators on H := ⊕ℓ≥0H
∗(X [ℓ],Q) by setting
qn(α) := ⊕ℓ qℓ,n(α) : ⊕ℓ H
∗(X [ℓ],Q)→ ⊕ℓH
∗(X [n+ℓ],Q) ,
q−n(α) := ⊕ℓ qℓ,−n(α) : ⊕ℓ H
∗(X [n+ℓ],Q)→ ⊕ℓH
∗(X [ℓ],Q) .
Then as shown in [Nak97] the commutator relations between these operators are given by
[qn(α), qn′(β)] = n · δn,−n′〈α, β〉 · idH .(5)
Taking n = −n′ and considering the degree ℓ piece of formula (5) for ℓ < n we get
qℓ,−n(α) ◦ qℓ,n(β) = n · 〈α, β〉 · id : H
∗(X [ℓ],Q)→ H∗(X [ℓ],Q) .(6)
Let X
q
←− X ×X [ℓ]
p
−→ X [ℓ] be the projections. Now, for E ∈ Db(X) we consider the functor
IE := q
∗E ⊗ p∗( ) : Db(X [ℓ])→ Db(X ×X [ℓ]) , IE(F ) = E ⊠ F .
Its right adjoint is IRE = p∗(q
∗E∨⊗( )). We set Hℓ,n(E) := Hℓ,n◦IE : D
b(X [ℓ])→ Db(X [n+ℓ]).
For E,F ∈ Db(X) we get by Theorem C in the case that ωX is trivial
Hℓ,n(E)
R ◦Hℓ,n(F ) ∼= I
R
E ◦H
R
ℓ,n ◦Hℓ,n ◦ IF
∼= IRE ◦ IF ([0]⊕ [−2]⊕ · · · ⊕ [−2(n − 1)])
∼= ( )⊗C Ext
∗(E,F )([0] ⊕ [−2]⊕ · · · ⊕ [−2(n− 1)]) .
On the level of the Grothendieck group this gives
Hℓ,n(E)
R ◦Hℓ,n(F ) = n · χ(E,F ) · id : K(X
[ℓ])→ K(X [ℓ])(7)
which fits nicely with (6). However, as we will see in Section 3.8, not all the compositions
Hℓ,n(E)
R ◦Hℓ′,n′(F ) with n 6= n
′ fit that well with (5). Thus, it seems like the collection of
the Hℓ,n does not give rise to a categorified action of the Heisenberg algebra.
In [CL12] such a categorified action was constructed in the case that X is a minimal
resolution of a Kleinian singularity. In Section 5.2 we will compare the construction of [CL12]
to ours.
1.4. The induced autoequivalences. In the Sections 5.3 – 5.6 we study the autoequiv-
alences of the derived categories of Hilbert schemes of points on surfaces and generalised
Kummer varieties induced by the P-functors of the Theorems C and C’, to which we will
refer as the Nakajima P-functors. We will see that the twists are rather independent from
each other and from the subgroup of standard autoequivalences; see Proposition 5.4 and (54).
For X a K3 surface, the universal ideal P-functor can be truncated in a certain way to give
another P-functor Db(X)→ Db(X [n]); see [KS14, Section 5]. The existence of these truncated
universal ideal functors is in some sense explained by the Nakajima functors; see Section 5.5.
In Section 5.6 we show the existence of a universal braid relation in the groups of derived
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autoequivalences of Hilbert squares of K3 surfaces and Kummer fourfolds. In the final Sec-
tion 5.9 we make a conjecture about certain cases in which we expect the twists along the
Nakajima P-functors to generate the full group of derived autoequivalences and give an idea
which kind of autoequivalences might still wait to be constructed.
Convention. We will work over the complex numbers throughout though many parts remain
true over more general ground fields.
Acknowledgements. The author thanks Nicolas Addington, Will Donovan, Daniel Huy-
brechts, Ciaran Meachan, David Ploog, and Pawel Sosna for helpful comments and discus-
sions. This work was supported by the SFB/TR 45 of the DFG (German Research Founda-
tion).
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2. Definition of the functors
2.1. Equivariant Fourier–Mukai transforms. For details on equivariant derived cate-
gories and Fourier–Mukai transforms we refer to [BKR01, Section 4] and [Plo07]. Let G be a
finite group acting on a varietyM . Then we denote by DbG(M) := D
b(CohG(M)) the bounded
derived category of the category CohG(M) of coherent G-equivariant sheaves. Let U ⊂ G
be a subgroup. Then there is the forgetful or restriction functor ResUG : D
b
G(M) → D
b
U (M).
It has the inflation functor InfGU : D
b
U (M) → D
b
G(M) as a left and right adjoint. This func-
tor is given by InfGU (E) = ⊕[g]∈U\Gg
∗E with the G-linearisation given as a combination of
the U -linearisation of E and the permutation of the direct summands. In the following we
will often simply write Res and Inf for these functors when the groups G and U should be
clear from the context. In the case that G acts trivially on M there is also the functor
triv : Db(M) → DbG(M) which equips every object with the trivial G-linearisation. Its left
and right adjoint is given by the functor of invariants ( )G : DbG(M)→ D
b(M).
Let G′ be a second finite group acting on M ′. Then every object P ∈ DbG×G′(M ×M
′)
induces the equivariant Fourier–Mukai transform
FMP :=
[
prM ′∗
(
pr∗M ( )⊗ P)
]G×1
: DbG(M)→ D
b
G′(M
′) .
For example, in the case thatM =M ′ and G acts trivially, the functor triv : Db(M)→ DbG(M)
is the FM transform along O∆ ∈ D
b
1×G(M ×M) and ( )
G : DbG(M) → D
b(M) is the FM
transform along O∆ ∈ D
b
G×1(M ×M). Note that, for an arbitrary action of G on M , the
sheaf O∆ onM×M has a canonical G∆-linearisation where G ∼= G∆ = {(g, g)} ⊂ G×G. The
identity functor id : DbG(M) → D
b
G(M) is the FM transform along Inf
G×G
G∆
O∆ ∼= ⊕g∈GOΓg
where Γg denotes the graph of the action g : X → X. More generally, for E ∈ D
b
G(M) the
tensor product functor ( )⊗ E : Db(M)→ Db(M) is given by InfG×GG∆ δ∗E
∼= ⊕g∈G(1 × g)∗E
where δ = (1 × 1): M → M ×M is the diagonal embedding. The restriction ResUG and the
inflation InfGU are also FM transforms with kernels Inf
G×U
U∆
O∆ and Inf
U×G
U∆
O∆, respectively.
IfG′′ is a third finite group acting onM ′′ andQ ∈ DbG′×G′′(M
′×M ′′), we have FMQ ◦FMP =
FMQ⋆P , where
Q ⋆ P =
[
prM×M ′∗
(
pr∗M ′×M ′′ Q⊗ pr
∗
M×M ′ P
)]1×G′×1
∈ DbG×G′′(M ×M
′′)(8)
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is the equivariant convolution product.
2.2. P-functors. Let G and H be finite groups acting on varieties M and N . Following
[Add11], a Pn-functor is an (equivariant) FM transform F : DbG(M) → D
b
H(N) with right
and left adjoints FR, FL : DbH(N)→ D
b
G(M) such that
(i) There is an autoequivalence DF = D of D
b
G(M), called the P-cotwist of F , such that
FR ◦ F ≃ id⊕D ⊕D2 ⊕ · · · ⊕Dn.
(ii) Let ε : F ◦ FR → id be the counit of the adjunction. The map
D ◦ FR ◦ F →֒ FR ◦ F ◦ FR ◦ F
FRεF
−−−−→ FR ◦ F ,
when written in the components
D ⊕D2 ⊕ · · · ⊕Dn ⊕Dn+1 → id⊕D ⊕D2 ⊕ · · · ⊕Dn,
is of the form 

∗ ∗ · · · ∗ ∗
1 ∗ · · · ∗ ∗
0 1 · · · ∗ ∗
...
...
. . .
...
...
0 0 · · · 1 ∗

 .
(iii) FR ≃ Dn ◦ FL. If DbG(M) as well as D
b
H(N) have Serre functors, this is equivalent
to SN ◦ F ◦D
n ∼= F ◦ SM .
A P1-functor is the same as a split spherical functor. A general spherical functor is a FM
transform F such that C := cone(id
η
−→ FR ◦F ) is an autoequivalence and FR ∼= C ◦FL. Here
η is the unit of the adjunction. The cone is well defined as a FM transform, since the natural
transform η is induced by a morphism between the FM kernels; see [AL12]. This is the reason
that we restrict ourself in the definition of spherical and P-functors to functors between derived
categories of coherent sheaves. More generally, one can work with dg-enhanced triangulated
categories; see [AL13].
2.3. Notations and conventions.
(i) For E a complex we denote its q-th cohomology by Hq(E). Furthermore, we set
H∗(E) := ⊕i∈ZH
i(E)[−i].
(ii) For L a G-equivariant line bundle on a variety M we denote the tensor product
functor by ML := ( )⊗L : D
b
G(M)→ D
b
G(M). If we write OM as a G-sheaf we mean
the structural sheaf equipped with its canonical linearisation.
(iii) The alternating representation an of the symmetric group Sn is the one-dimensional
representation on which σ ∈ Sn acts by multiplication by sgn(σ). If Sn acts on a
variety M , we set Man := MOM⊗Can : D
b
Sn
(M)→ DbSn(M).
(iv) For u ≤ v positive integers, we use the notations [u, v] := {u, u + 1, . . . , v} ⊂ N and
[v] := [1, v] = {1, . . . , v} ⊂ N.
(v) We set [0] := ∅.
(vi) For A,B ⊂ N two finite subsets of the same cardinality |A| = |B| we let e : A → B
denote the unique strictly increasing bijection.
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2.4. The Fourier–Mukai kernel. Let X be a smooth variety of arbitrary dimension d =
dimX. In the following we will construct the functors Hℓ,n : D
b
Sℓ
(X ×Xℓ) → DbSn+ℓ(X
n+ℓ)
for n, ℓ ∈ N with n ≥ 2. We will consider ℓ and n as fixed and mostly omit them in the
notations. For i = 1, . . . , ℓ we set
Index(i) :=
{
(I, J, µ) | I ⊂ [ℓ], |I| = i, J ⊂ [n+ ℓ], |J | = n+ i, µ : I¯ → J¯ bijection
}
where I¯ := [ℓ] \ I and J¯ := [n + ℓ] \ J denote the complements of I and J , respectively. For
(I, J, µ) ∈ Index(i) we consider the subvariety ΓI,J,µ ⊂ X ×X
ℓ ×Xn+ℓ given by
ΓI,J,µ :=
{
(x, x1, . . . , xℓ, y1, . . . , yn+ℓ) | x = xa = yb ∀ a ∈ I , b ∈ J and xc = yµ(c) ∀ c ∈ I¯
}
.
This subvariety is invariant under the action of the subgroup
SI ×SI¯ ,µ ×SJ := {(σ, τ) | σ(I) = I , σ(J) = J , (µ ◦ σ)|I¯ = (τ ◦ µ)|I¯} ⊂ Sℓ ×Sn+ℓ
and thus OI,J,µ carries a canonical linearisation by this subgroup. Note that there is the
isomorphism of groups SI ×SI¯ ,µ ×SJ
∼= Si ×Sℓ−i ×Sn+i given by (σ, τ) 7→ (σ|I , σ|I¯ , τ|J).
Let aJ denote the one-dimensional representation of SI × SI¯ ,µ × SJ on which the factor
SJ = {σ = id} acts by multiplication by the sign of the permutations and the other factor
SI ×SI¯ ,µ = {τ|J = idJ} acts trivially. We set P(I, J, µ) := OI,J,µ ⊗ aJ and
Pi := Inf
Sℓ×Sn+ℓ
S[i]×S[i+1,ℓ],e×S[n+i]
P([i], [n+i], e) =
⊕
Index(i)
P(I, J, µ) ∈ CohSℓ×Sn+ℓ(X×X
ℓ×Xn+ℓ) .
For c ∈ I¯ we have ΓI∪{c},J∪{µ(c)},µ|I¯\{c} ⊂ ΓI,J,µ. This allows us to define a differential
di : Pi → Pi by letting the component P(I, J, µ) → P(I ∪{c}, J ∪{µ(c)}, µ|I¯\{c}) be εJ,µ(c) :=
(−1)#{b∈J |b<µ(c)} times the map given by restriction of sections and setting all components
which are not of this form to be zero. The resulting Sℓ ×Sn+ℓ-equivariant complex
Pℓ,n := P := (0→ P
0 → · · · → Pℓ → 0) ∈ DbSℓ×Sn+ℓ(X
n+ℓ)
is the Fourier–Mukai kernel of our functor Hℓ,n, that means
Hℓ,n := FMPℓ,n : D
b
Sℓ
(X ×Xℓ)→ DbSn+ℓ(X
n+ℓ) .
2.5. Adjoint kernels. Even though we do not assume that X is projective, since X×Xℓ and
Xn+ℓ are smooth and suppP = suppP0 is projective over X ×Xℓ as well as over Xn+ℓ, the
functor Hℓ,n has right and left adjoints H
R
ℓ,n,H
L
ℓ,n : D
b
Sn+ℓ
(Xn+ℓ) → Db
Sℓ
(X ×Xℓ) mapping
to the bounded derived category. Their FM kernels are given by
PR = P∨ ⊗ (ωX×Xℓ ⊠OXn+ℓ)[(ℓ+ 1)d] , P
L = P∨ ⊗ (OX×Xℓ ⊠ ωXn+ℓ)[(n + ℓ)d] ;(9)
see e.g. [Kuz06, Section 2.1].
Using this, we can go ahead and show that for X a smooth surface the functor Hℓ,n
satisfies condition (iii) of a Pn−1-functor with cotwist S¯−1X := ( )⊗ (ω
−1
X ⊠OXℓ)[−2], i.e. that
HRℓ,n
∼= S¯
−(n−1)
X ◦H
L
ℓ,n. By (9) this amounts to the invariance of P
∨ under tensor product by
ωnX ⊠ ωXℓ ⊠ ω
−1
Xn+ℓ
. This follows from the fact that
(ωnX ⊠ ωXℓ ⊠ ω
−1
Xn+ℓ
)|ΓI,J,µ
∼= OI,J,µ for all 0 ≤ i ≤ ℓ and (I, J, µ) ∈ Index(i).
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2.6. Description of the functor. For I ⊂ [ℓ] and J ⊂ [n + ℓ] with |I| = i and |J | = n + i
there are the partial diagonals
X ×Xℓ ⊃ DI := {(x, x1, . . . , xℓ) | x = xa ∀ a ∈ I} ∼= X ×X
ℓ−i ,
Xn+ℓ ⊃ ∆J := {(y1, . . . , yn+ℓ) | ya = yb ∀ a, b ∈ J} ∼= X ×X
ℓ−i ,
and we denote the closed embeddings by ιI : X×X
ℓ−i → X×Xℓ and δJ : X×X
ℓ−i → Xn+ℓ.
We set ι[0] = ι∅ := id : X×X
ℓ → X×Xℓ. The functor H i := H iℓ,n := FMPi is the composition
DbSℓ(X ×X
ℓ)
Res
−−→ DbSi×Sℓ−i(X ×X
ℓ)
ι∗
[i]
−→ DbSi×Sℓ−i(X ×X
ℓ−i)(10)
( )Si
−−−→ DbSℓ−i(X ×X
ℓ−i)
triv
−−→ DbSn+i×Sℓ−i(X ×X
ℓ−i)
Man+i
−−−−→ DbSn+i×Sℓ−i(X ×X
ℓ−i)
δ[n+i]∗
−−−−→ DbSn+i×Sℓ−i(X
n+i ×Xℓ−i)
Inf
−→ DbSn+ℓ(X
n+ℓ) .
For i = 0 this reduces to
DbSℓ(X ×X
ℓ)
triv
−−→ DbSn×Sℓ(X ×X
ℓ)
Man−−−→ DbSn×Sℓ(X ×X
ℓ)(11)
δ[n]∗
−−−→ DbSn×Sℓ(X
n ×Xℓ)
Inf
−→ DbSn+ℓ(X
n+ℓ) .
Note that (11) differs by the tensor product Man with the alternating representation from the
suggestion (2) from the introduction. Using slightly shortened notation, the functor H i is on
the level of objects given by
H i : E 7→
⊕
J⊂[n+ℓ] ,#J=n+i
δJ∗
(
aJ ⊗ ι
∗
[i](E)
S[i]
)
.(12)
The right-adjoint H iR : Db
Sn+ℓ
(Xn+ℓ)→ Db
Sℓ
(Xℓ) is given by the composition
DbSℓ(X ×X
ℓ)
Inf
←− DbSi×Sℓ−i(X ×X
ℓ)
ι[i]∗
←−− DbSi×Sℓ−i(X ×X
ℓ)(13)
triv
←−− DbSℓ−i(X ×X
ℓ−i)
( )Sn+i
←−−−−− DbSn+i×Sℓ−i(X ×X
ℓ−i)
Man+i
←−−−− DbSn+i×Sℓ−i(X ×X
ℓ−i)
δ!
[n+i]
←−−− DbSn+i×Sℓ−i(X
n+i ×Xℓ−i)
Res
←−− DbSn+ℓ(X
n+ℓ) .
which means on the level of objects F ∈ Db
Sn+ℓ
(Xn+ℓ) that
H iR : F 7→
⊕
I⊂[ℓ] ,#I=i
ιI∗(a[n+i] ⊗ δ
!
[n+i]F )
S[n+i] .(14)
3. Techniques and examples
3.1. Derived intersections. Given a vector bundle E of rank c on a variety Z we write
∧∗E := ⊕ci=0 ∧
i E[−i] and ∧−∗E := ⊕ci=0 ∧
i E[i] as objects in Db(Z).
Theorem 3.1 ([AC12]). Let ι : Z →֒ M be a regular embedding of codimension c such that
the normal bundle sequence 0→ TZ → TM |Z → Nι → 0 splits. Then there is an isomorphism
ι∗ι∗( ) ≃ ( )⊗ ∧
−∗N∨ι
of endofunctors of Db(Z).
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Recall that the right-adjoint of ι∗ is given by ι
! = Mωι ◦ι
∗[− codim ι] where ωι = ∧
codim ιNι;
see [Har66, Corollary III 7.3]. We have ∧−∗N∨ι ⊗ ωι[− codim ι]
∼= ∧∗Nι.
Corollary 3.2. Under the same assumptions, there is an isomorphism
ι!ι∗( ) ≃ ( )⊗ ∧
∗Nι
In particular the derived self-intersection ι∗ι∗OZ of Z in M is given by ι
∗ι∗OZ = ∧
−∗N∨ι .
Similar results for derived intersections, i.e. for ι∗2ι1∗OZ1 when ι1 : Z1 →M , ι2 : Z2 →M are
two different closed embeddings, are proven in [Gri13]. However, we will always be in the
following situation where Theorem 3.1 is sufficient. Assume that there is the diagram
Z2
ι2
!!❈
❈❈
❈❈
❈❈
❈
r

T = Z1 ∩ Z2
u
99rrrrrrrrrrr
v
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲
W
t // M .
Z1
s
OO
ι1
==④④④④④④④④
(15)
where all the maps are regular closed embeddings, t has a splitting normal bundle sequence,
and the intersection of Z1 and Z2 inside of W is transversal.
Lemma 3.3. Under the above assumptions there is the isomorphism of functors
ι∗2ι1∗( )
∼= u∗(v
∗( )⊗ ∧−∗N∨t|T ) .
In particular, ι∗2(ι1∗OZ1)
∼= u∗(∧
−∗N∨t|T ).
Proof. Indeed, we have
ι∗2ι1∗
∼= r∗t∗t∗s∗
3.1
∼= r∗(s∗( )⊗ ∧
−∗N∨t )
∼= r∗s∗( )⊗ ∧
−∗N∨t|Z2
∼= u∗v
∗( )⊗ ∧−∗N∨t|Z2
∼= u∗(v
∗( )⊗ ∧−∗N∨t|T )
where the prior to last isomorphism is the base change theorem [Kuz06, Corollary 2.27]. 
Corollary 3.4. Under the same assumptions
ι!2ι1∗( )
∼= u∗(v
∗( )⊗ ∧−∗N∨t|T )⊗ ωι2 [− codim ι2]
∼= u∗(v
∗( )⊗∧∗Nt|T ⊗ ωv)[− codim v] .
In particular, ι!2(ι1∗OZ1)
∼= u∗(∧
−∗N∨t|T )⊗ ωι2 [− codim ι2]
∼= u∗(∧
∗Nt|T ⊗ ωv)[− codim v].
Note that by Grothendieck duality ι2∗H
p(ι!2ι1∗OZ1)
∼= Ext
p
OM
(OZ2 ,OZ1).
Remark 3.5. In the above situation consider in addition Z2 ⊂W
′ ⊂W such that w′ : W ′ →
W is a regular embedding and W ′ and Z1 intersect transversally. We set Z
′
1 =W
′ ∩ Z1. We
also consider Z1 ⊂W
′′ ⊂W such that w′′ : W ′′ →W is a regular embedding and W ′′ and Z2
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intersect transversally in Z ′′2 =W
′′ ∩ Z2. So we have the two diagrams of closed embeddings
Z2
id //

Z2
ι2
""❊
❊❊
❊❊
❊❊
❊
r

T
u
>>⑦⑦⑦⑦⑦⑦⑦⑦
v′ ❄
❄❄
❄❄
❄❄
❄ W
′ w
′
// W
t // M ,
Z ′1
z′ //
OO
Z1
s
OO
ι1
<<③③③③③③③③
Z ′′2
z′′ //

Z2
ι2
!!❇
❇❇
❇❇
❇❇
❇
r

T
u′′
>>⑥⑥⑥⑥⑥⑥⑥⑥
v   ❇
❇❇
❇❇
❇❇
❇ W
′′ w
′′
// W
t // M .
Z1
id //
OO
Z1
s
OO
ι1
==④④④④④④④④
We set ι′1 = ι1◦z
′, t′ = t◦w′, ι′′2 = ι2◦z
′′, and t′′ = t◦w′′. The restriction map ι1∗OZ1 → ι
′
1∗OZ′1
induces for every q = 0, . . . , codim(t) the map
u∗(∧
qN∨t|T )⊗ ωι2
∼= Ext
codim(ι2)−q
OM
(OZ2 ,OZ1)→ Ext
codim(ι2)−q
OM
(OZ2 ,OZ′1)
∼= u∗(∧
qN∨t′|T )⊗ ωι2 .
As one can check locally using the Koszul resolutions this map is given by the q-th wedge
power of the canonical map N∨t|W ′ → N
∨
t′ . Similarly, for q = 0, . . . , codim(t) the induced map
u∗(∧
qNt′′|T ⊗ ωv) ∼= Ext
codim(v)+q
OM
(OZ′′2 ,OZ1)→ Ext
codim(v)+q
OM
(OZ2 ,OZ1)
∼= u∗(∧
qNt|T ⊗ ωv)
is given by the q-th wedge power of the canonical map Nt′′ → Nt|W ′′ .
Remark 3.6. Let G be a finite group acting on M such that all the subvarieties occurring
above are invariant under this action. Then all the normal bundles carry a canonically
induced G-linearisation. All the results of this subsection continue to hold as isomorphisms
in the (derived) categories of G-equivariant sheaves when considering the normal bundles as
G-bundles equipped with the canonical linearisations; compare [LH09, Section 28].
3.2. Invariants of the standard representation. Let I be a finite set of cardinality at
least 2. The standard representation ̺I of the symmetric group SI can be considered either
as the subrepresentation ̺I ⊂ C
I of the regular representation consisting of all vectors whose
components add up to zero or as the quotient ̺I = C
I/C by the one-dimensional subspace
of invariants. For I ⊂ I ′ the first point of view gives a canonical SI -equivariant inclusion
̺I → ̺I′ while the second one gives a canonical SI -equivariant surjection ̺I′ → ̺I . For X
a smooth variety and δn : X → X
n the embedding of the small diagonal there is the Sn-
equivariant isomorphism Nδn
∼= TX ⊗ ̺n; see [Kru13, Section 3]. More generally, for I ⊂ [n]
the normal bundle of the partial diagonal ∆I ∼= X ×X
I¯ is as a SI -bundle given by
NδI
∼= (TX ⊗ ̺I)⊠OX I¯ , N
∨
δI
∼= (ΩX ⊗ ̺I)⊠OX I¯ .(16)
Furthermore, the normal bundle sequence of δI splits since ∆I is the fixed point locus of the
SI -action on X
n; see [AC12, Section 1.20].
Remark 3.7. For I ⊂ I ′ ⊂ [n], the embedding ∆I′ → ∆I induces maps NδI′ → NδI |∆I′ and
N∨δI |δI′
→ N∨δI′
. Under the isomorphisms (16) they are given by the canonical maps ̺I′ → ̺I
and ̺I → ̺I′ , respectively.
For m ≥ 2 and X a smooth variety of dimension d, we set
Λ∗m(X) :=
(m−1)d⊕
i=0
(
∧i(TX ⊗ ̺m)
)Sm
[−i] .(17)
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Lemma 3.8.
Λ∗m(X) =
{
OX [0] for X a curve,
OX [0]⊕ ω
−1
X [−2]⊕ · · · ⊕ ω
−(m−1)
X [−2(m− 1)] for X a surface.
Proof. For the surface case see [Sca09, Lemma B.5] and [Kru13, Corollary 3.5]. Since ∧0(TX⊗
̺m) = OX is equipped with the trivial Sm-action, we only have to show that ∧
i(TX ⊗ ̺m)
has no invariants for i ≥ 1 in the case that X is a curve. For this it is sufficient to consider
the fibres which are given by ∧i̺m. By [FH91, Proposition 2.12] the representations ∧
i̺m
are irreducible. They are non-trivial for i ≥ 1 hence their invariants vanish. 
Remark 3.9. For d = dimX ≥ 3 also vector bundles of higher rank occur as direct summands
of Λ∗m(X). For example, for m = 2 we have
Λ∗2(X)
∼=
⊕
0≤k≤d/2
∧2kTX [−2k] .
Remark 3.10. For I ⊂ [n] of cardinality m := |I| ≥ 2 consider the functor G = δI∗ ◦ triv as
well as GR ◦G, i.e. the composition
DbSI¯ (X×X
I¯)
triv
−−→ DbSI×SI¯ (X×X
I¯)
δI∗−−→ DbSI×SI¯ (X
n)
δ!I−→ DbSI×SI¯ (X×X
I¯)
( )SI
−−−−→ DbSI¯ (X×X
I¯).
Let prX : X × X
I¯ → X be the projection to the first factor. Corollary 3.2 together with
Lemma 3.8 give
GR ◦G ∼= ( )⊗ pr∗X Λ
∗
m(X)
∼=
{
id for X a curve,
S¯
−[0,m−1]
X := id⊕S¯
−1
X ⊕ · · · ⊕ S¯
−(m−1)
X for X a surface.
(18)
Here, S¯X := ( )⊗ (ωX ⊠OX I¯ )[−2] : D
b
Sℓ
(X) → DbSℓ(X) for any (not necessarily projective)
smooth surface.
3.3. The case ℓ = 0. In the special case that I = [n] we have G = Man ◦H0,n and (18) gives
HR0,n ◦H0,n
∼=
{
id for X a curve,
S
−[0,n−1]
X := id⊕S
−1
X ⊕ · · · ⊕ S
−(n−1)
X for X a surface.
This proves the case ℓ = 0 of Proposition A (i) and most of Theorem C (for the proof that
condition (ii) of a Pn−1-functor holds for H0,n in the surface case, see [Kru13, Section 3]).
3.4. The approach for general ℓ. There is the commutative diagram
PℓR ⋆ P //

PℓR ⋆ P0 //

. . . //

PℓR ⋆ Pℓ

... //

... //

. . . //

...

P0R ⋆ P //

P0R ⋆ P0 //

. . . //

P0R ⋆ Pℓ

PR ⋆ P // PR ⋆ P0 // . . . // PR ⋆ Pℓ
(19)
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where the PiR ⋆ P and PR ⋆ Pj are the left and right convolutions of the rows and columns,
respectively. That means in particular that PR ⋆ Pj can be written as a multiple cone
PR ⋆Pj ∼= cone
(
(. . . cone(cone(PℓR ⋆Pj → P(ℓ−1)R ⋆Pj)→ P(ℓ−2)R ⋆Pj)) . . . )→ P0R ⋆Pj
)
;
see e.g. [Kaw04, Section 2] for the notion of convolutions in triangulated categories. The
strategy of the proof of Proposition A and Theorem C that will be given in Section 4 is to
start with the computation of the PiR ⋆Pj , then use the results to compute the PR ⋆Pj , and
finally deduce the desired formulae for PR ⋆ P.
In the following subsections we will do the computation of the PiR ⋆ Pj in the case ℓ = 1
(and some of it for ℓ = 2) on the level of the functors. That means that we will compute
the compositions H iRℓ,n ◦ H
j
ℓ,n. We will see that the undesired terms (compare (4)) are of a
form which give them a good chance to chancel out when passing to HRℓ,n ◦Hℓ,n. But we will
not compute the induced maps H iRℓ,nH
j
ℓ,n → H
iR
ℓ,nH
j+1
ℓ,n and H
iR
ℓ,nH
j
ℓ,n → H
(i−1)R
ℓ,n H
j
ℓ,n. Hence,
we will not see that the terms really chancel until Section 4 where the computations are
performed for general ℓ on the level of the FM kernels.
3.5. Invariants of inflations. For the computation of the invariants we will use the following
principle; compare [Dan01, Lemma 2.2] and [Sca09, Remark 2.4.2]. Let M be a variety and
G a finite group that we consider acting trivially on M . Let E = (E,λ) ∈ DbG(M) such that
E = ⊕IEi in D
b(M) for some finite index set I. Let us assume that there is an action of
G on I such that λg(Ei) = Eg(i) for all i ∈ I. We say that the G-action on I is induced
by the G-linearisation of E. We denote Ei together with the Gi-linearisation (λg|Ei)g∈Gi by
Ei ∈ D
b
Gi
(M) where Gi = StabG(i). The induced action of G on I is transitive if and only if
E ∼= InfGGi Ei for any i ∈ I; see [BL94, Section 8.2]. In that case, for every i ∈ I the projection
E → Ei induces the isomorphism E
G ∼= EGii . The inverse is given by s 7→ ⊕[g]∈G/Giλg(s).
Let the action of G on I be not transitive with i1, . . . , ik being a system of representatives
of the G-orbits. Then E ∼= InfGGi1
E1 ⊕ · · · ⊕ Inf
G
Gik
Ek and
EG = E
Gi1
1 ⊕ · · · ⊕ E
Gik
k .(20)
3.6. The case ℓ = 1. Let ℓ = 1 and n > 1. We set H := H1,n and aim to compute
HR ◦H : Db(X ×X)→ Db(X ×X) using the descriptions (12) and (14) of Hj and H iR. For
E ∈ Db(X ×X) we have
H0RH0(E) ∼=
[
a[n] ⊗ δ
!
[n]
( ⊕
a∈[n+1]
δ[n+1]\{a}∗(E ⊗ a[n+1]\{a})
)]S[n] .
For σ ∈ S[n] the S[n]-linearisation of
⊕
a∈[n+1] δ
!
[n]δ[n+1]\{a}∗(E ⊗ a[n+1]\{a}) maps the sum-
mand δ![n]δ[n+1]\{a}∗(E ⊗ a[n+1]\{a}) to δ
!
[n]δ[n+1]\{σ(a)}(E ⊗ a[n+1]\{σ(a)}). Thus, the induced
action on the index set [n+1] is given by a 7→ σ(a). Hence there are two S[n]-orbits, namely
[n] and {n + 1}. We have StabS[n](n + 1) = S[n] and StabS[n](n) = S[n−1]. As explained in
Section 3.5 it follows that
H0RH0(E) ∼= δ![n]δ[n]∗(E)
S[n] ⊕ δ![n]δ[n−1]∪{n+1}∗(E)
S[n−1] .
The first direct summand equals E ⊗ pr∗1 Λ
∗
n(X) by (18).
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Convention 3.11. For {b} ⊂ [m] a set with one element we set ∆{b} = X
m. Furthermore,
we set Λ∗1(X) = OX [0]. These notations occur in this subsection in the case that n = 2 and
later in the more general case that n = ℓ+ 1.
For the computation of the second summand, consider the commutative diagram of closed
embeddings
∆[n]
δ[n]
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
r

∆[n+1]
u
88qqqqqqqqqqqq
v
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
∆[n−1]
δ[n−1] // Xn+1 .
∆[n−1]∪{n+1}
s
OO
δ[n−1]∪{n+1}
88qqqqqqqqqqqq
It fulfils the properties of diagram (15) which means that ∆[n+1] = ∆[n] ∩∆[n−1]∪{n+1} and
that this intersection is transversal inside ∆[n−1]. This allows us to apply Corollary 3.4 to get
δ![n]δ[n−1]∪{n+1}∗(E)
∼= u∗(v
∗( )⊗ ∧∗Nδ[n−1]|∆[n+1] ⊗ ωv)[− codim v] .(21)
Under the isomorphisms ∆[n+1] ∼= X and ∆[n] ∼= X × X ∼= ∆[n−1]∪{n+1} the embeddings
u and v equal the diagonal embedding ι : X → X × X. Thus, codim v = dimX = d and
ωv ∼= ∧
dNv ∼= ω
−1
X . It follows together with (16) that after taking S[n−1]-invariants in (21)
we get δ![n]δ[n−1]∪{n+1}∗(E)
S[n−1] ∼= ι∗(ι
∗(E)⊗ Λ∗n−1(X)⊗ ω
−1
X )[−d]. In summary,
H0RH0(E) ∼= E ⊗ pr∗1Λ
∗
n(X)⊕ ι∗(ι
∗(E) ⊗ Λ∗n−1(X)⊗ ω
−1
X )[−d].(22)
The computation of the other three functor compositions is easier. Note that δ[n+1] = δ[n] ◦ u
and u! ∼= u∗( )⊗ ω−1X [−d]. Hence,
H0RH1(E) ∼=
[
a[n] ⊗ δ
!
[n]δ[n+1]∗(ι
∗E ⊗ a[n+1])
]S[n] ∼= δ![n]δ[n]∗u∗ι∗(E)S[n](23)
(18)
∼= ι∗
(
ι∗(E)⊗ Λ∗n(X)
)
,
H1RH0(E) ∼= ι∗
[
a[n] ⊗ δ
!
[n+1]
(n+1⊕
a=1
δ[n+1]\{a}∗(E ⊗ a[n+1]\{a})
)]S[n+1](24)
(20)
∼= ι∗δ
!
[n+1]δ[n]∗(E)
S[n]
∼= ι∗u
!δ![n]δ[n]∗ι
∗(E)S[n]
(18)
∼= ι∗
(
ι∗(E)⊗ Λ∗n(X) ⊗ ω
−1
X
)
[−d] ,
H1RH1(E) ∼= ι∗
[
δ![n+1]δ[n+1]∗ι
∗(E)
]S[n+1] (18)∼= ι∗(ι∗(E) ⊗ Λ∗n+1(X)) .(25)
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Let X = C be a smooth curve. By Lemma 3.8 we have Λ∗m(C) = OC [0] for all m ≥ 0.
Plugging this into (22), (23), (24), and (25) we get
H1RH0 −−−−→ H1RH1y y
H0RH0 −−−−→ H0RH1
∼=
ι∗(ι
∗( )⊗ ω−1C )[−1] −−−−→ ι∗ι
∗y y
id⊕ι∗(ι
∗( )⊗ ω−1C )[−1] −−−−→ ι∗ι
∗
(26)
We will see in Section 4.6 that the right-hand vertical map of this diagram as well as the
component ι∗(ι
∗( ) ⊗ ω−1C )[−1] → ι∗(ι
∗( ) ⊗ ω−1C )[−1] of the left-hand vertical map are
isomorphisms. Thus, by taking cones in the diagram (19) enlarging (26) we get HRH0 ∼= id
and HRH1 = 0. Considering the triangle HRH → HRH0 → HRH1 shows HRH = id, i.e.
Proposition A (i) in the case ℓ = 1.
For X a smooth surface we have Λ∗m(X)
∼= S
−[0,m−1]
X . This gives
H1RH0 −−−−→ H1RH1y y
H0RH0 −−−−→ H0RH1
∼=
ι∗S
−[1,n]
X ι
∗ −−−−→ ι∗S
−[0,n]
X ι
∗y y
S¯
−[0,n−1]
X ⊕ ι∗S
−[1,n−1]
X ι
∗ −−−−→ ι∗S
−[0,n−1]
X ι
∗
where S¯−1X = ( ) ⊗ pr
∗
1 ω
−1
X [−2]. Again, we will see later that all components of the form
ι∗S
−k
X ι
∗ → ι∗S
−k
X ι
∗ in the diagram are isomorphisms which gives by taking cones
HRH0 ∼= S¯
−[0,n−1]
X ⊕ ι∗S
−n
X ι
∗[1] , HRH1 ∼= ι∗S
−n
X ι
∗[1]
and finally HRH0 ∼= S¯
−[0,n−1]
X as claimed in Theorem C.
3.7. Orthogonality in the curve case. We want to compute that HR1,nH0,n+1 = 0 for
X = C a curve which is one instance of Proposition A (ii). We have
H1R1,nH0,n+1(E)
∼= ι∗
(
δ![n+1]δ[n+1]∗(E)
)Sn+1 ∼= ι∗(E ⊗ Λ∗n+1(X)) ,(27)
H0R1,nH0,n+1(E)
∼= δ![n]δ[n+1]∗(E)
Sn ∼= δ![n]δ[n]∗u∗(E)
Sn ∼= ι∗(E ⊗ Λ
∗
n(X)) .(28)
For X = C a curve this gives H1R1,nH0,n+1
∼= id and H0R1,nH0,n+1
∼= id. It follows that
HR1,nH0,n+1 = 0 because of the exact triangle
H1R1,nH0,n+1 → H
0R
1,nH0,n+1 → H
R
1,nH0,n+1 .(29)
3.8. Non-orthogonality in the surface case. For X a smooth surface (27) and (28) give
H1R1,nH0,n+1
∼= ι∗S
−[0,n]
X and H
0R
1,nH0,n+1
∼= ι∗S
−[0,n−1]
X . The components ι∗S
−k
X → ι∗S
−k
X of the
induced map H1R1,nH0,n+1 → H
0R
1,nH0,n+1 are isomorphisms for k = 0, . . . , n− 1. Thus,
HR1,nH0,n+1
∼= ι∗S
−n
X [1](30)
by triangle (29). Let E,F ∈ Db(X). As in Section 1.3 we set H0,n+1(F ) = H0,n+1 ◦ IF and
H1,n(E) = H1,n ◦ IE . Note that the domain of H0,n+1(F ) is D
b(pt) and the functor is given
by sending the generator C[0] to δ[n+1]∗(F ). By (30) we have
H1,n(E)
RH0,n+1(F ) ∼= pr2∗Hom
(
E⊠OX , ι∗(F⊗ω
−n
X )
)
[−2n+1] ∼= Hom(E,F⊗ω−nX )
[
−2n+1] .
That seems not to fit well with the commutator relation (5) which states q1,−n ◦ q0,n+1 = 0.
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3.9. The case ℓ = 2, n = 2. Set H = H2,2 : D
b
S2
(X × X2) → DbS4(X
4). We consider this
case in order to illustrate why the assumption that n > ℓ is necessary for Proposition A and
Theorem C. We have
H0RH0(E) ∼=
[
a[2] ⊗ δ
!
[2]
( ⊕
J⊂[4] , |J |=2
δJ∗(E ⊗ aJ )
)]S[2] .
For J = [2] we get the direct summand δ![2]δ[2]∗(E)
S[2] ∼= E ⊗ pr∗X Λ
∗
2(X) which has the shape
of a fully faithful functor for X a curve and the shape of a P1-functor with cotwist S¯−1X for
X a surface. For J = [3, 4] we consider the diagram
∆[2] ∩∆[3,4]
u
−−−−→ ∆[2]
v
y δ[2]y
∆[3,4]
δ[3,4]
−−−−→ X4
which is a transversal intersection. Under the isomorphism ∆[2] ∼= X × X
2 the subvariety
X ×X ∼= ∆[2] ∩∆[3,4] ⊂ ∆[2] equals X ×∆X . Thus, for an appropriate choice of E the direct
summand [a[2] ⊗ δ
!
[2]δ[3,4]∗(E ⊗ a[3,4])]
S[2] of H0RH0(E) is supported on the whole X × ∆X .
On the other hand one can see easily that all direct summands of H iRHj for (i, j) 6= (0, 0)
are supported on one of the subvarieties D1, D2 or D[2] of X×X
2, neither of them containing
X×∆X . It follows that the direct summand [a[2]⊗δ
!
[2]δ[3,4]∗(E⊗a[3,4])]
S[2] of H0RH0 survives
taking the multiple cones in the diagram (19) which prevents HRH from being isomorphic to
id or S¯
−[0,1]
X .
4. Proof of the main results
Let X be a smooth variety of dimension d := dimX. Let furthermore ℓ, n ∈ N with
n > max{ℓ, 1} and consider P = Pℓ,n; see Section 2.4. We will compute the convolution
products PiR ⋆ Pj . In the case that X is a curve or a surface that will lead to formulae for
PR ⋆ P.
4.1. Computation of the direct summands. For (I1, J1, µ1) ∈ Index(j) and (I2, J2, µ2) ∈
Index(i) we set K1 := I1 ∪ µ
−1
1 (J2),K2 := I2 ∪ µ
−1
2 (J1) ⊂ [ℓ] and µ := µ
−1
2|J1∪J2
◦ µ1|K¯1 as a
bijection between K¯1 = [ℓ]\K1 and K¯2 = [ℓ]\K2. Furthermore, let ΓK1,K2,µ ⊂ X×X
ℓ×X×Xℓ
be the subvariety given by
ΓK1,K2,µ :=
{
(x, x1, . . . , xℓ, z, z1, . . . , zℓ) | x = xa = zb = z∀a ∈ K1, b ∈ K2, xc = zµ(c)∀c ∈ K¯1
}
.
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Consider the diagram
X ×Xℓ × ΓI2,J2,µ2
ι2
++❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
r

T
π13 ∼=

u
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
v ))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙ X ×X
ℓ ×∆J1∩J2 ×X ×X
ℓ t // X ×Xℓ ×Xn+ℓ ×X ×Xℓ
pr13

ΓI1,J1,µ1 ×X ×X
ℓ
s
OO
ι1
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
π′13
∼=

ΓK1,K2,µ
v˜ //
π1 ∼=

DI1 ×X ×X
ℓ //
π′1

X ×Xℓ ×X ×Xℓ
p //
pr1

X
DK1
α // DI1
// X ×Xℓ
(31)
where T := (ΓI1,J1,µ1 ×X ×X
ℓ)∩ (X ×Xℓ×ΓI2,J2,µ2), π13 and π
′
13 are the restrictions of the
projection pr13, π1 and π
′
1 are the restrictions of the projection pr1, p is the projection to the
third factor, and all the other arrows denote the appropriate closed embeddings. Note that
J1 ∩ J2 6= ∅ because of the assumption that n > ℓ. We have
T =
{
(x, x1, . . . , xℓ, y1, . . . , yn+ℓ, z, z1, . . . , zℓ) | x = xa = yb = zc = z , xd = yµ1(d) = zµ(d)
∀ a ∈ K1, b ∈ J1 ∪ J2, c ∈ K2, d ∈ K¯1
}
.
We see that a point in T is determined by its (x, x1, . . . , xℓ) component. Thus, π13 and π1 are
isomorphisms. Similarly, π′13 is an isomorphism. Furthermore, we have codim v = codim v˜ =
(k− j + ℓ+1)d where k := |K1| = |K2|. Let π2 : ΓK1,K2,µ → X ×X
ℓ be the restriction of the
projection pr2 : X ×X
ℓ×X ×Xℓ → X ×Xℓ to the second factor. By the adjunction formula
π13∗ωv ∼= ωv˜ ∼= π
∗
1ωDK1 ⊗ v˜
∗π′∗1 ω
−1
DI1
⊗ π∗2ω
−1
X×Xℓ
∼= ωα ⊗ π
∗
2ω
−1
X×Xℓ
∼= p∗ω
−(k−j)
X ⊗ π
∗
2ω
−1
X×Xℓ
where the last isomorphism is due to the fact that on ΓK1,K2,µ the projection to the first
factor X ×Xℓ ×X ×Xℓ → X coincides with the projection p to the third factor. It follows
that π13∗ωv⊗π
∗
2ωX×Xℓ
∼= p∗ω
−(k−j)
X . Note that |J1∪J2| = n+k and |J1 ∩J2| = n+ i+ j−k.
One can check that diagram (31) with the two bottom lines removed satisfies the properties
of diagram (15), i.e. the square consisting of u, v, s, and r is a transversal intersection. Using
Corollary 3.4 together with (16) we get
(OI2,J2,µ2)
R ⋆OI1,J1,µ1
∼= pr13∗Hom(pr
∗
23OI2,J2,µ2 ,pr
∗
12OI1,J1,µ1)⊗ pr
∗
2 ωX×Xℓ [(ℓ+ 1) · d]
∼= OK1,K2,µ ⊗ p
∗
(
∧∗(TX ⊗ ̺J1∩J2)⊗ ω
−(k−j)
X
)
[−(k − j) · d](32)
∼= OK1,K2,µ ⊗ p
∗
(
∧−∗(ΩX ⊗ ̺J1∩J2)⊗ ω
−(n+i−1)
X
)
[−(n + i− 1) · d] .(33)
Note that here (OI2,J2,µ2)
R ⋆ OI1,J1,µ1 = pr13∗(pr
∗
23OI2,J2,µ2)
R ⊗ pr∗12OI1,J1,µ1 is the non-
equivariant convolution product, i.e. the functor of invariants is not applied; compare (8).
4.2. The induced maps. Let c ∈ I¯1 with µ1(c) ∈ J2 and set I
′
1 = I1∪{c}, J
′
1 = J1∪{µ1(c)},
and µ′1 := µ1|I¯1\{c}. The restriction OI1,J1,µ1 → OI′1,J ′1,µ′1 induces for q = 0, . . . , (n+ i+ j−k)d
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a map
H(n+i−1)d−q
(
(OI2,J2,µ2)
R ⋆OI1,J1,µ1
)
→H(n+i−1)d−q
(
(OI2,J2,µ2)
R ⋆OI′1,J ′1,µ′1
)
which corresponds under the isomorphism (33) to a map
OK1,K2,µ⊗ p
∗
(
∧q(ΩX ⊗ ̺J1∩J2)⊗ω
−(n+i−1)
X
)
→ OK1,K2,µ⊗ p
∗
(
∧q(ΩX ⊗ ̺J ′1∩J2)⊗ω
−(n+i−1)
X
)
.
By Remarks 3.5 and 3.7, it is given by the canonical inclusion ̺J1∩J2 → ̺J ′1∩J2 = ̺(J1∩J2)∪{µ1(c)}.
To see this, set ∆˜J = X ×X
ℓ ×∆J ×X ×X
ℓ for J ⊂ [n+ ℓ] and consider the diagram
X ×Xℓ × ΓI2,J2,µ2
id //

X ×Xℓ × ΓI2,J2,µ2
ι2
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
r

T
u
88qqqqqqqqqqqqq
v′ &&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼ ∆˜J ′1∩J2
w′ // ∆˜J1∩J2
t // X ×Xℓ ×Xn+ℓ ×X ×Xℓ .
ΓI′1,J ′1,µ′1 ×X ×X
ℓ z
′
//
OO
ΓI1,J1,µ1 ×X ×X
ℓ
s
OO
ι1
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Similarly, let c ∈ I¯2 with µ2(c) ∈ J1 and set I
′
2 = I2∪{c}, J
′
2 = J2∪{µ2(c)}, and µ
′
2 := µ2|I¯2\{c}.
Then the restriction OI2,J2,µ2 → OI′2,J ′2,µ′2 induces for q = 0, . . . , (n + i+ j − k)d a map
H(k−j)d+q
(
(OI′2,J ′2,µ′2)
R ⋆OI1,J1,µ1
)
→H(k−j)d+q
(
(OI2,J2,µ2)
R ⋆OI1,J1,µ1
)
which corresponds under the isomorphism (32) to a map
OK1,K2,µ ⊗ p
∗
(
∧q(TX ⊗ ̺J1∩J ′2)⊗ ω
−(k−j)
X
)
→ OK1,K2,µ ⊗ p
∗
(
∧q(TX ⊗ ̺J1∩J2)⊗ ω
−(k−j)
X
)
which is given by the canonical surjection ̺J1∩J ′2 = ̺(J1∩J2)∪{µ2(c)} → ̺J1∩J2 . In particular,
the induced map H(k−j)d
(
(OI′2,J ′2,µ′2)
R ⋆OI1,J1,µ1
)
→H(k−j)d
(
(OI2,J2,µ2)
R ⋆OI1,J1,µ1
)
is given
by the identity on OK1,K2,µ ⊗ p
∗ω
−(k−j)
X .
4.3. Computation of the PiR ⋆ Pj . We make use of the principle explained in Section 3.5
in order to compute PiR ⋆ Pj ∼= pr13∗(pr
∗
23 P
iR ⊗ pr∗12 P)
1×Sn+ℓ×1. The Sℓ × Sn+ℓ × Sℓ-
linearisation of
pr13∗(pr
∗
23 P
iR ⊗ pr∗12 P)
∼=
⊕
Index(j)×Index(i)
pr13∗
(
pr∗23 P(I2, J2, µ2)
R ⊗ pr∗12 P(I1, J1, µ1)
)
induces on the index set Index(j) × Index(i) the action
σ1 × τ × σ2 :
(
I1, J1, µ1; I2, J2, µ2
)
7→
(
σ1(I1), τ(J1), τ ◦ µ1 ◦ σ
−1
1 ;σ(I2), τ(J2), τ ◦ µ2 ◦ σ
−1
2
)
.
Let O(i, j) be a set of representatives of the 1 ×Sn+ℓ × 1-orbits in Index(i) × Index(j). One
can check that O(i, j) is in bijection with
Index(i, j) :=
{
(I1,K1, I2,K2, µ) | I1 ⊂ K1 ⊂ [ℓ] ⊃ K2 ⊃ I2, |I1| = j, |I2| = i,
|K1| = |K2|, µ : K¯1 → K¯2 bijection
}
.
via the assignment
(I1, J1, µ1; I2, J2, µ2) 7→
(
I1,K1 = I1 ∪ µ
−1
1 (J2), I2,K2 = I2 ∪ µ
−1
2 (J1), µ = µ
−1
2|J1∪J2
◦ µ1|K¯1
)
.
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Furthermore, the Sn+ℓ-stabiliser of (I1, J1, µ1; I2, J2, µ2) is SJ1∩J2 . It follows by (20) and
(32) that the equivariant convolution product PiR ⋆ Pj is given by
PiR ⋆ Pj ∼= pr13∗(pr
∗
23 P
iR ⊗ pr∗12 P)
1×Sn+ℓ×1
∼=
⊕
O(i,j)
pr13∗
(
pr∗23 P(I2, J2, µ2)
R ⊗ pr∗12 P(I1, J1, µ1)
)1×SJ1∩J2×1(34)
∼=
⊕
Index(i,j)
OK1,K2,µ ⊗ aK1\I1 ⊗ aK2\I2 ⊗ p
∗
(
Λ∗n+i+j−k(X)⊗ ω
−(k−j)
X
)
[−(k − j) · d] .(35)
We denote the direct summands of (35) by Q(I1,K1, I2,K2, µ). Note that the Sℓ × Sℓ-
linearisation on PiR ⋆ Pj induces on O(i, j) ∼= Index(i, j) the action
σ1 × σ2 : (I1,K1, I2,K2, µ) 7→ (σ1(I1), σ1(K1), σ2(I2), σ2(K2), σ2 ◦ µ ◦ σ
−1
1 ) .
The Sℓ×Sℓ-stabiliser of (I1,K1, I2,K2, µ) is equal to SI1 ×SK1\I1 ×SK¯1,µ×SI2 ×SK2\I2 .
With this notation we indicate the subgroup of Sℓ ×Sℓ given by{
(σ1, σ2) | σ1(I1) = I1, σ1(K1) = K1, σ2(I2) = I2, σ2(K2) = K2, (σ2 ◦ µ)|K¯1 = (µ ◦ σ1)|K¯1
}
.
Furthermore, the orbits of the Sℓ ×Sℓ-action on Index(i, j) are given by
Index(i, j)k := {|K1| = |K2| = k} ⊂ Index(i, j) for k = max{i, j}, . . . , ℓ .
A representative of the orbit Index(i, j)k is ([j], [k], [i], [k], e) where e = id[k+1,ℓ]. We get
PiR ⋆ Pj ∼=
ℓ⊕
k=max{i,j}
Inf
Sℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Si×Sk−i
Q([j], [k], [i], [k], e) .(36)
We denote the direct summands by P(i, j)k := Inf
Sℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Si×Sk−i
Q([j], [k], [i], [k], e).
4.4. Spectral sequences. For j = 0, . . . , ℓ there is the spectral sequence E(j) associated to
the functor Hom( ,pr∗12 P
j) and the complex pr∗23 P given by
E(j)p,q1 = Ext
q(pr∗23 P
−p,pr∗12 P
j) =⇒ E(j)p+q = Extp+q(pr∗23 P,pr
∗
12 P
j) ;
see e.g. [Huy06, Remark 2.67]. By Section 4.1, every term of this spectral sequence is finitely
supported over X × Xℓ × X × Xℓ hence pr13∗-acyclic. Since the functors ( )
Sn+ℓ , and
( )⊗ pr∗2 ωX×Xℓ are exact, we can apply the functor pr13∗( )
1×Sn+ℓ×1 ⊗ pr∗2 ωX×Xℓ to every
level of the spectral sequence E(j) to get a spectral sequence in CohSℓ×Sℓ(X×X
ℓ×X×Xℓ).
Shifting this spectral sequence by (ℓ+1)d in the q-direction we get the spectral sequence E(j)
with the property
E(j)p,q1 = H
q((P−p)R ⋆ Pj) =⇒ E(j)p+q = Hp+q(PR ⋆ Pj) .
Similarly, we get a spectral sequence
Ep,q1 = H
q(PR ⋆ Pp) =⇒ Ep+q = Hp+q(PR ⋆ P) .(37)
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4.5. Long exact sequences. For k ≥ 1 there is the long exact sequence ofSk-representations
0→ C→ · · · → InfSk
Si×Sk−i
ai
dˇi
−→ InfSk
Si+1×Sk−i−1
ai+1 → · · · → ak → 0
which we denote by Cˇ•k . We consider Cˇ
•
k as a complex in degrees [0, k]. The terms are
Cˇik = Inf
Sk
Si×Sk−i
ai
∼=
⊕
I⊂[k] , |I|=i
aI .
Under this identification the differential dˇi is determined by its components aI → aJ which
are given by εI,b = (−1)
#{a∈I|a<b} if J = I ∪ {b} and which are zero if I 6⊂ J . That the
sequence is exact can be checked either by hand or by considering it as a special case of a
Cˇech complex. We also set Cˆ•k := Cˇ
•
k ⊗ ak. Then Cˆ
•
k is the exact complex
0→ ak → · · · → Inf
Sk
Si×Sk−i
ak−i
dˆi
−→ InfSk
Si+1×Sk−i−1
ak−i−1 → · · · → C→ 0 .
Let M be a variety on which we consider Sk to act trivially. For E ∈ Coh(M) we set
Cˇ•k(E) := E ⊗C Cˇ
•
k. This is an exact complex in CohSk(M) given by
0→ E → · · · → InfSk
Si×Sk−i
(E ⊗ ai)
dˇi(E)
−−−→ InfSk
Si+1×Sk−i−1
(E ⊗ ai+1)→ · · · → E ⊗ ak → 0 .
There also is the exact complex Cˆ•k(E) := E ⊗C Cˆ
•
k
∼= Cˇ•k(E) ⊗ ak.
Lemma 4.1. Let E ∈ Coh(M) be simple, i.e. Hom(E,E) = C. Then
HomSk(Cˇ
i
k(E), Cˇ
i+1
k (E))
∼= C ∼= HomSk(Cˆ
i
k(E), Cˆ
i+1
k (E)) .
Proof. By the adjunction (Inf,Res) we have
HomSk(Cˇ
i
k(E), Cˇ
i+1
k (E))
∼=
[ ⊕
|I|=i+1
Hom(E ⊗ a[i], E ⊗ aI)
]Si×Sk−i
∼=
[ ⊕
|I|=i+1
Hom(E,E) ⊗ a[i]\I ⊗ aI\[i]
]Si×Sk−i .
For [i] 6⊂ I we have |I \ [i]| ≥ 2 and hence (Hom(E,E)⊗ a[i]\I ⊗ aI\[i])
SI\[i] = 0. It follows by
Section 3.5 that
HomSk(Cˇ
i
k(E), Cˇ
i+1
k (E))
∼= Hom(E ⊗ a[i], E ⊗ a[i+1])
S[i]×S[i+2,k] = C .
The second assertion follows from Cˆ•k(E)
∼= Cˇ•k(E)⊗ ak. 
Corollary 4.2. Let E ∈ Coh(M) be simple. Then, up to isomorphism, every non-zero
Sk-equivariant morphism Cˇ
i
k(E) → Cˇ
i+1
k (E) equals dˇ
i(E) and every non-zero Sk-equivariant
morphism Cˆik(E)→ Cˆ
i+1
k (E) equals dˆ
i(E).
Convention 4.3. We also define Cˇ•0 = C[0] = Cˆ
•
0 to be the one-term complex with C in
degree zero. Obviously, the complexes Cˇ•0 and Cˆ
•
0 are not exact in contrast to the case k ≥ 1
described above.
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4.6. The curve case: induced maps. We will need the following easy fact in the following.
Lemma 4.4. Let ι1 : Z1 → M and ι2 : Z2 → M be closed embeddings of irreducible subvari-
eties. If Z1 6⊃ Z2 we have HomM (ι1∗L1, ι2∗L2) = 0 for all L1 ∈ Pic(Z1) and L2 ∈ Pic(Z2).
Let X = C be a smooth curve. By Lemma 3.8 we have Λ∗m = OC [0]. Using the results of
Section 4.3 we get for k = max{i, j}, . . . , ℓ isomorphisms
P(i, j)k ∼= Inf
Sℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Si×Sk−i
O[k],[k],e ⊗ a[j+1,k] ⊗ a[i+1,k] ⊗ p
∗ω
−(k−j)
C [−(k − j)]
∼= Inf
Sℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Sk
Cˇk−ik (O[k],[k],e ⊗ p
∗ω
−(k−j)
C )⊗ a[j+1,k][−(k − j)] .(38)
The second isomorphism is due to the general fact that for subgroups V ⊂ U ⊂ G of a finite
group G there is an isomorphism of functors InfGV
∼= InfGU ◦ Inf
U
V .
Lemma 4.5. Let max{i, j} ≤ k ≤ ℓ. The component
Hk−j(PiR ⋆ Pj) ∼= Hk−j(P(i, j)k)→H
k−j(P(i − 1, j)k) ∼= H
k−j(P(i−1)R ⋆ Pj)
of the morphism PiR ⋆ Pj → P(i−1)R ⋆ Pj that is induced by the differential Pi−1 → Pi is
given under the isomorphism (38) by InfSℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Sk
dˇk−i(O[k],[k],e ⊗ p
∗ω
−(k−j)
C ).
Proof. Note that
Cˇk−ik (O[k],[k],e ⊗ p
∗ω
−(k−j)
C )⊗ a[j+1,k][−(k − j)]
∼=
⊕
I2⊂[k], |I2|=i
Q([j], [k], I2 , [k], e) .
By the previous lemma, all the components Q([j], [k], I2, [k], e) → Q(I
′
1,K
′
1, I
′
2,K
′
2, µ) of the
induced map P(i, j)k → P(i − 1, j)k are zero unless K
′
1 = K
′
2 = [k] and µ = e. They
are also zero for I ′1 6= [j] since the map is induced by P
i−1 → Pi and Q(I ′1,K
′
1, I
′
2,K
′
2, µ)
arises as pr13∗
(
pr∗23 P(I2, J2, µ2)
R ⊗ pr∗12 P(I1, J1, µ1)
)1×SJ1∩J2×1; see (34) and (35). By the
adjunction (Res, Inf), it follows that the map Hk−j(P(i, j)k) → H
k−j(P(i − 1, j)k) is of the
form InfSℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Sk
(f) for some
f : Cˇk−ik (O[k],[k],e ⊗ p
∗ω
−(k−j)
C )→ Cˇ
k−i+1
k (O[k],[k],e ⊗ p
∗ω
−(k−j)
C ) .
Thus, by Corollary 4.2 it is sufficient to show that the component
Hk−j
(
Q([j], [k], [i], [k], e)
)
→Hk−j
(
Q([j], [k], [i − 1], [k], e)
)
of Hk−j(P(i, j)k)→H
k−j(P(i − 1, j)k) is non-zero. By (34) and (35) we have
Q([j], [k], [i], [k], e) ∼=
[
P
(
[i], [n + i], e
)R
⋆ P
(
[j], J1, e
)]Sn+i+j−k .
where a possible choice of J1 is J1 = [n + i + j − k] ∪ [n + i+ 1, n + k]. In degree k − j the
Sn+i+j−k-action on P
(
[i], [n+ i], e
)R
⋆P
(
[j], J1, e
)
is trivial since given by the representation
∧0̺n+i+j−k; see (32). Hence,
Hk−j
(
Q([j], [k], [i], [k], e)
)
∼= Hk−j
(
P
(
[i], [n + i], e
)R
⋆ P
(
[j], J1, e
))
.(39)
Analogously, we get
Hk−j
(
Q([j], [k], [i − 1], [k], e)
)
∼= Hk−j
(
P
(
[i− 1], [2, n + i], e
)R
⋆ P
(
[j], J1, e
))
.(40)
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Under the isomorphisms (39) and (40),Hk−j
(
Q([j], [k], [i], [k], e)
)
→Hk−j
(
Q([j], [k], [i−1], [k], e)
)
corresponds to the map
Hk−j
(
P
(
[i], [n + i], e
)R
⋆ P
(
[j], J1, e
))
→Hk−j
(
P
(
[i− 1], [2, n + i], e
)R
⋆ P
(
[j], J1, e
))
induced by the restriction O[i−1],[2,n+i],e → O[i],[n+i],e. By Section 4.2, it is an isomorphism.

4.7. The curve case: fully faithfulness.
Proposition 4.6. For X = C a curve we have PR ⋆ P ∼= Inf
Sℓ,Sℓ
Sℓ,e
O∆
C×Cℓ
.
Proof. We consider the spectral sequences E(j)p,q1 = H
q((P−p)R ⋆ Pj) =⇒ Hp+q(PR ⋆ Pj);
see Section 4.4. By (38) and the previous lemma, the (k − j)-th row of E(j)1 for k = j, . . . , ℓ
is given by the complex InfSℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Sk
Cˇ•k(O[k],[k],e ⊗ p
∗ω
−(k−j)
X ) ⊗ a[j+1,k] shifted into
degrees [−k, 0]. The inflation functor is exact. Thus, all the rows of the spectral sequences
are exact with one exception: The zero row of E(0)1 is given by the single non-zero object
E(0)0,01 = H
0(P(0, 0)0). It follows that P
R⋆Pj = 0 for j ≥ 1 and PR⋆P0 ∼= H0(P(0, 0)0). Now
by the spectral sequence (37) or, alternatively, by the fact that PR ⋆P is a left convolution of
PR ⋆P0 → PR ⋆P1 → · · · → PR⋆Pℓ it follows that PR⋆P ∼= H0(P(0, 0)0) ∼= Inf
Sℓ,Sℓ
Sℓ,e
O∆
C×Cℓ
.

Proof of Proposition A(i). The identity functor id : Db
Sℓ
(C × Cℓ)→ Db
Sℓ
(C × Cℓ) equals the
equivariant FM transform with kernel InfSℓ×Sℓ
Sℓ∆
∆C×Cℓ ; see Section 2.1. Note that we have
Sℓ∆ = Sℓ,e ⊂ Sℓ ×Sℓ. Thus, Proposition A(i) follows by the previous proposition. 
4.8. The curve case: orthogonality. In this section we will indicate the proof of Proposi-
tion A (ii). Lemma 4.7 and 4.8 which state formulae for the convolution products PiRℓ,n ⋆P
j
ℓ′,n′
for n+ ℓ = n′ + ℓ′ and the induced maps between them. The proofs, which are analogous to
the computations of Sections 4.1, 4.2, 4.3, and 4.6, are left to the reader. The author decided
to carry out the computations of PiRℓ,n ⋆ P
j
ℓ′,n′ in the Sections 4.1 and 4.3 only in the case
(ℓ, n) = (ℓ′, n′) in order to avoid the heavier notation. This case is sufficient for the proof of
Proposition A (i) and Theorem C. In particular, the reader mainly interested in Theorem C
may skip the rest of the current subsection.
Let now ℓ, n, ℓ′, n′ ∈ Z be integers such that n > max{1, ℓ}, n′ > max{1, ℓ′}, and n + ℓ =
n′ + ℓ′. For I1 ⊂ K1 ⊂ [ℓ], I2 ⊂ K2 ⊂ [ℓ
′], and µ : K¯1 → K¯2 a bijection we consider the
subvariety ΓK1,K2,µ ⊂ X ×X
ℓ ×X ×Xℓ
′
given by
ΓK1,K2,µ :=
{
(x, x1, . . . , xℓ, z, z1, . . . , zℓ′) | x = xa = zb ∀ a ∈ K1, b ∈ K2 , xc = zµ(c) ∀ c ∈ K¯1
}
and set OK1,K2,µ = OΓK1,K2,µ as well as
Q(I1,K1, I2,K2, µ) := OK1,K2,µ⊗aK1\I1 ⊗aK2\I2 ⊗p
∗
(
Λ∗n′+i+j−k(X) ⊗ ω
−(k−j)
X
)
[−(k− j)d] .
Again, p : X ×Xℓ ×X ×Xℓ
′
→ X denotes the projection to the third factor. For 0 ≤ i ≤ ℓ′,
0 ≤ j ≤ ℓ, and max{n′ − n+ i, j} ≤ k ≤ ℓ we set
P(i, ℓ′, j, ℓ)k := Inf
Sℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Si×Sk+n−n′−i
Q([j], [k], [i], [k + n− n′], e) .
Lemma 4.7. Piℓ′,n′ ⋆ P
j
ℓ,n
∼=
⊕ℓ
k=max{n′−n+i,j}P(i, ℓ
′, j, ℓ)k.
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Proof. This follows from computations analogous to those of Sections 4.1 and 4.3. 
Lemma 4.8. Let X = C be a curve and ℓ′ > ℓ. Then for 0 ≤ j ≤ ℓ and j ≤ k ≤ ℓ we have
Hk−j(PiRℓ′,n′ ⋆ P
j
ℓ,n) = 0 for i > k + n− n
′ and the sequence
0→ Hk−j(P
(k+n−n′)R
ℓ′,n′ ⋆ P
j
ℓ,n)→ · · · → H
k−j(P0Rℓ′,n′ ⋆ P
j
ℓ,n)→ 0 ,
whose differentials are induced by the differentials Pi−1 → Pi, is isomorphic to
Inf
Sℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Sk+n−n′
Cˇ•k+n−n′(O[k],[k+n−n′],e ⊗ p
∗ω
−(k−j)
C )⊗ a[j+1,k] .
In particular, it is an exact sequence.
Proof. This follows from computations analogous to those of Sections 4.2 and 4.6. 
Proposition 4.9. Let X = C be a curve and ℓ′ > ℓ. Then PRℓ′,n′ ⋆ Pℓ,n = 0.
Proof. This follows from Lemma 4.8 together with spectral sequences analogous to those of
Section 4.4. 
This proves Proposition A(ii).
4.9. The surface case: induced maps. Let X be a smooth surface and still n > max{ℓ, 1}.
We set
S˜X := ( )⊗ p
∗ωX [2] ∈ Aut(D
b
Sℓ×Sℓ
(X ×Xℓ ×X ×Xℓ))
and S˜
−[a,b]
X := S˜
−a
X ⊕ S˜
−(a+1)
X ⊕ · · · ⊕ S˜
−b
X for a ≤ b two integers. By Lemma 3.8 we have
p∗Λ∗m(X) = S˜
−[0,m−1]
X (OX×Xℓ×X×Xℓ). Hence, for k = max{i, j}, . . . , ℓ we get
P(i, j)k ∼= S˜
−[k−j,n+i−1]
X Inf
Sℓ×Sℓ
Sj×Sk−j×Sℓ−k,e×Si×Sk−i
O[k],[k],e ⊗ a[j+1,k] ⊗ a[i+1,k]
∼= S˜
−[k−j,n+i−1]
X Inf
Sℓ×Sℓ
Sk×Sℓ−k,e×Sk
CˆjkCˇ
k−i
k (O[k],[k],e) .(41)
Note that the inner Cˇech complex is taken with respect to Sk considered as a subgroup of
Sℓ×Sℓ by the embedding into the second factor, while the outer Cˇech complex is taken with
respect to Sk considered as a subgroup of Sℓ ×Sℓ by the embedding into the first factor.
Lemma 4.10. Let k, k′ ∈ [max{i, j}, ℓ]. The components Hq(P(i, j)k)→H
q(P(i− 1, j)k′ ) of
the morphism Hq(PiR⋆Pj)→Hq(P(i−1)R⋆Pj) which is induced by the differential Pi−1 → Pi
are zero for k 6= k′. For k−j ≤ r ≤ n+ i−2 the component H2r(P(i, j)k)→H
2r(P(i−1, j)k)
is given by InfSℓ×Sℓ
Sk×Sℓ−k,e×Sk
Cˆjkdˇ
k−i
k (O[k],[k],e ⊗ p
∗ω−rX ).
Proof. The components P(I ′2, J
′
2, µ
′
2) → P(I2, J2, µ2) of P
i−1 → Pi are non-vanishing only if
I ′2 ⊂ I2. Thus, following the computations of Section 4.3, the only components P(i, j)k →
P(i − 1, j)k′ of P
iR ⋆ Pj → P(i−1)RPj which are possibly non-zero are those with k = k′ or
k − 1 = k′. But Hq(P(i, j)k)→H
q(P(i − 1, j)k−1) is zero by Lemma 4.4.
For the proof of the second assertion it is, as in the curve case, sufficient to show that
H2r
(
Q([j], [k], [i], [k], e)
)
→H2r
(
Q([j], [k], [i − 1], [k], e)
)
is non-zero; see Corollary 4.2. By (34) and (35) we have
H2r
(
Q([j], [k], [i], [k], e)
)
∼= H2r
(
P
(
[i], [n + i], e
)R
⋆ P
(
[j], J1, e
))S[n+i+j−k]
.
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where a possible choice of J1 is J1 = [n+ i+ j − k] ∪ [n+ i+ 1, n+ k]. Also,
H2r
(
Q([j], [k], [i − 1], [k], e)
)
∼=H2r
(
P
(
[i− 1], [2, n + i], e
)R
⋆ P
(
[j], J1, e
))S[2,n+i+j−k]
∼=
[ ⊕
a∈[n+i+j−k]
H2r
(
P
(
[i− 1], [n + i] \ {a}, e
)R
⋆ P
(
[j], J1, e
))]S[n+i+j−k]
.
The second isomorphism is due to Section 3.5. The components of the induced map
H2r
(
P
(
[i], [n + i], e
)R
⋆ P
(
[j], J1, e
))
(42)
−→
⊕
a∈[n+i+j−k]
H2r
(
P
(
[i− 1], [n + i] \ {a}, e
)R
⋆ P
(
[j], J1, e
))
are given under the isomorphism (32) by the canonical surjections ̺[n+i+j−k] → ̺[n+i+j−k]\{a};
see Section 4.2. It follows by [Sca09, Lemma B.6 (3)] that the map (42) induces an isomor-
phism on the S[n+i+j−k]-invariants. 
Lemma 4.11. Let k, k′ ∈ [max{i, j+1}, ℓ]. The components Hq(P(i, j)k)→H
q(P(i, j+1)k′ )
of the morphism Hq(PiR ⋆ Pj) → Hq(PiR ⋆ Pj+1) which is induced by the differential Pj →
Pj+1 are zero for k′ /∈ {k, k + 1}. For k − j ≤ r ≤ n+ i− 1 the component H2r(P(i, j)k)→
H2r(P(i, j + 1)k) is given by Inf
Sℓ×Sℓ
Sk×Sℓ−k,e×Sk
dˆjk
(
Cˇk−ik (O[k],[k],e ⊗ p
∗ω−rX )
)
.
Proof. The first assertion follows from the fact that the components P(I1, J1, µ1)→ P(I
′
1, J
′
1, µ
′
1)
of Pj → Pj+1 are non-zero only if I1 ⊂ I
′
1.
The proof of the second assertion is also analogous to the proof of the second assertion of
Lemma 4.10: It is sufficient to show the non-vanishing of
H2r
(
Q([j], [k], [i], [k], e)
)
→H2r
(
Q([j + 1], [k], [i], [k], e)
)
.
Set J2 := [n+ i+ j + 1− k] ∪ [n+ j + 2, n+ k]. There are isomorphisms
H2r
(
Q([j + 1], [k], [i], [k], e)
)
∼= H2r
(
P
(
[i], J2, e
)R
⋆ P
(
[j + 1], [n + j + 1], e
))S[n+i+j+1−k]
.
and
H2r
(
Q([j], [k], [j], [k], e)
)
∼=
[ ⊕
b∈[n+i+j+1−k]
H2r
(
P
(
[i], J2, e
)R
⋆ P
(
[j], [n + j + 1] \ {b}, e
))]S[n+i+j+1−k]
.
Under the isomorphism (33), the components of the induced map⊕
b∈[n+i+j+1−k]
H2r
(
P
(
[i], J2, e
)R
⋆ P
(
[j], [n + j + 1] \ {b}, e
))
(43)
−→ H2r
(
P
(
[i], J2, e
)R
⋆ P
(
[j + 1], [n + j + 1], e
))
are given by the canonical injections ̺[n+i+j+1−k]\{b} → ̺[n+i+j+1−k]. It follows by [Sca09,
Lemma B.6 (4)] that the map (43) induces an isomorphism on theS[n+i+j+1−k]-invariants. 
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In fact, the component H2r(P(i, j)k)→H
2r(P(i, j + 1)k+1) corresponds under (41) to the
map induced by the restriction O[k],[k],e → O[k+1],[k+1],e. But this will not be relevant for our
purposes.
4.10. The surface case: cohomology. Recall that for 0 ≤ m < k there is the stupid
truncation σ≤mCˇ•k with
σ≤mCˇ•k = (0→ Cˇ
0
k → · · · → Cˇ
m
k → 0) , H
α(σ≤mCˇ•k) =
{
coker dˇm−1 for α = m
0 else
where for m = 0 we have coker dˇ−1 = Cˇ0k = C. For max{i, j} ≤ k ≤ ℓ we set
R(i, j, k) := InfSℓ×Sℓ
Sk×Sℓ−k,e×Sk
Cˆjk
(
T (i, k)
)
, T (i, k) := Hk−i
(
σ≤k−iCˇ•k(O[k],[k],e ⊗ p
∗ω
−(n+i−1)
X )
)
.
Lemma 4.12. For 0 ≤ j ≤ ℓ and 1 ≤ i ≤ ℓ we have E(j)
−i,2(n+i−1)
2
∼= ⊕ℓk=max{i,j}R(i, j, k).
For j ≥ 1 these are the only non-vanishing terms on the 2-level of E(j). For j = 0 there are
in addition the non-vanishing terms E(0)0,2r2 = Inf
Sℓ×Sℓ
Sℓ,e
O∆
X×Xℓ
⊗p∗ω−rX for r = 0, . . . , n−1.
Proof. The terms E(j)p,q1 = H
q(P−pR ⋆Pj) are described by (36) together with (41). We see
that the only non-vanishing rows on the 1-level of E(j) have q = 2r for r = k−j, . . . , n+ℓ−1.
By Lemma 4.10 for i ≥ 1 the row q = 2(n+ i− 1) is the complex
σ≤−i
( ℓ⊕
k=max{i,j}
Inf
Sℓ×Sℓ
Sk×Sℓ−k,e×Sk
Cˆjk
(
Cˇ•k(O[k],[k],e ⊗ p
∗ω
−(n+i−1)
X )
)
[k]
)
(44)
∼=
ℓ⊕
k=max{i,j}
σ≤k−i
(
Inf
Sℓ×Sℓ
Sk×Sℓ−k,e×Sk
Cˆjk
(
Cˇ•k(O[k],[k],e ⊗ p
∗ω
−(n+i−1)
X )
))
[k] .
Since the functor InfSℓ×Sℓ
Sk×Sℓ−k,e×Sk
Cˆjk( ) is exact, the cohomology of the row q = 2(n+ i−1) is
concentrated in degree −i and equal to ⊕ℓk=max{i,j}R(i, j, k). This proofs the first assertion.
For r = k − j, . . . , n− 1 the row q = 2r is given by
ℓ⊕
k=j
Inf
Sℓ×Sℓ
Sk×Sℓ−k,e×Sk
Cˆjk
(
Cˇ•k(O[k],[k],e ⊗ p
∗ω−rX )
)
[k] .
Thus, it is an exact complex with one exception: In the case j = 0 the one-term complex
Inf
Sℓ×Sℓ
Sℓ,e
Cˆ00
(
Cˇ•0(O∅,∅,e⊗p
∗ω−rX )
)
[0] ∼= Inf
Sℓ×Sℓ
Sℓ,e
O∆
X×Xℓ
⊗p∗ω−rX [0] occurs as a direct summand;
compare Convention 4.3. 
Corollary 4.13. For j = 1, . . . ℓ we have
Hq(PR ⋆ Pj) =
{
⊕ℓk=max{i,j}R(i, j, k) for q = 2(n− 1) + i, i = 1, . . . , ℓ
0 else.
Furthermore,
Hq(PR ⋆ P0) =


⊕ℓk=max{i,j}R(i, 0, k) for q = 2(n − 1) + i, i = 1, . . . , ℓ
Inf
Sℓ×Sℓ
Sℓ,e
O∆
X×Xℓ
⊗ p∗ω−rX for q = 2r, r = 0, . . . , n − 1
0 else.
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Proof. By the positioning of the non-vanishing terms, we see that all the E(j) degenerate at
the 2-level. The result follows since E(j)q = Hq(PR ⋆ Pj); see Section 4.4. 
Lemma 4.14. Let A be an abelian category and (C•α, dα) be complexes in A for α = 1, . . . ,m.
Let C• be a complex with terms Cj = Cj1 ⊕ · · · ⊕ C
j
m and differentials of the form
dj =


dj1 0 · · · 0
∗ dj2 · · · 0
...
. . .
. . .
...
∗ · · · ∗ djm


where the stars stand for arbitrary morphisms. Then, if all the C•α are exact, C
• is exact too.
Proof. Let B• be the complex with terms Bj = Cj1 ⊕ · · · ⊕ C
j
m−1 and differentials
djB =


dj1 0 · · · 0
∗ dj2 · · · 0
...
. . .
. . .
...
∗ · · · ∗ djm−1 .


By induction, we can assume that B• is an exact complex. There is the short exact sequence
of complexes 0 → C•m → C
• → B• where the first map is given by the inclusion of the last
direct summand and the second map is the projection to the first m − 1 direct summands.
The exactness of C• follows from the associated long exact cohomology sequence. 
For r ∈ Z we set S¯rX := S˜
r
X
(
Inf
Sℓ×Sℓ
Sℓ,e
O∆
X×Xℓ
)
= InfSℓ×Sℓ
Sℓ,e
O∆
X×Xℓ
⊗ p∗ωrX [2r]. We have
S¯rX = (S¯
1
X)
⋆r and FMS¯rX
= S¯rX = ( )⊗ (ω
r
X ⊠OXℓ)[2r] : D
b
Sℓ
(X ×Xℓ)→ DbSℓ(X ×X
ℓ).
Proposition 4.15. H∗(PR ⋆ P) = S¯
−[0,n−1]
X := S¯
0
X ⊕ S¯
−1
X ⊕ · · · ⊕ S¯
−(n−1)
X .
Proof. We consider the spectral sequence Ep,q1 = H
q(PR ⋆ Pp) =⇒ Hp+q(PR ⋆ P); see (37).
By Corollary 4.13 the only non-vanishing rows of E1 are
q = 0, 2, . . . , 2(n − 1), 2(n − 1) + 1, . . . , 2(n − 1) + ℓ .
Note that the terms of the row q = 2(n − 1) + i for i = 1, . . . , ℓ equal those of the exact
complex
⊕ℓ
k=i Inf
Sℓ×Sℓ
Sk×Sℓ−k,e×Sk
Cˆ•k(T (i, k)). We set R(i, j, k) = 0 and dˆ
j
k = 0 for j > k. By
Lemma 4.11 the map dj : Ej,q1 = ⊕
ℓ
k=iR(i, j, k) → E
j+1,q
1 = ⊕
ℓ
k=iR(i, j + 1, k) is given by
dj =


dji 0 · · · 0
∗ dji+1 · · · 0
0
. . .
. . .
...
0 0 ∗ djℓ

 , djk = dˆjk(T (i, k)) .
It follows by Lemma 4.14 that the row q = 2(n − 1) + i is exact for all i = 1, . . . , ℓ. For
r = 0, . . . , n − 1, the row q = 2r has only one non-vanishing term, namely E0,2r1 = S¯
−r
X . In
summary, the only non-vanishing terms on the 2-level are E0,2r2 = S¯
−r
X for r = 0, . . . , n − 1
from which the proposition follows. 
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4.11. The surface case: splitting and monad structure.
Lemma 4.16. Let A be an abelian category with enough injectives and A•, B•, C• ∈ Db(A)
together with morphisms f : A• → C•, g : B• → C• in Db(A). Let there be an m ∈ Z such
that the cohomology of A• and B• is concentrated in degrees smaller than m and such that
Hi(f) as well as Hi(g) are isomorphisms for all i < m. Then A• ∼= B• in Db(A).
Proof. We may assume that Ai = Bi = 0 for all i ≥ m; see [Huy06, Exercise 2.31]. Choose
an injective complex I• which is quasi-isomorphic to C•. Then f and g are represented by
morphisms of complexes f• : A• → I• and g• : B• → I•; see [Huy06, Lemma 2.39]. These
morphisms factor through the smart truncation τ≤m−1I• and by the hypothesis these fac-
torisations are quasi-isomorphisms. Thus, they are isomorphisms in Db(A) which proves the
assertion. 
Proposition 4.17. PR ⋆ P ∼= S¯
−[0,n−1]
X .
Proof. This follows by applying the previous lemma to the situation that f : PR⋆P → PR⋆P0
is the map induced by the canonical map P → P0 and g is the composition
S¯
−[0,n−1]
X → P
0R ⋆ P0 → PR ⋆ P0
where the first map is the inclusion of the direct summand P(0, 0)0 ∼= S¯
−[0,n−1]
X under the
isomorphism (36) and the second map is induced by P → P0. 
Proof of Theorem C. By the previous proposition, Hℓ,n fulfils condition (i) of a P
n−1-functor.
Set Fℓ,n := δ[n]∗ ◦ Man ◦ triv : D
b
Sℓ
(X × Xℓ) → DbSn×Sℓ(X
n × Xℓ); compare (11). By
(18) we have FRℓ,nFℓ,n = S¯
−[0,n−1]
X . The unit of adjunction η : id → Res ◦ Inf gives a map of
monads FRℓ,nηFℓ,n : F
R
ℓ,nFℓ,n → H
0R
ℓ,nH
0
ℓ,n. On the level of the FM kernels it coincides with
the inclusion S¯
−[0,n−1]
X → P
0R ⋆ P0. Since Fℓ,n = F0,n ⊠ idDb
Sℓ
(Xℓ), the monad multiplication
µ(Fℓ,n) : F
R
ℓ,nFℓ,nF
R
ℓ,nFℓ,n → F
R
ℓ,nFℓ,n equals µ(F0,n) ⊠ id. By [Kru13], F0,n is a P
n−1-functor.
In particular, the monad structure of F0,n has the right shape, i.e. the components S
−1
X ◦
S−kX → S
−(k+1)
X of µ(F0,n) are isomorphisms for k = 0, . . . , n− 2. Thus, also the components
S¯−1X ◦ S¯
−k
X → S¯
−(k+1)
X of µ(Fℓ,n) are isomorphisms for k = 0, . . . , n − 2. Equivalently, on the
level of the FM kernels the components S¯−1X ◦ S¯
−k
X → S¯
−(k+1)
X of the monad multiplication
P(∅, [n], e)R ⋆ P(∅, [n], e) ⋆ P(∅, [n], e)R ⋆ P(∅, [n], e) → P(∅, [n], e)R ⋆ P(∅, [n], e) ,
which we denote again by µ(Fℓ,n), are isomorphisms. Let U := (X × X
ℓ) \ (∪∅6=I⊂[ℓ]DI)
and u : U → X × Xℓ the open embedding. Then Hℓ,n ◦ u∗ ∼= H
0
ℓ,n ◦ u∗. It follows that the
components S¯−1X ◦ S¯
−k
X → S¯
−(k+1)
X of µ(Hℓ,n) : P
R ⋆ P ⋆ PR ⋆ P → PR ⋆ P are isomorphisms
over U ×U . Since the S−kX [2k] are direct sums of line bundles on the graphs of the Sℓ-action
on X ×Xℓ and the codimension of the complement of U in X ×Xℓ is 2, it follows that the
components S¯−1X ◦S¯
−k
X → S¯
−(k+1)
X of µ(Hℓ,n) are isomorphisms over the whole X×X
ℓ×X×Xℓ
which amounts to condition (ii) of a Pn−1-functor.
That the Hℓ,n satisfy condition (iii) of a P
n−1-functor was already shown in Section 2.5. 
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4.12. The case of the generalised Kummer stacks. Let X = A be an abelian variety of
dimension d. For ℓ, n ∈ N with n > max{ℓ, 1} we set
Mℓ,nA := {(a, a1, . . . , aℓ) | n · a+ a1 + · · · + aℓ = 0} ⊂ A×A
ℓ, ,
Nn+ℓ−1 := {(b1, . . . , bn+ℓ) | b1 + · · · + bn+ℓ = 0} ⊂ A
n+ℓ .
Note that these subvarieties are invariant under the Sℓ-action on A×A
ℓ and the Sn+ℓ-action
on An+ℓ, respectively. For (I, J, µ) ∈ Index(i) we set ΓˆI,J,µ := ΓI,J,µ ∩ (Mℓ,nA × Nn+ℓ−1A)
where ΓI,J,µ ⊂ A × A
ℓ × An+ℓ is the subvariety described in Section 2.4. Furthermore, let
Pˆ(I, J, µ) := OΓˆI,J,µ ⊗ aJ and
Pˆi := Inf
Sℓ×Sn+ℓ
Si×Sℓ−i,e×Sn+i
Pˆ([i], [n + i], e) =
⊕
Index(i)
Pˆ(I, J, µ) ∈ CohSℓ×Sn+ℓ(Mℓ,nA×Nn+ℓ−1A) .
We set Hˆℓ,n := FMPˆ : D
b
Sℓ
(Mℓ,nA)→ D
b
Sn+ℓ
(Nn+ℓ−1A) where Pˆ is the complex
Pˆ := Pˆℓ,n =
(
0→ Pˆ0 → · · · → Pˆℓ → 0
)
.(45)
For I ⊂ [n + ℓ] with |I| = n, the morphism δI : A × A
ℓ → An+ℓ restricts to a morphism
δˆI : Mℓ,nA→ Nn+ℓ−1A. The functor Hˆ
0
ℓ,n is given by the composition
DbSℓ(Mℓ,nA)
Man ◦ triv−−−−−−→ DbSn×Sℓ(Mℓ,nA)
δˆ[n]∗
−−−→ DbSn×Sℓ(Nn+ℓ−1A)
Inf
−→ DbSn+ℓ(Nn+ℓ−1A) .(46)
Remark 4.18. Let ι : Mℓ,n → A×A
ℓ and ι′ : Nn+ℓ−1A→ A
n+ℓ denote the close embeddings.
We have Pˆ(I, J, µ) 6∼= (ι × ι′)∗P(I, J, µ) where (ι × ι′)∗ denotes the derived pull-back (note
that the equality holds if we consider the non-derived pull-back instead). The reason is that
ΓI,J,µ and Mℓ,nA×Nn+ℓ−1A do not intersect transversally inside of A×A
ℓ ×An+ℓ. Indeed,
codim
(
Mℓ,nA×Nn+ℓ−1A →֒ A×A
ℓ ×An+ℓ
)
= 4d , codim
(
ΓˆI,J,µ →֒ ΓI,J,µ
)
= 2d .
Lemma 4.19. We have (ι × id)∗Pˆ
i ∼= (id×ι′)∗Pi and (id×ι′)∗Pˆ
i ∼= (ι × id)∗Pi for every
i = 0, . . . , ℓ. Also, (ι× id)∗Pˆ ∼= (id×ι
′)∗P and (id×ι′)∗Pˆ ∼= (ι× id)
∗P.
Proof. For every 0 ≤ i ≤ ℓ and (I, J, µ) ∈ Index(i) the two diagrams of closed embeddings
ΓˆI,J,µ −−−−→ ΓI,J,µy y
A×Aℓ ×Nn+ℓ−1A −−−−→ A×A
ℓ ×An+ℓ
,
ΓˆI,J,µ −−−−→ ΓI,J,µy y
Mℓ,nA×A
n+ℓ −−−−→ A×Aℓ ×An+ℓ
are transversal intersections. It follows from the base change [Kuz06, Corollary 2.27] that
(ι× id)∗Pˆ(I, J, µ) ∼= (id×ι
′)∗P(I, J, µ) , (id×ι′)∗Pˆ(I, J, µ) ∼= (ι× id)
∗P(I, J, µ)
for all (I, J, µ) ∈ Index(i). The result follows from the definition of Pi as a direct sum of the
P(I, J, µ) and (45). 
Corollary 4.20. The functor Hˆℓ,n is a restriction of Hℓ,n in the sense that Hˆℓ,n◦ι
∗ ∼= ι′∗◦Hℓ,n
and ι′∗ ◦ Hˆℓ,n
∼= Hℓ,n ◦ ι∗.
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Proposition 4.21.
H∗(PˆR ⋆ Pˆ) ∼=
{
Inf
Sℓ×Sℓ
Sℓ,e
O∆[0] for A = E an elliptic curve,
Inf
Sℓ×Sℓ
Sℓ,e
O∆([0] ⊕ [−2]⊕ · · · ⊕ [−2(n− 1)]) for A an abelian surface.
Furthermore, for ℓ′, n′ with n′ > ℓ′ > ℓ and n′ + ℓ′ = n + ℓ we have H∗(PˆRℓ′,n′ ⋆ Pˆℓ,n) = 0 in
the case of an elliptic curve.
Proof. It follows from the previous corollary taking right adjoints that
ι∗ ◦ Hˆ
R
ℓ,n ◦ Hˆℓ,n
∼= HRℓ,n ◦Hℓ,n ◦ ι∗ .
The FM kernel of the left hand side is (id×ι)∗(Pˆ
R ⋆ Pˆ) ∈ Db
Sℓ×Sℓ
(Mℓ,nA×A×A
ℓ) and the
FM kernel of the right hand side is
(ι× id)∗(PR ⋆ P) ∼=
{
Inf
Sℓ×Sℓ
Sℓ,e
OΓι [0] for dimA = 1,
Inf
Sℓ×Sℓ
Sℓ,e
OΓι([0]⊕ [−2]⊕ · · · ⊕ [−2(n − 1)]) for dimA = 2.
This follows from the Propositions 4.6 and 4.17 together with the fact that
Γι −−−−→ ∆A×Aℓy y
Mℓ,nA×A×A
ℓ −−−−→ A×Aℓ ×A×Aℓ
is a transversal intersection. Since (id×ι)∗ is an exact functor on the level of coherent sheaves,
H∗
(
(id×ι)∗(Pˆ
R ⋆ Pˆ)
)
∼= (id×ι)∗H
∗
(
PˆR ⋆ Pˆ
)
. The formulae for H∗(PˆR ⋆ Pˆ) follow from the
uniqueness of the cohomology of FM kernels; see [CS12, Theorem 1.2]. Analogously, the
vanishing of H∗(PˆRℓ′,n′ ⋆ Pˆℓ,n) in the case of a curve follows from Proposition 4.9. 
The case of an elliptic curve proves Proposition A’.
Proof of Theorem C’. Let A be an abelian surface. We need to compute one component of
Pˆ0R ⋆ Pˆ0, namely Pˆ(∅, [n], e)R ⋆ Pˆ(∅, [n], e). There is the diagram
Mℓ,nA× Γˆ∅,[n],e
ιˆ2
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
rˆ

Tˆ
πˆ

uˆ
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
vˆ ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗ Mℓ,nA× ∆ˆ[n] ×Mℓ,nA
tˆ // Mℓ,nA×Nn+ℓ−1A×Mℓ,nA
pˆr13

Γˆ∅,[n],e ×Mℓ,nA
sˆ
OO
ιˆ1
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
∆Mℓ,nA
// Mℓ,nA×Mℓ,nA
(47)
where Tˆ = (Mℓ,nA× Γˆ∅,[n],e)∩ (Γˆ∅,[n],e×Mℓ,nA) and ∆ˆ[n] := ∆[n]∩Nn+ℓ−1A. The upper part
is a diagram of closed embeddings with the same properties as diagram (15). Furthermore
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the restriction πˆ of the projection pˆr13 is an isomorphism onto the diagonal and codim rˆ =
codim vˆ = 2ℓ = dimMℓ,nA. Thus, analogously to Sections 4.1 and 4.3, one computes[
pˆr13
(
pˆr∗23Pˆ(∅, [n], e)
R ⊗ pˆr∗12Pˆ(∅, [n], e)
)]S[n] ∼= O∆Mℓ,nA([0] ⊕ [−2]⊕ · · · ⊕ [−2(n− 1)]) .
Thus, Pˆ(0, 0)0 := Inf
Sℓ,Sℓ
Sℓ,e
O∆([0] ⊕ [−2] ⊕ · · · ⊕ [−2(n − 1)]) occurs as a direct summand of
Pˆ0R ⋆ Pˆ0. By the same arguments as in the proof of Proposition 4.21 one can deduce from
Lemma 4.19 that H∗(PˆiR ⋆Pˆj) ∼= (ι×ι)∗H∗(PiR⋆Pj) and H∗(PˆR ⋆Pˆj) ∼= (ι×ι)∗H∗(PR ⋆Pj)
for all i, j ∈ [ℓ]. Here for once (ι× ι)∗ denotes the non-derived pull-back. It follows that the
composition Pˆ(0, 0)0 →֒ Pˆ
0R ⋆ Pˆ0 → PˆR ⋆ Pˆ0 induces an isomorphism on the cohomology in
the degrees ≤ 2(n− 1). The same holds for the morphism PˆR ⋆ Pˆ → PˆR ⋆ Pˆ0. Thus, we can
apply Lemma 4.16 to conclude that PˆR ⋆ Pˆ ∼= Pˆ(0, 0)0. It follows that
HˆRℓ,n ◦ Hˆℓ,n = id⊕[−2]⊕ · · · ⊕ [−2(n − 1)]
which proves condition (i) of a Pn−1-functor.
We set Fˆℓ,n := δˆ[n]∗ ◦Ma[n] ◦ triv; compare (46). Since the diagram
Mℓ,nA
δˆ[n]
−−−−→ Nn+ℓ−1A
ι
y ι′y
A×Aℓ
δ[n]
−−−−→ An+ℓ
is a transversal intersection, we have Nδˆ[n]
∼= Nδ[n]|Mℓ,nA as Sn-bundles. Thus, one can show
following [Kru13, Section 3] that Fˆℓ,n is a P
n−1-functor with cotwist [−2]. Now condition (ii)
of a Pn−1-functor for Hˆℓ,n can be deduced the same way as it was done for Hℓ,n in Section
4.11.
Since the P-cotwist as well as the Serre functors are just shifts, condition (iii) can be verified
by a simple dimension count. 
5. Interpretation of the results
5.1. Spherical and P-twists. The P-twist associated to a Pn-functor F : DbG(M)→ D
b
H(N)
with P-cotwist D is defined as the double cone
PF := cone
(
cone(FDFR → FFR)→ id
)
.(48)
The map defining the inner cone is given by the composition
FDFR
FjFR
−−−−→ FFRFFR
εFFR−FFRε
−−−−−−−−→ FFR
where j is the inclusion of the direct summand D. The map defining the outer cone is induced
by the counit ε : FFR → id; for details see [Add11, Section 3.3]. The functor PF : D
b
H(N)→
DbH(N) is always an autoequivalence; see [Add11, Theorem 3]. On the spanning class imF ∪
kerFR = imF ∪ (imF )⊥ the twist PF is given by
(49) PF ◦ F ∼= F ◦D
n+1[2] , PF (B) = B for B ∈ kerF
R.
For S : DbG(M)→ D
b
H(N) a spherical functor the associated spherical twist is defined as the
cone TS := cone(S ◦ S
R ε−→ id) of the counit. We have
(50) TS ◦ F ∼= F ◦ C[1] , TS(B) = B for B ∈ kerS
R.
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In the case that S is split spherical, i.e. a P1-functor, T 2S
∼= PS . Let Ψ ∈ Aut(D
b
G(M)) and
Φ ∈ Aut(DbH(N)). Then
TS◦ψ ∼= TS , PF◦Ψ ∼= PF , TΦ◦S ∼= Φ ◦ TS ◦Φ
−1 , PΦ◦F = Φ ◦ PF ◦Φ
−1 ;(51)
see [AA13, Proposition 13] and [Kru13, Lemma 2.3].
5.2. The case n = 1 and comparison to [CL12]. Regarding (11) it is a natural extension
to the case n = 1 to set
H0ℓ,1 := Inf
Sℓ+1
Sℓ
: DbSℓ(X ×X
ℓ)→ DbSℓ+1(X
ℓ+1) .
While the functors Hℓ,n for n ≥ 2 are P
n−1-functors (in the surface case), the functor H0ℓ,1 is
a Pℓ-functor (for dimX arbitrary) as follows from the following general observation.
Let G be a finite group and H ≤ G a subgroup such that there is an element g ∈ G of order
n = [G : H] such that 1, g, . . . , gn−1 forms a system of representatives of the right cosets. Let
G act on a variety M . Recall that, in this case, the inflation functor is given by
Inf := InfGH : D
b
H(M)→ D
b
G(M) , Inf(A) =
n−1⊕
k=0
gk∗A(52)
with the linearisation given by permutation of the summands.
Lemma 5.1. The inflation functor Inf is a Pn−1-functor with P-cotwist g∗.
Proof. The left and right adjoint of Inf is the restriction functor Res. By (52) we indeed have
Res ◦Inf = id⊕g∗ · · · ⊕ g(n−1)∗. Condition (iii) of a Pn−1-functor amounts to the fact that
Res ∼= g(n−1)∗ Res. For (B,λ) ∈ DbG(M) the counit map ε : Inf ◦Res(B) =
⊕n−1
k=0 g
k∗B → B
is given by the components λ−1
gk
: gk∗B → B; compare [Ela14, Section 3]. Using this, one can
compute that the monad structure has the desired form. 
However, the induced twists are not very interesting.
Lemma 5.2. For n = [G : H] = 2 the spherical twist TF associated to F = Inf equals the
autoequivalence Ma[1] := ( )⊗ a[1]. For arbitrary n ≥ 2 the P-twist PF equals [2].
Proof. Let n = 2 and (B,λ) ∈ DbG(M). Let ϕ : B ⊗ a → Inf Res(B) be the G-equivariant
morphism with components id: B → B and −λg : B → g
∗B. This gives the exact triangle
B ⊗ a
ϕ
−→ Inf Res(B)
ε
−→ B .
Since TF is defined by fitting into the exact triangle Inf Res(B)
ε
−→ B → TF , it follows that
TF ∼= Ma[1]. Still for n = 2 the assertion for the P-twist follows by the fact that PF = T
2
F .
For n ≥ 3 one has to do calculations involving the double cone construction (48) of PF in
order to show the assertion. We omit them. 
Analogously to Section 1.3, for E ∈ Db(X) we consider
H0ℓ,1(E) := H
0
ℓ,1 ◦ IE : D
b
Sℓ
(Xℓ)→ DbSℓ+1(X
ℓ+1) , A 7→ Inf
Sℓ+1
Sℓ
(E ⊠A) .
Let now X be a minimal resolution of the Kleinian singularity C2/Γ for Γ ⊂ SL(2,C) a
finite subgroup so that we are in the situation of the classical McKay correspondence. Hence
there is an equivalence Db(X) ∼= DbΓ(C
2). For Vi an irreducible representation of Γ, consider
Ei = C(0)⊗ Vi ∈ D
b
Γ(C
2) which corresponds to the line bundle O(−1) on a component of the
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exceptional divisor of X. Then the H0ℓ,1(Ei) are exactly the functors Pi(ℓ) of [CL12] which
give rise to a categorical action of the Heisenberg algebra on the derived categories of the
Hilbert schemes of points on X. For higher n the construction in [CL12] does not give explicit
lifts of the Nakajima operators qn. Instead, functors P
(n)
i are constructed which correspond
to other generators of the Heisenberg algebra than the Nakajima operators do; see [CL12,
Section 8.2]. The functors P
(n)
i (ℓ) are given in terms of our notation by
P
(n)
i (ℓ) : D
b
Sℓ
(Xℓ)→ DbSn+ℓ(X
n+ℓ) , A 7→ Inf
Sn+ℓ
Sℓ×Sn
(E⊠ℓi ⊠A)
which is a direct summand of H0n+ℓ−1,1(Ei) ◦ · · · ◦H
0
1+ℓ,1(Ei) ◦H
0
ℓ,1(Ei). In contrast, H
0
ℓ,n(E)
is given by A 7→ Inf
Sn+ℓ
Sℓ×Sn
(E∆ ⊠A) where E∆ denotes the push-forward of E along the small
diagonal of Xℓ.
5.3. Induced autoequivalences on the Hilbert schemes. Let X be a smooth projective
surface and m ≥ 2. We will mostly omit the Bridgeland–King–Reid–Haiman equivalence
Φm : D
b(X [m])
∼=
−→ Db
Sm
(Xm) in the notation and interpret every functor between the equi-
variant derived categories of the cartesian product as one between the derived categories of
the Hilbert schemes and vice versa. For m even we set r = m2 − 1 and for m odd we set
r = m−12 . By Theorem C there are the P
m−ℓ−1-functors Hℓ,m−ℓ : D
b(X ×X [ℓ]) → Db(X [m])
for ℓ = 0, . . . , r. We denote the associated P-twists by Pℓ,m−ℓ := PHℓ,m−ℓ ∈ Aut(D
b(X [m])).
Recall that the group of standard autoequivalences
Aut(Db(X [m])) ⊃ Autst(Db(X [m])) ∼= Z×
(
Aut(X [m])⋉ Pic(X [m])
)
is the subgroup spanned by shifts, push-forwards along automorphisms and tensor products
by line bundles. We consider the group
Autst+H(Db(X [m])) := 〈Autst(Db(X [m])), P0,m, . . . , Pr,m−r〉 ⊂ Aut(D
b(X [m])) .
The functorsH0,2 andH1,2 are P
1-functors, hence spherical. Accordingly, in the casesm = 2, 3
we replace P0,2 and P1,2 by their square roots T0,2 := TH0,2 and T1,2 := TH1,2 in the definition
of Autst+H(Db(X [m])).
Let π : Xm → SmX := Xm/Sm be the quotient map. We write points of the symmetric
product as formal sums of points of X. For ν = (ν1, . . . , νs) a partition of m there is the
stratum
Xmν :=
{
x ∈ Xm | π(x) = ν1 · y1 + · · ·+ νs · ys with pairwise distinct yi ∈ X
}
⊂ Xm .
We denote the complement of its closure by X¯mν . For 1 ≤ k ≤ m we set ν(k) := (k, 1, . . . , 1)
as a partition of m. Note that, for r < k ≤ m we have
Xmν(k) =
( ⋃
I⊂[m] , |I|=k
∆I
)
\
( ⋃
I⊂[m] , |I|=k+1
∆I
)
, X¯mν(k) = X
m \
( ⋃
I⊂[m] , |I|=k
∆I
)
.(53)
For x ∈ Xm we denote by orb(x) ⊂ Xm the orbit of x under the Sm-action on X
m. We set
C¯(x) := Oorb(x) ⊗ am ∈ D
b
Sm
(Xm).
Lemma 5.3. For r ≤ ℓ ≤ m we have
Pℓ,m−ℓ(C¯(x)) ∼=
{
C¯(x)[−2(m − ℓ− 1)] for x ∈ Xmν(m−ℓ),
C¯(x) for x ∈ X¯mν(m−ℓ).
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Also,
T0,2(C¯(x)) ∼=
{
C¯(x)[−1] for x ∈ ∆,
C¯(x) for x ∈ X2 \∆,
, T1,2(C¯(x)) ∼=
{
C¯(x)[−1] for x ∈ X3ν(2),
C¯(x) for x ∈ X¯3ν(2).
Proof. Every x ∈ Xmν(m−ℓ) has a point of the from y = (y1, . . . , yℓ, y, . . . , y) in its Sm-orbit.
Then Hℓ,m−ℓ(C(y, y1, . . . , yℓ)) ∼= C¯(y) ∼= C¯(x). By (53) it also follows that H
R
ℓ,m−ℓ(C¯(x)) = 0
for x ∈ X¯mν(m−ℓ). The assertion for the P-twist follows by (49) and that for the spherical twists
by (50). 
Note that Xmν(m−ℓ) ∪ X¯
m
ν(m−ℓ) ( X
m so that the above does not describe the value of the
Pℓ,m−ℓ on all skyscraper sheaves C¯(x) of orbits. In fact, for x ∈ X
m \ (Xmν(m−ℓ) ∪ X¯
m
ν(m−ℓ))
the object Pℓ,m−ℓ(C¯(x)) is again supported on orb(x) but not simply a shift of C¯(x).
Proposition 5.4. The abelianisation of the group Autst+H(Db(X [m])) is given by
Autst+H(Db(X [m]))ab ∼= Z×
(
Aut(X [m])⋉ Pic(X [m])
)
ab
× Zr+1 .
Proof. Let Ψ = ML ◦ϕ∗ ◦ P
a0
0,m ◦ · · · ◦ P
ar
r,m−r[b] for L ∈ Pic(X
[m]), ϕ ∈ Aut(X [m]), and
a0, . . . , ar, b ∈ Z. We have to show that Ψ = id implies L ∼= OX , ϕ = id, and a0 = · · · = ar =
b = 0. Let ξ = {x1, . . . , xm} ⊂ X be a reduced subscheme of length m. Under the BKRH
equivalence C([ξ]) corresponds to C¯(x) with x = (x1, . . . , xm). Since x ∈ X¯
m
ν(k) for all k ≥ 2 we
get by the previous lemma Ψ(C([ξ])) = C([ϕ(ξ)])[b] which implies b = 0 and ϕ = id. Let now
x ∈ Xmm−r and A = Φ
−1
m (C¯(x)). Again by the previous lemma, Ψ(A) = L⊗A[−2(m−r−1)ar]
which shows ar = 0. Testing inductively the values of Ψ(C(x)) for x ∈ X
m
ν(m−ℓ) shows that
also ar−1 = · · · = a0 = 0 hence Ψ = ML. Finally Ψ(OX[m]) = L shows L
∼= OX[m] . The proof
goes through in the same way in the cases m = 2, 3 where P0,2 and P1,2 have to be replaced
by T0,2 and T1,2. 
Remark 5.5. Even before taking the abelianisation, the Pℓ,m−ℓ commute with a large class
of autoequivalences namely with those induced by automorphisms and line bundles on the
surface X. For the proof in the case ℓ = 0 see [Kru13, Lemma 5.4]. The proof for arbitrary ℓ
is similar.
Lemma 5.6. Every autoequivalence in Autst+H(Db(X [m])) is rank-preserving up to sign and
sends objects that are supported on a non-trivial subset of X [m] to objects with the same
property.
Proof. For ℓ = 0, . . . , r and every object A ∈ Db
Sℓ
(X×Xℓ) the object Hℓ,m−ℓ(A) is supported
on the closure of Xmν(ℓ) hence has rank zero. By the double cone construction (48) of the
P-twist it follows that rankPℓ,m−ℓ(B) = rankB for all B ∈ D
b(X [m]). Also every standard
autoequivalence is rank preserving with the exception of odd shifts which multiply the rank
by −1. The argument for the second assertion is similar. 
There are plenty of examples, especially in the case that X is a K3 or Enriques surface,
of autoequivalences in Db(X [m]) which are not rank preserving or send skyscraper sheaves
to objects whose support is the whole X [m]. By the previous lemma we know that these
autoequivalences are not contained in Autst+H(Db(X [m])). Here is a list of those examples
the author is aware of:
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(i) For every non rank-preserving autoequivalence Ψ ∈ Aut(Db(X)) on the surface,
Ploog’s construction [Plo07, Section 3.1] gives a non rank-preserving autoequivalence
Ψ[n] ∈ Aut(Db(X [m])).
(ii) For X a K3 surface, the universal ideal sheaf functor F = FMIΞ : D
b(X)→ Db(X [m])
is a Pm−1-functor and the induced twist PF sends skyscraper sheaves to objects whose
support is X [m]; see [Add11] and [Kru13, Lemma 5.7].
(iii) There is a variant G : Db(X) → Db(X [m]) of F called the truncated universal ideal
sheaf functor; see [KS14] or Section 5.5. For X a K3 surface, it is again a Pm−1-
functor that sends skyscraper sheaves to objects whose support is X [m].
(iv) For X an Enriques surface, the universal ideal sheaf functor F = FMIΞ : D
b(X) →
Db(X [m]) is neither spherical nor a P-functor but fully faithful. Nevertheless, there
is an induced autoequivalence which is not rank-preserving; see [KS14].
(v) For X an Enriques surface also the truncated universal ideal functor is fully faithful
and induces another non rank-preserving autoequivalence.
(vi) For X a K3 surface, the structural sheaf OX[m] is a P
m-object and the induced twist
PO sends skyscraper sheaves to objects whose support is X
[m]. The same holds for
twists along general Pn-objects which are supported on the whole X [m]. Spherical
objects in Db(X) induce Pm-objects in Db(X [m]); see [PS12].
(vii) For X an Enriques surface, the structural sheaf OX[m] is an exceptional object and
induces an autoequivalence which is not rank-preserving. The same holds for any
exceptional object of non-zero rank. Exceptional objects in Db(X) induce exceptional
objects in Db(X [m]); see [KS14].
(viii) For X = A an abelian surface the pull-back Σ∗ : Db(A) → DbSm(A
m) ∼= Db(A[m])
along the summation morphism is a Pm−1-functor with P-cotwist [−2]; see [Mea12].
Let ∆ ⊂ Am be the small diagonal. Then supp(PΣ∗(O∆)) = A
m. Indeed, the
composition Σ◦δ : A→ A with the embedding of the small diagonal is multiplication
by m. Hence, Σ∗O∆ is a locally free sheaf of rank m. Thus, also Σ
∗Σ∗(O∆) is a
locally free sheaf of rank m and the claim follows by by the double cone construction
(48) of the P-twist.
5.4. Induced autoequivalences on the Kummer varieties. Recall that for A an abelian
surface there is the BKRH equivalence Φˆ : Db(Km−1A)
∼=
−→ DbSm(Nm−1A). Thus the P-
functors of Theorem C’ can be considered as P-functors to the derived category of the
generalised Kummer variety. For the induced twists Pˆℓ,m−ℓ := PHˆℓ,m−ℓ the picture is very
similar to the Hilbert scheme case with one exception: The Pm−1-functor Hˆ0,m : D
b(Am) →
Db
Sm
(Nm−1A) splits into the P
m−1-objects C¯(a, . . . , a) = C(a, . . . , a) ⊗ am ∈ D
b
Sm
(Nm−1A)
for a ∈ Am; see [Kru13, Section 6]. Thus, it gives rise to m
4 different autoequivalences Pˆa :=
PC¯(a,...,a) such that
∏
a∈Am
Pˆa ∼= Pˆ0,m. We define Aut
st+H(Db(Km−1A)) ⊂ Aut(D
b(Km−1A))
by
Autst+H(Db(Km−1A)) := 〈Aut
st(Db(Km−1A)), Pˆa : a ∈ Am, Pˆ1,m−1, . . . , Pˆr,m−r〉 .
Analogous to Proposition 5.4 we get
Autst+H(Db(Km−1A))ab ∼= Z×
(
Aut(Km−1A)⋉ Pic(Km−1A)
)
ab
× Zm
4
× Zr .(54)
Again, all the autoequivalences in the group Autst+H(Db(Km−1A)) are rank-preserving up
to sign and preserve objects with non-trivial support. Thus, neither the P-twist induced by
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the universal ideal functor (see [Mea12]) nor twists induced by Pm−1-objects whose support
is the whole Km−1A, for example OKm−1A, are contained in Aut
st+H(Db(Km−1A)).
5.5. Relation to the (truncated) universal ideal functors. Let X be a smooth quasi-
projective surface and F = Fm = FMIΞ : D
b(X) → Db(X [m]) the universal ideal functor. It
follows from results of [Sca09] that Φ ◦ F = FMK where K ∈ D
b
Sm
(X ×Xm) is the complex
concentrated in degrees [0,m] given by
0→ OX×Xm →
m⊕
i=0
ODi →
⊕
|I|=2
ODI ⊗ aI →
⊕
|I|=3
ODI ⊗ aI · · · → OD[m] ⊗ a[m] → 0 ;
see [Mea12, Section 6]. We define the truncated universal ideal functor as
G := Gm := FMσ≤1K : D
b(X)→ DbSm(X
m) , σ≤1K = (0→ OX×Xm → ⊕
m
i=0ODi → 0) .
We have GRG ∼= FRF ; see [KS14, Section 5]. It follows that G is again a Pm−1-functor if X
is a K3 surface and fully faithful if X is an Enriques surface or more generally a surface with
pg = 0 = q. In the following we perform the computations at the level of the functors since
we find it a bit easier and more intuitive. However, in order to show that the induced maps
between the functors take the expected form one has to do the calculation at the level of the
FM kernels what we omit. We have
FMK0
∼= H∗( )⊗OXm , FMK1 ∼= Inf
Sm
Sm−1
◦pr1 ◦ triv ,(55)
FMKq
∼= InfSm
Sq×Sm−q
◦δ[q]∗ ◦ p
∗
[q] ◦Maq ◦ triv for q = 2, . . . ,m(56)
where for I ⊂ [m] we denote by pI : ∆I ∼= X × X
I¯ → X the projection to the first factor.
Consider pr∗X ◦ triv : D
b(X)→ Db
Sm−2
(X ×Xm−2).
Lemma 5.7. Hm−2,2 ◦ pr
∗
X ◦ triv
∼= FMσ≥2K[2].
Proof. Under the isomorphism ∆[2] ∼= X × X
m−2 we have prX = p[2]. Moreover, for i ≥ 1
under the identification ∆[i+2] ∼= X ×X
m−i−2 we have prX ◦ι[i] = p[i+2]. Now it follows from
comparing (10) and (56) that H im−2,2 ◦ pr
∗
X ◦ triv
∼= FMKi+2 . 
Lemma 5.8. HLm−2,2 ◦G
∼= pr∗X ◦ triv[−1].
Proof. We set ℓ = m− 2. Note that the left adjoints H iLℓ,2 are given by (13) with ι[i]∗ replaced
by ι[i]! and δ
!
[2+i] replaced by δ
∗
[2+i]. We have
( )S2+i Ma2+i δ
∗
[2+i] Res(OXm)
∼= (OX×Xℓ−i ⊗ a2+i)
S2+i = 0
which shows that H iL2,m−2 ◦ FMK0 = 0 for all 0 ≤ i ≤ m− 2. Let qa : X ×X
ℓ−i → X denote
the projection to the a-th factor of Xℓ−i. For E ∈ Db(X) we have
( )S2+i Man+i δ
∗
[2+i] Res(⊕
m
i=1 pr
∗
i E)
∼=⊕ℓ−ia=1 (a2+i ⊗ q
∗
iE)
S2+i ⊕ (E ⊗ a2+i−1 ⊠OXℓ−i)
S2+i−1 ∼=
{
0 for i > 0,
pr∗X E for i = 0.
This shows that HLm−2,2 ◦G
∼= HLm−2,2 ◦FMK1 [−1]
∼= H0Lm−2,2 ◦FMK1 [−1] = prX ◦ triv[−1]. 
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For m ≥ 4 the functors Hm−2,2 are not spherical. Nevertheless, one can consider the twist
Tm−2,2 := cone(Hm−2,2H
R
m−2,2 → id) and its left adjoint T
L
m−2,2 = cone(id→ Hm−2,2H
L
m−2,2)
though they are not autoequivalences for m ≥ 4.
Proposition 5.9. TLm−2,2 ◦G
∼= F for m ≥ 2.
Proof. The previous two lemmas combined give Hm−2,2 ◦H
L
m−2,2 ◦G
∼= FMσ≥2K[1]. It follows
that TLm−2,2 ◦G
∼= cone(FMσ≤1K → FMσ≥2K[1])
∼= FMK ∼= F . 
In the cases m = 2, 3 the twists Tm−2,2 and T
L
m−2,2 = T
−1
m−2,2 are autoequivalences. Thus,
the above proposition gives another proof that GRG ∼= FRF in these cases. Furthermore, by
(51) we get
Corollary 5.10. For X a K3 surface, we have the relations T0,2TF2 = TG2T0,2 and T1,2PF3 =
PG3T1,2 in Aut(D
b(X [2])) and Aut(Db(X [3])), respectively.
We get similar relations for X an Enriques surface by [KS14, Remark 3.12]. Let now A be
an abelian surface and Fˆm = Fˆ = FMI
Ξˆ
: Db(A) → Db(Km−1A) the universal ideal functor.
It is a Pm−2-functor for m ≥ 3 and a P1-functor for m = 2; see [Mea12] and [KM14]. Then
Φˆ ◦ Fˆ = FMKˆ where Kˆ is the complex
OA×Nm−1A →
m⊕
i=0
ODˆi →
⊕
|I|=2
ODˆI ⊗ aI →
⊕
|I|=3
ODˆI ⊗ aI · · · → ODˆ[m] ⊗ a[m] → 0 ;
where DˆI = DI ∩ (A ×Nm−1A). Following the computations in [Mea12, Section 6] one sees
that the truncated version Gˆm := Gˆ := FMσ≤1K again satisfies Gˆ ◦ Gˆ
R ∼= FˆR ◦ Fˆ . Hence Gˆ is
again a Pm−2 functor for m ≥ 3 and a P1-functor for m = 2. Now, we can prove analogously
to above that TˆLm−2,2 ◦ Fˆm = Gˆm. The key step is again to compute that
HˆLm−2,2 ◦ Gˆm
∼= pˆrX ◦ triv[−1] where pˆrX = (Mm−2,2A →֒ A×A
m−2 prX−−→ A) .(57)
5.6. Braids on hyperka¨hler fourfolds. We say that two elements a, b of a group satisfy
the braid relation if aba = bab. Two twists TE , TF along spherical objects satisfy the braid
relation if Hom∗(E,F ) = C[n] for some n ∈ Z; see [ST01]. There is the following straight
forward generalisation which gives a criterion for twists along spherical functors to satisfy the
braid relation; compare [AL13, Theorem 1.2].
Proposition 5.11. Let G = FMG ,H = FMH : D
b(M) → Db(N) be two spherical functors
such that GRH ∼= id and HomDb(M×N)(G,H) = C. Let F = cone(G
ψ
−→ H) for 0 6= ψ ∈
Hom(G,H) and set F = FMF . Then F is also a spherical functor and every pair of TF , TG, TH
spans 〈TF , TG, TH〉 and satisfies the braid relation.
Proof. Composing the triangle GGR → id→ TG with H and using that G
RH ∼= id we get the
triangle G→ H → TGH. The map G→ H of this triangle is non-zero. Indeed, otherwise we
had TGH = H ⊕G[1] contradicting the fact that all three functors are spherical. Because of
Hom(G,H) = C it follows that F ∼= TGH. This shows that F is spherical and by (51) there
is the relation
TF = TG ◦ TH ◦ T
−1
G(58)
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in Aut(Db(N)). Taking left adjoints of GRH ∼= id we get HLG ∼= id. This gives the triangle
T−1H G→ G→ H which shows that T
−1
H G = F [−1] and
TF = T
−1
H ◦ TG ◦ TH .(59)
The assertion follows from the equations (58) and (59). 
Proposition 5.12. (i) Let X be a K3 surface. Then every pair of TF2 , TG2 , T0,2 spans
the subgroup 〈TF2 , TG2 , T0,2〉 ⊂ Aut(D
b(X [2])) and satisfies the braid relation.
(ii) Let A be an abelian surface. Then every pair of TFˆ3 , TGˆ3 , Tˆ1,2 spans the subgroup
〈TFˆ3 , TGˆ3 , Tˆ1,2〉 ⊂ Aut(D
b(K2A)) and satisfies the braid relation.
Proof. We apply the above proposition to G = G2 and H = H0,2[−1]. By Lemma 5.8 we have
HLG = id and hence also GRH = id. We have
G = σ≤1K = (0→ OX×X2 → OD1 ⊕OD2 → 0) , H = OD[2] ⊗ a2[−1] .
Now, Hom(OX×X2 ,OD[2] ⊗ a2)
S2 = 0 and
Hom(OD1 ⊕OD2 ,OD[2] ⊗ a2)
S2 ∼= Hom(OD1 ,OD[2]) = C
by (20). Hence HomDb
S2
(X×X2)(G,H) = C. Thus, the assumptions of Proposition 5.11 are
fulfilled (one either has to apply the BKRH equivalence or make the straight-forward gener-
alisation of Proposition 5.11 to equivariant spherical FM transforms).
In the second case we set G = Gˆ3 and H = Hˆ1,2[−1]. Note that M1,2A ∼= A so that (57)
gives HLG = id. The verification that Hom(G,H) = C is similar to the first case. 
5.7. Semi-orthogonal decompositions in the curve cases. Let C be a smooth curve.
As stated in Corollary B, it follows from Proposition A that there is the semi-orthogonal
decomposition
DbSm(C
m) = 〈A0,m,A1,m−1, . . . ,Ar,m−r,B〉 , Aℓ,m−ℓ = Hℓ,m−ℓ(D
b
Sℓ
(C ×Cℓ)) .(60)
Since the symmetric product SmC is smooth, the pull-back along π : Cm → SmC maps to
the bounded derived category, i.e. π∗ triv : Db(SmC)→ DbSm(C
m). Note that this holds exclu-
sively for curves. Since (π∗OCm)
Sm = 0, it follows by projection formula that ( )Smπ∗π
∗
triv ∼=
id which means that π∗ triv is fully faithful. For I ⊂ [m] with |I| ≥ 2 we have ( )SI MaI δ
∗
I Res π
∗
triv =
0 . Hence, HLℓ,m−ℓπ
∗
triv = 0 for all ℓ ≥ 2 which shows that π∗ triv(Db(SmC)) ⊂ B.
Also note that the semi-orthogonal decomposition (60) can be further refined by considering
for ℓ ≤ r the semi-orthogonal decompositions of Db
Sℓ
(C × Cℓ) induced by those of Db
Sℓ
(Cℓ)
which are themselves of the form (60).
5.8. Induced autoequivalences in the curve cases.
Lemma 5.13. Let X be a smooth variety of odd dimension. Then
S¯
−(n−1)
X H
L
ℓ,nMan+ℓ
∼=MaℓH
R
ℓ,n for n ≥ 2 .
Proof. There is the following crucial difference between the odd and the even dimensional case.
If X is even dimensional, the Sm-equivariant canonical bundle of X
m equals ωXm ∼= ω
⊠m
X
where the linearisation is the one acting by permuting the factors, while in the odd dimensional
case the linearisation is given by ωXm ∼= ω
⊠m
X ⊗am. Indeed, on the fibre ωXm(x) the stabiliser
of x ∈ Xm acts by permuting blocks of length d = dimX in the wedge product.
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With this in mind the proof is the same as the proof that S¯
−(n−1)
X H
L
ℓ,n
∼= HRℓ,n for X even
dimensional; see Section 2.5. 
Let now X = C be a smooth curve. Then Hℓ,n : D
b
Sℓ
(C × Cℓ) → DbSn+ℓ(X
n+ℓ) is fully
faithful for n > min{ℓ, 1}; see Proposition A. Let m = n+ ℓ and Am ⊂ Sm be the alternating
group. The functor Res : DbSm(X
m)→ DbAm(X
m) is spherical with cotwist Ma and twist τ
∗[1]
where τ is any element of Sm \ Am. This follows by the Lemmas 5.1 and 5.2 together with
the fact that a functor F is spherical if and only if FR is spherical with the roles of the
twist and cotwists exchanged; see [AL13, Theorem 1.1]. It follows by [HLS13, Theorem 4.13]
that the composition Res
An+ℓ
Sn+ℓ
◦Hℓ,n is again a spherical functor. For τ ∈ Sm \ Am we have
τ∗ ◦ Res ◦Hℓ,n ∼= Res ◦Hℓ,n. Thus, the spherical twist T˜ℓ,n := TRes ◦Hℓ,n ∈ Aut(D
b
Am
(Xm)) is
equivariant, i.e. τ∗ ◦ Tℓ,n ∼= Tℓ,n ◦ τ
∗, by (51). Hence, there is an induced autoequivalence
Tℓ,n ∈ Aut(D
b
Sm
(Xm)); see [Plo07, Theorem 6]. By the same arguments, for E an elliptic curve
the fully faithful functors Hˆℓ,n : D
b
Sℓ
(Mℓ,nE)→ D
b
Sn+ℓ
(Nn+ℓ−1E) induce autoequivalences of
DbAn+ℓ(Nn+ℓ−1E) and D
b
Sn+ℓ
(Nn+ℓ−1E).
One can also construct Tℓ,n ∈ Aut(D
b
Sm
(Xm)) directly as the cone
Tℓ,n = cone(Hℓ,nH
R
ℓ,n ⊕MaHℓ,nH
R
ℓ,nMa
c
−→ id)
where c is the direct sum of the counit maps. It follows by Lemma 5.13 that
Tℓ,nHℓ,n ∼=Man+ℓHℓ,nMaℓS¯
−(n−1)
C [1] , Tℓ,nMan+ℓHℓ,n
∼= Hℓ,nMaℓS¯
−(n−1)
C [1] ,
and Tℓ,n(B) = B for B ∈ kerH
R
ℓ,n ∩ ker(H
R
ℓ,nMa). Thus
Tℓ,n(C¯(x)) = C¯(x)[−(n − 2)] for x ∈ X
n+ℓ
ν(n) , Tℓ,n(C¯(x)) = C¯(x) for x ∈ X¯
n+ℓ
ν(n)(61)
similarly to Lemma 5.3.
5.9. Some conjectures. As we see from the list at the end of Section 5.3, there are surfaces
X for which the subgroup
Autst+H(Db(X [m])) = 〈Autst(Db(X [m])), P0,m, . . . , Pr,m−r〉 ⊂ Aut(D
b(X [m]))
generated by standard autoequivalences and twists along the Nakajima P-functors is far
smaller than the full group Aut(Db(X [m])). However, in the case that the canonical bun-
dle of the surface is ample or anti-ample there are no non-standard autoequivalences coming
from the surface (see [BO01]) and we expect the following to hold.
Conjecture 5.14. Let X be a smooth projective surface with ωX ample or anti-ample. Then
for m = 2, 3 we have Autst+H(Db(X [m])) = Aut(Db(X [m])), i.e.
Aut(Db(X [2])) = 〈Autst(Db(X [2])), T0,2〉 , Aut(D
b(X [3])) = 〈Autst(Db(X [3])), P0,3, T1,2〉 .
For m ≥ 4, we expect there to be further autoequivalences pr+1,m−r−1, . . . , pm−3,3, tm−2,2
with the same behaviour as the one of the twists along the Nakajima P-functors that is
described in Lemma 5.3. That means that we should have
pℓ,m−ℓ(C¯(x)) ∼=
{
C¯(x)[−2(m − ℓ− 1)] for x ∈ Xmν(m−ℓ),
C¯(x) for x ∈ X¯mν(m−ℓ),
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tm−2,2(C¯(x)) ∼=
{
C¯(x)[−1] for x ∈ Xmν(2),
C¯(x) for x ∈ X¯mν(2).
The main evidence is that there is in fact always an autoequivalence one can consider as
tm−2,2, namely the composition Φ
−1
MaΦMO(D/2) where D denotes the boundary divisor
of the Hilbert scheme. Indeed, for x ∈ Xmν(2) we have Φ
−1(C¯(x)) ∼= Oµ−1(π(x))(−1) and
Φ−1(C¯(x) ⊗ a) ∼= Oµ−1(π(x))(−2)[1] where π : X
m → SmX is the quotient morphism and
µ : X [m] → SmX is the Hilbert–Chow morphism. This is shown in the case m = 2 in
[Kru13, Proposition 4.4 & Remark 4.6] and the proof for general m is the same. Furthermore,
O(D/2)|µ−1(π(x)) ∼= Oµ−1(π(x))(−1). Thus, Φ
−1
Ma ΦMO(D/2)(Φ
−1(C¯(x)) ∼= Φ−1(C¯(x))[−1].
As explained in Section 5.8 there are also autoequivalences of Db
Sm
(Cm) that act as a shift
on certain strata Cmν(k) and as the identity on C¯
m
ν(k). Thus, one might also guess that this
kind of autoequivalences exist in Db
Sm
(Xm) for X a smooth variety of arbitrary dimension,
even though for dimX ≥ 3 the functors Hℓ,n are far from being fully faithful or P-functors;
compare Remark 3.9.
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