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Abstract
In this present work, a finite volume scheme for approximating a multidimensional nonlinear agglomeration
population balance equation on a regular triangular grid is developed. The finite volume schemes developed in
literature are restricted to a rectangular grid [43]. However, the accuracy and efficiency of finite volume scheme
can be enhanced by considering triangular grids. The triangular grid is generated using the concept of ‘Voronoi
Partitioning’ and ‘Delaunay Triangulation’. To test the accuracy and efficiency of the scheme on a triangular
grid, the numerical results are compared with the sectional method, namely Cell Average Technique [38] for
various analytically tractable kernels. The results reveal that the finite volume scheme on a triangular grid is
computationally less expensive and predicts the number density function along with the different order moments
more accurately than the cell average technique. Furthermore, the numerical comparison is extended by comparing
the finite volume scheme on a rectangular grid. It also demonstrates that the finite volume scheme with a regular
triangular grid computes the numerical results more accurately and efficiently than the finite volume scheme with
a rectangular grid.
Keywords: Agglomeration; Nonlinear Integro-Partial Differential Equation; Finite Volume Scheme; Cell
Average Technique; Moments; Regular Triangular Grid.
1. Introduction
Agglomeration is a process in which two or more smaller particles merge together to form a larger size particle
which is often known as an aggregation process. As a result of this process, various physical properties of the
particles such as size, shape and enthalpy change. During the formation of the larger particles, the total mass
of the system remains constant, however, the total number of particles in the system gradually decreases. The
applications involving this process are formations of drops, bubbles, granules etc. which generally change only one
property of the particles, namely, size. However, other distributed properties, for example, moisture content or
porosity of the granules could potentially be of interest for better understanding of the industrial processes such as
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wet granulator, sprayed fluidized bed granulator and depolymerazation as is stipulated in [15, 17, 18, 20, 27, 34, 36].
If this is the case, a two dimensional (2D) population balance model is required.
In this work, our main interest is to solve a multidimensional agglomeration population balance equation
(PBE) which in a well-mixed system is written as follows:
∂G(t,x)
∂t
=
1
2
∫
x
0
a(t,x− x′,x′, t)G(t,x− x′)G(t,x′)dx′ −
∫ ∞
0
a(t,x,x′, t)G(t,x)G(t,x′)dx′ ; t ∈ [0,∞), (1)
with initial data
G(0,x) = G0(x) , x ∈]0,∞[ .
Here, G(t,x) describes the number density distribution of particles having properties x > 0 at time t ≥ 0
and the aggregation kernel a(t,x,x′) represents the rate at which two particles with properties x and x′ merges.
Each component of the vector x = {x1, x2, · · · , xp} lies in the interval (0,∞) and the bold notations are used to
express the vector entities. The aggregation kernel is non-negative and symmetric in nature with respect to its
size dependent arguments. The graphical representation of the agglomeration process is given in Figure 1.
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Figure 1: Schematic illustration of two dimensional agglomeration.
Our main interest is not only to approximate the number density distribution well though the accuracy of
integral properties of the number density function G is also important. As, in some practical applications such as
sprayed fluidized bed granulator [16, 19], the integral properties like moments are required. For a bivariate PBE
x = {x1, x2}, the (j1, j2) moments corresponding to the number distribution function G(t, x1, x2) are defined as
µj1,j2(t) =
∫
∞
0
p∏
r=1
x1
j1x2
j2G(t, x1, x2)dx1dx2. (2)
Here, the zeroth order moment µ0,0(t) denotes the total number of particles in the system, whereas, µ1,0(t) and
µ0,1(t) denote the first order moments, that is, total mass in the system along x1 and x2 directions, respectively.
Due to the presence of non-linear integral in the first term of the equation (1), analtyical solutions are possible
only for few simple kernels like constant, additive and multiplicative kernels [11, 12, 14, 26]. Hence numerical
approximations are required to obtain the solution of the problem involving complex form of the kernels. Many
numerical solutions are available in literature including finite difference methods [35], finite element methods
[1, 4, 21], least-square spectral method [9], finite volume schemes [13, 22, 33, 41, 42, 44], Taylor series method of
moments [30, 46], direct quadrature method of moments [2, 3, 8, 10, 28, 29, 47, 48] or sectional methods like the
fixed pivot technique (FPT) [25, 45] and cell average technique (CAT) [23, 39].
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It is found in the literature that the sectional methods not only obtained the number function accurately
but also the lower and higher order moments are also predicted well [23, 45]. However, the other methods were
merely focused on approximating the number density function only. The first mathematical formulations of FPT
and CAT were derived for rectangular grids (as shown in Figure 2(a)). Later Chakraborty and Kumar [5] and
Kumar et al. [24] extended the FPT and CAT for regular triangular grids and shown that the accuracy of the
number density function along with the different order moments increases. However, in this present work, the
triangular grid is generated using the concept of Voronoi Partitioning and Delaunay Triangulation because
Singh et al. [37] have shown that the delaunay triangulation leads to natural formation of triangular elements.
Many other applications of sectional methods (CAT & FPT) for triangular grid can be seen in Nandanwar and
Kumar [31], Chauhan et al. [6], Chauhan et al. [7], Singh et al. [37] and Singh et al. [38]. The major disadvantage
of the sectional methods is that their mathematical formulations are very complex, making the computations very
expensive. Moreover, among CAT and FPT, CAT always emerges as a better technique for solving a aggregation
PBE than FPT for any type of grid [24, 37, 38].
Recently, Forestier-Coste and Mancini [13] developed a finite volume approximation for solving a multidi-
mensional aggregation PBE on a rectangular grid whose mathematical formulation is simpler than the sectional
methods. The numerical number density function and lower order moments (µ00 and µ10 or µ01) are well pre-
dicted by this method. However, the higher order moments deviate significantly from the exact results. Later,
Singh et al. [43] improved the scheme of Forestier-Coste and Mancini [13] and proposed another finite volume
scheme on a rectangular grid (see Figure 2(a)) which predict the number density and various order moments more
accurately than Forestier-Coste and Mancini [13]. However, the higher order moments, in particular, µ21 and
µ30, are overpredicted by the finite volume scheme developed by Singh et al. [43]. In this exercise, an attempt is
made to improve the accuracy of the number density as well as various order moment are predicted by solving
a multidimensional agglomeration PBE on a triangular grid. Higher order moments play very significant role in
predicting various properties like average particle size and the width of its distribution as described in Omar and
Rohani [32].
The rest of the paper is organized as follows: Section 2 provides the idea of generation of a triangular grid
and the implementation of the finite volume scheme and the cell average technique on the triangular grid. A
subsequent section 3 is devoted to comparing numerical results with the exact results for various analytically
relevant kernels. Finally, Section 4 concludes the outcome of this work.
2. Numerical Methods and Discretization
In this section, the mathematical expressions of the cell average technique and finite volume scheme on a non-
uniform triangular grid for solving 2D agglomeration PBE (1) are provided. Before providing the expressions of
both numerical methods, we first give the detailed description of generation of the non-uniform regular triangular
grid which is different from the grids used by Chakraborty and Kumar [5] and Kumar et al. [24]. Because the
idea is to provide a unique formulation which can be implemented for any type of grids such as triangular grid
3
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(a) Rectangular partitioning of the domain. (b) Triangular domain discretization using voronoi partitioning
and delaunay triangulation.
Figure 2: Different discretization of 2D domain.
(in two dimensions) and tetrahedron, quadrilateral pyramid, triangular prism and hexahedron grids (in three
dimensions). This is only possible when the notion of ‘Voronoi Partitioning’ is used to generate the required grid
[38].
2.1. Domain Discretization
For the numerical schemes, the lower and upper bounds of the computational domain along the various
directions are fixed as x1/2 = 0 and xmax < ∞. For the sake of simplicity,it is assumed that the whole domain
is partitioned into I = {I1, I2, · · · , Ik} where k is the dimension. Now, for any p, define the mesh points and the
step size by
x1/2 = 0, xp =
xp−1/2 + xp+1/2
2
, ∆xp = xp+1/2 − xp−1/2.
Our main purpose is to solve the 2D population balance equation and present the numerical results obtained
with the finite volume scheme on a regular triangular mesh. Therefore, let us first provide the description of
generating the non-uniform triangular grid for 15 × 15 cells as shown in Figure 2(b). Along both axes, 16 lines
are drawn with exponentially increasing distance between the lines, and grid points (lower & upper boundaries
of cells) are generated by the intersection of lines parallel to the x and y axes (see Figure 2(b)). Moreover, the
points on both the axes are uniformly distributed on logarithmic scale. Therefore, the resultant grid contains a
large number of pivots near both the axes, however, it reduces exponentially as we move towards the end of the
domain. Additionally, voronoi partitioning and delaunay triangulation in MATLAB is performed using these
grid points. Voronoi partitioning always offers the simplest and natural partition of a domain. It is defined as a
subdivision of the plane determined by a finite set of different points where each point represents a subdivision in
such a way that any point in the associated subdivision is closest to its representative (or natural pivot) [37]. In
a simpler sense, if two points in a voronoi region claims a same Voronoi side, are called natural pivot. By linking
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the natural pivots, a triangulation known as Delaunay triangulation is formed, and the shapes formed are known
as natural elements. The concept of natural elements can be easily explained as follows: given that the particle
population is represented on pivots, if the pivots are distributed arbitrarily in a two dimensional plane, they
cannot be connected to form regular rectangular bins [5]. This process leads to triangles as natural elements for
two dimensional spaces and the division of the space using natural elements is unique in nature. The advantage of
triangular grid over rectangular grid is explained as follows: For a rectangular grid, a non-pivot point located on
the diagonal is mostly assigned to the pivots on the diagonal and only small fractions are assigned to the pivots
located away from the diagonal which destroy the accuracy of the numerical method. However, for a triangular
grid, there is dispersion of particle population in the direction of the diagonal, but there is no dispersion of these
particles in directions perpendicular to the diagonal which leads to the higher accuracy of the method.
The presence of infinity in the integral makes it difficult to obtain a solution for the PBE (1) when using
numerical methods. Hence, for the implementation of the numerical schemes, the domain must be restricted
to Ω := {x : 0 < x < xmax}. Now based on the aforementioned notations, let us introduce the mathematical
expressions of the numerical schemes for a non-uniform regular triangular grid.
2.2. Cell Average Technique
In this section, the brief description of the cell average technique developed by Singh et al. [38] for solving
an aggregation PBE on a non-uniform regular grids is provided. For the implementation, let us assume that
Nk denotes the number of particles in the kth cell and mathematically can be found by integrating the number
density function G over the boundaries of the cell, that is,
Nk =
∫
Vk
G(t,x)dx, (3)
where Vk denotes the voronoi region, that is, the area covered by the kth cell. It is presumed that the particles
inside each cell are concentrated on the representative of the cell so that the number density function can be
approximated using Dirac delta point masses as
G(t,x) =
I∑
k=1
Nk(t)δ(x − xk), (4)
where the Dirac delta function can be defined as follows
δ(x− xk) =

 0, x− xk 6= 0∞, otherwise.
Substituting the equation (4) in the PBE (1) and integrate over the region Vk yields
dNk(t)
dt
= Bk −Dk, k = 1, 2, 3, ..., I. (5)
Here the term Bk and Dk describes the birth and death of the particles in the k
th cell and are given by
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Figure 3: Distribution of partilces properties in a triangular domain.
Bk =
p≤q∑
(xp+xq)∈Vk
(
1−
1
2
δpq
)
a(xp,xq) NpNq, (6)
and
Dk =
I∑
p=1
a(xk,xp) NkNp. (7)
Here, for our study, the vectors xk and xp are the two-dimensional vectors which expresses two properties of the
particles. The detailed description of above equations are provided in the Singh et al. [37, 38].
The idea of the cell average technique is based upon the distribution of the particle properties after averaging
to the neighboring nodes when the average values are different from the representative of the cell. Mathematically,
the average properties of the aggregating particles in a kth cell can be found using the expressions xk = Vk/Bk.
Here, Vk denotes the fluxes along the various directions into the cell after aggregation of smaller particles and
are given by
Vk =
p≤q∑
(xp+xq)∈Vk
(
1−
1
2
δpq
)
(xp + xq) a(xp,xq) NpNq. (8)
Further, the position of the average values of the properties does not overlap the representative of the cell. Then,
according to the notion of the cell average technique, the distribution of average values of the properties to the
neighboring nodes is completed in a manner that the zeroth and first order moments remain conserved. Due to
the conservation of zeroth as well as first order, the following relations of the moments can be established
c1 + c2 + c3 = 1, c1x
A + c2x
B + c3x
C = xk. (9)
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The values c1, c2 and c3 are the fractions which are contributing to the neighboring nodes and can be obtained
by solving the system of equations. Moreover, xk denotes the average values of the particle properties which fall
in a triangle whose vertices have coordinates xA, xB and xC (see Figure 3). The detailed formulation of the cell
average technique can be found in Singh et al. [38].
2.3. Finite Volume Scheme
In this subsection, the finite volume scheme is developed for solving a multidimensional pure aggregation
PBE on non-uniform triangular grids (see Figure 2(b)). It can be observed that the cell average technique
is computationally very expensive as it requires the calculation of the average values of particles, and then
distribution of averaging properties to the neighboring nodes at each time step. Hence, our aim is to provide a
formulation whose mathematical structure is rather simpler and predicts the various numerical results in a more
efficient and accurate way than the cell average technique.
For the numerical scheme, it is necessary to define the following set of indices
γk = {(p, q) ∈ N× N : (xp + xq) ∈ Vk} , (10)
which involve a pair of cells’ representative p and q such that after the aggregation, that is, (xp + xq) falls in a
voronoi cell having representative k.
Further, let us divide the time domain as tn+1 = tn+∆tn for n ∈ {0, 1, . . . , N − 1}. For xk ∈ N, suppose that
Gnk is an approximation of G(t
n,xk) which is defined as the average value of number density function G at time
tn in a kth cell and can be expressed as
Gnk =
1
∆xk
∫
Vk
G(t,x)dx. (11)
Similar to cell average technique, it is considered that the particles within a cell are concentrated on the repre-
sentative of the cell. Then using the expression in the equation (4), (10) and the concept of Euler method, the
2D finite volume scheme on regular triangular grid is written in the following form
Gn+1k = G
n
k +∆t
n
(1
2
p≤q∑
(xp+xq)∈Vk
a(xp,xq)G
n
pG
n
q
∆xp∆xq
∆xk
−
I∑
p=1
a(xk,xp)∆xk∆xpG
n
kG
n
p
)
. (12)
It can be seen that the essential criterion of the finite volume scheme is to conservation of the total mass of
the system. Unfortunately, the formulation given by (12) does not conserve the total mass of the system (see
Appendix A.1), however, the above equation satisfies the number preservation property as shown in Appendix A.2.
The mass conservation property can be accomplished by adding a weight (or correction factor) to the above
equation and takes the following form:
Gn+1k = G
n
k +∆t
n
(1
2
p≤q∑
(xp+xq)∈Vk
a(xp,xq)G
n
pG
n
q
∆xp∆xq
∆xk
Ψkp,q −
I∑
p=1
a(xk,xp)∆xk∆xpG
n
kG
n
p
)
, (13)
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where the correction factor is defined by
Ψkp,q =


xp + xq
xk
, (p, q) ∈ γk
0, otherwise.
(14)
It can be noted that the new formulation (13) does not depend on the dimensionality of the equation (1)
and thus it is easy to implement for any dimension. Moreover, the new approximation obtained by defining the
voronoi cell gives an extra option to choose various types of grids for different properties, that is, the formulation
(13) does not rely on the shape of the discretized elements. The discretized elements may take any structured
or unstructured shape including but not limited to triangle in two property co-ordinates (dimensions) as well as
tetrahedron, quadrilateral pyramid, triangular prism and hexahedron in three property co-ordinates.
Further, it is required to ensure the positivity of the numerical solution at each time step. This can be achieved
by writing the stability condition, that is, the CFL condition in the explicit form given by
∆tn < min
xk
{∣∣∣∣ GnkBnFV S,k −DnFV S,k
∣∣∣∣
}
, (15)
where
BnFV S,k =
1
2
p≤q∑
(xp+xq)∈Vk
a(xp,xq)G
n
pG
n
q
∆xp∆xq
∆xp
Ψkp,q,
and
DnFV S,k =
I∑
p=1
a(xk,xp)∆xk∆xpG
n
kG
n
p .
3. Results and Discussion
In this section, various numerical results obtained using FVS and CAT with triangular and rectangular grids
are compared for the different analytically relevant kernels. The analytical (or exact) results for size-independent
and size-dependent kernels are provided by Gelbard and Seinfeld [14] and Ferna´ndez-Dı´az and Go´mez-Garc´ıa [11],
respectively. In particular, different order moments and number density function obtained with both numerical
methods are compared with the exact results by solving a two dimensional aggregation PBE. Simulations are run
using MATLAB on a i5 CPU with 2.40 GHz and 16 GB RAM.
Number density function or particle population in various cells are compared using the concept of flat rep-
resentation introduced in literature by Chakraborty and Kumar [5]. In the flat representation, cells are ordered
from k = 1 to k = I and then the particle population in each cell is determined mathematically by Nk = Gk∆xk
and plotted against its index k. Next, we also compared quantitatively the weighted errors [40] in the number
distribution using:
Λj1,j2,··· ,jp(t) =
∑I
k=1 |G
exc
k (t)−G
num
k (t)| x
j
k ∆xk∑I
k=1G
exc
k (t)x
j
k∆xk
. (16)
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Here ∆xk =
∏p
r=1∆xr and x
j
k =
∏p
r=1 x
jr
r . The superscripts exc and num represent the exact and numerical
solutions, respectively. The value of Λ0,0,··· ,0 and Λ1,0,··· ,0 or Λ0,1,··· ,0 represent the relative error in the total
number of particles (zeroth order moment) and total mass of the system (first order moments), respectively, over
the property range. Other combinations of i and j can be summarized in a similar fashion. These weighted errors
are evaluated at the end of each simulation.
In addition to this, the error in different order moments are evaluated:
ηj1,j2,··· ,jp(t) = max
t
∣∣∣∣∣µ
exc
j1,j2,··· ,jp(t)− µ
num
j1,j2,··· ,jp(t)
µexcj1,j2,··· ,jp(t)
∣∣∣∣∣ . (17)
Here η0,0,··· ,0 and η1,0,··· ,0 describes the maximum errors in the zeroth and first order moments, respectively.
Before interpreting the different numerical result, it is necessary to define degree of aggregation Iagg :
Iagg(t) = 1−
µ0,0,··· ,0(t)
µ0,0,··· ,0(t = 0)
, t ≥ 0 . (18)
which describes the reduction in the number of initial primary particles due to agglomeration process. Initially
at t = 0, Iagg = 0 and as the limit t approaches ∞, Iagg tends to unity with all primary particles forming one
aggregate.
3.1. Size-independent Kernel
In order to compare the numerical results with the analytical results, two different initial conditions and their
corresponding analytical number density functions are considered for a size-independent kernel (a(t, x1, x2, x
′
1, x
′
2) =
1). In particular, for our study, two initial conditions are considered, that is, G(0, x1, x2) =
16N0x1x2
β102β202
exp
[
− 2x1β10 −
2x2
β20
]
and G(0, x1, x2) =
N0
β10β20
exp
[
− x1β10 −
x2
β20
]
. Here, N0 denotes the total initial number of particles in the
system whereas the parameters β10 and β20 express the values at which the particles are initially peaked. The an-
alytical solutions of number density functions for these initial conditions and their parameter values are provided
in Appendix B.1.
3.1.1. Case 1:
For a initial G(0, x1, x2) =
16N0x1x2
β102β202
exp
[
− 2x1β10 −
2x2
β20
]
, the comparison of numerical results with the analtyical
results is conducted for a size-independent kernel. For the comparison, the degree of aggregation is taken to be 0.97,
that is, Iagg(t) = 0.97 and the computational domain ranging from x1min, x2min = 10
−5 upto x1max, x2max = 120
is divided into 225 cells. However, time is limited from 0 to 40.
Figure 4 demonstrates the qualitative comparison of different order moments as well as number density function
obtained by both numerical methods for a triangular grid. It reveals that the zeroth and first order moments are
equally well predicted by both numerical methods. Additionally, the second order moments (µ20 & µ11) predicted
by the FVS are in better agreement with the analytical moments than the CAT. Similarly, the third order moment
(µ30) approximated by the FVS deviates less from the analytical moment than the CAT. Furthermore, it can be
also seen that the other third order moment (µ21) is computed more accurately by the FVS than the CAT. Next,
9
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
we also compare the particle population in each cell (number density) computed by both FVS and CAT with the
analytical result using the notion of flat representation (see Figures 4(e) & 4(f)). Figures show that the result
approximated by the FVS deviates less from the analytical solution than the CAT
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Figure 4: Different order moments and number density for Case 1 with triangular grid.
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Figure 5: Different order moments and number density for Case 1 with rectangular grid.
Table 1 provides the quantitative weighted errors (16) in different moments calculated using both numerical
approximations. The results show that the errors in different order moments obtained by the CAT are larger
than those obtained by the FVS. Similar behavior of errors is seen when maximum errors (17) in various order
moments are compared, that is, the errors approximated by FVS are smaller than the CAT (see Table 2). It
can be observed that the higher order moments obtained by the CAT show more weighted and maximum errors
than the FVS. The qualitative and quantitative deviation in the various moments and number density may be
due to the numerical diffusion taking place in the CAT while distributing the average particles properties to
the neighboring nodes (representative) as explained in [23] whereas in the FVS no such distribution is required.
Moreover, it can also be noticed from Tables 1 and 2 that the consideration of more refined grid decreases the
weighted sectional and maximum errors in the different order moments.
Further, the comparison of various order moments along with the number density function obtained using FVS
with a non-uniform rectangular grid is also conducted with the analytical results (see Figure 5). It reveals that
the zeroth and first order moments show identical results to the results obtained with triangular grid. However,
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Table 1: Weighted error of number distribution for Case 1
Λ CAT FVS CAT FVS
(for 15× 15 cells) (for 15× 15 cells) (for 25× 25 cells) (for 25× 25 cells)
Λ00 0.39815 0.14029 0.26079 0.05393
Λ10 0.39815 0.14029 0.26079 0.05393
Λ20 0.39815 0.14029 0.26079 0.05393
Λ11 0.69112 0.28656 0.35939 0.22569
Λ21 0.81861 0.37585 0.49900 0.20576
Λ30 0.39815 0.14029 0.26079 0.05393
the second and third order moments are deviating far from the analytical results as shown in Figures 5(b) &
5(c). Additionally, the particle population obtained by the FVS with rectangular grid shows more deviation as
compared to the particle population computed with triangular grid.
The numerical methods are compared in terms of computation (CPU) time in Table 3. The time taken by
the FVS to compute all numerical results is less as compared to the CAT for triangular and rectangular grid
(FVS). Moreover, the FVS with a triangular grid also took lesser CPU time than the FVS with a rectangular
grid. Hence, it can be concluded that the FVS with triangular grid computed the various results more accurately
with lesser computational time.
Table 2: Maximum error in different order moments for Case 1
η CAT FVS CAT FVS
(for 15× 15 cells) (for 15× 15 cells) (for 25× 25 cells) (for 25× 25 cells)
η00 1.09× 10
−03 1.02× 10−03 6.34× 10−04 4.43× 10−04
η10 5.78× 10
−10 2.51× 10−10 6.32× 10−16 4.76× 10−16
η20 0.08736 0.03047 0.01865 0.01038
η11 0.12284 0.07624 0.06088 0.01847
η21 0.16511 0.03426 0.10453 0.01301
η30 0.30323 0.19509 0.05705 0.05529
Table 3: Comparison of computational time taken by both methods for Case 1
Grid Type Cells Method Time Taken Cells Time Taken
(in seconds) (in seconds)
Triangular 225 FVS 2.77 625 10.55
Triangular 225 CAT 10.44 625 18.13
Rectangular 225 FVS 3.31 625 14.67
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3.1.2. Case 2:
In this case, the comparison of the numerical results is done with the analytical results using a size-independent
kernel for a initial condition G(0, x1, x2) =
N0
β10β20
exp
[
− x1β10 −
x2
β20
]
. The parameter values used to run this
simulation are considered to be same as the previous case.
The results obtained numerically and analytically are shown in Figure 6. It reveals that both lower and higher
order moments are more accurately predicted by the FVS than the CAT, that is, the various order moments
obatined with CAT show more deviations from the analytical moments. Moreover, the particle population in
each cell found using FVS is in better agreement with the analytical result than the CAT. Additionally, the
weighted sectional errors in various order moments confirm that the FVS calculated the moments with higher
precision than the CAT (see Table 4). Similarly, the maximum errors (17) exist in different order moments
computed by the FVS are smaller than the CAT as demonstrated in Table 5. However, it can be observed
that the weighted sectional and maximum errors in various order moments can be reduced to desired values by
considering a more refined grid. This is achieved by increasing the number of cells in the domain from 225 to
625, resulting in a reduction of approximately 50% weighted sectional and maximum errors.
In terms of computational sense, the FVS approximated the various numerical results by consuming less CPU
time than the CAT as presented in Table 6. Therefore, it can be concluded that the FVS is a highly accurate
and efficient method for approximating a two-dimensional aggregation PBE.
Table 4: Weighted error of number distribution for Case 2
Λ CAT FVS CAT FVS
(for 15× 15 cells) (for 15× 15 cells) (for 25× 25 cells) (for 25× 25 cells)
Λ00 0.32302 0.12746 0.26079 0.10247
Λ10 0.32302 0.12746 0.26079 0.10247
Λ20 0.32302 0.12746 0.26079 0.10247
Λ11 0.37643 0.26781 0.34693 0.18039
Λ21 0.48845 0.42308 0.39900 0.37991
Λ30 0.32302 0.12746 0.13079 0.10247
3.2. Size-dependent Kernel
Alike the size-independent kernel, the comparison of numerical methods is also conducted for a size-dependent
kernel by considering same two initial conditions. The analytical number density functions derived by [11] and
their parameter values are provided in Appendix B.2 for both initial conditions.
3.2.1. Case 3:
Alike size-independent kernel, the numerical results computed by both methods are compared with the ex-
act results for a size-dependent kernel, that is, a(t, x1, x2, x
′
1, x
′
2) = x1 + x2 + x
′
1 + x
′
2 using G(0, x1, x2) =
13
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Figure 6: Different order moments and number density for Case 2 with triangular grid.
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Table 5: Maximum error in different order moments for Case 2
η CAT FVS CAT FVS
(for 15× 15 cells) (for 15× 15 cells) (for 25× 25 cells) (for 25× 25 cells)
η00 0.03991 0.01323 0.02590 0.00916
η10 6.82× 10
−10 1.27× 10−10 7.49× 10−16 6.41× 10−16
η20 0.08538 0.02519 0.04044 0.01038
η11 0.11285 0.08470 0.05408 0.01070
η21 0.15123 0.05304 0.09583 0.02677
η30 0.30367 0.18841 0.25248 0.14451
Table 6: Comparison of computational time taken by both methods for Case 2
Grid Type Cells Method Time Taken Cells Time Taken
(in seconds) (in seconds)
Triangular 225 FVS 3.20 625 11.12
Triangular 225 CAT 7.05 625 17.02
16N0x1x2
β102β202
exp
[
− 2x1β10 −
2x2
β20
]
. For simulations, the degree of aggregation is taken as 0.80 and the domain size taken
from x1min, x2min = 10
−4 to x1max, x2max = 100 is divided into 225 non-uniform cells.
The different order moments obtained with both numerical methods along with analytical results are plotted
in Figure 7. It reveals that the the lower order moments, namely, µ00 & µ10 predicted numerically (FVS & CAT)
shows equal accuracy. However, the zeroth order moments found using both numerical methods exhibit a slight
over-prediction from the analytical result whereas the first order moment obtained numerically coincides with the
exact result. The rationale of the CAT is based on preserving the zeroth and conserving the first order moments.
But, in this case, the zeroth order moment is not preserved. This can be achieved further by considering a larger
number of grid cells but then the CAT becomes computationally very expensive. Similarly, for the FVS the
result of zeroth order moment can be improved by considering a more refined grid and is less computationally
expensive than CAT. However, the second order moments (µ20 & µ11) computed better by the FVS as compared
to the CAT. Similar behavior is shown by the the third order moments (µ30 & µ21), that is, these moments are
computed with more precision and greater efficiency by the FVS than by the CAT.
Similar to the size-independent kernel, using the concept of flat representation, the particle population in
various cells computed by FVS and CAT are compared with the exact results for the size-dependent kernel (see
Figure 7(e) & 7(f)). The results reveal that the FVS predicts more accurate result than the CAT and matches well
the analytical result whereas the particle population predicted by the CAT at the end of the domain is deviating
from the exact result. This may be due to the fact that the particle population present at the end of the domain
is not well captured by the CAT. Furthermore, the weighted errors in different moments found by both numerical
schemes have been listed in Table 7. The weighted errors in various order moments captured by the FVS are
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Figure 7: Different order moments and number density for Case 3 using triangular grid.
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Figure 8: Different order moments and number density for Case 3 with rectangular grid.
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smaller than the CAT. Moreover, similar type of behavior is observed when maximum errors (17) in various order
moments are found using numerical methods, that is, the FVS shows fewer maximum errors in different order
moments as than the CAT (see Table 8). Again, it can be seen that the qualitative and quantitative errors in the
numerical results obtained by the CAT may be due to the numerical diffusion as discussed in previous section.
Table 7: Weighted error of number distribution for Case 3
Λ CAT FVS CAT FVS
(for 15× 15 cells) (for 15× 15 cells) (for 25× 25 cells) (for 25× 25 cells)
Λ00 0.08988 0.07369 0.05375 0.04631
Λ10 0.08988 0.07369 0.05375 0.04631
Λ20 0.08988 0.07369 0.05375 0.04631
Λ11 0.40568 0.29899 0.23016 0.23414
Λ21 0.58469 0.44273 0.35492 0.34470
Λ30 0.08988 0.07369 0.05375 0.04631
The comparison of various order moments as well as number density function predicted by the FVS with a
rectangular grid and analytical results can be found in Figure 8. This reveals that the various order moments
and number density function approximated by the FVS with a rectangular grid deviates more from the analytical
results than the FVS with a triangular grid. Finally, the comparison in terms of computational requirements
reveals that the FVS (with rectangular & triangular grid) took lesser CPU time to compute all numerical results
than the CAT (see Table 9).
In addition to the above, the particle population in various cells computed using both FVS and CAT are
compared with the exact result (see Figure 7(e) & 7(f)) and both methods show equal accuracy.
Table 8: Maximum error in different order moments for Case 3
η CAT FVS CAT FVS
(for 15× 15 cells) (for 15× 15 cells) (for 25× 25 cells) (for 25× 25 cells)
η00 0.02352 0.01566 0.01261 0.00484
η10 1.11× 10
−09 1.18× 10−10 3.85× 10−10 2.72× 10−10
η20 0.02429 0.01373 0.01573 0.10547
η11 0.07441 0.04658 0.03065 0.02860
η21 0.22086 0.12722 0.11195 0.09715
η30 0.09535 0.07352 0.06577 0.06414
3.2.2. Case 4:
Analogous to the Case 2, the numerical results are compared with the analytical results for a size-dependent
kernel using initial condition G(0, x1, x2) =
N0
β10β20
exp
[
− x1β10 −
x2
β20
]
. To run this simulation, the same parameter
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Table 9: Comparison of computational time taken by both methods for Case 3
Grid Type Cells Method Time Taken Cells Time Taken
(in seconds) (in seconds)
Triangular 225 FVS 1.47 625 7.08
Triangular 225 CAT 5.59 625 11.17
Rectangular 225 FVS 1.79 625 9.81
values are used in the previous case and the analytical solution for this particular initial condition is provided in
Appendix B.2.
The qualitative comparison of moments and number density functions conducted in Figure 9 shows that
the first order moments (µ0,0 & µ1,0) and second order moments (µ1,1 & µ2,0) are equally well predicted by
both numerical methods. However, the higher order moments, in particular, µ2,0 & µ3,0, are more accurately
approximated by the FVS than the CAT. In addition, the comparison of number density functions obtained by
the FVS and CAT show that both methods agreed well with the analytical number density function. Moreover,
the quantitative comparisons demonstrated in Tables 10 and 11 also shows that the FVS calculated the weighted
sectional and maximum errors in various order moments with higher accuracy than the CAT. Additionally, it is
shown that the errors in moments can be reduced by taking more grid points in the domain.
Similar to the previous cases, FVS and CAT were compared in terms of computational (CPU) efficiency and
the results are shown in Table 12. One can note that the CAT took more CPU time to approximates the various
results than the FVS. From the above discussion, it can be concluded that the FVS approximates the various
order moments along with the number density function more accurately and efficiently than the CAT.
Table 10: Weighted error of number distribution for Case 4
Λ CAT FVS CAT FVS
(for 15× 15 cells) (for 15× 15 cells) (for 25× 25 cells) (for 25× 25 cells)
Λ00 0.13163 0.10247 0.10343 0.09199
Λ10 0.13163 0.10247 0.10343 0.09199
Λ20 0.13163 0.10247 0.10343 0.09199
Λ11 0.34693 0.28039 0.27826 0.23414
Λ21 0.43645 0.37991 0.40665 0.30509
Λ30 0.13163 0.10247 0.10343 0.09199
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Figure 9: Different order moments and number density for Case 4 using triangular grid.
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Table 11: Maximum error in different order moments for Case 4
η CAT FVS CAT FVS
(for 15× 15 cells) (for 15× 15 cells) (for 25× 25 cells) (for 25× 25 cells)
η00 0.05601 0.05601 0.04449 0.04213
η10 2.66× 10
−10 2.06× 10−10 1.55× 10−12 1.32× 10−12
η20 0.02898 0.02522 0.02193 0.02093
η11 0.06407 0.06167 0.04808 0.03583
η21 0.19824 0.16177 0.15464 0.12171
η30 0.08593 0.07777 0.06880 0.06360
Table 12: Comparison of computational time taken by both methods for Case 4
Grid Type Cells Method Time Taken Cells Time Taken
(in seconds) (in seconds)
Triangular 225 FVS 2.02 625 6.52
Triangular 225 CAT 3.31 625 10.48
4. Conclusions
The application of a finite volume scheme on a regular triangular grid has been demonstrated successfully for
solving a 2D agglomeration population balance equation. The accuracy and the efficiency of the scheme has been
tested by comparing with the cell average technique using two analytically tractable kernels for various initial
conditions. The qualitative and quantitative numerical results show that the finite volume scheme approximates
the various order moments as well as the number distribution function more accurately and efficiently than the
CAT. It has been also shown that the finite volume scheme with regular triangular grid certainly improves the
accuracy of different order moments and number distribution function than the finite volume scheme with a
rectangular grid. Moreover, the accuracy of the integral properties such as moments can be increased to a desired
level by considering more grid points in a given domain. Finally, it can be concluded that the accuracy and
efficiency of the finite volume scheme are highly dependent on the type of grid chosen for the discretization to
obtain the numerical solution of a two dimensional pure agglomeration population balance equation.
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Appendix A. Integral Properties
Here, the theoretical proofs of the properties like preservation of total number of particles and conservation
of total mass of the system are provided in terms of propositions for a two-dimensional aggregation PBE. The
condition under which the first order moment is conserved can be read as follows: (µ1,0,··· ,0 + µ0,1,··· ,0 + · · · +
µ0,0,··· ,1)(t
n+1) = (µ1,0,··· ,0 + µ0,1,··· ,0 + · · · + µ0,0,··· ,1)(t
n), or, it can be written in terms of the number density
function G as:
I∑
k=1
Gn+1k xk∆xk =
I∑
k=1
Gnkxk∆xk. (A.1)
Before proving the mass conservation property for the FVS, it important to mentioned that the PBE (1) does
conserve mass for the truncated domain Ω := {x : 0 < x < xmax} and the agglomeration kernel is restricted to:
a(t,x,x′) =

 a(t,x,x
′), (x+ x′) ≤ xmax;
0, otherwise.
(A.2)
Under the above restriction on the kernel, the PBE (1) on truncated domain Ω conserves the total mass of the
system.
Appendix A.1. Mass Conservation Property
Proposition 1: The numerical scheme represented by the expression (12) is not mass conserving but the scheme
(13) holds the mass conservation property under the restriction (A.2).
Proof : Multiply the formulation provided in equation (12) by xk∆xk and sum over all k. The left hand side gives
the first moment at time tn+1 and the right hand side can be simplified as
I∑
k=1
Gn+1k xk∆xk =
I∑
k=1
Gnkxk∆xk + T∆t
n, (A.3)
where T is given by the following expression:
T =
1
2
I∑
k=1
p≤q∑
(xp+xq)∈Vk
an(xp,xq)G
n
pG
n
q∆xp∆xqxk −
I∑
k=1
I∑
p=1
an(xk,xp)∆xk∆xpG
n
kG
n
pxk. (A.4)
In order to prove mass conservation we need to show that T = 0 for all times. But, it can be observed that the
two terms on the right hand side of the above equations are not equal. Hence, the mass conservation property
does not hold for the formulation (12). However, if the formulation given in equation (13) is considered, then the
mass conservative property holds with the proof given below:
For the conservation of mass, multiply the formulation provided in equation (13) by xk∆xk and sum over all
k. The left hand side gives the first moment at time tn+1 and the right hand side can be simplified as:
I∑
k=1
Gn+1k xk∆xk =
I∑
k=1
Gnkxk∆xk + T1∆t
n, (A.5)
where T1 is given by the following expression:
22
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
T1 =
1
2
I∑
k=1
p≤q∑
(xp+xq)∈Vk
an(xp,xq)G
n
pG
n
q∆xp∆xqxkΨ
k
p,q −
I∑
k=1
I∑
p=1
an(xk,xp)G
n
kG
n
p∆xk∆xpxk. (A.6)
In order to prove the mass conservation property, it is necessary to show that T1 = 0 for all times. First
substitute the value of Ψkp,q in the equation (A.6):
T1 =
1
2
I∑
k=1
p≤q∑
(xp+xq)∈Vk
an(xp,xq)G
n
pG
n
q∆xp∆xq(xp + xq)−
I∑
k=1
I∑
p=1
an(xk,xp)G
n
kG
n
p∆xk∆xpxk. (A.7)
Note that
I∑
p=1
I∑
q=1
= represents all possible combination of cells p & q,
=
I∑
k=1
∑
(p,q)∈γk︸ ︷︷ ︸
+
I∑
k=1
∑
(p,q)
(xp+xq)>xI︸ ︷︷ ︸
. (A.8)
It can seen that the first term of the equation represents the combination of indices which lies within the
computational domain while the second term represents all those indices which lies outside the computational
domain. So, by using the definition of the weight (14), the second term of equation (A.8) becomes zero. Therefore,
I∑
p=1
I∑
q=1
=
I∑
k=1
∑
(p,q)∈γk︸ ︷︷ ︸
. (A.9)
Now, using the symmetry property of the aggregation kernel (a) and equation (A.9), the equation (A.7) can
be further simplified to
T1 =
I∑
p=1
I∑
q=1
an(xp,xq)G
n
pG
n
q∆xp∆xqxp −
I∑
k=1
I∑
p=1
an(xk,xp)∆xk∆xpG
n
kG
n
pxk. (A.10)
Further, interchanging the indices p → k in the first summation of above equation, the expression can be
rewritten as
T1 =
I∑
k=1
I∑
q=1
an(xk,xq)G
n
kG
n
q∆xk∆xqxk −
I∑
k=1
I∑
p=1
an(xk,xp)∆xk∆xpG
n
kG
n
pxk. (A.11)
Hence, we confirm that T1 = 0 for all times. Thus, the FVS satisfies the mass conservation property.
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Appendix A.2. Number Preservation Property
Proposition 2: The finite volume formulation provided in (12) preserve the total number of particles (zero
order moment) of the system under the condition (A.2).
Proof: Let us prove that the formulation given by equation (12) preserves the total number of particles. For
the proof, multiply the equation (12) by ∆xi both side and take summation over i, we have
I∑
k=1
Gn+1k ∆xk =
I∑
k=1
Gnk∆xk +∆t
nT¯ . (A.12)
where
T¯ =
1
2
I∑
k=1
p≤q∑
(xp+xq)∈Vk
an(xp,xq)G
n
pG
n
q∆xp∆xq −
I∑
k=1
I∑
p=1
an(xk,xp)∆xk∆xpG
n
kG
n
p . (A.13)
For proving the number preservation property of the system, we need to show that
T¯ = −
1
2
I∑
k=1
I∑
p=1
an(xp,xk)G
n
pG
n
k∆xp∆xk.
Using equation (A.8), the equation (A.13) can be rewritten as follows:
T¯ =
1
2
I∑
p=1
I∑
q=1
an(xp,xq)G
n
pG
n
q∆xp∆xq −
I∑
k=1
I∑
p=1
an(xk,xp)∆xk∆xpG
n
kG
n
p . (A.14)
Further, using the symmetry of aggregation kernel and interchanging the indices q → k in the first summation
of above equation gives
T¯ =
1
2
I∑
k=1
I∑
p=1
an(xp,xk)G
n
kG
n
p∆xk∆xp −
I∑
k=1
I∑
p=1
an(xp,xk)∆xk∆xpG
n
kG
n
p . (A.15)
This implies
T¯ = −
1
2
I∑
k=1
I∑
p=1
an(xp,xk)G
n
kG
n
p∆xk∆xp. (A.16)
Hence, the result is proved.
Appendix B. Analytical Solutions
Here, for a two-dimensional pure aggregation PBE, the expressions of the analytical solutions of the number
density functions corresponding to two initial conditions for size-independent and size-dependent kernels are
provided. For Case 1 and Case 3, p1 and p2 are considered to be unity for the analytical solutions whereas for
Case 2 and Case 4, p1, p2 = 0 is used to express the analytical solutions.
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Appendix B.1. Size-independent Kernel
Gelbard and Seinfeld [14] has provided the various analytical solutions corresponding to the different initial
conditions for the number density functions. Among all initial conditions, we summarize the analytical solutions
for the initial conditions G(0, x1, x2) =
16N0x1x2
β102β202
exp
[
− 2x1β10 −
2x2
β20
]
and G(0, x1, x2) =
N0
β10β20
exp
[
− x1β10 −
x2
β20
]
in
the following Table.
Table B.13: Analytical solutions of number density functions for size-independent kernel
Parameter Value
N0 1
p1, p2 1 (Case 1 and Case 3 )
p1, p2 0 (Case 2 and Case 4 )
β10, β20 0.04
G(t, x1, x2)
4N0
(t+2)2
(p1+1)
(p1+1)(p2+1)
(p2+1)
β10β20
exp
[
−(p1+1)x1
β10
+ −(p2+1)x2β20
]
×
∑∞
k=0
(
t
t+2
)k
[(p1+1)
(p1+1)]k[(p2+1)
(p2+1)]k(x/β10)
(k+1)(p1+1)−1(y/β20)
(k+1)(p2+1)−1
Γ[(p1+1)(k+1)]Γ[(p2+1)(k+1)]
Appendix B.2. Size-Dependent Kernel
For a size-dependent kernel, in particular, the sum kernel, different analytical solutions corresponding to
various initial conditions were derived by [11]. Here, we have listed the solutions for two initial conditions,
namely, G(0, x1, x2) =
16N0x1x2
β102β202
exp
[
− 2x1β10 −
2x2
β20
]
and G(0, x, y) = N0β10β20 exp
[
− x1β10 −
x2
β20
]
in Table B.14.
Table B.14: Analytical solutions of number density functions for size-dependent kernel
Parameter Value
N0 1
p1, p2 1 (Case 1 and Case 3 )
p1, p2 0 (Case 2 and Case 4 )
β10, β20 0.04
τ 1− exp(φt)
s x1 + x2
s0 β10 + β20
G(t, x1, x2) N0(1 − τ) exp
(
−sτ
s0
)
(p1+1)(p2+1)
β10β20
exp
[
−(p1+1)x1
β10
+ −(p2+1)x2β20
]
×
∑∞
k=0
1
(k+1)!
(
−sτ
s0
)k
[(p1+1)x/β10]
(k+1)(p1+1)−1[(p2+1)y/β20]
(k+1)(p2+1)−1
Γ[(p1+1)(k+1)]Γ[(p2+1)(k+1)]
φ total mass of the particles in the system
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Highlights: 
 
1. A mass conserving finite volume scheme (FVS) is adopted to solve 2D population balances on 
a triangular grid. 
2. Effect of orientation and directionality of grid on the solution is analyzed.  
3. The accuracy and efficiency of FVS highly dependent on the type of grid chosen. 
4. FVS provides highly accurate and efficient numerical solutions even on a coarse grid than the 
existing method 
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