Abstract
Introduction
Deformable object matching is a fundamental and challenging problem in computer vision. It has a wide range of applications such as medical image analysis [12] , handwriting recognition [16] and object classification [9] . Given two images as illustrated in Fig. 1 , usually one is called reference image and the other one is called target image. The objective of the problem is to obtain the correspondence of features or structures between the two images.
The non-rigid deformations of objects are complex and cannot be handled by calculating the transformation matrix, or simply applying geometric constraints. To solve the problem, the basic idea is to distort the reference image to match the target image. Thus, there are two important aspects in deformation models: 1) how to measure the appear- ance similarity; 2) how to describe object deformation and preserve the inherent structure of the distorted object. Usually, the former one depends on the characteristic of images in different applications, and the latter is the study emphasis in deformation models.
Numerous deformation models have been proposed for decades. Most models [8, 9, 16, 28] formulate the problem as an energy optimization problem, which simultaneously minimizes the appearance similarity term while satisfying some manually defined smooth constraints to keep the continuity. However, such constraints cannot handle large and complex deformations very well and hence the models will fail to keep the structure of the distorted object. On the other hand, objects (e.g., human pose and face) with different physical properties react in very different ways of deformation. The models cannot describe different structure changes of objects, since they do not take the physical properties into account. The pictorial structures models [10, 11] , which can be treated as physics based models, apply springs to represent the object deformation. However, they only get the match of several parts and cannot address accurate cor-respondence of local features. Meanwhile, the springs in the models cannot describe the bending deformation of objects. Jain et al. [18] propose a rubber plate model to represent deformations by distorting the template. However, its ability to describe deformations is limited, since the rubber plate cannot be deformed largely (e.g., the deformations shown in Fig. 1) . Beside, only the correspondence of object's edges or contours can be obtained in [18] . Therefore, we believe that the physical analysis of deformation mechanism and an effective framework are important for deformable object matching. Unfortunately, in spite of the existence of physical models in previous literature, most of them exist in graphics [13] and medical image analysis [24] , and there are few physical models for deformable object matching.
Motivated by this, we analyze the object deformation mechanism and propose a novel deformation decomposition model (DDM) to describe various deformations. Although the non-rigid deformations of objects are complex, we consider that various deformations can be decomposed into three basic types of deformation: tension, compression and bending, as illustrated in Fig. 2 . In this way, complex deformation can be easily addressed by deformation decomposition. The proposed DDM is composed of two lattices, which describe axial deformation (tension and compression) and bending deformation, respectively. Our model is similar to the work of Chenchiah et al. [5] , in which the deformation energy is also decomposed into two kinds of energies. However, there is no clear physical meanings of their two kinds of energies.
Based on the DDM, we formulate the deformable object matching problem as an energy optimization task of twodimensional label Markov Random Field as illustrated in Fig. 1 . Furthermore, we propose a generalized framework of the 2D label MRF and extend it to n-dimensional label MRF. Finally, we propose a two-stage method to optimize the MRF energy which is derived from the DDM.
To provide a quantitative benchmark, we construct a database focusing on the problem of deformable object matching with an effective evaluation criterion. We test our approach on both the constructed database and deformable image pairs from [22] . Furthermore, we apply the DDM on handwriting recognition, which is one of the most important applications of deformation models. Experimental results show that our method outperforms previous models.
There are three main contributions in this paper:
1. We analyze the deformation mechanism and propose a deformation decomposition model. Experiments show that the proposed model can describe various and complex deformations effectively.
2. We propose a 2D label MRF framework for deformable object matching based on the DDM. The framework addresses the correspondence of objects involving complex deformations and is flexible for dif- ferent applications. Moreover, the framework can be easily extended to handle high dimensional cases involved in many vision tasks with a more generalized n-dimensional label MRF.
3. We construct a database for deformable object matching and propose an evaluation criterion. The constructed database is direct and effective to compare the matching performance of different deformation models.
The rest of this paper is organized as follows. In Sec. 2, we analyze the deformation mechanism and introduce the proposed DDM. Based on the DDM, we propose the 2D label MRF framework for deformable object matching in Sec. 3. In Sec. 4, we apply a two-stage method to optimize the MRF energy function. Experiments and applications are shown in Sec. 5. We make conclusions in Sec. 6.
The analysis and modeling of deformation
In mechanics, deformation is the transformation of an object from a reference configuration to the current configuration [29] . Usually, it occurs when some parts or the whole body of objects are stretched, compressed or warped. There will be internal forces between the connected parts in the deformable object. According to mechanics of materials [2, 3] , there are three principal internal forces : tension stress (stress is the force per unit area inside the object), compression stress and bending moment, and the corresponding basic types of deformation are tension, compression and bending (see Fig. 2 ). Since deformations can be decomposed into the three basic deformations, complex deformations can be easily addressed by deformation decomposition.
Motivated by this, we propose the deformation decomposition model (DDM). The DDM is composed of a tension-compression spring lattice (T-lattice) and a bending spring lattice (B-lattice) as shown in Fig. 3 . The two lattices describe the axial and bending deformation respectively. 2. L t is the set of the initial length l 0 of the tensioncompression spring. In the T-lattice, nodes u, v ∈ Z M×N are connected by a spring, if l uv ∈ L t where l uv denotes the distance between u and v. For brevity, we use (u,v) to denote the spring connecting u and v. In the T-lattice, only the springs whose initial length l uv = 1 are applied , that is L t = {1}.
When deformation occurs, there will be deformation energy stored in the object due to the work done by stresses. The tension-compression potential (T-potential) can be calculated according to the work done by springs in the Tlattice. With Hooke's law F t = k t Δl, the potential stored in the spring (u,v) is
where k t denotes the tension and compression modulus representing the object's physical property in axial direction, l uv is the initial length of the spring (u,v), l uv is the current length after deformation and Δl represents the length changes of the spring. If Δl > 0, F t is the tension stress and otherwise F t is the compression stress. Thus, the T-potential on the T-lattice can be expressed as
In spite of its capability to describe axial deformation effectively, the T-lattice cannot represent bending deformation. Therefore, it is necessary to apply a lattice to describe the bending deformation. In the B-lattice, the bending springs can be bent and will store energy due to the bending deformation. Nodes u,v,w ∈ Z M×N are connected by a bending spring if θ uvw ∈ ϑ b , where θ uvw denotes the angle between (u,v) and (v,w). In the B-lattice, only the bending springs whose initial angle θ uvw = π are applied, that is ϑ b = {π}.
The bending potential (B-potential) can be calculated by the work done by bending springs. The work done by the bending spring (u,v,w) is
where k b is the bending modulus which represents the bending properties, θ uvw is the initial angle of (u,v,w), θ uvw is the current angle after deformation and M b is the bending moment of the bending spring. Thus, the bending potential on the whole lattice can be expressed as Therefore, the final DDM is a lattice (Z M×N , L t , ϑ b ), which is the composition of the T-lattice and the B-lattice (see Fig.3 ). When deformation occurs, the displacements of nodes in the model can be addressed by minimizing the deformation energy according to the minimum potential energy principle [4] . The deformation energy is composed of tension-compression potential and bending potential. In contrast to traditional methods calculating equations of equilibrium, the energy methods do not need to solve a set of auxiliary quantities (e.g., stresses) of no interest to obtain the required answer [2] .
The above model is the basis of our framework. In Sec. 3, we will introduce the framework of 2D label MRF for deformable object matching. The labels in MRF model represent displacements of corresponding nodes in the DDM. Meanwhile, the MRF energy function is derived from the deformation energy. In this way, we transform the minimization of the deformation energy into the optimization of MRF energy function.
The framework of deformable object matching
The goal of deformable object matching is to obtain the mapping from the reference image I r to the target image I t . In the proposed framework, we divide the image into a set of small rectangle elements. Let T r and T t denote the sets of elements in I r and I t respectively. Each element in T r corresponds to a node in the DDM. Therefore, if we get the displacement of each node in the DDM, we can obtain the mapping M : T r →T t with the relationship
where (x, y) is the coordinate of an element in T r , (x ,y ) is the coordinate of the matched element in T t and (X,Y ) denotes the displacement of element (x, y).
To optimize the displacements of each node, the deformable object matching problem can be formulated as a 2D label MRF (see Fig. 3 ), whose labels are two dimensional and represent the displacement of nodes.
3.1. Two-dimensional label MRF Definition 3.1 Given a MRF graph G = (V, C) on the reference image I r , it consists of 1. A finite set V ∈ Z M×N of nodes, which represent corresponding elements in T r . Each node v ∈ V can be denoted by a two dimensional coordinate (x v , y v ) and there is one-to-one correspondence between the nodes in V and the nodes in the DDM.
2. A set C of cliques, each of which is a subset of V. For example, (u, v) ∈ C if node u is connected with v.
3. A label set L = X × Y, which is a two dimensional discrete space. X and Y, which are one dimensional, represent the horizontal and vertical displacements of nodes in the DDM respectively:
where ±x m , ±y n are the maximal displacements in x and y directions.
The most important difference between the above model and the multi-label MRF is that the label of each node is a two dimensional variable (X,Y ) ∈ L. The probability distribution on a configuration of the model is the joint probability distributions of variables X and Y . Thus, the model cannot be simply regarded as a multi-label MRF. We call the defined MRF model two-dimensional label MRF. Therefore, the mapping M : T r → T t can be obtained by optimizing the labels of the 2D label MRF model. In fact, similar 2D label space has been applied in [20, 28, 32] . However, none of them propose a generalized framework of the 2D label MRF and even several papers treat it as a multi-label MRF. In the 2D label MRF, the labels X and Y can represent different statistical or physical meanings depending on different problems. For an instance of simultaneously optimizing stereo and segmentation [20] , the model can be regarded as a case of the 2D label MRF, in which X and Y represent the depth and the object class respectively. In contrast, the multi-label MRF cannot solve the two problems simultaneously, since its label can only represent one kind of meaning.
Furthermore, we extend the concept to a more generalized framework of n-dimensional label MRF whose label set L is a n-dimensional discrete space:
In the n-dimensional label MRF, a configuration (X 1 ,· · ·,X n ) assigns a n-dimensional variable to each node, and each dimensional label X n has different representations. The multi-label MRF is a special case of ndimensional label MRF when the label dimension n = 1.
Energy function
The energy of the 2D label MRF contains three terms. The first term is data term and the other two terms are tension-compression potential and bending potential. The data term measures the appearance similarity. Meanwhile, the deformation energy, which is the sum of T-potential and B-potential, preserves the inherent structures of deformable objects in the matching process.
Data term. Each node in the graph G represents the corresponding image region with an associated feature vector. The appearance feature can be pixel, histogram of oriented gradients [7] , or scale-invariant feature transform [23] etc. in different tasks. The similarity between the element in T r and the corresponding element in T t is the distance between the two associated features. The data term can be expressed as
where L = (X, Y) = {L v } is a configuration of the 2D label MRF and assigns to each node v a label
Tension and compression potential. Let C t denote the set of cliques representing the tension and compression deformation. If l uv ∈ L t , (u, v) ∈ C t , where L t = {1} in the DDM. Using Eq. 2 and Eq. 5, the tension-compression potential term can be expressed as
where l uv = 1, and l uv is a function of both the coordinates and labels of nodes u, v
(10) Bending potential. The bending potential (Eq. 3) of a spring (u,v,w) depends on the relationship of three nodes u, v, w. Let C b denote the set of cliques representing bending deformation. (u,v,w) ∈ C b , if nodes u,v,w are connected by a bending spring, that is θ uvw = π and l uv = 1, l vw = 1. Using Eq. 4 and Eq. 5, the bending potential term can be expressed as
where θ uvw = π and θ uvw can be computed by cosine theorem
l uv , l vw and l uw can be calculated using the distance formula Eq. 10. Now, we get the final structure of the 2D label MRF model G = (V, C), where C = C t ∪ C b . The final energy function, which consists of the data term (Eq. 8) and the deformation energy (Eq. 9 and Eq. 11), can be expressed as:
B−potential (13) 
Optimization
Optimizing the energy E(L) is a challenging problem. Ishikawa [14] proposes a graph cuts based algorithm to get the exact optimization of the MRF energy, which should satisfy convex priors. Unlike the multi-label MRF, each node in 2D label MRF takes a two dimensional label, hence E(L) cannot satisfy the convex priors condition and it is unable to be optimized by the method [14] . Y.Boykov et al. [32] propose α-expansion algorithm which has been widely used. Although only an approximate solution can be obtained, it can be applied in n-dimensional label MRF. In this paper, we apply a two-stage method to optimize E(L). We first use α-expansion algorithm [19, 32] to obtain an approximate solution, and then adjust the location of elements according to the force balance to get a more precise matching result.
The α-expansion algorithm starts from an initial state and optimizes the objective by a series of iterative moves based on graph cuts. Each move randomly selects a 2D label (X α , Y α ) ∈ L, and allows any node v to either keep its current label (X v , Y v ) or change to label (X α , Y α ) by getting the min-cut of the corresponding graph. In the iteration, each move leads to a lower energy and the algorithm reaches convergence when no lower energy can be found.
However, the α-expansion algorithm cannot get precise solution and may lead to sharp deformations in some local positions. When the elastic object gets stable state after deformation, every element inside should be in equilibrium state. If the elements do not satisfy the equilibrium condition, they will move under the effect of resultant forces and the deformation energy will decrease during the move. Thus, we propose the location move based on force balance to adjust the location of each element to get smooth deformations.
As shown in Fig. 4 , the location move starts from the initial state obtained by α-expansion. Each move randomly selects an element v to optimize its location. Let F uv be the force acting on spring (u,v). The resultant force F v acting on v is the sum of components: (14) where the vector Δl uv denotes the deformation of (u,v).
If the value of resultant force | F v | is smaller than a chosen threshold T f , the element is in balance. Otherwise, the element will move along the direction of F v . During the move, the element will reach a more stable state with the decrease of deformation energy. Thus, we can find the best location of element v along the direction of the resultant force by minimizing the data term and deformation energy:
where
The algorithm of the location move is shown in Alg. 1.
Algorithm 1 The algorithm of the location move Initialization:
The initial label L = (X,Y) optimized by α-expansion. Threshold T f .
Iteration:
1: for each node v ∈ V do 2:
for each node u, (u,v) ∈ C t do 3:
Get the force F uv = k t Δl uv
4:
end for
5:
Get the resultant force
end if 9: end for Output:
Experiments and applications
Although many databases have been constructed for image matching, most of them focus on the problems of shape matching, such as MPEG-7 [21] , silhouette database [27] and key point matching such as images from [25] . One of the main challenges in these databases is affine deformations which is not the emphasis of this paper. To the best of our knowledge, there is no database focusing on the deformable object matching problem with a quantized criterion, and providing the dense correspondence of all the pixels in real image pairs. As a result, many previous papers only show several illustrative matching results without evaluation, and some papers just give the performance on handwriting or object recognition datasets. However, these experiments are not direct and effective to compare the matching performance of different models.
Therefore, to provide a quantitative benchmark for deformable object matching, we construct a database devoted for this purpose along with an evaluation criterion. To test the effectiveness of the proposed framework, we evaluate our approach on both the constructed deformation matching database and images from [22] . Meanwhile, we apply our method to handwriting recognition and compare it with other deformation models on United States Postal Service database (USPS) [1] .
Deformation matching database
The constructed database contains 25 groups of deformable images. There is one image chosen to be the reference image and the remaining are target images in each group. The images in the database simulate various deformations of different elastic objects. They contain the deformation of human poses, human bodies doing sports, animals and some suitable examples selected from MPGE-7 [21] . Fig. 5 shows some images in the database. All the examples are binary images in our database, since it is difficult to provide the correspondence of all the pixels in color image. It will be much more convenient to provide a criterion to evaluate the matching performance on the binary images.
For a pair of binary images I (q) , q ∈ {r, t}, there are two kinds of pixels in each image: object pixel set P j , which represents whether the pixel j has a right matching pixel or not.
where M (q) (·) is the mapping from image I (q) to I (¬q) . That is, the entry M (q) j is 1 if the intensity of pixel I (q) j is equal to the intensity of the corresponding pixel, where q refers to either the reference or target image.
Let
be the number of pixels in P
be the number of correct matching pixel of
o . The correct matching ratio P can be measured by the average of ratios in both P 
We compare our method with related deformation models including image distortion model (IDM) [15] , two dimensional hidden Markov model (HMM) [8, 30] , two dimensional hidden Markov distortion model (HMDM) [16] which is the combination of IDM and HMM, the approach of Shekhovtsov et al. [28] and Duchenne et al. [9] . Among the models, the first three are popular deformation models and have been successfully applied in handwriting recognition and face recognition. The last two models are most related MRF models. We do not compare with key point matching methods such as [6, 33] since they cannot get the dense correspondence of images.
To keep fair, we set the same parameters for all the methods. In the experiment, only the values of pixels are applied to measure the appearance similarity. Every pair of images is divided to n × 80 or 80 × n elements, where the ratio of n/80 is equal to the aspect ratio of the reference image. The maximum displacement is set as 20, and this means that we fix L = {−20,· · ·,20}×{−20,· · ·,20} in our algorithm.
Tab. 1 shows the correct matching ratio of every group in the database. The proposed deformation model gets the best performance with 90.7% average correct matching ratio. Meanwhile, our model outperforms other methods on 22 groups in the database. The model [9] does not obtain a good matching performance as [28] , because it models the matching problem in x and y direction independently. On the other hand, the optimization method of [9] , which minimizes the energy alternately in x and y direction, easily lead to local minimum. IDM is the simplest deformation model and it gets satisfactory results in images with small deformations, such as comma and glass in the database. H-MDM outperforms IDM and HMM on most groups. Fig. 6 shows the matching results of some examples by different deformation models. We can see that the distorted reference images of our model is most similar to the target images. Although there are various and complex deformations in the images, our method preserves the structure of distorted objects very well.
Deformable color image pairs
We test our model on color image pairs of the deformable database [22] . Since there are various and complex deformations in the objects depicted in the images, the database is very suitable for deformable object matching. Fig. 7 shows the matching results of three challenging and typical image pairs. The first object in Fig. 7 is a surface with real non-rigid deformation and under different perspectives. The second and third image pairs are obtained with synthetic non-rigid deformations. In the experiments, we only use the RGB feature to measure the appearance similarity. We compare our model with the most related models [28] and [9] . As shown in Fig. 7 , our model gets the most satisfactory matching results. In the second image pairs, both our model and the method [28] obtain promising matching results. In the first and third image pairs, the distorted reference images of our model are most similar to the target images. Thus, our model is effective to address the deformable object matching problem in complex deformations.
Handwriting recognition application
Handwriting recognition is one of the most important applications of deformation models. To test the effectiveness of our framework in applications, we apply the proposed model on handwriting recognition and compare with related [28] , Duchenne et al. [9] and our model.
Method
Error (%) Euclidean distance, 1-NN 5.6 SVM [26] 4.0 HMM [16] 2.7 IDM [16] 2.4 Hungarian matching [17] 2.2 2D label MRF (Ours)
1.9 HMDM [16] 1.9 Table 2 . The performance of handwriting recognition on USPS database deformation models on the well-known USPS database [1] .
There are variable testing samples in the database, so it is very suitable to evaluate the proposed model. It contains 7291 training images and 2007 testing images. All the images are 16×16 pixels, and every pixel is one element in the experiment. We fix the label set L = {−5,· · ·,5}×{−5,· · ·,5}, and apply pixel value and gradient feature to measure the similarity. We use 1-NN classifier to classify images. The results are shown in Tab. 2, and our model gets the best performance on USPS compared with related deformation models. The result shows that the proposed model can be effectively used in applications.
Conclusions and future work
In this paper, we have proposed a novel deformation decomposition model to represent various deformations and formulated the DDM as a 2D label MRF for deformable object matching. To get accurate matching performance, we have presented a two-stage optimization method containing graph cuts based α-expansion move and force balance based location move. Besides, we have proposed a generalized framework of 2D label MRF and extended the concept to n-dimensional label MRF. In the experiments, we have built a deformation matching database to provide a quantitative benchmark for deformable object matching. We have tested the proposed model on both the constructed database and color image pairs. Furthermore, we have applied our model on handwriting recognition. Experimental results show that our framework outperforms previous approaches.
Our framework for image matching can be readily extended to object classification. In the future, we will apply our model to object classification with the kernel method [31] . One of the problems in our model is that it cannot describe the 3D deformation, such as torsional deformation. We will extend our model to 3D label MRF and apply it on the 3D object matching problem.
