In this paper we prove a wellposedness result of the KdV equation on the space of periodic pseudo-measures, also referred to as the Fourier Lebesgue space Fℓ ∞ (T, R), where Fℓ ∞ (T, R) is endowed with the weak* topology. Actually, it holds on any weighted Fourier Lebesgue space 
Introduction
In this paper we consider the initial value problem for the Korteweg-de Vries equation on the circle T = R/Z,
Our goal is to improve the result of Bourgain [2] on global wellposedness for solutions evolving in the Fourier Lebesgue space Fℓ whose Fourier coefficients q k = q, e ikπx , k ∈ Z, satisfy (q k ) k∈Z ∈ ℓ ∞ (Z, R) and q 0 = 0. Here and in the sequel we view for convenience 1-periodic distributions as 2-periodic ones and denote by f, g the L 2 -inner product f (x)g(x) dx extended by duality to S ′ (R/2Z, C)×C ∞ (R/2Z, C). We point out that q 2k+1 = 0 for any k ∈ Z since q is a 1-periodic distribution. We succeed in dropping the smallness condition on the initial data and can allow for arbitrary initial data q ∈ Fℓ Informally stated, our result says that for any −1/2 < s 0, the KdV equation is globally C 0 -wellposed on Fℓ
. To state it more precisely, we first need to recall the wellposedness results established in [17] on the Sobolev space H 0 , the corresponding sequence (S(t, q (m) )) m 1 of solutions of (1) with initial data q (m) converges to γ(t) in H for any t ∈ (a, b). In [17] it was proved that the KdV equation is globally in time C 0 -wellposed meaning that for any q ∈ H ). We refer to Appendix B for a discussion. . To this end, the KdV equation is expressed in Birkhoff coordinates z = (z n ) n∈Z . It takes the form ∂ t z n = −iω n z n , ∂ t z −n = iω n z −n , n 1, where ω n , n 1, are the KdV frequencies. For q ∈ H 1 0 , these frequencies are defined in terms of the KdV Hamiltonian H(q) = 2 + q 3 dx. When September 18, 2018 viewed as a function of the Birkhoff coordinates, H is a real analytic function of the actions I n = z n z −n , n 1, alone and ω n is given by
For q ∈ H −1 0 , the KdV frequencies are defined by analytic extension -see [11] for novel formulas allowing to derive asymptotic estimates.
Related results. The wellposedness of the KdV equation on T has been extensively studied -c.f. e.g. [20] for an account on the many results obtained so far. In particular, based on [1] and [18] it was proved in [3] that the KdV equation is globally uniformly C 0 -wellposed and C ω -wellposed on the Sobolev spaces H s 0 (T, R) for any s −1/2. In [17] it was shown that the KdV equation is globally C 0 -wellposed in the Sobolev spaces H s 0 , −1 s < 1/2 and in [11] it was proved that for −1 < s < −1/2 and T > 0, the solution map H s
→ C([−T, T ], H
s 0 ) is nowhere locally uniformly continuous. In [20] , it was shown that the KdV equation is illposed in H s 0 for s < −1. Most closely related to Theorem 1.1 and Theorem 1.3 are the wellposedness results of Bourgain [2] for initial data given by Borel measures which we have already discussed at the beginning of the introduction and the recent wellposedness results in [7] on the Fourier Lebesgue spaces 
where q k , k ∈ Z, denote the Fourier coefficients of the 1-periodic distribution q, q = q, e k , e k (x) := e ikπx , and ·, · denotes the L 2 -inner product, f, g = 
Note that for any z ∈ ℓ s,p 0 , I k := z k z −k 0 for all k 1. We denote by T z the torus given by and refer to Appendix B for a discussion of the properties of τ w * .
Spectral theory
In this section we consider the Schrödinger operator
which appears in the Lax pair formulation of the KdV equation. Our aim is to relate the regularity of the potential q to the asymptotic behavior of certain spectral data. Let q be a complex potential in H 0,C -see e.g. [5, 9, 16, 19, 22, 7] and the references therein. The spectrum of L(q), called the periodic spectrum of q and denoted by spec L(q), is discrete and the eigenvalues, when counted with their multiplicities and ordered lexicographically -first by their real part and second by their imaginary part -satisfy
Furthermore, we define the gap lengths γ n (q) and the mid points τ n (q) by
For q ∈ H −1 0,C we also consider the operator L dir (q) defined as the operator −∂ as well as [5, 9, 16, 19, 22] for a more detailed discussion. The spectrum of L dir (q) is called the Dirichelt spectrum of q. It is also discrete and given by a sequence of eigenvalues (µ n ) n 1 , counted with multiplicities, which when ordered lexicographically satisfies
For our purposes we need to characterize the regularity of potentials q in weighted Fourier Lebesgue spaces in terms of the asymptotic behavior of certain spectral quantities. A normalized, symmetric, monotone, and submultiplicative weight is a function w : Z → R, n → w n , satisfying
for all n, m ∈ Z. The class of all such weights is denoted by M. For w ∈ M, s ∈ R, and 1 p ∞, denote by Fℓ
and for p = ∞,
To simplify notation, we denote the trivial weight w n ≡ 1 by o and write Fℓ s,p 0,C ≡ Fℓ o,s,p 0,C . As a consequence of (4)-(6) it follows that for any q ∈ H −1 0,C , the sequence of gap lengths (γ n (q)) n 1 and the sequence (τ n (q) − µ n (q)) n 1 are both in ℓ
, −1/2 < s 0, the sequences have a stronger decay. More precisely, the following results hold:
is locally bounded.
(ii) For any q ∈ Fℓ [8, 21, 4] for potentials q ∈ L 2 , for singular potentials. We point out that the spectral theory is only developed as far as needed.
Setup
We extend the
and for w ∈ M, s ∈ R, and 1 p ∞ denote by Fℓ
the space of 2-periodic, complex valued distributions f ∈ S ′ C (R/2Z) so that the sequence of their Fourier coefficients f n = f, e n is in the space ℓ w,s,p C = {z = (z n ) n∈Z ⊂ C : z w,s,p < ∞}. To simplify notation, we write Fℓ
In the sequel we will identify a potential q ∈ Fℓ w,s,∞ 0,C with the corresponding element n∈Z q n e n in Fℓ
where q n is the nth Fourier coefficient of the potential obtained from q by viewing it as a distribution on R/2Z instead of R/Z, i.e., q 2n = q, e 2n , whereas q 2n+1 = q, e 2n+1 = 0 and q 0 = q, 1 = 0. We denote by V the operator of multiplication by q with domain H 1 C (R/2Z). See Appendix C for a detailed discussion of this operator as well as the operator L(q) introduced in (3). When expressed in its Fourier series, the image 
, and the eigenspace September 18, 2018 corresponding to the double eigenvalue λ
The L 2 -orthogonal projections onto P n and Q n are denoted by P n and Q n , respectively. It is convenient to write the eigenvalue equation
x f + λf and V denotes the operator of multiplication with q. Since A λ is a Fourier multiplier, we write f = u + v, where u = P n f and v = Q n f , and decompose the equation A λ f = V f into the two equations
referred to as P -and Q-equation.
n . Hence for n sufficiently large, λ ± n (q) ∈ S n where S n denotes the closed vertical strip
Note that {λ ∈ C : Rλ 0} ⊂ n 1 S n . Given any n 1, u ∈ P n , and λ ∈ S n , we derive in a first step from the Q-equation an equation for V v which for n sufficiently large can be solved as a function of u and λ. In a second step, for λ a periodic eigenvalue in S n , we solve the P equation for u after having substituted in it the expression of V v. The solution of the Q-equation is then easily determined. Towards the first step note that for any λ ∈ S n , A λ : Q n ∩ Fℓ s+2,p ⋆,C → Q n is boundedly invertible as for any k = n,
In order to derive from the Q-equation an equation for V v, we apply to it the operator V A
where
It leads to the following equation forv :
To show that Id − T n (λ) is invertible, we introduce for any s ∈ R, w ∈ M, and l ∈ Z the shifted norm of f ∈ Fℓ 
is bounded for any λ ∈ S n and hence for any f ∈ Fℓ
λ Q n f and that its norm T n (λ)f w,s,∞;n satisfies for any λ ∈ S n , T n f w,s,∞;n sup m∈Z |k| =n
where we have used (10) . Since m − k m + n n + k , −1/2 < s 0, and ν /|ν| 2, we conclude
Hölder's inequality together with the submultiplicativity of the weight w then yields
September 18, 2018 One checks that
Going through the arguments of the proof one sees that the same kind of estimates also lead to the claimed bound for T n f w,s,∞;−n . Ú Lemma 2.4 can be used to solve, for n sufficiently large, the equation (11) as well as the Q-equation (8) in terms of any given u ∈ P n and λ ∈ S n .
Corollary 2.5 For any q ∈ Fℓ
w,s,∞ 0,C with −1/2 < s 0 and w ∈ M, there exists n s = n s (q) 1 so that,
with c s 1 the constant in (12) implying that for any 
In particular, one hasv u,λ = V v u,λ . ⋊ Remark 2.6. By the same approach, one can study the inhomogeneous equation
for λ ∈ S n and n n s . Writing f = u + v and g = P n g + Q n g, the Q-equation becomes
leading for any given u ∈ P n and λ ∈ S n to the unique solutionv of the equation corresponding to (11)
and, in turn, to the unique solution v ∈ Fℓ
Reduction
In a next step we study the P -equation A λ u = P n V (u+v) of (8) . For n n s (q), u ∈ P n , and λ ∈ S n , substitute in it the solutionv u,λ of (11), given by (15) ,
Using that Id + K n T n = K n one then obtains A λ u = P n K n V u or B n u = 0, where 
so that Lf = λf . Decomposing f = u + v ∈ P n ⊕ Q n it follows by the considerations above and the assumption n n s that u = 0 and B n (λ)u = 0. Conversely, assume that det(B n (λ)) = 0 for some λ ∈ S n . Then there exists 0 = u ∈ P n so that B n (λ)u = 0. Since n n s , there exisť v u,λ and v u,λ as in (15) and (16) 
As by (15) ,v u,λ = K n T n V u, and asv u,λ = V v, one sees that indeed
⋆,C , λ ∈ S n , and n n s can be obtained by substituting into the P -equation
Conversely, for any solution u of (18), f = u + v, with v being the element in Fℓ
. ⊸ September 18, 2018 We denote the matrix representation of a linear operator F : P n → P n with respect to the orthonormal basis e n , e −n of P n also by F , F = F e n , e n F e −n , e n F e n , e −n F e −n , e −n .
In particular,
where for any λ ∈ S n and n n s the coefficients of P n K n V are given by a n ≡ a n (λ) :
Note that for any λ ∈ S n , the functions a ±n (λ) and b ±n (λ) have the following series expansion
Furthermore, by a straightforward verification it follows from the expression of a n in terms of the representation of
Hence,
In addition, if q is real valued, then a n (λ) = a n (λ),
Lemma 2.9 Suppose q ∈ Fℓ w,s,∞ 0,C with −1/2 < s 0 and w ∈ M. Then for any n n s , with n s as in Corollary 2.5, the coefficients a n (λ) and b ±n (λ) are analytic functions on the strip S n and for any λ ∈ S n
Proof. Let us first prove the claimed estimate for |b n (λ)−q 2n |. Since T n (λ) w,s,∞;n 1/2 for n n s and λ ∈ S n , the series expansion (19) of b n converges uniformly on S n to an analytic function in λ. Moreover, we obtain from the identity
September 18, 2018 Furthermore, for any f ∈ Fℓ
we compute
Consequently, using that T n w,s,p;n 1/2 and hence K n w,s,p;n 2, one gets
The estimates for |b −n − q −2n | and |a n | are obtained in a similar fashion.
Ú
The following refined estimate will be needed in the proof of Lemma 2.13 in Subsection 2.4. 
c s 1 is independent of q, n, and λ, and
As the estimates of T n f, e n and T n f, e −n can be proved in a similar way we concentrate on T n f, e n . Since by definition
Using that n+m /|n+m|, n−m /|n−m| 2 for |m| = n together with (10) , and the submultiplicativity of the weight, one gets for any λ ∈ S n ,
Finally, by Lemma A.1,
Altogether we thus have proved the claim. The preceding lemma together with (14) implies that for any n n s , the function det B n (λ) = (λ − n 2 π 2 − a n ) 2 − b n b −n is analytic in λ ∈ S n and can be considered a small perturbation of (λ − n 2 π 2 ) 2 provided n n s is sufficiently large.
Lemma 2.11 Suppose q ∈ Fℓ
s,∞ 0,C with −1/2 < s 0. Choose n s = n s (q) 1 as in Corollary 2.5. Then for any n n s , det(B n (λ)) has exactly two roots ξ n,1 and ξ n,2 in S n counted with multiplicity. They are contained in
and satisfy
Proof. Since for any n n s and λ ∈ S n , T n (λ) s,∞;±n 1/2, one concludes from the preceding lemma that |a n (λ)| q s,∞ and, with |b
Furthermore, by (14),
It then follows that det B n (λ) has no root in
implying that ξ ∈ D n . In addition, (24) implies that by Rouché's theorem the two analytic functions λ − n 2 π 2 and λ − n 2 π 2 − a n (λ), defined on the strip S n have the same number of roots in D n when counted with multiplicities. As a
and hence again by Rouché's theorem, the analytic functions (λ−n 2 π 2 −a n (λ))
Altogether we thus have established that det(
To estimate the distance of the roots, write det B n (λ) as a product
with an arbitrary choice of the sign of the root for any λ. Each root ξ of det(B n ) is either a root of g + or g − and thus satisfies ξ ∈ {n 2 π 2 + a n (ξ) ± ϕ n (ξ)}.
As a consequence,
8n, one concludes from Cauchy's estimate and the estimate 2 q s,∞ n
following from (14) that
Therefore, by (25),
Proof of Theorem 2.1 (i)
Let q ∈ Fℓ w,s,∞ 0,C with −1/2 < s 0 and w ∈ M. The eigenvalues of L(q), when listed with lexicographic ordering, satisfy
It follows from a standard counting argument that for n n s with n s as in Corollary 2.5 that λ ± n ∈ S n and λ ± n / ∈ S k for any k = n. It then follows from Lemma 2.7 and Lemma 2.11 that {ξ n,1, , ξ n,2 } = {λ
with w ∈ M and −1/2 < s 0, then for any N n s ,
Proof of Theorem 2.1 (i). By Lemma 2.11,
It then follows from Lemma 2.4 and Lemma 2.9 that for n N with N := n s
Jordan blocks of L(q)
To treat the Dirichlet problem, we develop the methods of [7] , where the case q ∈ Fℓ s,p 0,C with −1/2 s 0 and 2 p < ∞ was considered, to the case with −1/2 < s 0 and p = ∞. If q ∈ Fℓ s,∞ 0,C is not real valued, then the operator L(q) might have complex eigenvalues and the geometric multiplicity of an eigenvalue could be less than its algebraic multiplicity.
We chooseň s n s , where n s as in Corollary 2.5, so that in addition
Note thatň s can be chosen uniformly on bounded subsets of Fℓ 
We need to estimate the coefficients of L(q) En when represented with respect to an appropriate orthonormal basis of E n . In the case where λ
the matrix representation will be in Jordan normal form. By Lemma C.3, September 18, 2018 where η n ∈ C satisfies the estimate
The threshold n 
Substituting the expression for f − n into the latter identity then leads to
where η n = −γ n a/b. In the case λ + n is a double eigenvalue of geometric multiplicity two, ϕ n is an eigenfunction of L and one has η n = 0. Finally, in the case λ + n is a double eigenvalue of geometric multiplicity one, (L − λ
product of the latter identity with P n f + n to get
We begin by estimating
and by Cauchy-Schwarz
September 18, 2018
Moreover, by Lemma 2.10 one has
By Corollary 2.5, K n s,∞;n 2 and as L
By increasing n ′ s if necessary, Lemma 2.14 below assures that P n f
1/2. Thus the left hand side of (27) can be estimated as follows
Next let us estimate the term
1 and arguing as above for the second term, one then concludes that
Finally it remains to estimate II = B n P n ϕ n , P n f
and hence it follows that for all n n
Combining (28)-(30) leads to the claimed estimate for η n .
Ú
It remains to prove the estimate of P n used in the proof of Lemma 2.13. To this end, we introduce for n n s the Riesz projector P n,q : L 2 → E n given by (see also Appendix C) 
The thresholdñ s can be chosen locally uniformly for q. ⋊
Proof. In Lemma C.4 we show that as n → ∞,
Proof of Theorem 2.1 (ii)
We begin with a brief outline of the proof of Theorem 2.1 (ii). Let q ∈ Fℓ s,∞ 0,C with −1/2 < s 0. Since according to [16] for any q ∈ H −1 0,C the Dirichlet eigenvalues, when listed in lexicographical ordering and with their algebraic multiplicities, µ 1 µ 2 · · · , satisfy the asymptotics µ n = n 2 π 2 +nℓ 2 n , they are simple for n n dir , where n dir 1 can be chosen locally uniformly for q ∈ H −1 0,C . For any n n dir let g n be an L 2 -normalized eigenfunction corresponding to µ n . Then n dir and denote by E n the two dimensional subspace introduced in Section 2.4. We will choose an L 2 -normalized functionG n in E n so that its restriction G n to the interval I = [0, 1] is in H 1 dir,C and close to g n . We then show that µ n − λ + n can be estimated in terms of (
the claimed estimates for µ n − τ n = µ n − λ + n + γ n /2 then follow from the estimates of γ n of Theorem 2.1 (i) and the ones of b n − q 2n , b −n − q −2n of Lemma 2.9 (ii).
The functionG n is defined as follows. Let f
basis of E n chosen in Section 2.4. As E n ⊂ H |G n (x)| 2 dx = 1. ThenG n (0) =G n (1) = 0 and sinceG n is an element of E n its restriction G n :=G n I is in H 1 dir,C . Denote by Π n,q the Riesz projection, introduced in Appendix C,
It has span(g n ) as its range, hence there exists ν n ∈ C so that 
where β n ∈ C with |β n | 1 and η n is the off-diagonal coefficient in the matrix representation of (L − λ 
On the other hand, G n =G n I , whereG n ∈ E n is given byG n = α n f + n + β n ϕ n with α n , β n ∈ C satisfying |α n | 2 + |β n | 2 = 1 and G n ∈ H 1 dir,C . Hence by Lemma C.1 and Lemma 2.13, for n n ′ s ,
Combining the two identities and using that Π n,q h n = 0 and that Π n,q commutes with (L dir − λ + n ), one obtains, after projecting onto span(g n ), identity (31).
It remains to prove (32). Taking the inner product of Π n,q G n = ν n g n with g n one gets
Let s n (x) = √ 2 sin(nπx) and denote by Π n = Π n,0 the orthogonal projection onto span{s n }. Recall that P n,q : L 2 → E n is the Riesz projection onto E n . In
Lemma C.4 we show that as n → ∞,
locally uniformly in q ∈ Fℓ
Moreover, it follows from (33) that uniformly in 0 x 1
with some real φ n . Similarly, again by (33), uniformly in 0 x 2
where, since G n L 2 (I) = 1 and G n (0) = 0, the coefficients a n and b n can be chosen so that
That is P nGn (x) = e iψn s n (x) + o(1) with some real ψ n and hence
From this we conclude
Going through the arguments of the proof one verifies that n ′′ s can be chosen locally uniformly in q. Ú Lemma 2.15 allows to complete the proof of Theorem 2.1 (ii).
Proof of Theorem 2.1 (ii).
Take the inner product of (31) with g n and use that |ν n | 1/2 by Lemma 2.15 to conclude that
Recall that |β n | 1 and note that for any f, g ∈ L
where for the latter inequality we used that by Lemma C. 4 (1))(|η n | + |γ n |) yielding with Lemma 2.13 the estimate
By Theorem 2.1 (i) and Lemma 2.9 (ii) it then follows that (τ n − µ n ) n 1 ∈ ℓ w,s,∞ C (N). Going through the arguments of the proof one verifies that the map Fℓ 
Adapted Fourier Coefficients
The bounds of the operator norm T n w,s,∞;n and the coefficients a n and b ±n of P n K n (λ)V , λ ∈ S n , obtained in Lemma 2.4 and Lemma 2.9, respectively, are uniform in λ ∈ S n and in q on bounded subsets of Fℓ 
. 
Lemma 2.16
We follow the proof of [21, Lemma 5] . Let E denote the space of analytic functions α : Λ n α := n 2 π 2 + a n (α, ·).
By (35), each such function satisfies
and hence maps the ball B
Therefore, by Lemma 2.16
meaning that Λ n maps E into E. Moreover, Λ n contracts by a factor 1/4 by Cauchy's estimate,
Hence, we find a unique fixed point α n = Λ n α n with the properties as claimed. Ú
To simplify notation define α −n := α n for n 1. 
The assumption on r ±2n implies that g ± are continuous, even analytic, functions of λ. Indeed, recall that r ±2n = b ±n (α n ), thus
so we may choose ϕ n (λ) as a fixed branch of the square root locally around λ = α n . To obtain an estimate of the domain of analyticity, we consider the disc D 
To estimate |b n | Sn note that
Since q ∈ B s,∞ m , 2n s |q 2n | m and hence again by Lemma 2.16 one has
Cauchy's estimate and definition (9) of S n then gives
where we used that by Lemma 2.17, |α n − n 2 π 2 | m/4 n 1/2−|s| /128 and by (40), ρ n n 1/2 /8. Note that by (39), the same estimate holds for ∂ λ a n , September 18, 2018 Thus by the mean value theorem, for any λ ∈ D o n ,
implying that ϕ n (λ) 2 is bounded away from zero for λ ∈ D o n . Hence ϕ n (λ) is analytic for λ ∈ D o n . By Lemma 2.11, det B n (λ) = g + (λ)g − (λ) has precisely two roots in S n which both are contained in D n ⊂ S n . To estimate the location of these roots, we approximate g ± (λ) by h ± (λ) defined by
Since α n − n 2 π 2 − a n (α n ) = 0, one has
Clearly, h + (λ) and h − (λ) each have precisely one zero λ + = α n + ϕ n (α n ) and
We want to compare h + and g + on the disc
Since h + (α n + ϕ n (α n )) = 0, we have
In the sequel we show that
yielding together with (42)
Thus, it follows from Rouche's theorem that g + has a single root contained in D + n . In a similar fashion, we find that g − has a single root contained in D − n := {λ : |λ − (α n − ϕ n (α n ))| < ρ n /2}. Since the roots of g ± (λ) are roots of det B n (λ), they have to coincide with λ ± n and hence
which is the claim.
It remains to show the estimate (44) for
and write
. September 18, 2018 By the assumption of this lemma, 1 9 |bn(αn)| |b−n(αn)| 9 and by the estimate (43),
Thus, by the triangle inequality we obtain 41 132
Treating b −n in an analogous way, we arrive at
which in view of (41) finally yields the desired estimate (44), 
Further, let w n = n −σ+s , n ∈ Z. Then w ∈ M, ℓ w,σ,∞ = ℓ s,∞ , and γ(q 0 ) ∈ ℓ w,σ,∞ , while for any q ∈ Iso(q 0 ) we have
Since r is real valued, we have r −n = r n for all n ∈ Z. Suppose |n| M m,s , then it follows from Lemma 2.20 that for any q ∈ Iso(q 0 ) with |r n | = 0 that
The same estimate holds true when |r n | = 0. In particular, it follows that r ∈ Fℓ Choosing ε > 0 sufficiently small, we conclude from (45) that
Thus Proposition 2.19 applies yielding
. By the definition of w ε , w n = w ε n holds for at most finitely many n, hence
where the constant C ε 1 depends only on ε and M m,σ , but is independent of q. Since q w,σ,∞ = q s,∞ , it thus follows that q s,∞ C ε m for all q ∈ Iso(q 0 ). . Moreover, by [7] , Iso(q) is compact in 
Ú

Proof of Theorem 2.2. Suppose q is a real valued potential in H
We will also need the following result (cf. [10, § 3] ).
Theorem 3.2 ([10]) After shrinking, if necessary, the complex neighborhood
0,C of Theorem 3.1 the following holds: 
(ii) The Birkhoff coordinates (z n ) n∈Z are analytic as maps from W into C and fulfill locally uniformly in W and uniformly for n 1, the estimate
(iii) For any q ∈ W and n 1 one has I n (q) = 0 if and only if γ n (q) = 0. In particular, Φ(0) = 0. ⋊
Birkhoff coordinates
In [7] based on the results of [15] , the restrictions of the Birkhoff map
to the Fourier Lebesgue spaces Fℓ s,p 0 , −1/2 s 0, 2 p < ∞, are studied. It turns out that the arguments developed in the papers [7, 13] can be adapted to prove Theorem 1.4. As a first step we extend the results in [7] for Fℓ s,p 0 , −1/2 s 0, 2 p < ∞, to the case p = ∞. More precisely, we prove
Lemma 3.3 For any
−1/2 < s 0 Φ s,∞ ≡ Φ Fℓ s,∞ 0 : Fℓ s,∞ 0 → ℓ s+1/2,∞ 0 , q → (z n (q)) n∈Z ,
is real analytic and extends analytically to an open neighborhood W s,∞ of Fℓ
with inverse given by
In particular, Φ s,∞ is a local diffeomorphism at q = 0. ⋊ September 18, 2018 Proof. The coordinate functions z n (q) are analytic functions on the complex neighborhood W ⊂ H 
Ú
In a second step, following arguments used in [13] , we prove that Φ s,∞ is onto. 
Lemma 3.4 For any
−1/2 < s 0, the map Φ s,∞ : Fℓ s,∞ 0 → ℓ s+1/2,∞ 0 is onto. ⋊ Proof. Given any z ∈ ℓ s+1/2,∞ 0 ⊂ h −1/2 0 , there exists q ∈ H −1 0 so that Φ(q) = z. Moreover, by
Isospectral sets
Recall that for any z ∈ h −1/2 0 , the torus T z ⊂ h −1/2 0 was introduced in (2).
Lemma 3.5 Suppose q ∈ Fℓ
. ⋊ September 18, 2018 Proof. (i) follows from Theorem 2.2. According to [10] the identity Φ(Iso(q)) = T Φ(q) holds for any q ∈ H 
Weak* topology
In this subsection we establish various properties of Φ s,∞ related to the weak* topology. Since |z n (q)| 2 = I n , we conclude with Lemma 2.12 that
Lemma 3.6 For any
Moreover, each of the finitely many remaining coordinate functions z n (q), |n| < N , is real analytic on H 
and Φ : H
n → z n for all n ∈ Z. By the previous lemma it follows that (z 
is bijective and B s,∞ m is compact with respect to the weak* topology, the claim follows. Proof of Theorem 1.1. According to [17] , for any q ∈ Fℓ
0 exists globally in time and is contained in Iso(q). Since the latter is · s,∞ -norm bounded by Lemma 2.21, the solution curve is uniformly · s,∞ -norm bounded in time,
By [17] , any coordinate function t → (S(q)) n (t), n ∈ Z, is continuous and hence R → (Fℓ
, τ w * ), t → S(q)(t) is a continuous map. [7] , for any −1/2 σ 0, 2 p < ∞, the map
is continuous, it follows that
is continuous as well. that the solution curve t → S(q)(t), expressed in Birkhoff coordinates, is not continuous. But this latter claim follows in a straightforward way from the asymptotics of the KdV frequencies of Lemma 3.9. with N ∈ Z 0 .
Birkhoff coordinates
In a first step we prove that Fℓ 
Spectral Theory
The spectral theory of the operator L(q) = −∂ 
is uniformly bounded on bounded subsets.
(ii) For any q ∈ Fℓ
is uniformly bounded on bounded subsets. ⋊
In addition, the following spectral characterization for a potential q ∈ L is compact, it follows that
is a compact operator. 
A Auxiliaries
Lemma A.1 For any 1/2 < σ < ∞ there exists a constant C σ > 0 so that for any n 1, |m| =n 
Ú
The following result is well known -cf. [7, Lemma 20] .
The following result is a version of the inverse function theorem. 
C Schrödinger Operators
In this appendix we review definitions and properties of Schrödinger operators −∂ 2 x + q with a singular potential q used in Section 2 -see e.g. [9] and [23] . 
In the sequel we will not distinguish these pairs of spaces. Furthermore, note that H 
bc .
In view of (47), V bc is a well defined bounded linear operator. 
We note that H 
where f + (x) = 
Basis for H 
Similarly, for any q = m∈Z q m e m ∈ H −1 per + , Hence the spectrum spec(L(q)) of L(q), also referred to as spectrum of q, is the union spec(L per + (q)) ∪ spec(L per − (q)) of the spectra spec(L per ± (q)) of L per ± (q). The spectrum spec(L(q)) is known to be discrete and to consist of complex eigenvalues which, when counted with multiplicities and ordered lexicographically, satisfy . Its spectrum spec(L dir (q)) is known to be discrete and to consist of complex eigenvalues which, when counted with multiplicities and ordered lexicographically, satisfy
-see e.g. [16] . By increasing the number N chosen above, if necessary, we can thus assume that For any q ∈ Fℓ s,∞ 0,C with −1/2 < s 0, and n n s as in Corollary 2.5, introduce
Then E n is a two-dimensional subspace of H (ii)
The constant N ′ can be chosen locally uniformly in q. ⋊ Proof. [7, Lemma 25] . 
