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Abstract
Let G = (X; Y; E(G)) be a bipartite graph with vertex set V (G) = X ∪ Y and edge set
E(G) and let g and f be two non-negative integer-valued functions de1ned on V (G) such
that g(x)6f(x) for each x∈V (G). A (g; f)-factor of G is a spanning subgraph F of G such
that g(x)6dF (x)6f(x) for each x∈V (F); a (g; f)-factorization of G is a partition of E(G)
into edge-disjoint (g; f)-factors. In this paper it is proved that every bipartite (mg+m−1; mf−
m + 1)-graph has (g; f)-factorizations randomly k-orthogonal to any given subgraph with km
edges if k6 g(x) for any x∈V (G) and has a (g; f)-factorization k-orthogonal to any given sub-
graph with km edges if k − 16 g(x) for any x∈V (G) and that every bipartite (mg; mf)-graph
has a (g; f)-factorization orthogonal to any given m-star if 06 g(x)6f(x) for any x∈V (G).
Furthermore, it is shown that there are polynomial algorithms for 1nding the desired factoriza-
tions and the results in this paper are in some sense best possible.
? 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
In our daily life many problems on optimization and network design, e.g., coding
design, building blocks, the 1le transfer problems on computer networks, scheduling
problems and so on, are related to the factors, factorizations and orthogonal factoriza-
tions of graphs [2]. The 1le transfer problem can be modeled as (0; f)-factorizations
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(or f-colorings) of a graph [12]. The designs of Latin squares and Room squares are
related to orthogonal factorizations in graphs which are 1rstly presented by Alspach et
al. [2].
Let G be a graph with vertex set V (G) and edge set E(G). The degree of a ver-
tex x is denoted by dG(x). Let g and f be two non-negative integer-valued functions
de1ned on V (G) such that g(x)6f(x) for each x∈V (G). Then a (g; f)-factor of
G is a spanning subgraph F of G satisfying g(x)6dF(x)6f(x) for each x∈V (F).
In particular, G is called a (g; f)-graph if G itself is a (g; f)-factor. A subgraph
H of G is called an m-subgraph if H has m edges in total. A (g; f)-factorization
F={F1; F2; : : : ; Fm} of a graph G is a partition of E(G) into edge-disjoint (g; f)-factors
F1; F2; : : : ; Fm. Let a and b be two non-negative integers with a6 b. If g(x) = a
and f(x) = b for all x∈V (G), then a (g; f)-factor is called an [a; b]-factor. Simi-
larly, an [a; b]-factorization can be de1ned. Let H be a km-subgraph of a graph G. A
(g; f)-factorization F = {F1; F2; : : : ; Fm} is k-orthogonal to H if |E(H) ∩ E(Fi)| = k
for 16 i6m. If for any partition {A1; A2; : : : ; Am} of E(H) with |Ai| = k there is a
(g; f)-factorization F = {F1; F2; : : : ; Fm} of G such that Ai ⊆ Fi, 16 i6m, then we
say that G has (g; f)-factorizations randomly k-orthogonal to H . Note that randomly
1-orthogonal is equivalent to 1-orthogonal and 1-orthogonal is also called orthogonal.
It is easy to see that the problems on (g; f)-factorizations, k-orthogonal or randomly
k-orthogonal factorizations are in NP. Given a graph G, two functions g and f de1ned
as the above and a positive integer k, is there a (g; f)-factorization F={F1; F2; : : : ; Fm}
of G such that m6 k ? The general problem is NP-complete since the simple version
of the problem can be reduced to the edge-coloring problem. By the above argument,
clearly, the problem which asks whether a graph has a (g; f)-factorization k-orthogonal
(or factorizations randomly k-orthogonal) to a given km-subgraph is also NP-complete
as factorizations are the special case of orthogonal (or randomly orthogonal) factoriza-
tions. Note that there are polynomial algorithms for deciding whether a graph G has a
(g; f)-factor. When g(x) = f(x) for every x∈V (G) or G is a bipartite graph, Hein-
rich et al. [6] gave a very simple existence criterion for a (g; f)-factor which yields
an (g; f)-factor algorithm of time complexity O(g(V (G))|E(G)|); Hell and Kirkpatrick
gave O(
√
g(V (G))|E(G)|) algorithms [7]. For general (g; f)-factor problems Anstee
gave a polynomial algorithm which either 1nds a (g; f)-factor or shows that one does
not exist in O(|V (G)|3) operations [3]. In this paper we consider only bipartite graphs
and give algorithms for 1nding the desired factorizations. The graphs considered in
the following will be 1nite undirected graphs with neither loops nor multiple edges. A
graph denoted by G = (X; Y; E(G)) is a bipartite graph with vertex bipartition (X; Y )
and edge set E(G). Alspach et al. [2] posed the following problem: given a subgraph
H , does there exist a factorization F of G with some 1xed type orthogonal to H?
Li and Liu [10] gave a suLcient condition for a graph to have a (g; f)-factorization
orthogonal to any given m-subgraph. Lam et al. [9] studied orthogonal factorizations
of graphs. Kano [8] studied [a; b]-factorizations in graphs. Anstee and Caccetta [4] dis-
cussed orthogonal matchings. Recently Tokuda [11] discussed connected [a; b]-factors.
The basic results on graph factors and factorizations can be found in [1]. Now we
consider the randomly k-orthogonal and k-orthogonal factorizations of bipartite graphs.
The purpose of this paper is to solve some problems on orthogonal factorizations for
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bipartite graphs. It is shown that a bipartite (mg + m − 1; mf − m + 1)-graph G has
(g; f)-factorizations randomly k-orthogonal to any given km-subgraph if k6 g(x) for
any x∈V (G) and a bipartite (mg+m−1; mf−m+1)-graph G has a (g; f)-factorization
k-orthogonal to any given km-subgraph if k − 16 g(x) for any x∈V (G) and that ev-
ery bipartite (mg;mf)-graph has a (g; f)-factorization orthogonal to any given m-star
if 06 g(x)6f(x) for every x∈V (G). We shall show that the results in this paper
are in some sense best possible. Furthermore, we shall give polynomial algorithms for
1nding the desired (g; f)-factorizations.
2. Preliminary results
Let G be a graph. For S ⊂ V (G) we denote by G − S the subgraph obtained from
G by deleting the vertices in S together with the edges incident with vertices in S. For
E′ ⊂ E(G) we denote by G[E′] the subgraph induced by E′. The graphs obtained from
G by deleting and adding edges of E′ are denoted by G−E′ and G+E′, respectively.
The minimum and maximum vertex degrees of G are denoted by (G) and (G),
respectively. The number of connected components of G is denoted by c(G). For a
subset A of E(G), if c(G−A)¿c(G), then A is called a cutset of G. Let S and T be
two disjoint subsets of V (G). We set EG(S; T ) = {xy: xy∈E(G); x∈ S and; y∈T}
and eG(S; T ) = |EG(S; T )|. We write (S) =
∑
x∈S (x) for any function  and de1ne
(∅) = 0. Other notations and de1nitions in this paper can be found in [5].
Folkman and Fulkerson obtained the following necessary and suLcient condition for
the existence of a (g; f)-factor in a bipartite graph (see Theorem 6.8 in [1]).
Lemma 2.1. Let G = (X; Y; E(G)) be a bipartite graph and let g and f be two
non-negative integer-valued functions de:ned on V (G) such that g6f. Then G has
a (g; f)-factor if and only if for all S ⊆ X and T ⊆ Y ,
1G = 1G(S; T; g; f) = f(S)− g(T ) + dG−S(T )¿ 0
and
2G = 2G(S; T; g; f) = f(T )− g(S) + dG−T (S)¿ 0:
Note that dG−S(T ) = eG(T; X \ S) and dG−T (S) = eG(S; Y \ T ). Let E1 and E2 be
two disjoint subsets of E(G) and let S ⊆ X and T ⊆ Y . Set
EiS = Ei ∩ EG(S; Y \ T ); EiT = Ei ∩ EG(T; X \ S) for i = 1; 2;
and set
 S = |E1S |;  T = |E1T |; !S = |E2S |; !T = |E2T |:
Let us now give a necessary and suLcient condition for a bipartite graph to admit a
(g; f)-factor containing E1 and excluding E2, which plays a crucial role in the proofs
of our theorems.
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Lemma 2.2. Let G=(X; Y; E(G)) be a bipartite graph, let g and f be two non-negative
integer-valued functions de:ned on V (G) such that g(x)6f(x) for all x∈V (G), and
let E1 and E2 be two disjoint subsets of E(G). Then G has a (g; f)-factor F such
that E1 ⊆ E(F) and E2 ∩ E(F) = ∅ if and only if for all S ⊆ X and T ⊆ Y , the
following inequalities hold:
1G = 1G(S; T; g; f)¿  S + !T
and
2G = 2G(S; T; g; f)¿  T + !S:
Proof. Let G′ = G − (E1 ∪ E2) and let G1 = G[E1]. Set g′(x) = g(x) − dG1 (x) and
f′(x) =f(x)− dG1 (x) when x∈V (G1). Otherwise, set g′(x) = g(x) and f′(x) =f(x).
Then G has a desired (g; f)-factor if and only if G′ has a (g′; f′)-factor. It is easily
seen that
f(S) = f(S)−  S −  ST ;
g′(T ) = g(T )−  T −  ST
and
dG′−S(T ) = dG−S(T )−  T − !T ;
where  ST = |E1 ∩ EG(S; T )|. Hence f′(S) − g′(T ) + dG′−S(T )¿ 0 if and only if
f(S)−g(T )+dG−S(T )¿  S+!T : Similarly, we have f′(T )−g′(S)+dG′−T (S)¿ 0 if
and only if f(T )− g(S) + dG−T (S)¿  T + !S: By Lemma 2.1, the lemma holds.
Let G be a bipartite (mg + m − 1; mf − m + 1)-graph, where m¿ 1 is an integer.
De1ne
p(x) = max{g(x); dG(x)− (m− 1)f(x) + m− 2}
and
q(x) = min{f(x); dG(x)− (m− 1)g(x)− m+ 2}:
In the following we show that p(x)¡q(x) for every x∈V (G): If p(x) = g(x) and
q(x)=f(x); clearly, p(x)¡q(x): If p(x)=g(x) and q(x)=dG(x)−(m−1)g(x)−m+2:
then q(x)¿mg(x)+m−1−(m−1)g(x)−m+2=g(x)+1¿p(x): Now we assume that
p(x)=dG(x)− (m− 1)f(x)+m− 2 = g(x). If q(x)=f(x), then p(x)6mf(x)−m+
1−(m−1)f(x)+m−2=f(x)−1¡q(x): If q(x)=dG(x)−(m−1)g(x)−m+2 = f(x):
then we have
dG(x)− (m− 1)f(x) + m− 2¿g(x)
and
dG(x)− (m− 1)g(x)− m+ 2¡f(x):
We have
(m− 2)(f(x)− g(x))¡ 2m− 4:
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Note that mg(x) + m− 16mf(x)− m+ 1; that is, f(x)¿ g(x) + 2 when m¿ 2 and
f(x)¿ g(x) + 1 when m= 2: It follows that
(m− 2)(f(x)− g(x))¿ 2m− 4;
a contradiction. Thus by the de1nition of p(x) and q(x); we have
g(x)6p(x)¡q(x)6f(x):
Set
1(x) =
1
m
dG(x)− p(x)
and
2(x) = q(x)− 1m dG(x):
Let us make some simple observations.
Lemma 2.3. For any x∈V (G) and m¿ 2, the following hold:
1(x)¿
1
m
and 2(x)¿
1
m
:
Proof. We justify only the 1rst inequality. The proof of other inequalities is done
similarly. If p(x) = g(x), then
1(x)¿
mg(x) + m− 1
m
− g(x) = m− 1
m
¿
1
m
;
as desired. Otherwise, by the de1nition of p(x); we have p(x)=dG(x)−(m−1)f(x)+
m− 2: Thus
1(x)¿
1− m
m
(mf(x)− m+ 1) + (m− 1)f(x)− m+ 2 = 1
m
;
completing the proof.
Lemma 2.4. For any S ⊆ X and T ⊆ Y , the following hold:
1G(S; T; p; q) = 1(T ) + 2(S) +
m− 1
m
dG−S(T ) +
1
m
dG−T (S)
and
2G(S; T; p; q) = 1(S) + 2(T ) +
m− 1
m
dG−T (S) +
1
m
dG−S(T ):
Proof. We prove only the 1rst inequality. The second one can be veri1ed similarly.
According to the de1nition of 1G, we have
1G(S; T; p; q) = dG−S(T )− p(T ) + q(S)
= dG(T )− eG(S; T )− p(T ) + q(S)
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=
(
1
m
dG(T )− p(T )
)
+
(
q(S)− 1
m
dG(S)
)
+
m− 1
m
dG−S(T ) +
1
m
dG−T (S)
=1(T ) + 2(S) +
m− 1
m
dG−S(T ) +
1
m
dG−T (S);
completing the proof.
Lemma 2.5 (Li and Liu [10]). Let G be an (mg + m − 1; mf − m + 1)-graph, let g
and f be two integer-valued functions de:ned on V (G) such that 06 g(x)6f(x),
and let H be an m-subgraph of G. Then G has a (g; f)-factorization orthogonal
to H .
3. Proof of main theorems
Let G be a bipartite graph, let g and f be two positive integer-valued functions
de1ned on V (G) such that g(x)6f(x) for all x∈V (G), let H be a km-subgraph of
G, and let E1 be an arbitrary subset of E(H) with |E1|= k. Put E2 = E(H) \ E1. Then
|E2| = k(m − 1). For any two subsets S ⊆ X and T ⊆ Y , let EiS ; EiT for i = 1; 2,
 S ;  T ; !S and !T be de1ned as in Section 2.It follows instantly from the de1nition
that
 S6 k;  T 6 k; !S6 k(m− 1); and !T 6 k(m− 1):
De1ne p(x) and q(x) as before. The proof of Theorem 3.1 relies heavily on the
following lemma.
Lemma 3.1. Let G=(X; Y; E(G)) be a bipartite (mg+m− 1; mf−m+1)-graph with
m¿ 2 and k6 g(x)6f(x). Then G admits a (p; q)-factor F such that E1 ⊆ E(F1)
and E2 ∩ E(F1) = ∅.
Proof. By Lemma 2.2, it suLces to show that for any two subsets S ⊆ X and T ⊆ Y ,
we have
1G = 1G(S; T ;p; q)¿  S + !T
and
2G = 2G(S; T ;p; q)¿  T + !S:
We prove only the 1rst inequality. The second one can be justi1ed similarly.
If S = ∅ then  S = 0. By Lemma 2.4, 1G¿ (m − 1)=mdG(T )¿ (m − 1)=m(mk +
m− 1)|T |¿ (m− 1)k|T |¿ !T =  S + !T : If T = ∅ then !T = 0. From Lemma 2.4, it
follows that 1G¿ (1=m)dG(S)¿ 1=m(mk + m − 1)|S|¿ k|S|¿  S =  S + !T : So we
assume henceforth that S = ∅ and T = ∅: Now let us distinguish among three cases.
Case 1. |S|6m− 1 and |T |6m− 1.
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In view of Lemmas 2.3 and 2.4, and the assumption g(x)¿ k, we have
1G¿
m− 1
m
dG−S(T ) +
1
m
dG−T (S)
¿
m− 1
m
(mk + m− 1− |S|)|T |+ 1
m
(mk + m− 1− |T |)|S|
¿ (m− 1)k|T |+ k|S|¿mk¿  S + !T :
Case 2. |S|¿m and |T |6m− 1.
In this case, 1G¿ (1=m)dG−T (S)¿ 1=m(mk+m−1−|T |)|S|¿ k|S|¿ km¿  S+!T ;
as desired.
Case 3. |T |¿m.
Note that dG−T (S)¿  S and dG−S(T )¿ !T . Now let y∈T be such that dG[E2](y)=
min{dG[E2](x): x∈T}: Then dG−S(T \ {y})¿ !T − (m− 1)k=m as |T |¿m and |E2|=
k(m− 1). Similarly, since |E1|= k, for any x∈ S we have dG−T (S \ {x})¿  S − k. By
Lemmas 2.3 and 2.4, and the above observation, we have
1G¿
|T |+ |S|
m
+
m− 1
m
dG−S(T ) +
1
m
dG−T (S)
=
|T |+ dG−T (S)
m
+
|S|+ dG−S(T )
m
+
(m− 2)dG−S(T )
m
¿
dG(x) + dG−T (S \ {x})
m
+
dG(y) + dG−S(T \ {y})
m
+
(m− 2)dG−S(T )
m
¿
mg(x) + m− 1 +  S − k
m
+
mg(y) + m− 1 + !T − k(m− 1)=m
m
+
(m− 2)!T
m
¿
2mk + 2m− 2 +  S + (m− 1)!T − 2k
m
¿
[(m− 1)k +  S ] + [(m− 1)k + (m− 1)!T ] + 2m− 2
m
¿
m S + m!T
m
=  S + !T :
The proof is complete.
Now we are ready to prove the 1rst theorem.
Theorem 3.1. Let G be a bipartite (mg + m − 1; mf − m + 1)-graph, let g and f
be two integer-valued functions de:ned on V (G) such that k6 g(x)6f(x), and let
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H be a km-subgraph of G. Then G has (g; f)-factorizations randomly k-orthogonal
to H .
Proof. Let {A1; A2; : : : ; Am} be any partition of E(H) with |Ai| = k, 16 i6m. We
prove that there is a (g; f)-factorization F= {F1; F2; : : : ; Fm} of G such that Ai ⊆ Fi
for all 16 i6m. We apply induction on m. The assertion is trivial for m=1. Suppose
the statement holds for m− 1, let us proceed to the induction step.
Let E2 =E(H) \A1. By Lemma 3.1, G has a (p; q)-factor F1 such that A1 ⊆ F1 and
E2∩F1=∅. Clearly, F1 is also a (g; f)-factor of G. Set G′=G−E(F1). It follows from
the de1nition of p(x) and q(x) that dG′(x)=dG(x)−dF1 (x)¿dG(x)−q(x)¿dG(x)−
(dG(x)−(m−1)g(x)−m+2)=(m−1)g(x)+m−2 and dG′(x)=dG(x)−dF1 (x)6dG(x)−
p(x)6 (m − 1)f(x) − m + 2. Hence G′ is a bipartite ((m − 1)g + m − 2; (m − 1)
f−m+2)-graph. Let H ′=G[E2]. Then the induction hypothesis guarantees the existence
of a (g; f)-factorization F′ = {F2; : : : ; Fm} in G′ which satis1es Ai ⊆ Fi, 26 i6m.
Hence G has (g; f)-factorizations which are randomly k-orthogonal to H .
Remark 3.1. The bound mg+ m− 1 in Theorem 3.1 is sharp in the following sense:
If the lower bound mg + m − 1 decreases just by one, Theorem 3.1 will not hold.
For instance, let G = (X; Y; E(G)) = Kn;n, n= 2k, be a complete bipartite graph where
X ={x1; x2; : : : ; xn} and Y ={y1; y2; : : : ; yn}. Set A1 ={x1y2; x1y3; : : : ; x1yk+1} and A2 =
{y1x2; y1x3; : : : ; y1xk+1}. G is an (mg+m−2; mf−m+1)-graph where g(x)=k; f(x)=
k+1 for all x∈V (G) and m=2. It is easy to see that G has no [k; k+1]-factorization
{F1; F2} such that A1 ⊆ F1 and A2 ⊆ F2. The upper bound mf − m + 1 is necessary
in the proof of Lemma 2.3. In the proof of Lemma 3.1, it is required that g(x)¿ k
for all x∈V (G). We will show that g(x)¿ k cannot be substituted by g(x)¿ k− 1 in
Theorem 3.1 by the following example. Let G=(X; Y; E(G))=Kn;n with n=2k−1, A1
and A2 de1ned as before. G is an (mg+m− 1; mf−m+1)-graph where g(x)= k − 1,
f(x) = k + 1 and m= 2. But G has no [k − 1; k + 1]-factorization {F1; F2} such that
A1 ⊆ F1 and A2 ⊆ F2.
When g(x)¿ k − 1 for every x∈V (G) we have the following theorem.
Theorem 3.2. Let G be a bipartite (mg+ m− 1; mf − m+ 1)-graph, let g and f be
two integer-valued functions de:ned on V (G) such that k − 16 g(x)6f(x), and let
H be a km-subgraph of G. Then G has a (g; f)-factorization k-orthogonal to H .
Proof. If k = 1, then by Lemma 2.5 the theorem holds. In the following we assume
that k¿ 2. Choose E1 = {e1; e2; : : : ; ek} ⊂ E(H) as follows. Set H0 = H . Choose e1
such that e1 is incident to a vertex with maximum degree in H0. If we have chosen
e1; : : : ; ei; set Hi = Hi−1 − ei. Then Choose ei+1 such that ei+1 is incident to a vertex
with maximum degree in Hi, 16 i6 k − 1. Set E2 = E(H) \ E1. It is easy to see
from the choice of E1 that if (H)¿ 2, then  S + !T 6mk − 1 and in many cases
 S + !T 6 (m − 1)k: De1ne p(x) and q(x) as in Lemma 3.1. Recalling the proofs of
Theorem 3.1 and Lemma 3.1, to prove the theorem we only need to prove that for
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any two subsets S ⊆ X , T ⊆ Y and m¿ 2,
1G = 1G(S; T ;p; q)¿  S + !T :
If S = ∅, then  S = 0. By Lemma 2.4, 1G¿ (m − 1)=mdG(T ) + |T |=m¿ (m −
1)=m(m(k − 1) +m− 1)|T |+ |T |=m¿ (m− 1)k|T | − (m− 2)=m|T |. If |T |= 1, then by
the integrity of 1G we get 1G¿ (m−1)k¿ !T = S+!T : If |T |¿ 2, then 1G¿ (m−
1)k¿ !T =  S + !T : If T = ∅ then !T = 0. From the de1nition of 1G, it follows that
1G = q(S)¿ g(S) + |S|¿ k|S|¿  S =  S + !T : So we assume henceforth that S = ∅
and T = ∅: Now we consider four cases.
Case 1. |S|6m− 1 and |T |6m− 1.
In view of the proof of Lemma 3.1 and the new assumption g(x)¿ k − 1, we have
1G¿
m− 1
m
dG−S(T ) +
1
m
dG−T (S) +
|S|+ |T |
m
¿ (m− 1)(k − 1)|T |+ (k − 1)|S|+ |S|+ |T |
m
:
Case 1.1. |T |¿ 2 and |S|¿ 2. In this case
1G¿ 2(m− 1)(k − 1) + 2(k − 1)
¿mk¿  S + !T :
Case 1.2. |T |¿ 2 and |S|= 1. We have
1G¿
m− 1
m
(mg(T ) + (m− 2)|T |) + k − 1 + 1 + |T |
m
¿ 2(m− 1)(k − 1) + k − 1 + (m− 1)(m− 2) + 1
m
|T |+ 1
m
¿mk + (m− 1)k − 2(m− 1) + 2(m− 1)(m− 2) + 3
m
− 1:
Since 1G is an integer and k¿ 2, 1G¿mk¿  S + !T .
Case 1.3. |S|=1 and |T |=1. Since k¿ 2, in this case by the choice of E1 we have
 S + !T 6mk − 1.
1G¿
m− 1
m
(m(k − 1) + m− 2)|T |+ m(k − 1) + m− 2
m
|S|+ |S|+ |T |
m
= (m− 1)k + k − 1− (m− 1) + (m− 1)(m− 2) + (m− 2) + 2
m
= mk − 2 + 2
m
:
By the integrity of 1G, we get 1G¿mk − 1¿  S + !T .
Case 2. |S|¿m and |T |6m− 1.
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Note that dG−S(T )¿ !T . We have
1G¿
m− 1
m
!T +
m(k − 1) + m− 1− |T |
m
|S|+ S|+ |T |
m
¿ !T − (m− 1)km + (k − 1)|S|+
|S|+ |T |
m
¿ !T + (k − 1)m+ m+ 1m −
(m− 1)k
m
¿ !T + k +
(m− 1)[(m− 1)k − m] + 1
m
¿ !T + k¿  S + !T :
Case 3. |S|6m− 1, |T |¿m.
In this case we have
1G¿
m− 1
m
dG−S(T ) +
1
m
dG−T (S) +
|S|+ |T |
m
¿ (m− 1)(k − 1)|T |+  S
m
+
|S|+ |T |
m
:
If m¿ 2, then 1G¿ (m − 1)(k − 1)m¿ 2m(k − 1)¿mk¿  S + !T . If m = 2, then
1G¿ 2(k−1)+ S=2+ 2+12 ¿ 2k− 12 : By the integrity of 1G; we get 1G¿ 2k¿  S+!T :
Case 4. |S|¿m and |T |¿m.
In view of the proof of the Case 3 in Lemma 3.1 there is a vertex y∈T such that
dG−S(T \{y})¿ !T−(m−1)k=m and a vertex x∈ S such that dG−T (S\{x})¿  S−k=m
as |S|¿m. We have
1G¿
|T |+ |S|
m
+
m− 1
m
dG−S(T ) +
1
m
dG−T (S)
=
|T |+ dG−T (S)
m
+
|S|+ dG−S(T )
m
+
(m− 2)dG−S(T )
m
¿
dG(x) + dG−T (S \ {x})
m
+
dG(y) + dG−S(T \ {y})
m
+
(m− 2)dG−S(T )
m
¿
mg(x) + m− 1 +  S − k=m
m
+
mg(y) + m− 1 + !T − k(m− 1)=m
m
+
(m− 2)!T
m
¿
2mk − 2 +  S + (m− 1)!T − k
m
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¿
[(m− 1)k +  S ] + [(m− 1)k + (m− 1)!T ] + k − 2
m
¿
m S + m!T + k − 2
m
=  S + !T +
k − 2
m
¿  S + !T ;
Completing the proof.
Replacing g with k − 1 and replacing f with k + 1 in Theorems 3.1 and 3.2, we
obtain a bipartite (mk − 1; mk + 1)-graph having [k − 1; k + 1]-factorizations randomly
(k−1)-orthogonal to any given (k−1)m-subgraph and having a [k−1; k+1]-factorization
k-orthogonal to any given km-subgraph. Since any mk- regular graph is an (mk −
1; mk + 1)-graph, the following result holds.
Corollary 3.1. Let G be a bipartite mk-regular graph. Then for any given
(k − 1)m-subgraph H of G, there are [k − 1; k + 1]-factorizations of G randomly
(k − 1)-orthogonal to H and for any given km-subgraph H ′, there is a
[k − 1; k + 1]-factorization of G k-orthogonal to H ′.
Remark 3.2. Our next theorem asserts that any bipartite (mg;mf)-graph admits a
(g; f)-factorization. However, it may have no (g; f)-factorizations orthogonal to some
given m-subgraph of G. To see this, let G be a connected km-regular bipartite graph
where k is even and let H be a subgraph of G with E(H) = {e1; e2; : : : ; em} such
that G − E(H) is disconnected or E(H) is a cut set of G. Thus e1 is a cut edge of
G′ = G − {e2; : : : ; em}. Hence G′ has no k-factors containing e1. In other words, G
has no k-factor containing e1 and excluding e2; : : : ; em or G has no k-factorizations
orthogonal to H . In this sense, Corollary 3.1 (and therefore Theorems 3.1 and 3.2) is
best possible. Now a natural question arises: when does a bipartite (mg;mf)-graph G
admit ((g; f)-factorizations) a (g; f)-factorization (randomly k) k-orthogonal to some
given km-subgraph?
Theorem 3.3. Let G=(X; Y; E(G)) be a bipartite (mg;mf)-graph and let g and f be
two non-negative integer-valued functions de:ned on V (G) such that 06 g(x)6f(x)
for all x∈V (G). Then for any m-star H in G, there is a (g; f)-factorization of G
orthogonal to H .
Proof. We apply induction on m. The assertion is trivial for m = 1. Assume that the
statement is true for m− 1, and let us proceed to the induction step.
Let G be a bipartite (mg;mf)-graph with m¿ 2 and let E(H) = {e1; e2; : : : ; em},
where ei = uvi; i = 1; 2; : : : ; m: Set E1 = {e1} and set E2 = E(H) \ E1. Then  S6 1,
 T 6 1, !T 6m− 1, and !S6m− 1. For each x∈V (G), de1ne
p(x) = max{g(x); dG(x)− (m− 1)f(x)};
and
q(x) = min{f(x); dG(x)− (m− 1)g(x)}:
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Then g(x)6p(x)6 q(x)6f(x) for any x∈V (G). Now let 1(x) and 2(x) be de-
1ned as in Section. Imitating the proof of Lemma 2.3, we obtain
1(x)¿ 0; and 2(x)¿ 0:
Let S ⊆ X and T ⊆ Y be any two subsets of V (G). Then Lemma 2.4 implies that
1G(S; T ;p; q) = 1(T ) + 2(S) +
m− 1
m
dG−S(T ) +
1
m
dG−T (S)
¿
m− 1
m
dG−S(T ) +
1
m
dG−T (S):
Let us distinguish among two cases according to the position of u, the center of H , in
V (G).
Case 1. u∈X \ S or u∈T . In this case, by virtue of the de1nition of  S and !T as
well as the structure of H , we have  S = |E1S | = |E1 ∩ E(S; Y \ T )| = |∅| = 0. Hence
1G= 1G(S; T ;p; q)¿ (m−1)=mdG−S(T )¿ (m−1)=m!T ¿ !T − (m−1)=m. It follows
from the integrity of 1G that 1G¿ !T =  S + !T :
Case 2. u∈Y \ T or u∈ S. In this case !T = |E2T |= |E2 ∩E(V (G) \ S; T )|= |∅|=0.
Since  S6 1 and 1G=(1=m)dG−T (S)¿ ( S)=m, the integrity of 1G implies 1G¿  S=
 S + !T :
From all the above arguments, we conclude that 1G(S; T ;p; q)¿  S + !T . Symmet-
rically, we can prove that 2G(S; T ;p; q)¿  T + !S . Hence, by Lemma 2.2, G has a
(g; f)-factor F1 containing E1 and excluding E2.
Let G′=G−E(F1). Then for any x∈V (G′), we have dG′(x)=dG(x)−dF1 (x)¿dG(x)−
q(x)¿dG(x) − (dG(x) − (m − 1)g(x)) = (m − 1)g(x). Similarly, we can justify that
dG′(x)6 (m−1)f(x). Hence G′ is a bipartite ((m−1)g; (m−1)f)-graph. Set H ′=G[E2].
Then the induction hypothesis guarantees the existence of a (g; f)-factorization F′ =
{F2; : : : ; Fm} of G′ which is orthogonal to H ′. Therefore G admits a (g; f)-factorization
{F1; F2; : : : ; Fm} orthogonal to H .
Remark 3.3. The example in Remark 3.2 demonstrates that H in Theorem 3.3 cannot
be relaxed to an arbitrary m-subgraph.
As a generalization of Theorem 3.3, we conjecture that if H is a km-star of a bipartite
(mg;mf)-graph G and g(x)¿ k for each x∈V (G), then G has a (g; f)-factorization
k-orthogonal to H . Note that our conjecture is clearly valid if g(x) = f(x) = k for
each x∈V (G). It is worthwhile pointing out that in general the results in this paper
do not hold for non-bipartite graphs. In fact a non-bipartite (mg;mf)-graph may have
no (g; f)-factors. We close this section with the following question: Given a bipartite
km-edge-connected (mg;mf)-graph G and a km-subgraph H of G, does G have a
(g; f)-factorization k-orthogonal to H?
4. Related algorithms
Now we show that the proofs given in Section 3 yield O(m
√
g(V (G))|E(G)|) or
O(m|V (G)|3) time algorithms for 1nding the desired factorizations. There are several
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algorithms to 1nd a (g; f)-factor in graphs. Using the theory of network Oows, Anstee
[3] gave a polynomial algorithm which either 1nds a (g; f)-factor or shows that one
does not exist in O(|V (G)|3) operations.
Lemma 4.1 (Anstee [3]). Let G be a multigraph on n vertices with loops allowed.
Then G has a (g; f)-factor if and only if there is a directed (g; f)-factor and there
is no (g; f)-barrier. The (g; f)-factor or a (g; f)-barrier can be found in O(n3) op-
erations.
The complexity of the Anstee’s algorithm can be given as O(ne log n), where e is
the number of edges in the simple graph associated with G [3].
Let Gg=f denote the subgraph of G induced by the vertices x with g(x)=f(x): When
g(x) = f(x) for every x∈V (G) or Gg=f is a bipartite graph, Hell and Kirkpatrick gave
O(
√
g(V (G))|E(G)|) algorithms for 1nding a (g; f)-factor of G [7].
Let G be a bipartite (mg+m−1; mf−m+1)-graph and let H be a km-subgraph of
G. Two positive integer-valued functions g and f de1ned on V (G) such that g6f
are given. p(x) and q(x) are de1ned as in Lemma 3.1. If g(x)¿ k for every x∈V (G),
then take E1 ⊆ E(H) with |E1| = k. If g(x)¿ k − 1 for every x∈V (G), then choose
E1 ⊆ E(H) with |E1|=k by the method in the proof of Theorem 3.2. Set E2=E(H)\E1:
Clearly, we can 1nd p(x), q(x) and E1 by O(|V (G)|) operations. Now we give two
methods for 1nding a (p; q)-factor containing E1 and excluding E2.
(1) Let G1 = G − E(H). Set p′(x) = p(x) − dG[E1](x) and q′(x) = q(x) − dG[E1](x)
when x is a vertex of G[E1]. Otherwise, set p′(x) =p(x) and q′(x) = q(x). Then
we can 1nd a (p′; q′)-factor F ′1 in G1 by the algorithms in [7] or [4]. It is easy
to see that F1 = F ′1 + E1 is a (p; q)-factor of G containing E1 and excluding E2.
(2) Let E1 = {e1; e2; : : : ; ek}, E2 = {ek+1; ek+2; : : : ; emk} and ei = uivi, 16 i6mk. We
construct a new graph G1 from G by adding a new vertex wi for every edge ei
and replacing every ei = uivi by two edges uiwi and wivi. Note that in general
the graph G1 is not a bipartite graph. Set p′(wi) = q′(wi) = 2 for 16 i6 k and
p′(wi)=q′(wi)=0 for k+16 i6mk. Otherwise, set p′(x)=p(x) and q′(x)=q(x).
It is easy to see that G1p′=q′ is bipartite. Then by the algorithms in [7] or in [4]
we can 1nd a (p′; q′)-factor H1 of G1 which corresponds to a (p; q)-factor F1
containing E1 and excluding E2 in G.
It follows from the proof of Theorem 3.1 that G′ = G − F1 is an ((m − 1)g +
m − 2; (m − 1)f − m + 2)-graph. Repeating the above procedure (1) or (2), after
m − 1 operations we can 1nd a (g; f)-factorization F = {F1; F2; : : : ; Fm} of G which
is k-orthogonal to H . Similarly, we can design a polynomial algorithm for 1nding the
orthogonal factorization in Theorem 3.3. From Theorem 3.3 it follows that the problem
on factorizations of bipartite graph can be solved by polynomial algorithms.
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