Abstract-Magnetic Flux Leakage (MFL) is a commonly used technology for non destructive evaluation of ferromagnetic materials. MFL in general is used to estimate isolated defect geometry. In this study, a coarse to fine approach is proposed to interpret MFL measurements for continuous defect profiling. The coarse solution is implemented using a Gaussian Processes (GP) model and the fine approach is implemented using an unconstrained non-linear optimiser. This framework was tested on a 100 year old 600mm diameter cast iron pipe line. Some pipe sections were extracted, grit blasted and profiled using a sub millimetre accurate 3 − D laser scanner. The coarse to fine predictions were compared with the laser measured ground truth with just 1.2 mm RMS error.
I. INTRODUCTION
Non destructive evaluation (NDE) has been an active research topic for decades due to growing industrial need of reliable asset condition assessment and maintenance techniques. With the advancement of technology, in-service inspection is a popular choice, where the service is not disturbed due to the asset management tasks specially in petrochemical and water industries.
Commonly used NDE technologies in petrochemical and water industries include pulsed eddy currents (PEC), remote field technology (RFT) , magnetic flux leakage (MFL) and ultrasonics (UT) [5] . Arguably, MFL is one of the mostly used technologies as an in-line tool as well as an external tool for ferromagnetic assets. In the MFL technology, the test substance is magnetised using a strong excitation magnetic field either using permanent magnets or electro magnets. When there is an anomaly in the material, flux tends to create a leakage field in the close proximity of the anomaly. Appropriate sensors such as hole effect or coils are generally used to measure these leakage fields and then advanced signal processing techniques are used to further process the signals to interpret defects. In particular, due to the complexity in analytical modelling, machine learning methods have now been exploited to solve this inverse problem [6] , [2] , [1] .
Machine learning techniques in general do not rely on highly mathematical models and they can "learn" models through input/output relationships. They are becoming a feasible solution in many applications due to the advancement of computing power, evolutions in iterative numerical methods and innovations in efficient learning algorithms [8] . This study is focused on the inverse modelling of the MFL signals by employing numerical iterative coarse to fine approach, accompanied by state of the art machine learning techniques.
An initial "coarse" solution is generated using a non parametric model which is learned through a supervised learning technique, Gaussian Processes (GP) [7] . GP is a kernel based method and it enables flexible modelling which is more suitable for practical applications. In this study, GP is used for non-linear regression as described in [10] . This "coarse" solution from regression is used as the initial seed for the optimiser. A good initial seed is essential due to the existence of non unique solutions which converge the optimiser in a local minima. At each iteration simulated response for a given defect profile is compared against the original measurement and simplex algorithm is used to generate the next possible defect profile. This iterative solver eventually results in an improved defect profile compared to the regression result.
The GP simulation model is used to generate a large amount of data capturing vast variations which may not feasible in real experimentation. Having a validated simulation model is essential in this approach. Therefore, the simulation model is validated through an analytical process (section II-A) based on literature [11] [9] and an experimental MFL set-up The rest of the paper unfolds as follows. In Section II-A, Section II-B and Section II-C we discuss the model validation process followed by the model comparisons in Section II-D. Generated data and machine learning processes are briefly presented in Sections III-A, III-B and III-C followed by the iterative refining process in Section III-D. Results and discussions are presented in Section IV and Section V concludes the paper.
II. MAGNETIC FLUX LEAKAGE MODEL
In this section, MFL model is validated through analytically deriving the model, implementing it through commonly used two finite element software packages and through an experimental set up.
A. Analytical Model
For the following derivation, it is assumed that a dipolar magnetic charge (DMC) is developed on the defect faces intersecting the exciting magnetic field as a result of its interaction with the excitation field as described in [3] and [4] . Moreover, effects of variations in magnetisation and permeability of the material are minimised by assuming high magnetic excitation, corresponding to the saturation region of the material.
Lets consider a cylindrical defect with its longitudinal axis (z-direction) perpendicular to the applied magnetic field Half of the cylindrical defect develops a north polarity or positive magnetic charge density, +σ, while the other half develops a south polarity or negative magnetic charge density,−σ. The cylindrical defect has a radius of R 1 . The angle θ 1 is measured from the positive y direction to an element of magnetic charge, dp 1 . The differential element of charge at the defect, dp 1 , has coordinates (R 1 sinθ 1 , R 1 cosθ 1 , z 1 ) and a charge proportional to its area. The magnetic field (dH 1 ) generated at a distance r 1 by this element of charge dp 1 is given by dH 1 = dp 4πr 3
1
.r 1 (1) Lets consider the positive polarity side H + of the defect and the axial component of the field at a distance r 1+ are given by,
where,
Similarly the negative polarity side leakage field H − of the defect is given by,
The y component of the leakage field, dH + y , vanishes due to the symmetry. The Equation 2 is integrated over θ 1 from 0 to π and over z from −b1 (b > 0) to 0 to determine the total field at r 1+ due to the positively polarised side of the defect, which leads to
By using the same integration for the negatively polarised side H − z of the cylinder the total normal leakage field along the x = 0 profile is given by,
In practical settings, there can be a non zero MFL value can appear even without having a DMC due to the flux generated from the exciter coils but not fully coupled into the test material. Therefore, a δ value is introduced to the equation to compensate this effect.
B. Finite Element Analysis Model
This section describes the FEA model developed using the commonly used COMSOL Multiphysics software. Figure 2 shows the meshing of the FEA simulation model created using the AC/DC module of COMSOL Multiphysics software. Two coils are wound in a U shaped yoke made of soft iron. These coils are used to excite the test substance by injecting magnetic flux. The measurements are taken 4mm above and parallel to the test plate. By defining a fixed sensor array, repeatability of the simulated measurements is achieved. A very dense mesh, consisting 122686 elements are used in the simulation software ( Figure 2 ). The solution is extracted when the "relative tolerance" of each consecutive iteration goes below 0.1%. We have also implemented an equivalent ANSYS (TM) solution for comparison purposes.
C. Experimental Setup
An experimental MFL lab set up was designed and manufactured [10] (Figure 3 ). Two coils wound in a U-shaped core was used as exciter coils. A linear slider mechanism is used to move the tool along the scan section. An Arduino Uno development board is used to drive the mechanism while capturing the live response from a hall effect sensor. A precise wheel encoder is used to keep track of the locations of the measurements while the tool moves. 
D. Model Comparison
The GP is driven by data which needs to capture large variation of defect scenarios. It is cumbersome and infeasible to collect such a dataset using an experiment set up. Therefore, this techniques needs a realistic simulation model to generate a huge data set covering large defect scenarios. Therefore, having a validated model is essential. In this section the analytical and FEA models and the experimental set up results are compared for this purpose. A cylindrical defect has been used in all the comparisons. In order to reduce the computation time, a 2 − D cross section of the cylindrical defect has been used in the FEA simulations. Figure 6 , which shows a very good alignment. This shows that all the analytical and FEA models provide solutions which are practically feasible. However, the analytical model is not applicable for complex defect shapes unless an approximation is used. Also the analytical model does not capture the non linear properties of the material. Therefore, although it is computationally simple and easy to use, it can not be used to generate a large dataset which captures a large variation in defect scenarios. On the other hand, it is not feasible to use the lab set up to capture the required variations in the defect scenarios due to practical infeasibility. Therefore, given our problem, validated FEA solution is the best option. Both Comsol and ANSYS are good candidates but Comsol implementation is preferred due to its easiness of use of the live-link with Matlab.
III. ITERATIVE COARSE TO FINE APPROACH
In this section, we describe the fine interpretation of the defect profile using the MFL signals using the iterative coarse to fine approach. The initial "coarse" solution is generated using a GP regression model which is described in section III-A. This model is capable only to predict a cylindrical defect depth in the presence of a peak in the MFL signal [10] . However, our interest is to produce a more detailed continuous profile. Therefore, this GP prior is used as the initial seed for an numerical optimiser to solve for the entire continuous defect profile. This process is described in the section III-D
A. GP Prior
In this section, we follow the framework introduced in "Multiple defect interpretation based on Gaussian processes for MFL technology" [10] . A non parametric model is developed using validated simulation data and applied to experimental measurements. This entire approach is illustrated in Figure  III Here FEA simulation data is used as the training data. This consists of the thickness/defect information and the magnitude of the MFL signal peak. They are used in a Gaussian processes [7] machine learning algorithm. Once the GP model learning process is completed, it is used to interpret defect information using real sensor data. 
B. Gaussian processes modelling
Gaussian Processes (GP) are a non-parametric tool in the sense that they do not explicitly specify a functional model between inputs and outputs. GP can be thought of as a Gaussian prior over the function space mapping inputs and outputs [7] . The inverse problem inferring the defect profile using MFL signals is formulated as regression: estimating a function f mapping from inputs u to output v = f (u). The hyperparameters, which is a part of the GP, needs to be learnt using realistic training data before using the model in regression. The input to the learning algorithm is N noisy measurements u 1,...,N associated with the outputs v 1,...,N . Defining characteristic of a GP is that for any finite set of points u 1,...,N , the marginal density p(f (u 1 ) , f (u 2 ) , ..., f (u N )) is a multivariate Gaussian. A Gaussian process is completely specified by its mean function m(u) = E[f (u)] and its covari- C(u, u ) ). The first step is to choose the form of C(u, u ), which specifies the covariance of this Gaussian for any pair of points. The choice of covariance function is a form of model selection for automatic relevance determination, and should be consistent with prior knowledge about the type of function expected. We used the following covariance function for this study. Each observation y can be thought of as related to an underlying function f (x) through a Gaussian noise model:
Regression is the search for f (x) . So, given v observations of y, our objective is to predict y * , which is given by,
The conditional probability p (y * | y) : "Given the data, how likely is a certain prediction for y * ? ", follows a Gaussian distribution. Our best estimate for y * is the mean of this distribution and the uncertainty is captured in its variance.
Next section talks about the training process carried out using above mentioned approach. With the successful development of the simulation model of the tool, entire training was carried out using simulated data. During the training process the mode and the hyperparameters of the covariance function are learned. An example of the resulting variation of the features, namely the peak value of the X component, with respect to the remaining wall thickness is illustrated in Figure 9 .
C. Training and testing the Models
Once the model has been learned, it is used to infer the defect depth using the peaks extracted from fresh measurements 1 . As the training was done using cylindrical defects, we approximate each defect as a cylinder. Experimental measurements were taken on a aged water pipe using the MFL lab set-up described in [10] . By extracting the pipes, grit blasting and high accuracy profiling we could compare the defect interpretations by the coarse to fine approach against the ground truth. In order to achieve a more 'fine' defect profile, this inference result is fed in to an iterative optimiser which uses the simulation model developed in section II-B to generate the MFL response in each iteration. Due to the nature of the features used, the GP model is only capable of predicting discrete cylindrical defects, in the presence of peaks on the MFL signal. This rises the need of a more detailed non discrete representation built using the GP interpretation as a prior. An iterative non-linear optimiser is proposed to address this problem. The estimated profile using the GP inference is used in the optimiser as the prior. Once the initial seed is given to the optimiser, it calls a FEA based Comsol simulator (as described in section II-B) to generate the MFL response. This response is then compared against the original measurement of the experimental set-up. By analysing the previous iterations and the current error, the simplex algorithm used in the solver generates a temporary defect profile, which again is fed into the simulator. Given the initial seed is a reasonable solution, this iterative process converges to a near optimal solution giving a better 'fine' interpretation of the defect profile. This entire framework is shown in Figure 11 .
IV. RESULTS AND DISCUSSION
One of the main objectives of this research is to enhance the MFL based defect interpretation using an iterative coarse to fine approach for cast iron water pipes. Aged water pipes exhumed were used for forensic analysis of the proposed method.
Once pipes were exhumed after 120 years of service, they were grit blasted to remove all non metallic substances. Then the pipes were scanned using the MFL lab set-up [10] . These data was used in the framework as testing data and interpretations were generated using GP inference. Later it was fed into the numerical optimiser. It is important to compare the interpretations with the ground truth to quantitatively evaluate the proposed method.
It was rather a challenging process to extract the ground truth out of the grit blasted pipes. A 3D laser scanner ( Figure  IV ) was used to scan the interested area and a 3D point cloud was generated. Later a ray tracing algorithm was employed to estimate the remaining wall thickness of the pipe. Figure 12 shows a 3D model of a pipe generated using the laser scanner. Lets consider a single axial cross section of the pipe. First we use the experimental signal to generate the GP inference. This initial 'coarse' solution compared against the cross section of the ground truth is shown in Figure 15 . It is to be noted that this GP based solutions are only available at signal peaks. Starting from this seed iterative optimiser alters this profile to minimise the error between the measurement and the current MFL response. The numerical solver is set to terminate once the error margin drops below a certain level. Figure 16 shows the 'fine' result generated for the above example. It is important to analyse the RMS error of the resulting cross section compared to ground truth and how it behaves with the number of iterations. Figure ? ? shows this analysis, the RMS error vs number of iterations. It is clear that with the number of iterations, the RMS error goes down, but eventually converges to a close to optimal solution. Given the raster scan nature of MFL measurements, this method can be used to interpret an entire scan area over the whole pipe in a higher resolution. In this study, we have presented a coarse to fine approach to generate more realistic defect interpretations using MFL measurements.
A FEA based simulation model was developed to simulate the response of a experimental MFL set up. This model was validated using both analytical solution as well as experimental measurements. This FEA model is used to generate data with the required variety of defect scenarios to be used in the machine learning algorithm as well as in the refining process using an iterative solver.
The entire framework was tested using exhumed aged cast iron 600mm diameter water pipes. A 3D later scanner was used to measure the pipe surface and hence the remaining wall thickness of the grit blasted pipes. Interpreted profile was compared against the ground truth giving a good agreement.
In the current approach, although the sensor measurements are taken as a raster scan, only 1 − D samples of the signal is extracted for the entire process. The process is computationally complex. Therefore, in the future, we are planning to explore the computational issues as well as the usage of spacial features in the training process as well as in the optimisation process to take into account the spacial correlation between the defects.
