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Abstract
Recently, mmWave 5G localization has been shown to be a promising technology to achieve
centimeter-level accuracy. This generates more opportunities for location-aware communication appli-
cations. One assumption usually made in the investigation of localization methods is that the user
equipment (UE) and base station (BS) are synchronized. However, in reality communications systems
are not finely synchronized to a level useful for localization. Therefore, in this paper we investigate
two-way localization protocols that avoids the prerequisite of tight time synchronization. Namely, we
consider a distributed localization protocol (DLP), whereby the BS and UE exchange signals in two
rounds of transmission and then localization is achieved using the signal received in the second round.
On the other hand, we also consider a centralized localization protocol (CLP), whereby localization is
achieved using the signals received in the two rounds. We derive the position (PEB) and orientation
error bounds (OEB) applying beamforming at both ends, and compare them to the traditional one-way
localization. Our results obtained using realistic system parameters show that mmWave localization is
mainly limited by angular rather than temporal estimation, and that CLP significantly outperforms DLP.
Our simulations also show that it is more beneficial to have more antennas at the BS than at the UE.
I. INTRODUCTION
The utilization of location information in cellular networks started with the first generation of
mobile communication, where it was mainly used for emergency intervention purposes [1], [2].
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The range of applications and services this information could be utilized grew with each subse-
quent generation. However, the fifth generation of mobile communication (5G) using millimeter-
wave technology (mmWave) will be the first generation to integrate the location information in
the network design and optimization [3], [4]. Location estimation in mmWave 5G is expected to
be highly accurate, making location-aided systems in 5G much more attractive than ever before,
whether to support location-aware applications such as targeted content delivery [5], vehicular
communication [6], and assisted living systems [7], or to support communication systems aspects
such as beamforming [8], pilot assignment [9], and resources allocation [10].
Due to the deployment of arrays with high number of antennas at the transmitter and the
receiver, and the utilization of massive bandwidth [11]–[15], localization with single base station
(BS) can be seen as the ultimate localization strategy for 5G. With the high number of antennas,
the directions of arrival (DOA) and departure (DOD) can be estimated with very low error [16],
while the large bandwidth enables a highly accurate estimation of the time of arrival (TOA) [17]–
[20], and hence, low error of the transmitter-receiver distance estimate. Subsequently, combining
the spatial and temporal estimates, the user equipment (UE) location can be estimated.
Recently, the accuracy of single-anchor1 localization for 5G mmWave systems has been
studied in several papers in terms of position (PEB) and orientation error bounds (OEB). In
[21], the UE PEB and OEB of 2D localization were investigated using ULAs in 5G mmWave
systems. Moreover, [22] and [23] derived, with different approaches, the PEB and OEB for
mmWave 3D localization using arrays with arbitrary geometry. The results in [21]–[23] showed
a 5G mmWave localization performance with error in the order of centimeters. However, one
important, yet usually overlooked, requirement for localization is the synchronization of BS
and UE. For example, [21] and [23] assume that the BS and UE are perfectly synchronized,
while [22] assumes coarse synchronization, and includes a residual synchronization error in their
localization model.
Inspired by two-way ranging methods [24]–[26], where the time-of-flight is utilized to es-
timated the range, in this paper, we focus on cooperative two-way localization (TWL). We
study the PEB and OEB under line-of-sight (LOS) communication with two TWL protocols that
account for timing bias between the clocks of the BS and UE. Higher order artifacts such as
clock drift and skew are not addressed herein, but can be estimated using the so-called three-way
1In mobile networks, anchor refers to the BS, whose position and orientation are known.
ranging [24] or multi-way ranging [27], [28]. Under TWL, a device transmits a known signal
to a receiver, which responds by transmitting another known signal. Upon receiving the latter
signal, the first device can estimate the range between the two devices with reference to its
local clock. Since this clock was originally used to transmit the first signal, it will alleviates the
need for fine time synchronization. In the first protocol, referred to as Distributed Localization
Protocol (DLP), a device initiates the localization process. Then, a second device estimates the
TOA with reference to its local clock and, after a pre-agreed interval, transmits back another
signal. Subsequently, localization is carried out using the signal received back at the first device.
On the contrary, in the second protocol, referred to as Centralized Localization Protocol (CLP),
the BS and UE are assumed to be coarsely synchronized, so that the two transmission rounds
take place in non-overlapping time frames. Under coarse synchronization, the clocks will still
have residual bias. Moreover, the pre-agreed waiting interval is taken with reference to the clock
of the first device, and localization is achieved using the signals received at both devices. In this
context, the signal received at the second device is assumed to be fed-back to the first device
via an error-free link. Note that TWL can be either uplink or downlink, depending on the device
where localization is executed. Finally, the contributions of this paper are summarized as follows
• We investigate the DLP and CLP for LOS 5G mmWave signals, as a means of alleviating the
fine synchronization requirement of 5G localization.
• We derive the FIMs of the position and orientation of the two protocols using 5G mmWave
signals, with the timing bias between the BS and UE as a nuisance parameter.
• Unlike [21]–[23], we consider multi-direction receive beamforming, and account for the spa-
tially correlated noise resulting from this beamforming.
• Based on the derived FIMs, we evaluate the PEB and OEB numerically for different protocols,
and investigate the impact of the number of antennas at BS and UE, as well as the bandwidth.
The rest of the paper is organized as follows. In Section II, we provide the system model
and highlight the underlying assumptions, while in Section III, we present the DLP and CLP in
detail. In Section IV, we derive the PEB and OEB for the two protocols, first by calculating the
channel parameter FIM, then applying a transformation of variables. In Section V, we provide
the numerical results and the discussion, while in Section VI, we draw the conclusions.
II. CHANNEL MODEL AND BEAMFORMING
Consider a BS located at the origin of the 3D space with zero orientation angles, and a
UE located at a fixed unknown position p , [px, py, pz]T with unknown orientation angles
o , [ζ0, χ0]T. We define ζ0 as the rotation angle around the z−axis, which yields new coordinate
axes x′, y′ and z. Similarly, χ0 is defined as the rotation angle around the x′−axis. Both BS and
UE are equipped with antenna arrays of arbitrary but known geometries and communicate through
a LOS. This allows modeling the channels using the DOA, DOD, and TOA. In that context,
we assume that NLOS paths, if any, are a priori identified and dropped so that only the LOS is
present in the observed signal. Moreover, note that although a device may have up to three rotation
angles, we do not consider a third rotation angle as the estimation of three orientation angles is
impossible with LOS communication. Despite that, the considered formulation is representative
of many practical applications characterized by two rotation angles, such as vehicular and robotic
applications2.
We consider two-way localization protocols in which either BS or UE initiates the protocol.
For that purpose, we denote the device initiating the protocol by D1 and the responding device
by D2.
Notes on notation: In the following, all parameters related to D1 are denoted by the subscript “1”,
while those related to D2 are denoted by the subscript “2”. Moreover, the superscripts “f” and
“b” are used to relate the parameters to the forward and backward transmissions, respectively.
Finally, unless otherwise stated, all the provided times are with respect to the clock of D1, which
is considered a global clock. See Fig. 1
1) Forward Channel: The forward signal, transmitted from D1 at time t = 0, and received at
D2 at time t = τ f , undergoes a forward channel given by
Hf(β,ϑ) , Hfs(β,ϑ)δ(t− τ f),∈ CN2×N1 (1)
where δ(t) is the Dirac delta function, and Hfs(β,ϑ) is the channel part corresponding the spatial
channel parameters, such that
Hfs(β,ϑ) ,
√
N1N2βa2(θ2, φ2)a
H
1 (θ1, φ1), (2)
2This corresponds for instance to a vehicle that can turn left and right (ζ0) or ascend and descend (χ0), but cannot slip or
flip.
Forward Transmission
Backward Transmission
F1,W1, s1(t),y1(t),n1(t)
θ1, φ1, N1, NB1 ,a1,∆1
No clock bias
Transmit at t = 0
Receive at t = τb
D2D1
F2,W2, s2(t),y2(t),n2(t)
θ2, φ2, N2, NB2 ,a2,∆2
Clock bias: B
Transmit at t = tb
Receive at t = τ f
Fig. 1. Summary of parameters at D1 and D2. Although D1 and D2 in the figure are BS and UE, this assignment can be
reversed.
where β is the complex LOS path gain, N1 and N2 are the number of antennas at D1 and D2,
respectively, while
ϑ , [θ1, φ1, θ2, φ2]T, (3)
and (θ2, φ2) and (θ1, φ1) are the forward DOAs and DODs at D2 and D1, respectively. Finally,
a2 and a1 are the response vectors at D2 and D1, respectively, given by
a1(θ1, φ1) ,
1√
N1
e−j∆
T
1 k(θ1,φ1), ∈ CN1 (4)
a2(θ2, φ2) ,
1√
N2
e−j∆
T
2 k(θ2,φ2), ∈ CN2 (5)
where k(θ, φ) = 2pi
λ
[cosφ sin θ, sinφ sin θ, cos θ]T is the wavenumber vector, λ is the wavelength,
∆1 ∈ C3×N1 is a matrix whose columns contain the 3D Cartesian coordinates of the array
elements of D1 in meters, and ∆2 ∈ C3×N2 is defined similarly for D2. For presentation purposes,
we drop the angle parameters from the notation of a1 and a2.
The signal transmitted from D1 is modeled by
√
EtF1s1(t), where Et is the transmitted energy
per symbol, and
F1 , [f1,1, f1,2, ...f1,NB1 ]. (6)
is a D1 transmit beamforming matrix, f1,b, 1 ≤ b ≤ NB1 is the bth transmit beam, and NB1 is the
number of transmit beams. The pilot signal s1(t) , [s1,1(t), s1,2(t), ..., s1,NB1 (t)]
T is written as
s1,b(t) =
Ns−1∑
`=0
a
(b)
1,`p(t− `Ts), 1 ≤ b ≤ NB1 , (7)
where a(b)1,` are known unit-energy pilot symbols transmitted over the b
th beam from D1, and p(t)
is a unit-energy pulse with a power spectral density (PSD), denoted by |P (f)|2. In (7), Ns is the
number of pilot symbols and Ts is the symbol duration, leading to a total observation time of
To ≈ NsTs. Note that we keep the transmitted power fixed with N1 by setting Tr
(
FH1 F1
)
= 1,
and s1(t)sH1 (t) = INB1 , where Tr (·) denotes the matrix trace, and INB1 is the NB1-dimensional
identity matrix.
Similarly, define the receive beamforming matrix at D2 as
W2 , [w2,1,w2,2, ...w2,NB2 ], (8)
where w2,k, 1 ≤ k ≤ NB2 is a D2 receive beam, and NB2 is the number of receive beams.
2) Backward Channel: Similarly, the backward channel from D2 to D1 is defined as
Hb(β,ϑ) , Hbs (β,ϑ)δ(t− τb) ∈ CN1×N2 , (9)
where
Hbs (β,ϑ) ,
√
N1N2βa1(θ1, φ1)a
H
2 (θ2, φ2), (10)
where τb denotes the local TOA at D2, (θ2, φ2) and (θ1, φ1) are the backward DODs and DOAs
at D2 and D1, respectively. We assume that both transmissions occur within the coherence time,
so that the channel gain remains unchanged.
In the backward transmission, D2 transmits via a beamforming matrix, F2 containing NB2
beams, while D1 receives via a beamforming matrix, W1 containing NB1 beams. Both F2 and
W1 are defined similar to W2 and F1, respectively, but with possibly different beam directions.
Our objective is to derive the performance bounds of estimating p and o, via TOA, DOA, and
DOD, in the presence of the unknown nuisance parameters: timing offset between the BS and
UE clocks, B, and the unknown path gain, β. This will be done for the DLP and CLP protocols
described below.
III. TWO-WAY LOCALIZATION PROTOCOLS
In this section, we define two different two-way localization protocols with the aid of Fig. 2.
A. General Operation
In our formulation, we assume that D1 has no timing bias, while D2 has a clock bias with
respect to the clock at D1, denoted by B. We also denote the nominal TOA by τ = ‖p‖/c,
where c is the speed of light.
D1 D2
t = 0
s1(t)
τ +B
τ −B
τ f = τ +B
y2(t)
tb = τˆ f + τD
s2(t)τb = 2τ + ef + τD
y1(t)
τD
(a) Distributed Localization Protocol
D1 D2
t = 0
s1(t)
τ f = τ +Bτ +B
y2(t)
t = tb
s2(t)
τb = τ + tb −B
y1(t)
tb −B
τ
(b) Centralized Localization Protocol
Fig. 2. The timeline of the studied TWL protocols .
1) Forward Transmission is initiated by D1 at time t = 0, and received at D2 at local time
t = τ f = B + τ. (11)
The received signal after beamforming at D2 is given by
y2(t) =
√
EtW
H
2 H
f
s(β,ϑ)F1s1(t− τ f) + n2(t), (12)
We determine the FIM of
[
ϑT, βR, βI, τ
f
]T based on y2(t), and denote the equivalent FIM
(EFIM) of τ f by Jτ f .
2) Backward Transmission is initiated by D2 at time t = tb, and received at D1 at local (which
is in the case of D1 is also global) time
t = τb = tb + τ −B. (13)
The received signal after beamforming at D1 is
y1(t) =
√
EtW
H
1 H
b
s (β,ϑ)F2s2(t− τb) + n1(t) (14)
Based on y1(t), we determine the FIM of
[
ϑT, βR, βI, τ
b
]T and EFIM of τb, denoted by Jτb .
We introduce the following estimation error notation
ef , τˆ f − τ f , and eb , τˆb − τb, (15)
such that
E{(ef)2} ≥ J−1
τ f
, E{(eb)2} ≥ J−1
τb
. (16)
Note that in (12), n2(t) is zero-mean additive spatially-correlated Gaussian noise, since the
received signals are observed at the beamformer output. The same statement is true for n1(t)
in (14). Therefore, the corresponding noise auto-covariance matrices are Rn2 = N0WH2 W2, and
Rn1 = N0W
H
1 W1 where N0 is the noise PSD. We assume that N0 is identical at BS and UE.
The main difference between DLP and CLP is how each protocol coordinates the response
message from D2. In the following, we describe each of these protocols.
B. Distributed Localization Protocol (DLP)
After a pre-agreed delay τD, measured from the time y2(t) is received, D2 sends back a signal
s2(t) at
tb = τˆ f + τD.
See Fig. 2(a). Subsequently, D1 receives the signal y1(t) at
τb = τˆ f + τD + τ −B = 2τ + ef + τD. (17)
Finally, based on y1(t), D1 estimates τˆb and eventually determines p, and o. Note that B in the
forward and backward transmissions cancel out, and need not be estimated at D2.
C. Centralized Localization Protocol (CLP)
We assume that D1 and D2 are coarsely synchronized to avoid overlapping transmissions. At
this level of synchronization, there is still some residual clock bias, typically, in the order of
hundreds of microseconds. In light of Fig. 2.(b), in CLP, tb is a pre-agreed time with reference
to the clock of D2 (tb −B with reference to the clock of D1), known to both D1 and D2. Upon
receiving the signal of D1, D2 sends back a signal s2(t) at t = tb, which is received at D1 at
τb given in (13). In parallel to that, D1 also receives y2(t) via an error-free feedback link that
can possibly be established using a microwave channel. Finally, based on y1(t) and the fed-back
y2(t), D1 estimates p, and o.
Under CLP, we determine the FIM of
[
ϑT, βR, βI, τ, B
]T based on both y1(t) and y2(t). Since
the transmissions occur over non-overlapping interval, they provide independent information. We
use this fact to sum up the FIMs of the forward and backward directions in the following section.
IV. DERIVATION OF TWO-WAY PEB AND OEB
The PEB and OEB can be computed from the EFIM of position and orientation, obtained by
the transformation of channel parameters; DOA, DOD, and TOA. Therefore, for both DLP and
CLP, we start by computing the FIM of the channel parameters before deriving the corresponding
PEB and OEB using a parameter transformation procedure similar to that used in [23].
A. PEB and OEB for DLP
To compute the PEB and OEB, it is sufficient to obtain the EFIM of position and orientation,
and then use the following definition.
Definition 1. Given the equivalent Fisher information matrix of the position and the orientation,
Jeo,p ∈ R5×5, the OEB and PEB are defined as:
OEB ,
√[
Jeo,p
]
1,1
+
[
Jeo,p
]
2,2
, (18a)
PEB ,
√[
Jeo,p
]
3,3
+
[
Jeo,p
]
4,4
+
[
Jeo,p
]
5,5
. (18b)
1) FIM of Channel Parameters: In light of (10), (14), and (17), the vector of the unknowns
under DLP is defined as
ϕD ,
[
ϑT, βR, βI, τ
]T
. (19)
where βR and βI are the real and imaginary parts of β, respectively. Consequently, the FIM of
ϕD is defined as
JϕD ,
JbSS 06
0T6 Jττ
 , (20)
where,
JbSS =
 Jbϑϑ Jbϑβ(
Jbϑβ
)T
JbβRβRI2
 , (21)
is the FIM corresponding to the spatial part of JϕD , such that
Jbϑϑ ,

Jbθ1θ1 J
b
θ1φ1
Jbθ1θ2 J
b
θ1φ2
Jbθ1φ1 J
b
φ1φ1
Jbφ1θ2 J
b
φ1φ2
Jbθ1θ2 J
b
φ1θ2
Jbθ2θ2 J
b
θ2φ2
Jbθ1φ2 J
b
φ1φ2
Jbθ2φ2 J
b
φ2φ2
 (22)
and
Jϑβ ,

Jbθ1βR J
b
θ1βI
Jbφ1βR J
b
φ1βI
Jbθ2βR J
b
θ2βI
Jbφ2βR J
b
φ2βI
 (23)
Note that the mutual information between the temporal and spatial parts in (20) is zero based
on realistic mmWave assumptions as discussed in [23]. These assumptions are large number of
antennas at the transmitter and receiver, large bandwidth and spatially sparse channel. Moreover,
note that, in (21), we used the fact that JbβRβR = J
b
βIβI
.
While we can determine Jτ f based on y2(t), the FIM of
[
ϑT, βR, βI, τ
b
]T is based on y1(t).
To obtain the FIM of ϕD that includes τ rather than τb, we apply the fact that the delays are not
dependent on any of the other parameters [23]. Towards that, recall that τˆb = 2τ + ef + eb + τD,
and define
τ ′ , τˆ
b − τD
2
= τ +
ef + eb
2
. (24)
Consequently, using (16) yields
E
{
(τ ′ − τ)2
}
≥ 1
4
(
J−1
τ f
+ J−1
τb
)
, (25)
that is,
Jττ = 4
(
J−1
τ f
+ J−1
τb
)−1
. (26)
The value of Jττ as well as the entries of (21) are listed in (56) and (57), derived in Appendix
A.
2) FIM of Location Parameters: To obtain the FIM of the location parameters (position and
orientation), we need the EFIM of ϑ and τ . Since the temporal and spatial parts in (20) are
independent, the EFIM of DOD and DOA is obtained from (21) by Schur’s complement
Je,bϑϑ = J
b
ϑϑ −
1
JbβRβR
Jbϑβ
(
Jbϑβ
)T
. (27)
Consequently, the EFIM of ϑ and τ is given by
Je,bϑτ =
Je,bϑϑ 04
0T4 Jττ
 . (28)
Applying a parameter transformation to (28), we obtain the EFIM of orientation and position
Je,bo,p = Υ
bJe,bϑτ
(
Υb
)T
, (29)
where
Υb ,
 ∂θ1∂o ∂φ1∂o ∂θ2∂o ∂φ2∂o ∂τ∂o
∂θ1
∂p
∂φ1
∂p
∂θ2
∂p
∂φ2
∂p
∂τ
∂p
 = [ Υbs Υτ ] . (30)
Note that while
Υτ =
[
0T2
pT
c‖p‖
]T
, (31)
for both the uplink (D2 is BS) and downlink (D2 is UE), Υbs is defined differently. From [23]
Υbs |UL =

0 0 −p′y
a′ −p
′
xp
′
z
a′2
0 0 p
′
x sinχ0
a′
−p′2x cosχ0+gp′y
a′2
p˙θ
‖p‖a
[−py ,px,0]T
a2
r3+
p′z
‖p‖p
a′
(r2rT1 −r1rT2 )p
a′2
 (32)
Υbs |DL =

−p′y
a′ −p
′
xp
′
z
a′2 0 0
p′x sinχ0
a′
−p′2x cosχ0+gp′y
a′2 0 0
r3+
p′z
‖p‖p
a′
(r2rT1 −r1rT2 )p
a′2
p˙θ
‖p‖a
[−py ,px,0]T
a2
 (33)
where g , py cos ζ0 − px sin ζ0, p˙θ , [pxpz, pypz,−a2]T, a ,
√
p2x + p
2
y, a
′ ,
√
p′2x + p′2y ,
[p′x, p
′
y, p
′
z]
T , Rp, and
R , [r1, r2, r3] =

cos ζ0 − sin ζ0 cosχ0 − sin ζ0 sinχ0
sin ζ0 cos ζ0 cosχ0 cos ζ0 sinχ0
0 − sinχ0 cosχ0
 .
Subsequently, for DLP, we can isolate the spatial and temporal parts and write,
Je,bo,p = Υ
b
s J
e,b
ϑϑ
(
Υbs
)T︸ ︷︷ ︸
Spatial Part
+ JττΥτΥ
T
τ︸ ︷︷ ︸
Temporal Part
. (34)
B. PEB and OEB for CLP
1) FIM of Channel Parameters: Unlike DLP, in CLP we have to retrieve B, as can be inferred
from (11) and (13). Therefore, we define the vector of unknown parameters as
ϕC ,
[
ϑT, βR, βI, τ, B
]T
. (35)
Since D2 transmission time is independent of the TOA of y2(t), and the transmission in the two
ways occurs in a non-overlapping time slots, the forward and backward transmissions can be
considered independent, and we can write
JϕC = J
f
ϕC
+ JbϕC ,
=
 JfSS 06×2
02×6 JfTT
+
 JbSS 06×2
02×6 JbTT
 . (36)
where the superscripts “f”, “b” indicate that the FIM is of the channel parameters from forward
and backward transmission, respectively. Note that while JbSS in (21) can be directly obtained
from (56), JfSS is obtained by swapping the subscripts “1” and “2” of the right-hand side of
(56) in Appendix A.
Moreover, JfTT and J
b
TT ∈ R2×2 are the FIMs of the temporal parameters, τ and B, in the
forward and backward transmission, respectively, such that
JfTT ,
J fττ J fτB
J fτB J
f
BB
 (37)
and JbTT is defined similarly with matching superscripts.
To obtain JfTT and J
b
TT, we use transformation of variables. From (11)
JfTT =
∂τ f∂τ
∂τ f
∂B
 Jτ f [ ∂τ f∂τ ∂τ f∂B ] = Jτ f
1 1
1 1
 . (38)
Similarly, from (13)
JbTT =
∂τb∂τ
∂τb
∂B
 Jτb [ ∂τb∂τ ∂τb∂B ] = Jτb
 1 −1
−1 1
 . (39)
Note that although both JfTT and J
b
TT are rank-deficient
3, their sum is full-rank, and is given by
JfTT + J
b
TT =
Jτb + Jτ f Jτ f − Jτb
Jτ f − Jτb Jτb + Jτ f
 . (40)
Consequently, the EFIM of τ is obtained from (40) by Schur’s complement as
Jeττ = Jτb + Jτ f −
(Jτb − Jτ f )2
Jτb + Jτ f
,
=
(Jτb + Jτ f )
2 − (Jτb − Jτ f )2
Jτb + Jτ f
,
3Hence, τ and B cannot be estimated using only one transmission.
=
4JτbJτ f
Jτb + Jτ f
,
= 4
(
J−1
τ f
+ J−1
τb
)−1 (41)
which is equivalent to Jττ of DLP given in (26).
2) FIM of Location Parameters: Under CLP, we transform the FIM of the channel parameters
vector ϕC into a FIM of the location parameters vector
ϕL , [oT,pT, βR, βI , B]T, (42)
as follows
JϕL = Υ
bJϕC
(
Υb
)T
,
= Υb
(
JfϕC + J
b
ϕC
) (
Υb
)T
,
= ΥbJfϕC
(
Υb
)T︸ ︷︷ ︸
,JfϕL
+ΥbJbϕC
(
Υb
)T︸ ︷︷ ︸
,JbϕL
, (43)
such that
Υb =
∂ϕTC
∂ϕL
,

Υbs 05×2 Υτ 05
02×4 I2 02 02
0T4 0
T
2 0 1
 (44)
where Υτ is the transformation vector from τ to o and p defined in (31) and Υbs is the
transformation matrix from DOD and DOA to o and p, defined in (32) and (33) for the uplink
and downlink. Moreover, from (21) and (36), we write
JbϕC =

Jbϑϑ J
b
ϑβ(
Jbϑβ
)T
Jbββ
06×2
06×2 JbTT
 . (45)
Note that JfϕC is defined similarly with matching superscripts.
Substituting Υb, JfϕC and J
b
ϕC
into (43), it can be shown that JϕL is given by (46) at the top
of the next page.
Finally, taking the Schur’s Complement with respect to Jo,p in (46), and using (27), and (41),
it can be shown that the EFIM of the position and orientation is given by (47) at the top of the
next page. In the following, we obtain some insights from this equation.
JϕL =
 Jo,p Υbs
(
Jfϑβ + J
b
ϑβ
)
(Jτ f − Jτb)Υτ(
Jfϑβ + J
b
ϑβ
) (
Υbs
)T
Jfββ + J
b
ββ 02
(Jτ f − Jτb)ΥTτ 0T2 Jτb + Jτ f
 , (46)
where Jo,p = Υbs
(
Jfϑϑ + J
b
ϑϑ
) (
Υbs
)T
+ (Jτb + Jτ f )ΥτΥ
T
τ .
J(e)o,p =Υ
b
s
(
Jfϑϑ + J
b
ϑϑ
) (
Υbs
)T
+
(
Jτb + Jτ f −
(Jτb − Jτ f )2
Jτb + Jτ f
)
Υτ (Υτ )
T
−Υbs
(
Jfϑβ + J
b
ϑβ
) (
Jfββ + J
b
ββ
)−1 (
Jfϑβ + J
b
ϑβ
) (
Υbs
)T
.
=Υbs J
e,f
ϑϑ
(
Υbs
)T︸ ︷︷ ︸
Forward Spatial Part
+ Υbs J
e,b
ϑϑ
(
Υbs
)T︸ ︷︷ ︸
Backward Spatial Part
+ JeττΥτΥ
T
τ︸ ︷︷ ︸
Temporal Part
+
JbβRβRJ
f
βRβR
J fβRβR + J
b
βRβR
JfbJ
T
fb︸ ︷︷ ︸
Channel Redundant Information
, (47)
where Jfb = Υbs
(
Jfϑβ
J fβRβR
− J
b
ϑβ
JbβRβR
)
.
C. Comparison of DLP, CLP and OWL
It can be seen that (47) comprises four terms: two spatial information terms related to both
the forward and backward transmissions, one term related to the temporal information, and
another term, carrying mutual information relating the path gain with the DOA and DOD. Note
that although we assume a single β in both transmissions, it is estimated using two different
observations, y1(t) and y2(t). This provides more spatial information useful in localization, since
the path gain, DOA and DOD are not mutually independent (See (21)). Moreover, this mutual
information is non-zero due to having different beamformers at both ends, hence
Jfϑβ
J fβRβR
6= J
b
ϑβ
JbβRβR
.
Comparing DLP to CLP, we note that (34) contains only one spatial information term, related
to the backward transmission, and another temporal information term. These two terms are equal
to their counterparts in (47). Since CLP has two more terms, it provides more information on
the position and orientation, and consequently lower PEB and OEB. Thus, CLP will always
outperform DLP.
We now compare DLP to the one-way localization (OWL) presented in [23]. Recall that for
OWL, Je,bo,p has the same expression as (34), but with
Jττ = Jτb . (48)
Based on that, we provide the following proposition.
Proposition 1. DLP outperforms OWL if,
Jτ f >
1
3
Jτb .
Proof. Comparing DLP with OWL, it can be seen that they have equal spatial, but different
temporal information. Therefore, comparing (26) with (48), for DLP to outperform OWL, we
should have
Jτb < 4
(
J−1
τ f
+ J−1
τb
)−1
= Jτb
4Jτ f
Jτ f + Jτb
,
which leads to Jτ f > 13Jτb .
This means that, when the bandwidth is equal in both directions, the forward link should have
at least one third the SNR of the backward link for DLP to outperform OWL. From (57), it can
be seen that this mainly depends on the beamforming at the transmitter and receiver. However,
under the general case of non-identical bandwidth allocation, (57) can be used to determine the
values of bandwidth and SNR that satisfy the condition in Proposition 1.
V. SIMULATION RESULTS AND DISCUSSION
A. Simulation Environment
1) System Layout and Channel: In our numerical simulations, we investigate and compare
the DLP and CLP. Since both protocols involve forward and backward transmission, we selected
equal number of antennas at both the BS and the UE to make the comparison of these protocols
fair. Towards that, we consider a BS and a UE both with 12× 12 uniform rectangular antenna
array (URA) communicating via a LOS. Moreover, we assume that the BS array is located
in the xz-plane centered about the origin [0, 0, 0]T, thus has orientation angles of [0◦, 0◦]T.
On the other hand, the UE moves freely within a diamond-shape 120◦ defined by the ver-
tices {(0, 0,−10), (25√3, 25,−10), (0, 50,−10), (−25√3, 25,−10)}. That is, the BS height is
10 meters. We focus on two cases of orientation angles with respect to the z-axis and x-axis:
o = [χ0, ζ0] = [0
◦, 0◦]T and o = [30◦, 30◦]T as specified in the sequel. Finally, at a distance d1,
the channel gain is modeled as
β =
λ
4pi d1
exp
(
j
2pi
λ
d1
)
, (49)
2) Transmit-Receive Model: We select the mmWave frequency of f = 38 GHz, and bandwidth
W = 125 MHz. We assume an ideal sinc pulse-shaping filter such that W 2eff = W
2/3. The
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Fig. 3. Beamforming configuration examples with 4 beams. The rightmost device has orientation angles of 30◦, while the other
two have 0◦.
transmitted power Et/Ts = 0 dBm, and N0 = −170 dBm/Hz. Furthermore, we specify the
number of pilots to be Ns = 64 pilot symbols. This yields a location-dependent SNR of
SNR [dB] = 150.26 + 20 log10 (|β|‖aiFi‖‖ajWj‖) , (50)
where i, j ∈ {1, 2}, i 6= j, specified depending on the communication direction being forward
or backward. Similar to [23], we adopt fixed directional beamforming with NB1 = NB2 = 25
beams at both the UE and BS such that
f1,b =
1√
NB1
a1(θ
f
1,b, φ
f
1,b),
w1,b =
1√
NB1
a1(θ
w
1,b, φ
w
1,b), 1 ≤ b ≤ NB1
are D1 transmit and receive beams pointing towards (θf1,b, φ
f
1,b) and (θ
w
1,b, φ
w
1,b), respectively.
The transmit and receive beamforming at D2 can be similarly defined with subscript “2”. The
directions of the beams at the BS are chosen to be equispaced on the sector. On the UE, these
directions are reversed to point upwards, and rotated with respect to the UE frame of reference
by the same orientation angles specified in the studied experiment. This setting provides 90%
of the locations with an SNR of at least 17 dB. Fig. 3 provides three examples on beamforming
configuration: a BS at (0, 0, 0), with beams pointing downwards, a UE at (25, 25,−10) with zero
orientation angles, and another UE at (−25, 25,−10) with o = [30◦, 30◦]T. The black rectangles
denote the array frame of reference of the device. Note that the first UE has reversed beam
direction compared to BS, while the second UE has beam directions reversed and rotated by
[30◦, 30◦]T , so that the beams direction remains constant with respect to the UE local frame of
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reference.
3) Scenarios Studied: We study the PEB and OEB under DLP and CLP and compare these
bounds to those obtained for OWL in [23]. Each of these three protocols is studied when
localization is performed in the uplink (at BS) and in the downlink (at UE).
B. PEB and OEB with 0◦ UE Orientation
The PEB with zero orientation angles is provided in Fig. 4 for all the considered protocols.
First of all, to have a fair comparison, we compare the three solid curves corresponding to uplink
localization, and then compare those related to downlink localization (dash-dot lines). It can be
seen that DLP provides a negligible improvement over OWL. Despite that, DLP is still a better
approach since it alleviates the need of high-accuracy synchronization, with the cost of UE-BS
coordination. As discussed in Section IV-C, DLP and OWL have the same spatial component, but
DLP has higher temporal information content. However, Fig. 4 shows almost identical results
for both protocols, which means that the additional temporal information in DLP is of little
importance, and thus the localization performance is limited by the angles estimation rather than
the time delay. To understand this phenomenon more, we study the impact of the bandwidth on
the performance later in Section V-D. On the other hand, as expected, CLP represents the best
approach among the three studied, since it attains more useful information. However, this comes
with the cost of a more complex implementation due to the need for a feedback channel.
Although similar statements can be made for downlink localization, we note that an extensive
comparison between the uplink and downlink localization is discussed in [23]. It was concluded
that, under matched orientation between the BS and UE, the uplink PEB is lower than the
downlink PEB. This is because 1) PEB is a function of the CRLB of the BS angles, and 2)
CRLB of DOA is lower than CRLB of DOD. Therefore, when the BS angles are DOAs (uplink),
the PEB will be lower.
Considering OEB with zero orientation angles in Fig. 5, it can be seen that DLP and OWL
exhibit identical performance. Note that OEB depends on DOA and DOD, while the enhancement
of DLP over OWL is in the temporal domain. Furthermore, in line with the results in [23] with
zero orientation angles, the uplink and downlink OEB are the same. Therefore, the four curves
of DLP and OWL with uplink and downlink localization coincide. Moreover, in terms of OEB,
CLP is also better than DLP and OWL due to the fourth term in (47), which accounts for the
coupling between the path gain and the transmission angles, providing more spatial information
on the orientation angles.
C. PEB and OEB with 30◦ UE Orientation
The PEB with orientation angles o = [30◦, 30◦]T is shown in Fig. 6, for all the considered
protocols. The overall observation from this figure, in comparison with Fig. 4, is that the
performance worsens due to the beams being steered away, when the orientation angles are
non-zero. This can result in a loss of beamforming gain that depends non-linearly on the UE
location, and orientation angles. However, CLP performance is still superior to DLP and OWL.
In this example, performance loss of 42 cm, 54 cm, and 80 cm were observed at a PEB CDF of
90%, under CLP, uplink DLP, and downlink DLP, respectively. On the other hand, comparing
Fig. 7 with Fig. 5, it can be seen that, at a CDF of 90%, there is a OEB performance loss
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of 6.8◦, 8.8◦, and 11.5◦ under CLP, uplink DLP, and downlink DLP, respectively. Considering
the PEB and OEB loss, it can be concluded that, among the studied approaches, CLP is the
approach that is most robust to UE mis-orientation. Finally, we note that in comparison with the
case of matched orientation, under 30◦ mis-orientation, the system can still provide sub-meter
PEB, while providing significantly higher OEB. This means that orientation estimation is more
challenging than position estimation.
D. Impact of the System Bandwidth on PEB
In Section V-C, we concluded that the system is limited by the estimation of the angles
rather than the time delay. To investigate that further, we now look closer into the impact of
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Fig. 8. PEB at 0.9 CDF with respect to the bandwidth W .
the bandwidth. The results shown in Fig. 8 indicate that as the bandwidth increases the PEB
decreases, until it reaches a floor at around 100 MHz when o = [0◦, 0◦]T, and 60 MHz when
o = [30◦, 30◦]T. Based on these results, we make the following observations:
1) At higher bandwidths that are more relevant in mmWave, the temporal information is very
high compared to the spatial information, and the performance becomes fixed with W , i.e.,
the systems is spatially-limited.
2) under mis-orientation, the accuracy of spatial information degrades, and the system becomes
spatially-limited. Hence, the improved temporal information does not provide any benefit to
the performance achieved at lower bandwidths.
3) On the contrary, for lower bandwidths, the amount of temporal information decreases and
becomes comparable to the spatial information. Therefore, the weight of the temporal in-
formation in the forward transmission becomes more significant, and the difference between
OWL and DLP becomes more pronounced.
E. Impact of NBS and NUE on PEB
We now study the effect of the number of antennas at BS and UE on the PEB under CLP
and DLP. Since this number can be N1 or N2 depending on the device role, we use NBS and
NUE to unify the notation of the number of antennas at BS and UE, respectively.
Fig. 9 illustrates the effect of NUE on PEB with NB = 25 and NBS = 144. It can be seen
that a higher NUE generally results in a worse performance. This is because with higher NUE,
the UE beams become narrower, which requires more beams to cover the area. Note that with
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Fig. 9. PEB at 0.9 CDF as a function of the UE number of antennas, with NB = 25, with orientation angles 0◦ and 30◦, and
NBS = 144.
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UE mis-orientation, the rate of performance deterioration is higher. It is interesting to see that
this rate is almost the same for the three protocols, which means that the performance loss is
mainly due to SNR loss.
On the other hand, the impact of NBS is shown in Fig. 10 with NB = 25 and NUE = 144.
It can be seen that a higher NBS will slightly improve the PEB in general. Similar to the case
in Fig. 9, it is understood that the PEB will generally increase when NBS increases, albeit, at
NBS values well beyond those displayed in Fig. 10, and with a lesser magnitude than higher
NUE. Therefore, adding more antennas at the BS will not reduce the localization performance,
as the UE antennas potentially would, at least within the studied range of array size. Finally,
notice that both Figs. 9 and 10 exhibit some non-monotonic trend. This is due to the nature of
directional beamforming, whereby the beamforming gain depends on the user location, number
of antennas, and beams directions as detailed in [29].
VI. CONCLUSIONS
Many publications on localization assume that the BS and UE are tightly synchronized. How-
ever, usually communication systems are not synchronized to a high-level useful for localization.
Focusing on this issue, in this paper, we considered two protocols of two-way localization referred
to Distributed Localization Protocol (DLP) and Centralized Localization Protocol (CLP). We
investigated the PEB and OEB under these two protocols, where we showed mathematically that
CLP outperforms DLP with a significant margin. However, this comes with the cost of requiring
feedback channel, unlike DLP where no synchronization or feedback are required, although
it may need dedicated hardware to trigger the response. In our derivations, we considered
beamforming at the transmitter and the receiver, and accounted for the spatially-correlated receive
noise. Comparing DLP to the traditional one-way localization, the enhancement observed through
numerical simulations was limited. That is, the localization was angle-limited rather than delay-
limited. Our numerical results also showed that it is more beneficial to have more antennas at the
BS than at the UE. Future work based on this paper includes considering adaptive beamforming,
whereby the beams directions are modified in the second round of transmission. Moreover,
multipath propagation would be a relevant extension, since scatterers may differ in the uplink
and downlink, depending on the beam directions.
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APPENDIX A
DERIVATION OF THE ELEMENTS OF JϕD
Consider backward transmission round. In this case, D1 has the following observation:
y1(t) =
√
N1N2EtβW
H
1 a1a
H
2 F2s2(t− τb) + n1(t). (51)
For the case of zero-mean additive correlated Gaussian noise, the FIM of ϕD defined in (19),
is given by [30]
Jbxy ,
To∫
0
<
{
∂µH(t)
∂x
R−1n1
∂µ(t)
∂y
}
dt, (52a)
, 1
N0
To∫
0
<
{
∂µH(t)
∂x
(
WH1 W1
)−1 ∂µ(t)
∂y
}
dt, (52b)
x, y ∈ {θ1, φ1, θ2, φ2, βR, βI, τ}
where µ(t) is the mean of the observation vector, and To is assumed to be long enough to receive
the entire pilot signal.
Consequently, we write
µ(t) =
√
N1N2EtβW
H
1 a1a
H
2 F2s2(t− τb), (53)
from which we write
∂µ(t)
∂θ1
=
√
N1N2EtβW
H
1 k1a
H
2 F2s2(t− τb),
∂µ(t)
∂φ1
=
√
N1N2EtβW
H
1 p1a
H
2 F2s2(t− τb),
∂µ(t)
∂θ2
=
√
N1N2EtβW
H
1 a1k
H
2 F2s2(t− τb),
∂µ(t)
∂φ2
=
√
N1N2EtβW
H
1 a1p
H
2 F2s2(t− τb),
∂µ(t)
∂βR
= j
∂µ(t)
∂βR
=
√
N1N2EtW
H
1 a1a
H
2 F2s2(t− τb),
∂µ(t)
∂τ
=
√
N1N2EtβW
H
1 a1a
H
2 F2s˙2(t− τb),
where s˙(τ) , ∂s(τ)
∂τ
,ki =
∂
∂θi
ai,pi =
∂
∂φi
ai, such that i ∈ {1, 2}. Note that the zeros in J(b)ϕ
follow from the facts that
To∫
0
sH2 (t− τb)s˙2(t− τb)dt = 0, (54)
and that ∂µ(t)
∂βR
and ∂µ(t)
∂βI
are orthogonal. On the other hand, noting that
To∫
0
s2(t− τb)sH2 (t− τb)dt = NsINB , (55)
and defining the operator PA , A
(
AHA
)−1
AH, and γ , N1N2NsEt/N0, we can write the
following
Jbθ1θ1 = γ|β|2
(
aH2 F2F
H
2 a2
) (
kH1 PW1k1
)
(56a)
Jbφ1φ1 = γ|β|2
(
aH2 F2F
H
2 a2
) (
pH1 PW1p1
)
(56b)
Jbθ2θ2 = γ|β|2
(
kH2 F2F
H
2 k2
) (
aH1 PW1a1
)
(56c)
Jbφ2φ2 = γ|β|2
(
pH2 F2F
H
2 p2
) (
aH1 PW1a1
)
(56d)
JbβRβR = J
b
βIβI
,
= γ|β|2 (aH2 F2FH2 aR2) (aH1 PW1a1) , (56e)
Jbθ1φ1 = γ|β|2
(
aH2 F2F
H
2 a2
) (
pH1 PW1k1
)
, (56f)
Jbθ1θ2 = γ|β|2
(
kH2 F2F
H
2 a2
) (
kH1 PW1a1
)
, (56g)
Jbθ1φ2 = γ|β|2
(
pH2 F2F
H
2 a2
) (
kH1 PW1a1
)
, (56h)
Jbθ1βR = γ<
[
β∗
(
aH2 F2F
H
2 a2
) (
kH1 PW1a1
)]
, (56i)
Jbθ1βI = −γ=
[
β∗
(
aH2 F2F
H
2 a2
) (
kH1 PW1a1
)]
, (56j)
Jbφ1θ2 = γ|β|2
(
kH2 F2F
H
2 a2
) (
pH1 PW1a1
)
, (56k)
Jbφ1φ2 = γ|β|2
(
pH2 F2F
H
2 a2
) (
pH1 PW1a1
)
, (56l)
Jbφ1βR = γ<
[
β∗
(
aH2 F2F
H
2 a2
) (
pH1 PW1a1
)]
, (56m)
Jbφ1βI = −γ=
[
β∗
(
aH2 F2F
H
2 a2
) (
pH1 PW1a1
)]
, (56n)
Jbθ2φ2 = γ|β|2
(
pH2 F2F
H
2 k2
) (
aH1 PW1a1
)
, (56o)
Jbθ2βR = γ<
[
β∗
(
aH2 F2F
H
2 k2
) (
aH1 PW1a1
)]
, (56p)
Jbθ2βI = −γ=
[
β∗
(
aH2 F2F
H
2 k2
) (
aH1 PW1a1
)]
, (56q)
Jbφ2βR = γ<
[
β∗
(
aH2 F2F
H
2 p2
) (
aH1 PW1a1
)]
, (56r)
Jbφ2βI = −γ=
[
β∗
(
aH2 F2F
H
2 p2
) (
aH1 PW1a1
)]
. (56s)
To compute Jττ , in (26), we extend the results in [23] to write
Jτb =
1
4γ|β|2pi2W 2eff‖aH2 F2‖2 (aH1 PW1a1)
, (57a)
Jτ f =
1
4γ|β|2pi2W 2eff‖aH1 F1‖2 (aH2 PW2a2)
, (57b)
where,
W 2eff =
W/2∫
−W/2
f 2|P (f)|2df.
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