Abstract. Sharp constants and optimal functions of Gagliardo-Nirenberg inequalities involving the L p -norm of the gradient are investigated by studying a p-Laplacian type equation. By transforming the unknown of the equation via some change of function, we find explicitly the solution of this equation in all generalities when the space dimension is n = 1, and in some particular cases when n > 1. Then we derive the sharp constants and optimal functions of all the L p Gagliardo-Nirenberg inequalities when n = 1, and of a subclass of them when n > 1. Our analysis includes also the sharp L p Nash's inequalities.
Introduction
The present work extends ideas presented in our previous papers [1] and [2] to Gagliardo-Nirenberg inequalities [9, 12] involving the gradient L p -norm. In [1] the author explored the link between mass transport theory and Gagliardo-Nirenberg inequalities. He showed that in dimension n = 1, the best constants and optimal functions of all the L 2 Gagliardo-Nirenberg inequalities can be computed via a linear first order ordinary differential equation (ODE), which is obtained from the Euler-Lagrange equation of the variational problem leading to these inequalities through some specific change of function. And using the solutions to this ODE, the author was able to re-establish the link between mass transport theory and certain Gagliardo-Nirenberg inequalities, first proved in [6] . In [2] , the author extended the above ideas to the L 2 Gagliardo-Nirenberg inequalities in higher dimensional spaces, n > 1. There, he showed that if n > 1, then the ODE giving the best constants and optimal functions of the Gagliardo-Nirenberg inequalities is rather nonlinear, but for a one-parameter family of the L 2 Gagliardo-Nirenberg inequalities (namely q = 1 + s 2 or q = 2(s − 1) in inequality (1) below), it reduces to a linear ODE which he solved explicitly. In these cases, he recovers results previously obtained by Del-Pino and Dolbeault in [7] . In this paper, we generalize the analysis of [1] and [2] to the L p Gagliardo-Nirenberg inequalities and L p Nash's inequalities, for all p > 1 and all space dimensions n ≥ 1, that is,
where θ =
and n > 1 , 1 < p < n , and 1 ≤ q < s <p := np n − p or n = 1 , p > 1 and 1 ≤ q < s < ∞ .
As mentioned in [8] , (see also Section 2 of this manuscript), one way to obtain the best constant K opt and optimal functions of the Gagliardo-Nirenberg/Nash's inequality (1) is to determine an explicit minimizer u ∞ of the variational problem
(2) This requires solving explicitly the p-Laplacian type equation
that is, the Euler-Lagrange equation to problem (2) , where λ denotes the Lagrange multipliers for the constraint u L s (R n ) = 1. By a routine rearrangement argument (see [4, 14] ), u ∞ (x) can be chosen non-negative, radially-symmetric, nonincreasing, and tends to 0 as |x| tends to ∞. Invoking Serrin-Tang [13] , we see that u ∞ is the unique radial, non-negative and non-trivial smooth solution of PDE (3) that tends to 0 at ∞. Then, there exists a nonincreasing function v :
This implies that r
where
1/p * and
The above argument suggests that we introduce the change of function to solve PDE (3). Another argument that justifies the change of function (5) relies on the link between mass transport theory and certain Gagliardo-Nirenberg inequalities, as explained in [1] . Indeed, from mass transport theory, one can establish the following duality (see [3, 6] ):
and optimality in both problems is achieved at the probability density
Here
, and P(R n ) denotes the set of probability densities on R n with finite p * -moment. To obtain the GagliardoNirenberg inequality (1) from the duality (6), it is sufficient to choose conveniently ρ 0 = ψ(u) and the function F , so that J F (ρ 0 ) = J F (ψ(u)) coincides -up to some multiplicative constants -to the functional E(u) in (2) 
or equivalently
where γ is a constant. So it appears that to determine an explicit minimizer of the functional J F (ρ 0 ) = J F (ψ(u)) = E(u), one need to find a function H that satisfies (9) , that is also (5) . And note that after finding H, one can use again (9) to look for the appropriate functions ψ and F required in order to link mass transport theory to the Gagliardo-Nirenberg/Nash's inequality (1) via the duality (6) . In this work, we show with the help of the change of function (5), that PDE (3) leads to the nonlinear first order ODE in
whose solution G determines explicitly a minimizer u ∞ to problem (2) (see Theorem 3.1). If n = 1, then ODE (10) reduces to a linear first order ODE in G . In this case, we obtain the best constants and optimal functions of the L p GagliardoNirenberg/Nash's inequalities on the real line, for all values of p, q and s. If n > 1, due to the nonlinear term
, we have not been able to solve ODE (10) explicitly, in all generalities. But we observe that if we furthermore assume that G (t)
is a constant, then (10) reduces to a linear ODE which can be solved explicitly. In this case, we recover the sharp constants and optimal functions of the L p Gagliardo-Nirenberg inequalities previously obtained in [8] 
and n ≥ 2. To our knowledge, this is the first work where best constants and optimal functions of all the L p GagliardoNirenberg inequalities are obtained on the real line. One of the advantages of our method, compared with the direct mass transport method, is that it does not require choosing a priori a function F in the duality (6) . Actually, this choice is not known when q = 1 + s p * and q = p * (s − 1), not even on the real line. Instead, we expect that our method will help in finding the right function F needed in the duality (6) for the remaining L p Gagliardo-Nirenberg inequalities to be recovered from mass transport theory. This could also lead to new examples of displacement convex functionals H F , which are proved very useful in applications of mass transport theory to other fields of research.
The paper is organized as follows. In Section 2, we derive the best constant and optimal functions of the Gagliardo-Nirenberg/Nash's inequality (1) in terms of a minimizer u ∞ of the variational problem (2) . In Section 3, we establish the ODE (10) that determines a minimizer u ∞ to (2), and we solve this ODE for all values of p, q and s when n = 1, and for some particular cases when n > 1. Then we obtain the best constants and optimal functions of all the L p GagliardoNirenberg inequalities when n = 1, and of a subclass of them when n > 1. Finally, we point out that our analysis also allows to obtain the best constants and optimal functions of the L p Nash's inequalities, at least on the real line, though these results are already known in the literature (see [5] ).
Throughout the paper, u q denotes the L q -norm of a function u : R n → R, sign(u) stands for the sign of u, χ A denotes the characteristic function a set A, andp := np/(n − p), p * := p/(p − 1) are respectively the Sobolev and conjugate exponents of p.
Best constants in Gagliardo-Nirenberg/Nash's inequalities
In this section, we find the best constants and optimal functions of the L p Gagliardo-Nirenberg and L p Nash's inequalities, assuming that the variational problem
has a minimizer u ∞ . The proof of existence of a minimizer to this problem is standard (see for example [8] 
Assume that the variational problem
holds with θ =
, and the sharp constant K opt > 0 is explicitly given by
where −x) ) are optimal functions in inequality (13) , for arbitrary
Proof. It follows the lines of the proof of Theorem 2.1 in [2] . Indeed, since u ∞ is a minimizer of (12), we have for all
with equality if u = u ∞ . Using the scaled function u λ (x) = u x λ in (16), we have that 
Therefore, by a direct computation, (17) gives 
Inequality (20) reads as the Gagliardo-Nirenberg/Nash's inequality (13) , where θ =
np(s−q) s[np−q(n−p)]
, and the sharp constant K opt is given by (14) . Now, we set α = np − s(n − p) and β = n(s − q) in (21). We have that γ 0 = α β and np + ps − nq = α + β, and then (21) reads as (15). Finally, from our analysis, it appears that any minimizer u ∞ of the variational problem (12) is an optimal function in inequality (13) . And since (13) is invariant under translation x → x −x, scaling x → σx, and multiplication by a constant u → Cu, we deduce that u σ,x (x) = Cu ∞ (σ(x −x)) is an optimal function in (13), for arbitrary C = 0, σ = 0 and x ∈ R n . This completes the proof of the theorem.
Remark 1.
If q = 1 and p = s, then assumption (11) reads as 1 < p < n if n > 1, and p > 1 if n = 1. Then, inequality (13) is the L p Nash's inequality
. (22)
Extremals in Gagliardo-Nirenberg/Nash's inequalities
In this section, we find explicitly a minimizer u ∞ of the variational problem (2) by solving the p-Laplacian type equation (3), which is the Euler-Lagrange equation to problem (2) . Throughout the section, we assume that n, p, q and s satisfy 1 < p < n and 1 ≤ q < s <p :
Consider the variational problem
(24) Under assumption (23), one shows that (24) has a minimizer u ∞ which can be chosen non-negative, radially-symmetric, nonincreasing and tends to 0 as |x| tends to ∞ (see [8] ). Therefore, u ∞ can be written as, 
we can assume, without loss of generality, that λ = 1, i.e., u ∞ uniquely solves the p-Laplacian type equation
Combining (25) and (27), we obtain by a direct computation that v is the solution of the ODE
We infer from (28) 
otherwise ∇u ∞ p p = ∞ as we could find some > 0 such that |v (r)| > for all r > n; here ω n denotes the Lebesgue measure of the unit ball in R n , and we assume that v is positive everywhere. If v has a compact support, then v(r) = 0 = v (r) outside its support, and lim r→∞ v (r) = 0 is trivial. Now, let p * := p/(p − 1), and consider the change of function
for some C 2 -function H defined on (0, v(0)). As explained in the introduction, this change of function is suggested by the link existing between certain GagliardoNirenberg inequalities and mass transport theory [6] . For more details on this choice, we refer to [1] where it is explained in full details when p = 2. Note that since by definition
provided that v is invertible. But according to Serrin-Tang [13] , v is positive
. Now, we state the main theorem of this paper. It establishes an ODE for the function H, from which the minimizer u ∞ of problem (24) can be computed explicitly. 
with lim r→∞ v(r) = 0 and lim r→∞ v (r) = 0. Then H(t) satsfies the ODE
then G solves the first order nonlinear ODE
Then H (t) ≤ 0 for all t ∈ (0, v(0)) because v is nonincreasing on (0, ∞). Differentiating again (35) with respect to r, we have that
We use that v (r) ≤ 0 and H (v) ≤ 0 to rewrite (36) as
To prove (31), we will express |v | p−2 v and |v | p in terms of v and H(v) in (37). Indeed, from (30), we have that
and from (35), we read that
Combining (38) and (39), we obtain that 
where we use the substitution τ = v(r) in the integral term. Inserting (40) and (41) into (37), we obtain
, and then (31) reads as (34). This completes the proof of the theorem. v (r) , we have:
Remark 2. Using that H(v(r)) =
When the space dimension is n = 1, then ODE (34) reduces to the linear first order ODE in G (t),
which can be solved explicitly. Therefore, we obtain explicitly the minimizer u ∞ to the variational problem (24) via (25), (26), (29), (33) and (42). And Theorem 2.1 gives explicitly the best constant K opt and optimal functions u σ,x (x) = Cu ∞ (σ(x− x)) of all the Gagliardo-Nirenberg/Nash's inequalities when n = 1. The results are summarized in the next corollary. 
Inserting (46) and (47) into (45) we conclude (43).
For applications of Corollary 3.2, we refer to [1] where the minimizer u ∞ is evaluated explicitly in some specific examples when p = 2.
Notice that if q = 1 and p = s, our analysis allows to obtain the best constant and optimal functions of all the L p Nash's inequalities (22), at least on the real line, n = 1. For illustration, we consider the L 2 Nash's inequality, i.e., q = 1 and p = s = 2, though in this case, the result could be obtained in a simpler way. 
and C = 0, σ = 0 andx ∈ R are arbitrary.
