An analytical model, for determining input temperature functions for supporting engineering design; or for an unbiased scientific inquiry of temperature change with time in climate studies.
( ) a T t , with time is developed using two components: one for the variation caused by the Earth's movement, plus any other quasi-stationary thermodynamic effects due to industrialization; and one for the random variation caused by stochastic and/or chaotic, local environmental changes. 
T t , can be used not only to represent the historical daily mean temperature but also to predict the future daily mean temperature at the given location. The upper and lower boundaries give safety limits for the temperature prediction. The stochastic component identified in the model is stable and stationary. The method of model identification for
Introduction
Climate is one of the main elements of the natural environment. Temperature has a direct impact on atmospheric stability, evaporation, precipitation, and many other conditions of life [1] . Temperature change affects living conditions, agriculture, industry, tourism and engineering designs. Atmospheric temperature is needed for planning and forecasting both in the average and the variation components of temperature in order to prevent hazards to life as well as finances [2] .
Based on the long-term trends study of maximum, minimum and mean annual air temperature, e.g., in the northwest Himalayan region during the twentieth century, increasing trends are seen both in the mean and the diurnal range of temperature. The daily maximum temperatures have increased more rapidly than the decrease in the low temperatures in the last century resulting in a risen mean temperature of about 1.6˚C [3] . An extrapolation for the next century would give an increase about 3˚C to 5˚C in the global mean annual temperature [4] . A more exact forward prediction approach may give different result. It is
difficult, however, to analyze slowly-changing trends in the outside temperature as they are buried within large-amplitude, harmonic, cyclic variations as well as stochastic and/or chaotic changes.
The observed, outside air temperature, ( ) , a T t τ , includes both seasonal components represented by t (days of the year) and τ (the hours in day t).
When tabulated, ( ) , a T t τ is a matrix with t rows (the total number of days) and τ columns (24, the number of hours in a day). The outside air temperature has a regular, seasonal variation for the daily average temperature during every year, (more exactly, every four years as a true time period) and an hourly variation during any given day for the hourly mean temperature. These two components are regular and periodic in nature caused by the earth movement in the solar system. Other regular changes superimposed to that of the known movement of the Earth may also be present, such as caused by the heat balance of the globe by industrialization.
The goal of the paper is to separate the observed outside air temperature into variation caused by the Earth's movement, plus any other quasi-stationary thermodynamic effects, and random variation caused by stochastic and/or chaotic, local environmental changes. It's necessary to separate the hourly temperate variations from that of the seasonal first. For describing the seasonal temperature variation, the daily average temperature ( ) a T t must be defined. The ( ) a T t may be defined as the integral mean value:
In (1) [5] , may not be accurate if the temperature change is not symmetrical between day and night [6] . Nevertheless, the convenience in using the Standard Model instead of using the hourly temperature data for every day and using the expression (1) may overwhelm the concerns in the accuracy of the mean, daily temperature. 
Note that the stochastic component is stationary and irrespective of the sea- 
sin cos be used to describe the yearly mean temperature change. However, it does not have the ability to reflect any periodic temperature variation. The M2-type model is the general Fourier series function. It assumes that the yearly mean temperature and amplitudes for the pre-selected, finite number of frequencies are constant. It might be accurate for a short period of time, such as one year. The problem with the M2-type model is that it cannot reflect the long-term average, the maximum and the minimum temperature changes with time as in Bhutiyani's study [3] . The M3-type model is an updated function from the M2-type model. It has the variable yearly mean temperature with time. However, it still does not have the ability to reflect the maximum and minimum temperature changes with time. The M4-type model is an improved form over the M2-type model in terms of allowing the variation of maximum and minimum temperatures, but still using the constant yearly mean temperature. The M5-type model combines the advantages of both the M3-type and M4-type of models.
Therefore, the five different models tested are as follows:
M2. Constant mean temperature and constant amplitude series:
M3. Variable mean temperature and constant amplitude series:
M4. Constant mean temperature and variable amplitude series:
M5. Variable mean temperature and variable amplitude series:
The M1-type model is used for comparison with other models for the yearly mean temperature variation evaluation. Bhutiyani [3] studied the average, maximum and minimum temperature trends for 100 years and found them all changing with time. Therefore, the M2-type model with a stationary, constant mean temperature and constant amplitudes is inferior for practical application and not used for comparisons. The M4-type model is not recommended nor studied for brevity as the M5-type model gives better result for the same effort. Therefore, for comparison purpose, only the M1, M3 and M5 model types are used in model testing.
The first task is to depress the stochastic temperature variation in order to find the statistically most significant trend for a base stationary temperature model. Second, the stochastic or chaotic deviations must be defined to match the observed temperature. Therefore, the designers or analysts may conduct their studies or design safely without missing the expected, maximum or minimum temperature values for the study time period. Figure 1 shows the components of establishing an analytical temperature model. 
Measured Temperature Data
Daily mean temperature measurements are used in the study from a middle-west location in North America for 20 years. The data, 
Single-Year Temperature Cycle Evaluation
In the first usage of the data, 
Four-Year Temperature Cycle Evaluation
In the second usage of the data, ( ) a T t , the 20 years measured mean daily temperatures are divided into 4-year period sets, giving 5 groups as 1), 2), 3), 4) and 5). The justification of employing four years as the true solar time period is that the yearly time period for regular years is distorted by the deficiency of 0.25 days while the time period in leap years is longer by 0.75 days and affecting the averaging. The 4-year time sequence of 1461 days is considered as the repeating time period for the S T stationary temperature component in the model. Therefore, properties of temperature (average, etc.) also must be considered distinguished when evaluating for the yearly time period.
1) For year 1 -4:
2) For year 5 -8:
3) For year 9 -12: 
Determination of TR
To determine the model coefficients, the obvious choice is to use the Least-squares (LSQ) fit method. The LSQ method optimally fits the data to a given function with unknown constant parameters in such a way that the root-mean-square of the error between model and measured data is minimalized. The expected, fitted equations represent the significant, regular temperature trend, R T . Determining the significant part of the data out of a noisy observation may also be done by filtering or neural network. The advantage of using the LSQ method is to be able to define function R T in advance, whereas signal processing does not give an analytical form of such a function [8] .
For supporting the ways of using measured data, different fitting function may be defined with a number of unknown parameters to be determined by the LSQ fitting algorithm. Five different fitting functions may be considered for M1, M3 and M5 model types as follows.
TR Function for the Entire 20 Years for M1-Type Model
The LSQ linear function is:
TR Function for M3-Type Model
For single year data in the M2-type model, a regular year of 365 days and a leap year of 366 days must be distinguished. The LSQ function for regular year is written as: The LSQ function for 4 years data and 20 years data will add the four-year and two-year period frequencies, also will change the one-year period to 365.25 days, the function is written as: 
TR Function for M5 Type Model
With the assumption that the amplitudes may also vary with time, a modified LSQ function over (16) is established as: 
Evaluation of the Statistically Most Significant, Mean Temperature Trends
The LSQ fitting method is used to determine the mean temperature trend, First, the best LSQ fit is determined on all single year data separately. The parameters of function (14) are applied for the regular years, and (15) is applied for the leap years. The fitted results are shown in Figure 3 Figure 4 .
Second, the best LSQ fit is found using function (16) for five 4-year temperature data sets separately. The fitted results are shown in Figure 5 Table 6 . The best LSQ fit is also determined using the improved, M5-type function (17), applied also for all 20 years data, Table 7 .
Evaluation of the Stochastic Variation and Final Analytical Temperature Model
The stochastic variation must be defined by subtracting the statistic periodic function from the measured data. First, the stochastic variation, 
The data of (18) is depicted in Figure 9 (a), Figure 9 (b) and Figure 9 (c). The density analysis on the (18) data and the MATLAB normal distribution fit of the data is shown in Figure 10 . From the fit, a mean value 
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However, (20) is not an analytical function since it includes an algorithm. To overcome this and understanding that the daily variation for random causes is a sample of ( ) S T t , the maximum and minimum values can be generated with a 99 per cent confidence by a fluctuating temperature with a 2-day cycle time:
Substituting the preferred model in (17), the final analytical temperature model, The results from the evaluation are listed in Table 8 
Discussion of the Results for the Random Component of Air Temperature Variation
The air temperature model component for the description of the random part due to stochastic or chaotic causes is simplified to be time-independent. The stochastic component, R T , satisfies the zero mean value and zero slope with time. No attempt has been made to vary the magnitude of randomness with the seasons. Refinement for this component is left for the interested reader. The observed histogram for the example shows a close-to normal distribution, allowing to estimate the error limit for daily mean temperature fluctuations from the standard deviation, σ, obtained from model identification.
Discussion of the Complete Temperature Model for Daily Air Temperature Variation
The complete temperature model is given in (21) and ( 
