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Abstract
The relationship between various methods to calculate the physical degrees of free-
dom for gauge invariant systems of a general form is established. The set of hidden
parameters caused for the superfluous degrees of freedom is revealed.
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1. In spite of more than 40 years of history of the constrained dynamics and vast list
of publications appeared from the first paper by P. Dirac [1] there still are lacunas in this
theory even on the classical level. First of all, it concerns the correspondence between
Lagrangian and Hamiltonian formulations of the theory and geometrical meaning of the
Legendre transformation for the degenerate case (see [4, 2, 3] and refs. therein). Another
question deals with the general form of gauge symmetry transformations and corresponding
calculation of physical degrees of freedom [5, 6, 7]. At the quantum level of the theory we get
the problem of consistent description of the state space of gauge-invariant systems within the
framework of any quantization scheme, e. g. BRST-quantization. This problem is still far
from completion [8]. In this report we will deal with the count of the physical (dynamical)
degrees of freedom. We suppose the summation over repeated indexes.
2. Let us consider the mechanical system given by the Lagrangian L(q, q˙), which is
invariant under gauge transformations of the form
δεq
r =
N∑
k=0
(k)
ε α
[N−k]
ψ r
α(q, q˙), r = 1, . . . , R, (1)
where εα(t), α = 1, . . . , A, are infinitesimal arbitrary functions of time. The velocity phase
space V is described by the set of generalized coordinates qr and generalized velocities q˙r. To
calculate correctly the dynamical (physical) degrees of freedom of the system, it is necessary
to consider the gauge transformations of all coordinates of the velocity phase space point
{δεV } = {δεq
r; δεq˙
r} on the trajectory of the system, which is defined by the Lagrange
equations
Lr(q, q˙, q¨) ≡Wrs(q, q˙)q¨
s − Rr(q, q˙) := 0, (2)
where
Rr(q, q˙) =
∂L(q, q˙)
∂qr
− q˙s
∂2L(q, q˙)
∂qs∂q˙r
, Wrs(q, q˙) =
∂2L(q, q˙)
∂q˙rq˙s
, (3)
and the symbol := means that the corresponding equation is valid on the trajectory satisfying
the relations q˙r(t) = d/dtqr(t). Because of the gauge invariance the Hessian of the system
Wrs is a singular matrix, and we get that the vectors
[0]
ψr
α are null–vectors of this matrix.
Suppose that any null–vector of the Hessian is a linear combination of
[0]
ψr
α. Hence, we can
express the generalized accelerators q¨r from the Lagrange equations (2) only in the following
form
q¨r :=W rsRs + x
α
[0]
ψr
α, (4)
where W rs is some pseudo–inverse matrix [9] for the Hessian Wrs, and x
α are undefined arbi-
trary parameters. Further, it is easy to show that the vectors entering the gauge symmetry
transformations satisfy the relations
[0]
ψs
α
∂
[N−k]
ψ r
β
∂q˙s
=
[k]
A
[k+1]
γ
αβ
[0]
ψr
γ, k = 0, 1, . . . , N, (5)
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where
[k]
A
[k+1]
γ
αβ are some functions of the velocity phase space coordinates. Using Eqs.(1)-(5)
we get
δεq˙
r =
N∑
k=0
(k)
ε α
(
[N−k+1]
ψ r
α + T (
[N−k]
ψ r
α)
)
+
(
(N+1)
ε α + xβ
N∑
k=0
(k)
ε γ
[k]
A
[k+1]
α
βγ
)
[0]
ψr
α, (6)
where T is the differential operator of the form
T = q˙t
∂
∂qt
+RsW
st ∂
∂q˙t
. (7)
On the trajectory of the system we have that
T :=
d
dt
, (8)
hence, the operator T has the sense of the time evolution operator of the gauge invariant
systems.
In order to calculate the physical degrees of freedom we must reveal all arbitrary param-
eters of the system and fix them for some initial value of time t = t0. Upon this, the gauge
transformations are treated as the transformations of the initial data, where
(k)
ε α form the
set of independent arbitrary parameters.
So, let us analyze Eq.(5). It can be shown that [10]
[k]
A
[k+1]
γ
αβ = 0 for k > 1. (9)
Hence, from Eq.(5) we obtain the differential equations of the form
[0]
ψs
α
∂
[k]
ψr
β
∂q˙s
= 0, k = 0, 1, . . . , N − 2. (10)
It means that the functions
[k]
ψr
α(q, q˙), k = 0, 1, . . . , N−2, take constant values on the surfaces
S0 having parametric representation of the form
qr(
[k]
λ) = qr, (11)
q˙r(
[k]
λ) = q˙r +
[k]
λα
[0]
ψr
α(q, q˙). (12)
One can show that the arbitrariness in definition of nonzero functions
[0]
A
[1]
γ
αβ ,
[1]
A
[2]
γ
αβ is fixed by
fixing of [x]-parameters, whereas the arbitrariness of the vectors
[k]
ψr
α, k = 0, 1, . . . , N − 2, is
fixed by fixing of [λ]-parameters in Eqs.(11),(12).
Now taking into account the relations (1), (4), (6), (11), (12) we see that to determine
the physical degrees of freedom we must fix (N + 2)× A [ε]-parameters, A [x]–parameters,
(N − 1) × A [λ]–parameters. Hence, we get the number of the physical degrees of freedom
of the system to be equal
2FL = 2R− 2(N + 1)×A. (13)
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3. Another way to obtain the number of the physical degrees of freedom is the following.
Consider the space of trajectories of the system, where q˙r(t) = dqr(t)/dt. In this scheme
(k)
ε α
are not independent parameters. They satisfy the differential equations
(k)
ε α(t) = dkεα(t)/dtk.
It can be shown that the system under consideration has the following hierarchy of the
Lagrangian constraints
[k]
Λα(q, q˙) := 0, k = 1, . . . , N, (14)
where the functions
[k]
Λα(q, q˙) obey the Noether identities of the form
[k+1]
Λ α =
[k]
ψr
αRr − q˙
s∂
[k]
Λα
∂qs
, (15)
[k]
ψr
αWrs = −
∂
[k]
Λα
∂q˙s
, (16)
where k = 0, 1, . . . , N and
[0]
Λα =
[N+1]
Λ α ≡ 0. Now to have the correct number of the physical
degrees of freedom we must choose A functions εα(t) and impose N × A conditions (14) on
the trajectories of the system. Hence, we get the formula for the physical degrees of freedom
FL = R− (N + 1)× A, (17)
that gives the result coinciding with (13).
4. It is desirable to obtain the same result from the Hamiltonian formulation of the
theory. Indeed, it can be shown [10] that in the Hamiltonian description of our system there
appears a set of A primary constraints
[0]
Φα and a set of N × A secondary constraints
[k]
Φα,
k = 1, . . . , N , of N stages. These functions
[0]
Φα,
[k]
Φα are functionally independent and fulfil
the relations
[0]
Φα(V ) = 0, (18)
[k]
Φα(V ) =
[k]
Λα, k = 1, . . . , N, (19)
in the terms of the velocity phase space coordinates [10]. One can show that the Hamiltonian
constraints of the system form the constraint algebra of the first class [10]. The explicit form
of the constraint algebra has been found in ref.[10] within the framework of the so-called
standard extension procedure presented first in ref.[3] and developed in refs.[11, 12, 13, 14].
It is worth to note that the scheme of standard extension allows us to intersect the ”gauge
orbits” – surfaces S0 – in such a way that, in particular, one can put the hidden [x]- and
[λ]-parameters, considered above, to be:
[k]
λα = 0, x
α = q¨rχαr (q, q˙), (20)
where the vectors χαr are dual to the null–vectors
[0]
ψr
α
[0]
ψr
αχ
β
r = δ
β
α. (21)
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From the other side such a choice of the hidden parameters (20), (21) provides us with the
following correspondence between the differential operators in V and Γ:
∂
∂qr
←→
∂
∂qr
;
∂
∂pr
←→ W rs
∂
∂q˙s
, (22)
where W rs(q, q˙) is the pseudo–inverse matrix [9] for the Hessian Wrs(q, q˙). W
rs is uniquely
defined by the relations
W rsχαs = 0, W
rtWts = δ
r
s − χ
α
s
[0]
ψr
α. (23)
Thus, we get that the following (N + 1)× A relations
[k]
Φα ≈ 0, k = 0, 1, . . . , N (24)
restrict the possible values of the canonical phase space coordinates Γ.
Besides, the gauge transformations are mapped to the (canonical) phase space as follows
δεq
r := { qr , Gε }, (25)
δεpr := { pr , Gε }, (26)
where Gε is the linear combination of the constraints
Gε =
N∑
k=0
[k]
gα(ε)
[k]
Φα. (27)
The functions
[k]
gα depend on the gauge parameters εα and their derivatives
(k)
ε α up to N -th
order. Hence, fixing the initial value of time t = t0 and treating again Eqs.(25), (26) as the
transformations of the initial data of the system we see that it is necessary to fix (N +1)×A
parameters
(k)
ε α, k = 0, 1, . . . , N , and to impose (N + 1) × A constraints (24) on the phase
space coordinates. This procedure gives the number of the dynamical degrees of freedom to
be equal
2FH = 2R− 2(N + 1)× A. (28)
The same result can be obtained according to the Dirac scheme [1]. Actually, we have
the set of (N + 1) × A constraints of the first class. Thus, to remove the degeneracy one
should impose (N +1)×A gauge conditions on the canonical variables. This way also leads
to Eq.(28) for calculation of the physical degrees of freedom.
Thus, we have obtained the number of the physical degrees of freedom for the system
under consideration using different approaches and established the mechanism of annihilation
of the superfluous (unphysical) degrees of freedom.
5. Let now the vectors
[N−k]
ψ r
α depend on higher order derivatives of the generalized
coordinates up to M-th order. Hence, instead of (1) we have the gauge transformations
δεq
r =
N∑
k=0
(k)
ε α
[N−k]
ψ r
α(q, q˙, . . . ,
(M)
q ) (29)
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to be the local symmetry transformations of the Lagrangian L(q, q˙). It follows from the
Noether identities
N∑
k=0
(−1)k
dk
dtk
(
[N−k]
ψ r
αLr
)
= 0 (30)
that the vectors
[N−k]
ψ r
α are determined up to combinations of the form
[N−k]
θ rsα Ls,
[N−k]
θ rsα = −
[N−k]
θ srα . (31)
Thus, from the Noether identities, gauge algebras and Jacobi identities, using this arbi-
trariness, one can conclude that the dependence of the vectors
[N−k]
ψ r
α on higher order deriva-
tives
(M)
q r is effectively governed by the number N – maximal order of time derivatives of
the gauge parameters εα(t). Namely, one can get M = N . Moreover, the vectors
[N]
ψ r
α are
linear in the variables
(N)
q r, quadratic in
(N−1)
q r, and so on, whereas the null–vectors
[0]
ψr
α de-
pend only on the velocity phase space coordinates qr, q˙r. Such a dependence on higher order
derivatives gives rise to the additional superfluous arbitrary parameters of the type discussed
above. These additional parameters, as it turns out, may lead, in general, to violation of
the above correspondence between Lagrangian and Hamiltonian approaches to calculation
of the physical degrees of freedom. Detailed discussion of this question (see e. g. [7] and refs.
therein) is beyond the limits of our report.
An analysis of the papers cited here in addition to our talk allows us to point out one
more evidence that the classical aspects of gauge invariant systems are deeply elaborated,
whereas the problems of quantization are up to now solved only for the simplest (but actually
nontrivial [8]) case of abelian gauge symmetry group.
Acknowledgements
I am grateful to Profs. A. V. Razumov and F. V. Tkachov for discussions and support.
This research was supported in part by the International Science Foundation under grant
MP 9000 .
5
References
[1] P. A. M. Dirac, Proc. Camb. Phil. Soc. 30 (1934) 150; ”Lectures on quantum mechanics”
(Yeshiva University, New York, 1964)
[2] J. M. Pons, J. Phys. A: Math. Gen. 21 (1988) 2705
[3] P. N. Pyatov and A. V. Razumov, Int. J. Mod. Phys. A4 (1989) 3211
[4] V. P. Pavlov, “Canonical transformations for constrained systems”; V. P. Pavlov and A. O.
Starinets, “The phase space geometry of the constrained systems” (to appear in Theor. Math.
Phys., 1995)
[5] X. Gra´cia and J. M. Pons, Ann. Phys. (N.Y.) 187 (1988) 355
[6] M. Henneaux, C. Teitelboim and J. Zanelli, Nucl. Phys. B332 (1990) 169
[7] P. N. Pyatov, ”Lagrangian formalism for constrained systems,” IHEP preprints 90-35, 90-148
(Protvino, 1990)
[8] Kh. S. Nirov and A. V. Razumov, Nucl. Phys. B429 (1994) 389
[9] A. V. Razumov, ”Dependent coordinates in classical mechanics,” IHEP preprint 84-86
(Protvino, 1984)
[10] Kh. S. Nirov, Int. J. Mod. Phys. A10 (1995) 4087
[11] Kh. S. Nirov and A. V. Razumov, ”BRST formalism for systems of Yang–Mills type,” IHEP
preprint 90-45 (Protvino, 1990)
[12] Kh. S. Nirov, P. N. Pyatov and A. V. Razumov, Int. J. Mod. Phys. A7 (1992) 5549
[13] Kh. S. Nirov and A. V. Razumov, Int. J. Mod. Phys. A7 (1992) 5719
[14] Kh. S. Nirov and A. V. Razumov, J. Math. Phys. 34 (1993) 3933; ”Gauge invariance and
BRST formalism: Equivalence of Lagrangian and Hamiltonian approaches,” (talk presented
at the Int’l Workshop on Selected Problems of Theor. and Math. Physics; April 22-27, 1991,
Borzhomi, Georgian Republic).
6
