Video Compressive Sensing (VCS) works to recover the scene video from limited compressed measurements. VCS was intended to sense and recover the scene video in spatial-temporal sensing manner. It is difficult to be performed due to the complexity of design and optimization. The most current approaches measure the scene video only in the spatial or temporal domain. However, this would lose the spatialtemporal correlation in VCS. Focus on this issue, this paper proposes a VCS framework, which uses the learned spatial-temporal sensing manner and the hybrid-3D recovery network. In terms of technical study, we develop a hybrid-3D residual block consisting of Pseudo-3D and True-3D sub-blocks. This structure enables the network to intuitively represent the spatial-temporal feature, and significantly reduces the network parameters. In the detailed design, we explore the optimal hybrid-3D blocks. Experimentally, we validate the effectiveness of the learned spatial-temporal sensing manner. In addition, experimental results show that the proposed method achieves state-of-the-art performance on video sequences belonging to Vid 4 and SPMCS dataset, while the recovery speed is ultra-fast.
I. INTRODUCTION
Compressive sensing (CS) theory [1] - [3] is able to acquire measurements of signals at sub-Nyquist rates and recover signals with high probability when the signals are sparse in a certain domain. CS has been applied to various kinds of signal processing fields, such as medical imaging [4] - [7] , cameras [8] - [11] , radar imaging [12] - [15] and high-level vision tasks [16] - [18] . Over the past decade, a plethora of algorithms, which include physics-driven [19] - [21] and data-driven methods [22] - [27] , have been proposed for still image CS.
Compared with the still image CS, video compressive sensing (VCS) takes the spatial or temporal correlation into consideration [28] . According to the sensing manner, VCS is divided into spatial-VCS (S-VCS) and temporal-VCS (T-VCS). For S-VCS [29] - [32] , the compression is only taken in the spatial domain, and the measurement streaming is obtained from the scene video frame by frame. The measurements have a high temporal but low spatial resolution. In the recovery process of S-VCS, the video frames are firstly recovered individually. Then it incorporates reconstruction The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wang . from motion compensation, which is estimated from the preliminary recovered frames. T-VCS [8] , [33] - [35] recovers the 3D scene video from 2D measurements which are obtained by under-sampling process across time axis. The 2D measurements contain high spatial but low temporal resolution. In terms of recovery, the video frames are reconstructed simultaneously.
Most existing methods [36] - [42] consider either spatial or temporal domain. They consider the correlation of only a single domain of video, but ignore the correlation of non-compressed domain. Actually, the videos naturally have correlations in both spatial and temporal domains. An optimal representation of video should extract spatial-temporal feature. Hence, for VCS, we are intended to take both spatial and temporal correlation into consideration. Thus, it is wise to employ spatial-temporal 3D sensing and recovery, where the measurements avoid crucial imbalance between spatial and temporal information.
In this paper, we propose a spatial-temporal sensing and recovery framework. This makes it possible to sense and recover the scene video in both spatial and temporal domains. By the proposed sensing manner, the spatialtemporal measurements contain the mixed non-separable information of both spatial and temporal domains, VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. The architecture of the proposed framework. The sensing and recovery parts are equivalent to an encoder and a decoder, respectively. The recovery part consists of preliminary and enhanced recovery. The sensing part utilizes the proposed spatial-temporal sensing manner to undersample the scene video in both spatial and temporal domains, and the preliminary recovery can be obtained by a 3D deconvolution. The hybrid-3D residual blocks are utilized to enhance spatial-temporal correlation.
which makes the reconstruction more difficult. Here, we apply 3D recovery method to match the sensing manner. This is the key to better reconstruction.
The challenge for us is to recover the scene video from the spatial-temporal measurements. We consider utilizing deep neural networks to recover. Now we have two choices. One is True-3D (T3D) [43] - [45] , and another is Pseudo-3D (P3D) network [46] , [47] . T3D network consists of full 3D convolution. It can learn a nature spatial-temporal video representation. However, the complexity of this kind of networks would lead to the depth of network too shallow. Hence, the non-linearity of the network is not adequate to represent the scene video. P3D employs spatial-temporal-separable 3D convolution, which decomposes the 3D convolution into a 2D convolution in the spatial domain and a 1D convolution in the temporal domain. This significantly reduces parameters of the network. However, it cannot extract the real spatialtemporal feature of the scene video. Considering the two kinds of 3D representations above, we develop a hybrid-3D recovery network, consisting of hybrid-3D residual blocks. Each block is composed of the Pseudo-3D and True-3D sub-blocks. Due to the reduction of parameters, the network can be made deeper, and optimized more easily. Moreover, the ability of non-linear representation for video is stronger.
Our framework is composed of sensing and recovery parts. In the sensing part, the learned spatial-temporal sensing manner is proposed. Meanwhile, we provide the mathematical representation of the proposed sensing manner. And the effective of the learned sensing manner is evaluated by the experiments. In the recovery part, we explore the hybrid-3D block and determine the kernel size of this block. The sensing and recovery parts are jointly trained. This training manner makes the measurement and recovery part match each other. Compared to individual sensing and recovery, our framework enables measurement and recovery parts to promote each other. Once the framework is well-trained, it is used to measure and recover the scene signal in the real world. The architecture of the proposed framework is shown in Figure 1 .
The proposed method is evaluated on testing videos belonging to Vid 4 [48] and SPMCS [49] datasets.
Experimental results show that the performance of our method achieves state-of-the-art on Peak signal-to-noise ratio (PSNR) and Structural similarity index (SSIM), while the recovery speed is ultra-fast.
Our main contributions are summarized as follows:
1. We propose a hybrid-3D VCS framework. The proposed framework consists of the learned spatial-temporal sensing and the hybrid-3D recovery network.
A mathematical representation of the spatial-temporal
sensing procedure is presented. 3. We explore the optimal block number and kernel size of the hybrid-3D residual blocks.
The organization of rest of this paper is as follows. Section II is some related works for VCS. Section III describes the proposed network. Section IV gives a detailed analysis of hybrid-3D residual block. Section V presents some experimental results. Section VI draws a conclusion.
II. RELATED WORK A. VIDEO COMPRESSIVE SENSING
VCS [50] can be divided into T-VCS and S-VCS according to different sensing manners [51] , [52] .
1) TEMPORAL VCS
T-VCS considers the compression in the temporal domain. It undersamples 3D video volumes in the temporal domain to obtain the 2D measurements. The traditional T-VCS methods (physical-driven) generally assume the video volume with structural sparsity, and recover the scene video by solving an optimization problem. Like [33] , the authors assume that the original video signal is drawn from Gaussian mixture models distribution, and it could be reconstructed from the temporally compressed video measurement in probabilistic method. In [35] , the author considers the total variation (TV) minimization problem used for compressive sensing and solve it using the generalized alternating projection (GAP) algorithm.
In recent years, some deep neural network based T-VCS methods (data-driven) have been proposed. Michael et al. [34] propose DFC method, which is the first data-driven T-VCS method. They use a pre-defined Bernoulli 3D sensing matrix to measure several consecutive video frames simultaneously, and recover these frames using a deep full-connected network. However, the pre-defined sensing matrix is not sufficient to retain more information at a certain measurement rate. Therefore, they further use a learned sensing matrix [53] , to achieve better results.
2) SPATIAL VCS S-VCS only considers the compression in the spatial domain. Conventional S-VCS methods (physical-driven) recover frames individually, and incorporate reconstruction from motion compensation which is estimated from the preliminary recovery frames. Like [29] , the centerpiece of this approach is the reconstruction from a residual between the current and its motion-compensated prediction as calculated in the domain of the random CS projection. In [31] , the authors exploit video spatial correlation to produce a good initial recovery for each frame. Then, they propose a reweighted residual sparsity (RRS) model to characterize video inter-frame correlation as the second phase of the algorithm. For solving the weighted L1 minimization problem derived from RRS model, they design an effective scheme based on the split Bregman iteration (SBI) algorithm.
The CNN-based S-VCS method (data-driven) is rare. In [32] , the authors propose CSVideoNet which exploits a multi-level compression strategy in spatial domain to get measurements. It obtains the preliminary recovery with CNN, and then enhances inter-frame correlation by employing recurrent convolutional neural network (RNN) to improve the recovery quality.
B. 3D VIDEO REPRESENTATION
Videos have been studied by the computer vision community for decades. Recently, many CNN-based methods have been used for video tasks [43] , [44] . In [43] , the authors first developed a True-3D convolutional network, used for human action recognition. This model extracts features from both the spatial and the temporal dimensions by performing True-3D convolutions. Following this method, lots of approaches have been proposed in high-level tasks of computer vision. One typical method [44] , which is called convolutional 3D network (C3D), explored the effect of different depths and kernel sizes. Besides, many low-level tasks also employ the True-3D convolution network in some applications, such as video super-resolution [45] , 3D object reconstruction [54] .
Due to the limitation of the model size of the network with True-3D convolution, it is difficult to train a very deep CNN. To solve this problem, Z. Qiu et al. [46] propose a network to learn spatial-temporal representation by Pseudo-3D (P3D) convolution. The P3D convolution actually simulates 3D convolution with 2D CNN convolutional filters on spatial domain plus 1D convolution to construct temporal connections on adjacent feature maps in time. Subsequently, lots of methods on P3D have been proposed for computer vision tasks [47] , [55] . 
III. PROPOSED HYBRID-3D NETWORK
We propose the hybrid-3D network for the video compressive sensing task. The proposed network performs spatialtemporal sensing and reconstruction to achieve the optimal representation of video. In this section, we introduce the proposed architecture and loss function. Then we illustrate the mathematical representation of the sensing process.
A. ARCHITECTURE
As shown in Figure 1 , the proposed network is composed of sensing and recovery parts. And the recovery part consists of preliminary recovery and enhanced recovery procedures. The network is actually the encoder-decoder structure.
The sensing part is equivalent to the encoder. We utilize a spatial-temporal sensing manner to sample the scene video in both spatial and temporal domains. The recovery part is equivalent to the decoder. The preliminary recovery procedure is utilized to obtain the preliminary recovery results. This is performed by a 3D deconvolution. To further improve the effect of reconstruction, we use a hybrid-3D residual block to supplement spatial-temporal information of preliminary recovery results.
We employ a joint training strategy. The methods that use predefined sensing matrix are blind during the sensing process. In contrast, the jointly trained sensing and recovery parts can promote each other and achieve better performance. Once the network is well-trained, it is used to measure and recover the scene video.
B. LOSS FUNCTION
We denote the scene video volume as X . X is of size W × H × T , where T is the temporal size (the number of frames). W and H are the width and height of the video volume. f (X , { , }), where and are the parameters of the sensing and recovery parts respectively, refers to the recovery results of X . We utilize the mean square error (MSE) between the scene video volume and the recovery results as the training loss of the proposed network. The loss can be formulated as:
C. SPATIAL-TEMPORAL SENSING MANNER
We adopt the spatial-temporal sensing manner in Figure 2 . Different from the existing sensing methods, our sensing manner can capture spatial-temporal information of video simultaneously. To clearly express the sensing process, we introduce the mathematical representation of sensing in detail.
The manner of sensing procedure in our method is block-based. According to the spatial location, the video volume of size W × H × T can be divided into N video blocks of size s × s × T without overlapping. Given a video volume, the t th frame in the i th video block is of size s × s, and can be converted to column vector which is denoted as
where M = s × s denotes the number of pixels in one frame. Then, the i th video block can be denoted as x 1 i , · · ·, x T i , whose vectorized version is
where x i ∈ R L , L = M × T , L denotes the number of pixels in one video block.
In our sensing process, the sensing volume has the same size as the video block and can be vectorized as φ k , where k ∈ {1, . . . , K }, K denotes the number of sensing volume. Specif-
Then this group of sensing volume can be collected as = [φ 1 , · · ·, φ K ] T , ∈ R K ×L and further represented as:
Due to video block x i is sampled by K sensing volumes, the measurements of x i have K elements and are denoted as y i = y 1 i , · · ·, y K i T . Then the sensing process of video block
x i is formulated as:
Similarly, the video volume can be converted to a 2D matrix X which is formed by all vectorized video blocks as X = [x 1 , · · ·, x N ]. The measurements Y corresponding to X can be represented as:
where Y = [y 1 , · · · , y N ]. The size of video volume X is L × N and that of measurement Y is K × N . Therefore, the measurement rate is KN LN . Recall that L = s × s × T , the measurement rate can be again represented as MR = K s 2 T . In the remainder of this paper, we set the measurement rate as 1 16 . According to the mathematical representation above, we can know that the sensing matrix indeed has the ability to capture the information in both spatial and temporal domains. 
IV. HYBRID-3D RESIDUAL BLOCK
In this section, we give an insight into the hybrid-3D residual block of enhanced recovery part, as shown in Figure 1 . And we investigate the differences in recovery performance depending on the structure of block (i.e., hybrid-3D, Pseudo-3D, True-3D). It turns out that the hybrid-3D residual block has a great advantage in video recovering compared to standalone blocks (Pseudo-3D, True-3D). Further, we explore the kernel size and block number of the hybrid-3D residual block.
A. EXPLORATION OF THE HYBRID-3D STRUCTURE
When designing the structure of the block in the beginning, we consider utilizing the structure of the hybrid-3D residual block. In terms of the specific structure, three candidates shown in Figure 3 can be chosen. All blocks consist of a Pseudo-3D and a True-3D residual sub-blocks in the top and bottom part of this figure, respectively. In Figure 3 (a) and (b), Pseudo-3D residual sub-blocks consist of cascade structure, whereas that in Figure 3 (c) corresponds to parallel structure. The parallel Pseudo-3D residual sub-block has less testing time, so we utilize this kind of sub-block in the proposed hybrid-3D residual block.
In the following, we validate the superiority of the proposed hybrid-3D residual block to standalone block in both recovery quality and time by experiments. In detail, we compare the PSNR performance and recovering time of the three 3D residual blocks (Pseudo, True, and Hybrid) on Vid 4 dataset. All comparative experiments are performed under the identical condition (i.e., kernel size, block number, and equipment). We utilize the first 32 frames of each video sequence to test. The kernel size of True sub-block is set to 3 × 3 × 3, and that of Pseudo sub-block is set to 1 × 3 × 3 and 3 × 1 × 1. For simplicity, we refer to the above kernel size setting as 3 × 3 × 3 in this paper. Moreover, different block numbers are chosen for a comprehensive comparison. From Figure 4 , we can see that the hybrid-3D residual block has the best PSNR performance among the three structures regardless of block number. For recovery time, there is a small gap between the hybrid-3D block and Pseudo-3D block, whereas the recovery time of True-3D block is far more, especially in the case of large block number. Considering both aspects above, hybrid-3D residual block has more excellent ability to represent spatial-temporal feature with less recovery time.
B. EXPLORATION OF KERNEL SIZE AND BLOCK NUMBER
We know that the choice of the block number and kernel size has a great impact on network performance. The utilized structure of the hybrid-3D residual block is shown in Figure 5 . In order to find an optimal network, we explore the influence of the different kernel sizes and block numbers of the hybrid-3D residual blocks on the recovery performance.
As we know, the parameters increase with the blocks being added under the same kernel size. Considering the requirement of video recovery speed, the depth of network should not be too deep. Besides, to have a better representation of videos, choosing a suitable kernel size should be considered. Hence, we explore the kernel size of 3 × 3 × 3, 5 × 5 × 5, and 7×7×7, with block number of 1, 2, and 3. We utilize the first 32 frames of each video sequence in Vid 4 dataset to evaluate. The results of PSNR/SSIM is summarized in Table 1 . In this table, the results of the best performance is marked red, while the second is marked blue. Similarly, we use this tagging method in the following table. In this dataset, we utilize walk sequence with spatial resolution of 480×720 as an example to evaluate the recovery time. The results are shown in Table 2 .
From Table 1 , we can know that the 3 blocks under 5 × 5 × 5 kernel size achieves the best PSNR/SSIM performance compared to the others. Meanwhile, Table 2 shows that the network with 3 blocks under 5 × 5 × 5 kernel size can recover videos in real time. Based on the reasons above, we choose 3 blocks under 5 × 5 × 5 kernel size as the optimal structure. In the experiments of Section V, we will use this structure to compare with other methods.
The number of hybrid-3D residual blocks can be chosen according to the practical requirements. If one requires better performance of recovery, more hybrid-3D residual blocks can give the network stronger reconstruction performance. If one requires a fast recovery under an acceptable quality, less hybrid-3D residual blocks will make it more efficient. The proper model can be customized by adjusting the number of blocks.
V. EXPERIMENTS
In this section, we first introduce the dataset and implementation details of the proposed network. Subsequently, we validate the effectiveness of the learned sensing manner through experiments. Then we compare our method with the existing methods on PSNR, SSIM [56] and time complexity. Experimental results show that the proposed method performs best among all the methods. And we give a detailed analysis of the experimental results. 
A. DATASET
Since there are no publicly available dataset for VCS tasks, we collect videos to form the dataset of the proposed method. We take into account the factors of motion speed and camera status when collecting the dataset. The dataset contains videos of various motion speeds. According to the camera shooting status, they can be divided into two categories: stationary or moving camera.
In the training dataset, the resolution of the videos includes 720P, 1080P and 4K, and the corresponding number of the videos is 13, 7 and 26, respectively. In order to simplify the training process, we crop the original videos into several subvideos with spatial size of 240 × 240 without overlap and convert them to grayscale. Some videos in training dataset are displayed at https://github.com/liuxingfufu/Hybrid-3D-Video-Training-Set.
In the testing dataset, there are 8 video sequences: calendar, city, foliage, walk, car, hitachi, philips01 and philips05. The first four video sequences belong to Vid 4 [48] and others belong to SPMCS [49] . Specifically, calendar and city contain global but slow motion caused by camera movement. Foliage and walk have local but fast motion due to the object movement. The videos in SPMCS is recorded by moving camera with different speeds. It is worthy that all videos are unrelated to the training samples.
B. IMPLEMENTATION DETAILS
We utilize four Nvidia Titan-V GPUs and TensorFlow [57] for training. All models are trained for 210, 000 iterations with the batch size of 4. In the first 120k iterations, the learning rate is 10 −3 , then it decays to 10 −4 . In the last 30k iterations, the learning rate is set to 10 −5 . We adopt Adam optimization [58] algorithm with β = 0.9. The size of time dimension of the video volume is T = 16, and the size of space dimension is 240 × 240. In the sensing process, the size of sensing volume is 3 × 3 × 16 and the number of sensing volume is K = 9. For the reconstruction part, we use different kernels of size 3 × 3 × 3, 5 × 5 × 5 or 7 × 7 × 7 in the hybrid-3D residual blocks to train a network. Due to the reasons mentioned in Section IV, we choose the structure with 3 blocks under 5 × 5 × 5 kernel size as the proposed one.
When training the proposed network, a step-by-step training strategy is employed to adapt the parameters of the network. In detail, the sensing and preliminary recovery parts are firstly trained. Then, we gradually train a deeper network by adding one hybrid-3D residual block. To avoid overfitting, the dataset is divided into training and validation subsets with the ratio of 4:1 as a normal setting in deep learning. Meanwhile, the training is terminated as the validating loss starts to increase and the training loss still decreases.
C. THE EFFECTIVENESS OF LEARNED SENSING MANNER
To prove the effectiveness of learned sensing manner, we compare two methods with the random and learned sensing manners at the same measurement rate. These two methods are respectively named naive CS and proposed CS. Both two sensing manners sense the scene in spatial and temporal domain and produce the measurements with the same size. In recovery part, the architectures of these two methods both contain three hybrid-3D residual blocks under 5×5×5 kernel size. Note that, the two architectures are trained under the same hyper-parameter setting.
Taking Vid 4 dataset as an example, we compare these two methods. The experimental result is summarized in Table 3 . We can observe that the proposed CS outperforms the 
D. COMPARISONS WITH THE EXISTING METHODS
In this part, we compare the performance and time complexity of the proposed method with other methods in testing dataset. For the first four videos belonging to Vid 4 dataset, the evaluation is performed on the first 32 frames of each video. For other videos belonging to SPMCS dataset, the evaluation is performed on the first 16 frames, since the frame number of these videos is 31 and every 16 frames correspond to one measurement in time dimension. The comparisons are conducted at the measurement rate of 1/16.
The methods for comparison are divided into two categories, T-VCS and S-VCS. For T-VCS methods, we compare our method with GMM-14 [33] , GAP-TV [35] and DFC [34] . For S-VCS methods, we compare our method with MC-BCS-SPL [29] , RRS-SBI [31] and CSVideoNet [32] .
For data-driven methods, DFC and CSVideoNet, we retrain the model by utilizing our training dataset. The detailed implementation is as follow. In DFC, the model is trained for 4 × 10 6 iterations using a mini-batch size of 200. For CSVideoNet, this method employs a multi-rate CNN and a synthesizing RNN. However, equivalent measurement rate and video sequence length of their method are different from those of our method. For a fair comparison, we adapt CSVideoNet to our method (i.e., using 16 frames sequence as input, adjusting key frame measurement rate, non-key frame measurement rate and equivalent measurement rate to 1/5, 1/19 and 1/16, respectively).
The comparative results are summarized in Table 4 . Physical-driven methods have poor performance compared with data-driven methods. Moreover, our method outperforms other data-driven methods on mean PSNR and SSIM. In addition, some qualitative comparisons on Vid 4 dataset are shown in Figure 6 .
To compare the testing time, we conduct different methods on the same Intel@ Xeon(R) E5-2620 V4@ 2.10 GHz ×32 and Nvidia GeForce Titan V. However, GMM-14 and MC-BCS-SPL have to be conducted on CPU, because they suffer from high data-dependency and low parallelism, which makes them not suitable for GPU acceleration. Thus, we take down their CPU and GPU running time summarized in Table 5 . We utilizes a scene video with 32 frames of spatial size 256 × 256 to test running time. We also calculate the theoretical time complexity [59] of the data-driven networks.
From Table 5 , the two physical-driven methods suffer from the disaster of iteration. Thus, they are extremely slow. The data-driven methods are orders of magnitude faster than physical-driven ones. Compared with the proposed method, DFC has long inferring time due to the fully-connect network which has an amount of parameters. And CSVideoNet recovers video block by block and its architecture includes LSTM module [60] , increasing the time complexity. The proposed method only takes 0.1230 seconds to recover the scene video, which is even over 5 times faster than the second place.
In summary, our method has superiority over other methods, regardless of the quality and speed of reconstruction.
E. ANALYSIS
To evaluate the robustness of recovery quality of the proposed method, we compare PSNR for all the frames of video. The first four video sequences belonging to Vid 4 are taken as an example. The compared methods include CSVideoNet, DFC, and the proposed method, which are the top 3 methods on mean PSNR. The comparative results are shown in Figure 7 . For DFC, the PSNR curve keeps fluctuating as sequence number increases, whereas that of our method is almost stable. For CSVideoNet, few frames (i.e., 1 th frame and 17 th frame) have high PSNR, while others are lower by a large margin. This is because frames to be measured in this method are divided into key frame and non-key frame corresponding to high and low measurement rate, respectively. Compared to DFC and CSVideoNet, the proposed method is more robust in quality of video reconstruction. [34] , CSVideoNet [32] , and the proposed method, respectively. 
VI. CONCLUSION
The proposed framework jointly considers the correlation between spatial and temporal domains in both sensing and recovery procedures. The measurements contain non-separable spatial-temporal information which is compressed in two domains (spatial and temporal). In video recovery processing, True-3D is expected to be applied on representing the non-separable spatial-temporal feature. However, due to the large amount of parameters, the network is nearly impossible to be deeper, which leads to less ability of non-linear 3D representation. Instead of using True-3D, we employ hybrid-3D to decrease the number of parameters VOLUME 8, 2020 of the network. The proposed framework has the ability to obtain an approximate optimal representation.
APPENDIX

A. DETAILED NETWORK ARCHITECTURE OF THE PROPOSED FRAMEWORK
The detailed architecture of the proposed framework for video compressive sensing is shown in Figure 8 . The proposed hybrid-3D network consists of sensing and recovery parts.
The sensing part is simulated by a convolution layer. The recovery part contains preliminary and enhanced recovery procedures. The preliminary recovery procedure utilizes only one deconvolution layer. The enhanced recovery procedure contains several Hybrid-3D Residual Blocks (H-R blocks). And the structure with 5 × 5 × 5 kernel size and 3 blocks is optimal in this case. Each hybrid-3D residual block is composed of a Pseudo-3D residual block including five convolution layers and a True-3D residual block including three convolution layers.
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