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Resumo – Neste trabalho sa˜o apresentadas considerac¸o˜es teo´ricas e estudos experimentais sobre os mecanismos de funciona-
mento do algoritmo de evoluc¸a˜o diferencial (DE) para otimizac¸a˜o na˜o-linear. Uma relac¸a˜o constante entre a matriz de covariaˆncia
da populac¸a˜o em uma dada iterac¸a˜o do algoritmo e a covariaˆncia correspondente da distribuic¸a˜o de probabilidade da mutac¸a˜o
diferencial, representada pelo conjunto de vetores-diferenc¸a possı´veis, e´ obtida e utilizada para a ana´lise do comportamento
adaptativo do algoritmo.
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Abstract – This work presents theoretical considerations and experimental studies on the working mechanisms of the differen-
tial evolution (DE) algorithm for nonlinear optimization. A constant relationship between the covariance matrix of the population
at a given iteration of the algorithm, and the corresponding covariance matrix of the probability distribution for the differential
mutation operator, represented by the set of all possible mutation vectors, is obtained. This relationship is then employed for
analyzing the adaptive behavior of the differential evolution algorithm.
Keywords – optimization, evolutionary algorithms, differential evolution.
1. INTRODUC¸A˜O
Ao longo das u´ltimas de´cadas, algoritmos evolutivos teˆm conquistado crescente atenc¸a˜o em suas aplicac¸o˜es para otimizac¸a˜o
em diversos campos de cieˆncia e engenharia. Particularmente para o caso de problemas na˜o-lineares com varia´veis contı´nuas,
o algoritmo de Evoluc¸a˜o Diferencial (differential evolution - DE) [1, 2] tem se mostrado como uma ferramenta eficaz, robusta e
versa´til para a explorac¸a˜o eficiente de espac¸os de busca com caracterı´sticas reconhecidamente desafiadoras para outras heurı´sticas
evolutivas, como a existeˆncia de interac¸o˜es fortes entre varia´veis ou espac¸os de busca de dimensa˜o elevada.
Apesar da diversidade e popularidade das aplicac¸o˜es deste algoritmo, avanc¸os proporcionais na compreensa˜o de seus me-
canismos de funcionamento na˜o tem sido observados na literatura. Embora ponderac¸o˜es sobre o tema na˜o sejam ine´ditas na
literatura cientı´fica [3], ha´ uma pronunciada escarsidade de investigac¸o˜es sobre a dinaˆmica e propriedades de adaptac¸a˜o dos
mecanismos de variac¸a˜o da populac¸a˜o do DE, responsa´veis pela capacidade de explorac¸a˜o global e local deste me´todo.
O presente trabalho propo˜e uma investigac¸a˜o rigorosa destes mecanismos de adaptac¸a˜o, e da dinaˆmica evolutiva da populac¸a˜o
nos algoritmos de evoluc¸a˜o diferencial. Em particular, sa˜o investigadas as propriedades do operador de mutac¸a˜o diferencial,
principal responsa´vel pela capacidade autoadaptativa do DE a diferentes func¸o˜es objetivo. Neste estudo inicial, sera˜o utilizados
problemas irrestritos com func¸o˜es-objetivo quadra´ticas arbitra´rias como problemas-modelo. Apesar de simples, estes problemas
podem fornecer informac¸o˜es importantes sobre a dinaˆmica de adaptac¸a˜o dos vetores de mutac¸a˜o diferencial, possibilitando o
estabelecimento de diretivas e procedimentos analı´ticos e experimentais para uma investigac¸a˜o mais sofisticada dos algoritmos
de evoluc¸a˜o diferencial.
Este artigo esta´ organizado da seguinte forma: na sec¸a˜o 2 sa˜o descritos o algoritmo ba´sico de evoluc¸a˜o diferencial e a forma de
implementac¸a˜o de seus operadores; a sec¸a˜o 3 inclui considerac¸o˜es teo´ricas e o resultado de investigac¸o˜es, tanto analı´ticas quanto
experimentais, sobre a dinaˆmica do algoritmo. Algumas das consequeˆncias dos resultados obtidos sa˜o discutidas na sec¸a˜o 4, com
a definic¸a˜o de algumas conjecturas e ideias para a continuidade desta investigac¸a˜o. Finalmente, a sec¸a˜o 5 traz as considerac¸o˜es
finais e concluso˜es do trabalho.
2. O ALGORITMO EVOLUC¸A˜O DIFERENCIAL
Evoluc¸a˜o diferencial e´ um algoritmo evolutivo bastante simples e extremamente eficiente para otimizac¸a˜o contı´nua [2]. Ao
contra´rio de muitos outros, ele na˜o faz uso explı´cito 1 de distribuic¸o˜es de probabilidade para efetuar a mutac¸a˜o: os paraˆmetros
empregados na variac¸a˜o sa˜o os pro´prios indivı´duos da populac¸a˜o, combinados por meio de operac¸o˜es simples de soma vetorial e
multiplicac¸a˜o escalar.
1O aspecto das equac¸o˜es nada remete a distribuic¸o˜es de probabilidade. Entretanto, como sera´ visto neste trabalho, o efeito da mutac¸a˜o no algoritmo de
evoluc¸a˜o diferencial e´ semelhante ao acre´scimo de uma perturbac¸a˜o de distribuic¸a˜o conhecida a um dado ponto no espac¸o.
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Assim como outros algoritmos evolutivos, o DE e´ passı´vel de sofrer modificac¸o˜es, numa tentativa de adequar seu comporta-
mento diante de cada tipo de problema. Na˜o obstante, e´ verificado que essas mudanc¸as podem acarretar resultados melhores para
uma determinada classe de problemas, embora frequentemente ao custo de degradac¸a˜o do desempenho em outras. De forma ge-
ral, o DE ba´sico se mostra suficientemente bom para problemas de otimizac¸a˜o em espac¸os contı´nuos de problemas de otimizac¸a˜o
aplicada a engenharia, raza˜o pela qual esta instaˆncia sera´ utilizada para as investigac¸o˜es descritas neste texto. O leitor interessado
nas variac¸o˜es deste me´todo e´ remetido a` vasta literatura disponı´vel sobre o tema [2, 4].
A estrutura do algoritmo de evoluc¸a˜o diferencial segue uma sequeˆncia relativamente simples: considere uma populac¸a˜o de
vetores xi ∈ Rn, descrita por uma matriz P ∈ Rµ×n, ou seja, contendo µ vetores (indivı´duos) n-dimensionais. Esta populac¸a˜o
de pontos distribuı´dos no espac¸o de varia´veis de otimizac¸a˜o e´ iterativamente modificada atrave´s da aplicac¸a˜o de operadores de
selec¸a˜o e variac¸a˜o, de forma a promover a explorac¸a˜o do espac¸o em diversas escalas, da busca global inicial a um refinamento
local nas etapas finais do algoritmo.
A seguir, sa˜o apresentados os operadores utilizados pelo DE para esta modificac¸a˜o iterativa da populac¸a˜o P, na ordem em
que geralmente sa˜o aplicados.
2.1 Mutac¸a˜o
O procedimento de mutac¸a˜o no algoritmo de evoluc¸a˜o diferencial passa pela construc¸a˜o de um vetor diferencial vi e sua
adic¸a˜o a um ponto qualquer da populac¸a˜o P. Para a composic¸a˜o de vi, dois indivı´duos quaisquer da populac¸a˜o, xi2 e xi3, sa˜o
subtraı´dos entre si:
vi
4
= xi2 − xi3
Para a composic¸a˜o do ponto mutado ui (tambe´m chamado frequentemente de vetor de teste), um terceiro indivı´duo qualquer
xi1 e´ adicionado a uma ponderac¸a˜o do vetor diferencial, na forma:
ui = xi1 + Fvi (1)
onde F ∈ R e´ um dos paraˆmetros ajusta´veis do DE, conhecido como fator de escala. Uma boa escolha de F depende um
pouco do problema em questa˜o. A literatura te´cnica sobre o DE tende a recomendar 0 < F < 1, sendo F = 0, 6 um valor
considerado razoa´vel para diversas situac¸o˜es [5], e F > 1 na˜o recomendado [4]. Outra pra´tica recomendada, e adotada neste
trabalho, consiste garantir a utilizac¸a˜o de vetores diferentes entre si para a gerac¸a˜o de ui, ou seja, xi1 6= xi2 6= xi3 6= xi.
2.2 Recombinac¸a˜o
Este operador e´ o responsa´vel pela criac¸a˜o de um novo indivı´duo x˜i, que sera´ posteriormente apresentado ao operador de
selec¸a˜o. Na gerac¸a˜o de x˜i, sa˜o utilizados o i-e´simo ponto da populac¸a˜o, xi; e o i-e´simo vetor de teste, ui. No tipo de cruzamento
aqui utilizado, denominado binomial, cada componente de x˜i tem uma dada probabilidade de ser proveniente de xi ou do vetor
de teste correspondente. Matematicamente, a j-e´sima componente do vetor recombinado2 sera´ dada por
x˜i,j =
{
ui,j se Uj ≤ CR
xi,j caso contra´rio
(2)
em que Uj e´ uma varia´vel aleato´ria de distribuic¸a˜o uniforme no intervalo (0, 1), e CR ∈ (0, 1) e´ outro paraˆmetro do DE,
denominado fator de cruzamento. Resumidamente, este paraˆmetro determina o “grau de parentesco” de x˜i com ui (CR grande)
ou com xi (CR pequeno). Em diversos casos, este paraˆmetro pode ser entendido como a “probabilidade de cruzamento”. Estudos
na literatura recomendam CR u 0, 8 [5].
Existe um outro tipo de recombinac¸a˜o comumente utilizado em evoluc¸a˜o diferencial, nomeado exponencial, que na˜o sera´ de
interesse nesse trabalho. Como u´ltima nota, veˆ-se que a equac¸a˜o (2) pode ter seus sinais de desigualdade invertidos livremente,
desde que a ideia descrita no para´grafo anterior seja similarmente ajustada.
2.3 Selec¸a˜o
Mais simples que os outros dois operadores, a selec¸a˜o no DE e´ puramente determinı´stica: compara-se o desempenho do
i-e´simo pai, xi, com o do indivı´duo mutado, x˜i, selecionando aquele que apresentar melhor valor para compor a pro´xima
populac¸a˜o. Assumindo um problema de minimizac¸a˜o, o i-e´simo indivı´duo da (t+ 1)-e´sima iterac¸a˜o e´ selecionado da forma:
xi(t+ 1) =
{
xi(t) se f(xi(t)) ≤ f(x˜i(t))
x˜i(t) caso contra´rio
(3)
2.4 O DE ba´sico
Com todos os blocos construtivos do DE discutidos, basta apenas uni-los. Isso e´ feito no algoritmo 1. Note que ele e´ va´lido
tanto para minimizac¸a˜o quanto para maximizac¸a˜o de uma func¸a˜o.
2Uma vez que o ponto “mutado” x˜i pode ser efetivamente criado durante processo de selec¸a˜o, na˜o e´ raro que o DE seja descrito de forma resumida, sem
menc¸a˜o explı´cita aos operadores de mutac¸a˜o e recombinac¸a˜o.
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Algorithm 1: Evoluc¸a˜o Diferencial ba´sico
1 inı´cio
2 Inicialize o contador de iterac¸o˜es t← 0
3 Inicialize os paraˆmetros de controle F e CR
4 Inicialize a populac¸a˜o P(t) com µ pontos n-dimensionais
5 Avalie o desempenho f(xi(t)) de todos os pontos xi(t) ∈ P(t)
6 enquanto Condic¸a˜o de parada na˜o for atingida fac¸a
7 para todo xi(t) ∈ P(t) fac¸a
8 Crie o indivı´duo de teste, ui(t); /* Eq. (1) */
9 Crie o indivı´duo recombinado, x˜i(t); /* Eq. (2) */
10 Avalie o desempenho f(x˜i(t))
11 se f(xi(t)) e´ melhor que f(x˜i(t)) enta˜o /* (Eq. (3)) */
12 xi(t+ 1)← xi(t);
13 sena˜o
14 xi(t+ 1)← x˜i(t)
15 fim
16 fim
17 t← t+ 1
18 fim
19 Retorne o indivı´duo com melhor desempenho como soluc¸a˜o
20 fim
Para expressar as mais diversas instaˆncias nas quais o DE e´ normalmente utilizado, emprega-se a notac¸a˜o padra˜o DE/x/y/z,
em que x representa o me´todo de selec¸a˜o o vetor base; y indica o nu´mero de vetores-diferenc¸a empregados na etapa de mutac¸a˜o;
e z o me´todo de cruzamento usado. Assim, pode-se resumir o algoritmo empregado neste trabalho como DE/rand/1/bin, que
significa escolha aleato´ria (rand) do vetor base, um u´nico vetor diferenc¸a utilizado (1), e me´todo de cruzamento binomial (bin).
Outras variac¸o˜es do DE podem ser encontradas na literatura [4, 5].
Uma vez delineada a estrutura do algoritmo tratado nesse trabalho, parte-se para um estudo mais aprofundado acerca de seus
mecanismos de funcionamento.
3. CONSIDERAC¸O˜ES TEO´RICAS
Apesar da vasta utilizac¸a˜o da evoluc¸a˜o diferencial em diversas aplicac¸o˜es de otimizac¸a˜o, observa-se na literatura uma careˆncia
de trabalhos abordando o problema de modelagem estatı´stica e matema´tica dos mecanismos de operac¸a˜o deste algoritmo, bem
como da caracterizac¸a˜o de sua dinaˆmica e comportamento em famı´lias de func¸o˜es-objetivo. O presente trabalho propo˜e-se a
investigar certas caracterı´sticas comportamentais do DE, bem como seus mecanismos de funcionamento. Para isso, e´ necessa´rio
fixar um foco antes de partir para generalizac¸o˜es.
Neste trabalho, sera˜o utilizadas func¸o˜es-objetivo quadra´ticas, cujas superfı´cies de nı´vel representem elipsoides rotacionados
em relac¸a˜o aos eixos coordenados, ou seja, func¸o˜es da forma:
f(x) =
1
2
xTHx+ dTx+ c (4)
com a matriz Hessiana H constante, sime´trica e definida positiva. Embora esta classe trate de problemas relativamente simples,
o estudo do comportamento do DE nesta famı´lia de func¸o˜es pode fornecer informac¸o˜es importantes sobre os mecanismos de
funcionamento deste algoritmo, bem como pistas para sua dinaˆmica em func¸o˜es de maior complexidade. A evoluc¸a˜o diferencial
utilizada para este estudo sera´ a instaˆncia mais comumente encontrada na literatura, DE/rand/1/bin, com paraˆmetros F = 0, 6
e CR = 0, 8. Os crite´rios de parada adotados, quando necessa´rio, sera˜o definidos como a execuc¸a˜o de um nu´mero ma´ximo de
iterac¸o˜es ou de avaliac¸o˜es de func¸a˜o, ou ainda estabilizac¸a˜o da populac¸a˜o em torno de um dado ponto.
3.1 Considerac¸o˜es Iniciais
Atrave´s de observac¸o˜es preliminares da dinaˆmica do algoritmo em problemas com duas dimenso˜es, percebeu-se uma tendeˆncia
da populac¸a˜o de se distribuir ao longo das direc¸o˜es dos semieixos principais dos elipso´ides de nı´vel do problema, independente
da rotac¸a˜o da func¸a˜o objetivo3. Apo´s este alinhamento inicial, a populac¸a˜o tende a comprimir-se rumo ao o´timo, resultando no
processo de convergeˆncia a` soluc¸a˜o do problema.
Os vetores de diferenc¸as tambe´m apresentam a mesma caracterı´stica, ilustrada na Fig. 1. Esta figura ilustra as curvas de
nı´vel de uma func¸a˜o quadra´tica rotacionada em relac¸a˜o aos eixos x e y, sobrepostas ao conjunto de todos os possı´veis vetores-
diferenc¸a de uma populac¸a˜o normalizada no intervalo [0,1]. Pode-se perceber que, a partir de uma distribuic¸a˜o inicial sem uma
estrutura definida, os vetores-diferenc¸a comec¸am a apontar nas direc¸o˜es das curvas de nı´vel com o passar das iterac¸o˜es. Ale´m
disto, pode-se notar uma reduc¸a˜o progressiva em sua amplitude, indicando a ocorreˆncia de passos de mutac¸a˜o menores a` medida
em que o algoritmo caminha rumo a` convergeˆncia.
3O que esta´ de acordo com o fato de o comportamento do DE ser invariante a` rotac¸a˜o de coordenadas [4]
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Figura 1: Curvas de nı´vel de uma func¸a˜o quadra´tica, de duas varia´veis, e comportamento dos vetores-diferenc¸a no decorrer do
algoritmo. Em t = 0, as setas sa˜o dispostas ao acaso. Apo´s t = 6 iterac¸o˜es, ja´ e´ possı´vel notar um certo alinhamento em relac¸a˜o
a`s curvas de nı´vel, e uma pequena reduc¸a˜o da magnitude de cada vetor. Em t = 14, as setas ja´ esta˜o bem menores e mais
alinhadas, indicando uma possı´vel convergeˆncia da populac¸a˜o. A partir da iterac¸a˜o vinte (em me´dia), as setas eram ta˜o pequenas
que a escala adotada perdia a capacidade de discriminac¸a˜o entre os vetores.
Essa observac¸a˜o sugere um aspecto interessante do algoritmo. Examinando a equac¸a˜o (1), vemos que cada vetor de teste e´
obtido a partir de adic¸a˜o a um dado ponto da populac¸a˜o de um vetor que, como observado, e´ obtido a partir de um conjunto de
possı´veis vetores-diferenc¸a que tende a se alinhar de acordo com as caracterı´sticas da func¸a˜o objetivo, com uma magnitude que
se ajusta ao longo das iterac¸o˜es de forma a explorar diferentes escalas desta func¸a˜o. Estas observac¸o˜es nos permitem construir
a seguinte conjectura: o DE funciona por meio da adaptac¸a˜o do mecanismo de variac¸a˜o (mutac¸a˜o diferencial) a` forma da
func¸a˜o objetivo. Note o cuidado que deve ser tomado ao expressar esta conjectura: nada e´ dito a respeito da forma da func¸a˜o
objetivo. Neste trabalho, isso e´ verificado para func¸o˜es quadra´ticas, conforme explicitado anteriormente. Ha´ suspeitas que este
comportamento tambe´m se verifique para problemas mais gerais, e isso e´ mencionado na sec¸a˜o de discussa˜o.
3.2 Relac¸a˜o entre as distribuic¸o˜es da populac¸a˜o e dos vetores-diferenc¸a
As imagens da Fig. 1, juntamente com as equac¸o˜es que regem os operadores do DE, permitem suspeitar que ha´ uma forte
relac¸a˜o entre a distribuic¸a˜o da populac¸a˜o e a dos vetores-diferenc¸a. A abordagem utilizada para tratar isso e´ por meio de suas
propriedades estatı´sticas, mais precisamente, suas matrizes de covariaˆncia, CP (da populac¸a˜o), e CV (dos vetores-diferenc¸a).
De fato, ha´ uma relac¸a˜o muito simples entre elas, descrita pelo teorema 3.1.
Teorema 3.1. (Relac¸a˜o entre CP e CV ) Seja P ∈ Rµ×n uma matriz contendo µ vetores n-dimensionais, e V ∈ Rµ(µ−1)×n
uma matriz contendo todas os possı´veis vetores-diferenc¸a gerados a partir de pontos distintos contidos em P. Sejam ainda
CP ∈ Rn×n e CV ∈ Rn×n as matrizes de covariaˆncia amostral obtidas a partir dos vetores em P e V, respectivamente. Dadas
estas matrizes, pode-se mostrar que ambas sa˜o relacionadas por um escalar dependente apenas do valor de µ:
CV =
2µ(µ− 1)
µ(µ− 1)− 1CP = κCP
A prova deste teorema e´ descrita no Apeˆndice A. O efeito desta relac¸a˜o, no caso do DE, e´ uma relac¸a˜o direta entre a populac¸a˜o
e a distribuic¸a˜o dos vetores-diferenc¸a, que por sua vez influenciam fortemente na distribuic¸a˜o da populac¸a˜o nas iterac¸o˜es pos-
teriores, o que sugere um sistema de autoadaptac¸a˜o dos mecanismos de variac¸a˜o do algoritmo de evoluc¸a˜o diferencial. Outra
consequeˆncia desta relac¸a˜o e´ a possibilidade de se investigar certos aspectos estatı´sticos do operador de mutac¸a˜o diferencial a
partir da dinaˆmica evolutiva da populac¸a˜o do DE, e vice-versa. Esta propriedade pode ser explorada, por exemplo, no estudo do
alinhamento da populac¸a˜o com as hipercurvas de nı´vel de uma func¸a˜o objetivo.
3.3 Alinhamento com as Hipercurvas de Nı´vel da Func¸a˜o Objetivo
Como ilustrado na Fig. 1, observa-se que os vetores-diferenc¸a (e, consequentemente, os pontos da populac¸a˜o) exibem uma
certa tendeˆncia ao alinhamento com as hipercurvas de nı´vel de uma func¸a˜o objetivo quadra´tica. Este alinhamento pode ser
expresso em termos dos autovetores de CV (ou CP ), que tendem a ficar paralelos aos eixos principais das elipses.
Considerando que as func¸o˜es estudadas neste artigo sa˜o descritas por (4), tem-se que as mesmas possuem uma matriz Hessiana
H constante e invertı´vel, com os autovetores desta matriz apontando na direc¸a˜o dos eixos principais das hipercurvas de nı´vel
da func¸a˜o. Assim sendo, estes podem ser utilizados como refereˆncia no alinhamento entre a populac¸a˜o e a func¸a˜o objetivo.
Entretanto, os autovalores da Hessiana sa˜o proporcionais a` curvatura da func¸a˜o objetivo, enquanto que as hipercurvas de nı´vel
tendem a ser inversamente proporcionais a esta caracterı´stica. Desta forma, para fins desta ana´lise, e´ preferı´vel utilizar os
autovetores e autovalores da inversa da Hessiana, H−1: os primeiros ainda formam um eixo que acompanha as hipercurvas
de nı´vel, enquanto que os u´ltimos escalonam corretamente os autovetores de acordo com a “suavidade” da func¸a˜o na direc¸a˜o
apontada.
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Uma ilustrac¸a˜o desse processo em duas dimenso˜es pode ser observada na Fig. 2, que exibe os autovetores escalonados da
inversa da Hessiana (fixos nas quatro figuras), e os da matriz de covariaˆncias da populac¸a˜o4 . Vale lembrar que, como H−1 e CP
sa˜o sime´tricas, seus respectivos autovetores sera˜o perpendiculares entre si, como se veˆ na figura. Nota-se que inicialmente os
vetores caracterı´sticos de CP esta˜o dispostos ao acaso, mas que rapidamente tendem a ficar paralelos aos de H−1, oscilando em
torno desse “estado de equilı´brio”. Pode-se supor que estas oscilac¸o˜es representem um efeito de populac¸a˜o finita, como sugerido
em [3].
Figura 2: Observac¸a˜o do alinhamento dos autovetores de CP e de H−1, nas iterac¸o˜es 0, 2, 16 e 45 de um DE ba´sico com
populac¸a˜o µ = 20, na minimizac¸a˜o da func¸a˜o f(x1, x2) = x21 + 3x
2
2− 2x1x2. Os autovetores da inversa da Hessiana correspon-
dem a`s setas fixas. Os vetores sa˜o proporcionais a seus respectivos autovalores. Note que na iterac¸a˜o 16 os vetores aparentam
estar exatamente paralelos, mas em iterac¸o˜es posteriores ocorre uma oscilac¸a˜o em torno desse “equilı´brio”, como mostra a figura
da iterac¸a˜o 45, na qual os vetores se mostram menos alinhados que em t = 16. Os autovalores correspondentes a cada autovetor
tambe´m oscilam em sua proporc¸a˜o, ao redor daquela definida pelos autovalores da inversa da Hessiana.
Para func¸o˜es em maiores dimenso˜es, e´ necessa´rio criar outro procedimento para avaliar tal alinhamento, uma vez que o
me´todo gra´fico se torna invia´vel. Uma alternativa e´ a utilizac¸a˜o de uma me´trica de dissimilaridade capaz de mensurar adequada-
mente a distaˆncia entre dois conjuntos de vetores ortogonais. A dissimilaridade entre um par qualquer de vetores normalizados
e´ definida como:
dij
4
= 1− |ui · uj | (5)
onde ui ·uj retorna o produto escalar dos vetores. Note que esta me´trica de dissimilaridade atribui uma distaˆncia ma´xima unita´ria
a vetores ortogonais entre si, e considera dois vetores em paralelo (ou antiparalelo) como tendo distaˆncia zero.
Para o ca´lculo da distaˆncia total entre os dois conjuntos de autovetores de interesse, o seguinte procedimento e´ utilizado: os
autovetores de ambas as matrizes H−1 e CP sa˜o ordenados em ordem decrescente de seus autovalores correspondentes. Seja
dHCii a dissimilaridade entre o i-e´simo autovetor ordenado da matriz H
−1 e seu correspondente da matriz CP . A distaˆncia total
entre os dois conjuntos de autovetores e´ enta˜o definida como:
DHC
4
=
√√√√ 1
n
n∑
i=1
(
dHCii
)2
(6)
Esta me´trica e´ aqui utilizada como uma medida do desalinhamento total entre os pontos da populac¸a˜o do DE em uma dada
iterac¸a˜o e as hipercurvas de nı´vel da func¸a˜o objetivo sendo minimizada.
A Fig. 3 mostra o gra´fico de dissimilaridade me´dia para a func¸a˜o de teste f(x) = nx21 +(n−1)x22 + . . .+x2n com dimenso˜es
variando de 2 a 100 5 , e tamanho de populac¸a˜o do DE definido como µ = 2n. O comportamento observado para a dissimilaridade
me´dia entre a distribuic¸a˜o dos vetores de diferenc¸as e as hipercurvas de nı´vel desta func¸a˜o objetivo revela um padra˜o interessante,
onde um aumento linear no tamanho da populac¸a˜o e´ suficiente para contrabalancear o aumento de complexidade resultante da
elevac¸a˜o da dimensa˜o do problema. Experimentos com outras constantes de linearidade para a relac¸a˜o µ = an sugerem que esta
propriedade se mante´m, com variac¸a˜o apenas do valor de dissimilaridade no qual o algoritmo se estabiliza.
4. DISCUSSA˜O
Um primeiro ponto a ser observado e´ o fato de todas as func¸o˜es utilizadas como exemplos na sec¸a˜o anterior apresentarem
curvas de nı´vel com um dos eixos mais “alongado” que os outros (i.e., na˜o-esfe´ricas). A raza˜o para isso e´ permitir uma melhor
visualizac¸a˜o do alinhamento da populac¸a˜o e dos vetores-diferenc¸a (bem como seus autovalores) a` forma da func¸a˜o6 . Embora esta
escolha possa parecer um tanto quanto arbitra´ria (e, de fato, testes com func¸o˜es esfe´ricas como f(x1, x2) = x21 +x
2
2 na˜o exibem o
comportamento de alinhamento esperado), esta observac¸a˜o na˜o deve ser tratada como um contraexemplo a` hipo´tese ba´sica desse
4Recorde que na˜o faz diferenc¸a escolher a matriz da populac¸a˜o ou de vetores-diferenc¸a. A escolha foi feita visando a uma facilidade maior na determinac¸a˜o
de P que na determinac¸a˜o de V.
5O fato de f(x) possuir semieixos principais alinhados com os eixos coordenados na˜o afeta a generalidade dos testes, uma vez que o DE e´ insensı´vel a`
rotac¸a˜o [4].
6Por isso o uso da func¸a˜o na˜o ta˜o difundida na sec¸a˜o anterior, em que os coeficientes foram convenientemente escolhidos tanto para facilitar a construc¸a˜o da
Hessiana como para permitir eixos com autovalores diferenciados.
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Figura 3: Dissimilaridade para o DE na otimizac¸a˜o da func¸a˜o f(x) =
∑n
i=1(n+1− i)x2i . Para cada dimensa˜o foram executadas
25 replicac¸o˜es do experimento, com os pontos em cinza simbolizando a dissimilaridade me´dia em cada replicac¸a˜o e o ponto
central (em azul) a me´dia geral para a dimensa˜o. O tamanho de populac¸a˜o utilizado neste caso foi µ = 2n, mas comportamentos
similares foram observados para outros valores de µ variando linearmente com a dimensa˜o do problema.
trabalho. Relembrando a conjectura inicialmente levantada, o DE funciona por meio da adaptac¸a˜o do mecanismo de variac¸a˜o a`
forma da func¸a˜o objetivo, temos que para o caso de func¸o˜es com simetria esfe´rica em suas hipercurvas de nı´vel qualquer direc¸a˜o
escolhida sera´ satisfato´ria. Essa situac¸a˜o pode ser considerada, na verdade, um caso trivial. Contudo, e´ necessa´rio perceber
que a me´trica de distaˆncia adotada, a dissimilaridade, serve para mensurar a distaˆncia entre os autovetores da populac¸a˜o e os da
inversa da Hessiana da func¸a˜o, e na˜o a distaˆncia entre a forma da populac¸a˜o (ou dos vetores-diferenc¸a) e a forma da func¸a˜o. Para
essa situac¸a˜o, tal me´trica pode na˜o ser adequada, sendo necessa´rio o desenvolvimento de outra ferramenta para uma eventual
aplicac¸a˜o destes conceitos em, por exemplo, variac¸o˜es do mecanismos de autoadaptac¸a˜o do DE.
Um segundo ponto de interesse emerge a partir do comportamento observado e o mecanismo de mutac¸a˜o do DE. Relembrando
a definic¸a˜o deste operador, explicitada na equac¸a˜o (1), vimos que e´ possı´vel nomear o fator Fv apropriadamente de passo de
mutac¸a˜o. Tendo isso em vista, e efetuando um empre´stimo da terminologia do algoritmo estrate´gias evolutivas com adaptac¸a˜o de
matrizes de covariaˆncia, abreviado por CMA-ES (covariance matrix adaptation - evolution strategies) [6], e´ tentador rescrever
(1) como
ui = xi1 + σN (0,CV ) (7)
ondeN indica um termo retirado de um distribuic¸a˜o normal, σ um escalar (como o fator multiplicativo F ) usado para representar
o tamanho do passo de mutac¸a˜o, e CV e´ a matriz de covariaˆncias dos vetores-diferenc¸a7 Verificac¸o˜es experimentais preliminares
utilizando ana´lise de componentes principais e teste de Lilliefors para avaliac¸a˜o de normalidade [7] confirmam que a distribuic¸a˜o
dos vetores de diferenc¸as e´ realmente modela´vel como uma varia´vel Gaussiana multidimensional 8 . Esta alterac¸a˜o na notac¸a˜o do
algoritmo, juntamente com um mecanismo autorrealimentado de adaptac¸a˜o das matrizes de covariaˆncia envolvidas na gerac¸a˜o
de novos pontos ao longo do processo evolutivo, sugerem uma conexa˜o pro´xima com os mecanismos evolutivos do CMA-ES. Se
confirmada, esta semelhanc¸a pode possibilitar a utilizac¸a˜o do grande corpo de conhecimento analı´tico ja´ desenvolvido para este
u´ltimo algoritmo para a ana´lise dos mecanismos de funcionamento do DE.
Finalmente, este trabalho limitou-se a func¸o˜es quadra´ticas, tirando proveito de suas caracterı´sticas (e.g., existeˆncia de matriz
Hessiana constante) na execuc¸a˜o dos testes e ana´lise do comportamento do DE. A ana´lise do comportamento do algoritmo de
evoluc¸a˜o diferencial em problemas com func¸o˜es objetivo de maior complexidade e´ um trabalho de continuidade cujo desenvol-
vimento certamente sera´ facilitado pelos resultados obtidos no presente artigo.
5. CONCLUSO˜ES
O presente trabalho apresentou considerac¸o˜es teo´ricas sobre os mecanismos de funcionamento e adaptac¸a˜o do algoritmo de
evoluc¸a˜o diferencial. A relac¸a˜o constante entre os indivı´duos da populac¸a˜o em uma dada iterac¸a˜o e a distribuic¸a˜o de vetores-
diferenc¸a, responsa´veis pela direc¸a˜o de explorac¸a˜o do espac¸o de busca, foi demonstrada e caracterizada. O comportamento de
ajuste desta distribuic¸a˜o a`s curvas de nı´vel da func¸a˜o objetivo tambe´m foi investigada para func¸o˜es quadra´ticas de matriz Hessiana
constante, indicando uma forte tendeˆncia a` ocorreˆncia deste alinhamento para esta classe de func¸o˜es. Estas observac¸o˜es formam
7Conforme visto, e´ possı´vel permuta´-la com a matriz de covariaˆncias da populac¸a˜o, CP , com o fator de proporcionalidade κ incorporado em σ. O uso de
CP tende a ser mais conveniente para ana´lise.
8De fato, pode-se argumentar que o conjunto de vetores-diferenc¸a provavelmente seria melhor modelado por uma distribuic¸a˜o T multidimensional. Entretanto,
o nu´mero de diferenc¸as possı´veis e´ geralmente alto o suficiente para permitir a utilizac¸a˜o da aproximac¸a˜o normal sem prejuı´zos a` ana´lise.
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a base para a elaborac¸a˜o de experimentos de sequeˆncia para a caracterizac¸a˜o do comportamento do DE em func¸o˜es mais gerais
e de maior complexidade.
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APEˆNDICE A: PROVA DO TEOREMA 3.1
Demonstrac¸a˜o. Sejam P e V definidas como:
P =

x1,1 x1,2 · · · x1,n
x2,1 x2,2 · · · x2,n
...
...
. . .
...
xµ,1 xµ,2 · · · xµ,n
 V =

(x1,1 − x2,1) (x1,2 − x2,2) · · · (x1,n − x2,n)
...
...
...
...
(x1,1 − xµ,1) (x1,2 − xµ,2) · · · (x1,n − xµ,n)
(x2,1 − x1,1) (x2,2 − x1,2) · · · (x2,n − x1,n)
...
...
...
...
(xµ,1 − xµ−1,1) (xµ,2 − xµ−1,2) · · · (xµ,n − xµ−1,n)

i.e., com a matriz V formada pela subtrac¸a˜o dois a dois dos µ indivı´duos. Consequentemente, o nu´mero de linhas nesta matriz e´
dado por:
µ′ = 2
(
µ
2
)
= 2
µ!
2!(µ− 2)! = µ(µ− 1)
com o fator 2 aparecendo devido aos termos sime´tricos. As matrizes de covariaˆncia podem ser expressas como:
CP =
 sP (1, 1) · · · sP (1, n)... . . . ...
sP (n, 1) · · · sP (n, n)
 CV =
 sV (1, 1) · · · sV (1, n)... . . . ...
sV (n, 1) · · · sV (n, n)

em que s(a, b) representa a covariaˆncia amostral entre a a-e´sima e a b-e´sima varia´veis das respectivas matrizes, para quaisquer
a, b ∈ {1, . . . , n} 9 . A expressa˜o CV = κCP pode ser deduzida mostrando-se que sV (a, b) = κsV (a, b), pois isso prova a
relac¸a˜o para todos os elementos das matrizes. Para tal, considere que x e y representam termos das colunas a e b, respectivamente,
de P; e u e v representam termos correspondentes em V. As covariaˆncias amostrais podem ser calculadas a partir de:
sP (a, b) =
1
µ− 1
µ∑
i=1
(xi − x¯)(yi − y¯) = 1
µ− 1
(
µ∑
i=1
xiyi − µx¯y¯
)
sV (a, b) =
1
µ′ − 1
µ′∑
i=1
(ui − u¯)(vi − v¯) = 1
µ(µ− 1)− 1
µ(µ−1)∑
i=1
uivi
(8)
onde as me´dias amostrais u¯ e v¯ sa˜o iguais a zero por definic¸a˜o, uma vez que cada vetor-diferenc¸a possui seu vetor sime´trico.
Expandindo o somato´rio do termo sV (a, b):
µ(µ−1)∑
i=1
uivi = (x1 − x2)(y1 − y2) + · · ·+ (x1 − xµ)(yi − yµ) + (x2 − x1)(y2 − y1) + · · ·+ (xµ − xµ−1)(yµ − yµ−1)
=
µ∑
i=1
µ∑
j=1
j 6=i
(xi − xj)(yi − yj)
O termo j 6= i no somato´rio tem como func¸a˜o indicar que, na construc¸a˜o dos vetores-diferenc¸a, na˜o se realiza a diferenc¸a de
um vetor com ele pro´prio. Este termo, entretanto, pode ser facilmente eliminado considerando-se que a diferenc¸a entre um vetor
e ele mesmo e´ nula, nada modificando na soma final. Assim, e´ possı´vel escrever:
sV (a, b) =
1
µ(µ− 1)− 1
µ∑
i=1
µ∑
j=1
(xi − xj)(yi − yj)
9Evidentemente, s(i, i) = s2i representa a variaˆncia marginal da i-e´sima coordenada.
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Expandindo os produtos acima, temos:
sV (a, b) =
1
µ(µ− 1)− 1
µ∑
i=1
µ∑
j=1
(xiyi − xjyi − xiyj + xjyj)
=
1
µ(µ− 1)− 1
µ∑
i=1

µ∑
j=1
xiyi︸ ︷︷ ︸
µxiyi
− yi
µ∑
j=1
xj︸ ︷︷ ︸
µx¯yi
−xi
µ∑
j=1
yj︸ ︷︷ ︸
µy¯xi
+
µ∑
j=1
xjyj

=
1
µ(µ− 1)− 1
µ
µ∑
i=1
xiyi − µx¯
µ∑
i=1
yi︸ ︷︷ ︸
µ2x¯y¯
−µy¯
µ∑
i=1
xi︸ ︷︷ ︸
µ2x¯y¯
+
µ∑
i=1
µ∑
j=1
xjyj︸ ︷︷ ︸
µ
∑µ
j=1 xjyj

Da equac¸a˜o (8), temos que
∑µ
k=1 xkyk = (µ− 1)sPa,b + µx¯y¯. Somando-se os termos semelhantes, temos:
sV (a, b) =
1
µ(µ− 1)− 1
[
µ(µ− 1)sPa,b + µ2x¯y¯ − 2µ2x¯y¯ + µ(µ− 1)sPa,b + µ2x¯y¯
]
=
2µ(µ− 1)
µ(µ− 1)− 1sP (a, b)
Portanto, para qualquer elemento das matrizes de covariaˆncia:
κ
4
=
sV (a, b)
sP (a, b)
=
2µ(µ− 1)
µ(µ− 1)− 1 (9)
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