Introduction 0.1. Let G ′ be a connected reductive group over C. In [L3] it was shown that the set of unipotent conjugacy classes of G ′ is in natural bijection with the set of twosided cells coming from an affine Hecke algebra associated to G, a reductive group of type dual to that of G ′ . In this paper we extend this to a bijection between the set of all conjugacy classes of G ′ and the set of two-sided cells associated to a certain algebra H containing the affine Hecke algebra, see Theorem 2.6. The algebra H is an affine analogue of an algebra considered in [L6, §31] which, on the one hand, is a modified form of an algebra considered by Mars and Springer [MS] in their approach to the theory of character sheaves and, on the other hand, as shown in [L7, §34] , is closely related to the algebra studied by Yokonuma in [Y] . Most of the paper is concerned with showing that the notion of two-sided cell can be defined for H. 0.2. Notation. Let R be a commutative ring with 1 and let A be an associative R algebra with a given R-basis {b i ; i ∈ I} where I = ∅. For K ⊂ I we write [K] = i∈K Rb i ⊂ A. For i, i ′ ∈ I we write i ′ ∼ lef t i if for any K ⊂ I such that [K] is a left ideal of A we have i ∈ K if and only if i ′ ∈ K. This is an equivalence relation on I; the equivalence classes are called the left cells of I. Replacing "left" by "right" we obtain an equivalence relation ∼ right on I; the equivalence classes are called the right cells of I. Replacing "left" by "two-sided" we obtain an equivalence relation ∼ on I; the equivalence classes are called the two-sided cells of I.
By an affine Weyl group we mean a finite product of irreducible affine Weyl groups. In particular, the group with one element is an affine Weyl group.
Two-sided cells

Let k, k
′ be algebraically closed fields. Let G be a connected reductive group over k with a fixed Borel subgroup B and a fixed maximal torus T ⊂ B. Let ρ = dim T, ν = dim G/B.
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Let G ′ be a connected reductive group over k ′ of type dual to that of G with a fixed Borel subgroup B ′ and a fixed maximal torus T ′ ⊂ B ′ . Let L (resp. L ′ ) be the lattice of one parameter subgroups k * − → T (resp. k ′ * − → T ′ ). We assume that L is also the group of characters T ′ − → k ′ * and that L ′ is also the group of characters T − → k * . We assume that the obvious nondegenerate pairing , : L × L ′ − → Z defined in terms of T is the same as that defined in terms of T ′ . Let R ⊂ L (resp. R ′ ⊂ L ′ ) be the set of coroots of G (resp. G ′ ) with respect to T (resp. T ′ ); we assume that R (resp. R ′ ) is also the set of roots of G ′ (resp. of G) with respect to T ′ (resp. T). We also assume that the canonical bijection R ↔ R ′ defined in terms of G is the same as that defined in terms of G ′ ; we denote it by h ↔ h ′ . Let {h i ; i ∈ I} ⊂ R be the set of simple roots of G ′ determined by B ′ ; we assume that {h ′ i ; i ∈ I} ⊂ R ′ is the set of simple roots of G determined by B.
Let V = Q ⊗ L, V ′ = Q ⊗ L ′ ; now , extends to a nondegenerate bilinear pairing , : V × V ′ − → Q. Let V (resp. V ′ ) be a Q-vector space containing V (resp. V ′ ) as a subspace and let , : V × V ′ − → Q be a nondegenerate bilinear pairing extending , : V × V ′ − → Q. We shall consider two cases (we will refer to them as case A and case B).
′ are vectors such that c, c
In case (A) we set I = I. In case (B) we write R = ⊔ e∈E R e , R ′ = ⊔ e∈E R ′ e where (R e , R ′ e ) are irreducible root systems and E is an indexing set; we have a corresponding partition I = ⊔ e∈E I e where I e indexes the simple roots/coroots in R e , R ′ e . For each e ∈ E let β e ∈ R e be such that −β ′ e is the highest root of R ′ e . We set I = I ⊔ E. There is a unique function δ : R − → Z >0 such that δ β e = 1 for any e ∈ E and for any h,h in R we have h,h ′ δh = h , h ′ δ h . For any h ∈ R we have δ h ∈ {1, 2, 3}. For e ∈ E we set h e = β e + c ∈ L, h ′ e = β ′ e ∈ L ′ . In both cases, for i ∈ I we define a reflection s i : V − → V by s i (y) = y − y, h ′ i h i and a reflection s i :
(this is the contragredient of s i : V − → V ). Let W (resp. W ) be the subgroup of GL(V ) generated by {s i ; i ∈ I} (resp. by {s i ; i ∈ I}); taking contragredients we identify W (resp. W ) with the subgroup of GL(V ′ ) generated by {s i ; i ∈ I} (resp. by {s i ; i ∈ I}). It is well known that W (resp W ) is a Coxeter group on the set of generators {s i ; i ∈ I} (resp. {s i ; i ∈ I}). In any case W is a (finite) Weyl group. In case A we have W = W ; in case B, W is an affine Weyl group (said to be the affine Weyl group associated to G).
Let w → |w| be the length function W − → N; we set S := {s i ; i ∈ I} = {w ∈ W ; |w| = 1}. For ′ and let x ∈ V ′ be a representative of λ. We can find an integer q ≥ 1 such that qx ∈ L ′ . Let Q be the subgroup of V ′ generated by {δ h h ′ ; h ∈ R}; this is the free abelian group with basis {δ h i h
This proves (a).
1.2.
In case A we set R = R. In case B we set R = {χ ∈ V ; χ = w(h i ) for some i ∈ I and some w ∈ W };
we have R = {h + δ h mc; h ∈ R, m ∈ Z}. In this case for χ ∈ R we set χ
and it is compatible with the notation h ′ e considered earlier.
In both cases, for χ ∈ R, the reflection σ χ : V − → V , y → y − y, χ ′ χ and its contragredient σ χ :
. . , i r be a sequence in I such that w := s i 1 s i 2 . . . s i r satisfies |w| = r. A standard argument shows that (a) {χ ∈ R + ; w(χ) ∈ R − } consists of exactly r elements, namely
In case A we set R λ = R λ . In case B we set R λ = {h ∈ R; h + mδ h c ∈ R λ for some m ∈ Z}; in the case where λ ∈V ′ 0 we have R λ = {h ∈ R; (h, λ) = 0 ∈ Q/Z}. In both cases we set
Assume first that we are in case B. We have (h+mδ h c, λ) = 0, (h+mδhc, λ) = 0 for some m,m in Z. We have
We have
Thus
The proof in case A is the same (we formally set m =m = 1 m = 0 in the computation above.) We see that (R λ , R λ ) is a root system.
In case A, W λ is the Weyl group of (R λ , R ′ λ ) and (b) follows. We now assume that we are in case B. For any χ ∈ R λ let H χ = {x ∈ V ′ 1 ; χ, x = 0}, a hyperplane in the affine space V
this is an equivalence relation on V ′ 1 −∪ χ∈R λ H χ ; the equivalence classes are called λ-alcoves. There is a unique λ-alcove C λ that contains {x ∈ V ′ 1 ; h i , x > 0∀i ∈ I}. Let P λ be the set of all χ ∈ R + λ such that H χ is a wall of C λ (that is, the closure of C λ intersected with H χ is not contained in any affine subspace of H χ other than H χ ). We can apply the results in [B, Ch.V, §3] , especially Theorem 1; we see that W λ is a Coxeter group on the generators {s χ ; χ ∈ P λ } and with the length function as in (b). To prove the remaining statements of (b) we denote by
this is an equivalence relation on E u − ∪ χ∈R u λ H χ,u ; the equivalence classes are called the alcoves of E u . Using again the results in [B, Ch.V, §3] , we see that it is enough to show that some (or equivalently any) alcove in E u is bounded. Let h j , j = 1 . . . , t be the simple coroots in R u λ with respect to the set of positive coroots R u λ ∩V + . Let h 0 be a coroot in R u λ of the form j∈ [1,t] n j h j where n j ∈ Z >0 for all j. For each
We can find m 0 ∈ Z >0 such that χ
Note that X contains at least one alcove and is bounded.
.) It follows that some alcove in E u is bounded. This completes the proof of (b).
We show:
is an injective map φ : I − → X. Now let χ ∈ X. From (a) we see that for some j ∈ [1, r] we have χ = s i r . . . s i j+1 (h i j ). Since χ ∈ R λ we have
and therefore j ∈ I. We see that φ is surjective hence a bijection. This proves (d).
We show: (e) Any right coset wW λ ⊂ W (w ∈ W ) contains a unique element w 1 such that w 1 (R + λ ) ⊂ R + . We have |w 1 | < |w 1 z| for any z ∈ W λ − {1}. We write w 1 = min(wW λ ). In case A this is proved in [L2, 1.9] . The following proof applies in both cases A,B. We can find w 1 ∈ wW λ such that |w 1 | ≤ |w 1 z| for any z ∈ W λ . We set r = |w 1 |. For any χ ∈ R + λ we have |w 1 s χ | = |w 1 | hence |w 1 | < |w 1 s χ |. Let i 1 , i 2 , . . . , i r be a sequence in I such that s χ w
By the first part of the proof, w 1 u is not of minimal length in wW λ . Thus |w 1 | < |w 1 u|. This proves (e).
Let o be a W -orbit inV
In this subsection we assume that we are in case B. We fix e ∈ Q/Z, λ ∈V ′ e and a representative x for λ in V ′ such that x ∈ V ′ e where 0 ≤ẽ < 1. We writẽ
Assume first that e = 0; thenẽ = 0 so that c, x = 0. It follows that
We write R λ = ⊔ u∈U R u λ as in the proof of 1.2(b). Let h u,1 , . . . , h u,t u be the set of simple coroots of R u λ with respect to the set of positive coroots R
.
Nh u,j (a standard property of root systems) and (a) follows. Using (a) and the proof of 1.2(b) we see that W λ is a Coxeter group on the generators
Next we assume that e = 0 (hence 0 < p ′ < q ′ ) and I = {1},
′ , where p, q are integers, q ≥ 1 and p, q have no common prime divisor. We have
In particular, we have h 1 + m 1 c ∈ R
Using this and the proof of 1.2(b) we see that W λ is a Coxeter group (an infinite dihedral group) on the generators
1.4. Until the end of 1.10 we fix a W -orbit o inV ′ . Let H o be the A-algebra with 1 defined by the generators T w (w ∈ W ) and 1 λ (λ ∈ o) and relations:
Note that T 1 = λ∈o 1 λ is the unit element of H o . It will be convenient to writẽ
From the definitions we have:
The proof is an extension of the proof of [L7, 34.7(b) ]. The use of the algebra antiautomorphismT x 1 λ → 1 λTx −1 shows that each of the two equalities in (c) implies the other equality. Let i 1 , i 2 , . . . , i r be a sequence in I such that z −1 = s i 1 s i 2 . . . s i r , |z| = r. Applying 1.2(d) with w replaced by z −1 and noting that X in 1.2(d) is empty in this case, we see that
Using these identities we see that
and (c) follows.
The following result is a generalization of (c):
The use of the algebra antiautomorphismT x 1 λ → 1 λTx −1 shows that each of the two equalities in (d) implies the other equality. We can find r ≥ 0 and i 1 , i 2 , . . . , i r in I such that, setting
Applying this repeatedly, we deducẽ
By (c) we have 1 λTw −1Tz−1 = 1 λTw −1z−1 andTz w 1 λ =TzT w 1 λ . We deducẽ
This proves the first equality in (d); the second equality follows also.
Hence it is enough to show thatT
It is enough to show that for any j ∈ [0, r] we havẽ
We argue by induction on j. For j = 0 we must show thatTzT z ′ 1 λ ′′ =Tz z ′ 1 λ ′′ ; this follows from (d). Now assume that j ≥ 1. Using the induction hypothesis we see that it is enough to show that
In case A this follows from [L7, 34.7(a) ]. The following proof applies in both cases A,B. We have σ = s i 1 s i 2 . . . s i r for some sequence i 1 , i 2 , . . . , i r in I such that r = |σ|. From 1.2(d) we see that there is a unique j ∈ [1, r] such that
moreover from the proof of 1.2(d) we see that 
. . s i j−1 | and δ ′ = 1 otherwise,
. From these identities we see that
Assume now that w ∈ W λ . We show that δ = δ ′ . The condition that δ = 0 is equivalent to the condition that w(χ) ∈ R + λ . The condition that δ ′ = 0 is equivalent to the condition that ws i 1 s i 2 . . .
We argue by induction on |w ′ | λ . If w ′ = 1 the result is obvious. We now assume that |w ′ | λ ≥ 1. We can write w ′ = w ′ 1 σ where w ′ 1 , σ are in W λ and |w
. Using this and the induction hypothesis we have
It remains to use that (T ww ′ 1 1 λ )(T σ 1 λ ) =T ww ′ 1 σ 1 λ which follows again from (f). The following result is a special case of (f).
It follows that |zwz −1 | λ ′ = |w| λ for any w ∈ W λ . Thus, w → zwz −1 is an isomorphism of Coxeter groups. We also see thatT w 1λ →T zwz −1 1 λ ′ defines an isomorphism of A-modules ι z :
To show that ι z is compatible with multiplication it is enough to note that, by 1.4(d),(e), for w ∈ W λ we haveT zwz −1 1 λ ′ =T zTw 1 λT −1 z . This proves (a). Let R be a commutative ring with 1. Let Alg R be the category of associative R-algebras with 1. Let Φ : Γ − → Alg R be a functor; here the groupoid Γ (in 1.2(f)) is viewed as a category in which all morphisms are isomorphisms. Now Φ consists of a collection {Φ(λ); λ ∈ o} of associative R-algebras with 1 together with a collection of algebra isomorphisms ι z : Φ(λ)
Given Φ we define Φ
• ∈ Alg R as follows. As an R-module we have Φ
From the definitions we see that this product is associative with unit element such that its Φ • λ ′ ,z,λ -component is 0 unless λ = λ ′ , z = 1. in which case it is the unit element of Φ(λ). 1.6. Let H : Γ − → Alg A be the functor defined by H(λ) = H λ for λ ∈ o and the isomorphisms ι z :
• λ ′ ,z,λ = H λ is defined as in 1.5. We consider the A-linear map θ : H
• − → H o such that for any (λ ′ , z, λ) ∈ Ξ and any ξ ∈ H • λ ′ ,z,λ = H λ we have θ(ξ) =T z ξ ∈ H o . From 1.2(e) we see that θ is an isomorphism of A-modules. We show that it respects the algebra structures. For (λ ′ 1 , z 1 , λ 1 ), (λ ′ 2 , z 2 , λ 2 ) in Ξ and for w 1 ∈ W λ 1 , w 2 ∈ W λ 2 , we must show that
The case where λ 1 = λ ′ 2 is immediate. The case where λ 1 = λ ′ 2 follows from 1.4(d),(e). We see that (a) θ :
Now, for λ ∈ o, let H λ be the Hecke algebra associated to the Coxeter group W λ . Thus, H λ is the A-module with basis {T w ; w ∈ W λ } with the associative A-algebra structure defined by the rules
Note that T 1 is the unit element of H λ . We define an A-linear map ϑ λ : H λ − → H λ by T w →T w 1 λ for w ∈ W λ . This is clearly an isomorphism of A-modules; moreover, from 1.4(g),(h), we see that this is an algebra isomorphism.
Let H ′ : Γ − → Alg A be the functor defined by H ′ (λ) = H λ for λ ∈ o and the isomorphisms ι z :
• where H ′ λ ′ ,z,λ
• = H λ is defined as in 1.5.
We consider the A-linear map ϑ :
Clearly, ϑ is an isomorphism of A-modules. Moreover, ϑ is an isomorphism of algebras. (We use that for any (λ ′ , z, λ) ∈ Ξ, the compositions H λ
For s ∈ S we haveT
It follows thatT w is invertible in H o for any w ∈ W . As in [L6, 31.3] , there is a unique ring homomorphism¯:
w −1 for all w ∈ W and v m 1 λ = v −m 1 λ for all λ ∈ o. The square of¯: H o − → H o is 1. Now let λ ∈ o and let σ ∈ W λ be such that |σ| λ = 1. From 1.4(h) we havẽ T −1
Using 1.4(g),(h) and induction
on |w| λ , we see that for w ∈ W λ we haveT w 1 λ ∈ H λ . Thus,¯: H o − → H o restricts to a ring isomorphism¯: H λ − → H λ whose square is 1. If (λ ′ , z, λ) ∈ Ξ then ι z : H λ − → H λ ′ is compatible with the bar operators on H λ , H λ ′ . (It is enough to check that for any σ ∈ W λ such that |σ| λ = 1 we have ι z (T w −1 1 λ ; it is also enough to show thatT z 1 λ =T z 1 λ or that T −1 z −1 1 λ =T z 1 λ , which follows from 1.4(e).
For λ ∈ o,¯: H λ − → H λ corresponds under ϑ λ to a ring isomorphism¯: 
Using ϑ λ we deduce that for any w ∈ W λ there is a unique element c w,λ ∈ H λ such that c w,λ = c w,λ and c w,
If (λ ′ , z, λ) ∈ Ξ and w ∈ W λ thenT z c w,λTz −1 satisfies the definition c zwz −1 ,λ ′ ∈ H λ ′ hence we haveT z c w,λTz −1 = c zwz −1 ,λ ′ . Now let w ∈ W, λ ∈ o. We can write uniquely w = zw wherew
We set c w,λ =T z cw ,λ . We have c w,λ = c w,λ and c w,
It follows that {c w,λ ; w ∈ W, λ ∈ o} is an Abasis of H o .
1.7.
For any λ ∈ o we state some properties of the multiplication of elements of form c w,λ ∈ H λ with w ∈ W λ . These properties follow from the known properties of the multiplication of elements of form c there is a well defined smallest integer a(w
wherer w ′′ ;λ w,w ′ ∈ N. We now consider the free abelian group H ∞ λ with basis {t w ; w ∈ W λ }. Then H ∞ λ is an (associative) ring with multiplication given by
It has a unit element of the form 1 = w∈D λ t w where D λ is a well defined finite subset of {w ∈ W λ ; w 2 = 1}. The A-linear map ψ λ :
is a homomorphism of A-algebras with 1. For w, w ′ in W λ we have w ∼ lef t w ′ (resp. w ∼ right w ′ if and only if for some u ∈ W λ , t w ′ appears with non-zero coefficient in t u t w (resp. in t u t w ). For w, w ′ in W λ we have w ∼ w ′ if and only if for some u, u ′ in W λ we have t w ′ appears with non-zero coefficient in t u t w t u ′ (or equivalently if for some w ′′ ∈ W λ we have w ∼ lef t w ′′ , w ′ ∼ right w ′′ ). Recall from 0.2 that the equivalence classes for ∼ lef t (resp. ∼ right , ∼) are called the left (resp. right, two-sided) cells of W λ . For any left (resp. right, two-sided) cell K of W λ the subgroup w∈K Zt w is a left (resp. right, two-sided) ideal of H ∞ λ . Note that the definition of left (resp. right, two-sided) cells of W λ depends only on the Coxeter group structure of W λ hence these are defined for any Coxeter group W which is a Weyl group or an affine Weyl group; we shall write Cell(W) for the set of two-sided cells of W.
Let J : Γ − → Alg Z be the functor defined by J (λ) = H ∞ λ for λ ∈ o and the isomorphisms ι z :
∈ Ξ where ι z maps any basis element t w (w ∈ W λ ) to the basis element t zwz −1 of H ∞ λ ′ . Then the (associative) ring J
• is defined as in 1.5.
where R w 2 ,λ 2 w 0 ,λ 0 ;w 1 ,λ 1 ∈ A are zero for all but finitely many (w 2 , λ 2 ). For j = 0, 1, 2 we can write uniquely w j = z jwj where z j ∈ [λ ′ j , λ j ],w j ∈ W λ j . We have
This is 0 unless λ 0 = z 1 (λ 1 ). Assume now that λ 0 = z 1 (λ 1 ). We have
We see that R w 2 ,λ 2 w 0 ,λ 0 ;w 1 ,λ 1 = 0 unless the conditions λ 2 = λ 1 , λ 0 = z 1 (λ 1 ), z 2 = z 0 z 1 are satisfied; if these conditions are satisfied, then
where a w 2 ,λ 2 = aw 2 is defined in terms of W λ 2 and that a w 2 ,λ 2 is the smallest integer such that (a) holds for any (w 0 , λ 0 ), (w 1 , λ 1 ). We now defineR
We consider the free abelian group H ∞ o with basis {t w,λ ; w ∈ W, λ ∈ o}. We define a ring structure on H ∞ o by
This ring is associative. Indeed, this ring has the same multiplication rule as the ring J • in 1.7, which is known to be associative from 1.5. Note that the ring H ∞ o has a unit element, namely λ∈o w∈D λ t w,λ . The A-algebra homomorphisms ψ λ :
1.9. We now describe the left (resp. right) cells of W × o defined in terms of the basis (t w,λ ) of
,λ ′ appears with non-zero coefficient in the product t u,λ 1 t w,λ (resp. t w,λ t u,λ 1 ).
We write w = zw, w
Using the results in 1.7 we deduce that ≈ lef t and ≈ right are equivalence relations on W × o. In particular, ≈ lef t is transitive, hence if for (w, λ) ∈ W × o we set
spanned by a subset of the canonical basis of H ∞ o and containing t w,λ must also contain t w ′ ,λ ′ . Since ≈ lef t is symmetric we must also have (w ′ , λ ′ ) ≈ lef t (w, λ) hence any left ideal of H ∞ o spanned by a subset of the canonical basis of H ∞ o and containing t w ′ ,λ ′ must also contain t w,λ ; it follows that (w, λ), (w ′ , λ ′ ) are in the same left cell. We now see that any equivalence class for ≈ lef t is exactly one left cell. We see that the canonical basis elements indexed by any left cell span a left ideal. The same argument shows that the equivalence classes for ≈ right are exactly the right cells and that the canonical basis elements indexed by any right cell span a right ideal.
We now see that we have a natural bijection
The bijection associates to each (λ, γ) in the right hand side the left cell {(zw, λ);w ∈ γ, z = min(zW λ )} of W × o. We also see that the right cells in W × o are the images of the left cells under the involution W ×o − → W ×o, (w, λ) → (w −1 , w(λ)).
1.10. We now describe the two-sided cells of W × o defined by the basis (t w,λ ) of
,λ ′ appears with non-zero coefficient in the product t u 1 ,λ 1 t w,λ t u 2 ,λ 2 or equivalently, if for some (w ′′ , λ ′′ ) we have (w, λ) ≈ lef t (w ′′ , λ ′′ ) and (w ′ , λ ′ ) ≈ right (w ′′ , λ ′′ ). (The equivalence uses the positivity of the structure constants of H
. From 1.9 we see that the condition that (w, λ)
. Using the results in 1.7 we deduce that ≈ is an equivalence relation on W × o.
In particular, ≈ is transitive, hence if for (w,
Hence if I is a two-sided ideal of H ∞ o spanned by a subset of the canonical basis then we have t w,λ ∈ I ↔ t w ′′ ,λ ′′ ∈ I ↔ t w ′ ,λ ′ ∈ I. It follows that (w, λ) ∼ (w ′ , λ ′ ). We see that any equivalence class for ≈ is contained in a two-sided cell. As we have seen earlier, any equivalence class for ≈ is a union of two-sided cells, hence it is exactly one two-sided cell. Also, the canonical basis elements indexed by any equivalence class for ≈ (hence by any two-sided cell) span a two-sided ideal of H From the results in 1.8 we see that if ∆, λ are as above, then the function (w, λ) → a(w, λ) on ∆ is constant with value equal to the value of the a-function on any of the two-sided cells of W λ contained in ∆ λ .
where o runs over all W -orbits in V ′ 0 . We view H (resp. H ∞ ) as an A-algebra (resp. ring) without 1 in general) in which H o (resp. H ∞ o ) is a subalgebra (resp. subring) for any o and 
There is a well defined smallest integer a(w, λ) ≥ 0 such that for any (w, λ), (w
. From 1.10 we see that for any
Conjugacy classes
2.1. Let W be an affine Weyl group. Let T be the set of translations in W, that is the elements of W whose W-conjugacy class is finite. Note that T is a subgroup of finite index in W. Let S be the set of simple reflections of W. Let A(W) be the group of automorphisms σ : W − → W such that σ(S) = S; note that σ ∈ A(W) is uniquely determined by its restriction to S. We now assume that the affine Weyl group W is irreducible. Let S 0 be the set of all s ∈ S such that S − {s} together with T generates W. We have S 0 = ∅. If σ ∈ A(W) then σ restricts to a permutation of S 0 . Let A 0 (W) be the set of all σ ∈ A(W) such that σ : S 0 − → S 0 is either fixed point free or the identity. Note that A 0 (W) is a normal subgroup of A(W); it acts simply transitively on S 0 . For any s ∈ S 0 let A s (W) be the set of all σ ∈ A(W) such that σ(s) = s (a subgroup of A(W)); we have
2.2. The results in this subsection can be deduced from those in 2.1. Let W be an affine Weyl group with set of simple reflections S. We can write W = u∈U W u , S = ⊔ u∈U S u where W u (u ∈ U) is a finite collection of irreducible affine Weyl groups and S u is the set of simple reflections of W u . We set S 0 = ⊔ u∈U S u 0
where S u 0 ⊂ S u is as in 2.1 (with W, S replaced by W u , S u ). We define A(W) as in 2.1. Let A 0 (W) be the set of all σ ∈ A(W) such that for any u ∈ U, we have σ(W u ) = W u and σ| W u ∈ A 0 (W u ). Let s be a subset of S 0 such that for any u ∈ U, s contains exactly one element of S 
2.3. In the setup of 2.2 let σ ∈ A(W). Let T be as in 2.1. The following property (which is checked case by case) has been stated in [L1] : (a) we have σ ∈ A 0 (W) if and only if there exists w ∈ W such that σ(t) = wtw
Note that the image of w in W/T is uniquely determined by σ. In particular, σ → wT is a well defined (injective) homomorphism A 0 (W) − → W/T . We show: (b) If σ ∈ A 0 (W) and c ∈ Cell(W), then σ(c) = c. This is proved in [L3, 4.9(b) ] using the property (a) of σ.
2.4.
In this subsection we assume that we are in case B. Let λ ∈V
+ is a set of positive (co)roots for R λ with set of simple (co)roots
Note that we have a unique bijection Π λ ∼ − →Π λ , χ →χ, such that for χ ∈ Π λ we haveχ ∈ χ + Zc. Recall from 1.3 that W λ is an affine Weyl group with Coxeter generators S λ = {s χ ; χ ∈ Π λ }. The results of 2.2, 2.3 are applicable with (W, S, T ) = (W λ , S λ , Q). Let W λ be the subgroup of W generated by {s χ ; χ ∈ R λ } (a subgroup of W λ . Note that W λ is a Weyl group with Coxeter generators Thus we have z(
We see that z(Π λ ) = Π λ so that z ∈ Ω λ . This proves (a).
Let A λ be the group of permutations ρ : Π λ − → Π λ with the following property: there exists (a necessarily unique)
. Each ρ ∈ A λ defines a permutationρ :Π λ − →Π λ byρ(χ) = ρ(χ) for any χ ∈ Π λ . Now ρ →ρ defines an isomorphism of A λ onto a subgroupÂ λ of the group of permutations of Π λ . LetΩ λ be the set of all z ∈ W ′ λ such that z(Π λ ) =Π λ and the permutation ofΠ λ defined by h → z(h) belongs toÂ λ .
Note that any element w ∈ W can be written uniquely in the form w = tw where w ∈ W , t ∈ Q; moreover w → w is a homomorphismk : W − → W with kernel Q. We show:
(b) we havek(Ω λ ) ⊂Ω λ hencek defines a homomorphism k : Ω λ − →Ω λ with kernel contained in Q. Let w ∈ Ω λ . We write w = tw with w ∈ W , t ∈ Q. Since λ ∈V ′ 0 , we have
λ . Now let χ ∈ Π λ so thatχ ∈Π λ and w(χ) ∈ Π λ . We show that w(χ) = w(χ). Now w(χ) ∈ R and h = w(χ) is the unique element in R such that w(χ) −h ∈ Zc. Thus it is enough to show that w(χ) − w(χ) ∈ Zc. We have χ =χ + mc with m ∈ Z hence it is enough to show that w(χ + mc) − w(χ) ∈ Zc. Since w(c) = c and w = tw, it is enough to show that tw(χ) − w(χ) ∈ Zc or, setting
The last identity holds for any t ∈ Q, h ′ ∈ R, as we can see using the definitions. This proves (b).
We shall need the following property: (c) Let ρ ∈ A λ be such that σ ρ ∈ A 0 (W λ ); letρ be the corresponding element of A λ . Then there is a unique w ∈ W λ such that w(h) =ρ(h) for any h ∈Π λ . Let w ∈ W be such that σ ρ (t) = wtw −1 for all t ∈ Q. (We use 2.3(a).) A case by case check shows that w satisfies the requirement of (c). The uniqueness of w is obvious.
We define a homomorphism α : Ω λ − → f A λ by z → ρ where ρ(χ) = z(χ) for any χ ∈ Π λ . We define a homomorphism α : Ω λ − → A λ as the composition Ω λ − → Ω λ α − → A λ (the first map is the inclusion (a)). It follows that (d) image(α) ⊂ image(α). We define a homomorphismα :Ω λ − → A λ as the compositionΩ λ − →Â λ − → A λ where the first homomorphism is z → ρ ′ where ρ ′ (h) = z(h) for any h ∈Π λ and the second homomorphism isρ − → ρ for ρ ∈ A λ . We show that α =αk with k as in (b). Let w ∈ Ω λ . We write w = tw where w ∈ W , t ∈ Q. We must show thatT ′ is a maximal torus of it. Let h ∈ R. We have h ∈ L so that h can be viewed as a homomorphism T ′ − → K * . The condition that h is a root of Z(λ) 0 with respect to T ′ is that h(λ) = 1. An equivalent condition (with λ is viewed as an element of V ′ 0 ) is that (h, λ) = 0 or that h ∈ R λ . We see that the set of roots of Z(λ) 0 is R λ and the corresponding set of coroots is R Now (a) is obtained by combining several statements above; (b) follows from 1.10, 1.11, using [L3, 4.8(c) ].
