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O ambiente no fundo de poc¸os de petro´leo e´ hostil. Altas presso˜es
e temperaturas frequ¨entemente combinadas com a presenc¸a de fluidos
a´cidos sa˜o um desafio para a instalac¸a˜o de instrumentac¸a˜o de fundo
de poc¸o. Ale´m das condic¸o˜es do ambiente, ha´ a dificuldade de prover
alimentac¸a˜o de energia para esses instrumentos e meios de comuni-
cac¸a˜o com a superf´ıcie. Na˜o menos importante e´ o desafio tecnolo´gico
da medic¸a˜o das vazo˜es de a´gua, o´leo e ga´s em escoamento multifa´sico
com te´cnicas na˜o intrusivas e com baixa perda de pressa˜o. Para com-
pletac¸o˜es em a´guas profundas e especialmente com a cabec¸a do poc¸o
instalada no fundo do mar (a´rvore de Natal molhada), uma operac¸a˜o
para a troca de um instrumento de fundo de poc¸o pode significar custos
da ordem de ate´ dezenas de milho˜es de do´lares. Esta situac¸a˜o inibiu
por muito tempo o desenvolvimento de instrumentac¸a˜o para fundo de
poc¸o e possivelmente foi um dos fatores que influenciou o baixo n´ıvel de
pesquisa em modelos e te´cnicas de controle e automac¸a˜o da produc¸a˜o
ja´ que para controlar deve-se medir. Felizmente, nos u´ltimos 10 anos,
tem havido um grande desenvolvimento de instrumentos de medic¸a˜o e
atuac¸a˜o para uso no fundo de poc¸os. Paralelamente ao esforc¸o na a´rea
de instrumentac¸a˜o tem havido avanc¸os no desenvolvimento de te´cnicas
de controle e automac¸a˜o para a produc¸a˜o de petro´leo protagonizados
pelas grandes empresas operadoras. As soluc¸o˜es propostas por cada em-
presa recebem diferentes denominac¸o˜es como Campo Inteligente, Poc¸o
Inteligente, Gerenciamento digital e integrado da produc¸a˜o, etc, mas,
independente da denominac¸a˜o, consistem na aplicac¸a˜o de te´cnicas de
controle, automac¸a˜o e otimizac¸a˜o para o desenvolvimento de um campo
de petro´leo. Frequentemente as soluc¸o˜es propostas sa˜o incipientes e
utilizam heur´ısticas nas tomadas de deciso˜es frente a falta de mode-
los representativos dos processos e da auseˆncia de medic¸a˜o de todas as
varia´veis necessa´rias. Em alguns projetos recentes de desenvolvimento
de campos de petro´leo torna-se evidente que o avanc¸o da tecnologia de
instrumentac¸a˜o de fundo de poc¸o atropelou o desenvolvimento de mo-
delos e algoritmos de controle que na˜o esta˜o preparados para utilizar
as novas medic¸o˜es e capacidade de atuac¸a˜o para a melhoria do con-
trole dos processos de explotac¸a˜o. Nesses casos a empresa operadora
depara-se com o problema de ter mais informac¸a˜o do que pode uti-
lizar. Em algumas instalac¸o˜es modernas a quantidade de informac¸a˜o e´
tanta que a dificuldade e´ determinar quais dados armazenar e em que
taxa de amostragem uma vez que existe uma percepc¸a˜o de que essas
informac¸o˜es na˜o esta˜o sendo utilizadas em toda sua plenitude.
O algoritmo de controle preditivo para sistemas na˜o lineares de-
senvolvido neste trabalho pode utilizar praticamente qualquer tipo de
modelo do processo ja´ que obte´m a representac¸a˜o linearizada do sis-
tema de forma nume´rica. Esta caracter´ıstica deve permitir sua utiliza-
c¸a˜o no controle e otimizac¸a˜o da explotac¸a˜o de reservato´rios utilizando
simulador de reservato´rio como modelo do processo. A dinaˆmica lenta
das principais varia´veis e paraˆmetros do reservato´rio permite tempos
de amostragem ta˜o grande como dias ou ate´ meses o que facilitaria a
aplicac¸a˜o do algoritmo.
Um dos primeiros instrumentos de medic¸a˜o desenvolvidos para in-
stalac¸a˜o em fundo de poc¸o foram os sensores para a medic¸a˜o de pressa˜o
e temperatura (PDG) que hoje sa˜o instalados em praticamente todos
os novos poc¸os mar´ıtimos no Brasil.
O trabalho trata do desenvolvimento de modelos e te´cnicas de
controle para elevac¸a˜o de fluido multifa´sicos abordando a elevac¸a˜o ar-
tificial por injec¸a˜o cont´ınua de ga´s (GLC) e a elevac¸a˜o de flu´ıdo em
riser submarino. A elevac¸a˜o por GLC e´ um dos me´todos de elevac¸a˜o
artificial mais utilizados no Brasil respondendo por mais de 70 % da
produc¸a˜o do petro´leo nacional. Os desenvolvimentos pressupo˜em que
os poc¸os operando via GLC disponham da medic¸a˜o da pressa˜o e tem-
peratura de fundo dos poc¸os, da medic¸a˜o da vaza˜o de injec¸a˜o de ga´s e
da existeˆncia de chokes de injec¸a˜o de ga´s com atuac¸a˜o automa´tica.
As contribuic¸o˜es do trabalho sa˜o
• o desenvolvimento de modelos para utilizac¸a˜o na descric¸a˜o fenome-
nolo´gica, otimizac¸a˜o e controle do processo de elevac¸a˜o por GLC,
• desenvolvimento de um algoritmo de controle MPC distribu´ıdo,
• desenvolvimento de um algoritmo MPC pra´tico para sistemas na˜o
lineares,
• aplicac¸a˜o de otimizac¸a˜o e controle a um grupo de poc¸os operando
via GLC e
• a aplicac¸a˜o de controle na operac¸a˜o de um riser submarino.
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The environment at the bottom of oil wells is hostile. High pressures
and temperatures combined with the presence of acid fluids are a chal-
lenge for the installation of downhole instruments. Besides the environ-
ment conditions, there is a difficulty to provide power for the instru-
ments and means of communication to the surface. Not less important
is the technological challange for measuring the flow-rates of oil, wa-
ter and gas in multiphase flow with non intrusive techniques with low
pressure losses. For deep water completions and specially with the well
production head at the sea bottom (wet xmas-tree completion), an op-
eration to replace a faulty downhole instrument may cost up to tens of
million dollars. For a long time this situation inhibited the development
of downhole instruments and it is likely the cause for the low level of
research on models and techniques for the control and automation of
oil production since to control it is necessary to measure. Fortunately
in the last 10 years there has been a big development of instrumenta-
tion for measuring and actuation for downhole wells. Parallel to the
effort in the area of instrumentation there has been advances in de-
veloping techniques of control and automation for the oil production
under the leadership of the major operating companies. The solutions
proposed by these companies receive different names as Inteligent Field
Technology, Smar Well Technology, Digital and Integrated Oilfied Man-
agement, etc, but, regardless of denomination, are the implementation
of control techniques, automation and optimization to develop an oil
field.
Quite often the proposed solutions are only incipient and use
heuristics in making decisions due to the lack of representative pro-
cess models and complete measurements of all variables.
In some modern oilfield development projects it becomes evident
that advances in downhole instrumentation technology ran over the de-
velopment of models and control algorithms that are not ready to use
the new measurements and actuation capacity to improve the exploita-
tion process. In this case the operating oil company faces the problem
of having more information than it can use. In some modern facilities
the amount of information is such that often the difficulty is determin-
ing what data to store and what sampling rate to adopt, as there is a
perception that this information is not being used in all its fullness.
The model based predictive control algorithm for nonlinear sys-
tems developed in this work can use practically any kind of process
model since it derives a linearized representation of the system numeri-
cally. This characteristic should allows its application in controlling and
optimizing the exploitation of reservoirs using a reservoir simulator as
the system model. The slow dynamics of the main reservoir variables
and parameters allows sampling times as big as days or even months
which would facilitate the implementation of the algorithm.
One of the first downhole instruments developed were the tem-
perature and pressure downhole gages (PDG) that are being installed
today in nearly all new offshore wells in Brasil. This work deals with
the development of models and control techniques for multiphase flow
lift approaching the gas-lift method and the fluid elevation in subma-
rine risers. More than 70% of the oil production in Brazil is realized
using ccontinuous gas-lift (GLC) as the artificial lift method. The de-
velopments assume that the wells operating with gas-lift have downhole
pressure and temperature measurements, gas injection flow-rate mea-
surements and automated injection chokes.
The contributions of this work are
• development of gas-lift models for the phenomenological descrip-
tion of the process, optimization and process control,
• development of an algorithm for distributed MPC,
• development of an algorithm MPC for nonlinear systems,
• application of control and optimization for a group of wells oper-
ating with gas-lift,
• application of control for the operation of a submarine riser.
Glossa´rio
A´rvore de Natal - Conjunto de equipamentos como va´lvulas e
conexo˜es instalados na cabec¸a do poc¸o cuja func¸a˜o principal
e´ possibilitar o escoamento para fora ou para dentro do poc¸o.
BSW - Basic sediments and water.
Cabec¸a do poc¸o - O sistema de conexo˜es, va´lvulas e adap-
tadores variados que proporcionam o controle da pressa˜o de
um poc¸o de produc¸a˜o.
Canhoneados - Regia˜o do revestimento onde foi realizado
operac¸a˜o de canhoneio visando estabelecer comunicac¸a˜o hi-
dra´ulica entre o poc¸o e a formac¸a˜o.
Choke - Dispositivo que incorpora um orif´ıcio, utilizado para
ajustar vaza˜o ou pressa˜o.
Completac¸a˜o - Conjunto de operac¸o˜es realizadas depois da
perfurac¸a˜o do poc¸o que visam colocar o poc¸o em produc¸a˜o.
Depletado - Reservato´rio cuja pressa˜o caiu abaixo da pressa˜o
original devido a produc¸a˜o de fluidos.
Explotac¸a˜o - Explorac¸a˜o econoˆmica de um campo petrol´ıfero.
Explorac¸a˜o - Fase inicial das operac¸o˜es de petro´leo que in-
cluem a gerac¸a˜o de um prospecto e a perfurac¸a˜o de um poc¸o
explorato´rio.
Fluido subsaturado - Fluido que na pressa˜o e temperatura
em que se encontra e´ 100% l´ıquido.
Gas lift manifold - Sec¸a˜o de duto que recebe ga´s da unidade
de compressa˜o e de onde saem dutos que alimentam os poc¸os
operando via gas lift cont´ınuo.
GOR - Gas Oil Ratio.
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Packer - Elemento instalado dentro do poc¸o revestido que
permite isolar o espac¸o anular revestimento-tubo de pro-
duc¸a˜o do tubo de produc¸a˜o.
Perfilagem - Conjunto de registros de dados da formac¸a˜o
obtidos por meio de ferramentas descidas no interior do poc¸o.
Revestimento ou casing - Tubos de ac¸o de em sec¸o˜es de
aproximadamente 12 metros utilizados para fazer o isola-
mento do poc¸o com a formac¸a˜o.
Slick line - Operac¸a˜o onde ferramentas sa˜o descidas dentro
do poc¸o na extremidade de um cabo de ac¸o para realizar
operac¸o˜es como assentamento de va´lvulas de gas-lift, movi-
mentar sliding-sleeves, etc.
Sliding Sleeve - Luva deslizante que permite bloquear ou
abrir para fluxo uma zona do poc¸o.
Tubos de produc¸a˜o ou tubing - Tubos de ac¸o instalados no
interior dos poc¸os revestidos por onde fluem os fluidos pro-
duzidos ou injetados.
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Cap´ıtulo 1
Introduc¸a˜o
O ambiente no fundo de poc¸os de petro´leo e´ hostil. Altas presso˜es
e temperaturas frequentemente combinadas com a presenc¸a de flu-
idos a´cidos sa˜o um desafio para a instalac¸a˜o de instrumentac¸a˜o de
fundo de poc¸o. Ale´m das condic¸o˜es do ambiente, ha´ a dificuldade
de prover alimentac¸a˜o de energia para esses instrumentos e meios
de comunicac¸a˜o com a superf´ıcie. O desenvolvimento de sensores
de pressa˜o, temperatura, vaza˜o e acelerac¸a˜o baseados na tecnolo-
gia de fibra o´tica permite a utilizac¸a˜o de instrumentos que na˜o
necessitam de energia ele´trica para seu funcionamento. Tanto os
sensores como a transmissa˜o da informac¸a˜o funciona com um feixe
de luz viajando no interior da fibra e dos sensores. Esta tecnologia
permite a aquisic¸a˜o de medic¸o˜es imunes ao ru´ıdo eletromagne´tico
e oferece seguranc¸a intr´ınsica de forma natural. Infelizmente a
dificuldade de se fabricar sistemas de conexa˜o e desconexa˜o de
fibras-o´ticas em a´guas profundas tem inibido a utilizac¸a˜o desta
tecnologia neste ambiente.
Na˜o menos importante e´ o desafio tecnolo´gico da medic¸a˜o das
vazo˜es de a´gua, o´leo e ga´s em escoamento multifa´sico com te´c-
nicas na˜o intrusivas e com baixa perda de pressa˜o. A ocupac¸a˜o
de um duto pelas frac¸o˜es de a´gua, o´leo e ga´s e as velocidades
dessas frac¸o˜es variam conforme o padra˜o de escoamento, fazendo
da medic¸a˜o das vazo˜es individuais um problema complexo quando
se quer garantir passagem plena no duto. Va´lvulas para fundo
de poc¸o com acionamento na superf´ıcie esta˜o sendo instaladas em
novos poc¸os e podem trazer grandes benef´ıcios na implementac¸a˜o
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de estrate´gias de produc¸a˜o em completac¸a˜o de poc¸os com mu´lti-
plas zonas produtoras. O me´todo convencional utilizado para o
controle da produc¸a˜o individual de cada zona exigia em alguns
casos a realizac¸a˜o de perfilagens para a determinac¸a˜o das vazo˜es
produzidas por cada zona seguida de operac¸o˜es corretivas. Es-
sas operac¸o˜es corretivas podiam ser operac¸o˜es de slik-line para
atuar va´lvulas do tipo sliding-sleeve ou intervenc¸a˜o no poc¸o com
sonda para isolamento permanente de uma zona. Mesmo assim
as soluc¸o˜es eram do tipo on-off enquanto atualmente, a dispo-
nibilidade de medic¸a˜o e atuac¸a˜o permite o controle cont´ınuo das
vazo˜es produzidas por cada zona produtora do poc¸o.
Poc¸os injetores em mu´ltiplas zonas podem tambe´m se beneficiar
com o controle em tempo real da vaza˜o de injec¸a˜o por zona. Na
auseˆncia dessas va´lvulas perfis de injec¸a˜o tem de ser realizados
periodicamente e dependendo da avaliac¸a˜o do perfil de injec¸a˜o
pode se decidir por reequipar o poc¸o com novos chokes a fim de
estabelecer a distribuic¸a˜o de injec¸a˜o desejada. Isto requer a ope-
rac¸a˜o com sondas com custos proibitivos em ambiente de a´guas
profundas.
Para completac¸o˜es em a´guas profundas e especialmente com a
cabec¸a do poc¸o instalada no fundo do mar (a´rvore de Natal mol-
hada), uma operac¸a˜o para a troca de um instrumento de fundo de
poc¸o pode significar custos da ordem de ate´ dezenas de milho˜es de
do´lares. Esta situac¸a˜o inibiu por muito tempo o desenvolvimento
de instrumentac¸a˜o para fundo de poc¸o e possivelmente, foi um
dos fatores que influenciou o baixo n´ıvel de pesquisa em mode-
los e te´cnicas de controle e automac¸a˜o da produc¸a˜o, ja´ que para
controlar deve-se medir. Felizmente, nos u´ltimos 10 anos, tem
havido um grande desenvolvimento de instrumentos de medic¸a˜o e
atuac¸a˜o para uso no fundo de poc¸os. Paralelamente ao esforc¸o na
a´rea de instrumentac¸a˜o tem havido avanc¸os no desenvolvimento
de te´cnicas de controle e automac¸a˜o para a produc¸a˜o de petro´leo
protagonizados pelas grandes empresas operadoras. As soluc¸o˜es
propostas por cada empresa recebem diferentes denominac¸o˜es tais
como Campo Inteligente, Poc¸o Inteligente, Gerenciamento Digi-
tal e Integrado da Produc¸a˜o, etc, mas, independente da denomi-
nac¸a˜o, consistem na aplicac¸a˜o de te´cnicas de controle, automac¸a˜o
e otimizac¸a˜o para o desenvolvimento de um campo de petro´leo,
[2], [3], [4], [5], [6], [7], [8], [9], [10].
Frequentemente as soluc¸o˜es propostas sa˜o incipientes e utilizam
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heur´ısticas nas tomadas de deciso˜es frente a falta de modelos rep-
resentativos dos processos e da auseˆncia de medic¸a˜o de todas as
varia´veis necessa´rias. Em alguns projetos recentes de desenvolvi-
mento de campos de petro´leo torna-se evidente que o avanc¸o da
tecnologia de instrumentac¸a˜o de fundo de poc¸o atropelou o de-
senvolvimento de modelos e algoritmos de controle que na˜o esta˜o
preparados para utilizar as novas medic¸o˜es e capacidade de at-
uac¸a˜o para a melhoria do controle dos processos de explotac¸a˜o.
Na˜o e´ incomum nesses casos acontecer a situac¸a˜o onde as empre-
sas operadoras depararam-se com o problema de ter mais infor-
mac¸o˜es do que podem utilizar. Em algumas instalac¸o˜es modernas
a quantidade de informac¸a˜o e´ tanta que a dificuldade e´ determi-
nar quais dados armazenar e em que taxa de amostragem. Existe
uma percepc¸a˜o de que essas informac¸o˜es na˜o esta˜o sendo uti-
lizadas em toda sua plenitude. Ha´ de se observar entretanto que
a maioria dos poc¸os existentes seguem funcionando com o mı´-
nimo de instrumentac¸a˜o na superf´ıcie e nenhuma instrumentac¸a˜o
de fundo de poc¸o. Os custos para a instalac¸a˜o da instrumentac¸a˜o
nesses poc¸os, principalmente em a´guas profundas e´ elevad´ıssimo.
Mesmo a instalac¸a˜o de instrumentos de superf´ıcie pode tornar-se
invia´vel devido a necessidade de parada da produc¸a˜o do poc¸o,
o que exige uma estrate´gia de agendamento em func¸a˜o de uma
eventual parada do poc¸o para servic¸o de manutenc¸a˜o.
Como acontece em muitos processos, a explotac¸a˜o de um campo
de petro´leo na˜o pode ser feita de forma eficiente em malha aberta.
No caso do processo de produc¸a˜o de petro´leo tem-se um incentivo
ainda maior para a aplicac¸a˜o de controle pois o processo esta´ em
constante mudanc¸a.
Por maiores que tenham sido os avanc¸os nas te´cnicas de mode-
lagem de reservato´rios baseados em aquisic¸a˜o, tratamento e in-
terpretac¸a˜o de dados de s´ısmica, perfilagens, testes de formac¸a˜o,
etc, na˜o se conhece totalmente o campo de petro´leo que se ex-
plora. O conhecimento vai se aprimorando na medida em que
novos poc¸os sa˜o perfurados e colocados em produc¸a˜o. Ainda as-
sim, seja qual for o modelo considerado, poc¸os sa˜o perfurados e
sua operac¸a˜o tem de ser o´tima dentro deste cena´rio. O conceito
de malha lenta e ra´pida expressa bem a situac¸a˜o [2]. A malha
lenta e´ onde se modela o reservato´rio, decide-se pela locac¸a˜o de
novos poc¸os, faz-se ana´lise de risco de investimentos, etc. A malha
ra´pida e´ a malha da automac¸a˜o dos me´todos de elevac¸a˜o artifi-
cial, da completac¸a˜o inteligente, da otimizac¸a˜o da produc¸a˜o, etc.
Introduc¸a˜o 4
Espera-se que a troca de informac¸o˜es entre as duas malhas seja a
chave para uma explotac¸a˜o otimizada do reservato´rio. Para isto
se faz necessa´rio uma melhoria considera´vel na conectividade, dis-
ponibilidade de informac¸o˜es e desenvolvimento de metodologias
que possam refinar os modelos dos reservato´rios em func¸a˜o da
entrada de novos dados. As tomadas de deciso˜es estara˜o rela-
cionadas principalmente com vazo˜es de a´gua, o´leo e ga´s e muito
frequentemente em escoamento multifa´sico. O controle de escoa-
mento multifa´sico pode contribuir, por exemplo, na produc¸a˜o de
petro´leo em risers submarinos ou na operac¸a˜o de poc¸os com el-
evac¸a˜o por injec¸a˜o cont´ınua de ga´s (GLC), um dos me´todos de
elevac¸a˜o artificial de petro´leo mais utilizados no Brasil.
Na medida em que as novas descobertas de campos petrol´ıferos
no Brasil se deslocam para longe da costa, como e´ o caso dos cam-
pos do pre´-sal, fica cada vez mais importante o desenvolvimento
de te´cnicas de controle e otimizac¸a˜o que contribuam para o de-
senvolvimento de um sistema de operac¸a˜o remota das unidades
de produc¸a˜o que, na contingeˆncia de uma falha de comunicac¸a˜o,
possa operar a unidade de forma segura, o´tima e autoˆnoma por
algum tempo. A literatura sobre controle e otimizac¸a˜o da ope-
rac¸a˜o de poc¸os operando com elevac¸a˜o via GLC e´ vasta mas
os problemas tratados diferem em func¸a˜o das caracter´ısticas dos
poc¸os sendo considerados. No Brasil mais de 70% da produc¸a˜o
de petro´leo e´ proveniente de a´guas profundas e realizada com
elevac¸a˜o por GLC. Neste ambiente os custos de perfurac¸a˜o, com-
pletac¸a˜o e operac¸a˜o dos poc¸os e´ muito elevado fazendo com que
somente aqueles poc¸os com considera´vel produc¸a˜o sejam comple-
tados. Todos os esforc¸os sa˜o feitos no sentido de garantir que
os insumos necessa´rios para a operac¸a˜o o´tima dos poc¸os estejam
dispon´ıveis incluindo a compressa˜o e tratamento de ga´s para uti-
lizac¸a˜o nos poc¸os operando via GLC. Os poc¸os atuais na˜o dispo˜em
de choke de produc¸a˜o com acionamento automa´tico e somente
nos u´ltimos anos iniciou-se um esforc¸o para instalar chokes de in-
jec¸a˜o automa´ticos nos poc¸os operando via GLC. Nos u´ltimos dez
anos tem havido tambe´m um esforc¸o na instalac¸a˜o de medidores
de pressa˜o e temperatura de fundo de poc¸o (Permanent Down-
hole Gage). Muito mais recentemente tem havido a completac¸a˜o
de alguns poc¸os com completac¸a˜o inteligente onde sa˜o instalados
medidores de pressa˜o, temperatura e vaza˜o ale´m de va´lvulas com
acionamento hidra´ulico ou ele´trico a partir da superf´ıcie.
O cena´rio sobre o qual desenvolve-se este trabalho consiste de
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poc¸os com choke de produc¸a˜o manual mas com choke de injec¸a˜o
de ga´s automa´tico e com medic¸a˜o da pressa˜o e temperatura de
fundo.
Este trabalho procura contribuir em duas a´reas distintas; i) desen-
volvimento de modelos para utilizac¸a˜o no controle e otimizac¸a˜o
de poc¸os operando via GLC e ii) desenvolvimento de te´cnicas de
controle para aplicac¸a˜o em unidades de produc¸a˜o de petro´leo.
Com relac¸a˜o a` primeira contribuic¸a˜o procura-se desenvolver mo-
delos fenomenolo´gicos mais simples do que aqueles utilizados por
simuladores comerciais para determinar os diferentes comporta-
mentos dinaˆmicos do poc¸o em func¸a˜o de suas principais carac-
ter´ısticas. Desenvolve-se tambe´m modelos de regime permanente
para utilizac¸a˜o na otimizac¸a˜o da distribuic¸a˜o de ga´s dispon´ıvel
e por u´ltimo um modelo para utilizac¸a˜o em controle baseado na
representac¸a˜o Hammerstein que preserva a relac¸a˜o de regime per-
manente e introduz um comportamento dinaˆmico aproximado.
As contribuic¸o˜es no desenvolvimento de te´cnicas de controle sa˜o
duas: i) desenvolve-se uma te´cnica para a aplicac¸a˜o de controle
preditivo distribu´ıdo que permite o tratamento de restric¸o˜es em
entradas e sa´ıdas. A ideia e´ poder implementar o controle de
poc¸os de forma distribu´ıda em trabalhos futuros. ii) Propo˜e-se um
algoritmo pra´tico de controle preditivo baseado em modelo para
sistemas na˜o lineares (PNMPC). O algoritmo desenvolvido pode
utilizar praticamente qualquer forma de modelo ja´ que a represen-
tac¸a˜o linearizada das predic¸o˜es e´ obtida de forma nume´rica. Esta
caracter´ıstica deve permitir sua utilizac¸a˜o no controle e otimiza-
c¸a˜o da explotac¸a˜o de reservato´rios utilizando simulador de reser-
vato´rio como modelo do processo. A natureza lenta da evoluc¸a˜o
das principais varia´veis e paraˆmetros do reservato´rio permite tem-
pos de amostragem ta˜o grande como dias ou ate´ meses o que fa-
cilitaria a aplicac¸a˜o do algoritmo. O trabalho contribui tambe´m
com a aplicac¸a˜o de te´cnicas de controle e otimizac¸a˜o sobre um
sistema constitu´ıdo de um manifold de gas lift e poc¸os operando
via injec¸a˜o cont´ınua de ga´s. Uma primeira abordagem mostra a
aplicac¸a˜o de controle com o objetivo de otimizar a produc¸a˜o e
estabilizar a pressa˜o no manifold de gas lift sem atuar na estabi-
lizac¸a˜o da dinaˆmica dos poc¸os. Uma segunda abordagem apresen-
tada consiste na aplicac¸a˜o do algoritmo PNMPC a um manifold
de gas lift e um grupo de poc¸os com o objetivo de otimizar a
produc¸a˜o, estabilizar a pressa˜o no manifold e minimizar as os-
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cilac¸o˜es na vaza˜o de produc¸a˜o no fundo dos poc¸os. Para finalizar
aplicam-se te´cnicas de controle de estrutura varia´vel na produc¸a˜o
de petro´leo e ga´s em um riser submarino com o objetivo de es-
tabilizar a produc¸a˜o com o mı´nimo de queda de pressa˜o no choke
de superf´ıcie.
1.1 Objetivos do Trabalho
O objetivo deste trabalho e´ contribuir com o desenvolvimento de
modelos e te´cnicas de controle e automac¸a˜o para a elevac¸a˜o de
fluido multifa´sicos. A eˆnfase principal e´ na automac¸a˜o e controle
de poc¸os operando por Injec¸a˜o Cont´ınua de Ga´s (GLC) e na es-
tabilizac¸a˜o do escoamento em risers submarinos de produc¸a˜o.
1.2 Organizac¸a˜o do Trabalho
No cap´ıtulo 2 apresenta-se o me´todo de elevac¸a˜o artificial via
injec¸a˜o cont´ınua de ga´s, GLC e treˆs diferentes abordagens para a
modelagem do processo.
No cap´ıtulo 3 apresenta-se uma te´cnica para a aplicac¸a˜o de con-
trole preditivo baseado em modelo de forma distribu´ıda onde ex-
iste um agente para cada ac¸a˜o de controle. Esses agentes execu-
tam um mesmo tipo de algoritmo cuja instanciac¸a˜o depende dos
relacionamentos com os agentes vizinhos o que e´ dependente do
tipo de acoplamento existente no processo sendo controlado. As
ac¸o˜es de controle sa˜o obtidas depois de um determinado nu´mero
de troca de informac¸o˜es entre os agentes. O sistema desenvolvido
e´ capaz de tratar as restric¸o˜es t´ıpicas como limitac¸o˜es nas vari-
ac¸o˜es da ac¸a˜o de controle entre tempos de amostragem, nos valo-
res ma´ximo e mı´nimo das ac¸o˜es de controle e nos valores ma´ximo
e mı´nimo das sa´ıdas.
O cap´ıtulo 4 descreve o desenvolvimento do algoritmo de con-
trole MPC Pra´tico para sistemas na˜o lineares. Apresenta-se ini-
cialmente uma forma geral de representar as predic¸o˜es de forma
linearizada que serve tanto para sistema lineares como na˜o linea-
res. Na sequeˆncia desenvolve-se um me´todo que visa melhorar a
predic¸a˜o utilizando-se um procedimento de dois passos que obte´m
uma linearizac¸a˜o com qualidade pro´xima a uma linearizac¸a˜o por
Introduc¸a˜o 7
Taylor de segunda ordem. Desenvolve-se ainda um me´todo para
tratar erros de modelagem e ru´ıdo e uma forma de introduzir a de-
manda por estabilidade na func¸a˜o objetivo. O me´todo e´ aplicado
com sucesso a alguns sistemas apresentados na literatura.
No cap´ıtulo 5 discute-se a aplicac¸a˜o de te´cnicas de controle e
otimizac¸a˜o da produc¸a˜o de poc¸os operando via GLC. Uma primeira
abordagem desconsidera a dinaˆmica dos poc¸os e propo˜e uma te´c-
nica que estabiliza a pressa˜o no manifold de gas lift e, utilizando
os desenvolvimentos de modelos apresentados no cap´ıtulo 2 garante
a operac¸a˜o dos poc¸os ocorrendo de forma o´tima sob uma deter-
minada me´trica. Uma segunda abordagem utiliza a modelagem
desenvolvida no cap´ıtulo 2 e aplica a te´cnica de controle predi-
tivo para sistemas na˜o lineares desenvolvida no cap´ıtulo 4 a um
sistema constitu´ıdo de um manifold de gas lift e 4 poc¸os. O ob-
jetivo de controle e´ estabilizar a pressa˜o no manifold, minimizar
as oscilac¸o˜es na vaza˜o de produc¸a˜o do fundo dos poc¸os e otimizar
a produc¸a˜o para a vaza˜o de ga´s dispon´ıvel.
No cap´ıtulo 6 discute-se o Controle de escoamento em risers sub-
marinos. A elevac¸a˜o de flu´ıdo multifa´sico em risers submarino
pode ser afetada por um fenoˆmeno conhecido como golfada sev-
era induzida pelo terreno. Este fenoˆmeno pode acontecer em de-
terminadas geometrias do riser e vazo˜es de l´ıquido e ga´s. Para
uma determinada geometria de riser consistindo de uma parte
horizontal no fundo do mar e de uma parte vertical ou inclinada,
pode acontecer uma acumulac¸a˜o de l´ıquido na regia˜o de tran-
sic¸a˜o horizontal-vertical. Esta acumulac¸a˜o provoca uma restri-
c¸a˜o a subida do ga´s que se acumula aumentando a pressa˜o neste
ponto. Quando esta pressa˜o atinge um determinado valor o ga´s
acumulado desloca o fluido a jusante e o riser e´ dominado por
ga´s baixando a pressa˜o de fundo. O l´ıquido comec¸a novamente a
se acumular e um novo processo se inicia. Na superf´ıcie tem-se
a produc¸a˜o na forma de golfadas alternadas dominadas por liq-
uido ou gas. Este tipo de escoamento prejudica o processo de
separac¸a˜o ale´m de contribuir para a fadiga do pro´prio riser. O
trabalho propo˜e algumas te´cnicas de controle para estabilizar o
escoamento.
Apresenta-se no final de cada cap´ıtulo uma sec¸a˜o com concluso˜es
e desenvolvimentos futuros e no cap´ıtulo 7 uma discussa˜o geral
sobre as contribuic¸o˜es e poss´ıveis desenvolvimentos.
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Cap´ıtulo 2
Elevac¸a˜o Artificial via
Injec¸a˜o Cont´ınua de
Ga´s
Este cap´ıtulo apresenta o processo de produc¸a˜o de petro´leo uti-
lizando Elevac¸a˜o Artificial do Tipo Injec¸a˜o Cont´ınua de Ga´s (GLC).
Faz uma revisa˜o bibliogra´fica sobre os trabalhos na a´rea de mod-
elagem do processo, apresenta algumas abordagens para a mode-
lagem do processo e apresenta comparac¸o˜es com resultados obti-
dos com o software OLGA2000MR.
Elevac¸a˜o Artificial e´ a denominac¸a˜o para as te´cnicas que aux-
iliam a elevac¸a˜o de fluido do interior de poc¸os de petro´leo. A
Elevac¸a˜o Artificial e´ normalmente adotada quando a pressa˜o do
reservato´rio na˜o e´ mais suficiente para elevar o fluido produzido
pela formac¸a˜o ate´ a superf´ıcie. Entretanto estrate´gias moder-
nas de explotac¸a˜o podem empregar me´todos de elevac¸a˜o artifi-
cial antes que este esta´gio de depletac¸a˜o do reservato´rio seja al-
canc¸ado. Existem diversos me´todos de elevac¸a˜o artificial sendo
que os mais comuns sa˜o:
– Bombeio Mecaˆnico com Bomba de Haste Flex´ıvel (BM)
– Bombeio Mecaˆnico com Bomba de Cavidade Progressiva (BCP)
– Bombeio com Bomba Ele´trica Centr´ıfuga Submersa (BCS)
– Injec¸a˜o Cont´ınua de Ga´s (GLC)
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– Injec¸a˜o Intermitente de Ga´s (GLI)
A maioria desses me´todos sa˜o apresentados em [11]. Nesta tese
abordaremos somente a elevac¸a˜o por injec¸a˜o cont´ınua de ga´s,
GLC.
2.1 O Processo de Elevac¸a˜o por Injec¸a˜o
Cont´ınua de Ga´s - GLC
A Elevac¸a˜o por Injec¸a˜o Cont´ınua de Ga´s (GLC) ou gas lift uti-
liza a injec¸a˜o de ga´s em um ponto mais baixo da coluna de pro-
duc¸a˜o de forma que a mistura ga´s-l´ıquido presente na coluna de
produc¸a˜o exerc¸a um pressa˜o na frente dos canhoneados inferior
a` pressa˜o do reservato´rio. Desta forma a mistura ga´s-l´ıquido e´
produzida na superf´ıcie e direcionada a um separador a´gua-o´leo-
ga´s. O ga´s produzido (ou parte do ga´s dependendo do poc¸o)
e´ tratado e recomprimido para reutilizac¸a˜o no processo de el-
evac¸a˜o. A figura 2.1 mostra o princ´ıpio de funcionamento do
me´todo de Elevac¸a˜o por GLC. A vaza˜o de ga´s injetado, contro-
lada pela Va´lvula de Injec¸a˜o de Ga´s na superf´ıcie, desce pelo
espac¸o anular revestimento-tubo de produc¸a˜o e entra no tubo de
produc¸a˜o pela va´lvula operadora de gas lift tipicamente alojada
em um tubo especial chamado mandril de gas lift. Depois de
passar pela va´lvula de gas lift o ga´s sobe no interior do tubo de
produc¸a˜o e ao gaseificar o l´ıquido no seu interior diminui a pressa˜o
exercida na frente dos canhoneados. A diferenc¸a de pressa˜o entre
a pressa˜o de formac¸a˜o e a pressa˜o exercida pelo peso da coluna de
l´ıquido gaseificado permite a produc¸a˜o da mistura. Os poc¸os com-
pletados para operac¸a˜o com injec¸a˜o cont´ınua de ga´s sa˜o em geral
equipados com uma se´rie de va´lvulas de gas lift distribu´ıdas ao
longo da coluna de produc¸a˜o. Exceto pela va´lvula localizada no
fundo, as demais va´lvulas sa˜o utilizadas para a partida do poc¸o
ou kick-off. Estas va´lvulas permitem que o tubo de produc¸a˜o
seja gaseificado sequencialmente atrave´s da abertura sequencial
das va´lvulas de cima para baixo. No final do processo de partida
a u´nica va´lvula que permite a entrada de ga´s no interior do tubo
de produc¸a˜o e´ a va´lvula localizada mais profundamente tambe´m
conhecida como va´lvula operadora. Ale´m da va´lvula operadora,
uma va´lvula de controle da injec¸a˜o de ga´s e um choke instalados
na linha de injec¸a˜o e produc¸a˜o respectivamente sa˜o tambe´m parte
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Figura 2.1: Elevac¸a˜o por Injec¸a˜o Cont´ınua de Ga´s
do sistema de controle do poc¸o. As va´lvulas de gas lift sa˜o con-
struc¸o˜es mecaˆnicas normalmente instaladas dentro de um tubo de
produc¸a˜o especial chamado mandril de gas lift. Na maioria dos
casos estas va´lvulas sa˜o projetadas de forma a permitirem sua
retirada do mandril de gas lift para manutenc¸a˜o atrave´s de uma
operac¸a˜o de slick line.
Devido ao custo muito alto na intervenc¸a˜o dos poc¸os completados
com cabec¸a de poc¸o instaladas no fundo do mar, alguns poc¸os sa˜o
equipados sem as va´lvulas de descarga ja´ que estas poderiam fal-
har. Nestes casos a u´nica va´lvula presente e´ a va´lvula operadora.
Um gra´fico do relacionamento em regime permanente t´ıpico entre
a vaza˜o ma´ssica de ga´s de injec¸a˜o Qi, a vaza˜o de l´ıquido produzido
Ql e a pressa˜o na frente dos canhoneados Pwf e´ mostrado na figura
2.2. Observa-se que as curvas tem uma inclinac¸a˜o pronunciada
para pequenas vazo˜es de injec¸a˜o de ga´s devido a predominaˆncia
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Qliq
Pwf
Regiãode Interesse
Econômico
Q - Vazão Mássica de Injeção de Gási
Q =f(Q )liq i
P =f(Q )wf i
Figura 2.2: Curva T´ıpica da Vaza˜o de L´ıquido e Pressa˜o na frente dos
Canhoneados x Vaza˜o Ma´ssica de Ga´s de Injec¸a˜o
do efeito da gravidade na queda de pressa˜o no tubo de produc¸a˜o.
Conforme a vaza˜o de injec¸a˜o de ga´s aumenta, cresce a queda de
pressa˜o no tubo de produc¸a˜o devido ao atrito e a inclinac¸a˜o da
curva diminui ate´ atingir-se o ponto P1. Neste ponto qualquer
aumento na vaza˜o do ga´s injetado causara´ um aumento na queda
de pressa˜o devido ao atrito maior do que o decre´scimo devido a
diminuic¸a˜o do peso da mistura ga´s-l´ıquido resultante. O gra´fico
da pressa˜o (Pwf = g(QI)) na frente da zona canhoneada exibe
uma curva que e´ quase uma imagem espelho da curva da vaza˜o de
l´ıquido produzido com o mı´nimo ocorrendo para o mesmo valor
da vaza˜o de injec¸a˜o de ga´s. O controle de um poc¸o operando
via Injec¸a˜o Cont´ınua de Ga´s e´ normalmente realizado de acordo
com uma estrate´gia de otimizac¸a˜o. Embora o ga´s utilizado para
a injec¸a˜o na˜o seja perdido, existe um custo para sua compressa˜o
desde a pressa˜o do separador ate´ a pressa˜o de injec¸a˜o. As frac¸o˜es
de o´leo, a´gua e ga´s produzidas por cada poc¸o tem diferente im-
pacto econoˆmico no processo de produc¸a˜o. A a´gua produzida e´
normalmente tratada antes do descarte, o ga´s e o o´leo produzido
pela formac¸a˜o tem diferentes valores de mercado. Os recursos
dispon´ıveis podem tambe´m impor restric¸o˜es como limites na ca-
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pacidade de separac¸a˜o, transporte e compressa˜o e tera˜o um im-
pacto na distribuic¸a˜o de ga´s comprimido para um grupo de poc¸os.
Diversos trabalhos tem tratado este problema com diferentes te´c-
nicas de otimizac¸a˜o como em [12], [13], [14], [15] e [16]. Do ponto
de vista do controle estas te´cnicas visam a operac¸a˜o do poc¸o den-
tro de uma regia˜o definida da curva Qliq. = f(Qinj) denominada
de Regia˜o de Interesse Econoˆmico. As considerac¸o˜es feitas dizem
respeito ao comportamento esta´tico do sistema. Do ponto de
vista dinaˆmico diversos aspectos devem ser analisados.
A vaza˜o de um poc¸o operando por GLC pode tornar-se bastante
oscilato´ria ao mudar-se a vaza˜o de injec¸a˜o de ga´s ou quando ocor-
rem mudanc¸as na pressa˜o da cabec¸a do poc¸o devido a pertur-
bac¸o˜es causadas pelos processos a jusante do poc¸o. Este compor-
tamento oscilato´rio e´ mais forte quando a queda de pressa˜o no
Tubo de Produc¸a˜o e´ dominada pelo termo devido a gravidade e
tende a diminuir quando o termo devido ao atrito torna-se com-
para´vel. Isto explica a raza˜o para os operadores aumentarem a
vaza˜o de injec¸a˜o de ga´s como um u´ltimo recurso para estabilizar
um poc¸o operando por GLC. Na maioria dos casos esta soluc¸a˜o
na˜o e´ o´tima. Ao contra´rio, dependendo da disponibilidade de ga´s
comprimido, da produc¸a˜o do poc¸o, dos custos envolvidos, o ponto
de operac¸a˜o o´timo pode situar-se bem a esquerda do ponto P1 da
figura 2.2. Ale´m disso a operac¸a˜o dos poc¸os com oscilac¸o˜es sus-
tentadas reduz a produc¸a˜o dos poc¸os em relac¸a˜o a operac¸a˜o sem
oscilac¸o˜es. Sem mencionar os problemas causados pelas oscilac¸o˜es
nos processos de separac¸a˜o. Isto justifica um estudo de modelos
dinaˆmicos que permitam realizar um controle mais eficiente sis-
tema aumentando a produtividade e diminuindo as oscilac¸o˜es.
A modelagem do processo de elevac¸a˜o por GLC apresenta diversas
dificuldades. A principal e´ o fato de que o fenoˆmeno de transporte
de fluido multifa´sico so´ pode ser descrito com rigor por um con-
junto de equac¸o˜es diferenciais parciais e alge´bricas para frac¸o˜es
muito pequenas do tubo onde ocorre o escoamento, vide [17] e [18].
Existem diversos estudos para descrever os diferentes padro˜es de
escoamentos como tipo bolhas, misturado, golfada, anular, etc.,
que podem ocorrer na elevac¸a˜o por GLC conforme [19]. Em geral
busca-se determinar em que condic¸o˜es se desenvolvem esses tipos
de escoamento e quando ocorre a mudanc¸a de um tipo de escoa-
mento para outro, o que torna a descric¸a˜o do processo ainda mais
complexa.
A aplicac¸a˜o da mecaˆnica cla´ssica juntamente com estudos experi-
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mentais sobre as condic¸o˜es para o formac¸a˜o dos diferentes padro˜es
de escoamentos tem sido utilizada para o desenvolvimento de sim-
uladores para processos que envolvem escoamentos multifa´sicos
incluindo a elevac¸a˜o por GLC, vide [20].
Uma dificuldade adicional para a modelagem do processo de el-
evac¸a˜o por GLC e´ a indisponibilidade da medic¸a˜o das principais
varia´veis do processo como as vazo˜es dos diferentes fluidos em
determinados pontos do processo.
2.2 Modelagem do Processo de Elevac¸a˜o
por Injec¸a˜o Cont´ınua de Ga´s
Diversos trabalhos sobre a modelagem e controle de poc¸os operando
por GLC tem sido publicados nos u´ltimos anos [21], [22], [23], [24],
[25], [26], [27], [28], [29], [30]. Em [21] discute-se o comportamento
dinaˆmico obtido com um simulador do processo de elevac¸a˜o por
GLC que contempla o fenoˆmeno heading.
Em [24] e [31] obte´m-se um modelo simplificado, a paraˆmetros
concentrados, do sistema de elevac¸a˜o por GLC utilizando-se equac¸o˜es
de conservac¸a˜o de massa nos diferentes compartimentos do poc¸o.
O modelo proposto e´ representado por
x˙1 = −wgc(x) + wiv(x, u1) (2.1)
x˙2 = wiv(x)− wpg(x, u2)
x˙3 = wr(x)− wpo(x, u2)
onde
x1 = Massa de ga´s no anular
x2 = Massa de ga´s no Tubo de Produc¸a˜o
x3 = Massa de o´leo no Tubo de Produc¸a˜o
wgc = Vaza˜o de ga´s atrave´s da va´lvula operadora de gas
lift
wiv = Vaza˜o de ga´s atrave´s da va´lvula de injec¸a˜o
wpg = Vaza˜o de ga´s atrave´s do choke de produc¸a˜o
wpo = Vaza˜o de o´leo atrave´s do choke de produc¸a˜o
wr(x) = Influxo de o´leo do reservato´rio
u1 = Abertura da va´lvula de Injec¸a˜o de Ga´s
u2 = Abertura do choke de produc¸a˜o.
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Os problemas com este modelo sa˜o diversos. A massa total nos
compartimentos na˜o pode ser medida. O modelo na˜o leva em
conta a componente devido ao atrito no ca´lculo da pressa˜o de
fundo. Ale´m disso os estados na˜o apresentam uma relac¸a˜o di-
reta com as varia´veis comumente medidas na pra´tica que sa˜o as
presso˜es na superf´ıcie e de fundo em alguns casos. Apesar disso
o modelo e´ interessante pela simplicidade e parece um candidato
natural para o sistema.
Os trabalhos [25], [26], [27], contribuic¸o˜es do autor desta tese,
sa˜o propostas onde o controle da dinaˆmica do poc¸o e´ realizado
somente com a manipulac¸a˜o da vaza˜o de injec¸a˜o de ga´s. Supo˜e-
se que a produc¸a˜o e´ entregue a um separador mantido a uma
pressa˜o constante. A proposta na˜o considera a manipulac¸a˜o do
choke de produc¸a˜o de forma deliberada ja´ que na maioria dos
poc¸os em operac¸a˜o na˜o se dispo˜e de chokes automatizados. Ale´m
disso qualquer queda de pressa˜o no choke de produc¸a˜o significa
aumento da pressa˜o de fundo e diminuic¸a˜o da produc¸a˜o.
Diversos modelos lineares relacionando a vaza˜o ma´ssica na cabec¸a
do poc¸o com a vaza˜o ma´ssica de ga´s injetado sa˜o obtidos em di-
ferentes pontos de operac¸a˜o do sistema. Utilizando estes modelos
projeta-se um controlador robusto para o controle do processo
dentro da regia˜o de interesse econoˆmico. Infelizmente, por razo˜es
de seu alto custo, a medic¸a˜o da vaza˜o ma´ssica na cabec¸a do poc¸o
ainda na˜o e´ utilizada inviabilizando a implementac¸a˜o desta te´c-
nica com a tecnologia de medic¸a˜o de escoamento multifa´sico atual.
Em [28] apresenta-se uma proposta de modelagem do processo
muito interessante e inovadora. Define-se as constantes:
R = Constante do Ga´s Ideal
T = Temperatura do poc¸o
PI = I´ndice de Produtividade do Poc¸o
Pr = Pressa˜o do Reservato´rio
Po = Pressa˜o do Separador
g = Acelerac¸a˜o devido a gravidade
L = Comprimento do Tubo de Produc¸a˜o.
Definem-se as varia´veis:
z = Distaˆncia vertical medida da superf´ıcie em direc¸a˜o ao
fundo do poc¸o.
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rk(t, z) = Frac¸a˜o volume´trica de ga´s, se k = g ou l´ıquido, se
k = l.
x(t, z) = Frac¸a˜o ma´ssica de ga´s.
P (t, z) = Pressa˜o em algum ponto no interior do poc¸o.
xL(t) = Frac¸a˜o ma´ssica de ga´s em z = L.
PL(t) = Pressa˜o em z = L.
ρk(t, z) = Densidade do ga´s, se k = g ou do l´ıquido, se
k = l.
ρm = Densidade da mistura l´ıquido e ga´s.
qk(t, z) = Fluxo ma´ssico de l´ıquido, se k = l ou ga´s se
k = g.
Vk = Velocidade do l´ıquido, se k = l ou do ga´s, se k = g.
Modela-se a pressa˜o de fundo (na frente dos canhoneados) como
P (t, z) = Po +
∫ z
0
ρm(t, ζ)gdζ. (2.2)
Assume-se
ρm = xρg + (1− x)ρl, (2.3)
ρm = ρl + x(ρg − ρl).
Assume-se tambe´m que a temperatura T seja constante, o gradi-
ente de pressa˜o constante igual a Pr−PoL e o comportamento ideal
do ga´s frente a Pressa˜o e Temperatura. Substituindo (2.3) em
(2.2)
P (t, z) = Po + ρlgz +
∫ z
0
x(t, ζ)g(ρ(ζ)− ρl)dζ, (2.4)
P (t, z) = Po + ρlgz +
∫ z
0
x(t, ζ)g(
(L− ζ)Po + ζPr
LRT
− ρl)dζ.
Um resultado interessante e´ a obtenc¸a˜o da expressa˜o de x(t, z).
Partindo-se da equac¸a˜o da mecaˆnica cla´ssica para a conservac¸a˜o
da massa aplicada a um fluido de densidade ρ com velocidade v,
∂ρ
∂t
+
∂(ρv)
∂z
= 0 (2.5)
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pode-se escrever para a frac¸a˜o de ga´s e l´ıquido (considerando na˜o
existir troca de massa entre as fases),
∂(ρgrg)
∂t
+
∂(ρgrgVg)
∂z
= 0, (2.6)
∂(ρlrl)
∂t
+
∂(ρlrlVl)
∂z
= 0.
Define-se a frac¸a˜o ma´ssica de ga´s x como
x =
rgρg
rgρg + rlρl
(2.7)
e adota-se um modelo de relacionamento entre Vg e Vl, onde V∞
e´ a velocidade que adquire uma bolha de ga´s em uma coluna de
l´ıquido,
Vg − Vl =
V∞
rl
. (2.8)
Pode-se combinar as equac¸o˜es (2.6), (2.7) e (2.8) para obter
∂x
∂t
+ Vg
∂x
∂z
= 0 (2.9)
Os autores propo˜em a seguinte soluc¸a˜o para a equac¸a˜o (2.9)
x(t, z) = xL(t−
L− z
Vg
). (2.10)
O significado da expressa˜o (2.10) e´ que a frac¸a˜o de ga´s ao longo
do tubo de produc¸a˜o e´ igual ao valor que ocorreu no fundo do
poc¸o θ = L−zVg segundos atra´s. Para z = L, x(t, L) = x
L(t).
A expressa˜o para P (t, L) dada pela equac¸a˜o (2.4) e´ trabalhada
para eliminar a dependeˆncia de z escrevendo-se
P (t, L) = PL(t) = Po + ρlgL+
∫ t
t−δ
k(t− τ)xL(τ)dτ(2.11)
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onde
δ =
L
Vg
k(t) = Vgg(
tPo + (δ − t)Pr
δRT
− ρl) e
t ∈ [0, δ]. (2.12)
Neste trabalho utiliza-se a o modelo da pressa˜o de fundo para
formular uma lei de controle. A lei de Controle obtida e´ muito
similar a um controle Proporcional e depende do ca´lculo de um
valor para Xref que depende do valor de Pref . Os resultados
obtidos com simulac¸a˜o sa˜o promissores mas o ajuste do contro-
lador na˜o parece simples ale´m de na˜o dispor de ac¸a˜o integral e
por isso dificilmente garantira´ erro nulo em regime permanente.
Por outro lado o modelo obtido para a pressa˜o de fundo, ape-
sar de na˜o incorporar o termo devido ao atrito e´ um resultado
interessante.
PL(t) = Po + ρlgL+
∫ t
0
x(t− τ)g(
tPo + (δ − t)Pr
δRT
− ρl)Vgdτ
para
t ∈ [0, δ] e δ =
L
Vg
(2.13)
2.2.1 Um modelo fenomenolo´gico a paraˆmetros
concentrados
Nesta sec¸a˜o desenvolve-se um modelo fenomenolo´gico para poc¸os
operando por GLC com baixo custo computacional. Utiliza-se o
desenvolvimento realizado por [24], [31] e [28] para obter-se um
modelo que exibe o comportamento dinaˆmico do poc¸o para toda
a faixa de vaza˜o de injec¸a˜o. Diferentemente dos trabalhos cita-
dos, considera-se aqui o atrito no tubo de produc¸a˜o. Existem
dois fenoˆmenos que geram instabilidade em poc¸os operando com
gas lift. O fenoˆmeno mais conhecido e´ o heading que resulta da
interac¸a˜o entre o escoamento no espac¸o anular e no tubo de pro-
duc¸a˜o quando a va´lvula operadora de gas lift opera em regime na˜o
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cr´ıtico. Escoamento cr´ıtico e´ aquele onde a velocidade do fluido e´
superior a velocidade da propagac¸a˜o do som nas condic¸o˜es do es-
coamento. Mantida essa condic¸a˜o, as perturbac¸o˜es na pressa˜o em
um ponto do escoamento na˜o se propagam na direc¸a˜o contra´ria
a direc¸a˜o do escoamento e a vaza˜o depende somente da pressa˜o
a montante. O escoamento de ga´s atrave´s de um orif´ıcio passa a
ser cr´ıtico quando a raza˜o entre a pressa˜o a juzante do orif´ıcio e
a pressa˜o a montante do orif´ıcio e´ menor que rcrit,
rcrit =
(
2
k + 1
) k
k−1
, onde k =
cp
cv
. (2.14)
Na equac¸a˜o 2.14 cp e cv sa˜o respectivamente o calor espec´ıfico
do ga´s a pressa˜o constante e a volume constante. Para metano e
etano o valor de k e´ respectivamente 1, 31 e 1, 20. Para os gases
utilizados no processo de elevac¸a˜o do tipo GLC rcrit tem um valor
da ordem de 0, 55. Na pra´tica se diz que o escoamento e´ cr´ıtico
quando a pressa˜o a jusante e´ igual ou menor do que a metade da
pressa˜o a montante embora isto seja uma aproximac¸a˜o.
O escoamento em va´lvulas operadoras de gas lift do tipo orif´ıcio
ira´ apresentar escoamento cr´ıtico se a raza˜o entre a pressa˜o no
tubo de produc¸a˜o a jusante da va´lvula e a pressa˜o no anular a
montante da va´lvula for menor que rcrit. Neste caso na˜o havera´ o
fenoˆmeno heading pois elimina-se a interac¸a˜o entre o escoamento
no tubo de produc¸a˜o e o escoamento no espac¸o anular.
Manter um escoamento onde a pressa˜o a montante seja aproxi-
madamente o dobro da pressa˜o a jusante torna-se custoso pois a
demanda de poteˆncia depende do produto entre a pressa˜o e vaza˜o.
Ale´m disso existem problemas te´cnicos relacionados com a alta
pressa˜o a que se submetera˜o os equipamentos do poc¸o.
O desenvolvimento de va´lvulas operadoras do tipo Venturi per-
mitiu escoamento supersoˆnico com perda de pressa˜o muito baixa.
Existem va´lvulas no mercado que fornecem escoamento cr´ıtico
com pressa˜o a montante apenas 10% maiores do que a pressa˜o
a jusante da va´lvula. Apesar da utilizac¸a˜o de va´lvulas operado-
ras de gas lift do tipo Venturi observou-se ainda fenoˆmenos os-
cilato´rios em determinados poc¸os e em certas condic¸o˜es de opera-
c¸a˜o. Estas oscilac¸o˜es se devem ao fenoˆmeno denominado density-
wave. Neste fenoˆmeno, mesmo com a vaza˜o ma´ssica de ga´s con-
stante na sa´ıda da va´lvula operadora, desencadeia-se uma os-
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Figura 2.3: Poc¸o operando com Gas-lift
cilac¸a˜o na pressa˜o de fundo.
Um esquema de um poc¸o operando por elevac¸a˜o tipo GLC e´ apre-
sentado na figura 2.3.
As equac¸o˜es que descrevem o escoamento no tubo de produc¸a˜o
sa˜o obtidas com a aplicac¸a˜o da conservac¸a˜o da massa e da quanti-
dade de movimento, [1]. Estas equac¸o˜es descrevem o escoamento
em um elemento de tubo dz. Modelando-se tanto o espac¸o anu-
lar como o tubo de produc¸a˜o, o comportamento do reservato´rio
e utilizando-se as equac¸o˜es de estado para os fluidos envolvidos
pode-se aplicar te´cnicas de integrac¸a˜o para obter-se o comporta-
mento do poc¸o.
Apresenta-se na sequeˆncia um modelo simplificado do processo
que permita uma ana´lise mais ra´pida do comportamento dinaˆmico
do sistema. O trabalho utiliza algumas das ide´ias desenvolvidas
em [32], [24], [31] e [33].
Para a descric¸a˜o deste modelo define-se as varia´veis e paraˆme-
tros apresentados na tabela 2.1 e os subscritos mais utilizados na
tabela 2.2.
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Tabela 2.1: Varia´veis e paraˆmetros utilizados no modelo
S´ımbolo descric¸a˜o
z distaˆncia vertical a partir do fundo
A A´rea do tubo de produc¸a˜o (TP)
M. Massa de ga´s ou l´ıquido
q. Vaza˜o ma´ssica de ga´s ou l´ıquido
x Frac¸a˜o ma´ssica de gas
r. Frac¸a˜o a´rea do TP ocup. por ga´s ou l´ıquido
V∞ Veloc. terminal de uma bolha de ga´s
V. Veloc. da frac¸a˜o ga´s ou l´ıquido
usl =
ql
ρlA
Velocidade superficial de l´ıquido
usg =
qg
ρgA
Velocidade superficial de ga´s
ρ. Densidade do ga´s/l´ıquido
f Fator de atrito
D Diaˆmetro do tubo de produc¸a˜o
L Distaˆncia entre sup. e fundo do poc¸o
g Acelerac¸a˜o da gravidade
M Peso molecular do ga´s
Z Compressibilidade do ga´s
R Constante universal do ga´s ideal
T Temperatura
T. Temperatura na cabec¸a ou fundo
Pr Pressa˜o esta´tica do reservato´rio
pwf Pressa˜o na frente dos canhoneados
pwh Pressa˜o na cabec¸a do poc¸o
Ps Pressa˜o no separador
PI I´ndice de produc¸a˜o
C Constante do choke de produc¸a˜o
σ Constante de tempo
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Tabela 2.2: Subscritos utilizados no modelo
S´ımbolo descric¸a˜o
g ga´s
l l´ıquido
f no fundo do poc¸o
c na cabec¸a do poc¸o
lf l´ıquido no fundo
gf ga´s no fundo
lc l´ıquido na cabec¸a
gc ga´s na cabec¸a
s separador
wh well head
sl superficial de l´ıquido
sg superficial de ga´s
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O modelo proposto e´ apresentado na equac¸a˜o 2.15.
M˙g = qgf − qgc
M˙l = qlf − qlc
˙qlf =
1
σ
[−qlf + PI (Pr − pwf )] (2.15)
O modelo proposto na equac¸a˜o 2.15 baseia-se em treˆs equac¸o˜es
diferenciais ordina´rias. As duas primeiras representam o balanc¸o
de massa de ga´s e de l´ıquido no interior do tubo de produc¸a˜o. A
terceira equac¸a˜o descreve uma dinaˆmica de primeira ordem para
a entrada de l´ıquido no fundo do poc¸o. Esta e´ uma dinaˆmica
simplificada e inspirada no trabalho de Fetkovich na descric¸a˜o do
mecanismo de influxo de a´gua em reservato´rios de o´leo subsatu-
rado, [34].
A fim de simplificar a modelagem, a distaˆncia entre a va´lvula de
gas lift e a zona canhoneada e´ desprezada e a pressa˜o na frente
da frente da va´lvula de gas lift e´ considerada igual a pwf . Ale´m
disso considera-se um poc¸o vertical. Considera-se a vaza˜o de ga´s
entrando diretamente no tubo de produc¸a˜o atrave´s da va´lvula
operadora. Esta considerac¸a˜o representa de certo modo o que
acontece quando se tem escoamento cr´ıtico. Nenhuma dessas sim-
plificac¸o˜es comprometem a generalizac¸a˜o do modelo proposto mas
facilitam a apresentac¸a˜o do mesmo. Pode-se incorporar ao mo-
delo proposto a equac¸a˜o para a conservac¸a˜o da massa de ga´s no
anular e o modelo da va´lvula operadora para obter-se uma rep-
resentac¸a˜o mais geral do processo GLC visando um estudo tanto
do fenoˆmeno heading como do density wave.
Uma varia´vel chave para a modelagem do fenoˆmeno density wave
e´ a frac¸a˜o ma´ssica de ga´s, x, apresentada na equac¸a˜o 2.7 e que
representa a relac¸a˜o entre a massa ocupada pela frac¸a˜o da sec¸a˜o
transversal do duto contendo ga´s pela massa total ocupada pelo
duto.
x =
rgρg
rgρg + rlρl
, (2.16)
onde rg =
Ag
A
,
rl =
Al
A
, e
A = Ag +Al. (2.17)
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Ag e Al sa˜o respectivamente as frac¸o˜es da a´rea da sec¸a˜o transver-
sal do duto ocupada pelo ga´s e pelo l´ıquido.
Ag Al
r
g
r
l
Figura 2.4: Frac¸a˜o ma´ssica de ga´s
As frac¸o˜es rg e rl podem ser utilizadas na equac¸a˜o da conservac¸a˜o
da massa para a fase ga´s e l´ıquido fluindo no tubo de produc¸a˜o,
como
∂ρgrg
∂t
+
∂ρgrgvg
∂z
= 0, (2.18)
∂ρlrl
∂t
+
∂ρlrlvl
∂z
= 0.
Um importante resultado de [33] foi utilizar o modelo de veloci-
dade entre Vg e Vl apresentado na equac¸a˜o 2.19 e as equac¸o˜es
2.7 e 2.18 para encontrar a dinaˆmica de x mostrada pela equac¸a˜o
diferencial parcial 2.20.
Vg = Vl +
V∞
rl
(2.19)
∂x
∂t
+ Vg
∂x
∂z
= 0 (2.20)
Aplicando-se a Transformada de Laplace na equac¸a˜o 2.20 obte´m-
se
sx(z, s)− x(z, 0) + Vg
∂x(z, s)
∂z
= 0. (2.21)
Para simplificar o ca´lculo supo˜e-se, sem perda de generalidade,
que no no tempo t = 0, x(z, 0) = 0 e tem-se
∂x(z, s)
x(z, s)
= −
s
Vg
∂z (2.22)
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Assumindo a origem de z = 0 como o ponto do tubo de produc¸a˜o
na frente da va´lvula de gas lift e z = L como o ponto no tubo de
produc¸a˜o igual a superf´ıcie, pode-se integrar a equac¸a˜o 2.22,∫ z=L
z=0
∂x(z, s)
x(z, s)
= −
∫ z=L
z=0
s
Vg
∂z (2.23)
Como
∫
dy/y = ln y, obte´m-se,
lnx(z, s) |
L
0 = −
L
Vg
s,
ln
(
x(L, s)
x(0, s)
)
= −
L
Vg
s,
x(L, s) = x(0, s)e
− L
Vg
s
, (2.24)
que no domı´nio do tempo pode ser escrita como
xsup(t) = xfundo(t−
L
Vg
). (2.25)
A equac¸a˜o 2.25 expressa o fato que x (gas mass quality) viaja
com a velocidade Vg. Isto significa que o valor de x na superf´ıcie
no instante t e´ o mesmo que o valor de x do fundo no instante t−τ
sendo que τ e´ o tempo que levou para esta propriedade chegar ate´
a superf´ıcie. Para uma velocidade constante do ga´s, temos que
τ = LVg .
A estrate´gia para modelar o comportamento do escoamento no
tubo de produc¸a˜o consiste em descrever as varia´veis pressa˜o, frac¸a˜o
volume´trica de ga´s e l´ıquido, vaza˜o de ga´s e l´ıquido, densidade do
ga´s no fundo e na superf´ıcie. A varia´vel que vai permitir a conexa˜o
entre estes dois pontos de observac¸a˜o e´ a frac¸a˜o ma´ssica de ga´s x.
Assume-se que o sistema parte de um regime permanente esta´vel
com valores definidos para Pwf , ρgf , rgf , xf , Vgf , Vlf , pwh, ρgc,
rgc, Vgc, Vlc, etc.
Estrate´gia para a implementac¸a˜o do modelo
As varia´veis, paraˆmetros e constantes utilizados na modelagem
sa˜o apresentados na tabela 2.1. A implementac¸a˜o do modelo de-
senvolvido foi realizada com um pequeno programa que divide-se
em 3 partes. Na primeira parte calcula-se a relac¸a˜o em regime
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permanente entre Pwf e qgf . Nesta parte do programa determina-
se tambe´m, como sera´ explicado na sequeˆncia, a relac¸a˜o entre a
pressa˜o na cabec¸a do poc¸o e os estados Mg e Ml.
No segundo esta´gio o usua´rio escolhe uma vaza˜o de injec¸a˜o qgf
que caracteriza o funcionamento do poc¸o em regime permanente.
O programa desenvolvido calcula enta˜o todas as condic¸o˜es iniciais
que sera˜o utilizadas na simulac¸a˜o. No terceiro esta´gio aplica-se
uma vaza˜o de injec¸a˜o qgf desejada e o programa calcula a evoluc¸a˜o
das varia´veis de interesse ao longo do tempo futuro definido pelo
usua´rio.
Uma das dificuldades do modelo proposto e´ a determinac¸a˜o dos
valores em regime permanente para Mg e Ml, respectivamente a
massa de ga´s e a massa de l´ıquido no tubo de produc¸a˜o. A estrate´-
gia utilizada para encontrar uma soluc¸a˜o nume´rica que atende
todas as relac¸o˜es em regime permanente para uma determinada
vaza˜o de injec¸a˜o de ga´s qgf constante e´ explicada na sequeˆncia.
Inicia-se o processo com um valor inicial para a pressa˜o de fundo,
por exemplo Pwf = .95Pr. Com este valor calcula-se todas as
varia´veis do fundo de poc¸o,
qlf = PI(Pr − Pwf )
ρgf = pwf
M
RT
Vgf = Vlf +
v∞
rlf
Vl =
qlf
ρlAlf
,
Alf = rlfA,
Vgf =
qlf
ρlrlfA
+
V∞
rlf
,
Vgf =
1
rlf
(
qlf
ρlA
+ V∞). (2.26)
Utilizou-se a seguinte expressa˜o para V∞, [35]
V∞ = 0.35
√
gD(ρl − ρgf )
ρl
(2.27)
Tambe´m necessita-se de uma expressa˜o para rlf , que obte´m-se a
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partir de
qgf = ρgfVgfrgfA,
rgf = 1− rlf ,
qgf = ρgfVgf (1− rlf )A,
rlf = (1−
qgf
ρgfVgfA
). (2.28)
Combinando as equac¸o˜es 2.26 e 2.28,
Vgf = (1−
qgf
ρgfVgfA
)−1(
qlf
ρlA
+ V∞),
Vgf =
qlf
ρlA
+
qgf
ρgfA
+ V∞. (2.29)
De acordo com a equac¸a˜o 2.29 a velocidade do ga´s no fundo e´
igual a soma da velocidade superficial do l´ıquido no fundo (uslf =
qlf
ρlfA
), da velocidade superficial do ga´s no fundo (usgf =
qgf
ρgfA
) e
da velocidade terminal da bolha de ga´s, V∞,
Vgf = uslf + usgf + V∞. (2.30)
O valor de rgf pode ser calculado como
rgf =
qgf
VgfρgfA
(2.31)
Com rl = 1 − rgf o valor de xf pode ser calculado utilizando a
equac¸a˜o 2.7 e Vlf pode ser obtido com a equac¸a˜o 2.19.
Para a determinac¸a˜o das varia´veis na cabec¸a do poc¸o, utiliza-se
o fato de que as vazo˜es ma´ssicas qk, k = l ou g sa˜o iguais aquelas
do fundo em regime permanente ja´ que
∂rkρk
∂t
+
∂rkρkVk
∂z
= 0, em regime permanente,
∂rkρk
∂t
= 0,
∂rkρkVk
∂z
= 0 ou, como A e´ constante,
∂ArkρkVk
∂z
=
∂qk
∂z
= 0
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Ale´m disso x na cabec¸a do poc¸o e´ igual ao valor no fundo do
poc¸o em regime permanente, ja´ que xc = xf (t − σ) e xf (t) e´
considerado constante em regime permanente, isto e´,
∂x
∂t
+ Vg
∂x
∂z
= 0, mas em regime permanente,
∂x
∂t
= 0,
∂x
∂z
= 0,
xc = xf
qc = qf
Utiliza-se a expressa˜o da vaza˜o no choke de produc¸a˜o,
qc = C
√
ρc(pwh − Ps), (2.32)
onde ρc representa a densidade me´dia da mistura ga´s-l´ıquido na
cabec¸a do poc¸o que pode ser calculada pela equac¸a˜o 2.33,
ρc =
1
xc
ρgc
+ (1−xc)ρl
, (2.33)
onde
ρgc =
PwhM
RTc
. (2.34)
Combinando-se as equac¸o˜es 2.32, 2.33 e 2.34 pode-se obter o valor
de pwh e determinar as demais varia´veis na cabec¸a do poc¸o. O
valor de ρgc e´ calculado utilizando-se a equac¸a˜o 2.34. Utilizando-
se o resultado obtido com a equac¸a˜o 2.30 pode-se escrever por
induc¸a˜o que
Vgc = usgc + uslc + V∞. (2.35)
Novamente, como as vazo˜es ma´ssicas de ga´s e l´ıquido sa˜o iguais
as do fundo,
Vgc = qgf/Aρgc + qlf/Aρl + V∞. (2.36)
O valor de rgc e´ calculado como
rgc =
qgf
AρgcVgc
. (2.37)
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O valor de Vlc pode ser calculado como,
Vlc =
qlf
(1− rgc)Aρl
. (2.38)
Tendo definido as densidades, velocidades e as frac¸o˜es da a´rea
do tubo de produc¸a˜o ocupadas pelo ga´s e pelo l´ıquido, ale´m da
pressa˜o na cabec¸a de produc¸a˜o pode-se calcular um novo valor
para a pressa˜o de fundo. Uma expressa˜o simplificada para a
pressa˜o de fundo consiste em considerar somente o termo dev-
ido a` gravidade e ao atrito.
pwf−novo = pwh + (Mg +Ml)
g
A
+∆patrito. (2.39)
Para calcular as massas de ga´s e l´ıquido considera-se o eixo ver-
tical com a origem no fundo do poc¸o (z = 0) e com (z = L) na
cabec¸a. As expresso˜es para Mg e Ml podem ser escritas como
Mg =
∫ L
0
Ag(z)ρg(z)dz = A
∫ L
0
rg(z)ρg(z)dz
Ml = A
∫ L
0
(1− rg(z))ρldz (2.40)
Necessita-se de expresso˜es para rg(z) e ρg(z). Baseado no con-
hecimento do sistema optou-se por expresso˜es exponenciais como
ρg(z) = ρgfe
kρz
rg(z) = rgfe
krz, (2.41)
onde kρ =
1
L
ln(
ρgc
ρgf
),
kr =
1
L
ln(
rgc
rgf
). (2.42)
Substituindo as expresso˜es para ρg(z) e rg(z) da equac¸a˜o 2.41 na
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equac¸a˜o 2.40 e resolvendo, obte´m-se
Mg = (
ρgfArgf
(kr + kρ)
)(e((kr+kρ)L) − 1),
Ml = ρlA(L− (
rgf
kr
)(e(krL) − 1)). (2.43)
E´ interessante observar que utilizando-se tambe´m uma expressa˜o
exponencial para Vg(z) do tipo
Vg(z) = Vgfe
kvz, com
kv =
1
L
ln(
Vgc
Vgf
), (2.44)
obte´m-se em regime permanente
∂rg(z)ρg(z)Vg(z)
∂z
= 0
∂rg(z)ρg(z)Vg(z)
∂z
= (kr + kρ + kv)rgfρgfVgfe
(kr+kρ+kv)z = 0
kr + kρ + kv = 0. (2.45)
A constatac¸a˜o de que kr+kρ+kv = 0 assegura que a soluc¸a˜o obe-
dece a lei da continuidade para escoamento onde na˜o ha´ conversa˜o
ga´s-l´ıquido e vice-versa. Para o ca´lculo da perda de pressa˜o por
atrito preferiu-se utilizar uma expressa˜o linear para a evoluc¸a˜o da
densidade me´dia e da velocidade me´dia da mistura. Este proce-
dimento sera´ utilizado tambe´m na simulac¸a˜o dinaˆmica onde na˜o
se conhece a distribuic¸a˜o espacial dessas varia´veis e uma aproxi-
mac¸a˜o linear e´ um bom compromisso. Definindo-se as densidades
me´dias no fundo ρf e na cabec¸a do poc¸o ρc, tem-se
ρf = rgfρgf + (1− rgf )ρl,
ρc = rgcρgc + (1− rgc)ρl. (2.46)
A distribuic¸a˜o de densidade para o ca´lculo da queda de pressa˜o
por atrito ao longo do eixo z ja´ definido e´ escrita como
ρ(z) = ρf +
ρc − ρf
L
z. (2.47)
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As velocidades da mistura sa˜o definidas como em [1],
uf = usgf + uslf
uc = usgc + uslc
onde usgf =
qgf
ρgfA
,
uslf =
qlf
ρlA
,
usgc =
qgc
ρgcA
,
uslc =
qlc
ρlA
. (2.48)
A equac¸a˜o para a velocidade da mistura ao longo do eixo z e´
escrita como
u(z) = uf +
uc − uf
L
z. (2.49)
A taxa de queda de pressa˜o por atrito pode ser escrita como
∂p
∂z
=
f
2D
ρ(z)u(z)2, ou (2.50)
∆patrito =
f
2D
∫ L
0
ρ(z)u(z)
2dz (2.51)
Substituindo as equac¸o˜es 2.47 e na equac¸a˜o 2.51,
∆patrito =
f
2D
∫ L
0
(ρf +
ρc − ρf
L
z)(uf +
uc − uf
L
z)2dz (2.52)
A soluc¸a˜o da equac¸a˜o 2.52 fornece
∆patrito =
fL
2D
(
2
12
ρ¯f u¯f u¯c) +
1
12
ρ¯cu¯
2
f +
3
12
ρ¯f u¯
2
f +
1
12
ρ¯f u¯
2
c +
2
12
ρ¯cu¯cu¯f ) +
3
12
ρ¯cu¯
2
c) (2.53)
Tendo obtido um novo valor para a pressa˜o de fundo, pwf−novo,
pode-se calcular o erro
erroatual = pwf−novo − pwf . (2.54)
A correc¸a˜o no valor de pwf foi realizada utilizando a aplicac¸a˜o
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de um algoritmo de controle Proporcional Integral (PI) na forma
discreta. O novo valor e´ calculado como
pwf = pwf + Corr, (2.55)
e o valor da correc¸a˜o e´ calculado como
Corr = Corranterior+(kp+ki)erroatual−kperroanterior. (2.56)
O algoritmo e´ interrompido quando atinge-se um erro com valor
absoluto menor do que um valor admiss´ıvel, eadmissvel. Na fase
de regime permanente calcula-se a soluc¸a˜o para toda a faixa de
valores de vaza˜o de injec¸a˜o de ga´s de interesse. Este procedimento
permite determinar uma expressa˜o para a pressa˜o na cabec¸a do
poc¸o em func¸a˜o dos estados Mg e Ml.
Uma varia´vel chave para a descric¸a˜o matema´tica do processo e´
a pressa˜o na cabec¸a do poc¸o. Em [33] calcula-se a pressa˜o na
cabec¸a com a equac¸a˜o 2.57,
pwhp =
Mg
AL− Mlρl
RTc
M
, (2.57)
Esta expressa˜o foi proposta para um modelo bastante simplifi-
cado. Considerando o fator de compressibilidade do ga´s igual a
1, a expressa˜o seria va´lida se a massa de ga´s Mg estive toda sub-
metida a mesma pressa˜o. No caso em que o tubo de produc¸a˜o esta´
todo ocupado por ga´s
Mg
Mg+Mo
→ 1 a expressa˜o se aproxima da re-
alidade ao se desprezar o efeito do peso do ga´s. Ja´, para poc¸os na˜o
surgentes e, considerando que na˜o ha´ velocidade descendente de
fluido, quando o tubo de produc¸a˜o esta´ todo ocupado por l´ıquido,
Mg
Mg+Mo
→ 0, a pressa˜o na cabec¸a tende a pressa˜o do separador,
Ps. Diante disso uma proposta e´ a utilizac¸a˜o da expressa˜o
pwhp =
Mg
AL− Mlρl
RTc
M
pwh = βpwhp + (1− β)Ps (2.58)
Obviamente deve-se tambe´m obter uma expressa˜o para β. Pelo
exposto e´ natural buscar uma expressa˜o para β como func¸a˜o de
Ig =
Mg
Mg+Mo
. Como para cada valor de vaza˜o de injec¸a˜o qgf
obte´m-se valores para Mg, Ml, pwh e pwhp obte´m-se suficiente
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informac¸a˜o para ajustar uma func¸a˜o para β como func¸a˜o de Ig.
A cada um dos n valores de qgf calcula-se
β =
pwh − Ps
pwhp − Ps
,
Ig =
Mg
Mg +Mo
. (2.59)
Ajusta-se enta˜o os paraˆmetros do polinoˆmio
βestimado = k1 + k2Ig + k3I
2
g + k4I
3
g + k5I
4
g + k6I
5
g (2.60)
O modelo dinaˆmico
Omodelo descrito pela equac¸a˜o 2.15 e´ discretizado com um tempo
de amostragem Ts. A derivada de qualquer dos treˆs estados e´
aproximada pela expressa˜o de Euler. Na modelagem dinaˆmica
na˜o se pode contar com algumas simplificac¸o˜es poss´ıveis para o
modelo de regime permanente. A vaza˜o ma´ssica, por exemplo,
na˜o e´ necessariamente igual ao longo do eixo vertical z e tampouco
o valor de x no instante kTs e´ igual na cabec¸a e no fundo do
poc¸o. Sabe-se que se a velocidade do ga´s fosse constante enta˜o,
de acordo com a equac¸a˜o 2.25,
xc(t) = xf (t− τ), com (2.61)
τ =
L
Vg
(2.62)
O procedimento adotado para a obtenc¸a˜o de xc(kTs) consiste em
manter uma matriz H com Nh linhas e treˆs colunas. Uma coluna
para o valor de Vgc, outra para Vgf e outra para xf . Em regime
permanente todas as linhas sa˜o iguais.
Na medida em que se inicia a simulac¸a˜o dinaˆmica, passado o
tempo Ts todas as linhas, exceto a primeira sa˜o deslocadas para
uma posic¸a˜o mais abaixo e a u´ltima linha e´ descartada. A primeira
linha recebe os valores atualizados de Vgc(Ts), Vgf (Ts) e xf (Ts).
O valor de xc(kTs) sera´ igual a xf ((k + d)Ts) sendo que para
encontrar o valor de d o seguinte procedimento e´ adotado.
Deve-se observar que para cada instante de tempo, no lugar de
uma u´nica velocidade, temos a velocidade no fundo do poc¸o, Vgf e
na cabec¸a do poc¸o, Vgc. Assim no instante kTs podemos calcular
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a distaˆncia percorrida pelo ga´s como ∆L1 = Vgc(kTs)Ts. Isso nos
levaria para a segunda linha em um ponto L1 abaixo da cabec¸a
do poc¸o. A velocidade do ga´s na distaˆncia L1 abaixo da cabec¸a
no instante (k−1)Tspode ser obtida atrave´s de uma interpolac¸a˜o
considerando uma distribuic¸a˜o de velocidade linear entre Vgf ((k−
1)Ts) e Vgc((k − 1)Ts) cujos valores esta˜o na segunda linha da
matriz H. Ou seja, a seguinte relac¸a˜o e´ va´lida,
Vg(L1, (k − 1)Ts)− Vgf ((k − 1)Ts)
L− L1
=
Vgc((k − 1)Ts)− Vgf ((k − 1)Ts)
L
, e (2.63)
Vg(L1, (k − 1)Ts) = (2.64)
Vgf ((k − 1)Ts) +
L− L1
L
(Vgc((k − 1)Ts)− Vgf ((k − 1)Ts)) .
Com o valor de Vg(L1, (k − 1)Ts) pode-se calcular o novo deslo-
camento, L2,
L2 = L1 + Vg(L1, (k − 1)Ts)Ts (2.65)
O procedimento e´ continuado ate´ que o valor calculado de Ld
iguale L. Neste ponto,
xc(kTs) = xf ((k − d)Ts). (2.66)
Utilizando os dados da matriz H com Vgc na coluna 1, Vgf na
coluna 2 e xf na coluna 3, o seguinte pseudo co´digo permite
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determinar o valor de xc(kTs).
Le = 0;
i = 0;
while Le<L
i = i+ 1;
V gz = H(i, 2) + (L− Le) ∗ (H(i, 1)−H(i, 2))/L;
Le = Le+ V gz ∗ Ts;
end
T = i;
xc = H(T, 3);
O valor de pwh e´ calculado utilizando-se a equac¸a˜o 2.57 com β
obtido com os coeficientes previamente calculados na fase de sim-
ulac¸a˜o de regimes permanente. Com pwh pode-se calcular ρgc e
com xc obtido com o procedimento previamente descrito pode-se
calcular a densidade me´dia na cabec¸a do poc¸o, ρc utilizando-se a
equac¸a˜o 2.33. Como ρc = rgcρgc+(1− rgcρl), obte´m-se rgc como
rgc =
(ρl − ρc)
(ρl − ρgc)
. (2.67)
Calcula-se na sequeˆncia a vaza˜o ma´ssica total na cabec¸a do poc¸o
para a condic¸a˜o de abertura total do choke de produc¸a˜o, u = 1.
qc = Cu
√
ρc(pwh − Ps) (2.68)
Supo˜e-se que qc ≥ 0. No caso em que rgc = 1, a vaza˜o ma´ssica
na cabec¸a do poc¸o e´ igual a vaza˜o de ga´s e
qgc = qc,
usgc =
qgc
ρgcA
,
Vgc = usgc,
uslc = 0,
Vlc = 0. (2.69)
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Para valores de rgc < 1, utiliza-se as seguintes relac¸o˜es
usgc =
qgc
ρgcA
,
uslc =
qlc
ρlA
,
Vgc = usgc + uslc + V∞,
qgc + qlc = qc,
qgc = rgcAρgcVgc, (2.70)
para obter-se
Vgc =
qc + V∞ρlA
ρcA
. (2.71)
Nota-se a vaza˜o ma´ssica virtual V∞ρlA na equac¸a˜o 2.71. A ve-
locidade Vlc e´ calculada utilizando-se a equac¸a˜o 2.19 e as vazo˜es
ma´ssicas de ga´s e l´ıquido na cabec¸a do poc¸o sa˜o calculadas,
qgc = rgcAρgcVgc,
qlc = (1− rgc)AρlVlc. (2.72)
A pressa˜o de fundo e´ recalculada a cada instante de tempo utilizando-
se a equac¸a˜o 2.39.
Aplicac¸a˜o do modelo
A fim de verificar a qualidade do modelo desenvolvido aplicou-se
ao poc¸o tambe´m modelado por [1] com os paraˆmetros definidos
na tabela 2.3.
A figura 2.5 mostra alguns resultados obtidos na fase regime per-
manente para o poc¸o com os paraˆmetros da tabela 2.3. A figura
2.5-a mostra a relac¸a˜o Pressa˜o de fundo versus vaza˜o de injec¸a˜o
de ga´s. A figura 2.5-b mostra a pressa˜o na cabec¸a do poc¸o e seu
valor estimado com o polinoˆmio descrito pela equac¸a˜o 2.60. A
figura 2.5-c mostra a distribuic¸a˜o da frac¸a˜o de vazio, rg, ao longo
do eixo vertical para uma vaza˜o de injec¸a˜o de ga´s de 1.0 kg/s.
Nota-se que a curva e´ muito semelhante aquela apresentada em
[1] para o poc¸o com os mesmos paraˆmetros e vaza˜o de injec¸a˜o e
utilizando uma modelagem baseada na soluc¸a˜o das equac¸o˜es difer-
enciais parciais que regem o fenoˆmeno. A figura 2.5-d mostra que
x tem uma relac¸a˜o praticamente linear em relac¸a˜o a vaza˜o de
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Tabela 2.3: Paraˆmetros do poc¸o de teste
S´ımbolo Descric¸a˜o Unidade
T Temp. na cabec¸a e fundo do poc¸o [300 K]
M Massa molar do ga´s [0.0289 Kg/mol]
L Dist. da cabec¸a-fundo do poc¸o [2500 m]
D Diaˆm. interno tubo de produc¸a˜o [0.125 m]
f Fator de atrito [0.015]
C Constante do choke de produc¸a˜o
[
0.0058 m2
]
PI I´ndice de Produtividade do poc¸o
[
4× 10−6 Kg/sPa
]
rhol Densidade do l´ıquido produzido
[
1000 Kg/m3
]
Pr Pressa˜o esta´tica da formac¸a˜o
[
18× 106 Pa
]
Ps Pressa˜o do separador
[
1× 106 Pa
]
τ Const. Tempo vaza˜o da formac¸a˜o [600s]
injec¸a˜o de ga´s.
A figura 2.6 apresenta o comportamento da pressa˜o de fundo pwf
e da vaza˜o de l´ıquido na cabec¸a do poc¸o qlc para a vaza˜o de injec¸a˜o
de ga´s, qgf , com valor inicial de 2.0 kg/s que cai para 1.0 kg/s no
tempo igual a 2 horas e cai novamente para 0.1 kg/s no tempo
igual a 6 horas.
O comportamento da pressa˜o de fundo para a primeira mudanc¸a
na vaza˜o de injec¸a˜o acontece dentro do esperado com uma reac¸a˜o
do tipo resposta inversa e pouca oscilac¸a˜o. Quando a vaza˜o cai
para 0.1 kg/s ocorre o fenoˆmeno density-wave caracterizado pelo
comportamento com oscilac¸o˜es sustentadas da pressa˜o de fundo e
consequente vaza˜o de produc¸a˜o de l´ıquido na cabec¸a do poc¸o na
forma de golfadas.
A figura 2.7 mostra o comportamento das varia´veis Mg, Ml, rgc,
rgf , Pwh e xf . Observa-se que todas as varia´veis desenvolvem
oscilac¸o˜es sustentadas apo´s a mudanc¸a na vaza˜o de injec¸a˜o de
ga´s no tempo igual a 6 horas.
As figuras 2.8 e 2.9 apresentam os resultados obtidos com a sim-
ulac¸a˜o do poc¸o teste instanciado no simulador OLGA2000MR.
Nota-se na figura 2.8 que a mudanc¸a da vaza˜o de injec¸a˜o no tempo
t = 6 horas foi para um valor maior do que o valor utilizado com
o modelo desenvolvido. Isto foi feito propositadamente para que
ocorresse o fenoˆmeno density-wave e se pudesse comparar quali-
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Figura 2.5: Alguns resultados para regime permanente
tativamente as respostas das varia´veis de interesse.
A figura 2.8 mostra no topo a vaza˜o de injec¸a˜o de ga´s seguida da
pressa˜o de fundo pwf logo e da vaza˜o de produc¸a˜o de l´ıquido na
cabec¸a do poc¸o qlc. Nota-se uma semelhanc¸a muito forte com os
resultados obtidos com o simulador desenvolvido e apresentados
na figura 2.6.
A figura 2.9 apresenta no topo as frac¸o˜es de ga´s no fundo, rgf e
na cabec¸a do poc¸o, rgc seguida do gra´fico da pressa˜o na cabec¸a
do poc¸o, pwh e da frac¸a˜o ma´ssica de ga´s do fundo do poc¸o, xf .
Percebe-se que qualitativamente existe uma semelhanc¸a no com-
portamento das mesmas varia´veis obtidas com o simulador desen-
volvido e apresentadas na figura 2.7.
A figura 2.10 mostra o mapa dos estados qlf , Mg e Ml. Nota-se
que a trajeto´ria da curva atinge um ponto fixo na mudanc¸a da
vaza˜o de injec¸a˜o para 1.0 kg/s mas entra em uma o´rbita fechada
(ciclo-limite esta´vel) na mudanc¸a para 0.1 kg/s.
Utilizou-se o poc¸o com os paraˆmetros da tabela 2.3 para re-
alizar um estudo sobre a estabilidade do poc¸o quando se varia
a pressa˜o esta´tica da formac¸a˜o. Utilizando-se o modelo desen-
volvido diminuiu-se a vaza˜o de injec¸a˜o ate´ o ponto onde o poc¸o
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Figura 2.6: Alguns resultados de simulac¸a˜o dinaˆmica I
desenvolve oscilac¸o˜es sustentadas ou um ciclo-limite. O resul-
tado e´ apresentado na figura 2.11. Nota-se que na medida em
que a pressa˜o esta´tica da formac¸a˜o aproxima-se de um valor que
induziria surgeˆncia do poc¸o diminui a vaza˜o ma´ssica de injec¸a˜o
de ga´s necessa´ria para levar o poc¸o a instabilidade. O modelo
corrobora as observac¸o˜es em [1] de que na˜o ocorre o fenoˆmeno
density-wave em poc¸os surgentes.
Nota-se que as vazo˜es ma´ximas que geram ciclo-limites esta´veis
sa˜o menores que aquelas encontradas com o modelo mais com-
pleto de [1] para o mesmo poc¸o.
Entretanto, os valores de vaza˜o de injec¸a˜o ma´xima que geram
oscilac¸o˜es sustentadas para diferentes valores de pressa˜o esta´tica
de formac¸a˜o esta˜o muito pro´ximos aos valores encontrados com as
simulac¸o˜es mostradas em [1] utilizando o simulador OLGA2000MR
e apresentadas aqui na figura 2.12.
O conhecimento do valor da vaza˜o de injec¸a˜o de ga´s que gera o
comportamento density-wave e´ muito importante para uma boa
estrate´gia de controle e otimizac¸a˜o da produc¸a˜o de um grupo
de poc¸os. No momento da restric¸a˜o da vaza˜o de ga´s dispon´ıvel
sera´ necessa´rio diminuir a vaza˜o de injec¸a˜o de ga´s dos poc¸os.
Para cada poc¸o devera´ ser respeitada uma regra que estabelece
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Figura 2.7: Alguns resultados de simulac¸a˜o dinaˆmica II
uma vaza˜o de injec¸a˜o mı´nima de ga´s a fim de que o poc¸o na˜o
desenvolva o fenoˆmeno density-wave. Esta vaza˜o mı´nima devera´
ser igual ao valor da vaza˜o de injec¸a˜o que leva o poc¸o a desenvolver
oscilac¸o˜es sustentadas acrescido de um fator de seguranc¸a. No
caso de haver uma incerteza muito grande no valor mı´nimo correto
este fator de seguranc¸a pode ser muito grande o que vai prejudicar
a distribuic¸a˜o o´tima de ga´s dentre os poc¸os nos momentos de
restric¸a˜o.
A figura 2.13 mostra uma simulac¸a˜o para o poc¸o exemplo com
a pressa˜o do reservato´rio igual a 11.0 MPa quando se faz uma
mudanc¸a na vaza˜o de injec¸a˜o de ga´s de 2.0 kg/s para 0.55 kg/s.
Nota-se claramente o desenvolvimento de um ciclo limite. Sim-
ulac¸o˜es com vazo˜es ligeiramente maiores do que 0.55 kg/s da˜o
origem a comportamento semelhante mas as oscilac¸o˜es apresen-
tam uma tendeˆncia de queda de amplitude. O ponto qgf =
0.55, Pr = 11.0 MPa e´ mostrado na figura 2.11.
Um procedimento adequado para a determinac¸a˜o dos tipos de
equil´ıbrios seria analisar os autovalores da matriz Jacobiana J
do modelo dinaˆmico descrito pela equac¸a˜o 2.73 com os valores
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Figura 2.8: Resultados com o simulador OLGA2000MR I
encontrados nos equil´ıbrios.
f1 = M˙g = qgf − qgc
f2 = M˙l = qlf − qlc
f3 = ˙qlf =
1
τ
[−qlf + PI (Pr − pwf )] (2.73)
J =

∂f1
∂Mg
∂f1
∂Ml
∂f1
∂qlf
∂f2
∂Mg
∂f2
∂Ml
∂f2
∂qlf
∂f3
∂Mg
∂f3
∂Ml
∂f3
∂qlf
 (2.74)
Dada a complexidade do modelo, uma alternativa seria obter a
matriz Jacobiana de forma nume´rica, onde
∂fj
∂Meq.g
=
fj(M
eq.
g + ǫ)
ǫ
∂fj
∂Meq.l
=
fj(M
eq.
l + ǫ)
ǫ
∂fj
∂qeq.lf
=
fj(q
eq.
lf + ǫ)
ǫ
(2.75)
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Figura 2.9: Resultados com o simulador OLGA2000MR II
Figura 2.10: Comportamento tipo o´rbita fechada
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Figura 2.13: Simulac¸a˜o dinaˆmica p/ Pr = 11 MPa com qgf = 0.55
kg/s
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2.2.2 Um modelo emp´ırico para otimizac¸a˜o da
elevac¸a˜o por GLC 1
A disponibilidade da medic¸a˜o das vazo˜es de a´gua, o´leo e ga´s pro-
duzidas por cada poc¸o em tempo real ainda na˜o e´ uma reali-
dade. Como alternativa busca-se estimar estas vazo˜es da melhor
forma poss´ıvel. Com o aumento do uso de medidores de pressa˜o
e temperatura de fundo, surge uma oportunidade para melhorar
a otimizac¸a˜o da produc¸a˜o dos poc¸os operando por GLC.
A otimizac¸a˜o da operac¸a˜o de um grupo de poc¸os depende fun-
damentalmente do conhecimento das relac¸o˜es entre as vazo˜es de
o´leo, a´gua e ga´s produzidas pelos poc¸os em func¸a˜o da vaza˜o de
injec¸a˜o de ga´s (Curvas WPC-Well Performance Curve). Estas
relac¸o˜es mudam ao longo do tempo causando a necessidade de
desenvolver-se uma te´cnica para sua atualizac¸a˜o. Os desenvolvi-
mentos apresentados nesta sec¸a˜o baseiam-se em um novo cena´rio
para poc¸os sendo completados atualmente. Neste cena´rio
– os poc¸os sa˜o equipados com medic¸a˜o de pressa˜o de fundo.
– Todos os poc¸os recebem ga´s para injec¸a˜o de um mesmo man-
ifold.
– Todos os poc¸os sa˜o equipados com medidores de vaza˜o ma´s-
sica de ga´s na linha de injec¸a˜o.
– Todos os poc¸os sa˜o equipados com va´lvula de controle na
linha de injec¸a˜o de ga´s.
– Todos os poc¸os podem ter sua produc¸a˜o direcionada para
um separador de teste.
O objetivo e´ encontrar uma forma de predizer as vazo˜es de a´gua,
o´leo e ga´s ou, no jarga˜o da indu´stria, determinar as curvasWPC.
A estrate´gia que vai se adotar consiste em
– buscar uma func¸a˜o que estime a pressa˜o de fundo pwf em
regime permanente em func¸a˜o da vaza˜o de injec¸a˜o de ga´s
qinj ,
– utilizar a curva IPR do poc¸o,
– estabelecer uma estrate´gia de atualizac¸a˜o do modelo pwf =
f(qinj).
1Parte deste trabalho foi publicado em [36] e tambe´m faz parte do projeto de
pesquisa Desenvolvimento de Algoritmos de Controle para Me´todos de
Elevac¸a˜o Artificial realizado em parceria com a Petrobras.
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Deve-se observar que mesmo tendo-se medic¸o˜es de superf´ıcie das
vazo˜es seria necessa´rio conhecer tambe´m o modelo que relaciona
essas vazo˜es com a vaza˜o de injec¸a˜o de ga´s pois, principalmente
no momento de restric¸a˜o na disponibilidade de ga´s necessita-se de
modelos para otimizar a distribuic¸a˜o de ga´s que maximize uma
func¸a˜o objetivo como a ma´xima produc¸a˜o de o´leo, por exemplo.
Antes de apresentar o desenvolvimento do modelo pwf = f(qinj)
faz-se uma introduc¸a˜o a` relac¸a˜o IPR na subsec¸a˜o seguinte.
A curva IPR-Inflow Performance Relationship
Desde o in´ıcio da explorac¸a˜o de petro´leo buscou-se uma relac¸a˜o,
em regime permanente, entre a vaza˜o de produc¸a˜o e a pressa˜o de
fundo na frente dos canhoneados. Para a raza˜o entre a variac¸a˜o
da vaza˜o ∆Q e a variac¸a˜o na pressa˜o de fundo ∆pwf ,
∆Q
∆pwf
deu-
se a denominac¸a˜o de I´ndice de Produtividade. M. Muskat, em
1942 ja´ apontava que as propriedades do petro´leo e a distribuic¸a˜o
da permeabilidade relativa e saturac¸a˜o variam de acordo com a
queda de pressa˜o observada dentro do reservato´rio em direc¸a˜o
ao poc¸o produtor. Assim, esperava que a relac¸a˜o entre a vaza˜o
e a pressa˜o de fundo fosse mais complexa que linear, principal-
mente em reservato´rios produzindo com pressa˜o abaixo do ponto
de bolha.
Uma introduc¸a˜o a` representac¸a˜o da produc¸a˜o de poc¸os de petro´leo
utilizando a curva IPR deve passar necessariamente por sua obtenc¸a˜o
anal´ıtica, ainda que seja para condic¸o˜es muito especiais. Mostra-
se aqui a obtenc¸a˜o da relac¸a˜o IPR para um escoamento de l´ıquido
subsaturado (sempre a pressa˜o acima do ponto de bolha).
O escoamento em meio poroso e´ descrito pela conhecida fo´rmula
de Darcy,
q =
kA
µ
dP
dr
, (2.76)
onde
– q e´ a vaza˜o
[
m3
s
]
– k e´ a permeabilidade
[
m2
]
,
– A e´ a sec¸a˜o transversal ao escoamento ou a´rea de drenagem[
m2
]
,
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– P e´ a Pressa˜o [Pa]
– r e´ a distaˆncia na direc¸a˜o do fluxo [m],
– µ e´ a viscosidade do fluido
[
Kg
m.s
]
.
Pw rw
re
Pe
r =raio do poço
r = raio de drenagem
P = pressão no interior do poço
P = pressão na fronteira
h = expessura da zona
canhoneada.
q = vazão
w
e
w
e
h q
Figura 2.14: Modelo de influxo
A figura 2.14 mostra o modelo utilizado na obtenc¸a˜o anal´ıtica da
curva de influxo. Diversas premissas sa˜o assumidas como
– a formac¸a˜o e´ homogeˆnea,
– a formac¸a˜o e´ isotro´pica,
– o fluido tem viscosidade constante,
– o fluido tem compressibilidade baixa e constante,
– o fluxo e´ isote´rmico e laminar,
– os efeitos da gravidade sa˜o desprezados,
– a espessura do reservato´rio e´ constante com camadas imper-
mea´veis acima e abaixo da zona permea´vel,
– o fluxo no reservato´rio e´ de fase u´nica.
A obtenc¸a˜o da expressa˜o para o influxo e´ obtida com a soluc¸a˜o
da equac¸a˜o da difusa˜o,
∂2P
∂r2
+
1
r
∂P
∂r
=
φµct
k
∂P
∂t
, (2.77)
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onde
– P e´ a pressa˜o,
– r e´ a distaˆncia radial ao centro do poc¸o,
– φ e´ a porosidade da formac¸a˜o,
– µ e´ a viscosidade do fluido,
– k e´ a permeabilidade da formac¸a˜o,
– ct e´ a compressibilidade total formac¸a˜o-fluido.
As seguintes condic¸o˜es iniciais e de fronteira sa˜o utilizadas, para
r = rw, utilizando-se a equac¸a˜o de Darcy (equac¸a˜o 2.76),
q =
kA
µ
∂P
∂r
,
dP
∂r
=
qµ
kA
A = 2πrwh
∂P
∂r
∣∣∣∣
r=rw
=
qµ
k2πrwh
(2.78)
A condic¸a˜o de fronteira em r = rw e´
lim
r−→rw
r
∂P
∂r
=
qµ
k2πh
(2.79)
Para a fronteira externa treˆs tipos sa˜o consideradas:
– Reservato´rio com ac¸a˜o infinita. No in´ıcio da explotac¸a˜o do
reservato´rio a movimentac¸a˜o de fluido ainda na˜o atingiu suas
fronteiras e o perfil de pressa˜o e´ uma func¸a˜o do tempo. A
condic¸a˜o e´ enta˜o escrita como
lim
r−→∞
P (r, t) = Pi. (2.80)
– Fronteira com fluxo nulo. O segundo tipo de fronteira e´ o de
fluxo zero na fronteira ou
∂P (r, t)
∂r
∣∣∣∣
r=re
= 0. (2.81)
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– Fronteira com pressa˜o constante. Assume que a pressa˜o na
fronteira mante´m-se constante,
P (re, t) = Pr. (2.82)
Na expressa˜o (2.80), Pi significa a pressa˜o inicial do reservato´rio.
A soluc¸a˜o da equac¸a˜o da difusa˜o (2.77) para as treˆs diferentes
condic¸o˜es de fronteira gera as seguintes expresso˜es:
– Fluxo transiente
pwf = Pi −
162.6qµB
kh
[
log(t) + log
(
k
φµctr2w
)
− 3.23
]
(2.83)
– Fluxo em pseudo regime permanente
pwf = P −
qµB
0.00708kh
[
log
(
re
rw
)
− 3.4
]
(2.84)
– Fluxo em regime permanente
pwf = Pr −
qµB
0.00708kh
log
(
re
rw
)
(2.85)
Nas expresso˜es (2.83) a (2.85) as seguintes varia´veis foram intro-
duzidas:
– Pi=Pressa˜o inicial do reservato´rio (psia)
– P=Pressa˜o me´dia do reservato´rio (psia)
– pwf=Pressa˜o na frente dos canhoneados com o poc¸o fluindo
– q=Vaza˜o de o´leo cru´ (STB/dia)
– k=Permeabilidade (miliDarcy)
– h=expessura da zona canhoneada (ft)
– B=Fator volume de formac¸a˜o (frac¸a˜o)
– µ=Viscosidade do fluido (cP)
– re=Raio de drenagem (ft)
– rw=Raio do poc¸o (ft)
As expresso˜es obtidas para o poc¸o vertical produzindo o´leo de um
reservato´rio homogeˆneo e demais condic¸o˜es citadas fornece uma
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relac¸a˜o linear entre a vaza˜o e a diferenc¸a de pressa˜o P − pwf .
Na pra´tica a relac¸a˜o IPR mais conhecida e utilizada para fluidos
subsaturados esta´ de acordo com a soluc¸a˜o anal´ıtica obtida pela
equac¸a˜o (2.84).
Qo = J(P − pwf ). (2.86)
O ı´ndice de produtividade J leva em conta a permeabilidade rel-
ativa do o´leo cru´ e o fator de skin que responde pela influeˆncia de
danos na formac¸a˜o vizinha ao poc¸o.
J =
αkh
2π
[
ln( rerw )− 3.4 + s
] kr
µB
. (2.87)
Pequeno Histo´rico da Relac¸a˜o IPR
A primeira apresentac¸a˜o do conceito de curva IPR foi feita por
Rawlins e Schellhardt em 1935, [37]. M. Muskat, em 1942, [38] ja´
apontava que as propriedades do petro´leo e a distribuic¸a˜o da per-
meabilidade relativa e saturac¸a˜o variam de acordo com a queda
de pressa˜o observada dentro do reservato´rio em direc¸a˜o ao poc¸o
produtor. Assim, esperava que a relac¸a˜o entre a vaza˜o e a pressa˜o
de fundo fosse mais complexa que linear, principalmente em reser-
vato´rios produzindo com pressa˜o abaixo do ponto de bolha. Uma
fo´rmula sugerida para o ı´ndice de produtividade foi
J(pwf ) = −
∂Q(pwf )
∂pwf
. (2.88)
Como o ı´ndice de produtividade dependeria da pressa˜o, Muskat
sugeriu uma expressa˜o para o ı´ndice de produtividade para um
decre´scimo de pressa˜o na frente dos canhoneados perto de zero a
fim de estabelecer uma refereˆncia,
J0 = J(pwf ) = −
∂Q(pwf )
∂pwf
∣∣∣∣
P
=
αkh
2π
[
ln( rerw )− 3.4 + s
] kr
µB
∣∣∣∣
P
.
(2.89)
Em 1954, Gilbert, [39] introduziu o conceito de IPR na otimiza-
c¸a˜o da vaza˜o de produc¸a˜o e pressa˜o de fundo. Em 1968 J. V.
Vogel trabalhou na busca de expresso˜es para a vaza˜o de o´leo cru´
versus pressa˜o de fundo para poc¸os produzindo por mecanismos
de ga´s dissolvido (solution gas drive) em diferentes esta´gios de de-
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plec¸a˜o e diferentes caracter´ısticas de permeabilidade relativa, car-
acter´ıstica do o´leo produzido. Ele observou um comportamento
adimensional muito similar para a maioria dos casos investigados
e estabeleceu uma equac¸a˜o pra´tica que melhor se adequava.
q
qmax
= 1− 0.2
(
pwf
Pr
)
− 0.8
(
pwf
Pr
)2
. (2.90)
Esta equac¸a˜o era uma melhor ferramenta para analisar o compor-
tamento de poc¸os em reservato´rios com mecanismo de produc¸a˜o
do tipo ga´s em soluc¸a˜o do que a equac¸a˜o linear.
Em 1973 M. J. Fetkovich propoˆs outra forma de IPR onde as-
sumia que a mobilidade (kro(So)µoBo ) era uma simples func¸a˜o linear
da pressa˜o. (kro e´ a permeabilidade relativa para a fase o´leo
func¸a˜o da saturac¸a˜o de o´leo, So, µo e´ a viscosidade do o´leo e Bo
e´ o fator de formac¸a˜o do o´leo.) Fetkovich propoˆs que
kro(So)
µoBo
= aP. (2.91)
A forma da func¸a˜o IPR de Fetkovich e´
qo
qomax
=
(
1−
p2wf
P
2
)n
(2.92)
Estudos mais recentes como o de Raghavan, [40] partem da ex-
pressa˜o
qo
qomax
=
∫ P
pwf
kro(So)
µoBo
dP∫ P
0
kro(So)
µoBo
dP
(2.93)
e utilizam a suposic¸a˜o da relac¸a˜o linear entre a mobilidade e a
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pressa˜o para obter
qo
qomax
=
∫ P
pwf
apdp∫ P
0
aPdP
(2.94)
qo
qomax
=
(aP
2
− ap2wf )
aP
2
qo
qomax
=
(
1−
p2wf
P
2
)
Uma outra forma de IPR e´ uma pequena alterac¸a˜o na equac¸a˜o de
Vogel proposta por Richardson and Shaw, [41], que permite uma
maior flexibilidade de ajuste.
qo
qomax
= 1− ν
pwf
P
− (1− ν)
p2wf
P
2 (2.95)
Se a relac¸a˜o linear da mobilidade com a pressa˜o e´ modificada para
incorporar um termo constante, mostra-se em [42] que existe uma
dependeˆncia de ν com os valores da mobilidade.
kro(So)
µoBo
= a+ 2bP. (2.96)
Mostra-se que o paraˆmetro ν na equac¸a˜o (2.95) torna-se
ν =
2(kro(So)µoBo )P=0
(kro(So)µoBo )P=0 + (
kro(So)
µoBo
)P
. (2.97)
Trabalhos na busca de expresso˜es IPR anal´ıticas teˆm investido em
pesquisas sobre o efeito das mudanc¸as na mobilidade ao longo da
vida produtiva do reservato´rio. Em [43] apresenta-se um procedi-
mento para a obtenc¸a˜o anal´ıtica de IPR considerando o conhec-
imento da mobilidade e de suas derivadas em relac¸a˜o a pressa˜o
me´dia do reservato´rio. Considerando o caso da fase o´leo, por
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exemplo, obte´m-se a expressa˜o da vaza˜o como
qo = J
◦
∫ P
pwf
kro(So)
µoBo
dP, onde (2.98)
J◦ =
2πkh
ln( rerw )−
3
4 + S
Para um raio gene´rico de poc¸o pode-se considerar pwf = P . Para
maior simplicidade faz-se uma troca de varia´veis,
P = P −∆P (2.99)
dP = −d∆P.
Os limites de integrac¸a˜o sa˜o mudados e a equac¸a˜o para a vaza˜o
qo pode ser reescrita como
qo = J
◦
∫ ∆P
0
kro(So)
µoBo
d∆P. (2.100)
Normaliza-se a expressa˜o multiplicando-se e dividindo-se por P .
qo = J
◦P
∫ ∆P
P
0
kro(So)
µoBo
d(
∆P
P
). (2.101)
Para facilitar a notac¸a˜o define-se x = ∆P
P
Neste caso a equac¸a˜o
(2.101) torna-se
qo = J
◦P
∫ x
0
kro(So)
µoBo
(x)dx. (2.102)
A expressa˜o para qo na equac¸a˜o (2.102) pode ser aproximada por
uma se´rie de Taylor.
qo = qo|(x=0) +
i=N∑
i=1
di
dxi
qo(x)
∣∣∣∣
x=0
1
i!
(x)i (2.103)
Avaliando-se os termos da equac¸a˜o (2.102):
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qo|x=0 = 0 (2.104)
d
dx
qo(x)
∣∣∣∣
x=0
= J◦P
(
kro(So)
µoBo
)
(x=0)
d2
dx2
qo(x)
∣∣∣∣
x=0
= J◦P
1
2
d
dx
(
kro(So)
µoBo
)
(x=0)
d3
dx3
qo(x)
∣∣∣∣
x=0
= J◦P
1
3!
d2
dx2
(
kro(So)
µoBo
)
(x=0)
...
dn
dxn
qo(x)
∣∣∣∣
x=0
= J◦P
1
n!
dn−1
dxn−1
(
kro(So)
µoBo
)
(x=0)
Escrito em uma forma compacta
qo = J
◦P
i=n∑
i=1
1
n!
dn−1
dxn−1
(
kro(So)
µoBo
)
(x=0)
xn−1 (2.105)
Um resultado muito importante e´ obtido quando se calcula a
vaza˜o ma´xima com o objetivo de obter-se uma expressa˜o nor-
malizada, do tipo apresentada por Vogel. A vaza˜o ma´xima sera´
aquela onde P = 0 ou x = ∆P
P
= P−P
P
= 1, isto e´,
qomax. = J
◦P
i=n∑
i=1
1
n!
dn−1
dxn−1
(
kro(So)
µoBo
)
(x=0)
. (2.106)
Obte´m-se assim
qo
qomax
=
∑i=n
i=1
1
n!
dn−1
dxn−1 (
kro(So)
µoBo
)(x=0)x
n−1∑i=n
i=1
1
n!
dn−1
dxn−1 (
kro(So)
µoBo
)(x=0)
. (2.107)
O resultado obtido com a equac¸a˜o (2.107) mostra que a relac¸a˜o
entre a vaza˜o para uma determinada pressa˜o de fundo de poc¸o
e a vaza˜o ma´xima na˜o depende dos paraˆmetros geome´tricos do
poc¸o/reservato´rio confirmando a ideia de Vogel. Para uma aprox-
imac¸a˜o da se´rie de Taylor ate´ a terceira derivada obte´m-se a
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seguinte expressa˜o:
qo
qomax
= 1 +
N1
D
(
P
P
) +
N2
D
(
P
P
)2 +
N3
D
(
P
P
)3 +
N4
D
(
P
P
)4, onde
(2.108)
N4 =
[
1
24
d3
dx3
kro(So)
µoBo
|x=0
]
(2.109)
N3 = −
[
1
6
d2
dx2
kro(So)
µoBo
|x=0 +
1
6
d3
dx3
kro(So)
µoBo
|x=0
]
N2 =
[
1
2
d
dx
kro(So)
µoBo
|x=0 +
1
2
d2
dx2
kro(So)
µoBo
|x=0 +
1
4
d3
dx3
kro(So)
µoBo
|x=0
]
N1 = −
[
kro(So)
µoBo
|x=0 +
d
dx
kro(So)
µoBo
|x=0
+
1
2
d2
dx2
(
kroSo)
µoBo
|x=0 +
1
6
d3
dx3
kro(So)
µoBo
|x=0
]
D =
[
kro(So)
µoBo
|x=0 +
1
2
d
dx
kro(So)
µoBo
|x=0 +
1
6
d2
dx2
kro(So)
µoBo
|x=0
+
1
24
d3
dx3
kro(So)
µoBo
|x=0
]
(2.110)
Estas expresso˜es servem para validar as aproximac¸o˜es polinomiais
para as vazo˜es de o´leo do tipo
qo(pwf ) =
i=n∑
i=1
ai
(
pwf
P
)i−1
(2.111)
Relac¸a˜o IPR utilizada neste trabalho
A relac¸a˜o IPR utilizada neste trabalho considera a existeˆncia de
uma parte da curva sendo descrita pela relac¸a˜o linear para fluido
subsaturado e outra parte para fluido saturado onde a pressa˜o e
temperatura de fundo caracteriza um ponto de operac¸a˜o abaixo
do ponto de bolha. Definem-se as seguintes varia´veis:
– psat, Pressa˜o de saturac¸a˜o.
– qsat, Vaza˜o de l´ıquido para pressa˜o de fundo igual a pressa˜o
de saturac¸a˜o.
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– qmax, Vaza˜o ma´xima de l´ıquido para pressa˜o de fundo igual
a zero.
– pwf , Pressa˜o na frente da zona canhoneada (Pressure well
flowing).
A equac¸a˜o (2.112) mostra a relac¸a˜o IPR utilizada. A expressa˜o e´
uma combinac¸a˜o de uma relac¸a˜o linear para fluido subsaturado e
a expressa˜o de Vogel. Note-se que para pwf = psat tem-se a vaza˜o
igual a qsat e para pwf = 0 obte´m-se a vaza˜o ma´xima Qmax.
q = qsat + (qmax − qsat)
[
1− 0.2
pwf
psat
− 0.8
(
pwf
psat
)2]
(2.112)
A figura 2.15 mostra um gra´fico t´ıpico para este tipo de represen-
tac¸a˜o.
QmaxQsat
Psat
Pwf
Q
Figura 2.15: IPR linear + Vogel
Estrate´gia para a obtenc¸a˜o da relac¸a˜o atual qo, qa e qg ×
qinj
Com a disponibilidade da medic¸a˜o da pressa˜o de fundo torna-se
poss´ıvel conceber um sistema automa´tico para a determinac¸a˜o
da relac¸a˜o em regime permanente entre a Pressa˜o de Fundo e
a Vaza˜o de injec¸a˜o de ga´s para cada poc¸o. Este procedimento
deve ser realizado mantendo-se a mesma condic¸a˜o na cabec¸a do
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poc¸o. Esta condic¸a˜o e´ tipicamente a abertura total do choke de
produc¸a˜o e a manutenc¸a˜o da pressa˜o no separador.
A atualizac¸a˜o da relac¸a˜o qo, qa e qg x Vaza˜o de Injec¸a˜o de ga´s
deve ser realizada para que nos momentos de restric¸a˜o na dispo-
nibilidade de ga´s para injec¸a˜o se possa levar os poc¸os a operarem
em pontos de operac¸a˜o que se traduzam em uma operac¸a˜o o´tima
sob algum ponto de vista econoˆmico. Testes de produc¸a˜o que ne-
cessitam da reduc¸a˜o da produc¸a˜o dos poc¸os na˜o sa˜o bem vistos
pelo setor de operac¸o˜es pois se traduzem em altos custos.
Com a existeˆncia da medic¸a˜o da pressa˜o de fundo e sua disponi-
bilizac¸a˜o em um sistema de controle via rede pode-se conceber
estrate´gias simples para a manutenc¸a˜o da operac¸a˜o em pontos
o´timos para situac¸o˜es em que na˜o ocorram restric¸o˜es. Uma ideia
e´ realizar a aquisic¸a˜o em regime permanente de alguns pontos
(Vaza˜o de injec¸a˜o, Pressa˜o de Fundo) e levar o poc¸o a operar em
um ponto onde a taxa de variac¸a˜o da pressa˜o de fundo em relac¸a˜o
a vaza˜o de injec¸a˜o seja zero (
∂pwf
∂qinj
= 0). Este ponto corresponde
ao ponto P1 da figura 2.2 onde se mostra uma curva t´ıpica rela-
cionando tanto a vaza˜o de produc¸a˜o de o´leo como a pressa˜o de
fundo em func¸a˜o da vaza˜o de injec¸a˜o de ga´s.
Este procedimento pode ser suficiente quando na˜o existe restric¸a˜o
no fornecimento de ga´s e deseja-se otimizar a produc¸a˜o de o´leo
sem levar em conta nenhum custo associado. Entretanto, para o
caso em que ocorra uma restric¸a˜o na disponibilidade de ga´s para
injec¸a˜o a alocac¸a˜o de ga´s para cada poc¸o necessita do conheci-
mento da relac¸a˜o entre a vaza˜o de produc¸a˜o de o´leo e a vaza˜o de
injec¸a˜o de ga´s para cada poc¸o.
A mesma necessidade existe caso se adote uma func¸a˜o objetivo
que leva em conta o valor diferenciado da produc¸a˜o de o´leo e ga´s,
o custo de tratamento de a´gua e o custo da compressa˜o do ga´s.
Neste caso mesmo havendo disponibilidade total de ga´s o ponto
o´timo estara´ um pouco a` esquerda do ponto P1 da figura 2.2. A
ideia e´ obter a relac¸a˜o entre a Pressa˜o de Fundo pwf e a Vaza˜o de
Injec¸a˜o qinj , pwf = f(qinj) e enta˜o utilizar o conhecimento dos
paraˆmetros da curva IPR, BSW e RGO para calcular as vazo˜es
de o´leo, a´gua e ga´s em func¸a˜o de qinj conforme mostra a equac¸a˜o
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(2.113).
pwf = f(qinj)
qmininj ≤ qinj ≤ q
max
inj
qliq = qsat + (qmax − qsat)
[
1− 0.2
pwf
psat
− 0.8
(
pwf
psat
)2]
qo = (1−BSW )qliq
qg = RGO(1−BSW )qliq
qa = BSWqliq (2.113)
As vazo˜es expressas pela equac¸a˜o (2.113) esta˜o em unidades de
volume por unidade de tempo em condic¸o˜es padra˜o de temper-
atura e pressa˜o e podem ser convertidas facilmente para unidades
de massa por tempo. O procedimento descrito pela equac¸a˜o
(2.113) e´ de amplo conhecimento da indu´stria do petro´leo mas
sua aplicac¸a˜o torna-se fact´ıvel com a medic¸a˜o da pressa˜o de fundo.
Para automatizar o procedimento de identificac¸a˜o da relac¸a˜o pwf =
f(qinj) e diminuir a perda de produc¸a˜o elaborou-se a seguinte es-
trate´gia. A estrate´gia proposta consiste nas seguintes etapas:
1 Aplicac¸a˜o de um procedimento de busca do ponto de pressa˜o
de fundo mı´nima (p∗wf e a vaza˜o de injec¸a˜o correspondente
q∗inj tal que
∂pwf
∂qinj
|(p∗
wf
,q∗inj)
= 0 ).
2 Procedimento de aquisic¸a˜o de pontos (pwf , qinj) nas prox-
imidades do ponto (p∗wf , q
∗
inj). A ide´ia e´ fazer a aquisic¸a˜o de
pontos de forma que o valor de pwf na˜o se afaste demasiado
de p∗wf .
3 Obtenc¸a˜o da curva estendida pwf = f(qinj) com os pontos
obtidos. A curva estendida visa extrapolar a relac¸a˜o pwf =
f(qinj) e cobrir todos os pontos operacionais (q
min.
inj ) < qinj <
qmaxinj ).
4 Obtenc¸a˜o da curva WPC a partir da curva estendida pwf =
f(qinj) e dos paraˆmetros IPR, BSW e RGO conforme equac¸a˜o
(2.113).
E´ importante que as condic¸o˜es de superf´ıcie sejam mantidas du-
rante os testes para a aquisic¸a˜o dos pontos (pwf , qinj).
Para o item 1 da estrate´gia propo˜e-se um procedimento autom-
atizado no controle da vaza˜o de injec¸a˜o para a aquisic¸a˜o do par
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(Pressa˜o de Fundo, Vaza˜o de Injec¸a˜o) em regime permanente.
Para tornar o procedimento mais eficiente e melhorar a qualidade
dos dados obtidos a proposta e´ estabelecer uma janela de tempo
onde os valores me´dios das duas varia´veis e suas variaˆncias sa˜o
calculadas. O valor me´dio aceito para o teste e´ aquele onde a
variaˆncia estabilizou-se.
A atualizac¸a˜o dos paraˆmetros da relac¸a˜o IPR, BSW e RGO con-
tinuam necessitando do direcionamento da produc¸a˜o do poc¸o para
um separador de teste. Para minimizar a perda de produc¸a˜o pode-
ria ser interessante alternar testes onde o poc¸o e´ operado somente
no ponto (p∗wf , q
∗
inj) e testes com a operac¸a˜o em pelo menos dois
pontos onde o segundo ponto seria aquele com a maior pressa˜o
de fundo atingida no teste para identificac¸a˜o de pwf = f(qinj).
A partir do resultado dos testes pode-se atualizar os valores de
BSW, RGO e reavaliar os paraˆmetros da curva IPR.
Considerando-se que a pressa˜o de saturac¸a˜o, psat, mantenha-se
constante busca-se a atualizac¸a˜o de dois paraˆmetros da curva IPR
qsat e qmax. E´ claro que os dois paraˆmetros seriam melhor avalia-
dos com a colocac¸a˜o do poc¸o em funcionamento em dois ou mais
pontos de pressa˜o de fundo diferentes. Entretanto uma alterna-
tiva e´ utilizar somente o teste de produc¸a˜o para a pressa˜o de
fundo mı´nima (ma´xima produc¸a˜o) o que evitaria qualquer perda
de produc¸a˜o. Como sa˜o dois paraˆmetros a serem determinados
precisaria-se de testes com pelo menos duas presso˜es de fundo di-
ferentes para sua determinac¸a˜o. Uma alternativa e´ considerar que
a relac¸a˜o entre qmax e qsat se mantenha, isto e´,
qmax2
qsat2
= qmax1qsat1 = k.
Neste caso pode-se determinar os valores atualizados de qmax e
qsat sem perda de produc¸a˜o.
A estrate´gia para a atualizac¸a˜o dos paraˆmetros IPR, BSW e RGO
pode considerar testes com 1 ponto alternados com testes de 2
pontos sendo que cada vez se faria tambe´m o levantamento dos
pontos (pwf , qinj) para a obtenc¸a˜o da relac¸a˜o estendida pwf =
f(qinj).
O Modelo Matema´tico pwf = f(qinj)
A busca por uma func¸a˜o matema´tica que possa descrever o com-
portamento da pressa˜o de fundo em func¸a˜o da vaza˜o de injec¸a˜o
de ga´s e´ orientada pelas seguintes observac¸o˜es:
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– Busca-se uma func¸a˜o que possa ser utilizada para extrapolar
valores de pressa˜o de fundo.
– O ajuste da curva devera´ ser feito com poucos pontos.
– Seria deseja´vel que a te´cnica de ajuste permitisse a inserc¸a˜o
de conhecimento sobre o processo.
Diversas func¸o˜es foram testadas como func¸o˜es polinomiais, trigonome´tri-
cas e exponenciais. Finalmente a seguinte func¸a˜o mostrou-se ca-
paz de absorver a relac¸a˜o para uma diferente gama de condic¸o˜es:
ye =
pwf
p∗wf
u =
qinj
q∗inj
ye = Θ1e
−f(u,Θ2) +Θ2 +Θ3u
2, (2.114)
onde p∗wf e q
∗
inj sa˜o respectivamente os valores de pwf e qinj onde
∂pwf
∂qinj
= 0, Θ1, Θ2, Θ3 e Θ4 sa˜o paraˆmetros ajusta´veis como sera´
visto a seguir.
A func¸a˜o combina uma exponencial com uma func¸a˜o quadra´tica.
A exponencial decrescente somada a func¸a˜o quadra´tica vai ap-
resentar um ponto de mı´nimo como acontece com a func¸a˜o de-
sejada. Ale´m disso, tanto a func¸a˜o exponencial como a func¸a˜o
quadra´tica tem a capacidade de extrapolac¸a˜o muito boa quando
comparadas, por exemplo, com expresso˜es polinomiais de ordem
maior que 2. Ale´m disso a soma das duas func¸o˜es busca uma
representac¸a˜o onde predomine o decaimento para valores baixos
de u e que a partir de um valor predomine o crescimento repre-
sentando assim a diminuic¸a˜o devido a gravidade sendo dominada
depois pelo crescimento devido ao atrito. Diversas func¸o˜es ex-
poentes f(u) foram testadas desde a mais simples como f(u) = u,
f(u) = Θ2u, etc., mas um bom ajuste so´ pode ser obtido com a
func¸a˜o f(u) = Θ2u
m. O modelo final proposto torna-se enta˜o
ye =
pwf
p∗wf
u =
qinj
q∗inj
ye = Θ1e
−Θ2u
m
+Θ3 +Θ4u
2, (2.115)
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ondem realiza uma forma de transformac¸a˜o sobre a varia´vel vaza˜o
de injec¸a˜o e depende das caracter´ısticas de cada poc¸o como sera´
apresentado na sequeˆncia.
O ajuste dos paraˆmetros do modelo
O ajuste dos paraˆmetros do modelo foi colocado como um pro-
blema de programac¸a˜o quadra´tica sequ¨encial. Inicialmente a ma-
triz com n pares (pwf , qinj) foi normalizada dividindo-se todas
as presso˜es pela pressa˜o p∗wf e todas as vazo˜es por q
∗
inj onde
(p∗wf , q
∗
inj) e´ o ponto onde
∂pwf
∂qinj
= 0. Este procedimento visa
evitar problemas nume´ricos. Partindo-se de um conjunto de pa-
raˆmetros iniciais Θ =
[
Θ1 Θ2 Θ3 Θ4
]
e dos n elementos
de entrada ui, (i = 1 : n), calcula-se o vetor com os valores es-
timados Ye. A diferenc¸a entre os valores reais Y e os valores
estimados Ye e´ definida como o vetor de erros E = Y −Ye,
E = Y −Ye =

y1 − ye1
y2 − ye2
...
yn − yen
 . (2.116)
A cada iterac¸a˜o calcula-se a variac¸a˜o o´tima do vetor de paraˆme-
tros ∆Θ que somada ao vetor Θ ira´ anular uma frac¸a˜o β do vetor
erro E . Ou seja, a cada iterac¸a˜o minimiza-se a seguinte func¸a˜o
objetivo
J = (βE−H∆Θ)T (βE−H∆Θ). (2.117)
Nesta expressa˜o β e´ um escalar entre 0.01 e 0.05 e corresponde
a frac¸a˜o do erro a ser anulado a cada iterac¸a˜o. H e´ o Jacobiano
onde cada linha e´ o gradiente da sa´ıda em relac¸a˜o aos paraˆmetros
Θ.
H =

∂pwf
∂Θ1
|u=u1
∂pwf
∂Θ2
|u=u1
∂pwf
∂Θ3
|u=u1
∂pwf
∂Θ4
|u=u1
∂pwf
∂Θ1
|u=u2
∂pwf
∂Θ2
|u=u2
∂pwf
∂Θ3
|u=u2
∂pwf
∂Θ4
|u=u2
...
...
...
...
∂pwf
∂Θ1
|u=un
∂pwf
∂Θ2
|u=un
∂pwf
∂Θ3
|u=un
∂pwf
∂Θ4
|u=un

(2.118)
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Os elementos do gradiente sa˜o calculados a cada iterac¸a˜o como
∂ye
∂Θ1
|u=u1 = e
−Θ2u
m
1
∂ye
∂Θ2
|u=u1 = −Θ1u
m
1 e
−Θ2u
m
1
∂ye
∂Θ3
|u=u1 = 1
∂ye
∂Θ4
|u=u1 = u
2
1 (2.119)
A func¸a˜o objetivo expressa pela equac¸a˜o (2.118) pode ser reescrita
como
J = ∆ΘTHTH∆Θ− 2βETH∆Θ+ β2ETE (2.120)
Desprezando-se o termo β2ETE que na˜o apresenta relac¸a˜o com
∆Θ, pode-se expressar a func¸a˜o objetivo como um problema cla´s-
sico de programac¸a˜o quadra´tica a ser resolvido a cada iterac¸a˜o,
∆Θ = argmin J
s. a.
J =
1
2
∆ΘTHTH∆Θ− βETH∆Θ
Θmin ≤ Θant +∆Θ ≤ Θmax (2.121)
A vantagem da utilizac¸a˜o da formulac¸a˜o em programac¸a˜o quadra´tica
ficara´ evidente na sequeˆncia da exposic¸a˜o deste trabalho.
Utilizac¸a˜o do Conhecimento das Caracter´ısticas do Poc¸o
Um paraˆmetro importante para o ajuste do modelo e´ a pressa˜o es-
ta´tica da formac¸a˜o, Pest.. Existe normalmente um conhecimento
aproximado de seu valor. Este valor pode ser modelado como
sendo igual a um valor nominal, Pest−N , acrescido de uma in-
certeza, ±ǫPest−N . O valor de Pest pode enta˜o ser expresso pela
equac¸a˜o (2.122),
Pest−N (1− ǫ) ≤ Pest ≤ Pest−N (1 + ǫ). (2.122)
Para poc¸os na˜o surgentes este conhecimento pode ser incorporado
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ao problema de ajuste na formulac¸a˜o da programac¸a˜o quadra´tica
sequ¨encial na forma de uma restric¸a˜o. Para isso obte´m-se o valor
da equac¸a˜o (2.115) para u = 0 que corresponde a` pressa˜o de
fundo para vaza˜o de injec¸a˜o nula. E´ importante mencionar que a
relac¸a˜o pwf × qinj em regime permanente na˜o contempla todos os
pontos existentes entre qinj = q
∗
inj ate´ qinj = 0. Existem valores
de vaza˜o de injec¸a˜o de ga´s que na˜o sa˜o realiza´veis pois existe um
limite mı´nimo para a vaza˜o de injec¸a˜o que possibilita a elevac¸a˜o de
fluido. Mesmo antes deste limite o comportamento dinaˆmico das
vazo˜es torna-se muito oscilato´rio e seria necessa´rio a aplicac¸a˜o de
controle ativo para a manutenc¸a˜o da operac¸a˜o. Entretanto, para
um poc¸o na˜o surgente, pode-se imaginar que a curva de regime
permanente teria a tendeˆncia de chegar a pressa˜o de fundo igual
a pressa˜o esta´tica para vaza˜o de injec¸a˜o nula. Assim, para valores
de vaza˜o de injec¸a˜o de ga´s bem maiores do que a vaza˜o que leva
o poc¸o a oscilac¸o˜es sustentadas este procedimento e´ razoa´vel.
Desta forma a equac¸a˜o (2.115) para u = 0 torna-se
y(0) = Θ1 +Θ3 = Pest. (2.123)
Combinando-se a equac¸a˜o (2.122) com a equac¸a˜o (2.123) obte´m-
se
Pest−N (1− ǫ) ≤ Θ1 +Θ3 ≤ Pest−N (1 + ǫ)
como
Θ1 = Θ1ant +∆Θ1
Θ3 = Θ3ant +∆Θ3
Pest−N (1− ǫ) ≤ Θ1ant +∆Θ1 +Θ3ant +∆Θ3
Pest−N (1 + ǫ) ≥ Θ1ant +∆Θ1 +Θ3ant +∆Θ3 (2.124)
Para colocar no formato adequado para o algoritmo de progra-
mac¸a˜o quadra´tica sequ¨encial, introduz-se a desigualdade expressa
pela equac¸a˜o (2.124) como uma restric¸a˜o na formulac¸a˜o do pro-
blema de otimizac¸a˜o
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∆Θ = argmin J
s. a.
J =
1
2
∆ΘTHTH∆Θ− βETH∆Θ
∆Θ1 +∆Θ3 ≤ Pest−N (1 + ǫ)−Θ1ant −Θ3ant
−∆Θ1 −∆Θ3 ≤ −Pest−N (1− ǫ) + Θ1ant +Θ3ant (2.125)
Com este procedimento pode-se incorporar ao algoritmo de ajuste
dos paraˆmetros as informac¸o˜es dispon´ıveis na seguinte formulac¸a˜o
do problema:
Ajuste os paraˆmetros da func¸a˜o expressa pela equac¸a˜o (2.115)
para o conjunto de pontos adquiridos em regime permanente do
poc¸o na˜o surgente i que apresenta um BSW aproximado de BSWi,
um RGO em torno de RGOi e uma pressa˜o esta´tica nominal de
Pest.Ni com uma incerteza de ǫ100%.
Nos casos de poc¸os surgentes na˜o se aplicam as restric¸o˜es mas
pode-se igualmente encontrar os paraˆmetros do modelo.
Resultados Obtidos
Para o estudo realizado na busca de uma metodologia para a
obtenc¸a˜o do expoentem da equac¸a˜o (2.115) utilizaram-se todos os
pares (pwf , qinj) gerados com o simulador de poc¸os para GLC em
regime permanente Marlim. Inicialmente um poc¸o foi instanciado
com caracter´ısticas representativas de poc¸os reais e variou-se os
paraˆmetros BSW e RGO em 8 diferentes combinac¸o˜es. Para cada
caso obteve-se valores de vaza˜o de produc¸a˜o e a´gua o´leo e ga´s e
pressa˜o de fundo para diferentes valores de vaza˜o de injec¸a˜o de
ga´s. A tabela 2.4 mostra os cena´rios utilizados para a gerac¸a˜o
dos dados utilizados neste estudo.
O valor de m utilizado foi obtido de forma iterativa, buscando-
se o valor que fornecia o melhor ajuste final. Ja´ para o ajuste
dos demais paraˆmetros excluiu-se do conjunto de pontos aqueles
com pressa˜o de fundo maior do que 1% do valor de p∗wf que e´
a pressa˜o que corresponde ao ponto onde
∂pwf
∂qinj
= 0. Para a
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Tabela 2.4: Paraˆmetros utilizados nos testes realizados com o simulador
Marlim
Teste BSW [%] RGO
1 15 79
2 45 79
3 58 79
4 75 79
5 85 79
6 58 50
7 58 80
8 58 105
avaliac¸a˜o da qualidade do ajuste, entretanto, utilizou-se todos os
pontos dispon´ıveis buscando assim determinar a capacidade de
extrapolac¸a˜o da func¸a˜o identificada com poucos pontos.
Para avaliar a qualidade do ajuste utilizou-se o fator R definido
como
R =
√√√√1− ∑Ni=1(y(i)− ye(i))2∑N
i=1(y(i)− y¯)
2
, (2.126)
onde N e´ o nu´mero de pontos utilizados na identificac¸a˜o, y¯ rep-
resenta o valor me´dio dos N valores das presso˜es y e ye e´ o valor
estimado da pressa˜o de fundo obtido com o modelo. As figuras
2.16 e 2.17 mostram o ajuste obtido para os dados dos poc¸os 1 a 4
e 5 a 8 respectivamente. Mais uma vez e´ importante observar que
a curva foi ajustada com os pontos mostrados em circulos pretos.
Estes pontos foram selecionados de forma que a pressa˜o ma´xima
na˜o atingisse mais do que 1% do valor o´timo irrestrito (pressa˜o
mı´nima no fundo). Os pontos mostrados em circulos claros na˜o
foram utilizados para a identificac¸a˜o dos paraˆmetros dos modelos.
Observa-se que a curva ajustada consegue extrapolar muito bem
passando muito pro´ximo a estes pontos.
A fim de melhor avaliar o modelo proposto foi gerado dados de
um grupo de poc¸os com configurac¸o˜es completamente diferentes
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Figura 2.16: pwf = f(qinj) para poc¸os UFSC-1 a 4
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Figura 2.17: pwf = f(qinj) para poc¸os UFSC-5 a 8
entre si. Os dados de simulac¸a˜o disponibilizados sa˜o Pressa˜o de
revestimento, Vaza˜o de L´ıquido produzido e Vaza˜o de Injec¸a˜o de
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Ga´s. Com estes dados deve-se obter a pressa˜o de fundo pwf . Para
isso deve-se utiliza-se a expressa˜o para IPR combinada,
qliq = IP (Pest. − pwf ) para pwf ≥ psat, e (2.127)
qliq = qsat + (qmax − qsat)
[
1− 0.2(
pwf
psat
)− 0.8(
pwf
psat
)2
]
,
para pwf ≤ Psat.
Para os casos onde a pressa˜o esta´tica e´ menor que a pressa˜o de
saturac¸a˜o o poc¸o vai operar sempre em regime saturado e a ex-
pressa˜o para Vogel pode ser utilizada diretamente.
– Poc¸o UFSC-15
Caracter´ısticas do Poc¸o UFSC-15
– Poc¸o direcional
– Pressa˜o esta´tica:246.0 Kgfcm2
– Pressa˜o de saturac¸a˜o:224.8 Kgfcm2
– Pressa˜o de Teste:245.0 Kgfcm2
– Vaza˜o de Teste:76.0 m3/d
– RGOf:100.0 m3/m3
– oAPI:24.7
– BSW:60.3 %
– Densidade relativa da a´gua produzida:1.06
– Densidade relativa do ga´s de formac¸a˜o:0.619
– Densidade relativa do ga´s de injec¸a˜o:0.780
– Pressa˜o na superf´ıcie:14.0 Kgfcm2
A tabela 2.5 apresenta os dados obtidos com a simulac¸a˜o do Poc¸o
UFSC-15
A tabela 2.6 apresenta os paraˆmetros identificados para o ajuste
dos dados do poc¸o UFSC-15:
– Poc¸o UFSC-17
Caracter´ısticas do Poc¸o UFSC-17
– Poc¸o vertical
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Tabela 2.5: Dados do Poc¸o UFSC-15
Pressa˜o Revest. Kgfcm2 Qliq.
m3
d qinj
m3
d
128 883.9 37716.5
133 901.7 53726.3
143 909.2 73368.3
158 917.6 107736.7
173 916.1 174140.5
188 893.5 211629.6
203 870.1 240490.5
233 827.9 284198.2
263 793.5 316652
293 765.8 342311.8
323 742.2 364269.3
0 50 100 150 200 250 300 350 400
232
234
236
238
240
242
244
Vazão de injeção [ stdm3/d x 1000
Pr
es
sã
o 
de
 fu
nd
o 
P w
f [ 
Kg
f/c
m2
 
]
Curva ajustada
Dados poço UFSC−15
R=0.9981
Figura 2.18: pwf = f(qinj) para poc¸o UFSC-15
Tabela 2.6: Paraˆmetros identificados para os dados do Poc¸o UFSC-15
Θ1 Θ2 Θ3 Θ4 m
0.0539 1.5710 0.9872 0.0013 0.175
– Pressa˜o esta´tica:199.0 Kgfcm2
– Pressa˜o de saturac¸a˜o:242.1 Kgfcm2
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– RGOf:100.0 m3/m3
– oAPI:29.0
– BSW:67.6 %
– Densidade relativa da a´gua produzida:1.06
– Densidade relativa do ga´s de formac¸a˜o:0.790
– Densidade relativa do ga´s de injec¸a˜o:0.780
– Pressa˜o na superf´ıcie:16.5 Kgfcm2
A tabela 2.7 apresenta os dados obtidos com a simulac¸a˜o do Poc¸o
UFSC-17
Tabela 2.7: Dados do Poc¸o UFSC-17
Pressa˜o Revest. Kgfcm2 qliq.
m3
d qinj
m3
d
132.81 708.6 35068
140.81 881.8 62482.6
148.81 929.2 77396.4
156.81 941.6 185925.1
173.81 934.7 214444.4
188.81 927 234465.9
198.81 921.5 246217.3
223.81 907.3 271690.1
248.81 893.7 293446.1
298.81 867.5 332277.5
348.81 841.7 367381.9
A tabela 2.8 apresenta os paraˆmetros identificados para o ajuste
dos dados do poc¸o UFSC-17:
Tabela 2.8: Paraˆmetros identificados para os dados do Poc¸o UFSC-17
Θ1 Θ2 Θ3 Θ4 m
0.0729 7.5665 0.9966 0.0030 1.1100
– Poc¸o UFSC-20
Caracter´ısticas do poc¸o UFSC-20
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Figura 2.19: pwf = f(qinj) para poc¸o UFSC-17
– Poc¸o direcional
– Pressa˜o esta´tica:197.0 Kgfcm2
– Pressa˜o de saturac¸a˜o:247.1 Kgfcm2
– RGOf:100.0 m3/m3
– oAPI:27.5
– BSW:79.7 %
– Densidade relativa da a´gua produzida:1.06
– Densidade relativa do ga´s de formac¸a˜o:0.770
– Densidade relativa do ga´s de injec¸a˜o:0.780
– Pressa˜o na superf´ıcie:12.8 Kgfcm2
A tabela 2.9 apresenta os dados obtidos com a simulac¸a˜o do Poc¸o
UFSC-20
A tabela 2.10 apresenta os paraˆmetros identificados para o ajuste
dos dados do poc¸o UFSC-20:
– Poc¸o UFSC-21
Caracter´ısticas do poc¸o UFSC-21
– Poc¸o direcional
– Pressa˜o esta´tica:203.7 Kgfcm2
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Tabela 2.9: Dados do Poc¸o UFSC-20
Pressa˜o Revest. Kgfcm2 qliq.
m3
d qinj
m3
d
115.54 451.9 36540.3
130.54 500 73096.5
140.54 458.2 176527.4
145.54 453.8 186109.9
155.54 444.7 203169.2
160.54 440.6 210367
165.54 436.6 217520.1
175.54 429.1 230555.3
190.54 419 247669.4
215.54 404.5 272181.1
265.54 380.3 314010.8
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Figura 2.20: pwf = f(qinj) para poc¸o UFSC-20
Tabela 2.10: Paraˆmetros identificados para os dados do Poc¸o UFSC-20
Θ1 Θ2 Θ3 Θ4 m
0.2374 8.8801 1.0008 0.0033 1.9000
– Pressa˜o de saturac¸a˜o:251.0 Kgfcm2
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– IP:7.7 m
3/d
kgf/cm2
– c=0.2
– RGOf:113.0 m3/m3
– oAPI:27.5
– BSW:34.1 %
– Densidade relativa da a´gua produzida:1.06
– Densidade relativa do ga´s de formac¸a˜o:0.760
– Densidade relativa do ga´s de injec¸a˜o:0.770
– Pressa˜o na superf´ıcie:13.0 Kgfcm2
A tabela 2.11 apresenta os dados obtidos com a simulac¸a˜o do
Poc¸o UFSC-21
Tabela 2.11: Dados do Poc¸o UFSC-21
Pressa˜o Revest. Kgfcm2 qliq.
m3
d qinj
m3
d
97.4 557.3 50875.1
107.4 567.4 67173.1
117.4 572.5 78600.6
122.4 574 83308.3
137.4 567.8 187204.6
147.4 566.6 199916.1
172.4 562.8 228684.3
197.4 556.7 254373.1
247.4 540.9 299280.9
297.4 526.2 338377.9
322.4 519.3 356386.6
A tabela 2.12 apresenta os paraˆmetros identificados para o ajuste
dos dados do poc¸o UFSC-21:
Tabela 2.12: Paraˆmetros identificados para os dados do Poc¸o UFSC-21
Θ1 Θ2 Θ3 Θ4 m
0.9038 3.5017 0.9666 0.0075 0.5600
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Figura 2.21: pwf = f(qinj) para poc¸o UFSC-21
– Poc¸o UFSC-23
Caracter´ısticas do poc¸o UFSC-23
– Poc¸o direcional
– Pressa˜o esta´tica:205.0 Kgfcm2
– Pressa˜o de saturac¸a˜o:242.1 Kgfcm2
– IP:16.0 m
3/d
kgf/cm2
– c=0.2
– RGOf:100.0 m3/m3
– oAPI:26.1
– BSW:48.8 %
– Densidade relativa da a´gua produzida:1.06
– Densidade relativa do ga´s de formac¸a˜o:0.750
– Densidade relativa do ga´s de injec¸a˜o:0.780
– Pressa˜o na superf´ıcie:13.1 Kgfcm2
A tabela 2.13 mostra os dados obtidos com a simulac¸a˜o do Poc¸o
UFSC-23
A tabela 2.14 apresenta os paraˆmetros identificados para o ajuste
dos dados do poc¸o UFSC-23:
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Tabela 2.13: Dados do Poc¸o UFSC-23
Pressa˜o Revest. Kgfcm2 qliq.
m3
d qinj
m3
d
110 784.1 51304.7
120 801.8 68982.2
135 811.9 86840.5
150 817.7 99786.2
160 783.8 206224.5
185 766.6 239616.6
210 755.4 263522.4
240 743.9 289697.4
260 735.4 305919.2
305 716.4 339712.9
335 704.5 360586.4
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Figura 2.22: pwf = f(qinj) para poc¸o UFSC-23
Tabela 2.14: Paraˆmetros identificados para os dados do Poc¸o UFSC-23
Θ1 Θ2 Θ3 Θ4 m
0.3886 5.8173 0.9971 0.0052 1.0400
– Poc¸o UFSC-75
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Caracter´ısticas do poc¸o UFSC-75
– Poc¸o vertical
– Pressa˜o esta´tica:217.2 Kgfcm2
– Pressa˜o de saturac¸a˜o:197.7 Kgfcm2
– IP:42.9 m
3/d
kgf/cm2
– c=0.2
– RGOf:100.0 m3/m3
– oAPI:29.7
– BSW:3 %
– Densidade relativa da a´gua produzida:1.07
– Densidade relativa do ga´s de formac¸a˜o:0.860
– Densidade relativa do ga´s de injec¸a˜o:0.780
– Pressa˜o na superf´ıcie:15.6 Kgfcm2
A tabela 2.15 mostra os dados obtidos com a simulac¸a˜o do Poc¸o
UFSC-75 A tabela 2.16 apresenta os paraˆmetros identificados
Tabela 2.15: Dados do Poc¸o UFSC-75
Pressa˜o Revest. Kgfcm2 qliq.
m3
d qinj
m3
d
134.11 1424.9 112379.1
144.11 1447 226058.7
159.11 1448.5 266148.8
174.11 1444.7 297014.5
184.11 1440.9 314410.8
209.11 1429.7 350476.4
234.11 1417.7 379901.1
259.11 1405.5 405699.7
284.11 1392.9 429936
334.11 1366.8 474798.1
359.11 1353.6 495788.5
para o ajuste dos dados do poc¸o UFSC-75:
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Figura 2.23: pwf = f(qinj) para poc¸o UFSC-75
Tabela 2.16: Paraˆmetros identificados para os dados do Poc¸o UFSC-75
Θ1 Θ2 Θ3 Θ4 m
0.4005 0.6138 0.7748 0.0083 0.0900
Adaptac¸a˜o do modelo para poc¸os altamente depletados
Para poc¸os na˜o surgentes o modelo desenvolvido considera a pressa˜o
de fundo igual a pressa˜o esta´tica correspondendo a` vaza˜o de in-
jec¸a˜o de ga´s nula na obtenc¸a˜o da func¸a˜o pwf = f(qinj) em regime
permanente. Na pra´tica isto e´ razoa´vel para poc¸os onde a pressa˜o
esta´tica encontra-se pouco abaixo do limiar de surgeˆncia. De
acordo com os resultados obtidos na sec¸a˜o 2.2.1 e apresentados
na figura 2.11, ao diminuir-se a vaza˜o de injec¸a˜o atinge-se um
valor onde o me´todo GLC na˜o consegue estabelecer uma pressa˜o
de fundo menor do que a pressa˜o esta´tica em regime permanente.
Para poc¸os com pressa˜o esta´tica ainda alta (talvez para valores
maior do que 80% do limiar de surgeˆncia) parece razoa´vel associar
a pressa˜o esta´tica a` vaza˜o de injec¸a˜o igual a zero. Para poc¸os mais
depletados deve-se associar a pressa˜o esta´tica ao valor da vaza˜o
mı´nima que fornece ponto de equil´ıbrio como mostrado na figura
2.11 da sec¸a˜o 2.2.1. Tomando como exemplo o poc¸o apresentado
na sec¸a˜o 2.2.1, percebe-se que para uma pressa˜o esta´tica igual a
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11 MPa tem-se uma vaza˜o mı´nima igual a 0.41 kg/s. Definindo
qmrinj como a mı´nima vaza˜o de injec¸a˜o realiza´vel com GLC, tem-se
para o poc¸o exemplo, qmrinj = 0.41 kg/s com Pr = 11MPa. Nestes
casos, antes de iniciar o procedimento de identificac¸a˜o efetua-
se uma primeira transformac¸a˜o nas vazo˜es de injec¸a˜o a serem
utilizadas na obtenc¸a˜o do modelo subtraindo qmrinj dos valores de
vaza˜o obtidos para obter qninj ,
qninj = qinj − q
mr
inj (2.128)
A partir deste ponto utiliza-se todos os procedimentos ja´ de-
scritos. Isto e´, obte´m os valores que correspondem ao ponto de
mı´nimo pwf , agora com os valores de vaza˜o de injec¸a˜o ja´ diminu´ı-
dos de qmrinj , (q
n∗
inj , p
∗
wf ). A normalizac¸a˜o das vazo˜es e da pressa˜o
de fundo e´ feita com (qn∗inj e p
∗
wf ), respectivamente.
Figura 2.24: pwf = f(qinj) para poc¸o exemplo com Pr = 11.0 MPa
A figura 2.24 apresenta a identificac¸a˜o da curva pwf = f(qinj)
para os valores obtidos com o simulador desenvolvido e apresen-
tado na sec¸a˜o 2.2.1 para o poc¸o exemplo apresentado naquela
sec¸a˜o com a pressa˜o de reservato´rio igual a Pr = 11.0 MPa.
Nota-se um ajuste com R = 1.0000. Utilizou-se m = 1.0 e os
paraˆmetros identificados foram:
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Tabela 2.17: Paraˆmetros identificados para os dados do exemplo [1]
Θ1 Θ2 Θ3 Θ4 m
0.2281 2.1125 0.9430 0.0293 1.0
2.2.3 Ummodelo dinaˆmico para controle e otimiza-
c¸a˜o
Os modelos matema´ticos servem a diferentes objetivos. O mo-
delo fenomenolo´gi- co e´ importante para se conhecer o processo
em profundidade e permitir uma ana´lise parame´trica com o obje-
tivo de melhorar o seu desempenho, por exemplo. O modelo em
regime permanente e´ muito utilizado em algoritmos de otimiza-
c¸a˜o, principalmente para processos esta´veis e que operam neste
regime a maior parte do tempo. Para finalizar a discussa˜o de
modelos para processos GLC, propo˜e-se nesta sec¸a˜o um modelo
dinaˆmico que utiliza o desenvolvimento realizado na sec¸a˜o ante-
rior mas que acrescenta um comportamento dinaˆmico. O objetivo
deste modelo e´ ser o mais preciso poss´ıvel em regime permanente
para permitir a utilizac¸a˜o do modelo em uma estrate´gia de con-
trole preditivo que visa otimizar a distribuic¸a˜o de ga´s enquanto
atenua as oscilac¸o˜es causadas por variac¸o˜es na disponibilidade de
ga´s.
O modelo aqui descrito e´ muito semelhante aquele apresentado
em [44], exceto pela considerac¸a˜o de poc¸os altamente depletados
discutidos na sec¸a˜o anterior.
A ideia e´ utilizar um modelo Hammerstein [45] modificado con-
forme a estrutura apresentada na figura 2.25
O bloco A subtrai da vaza˜o de injec¸a˜o o valor qmrinj que corresponde
ao valor da vaza˜o mı´nima realiza´vel para o funcionamento do poc¸o
em GLC. Para este valor de vaza˜o de injec¸a˜o a pressa˜o de fundo
em regime permanente seria muito pro´xima da pressa˜o esta´tica
do reservato´rio Pr. Este valor pode ser considerado nulo para
valores de pressa˜o de reservato´rio pro´ximos ao limiar do valor de
surgeˆncia. O bloco B normaliza o valor da vaza˜o de injec¸a˜o (em
relac¸a˜o a qn∗inj). O bloco C aplica a func¸a˜o desenvolvida na sec¸a˜o
anterior para regime permanente que calcula a pressa˜o de fundo
em func¸a˜o da vaza˜o de injec¸a˜o. O bloco D aplica uma func¸a˜o de
transfereˆncia de 2a. ordem com o zero, o fator de atenuac¸a˜o e a
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Figura 2.25: Estrutura do Modelo dinaˆmico baseado em Hammerstein
frequeˆncia natural sendo func¸o˜es da vaza˜o de injec¸a˜o normalizada,
u. A sa´ıda do bloco D e´ a pressa˜o de fundo normalizada. O
bloco E limita a pressa˜o de fundo normalizada a pressa˜o esta´tica
normalizada. O bloco F filtra a aplicac¸a˜o da saturac¸a˜o feita pelo
bloco E. Finalmente o bloco D recupera a pressa˜o de fundo ao
multiplicar a pressa˜o normalizada por p∗wf .
A figura 2.26 apresenta o resultado de um estudo realizado para
o poc¸o modelo apresentado na sec¸a˜o 2.2.1 para a pressa˜o de
reservato´rio de 20 MPa. Para este caso considerou-se qmrinj = 0.
Utilizando o modelo fenomenolo´gico desenvolvido na sec¸a˜o 2.2.1
determinou-se a dependeˆncia dos paraˆmetros a, ξ e wn em re-
lac¸a˜o a vaza˜o de injec¸a˜o normalizada u. A figura 2.26-a mostra
os valores da vaza˜o de injec¸a˜o e da pressa˜o de fundo utilizados
na obtenc¸a˜o da vaza˜o de injec¸a˜o normalizada u. A figura 2.26-b
apresenta alguns valores encontrados para o zero da func¸a˜o de
transfereˆncia de segunda ordem do modelo proposto em func¸a˜o
da vaza˜o de injec¸a˜o normalizada. No mesmo gra´fico apresenta-se
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a func¸a˜o ajustada para os pontos obtidos, a(u).
a(u) =
p1u
3 + p2u
2 + p3u+ p4
u2 + q1u+ q2
p1 = −972, 1
p2 = 1294
p3 = −502, 3
p4 = 33, 8
q1 = −1, 476
q2 = = 0, 5679 (2.129)
Figura 2.26: Paraˆmetros identificados
A figura 2.26-c apresenta os valores encontrados para ξ e a func¸a˜o
ajustada para os mesmos.
ξ(u) = 0.3488e−0.1266u − 0.5265e−3.855u (2.130)
A figura 2.26-d mostra os valores encontrados para a frequeˆncia
natural wn e a func¸a˜o ajustada para os mesmos.
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wn(u) = −0, 01713u
4 + 0, 04658u3 − 0, 04569u2 (2.131)
+ 0, 01909u+ 0, 0003956
2.3 Concluso˜es e desenvolvimentos fu-
turos
Neste cap´ıtulo foram apresentadas treˆs abordagens na modelagem
da elevac¸a˜o por GLC, i)uma modelagem fenomenolo´gica baseada
na propagac¸a˜o da frac¸a˜o ma´ssica de ga´s, ii)uma modelagem para
a relac¸a˜o em regime permanente entre a pressa˜o de fundo e a
vaza˜o de injec¸a˜o de ga´s e iii)um modelo baseado na represen-
tac¸a˜o tipo Hammerstein modificada que preserva o modelo es-
ta´tico desenvolvido e acrescenta uma dinaˆmica aproximada em
func¸a˜o da vaza˜o de injec¸a˜o de ga´s. A modelagem fenomenolo´-
gica desenvolvida apresenta bom desempenho dinaˆmico exibindo
os fenoˆmenos de fase na˜o mı´nima e o comportamento com sub-
amortecimento progressivo conforme se diminui a vaza˜o de injec¸a˜o
ate´ atingir-se oscilac¸o˜es sustentadas para uma determinada vaza˜o
suficientemente baixa. Um mapa desta vaza˜o para diferentes va-
lores de pressa˜o esta´tica da formac¸a˜o mostrou uma semelhanc¸a
muito grande com os resultados obtidos para um poc¸o equiva-
lente simulado no OLGA2000MR. O comportamento em regime
permanente, por outro lado, exibe uma diferenc¸a muito grande
e exige mais desenvolvimento. Essas caracter´ısticas do modelo
o tornam um candidato para utilizac¸a˜o em predic¸a˜o quando se
pode medir a pressa˜o de fundo em tempo real ja´ que e´ poss´ıvel
aplicar os me´todos de correc¸a˜o como o que foi apresentado neste
trabalho. Um trabalho importante e´ a utilizac¸a˜o do modelo feno-
menolo´gico desenvolvido para a modelagem do fenoˆmeno heading.
Isto poderia ser relativamente simples ja´ que o que falta seria
uma modelagem do escoamento de ga´s no anular e na va´lvula
operadora de ga´s-lift.
O modelo da relac¸a˜o em regime permanente mostrou-se capaz de
ajustar-se aos dados de simuladores fenomenolo´gicos de regime
permanente para diferentes casos. Poss´ıveis melhorias poderiam
ser obtidas desenvolvendo-se te´cnicas para a obtenc¸a˜o dos paraˆ-
metros em func¸a˜o das caracter´ısticas dos poc¸os utilizando-se por
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exemplo te´cnicas Monte Carlo de ajuste. Isto permitiria partir-se
de sintonias de modelo com uma qualidade mı´nima inicial semel-
hante a qualidade da representac¸a˜o do simulador fenomenolo´gico.
Ha´ de se considerar que o custo para a obtenc¸a˜o de dados reais
para a sintonia de modelo e´ custosa pois passa invariavelmente
pela necessidade de variar o regime de funcionamento do poc¸o e
assim opera´-lo de forma sub-o´tima pelo tempo de aquisic¸a˜o.
O modelo baseado na representac¸a˜o Hammerstein modificado e´
um esforc¸o no sentido de preservar uma relac¸a˜o de regime per-
manente de qualidade no modelo dinaˆmico. Isto pode ser inter-
essante em determinadas formulac¸o˜es de controle preditivo como
a apresentada na sec¸a˜o 5.3 do cap´ıtulo 5 onde na˜o se define os
valores refereˆncia para as presso˜es de fundo na func¸a˜o objetivo.
A func¸a˜o objetivo e´ formulada visando principalmente atingir um
certo desempenho econoˆmico e um determinado comportamento
dinaˆmico dos poc¸os e do manifold de gas lift, para diferentes
disponibilidades de ga´s comprimido. Neste sentido, o modelo de-
senvolvido mostra-se bastante interessante pois ao incorporar um
bom modelo de regime permanente pode atender o objetivo prin-
cipal de controle. Desenvolver modelos fenomenolo´gicos simples
que preservem uma relac¸a˜o de regime permanente de qualidade
suficiente para otimizac¸a˜o em problemas de escoamento multi-
fa´sico e´ um desafio muito grande. O comportamento dinaˆmico do
modelo e´ aproximado mas pode atender ao objetivo de controle
por tratar-se de fenoˆmeno com dinaˆmica lenta e que na˜o requer
atuac¸a˜o agressiva de controle em malha fechada o que permite
operar com erros de modelagem razoa´veis. Ja´ a sintonia dos pa-
raˆmetros do modelo dinaˆmico precisa ser simplificada havendo a´ı
um grande espac¸o para melhoras.
Cap´ıtulo 3
Controle MPC
Distribu´ıdo
A maioria dos sistemas dinaˆmicos com mu´ltiplas entradas e mu´lti-
plas sa´ıdas (MIMO) encontrados na indu´stria apresentam intera-
c¸o˜es entre as varia´veis controladas frente as varia´veis manipu-
ladas. De forma que raramente uma varia´vel e´ controlada pela
manipulac¸a˜o de uma u´nica ac¸a˜o de controle. O controle de proces-
sos que apresentam interac¸o˜es utilizando estrate´gias do tipo uma
entrada uma sa´ıda (SISO) ainda que poss´ıvel em alguns casos, faz
com que a operac¸a˜o se desenvolva muito longe dos limites impos-
tos pelas restric¸o˜es do problema. A fim de evitar a violac¸a˜o das
restric¸o˜es devido ao comportamento dinaˆmico ocasionado pelas
interac¸o˜es, o sistema e´ operado a uma distaˆncia muito grande da
restric¸a˜o. Isto diminui o desempenho da planta.
O controle de plantas complexas e´ tipicamente dividido em n´ıveis
hiera´rquicos. No n´ıvel ba´sico esta˜o os controladores locais utiliza-
dos para implementar ac¸o˜es como vaza˜o, velocidade de uma es-
teira, temperatura de uma soluc¸a˜o, concentrac¸a˜o de um produto,
etc. Estas ac¸o˜es fazem parte de uma estrate´gia de controle cuja re-
fereˆncia e´ fornecida pelo n´ıvel de controle imediatamente superior
que e´ o controle avanc¸ado. Em termos de velocidade da dinaˆmica,
os controladores locais trabalham com taxas de amostragem de
segundos ou frac¸a˜o de segundo enquanto que o controle avanc¸ado
trabalha com varia´veis amostradas em intervalos de tempo algu-
mas dezenas de vezes maiores. Acima do controle avanc¸ado pode
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existir algoritmos de otimizac¸a˜o em tempo real (RTO-Real Time
Optimizer) que resolvem problemas de otimizac¸a˜o tipicamente
para a soluc¸a˜o em regime permanente do sistema e fornecem os
set-points para o sistema de controle avanc¸ado. Estes algoritmos
de otimizac¸a˜o recebem informac¸a˜o da camada de planejamento
sobre a disponibilidade de recursos dispon´ıveis e sobre as deman-
das futuras.
Atualmente os controladores locais de muitas instalac¸o˜es como
refinarias, por exemplo, utilizam controle via redes de campo.
Dentre as redes de campo a rede Foundation Fieldbus tem se
destacado pois permite que estrate´gias de controle sejam imple-
mentadas nos pro´prios instrumentos de campo atrave´s da uti-
lizac¸a˜o de algoritmos encapsulados em blocos funcionais que sa˜o
interligados para executar as tarefas de medic¸a˜o, ca´lculo da ac¸a˜o
de controle e atuac¸a˜o. Os instrumentos Foundation Fieldbus sa˜o
ligados a um barramento comum que e´ utilizado para a troca
de informac¸a˜o ale´m de, opcionalmente, suprir a energia ele´trica
para seu funcionamento. As tarefas de controle sa˜o executadas
de forma determin´ıstica dentro de um tempo fixo chamado de
macrociclo. Ale´m do tempo assegurado para as tarefas de con-
trole existe um tempo extra destinado a` troca de informac¸o˜es com
o sistema de controle avanc¸ado e supervisa˜o.
E´ um consenso entre pesquisadores e praticantes que a te´cnica de
controle avanc¸ado mais utilizada na indu´stria e´ o Controle Pred-
itivo Baseado em Modelo. Uma estat´ıstica recente e interessante
sobre aplicac¸o˜es de controle avanc¸ado na indu´stria qu´ımica do
Japa˜o e´ apresentada em [46].
Uma das caracter´ısticas mais apreciadas na te´cnica de controle
preditivo e´ sua capacidade de tratar as restric¸o˜es sobre as en-
tradas e sa´ıdas de forma simples e elegante. Este tratamento de
restric¸o˜es permite, por exemplo, a diminuic¸a˜o do ¨give away¨ em
processos onde o produto deve manter uma determinada carac-
ter´ıstica dentro de uma faixa de valores sob pena de multa, por
exemplo. Em geral a aplicac¸a˜o de Controle Preditivo baseado em
modelo permite operar mais pro´ximo das restric¸o˜es sem viola´-las.
Apesar das inu´meras vantagens da aplicac¸a˜o de controle preditivo
existem alguns aspectos relacionados com sua implementac¸a˜o e
utilizac¸a˜o que poderiam ser melhorados:
– O MPC demanda um longo tempo para ajuste dos modelos
e paraˆmetros do controlador.
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– A manutenc¸a˜o do algoritmo de controle exige o trabalho de
especialistas.
– Alterac¸o˜es na planta exigem a revisa˜o de todo o sistema de
controle.
– As soluc¸o˜es de controle avanc¸ado sa˜o caras para pequenas
empresas.
Uma proposta no sentido de responder a algumas das dificul-
dades citadas e´ a utilizac¸a˜o de agentes para o controle de sis-
temas. Toma-se aqui o nome de agente para definir um objeto
matema´tico que comunicando-se com outros objetos matema´ticos
similares, recebendo os valores das varia´veis do processo e tam-
be´m das refereˆncias, fornece o valor de uma das ac¸o˜es de controle.
A ide´ia e´ desenvolver um algoritmo de controle preditivo que sera´
calculado atrave´s da troca de informac¸o˜es entre os agentes de
forma iterativa. A cada instante de amostragem cada agente re-
cebe os valores calculados pelos demais agentes e recalcula sua
ac¸a˜o de controle. Isto e´ repetido por um determinado nu´mero de
instantes de amostragem ate´ que os valores calculados por cada
agente na˜o mudem mais que um certo percentual em relac¸a˜o aos
valores calculados anteriormente.
A figura 3.1 mostra uma poss´ıvel configurac¸a˜o do sistema. Cada
agente poderia ainda ter mo´dulos de supervisa˜o, otimizac¸a˜o, iden-
tificac¸a˜o de modelo, etc. Do ponto de vista da implementac¸a˜o
em redes de comunicac¸a˜o para controle esta te´cnica e´ plenamente
via´vel ja´ que o tempo de amostragem do controle avanc¸ado e´ tipi-
camente uma ordem de grandeza maior que o tempo de amostragem
do controle local.
3.1 Desenvolvimento de agentes para
controle de processos
Um agente tal como definido na introduc¸a˜o podera´ eventualmente
resolver parte das dificuldades existentes no controle de processos.
Entretanto, ale´m de resolver o problema de controle preditivo de
forma distribu´ıda seria deseja´vel que o agente
– diminu´ısse o nu´mero de horas gastas com a identificac¸a˜o de
modelos do processo,
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Figura 3.1: Estrutura de Controle com Agentes
– utilizasse o acesso as informac¸o˜es para melhorar continua-
mente a qualidade do modelo do processo,
– respondesse a situac¸o˜es de falha de medic¸a˜o e/ou atuac¸a˜o de
forma segura.
– tornasse o controle avanc¸ado dispon´ıvel para usua´rios da tec-
nologia fieldbus.
O controle de processos moderno e´ realizado na medic¸a˜o e atuac¸a˜o
em intervalos de tempo fixo chamados de tempo de amostragem.
Tanto na malha de controle local como na de controle avanc¸ado,
uma ac¸a˜o de controle deve ser produzida a cada instante de
tempo. Por isso, e considerando que o controle preditivo baseado
em modelo tem se mostrado uma das te´cnicas de controle mais
bem aceitas na indu´stria, desenvolve-se neste cap´ıtulo uma pro-
posta de agente que visa inicialmente resolver o problema de con-
trole de forma distribu´ıda.
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A expectativa e´ incorporar neste agente ba´sico outras funcionali-
dades que ira˜o fazer com que o agente atenda todos os requisitos
acima mencionados.
3.2 MPC distribu´ıdo
O objetivo desta sec¸a˜o e´ apresentar uma decomposic¸a˜o do pro-
blema de controle preditivo de forma que o problema possa ser
resolvido por agentes. Estes agentes sera˜o tantos quantas forem
as ac¸o˜es de controle do problema. Para simplificar a apresen-
tac¸a˜o da te´cnica apresenta-se inicialmente a decomposic¸a˜o do al-
goritmo para formulac¸o˜es sem restric¸o˜es. A maioria das ideias
apresentadas neste trabalho foram tambe´m publicadas em [47].
Depois da apresentac¸a˜o do algoritmo MPC distribu´ıdo sem res-
tric¸o˜es apresenta-se um algoritmo baseado em projec¸o˜es vetoriais
que resolve o problema MPC com restric¸o˜es.
Supondo que possamos representar as relac¸o˜es entrada-sa´ıda de
uma planta na forma linear, enta˜o poderia se esperar que a relac¸a˜o
entrada sa´ıda na forma de matriz func¸a˜o de transfereˆncia fosse
escrita em Laplace como

y1(s)
y2(s)
y3(s)
y4(s)
.
.
.
yn(s)

= (3.1)

H11(s) H12(s) H13(s) 0 · · · 0
0 H22(s) H23(s) 0 · · · 0
0 H32(s) H33(s) H34(s) · · · 0
0 0 H43(s) H44(s) · · · 0
.
..
.
..
.
..
.
.. · · ·
.
..
0 · · · 0 0 · · · Hnn(s)


u1(s)
u2(s)
u3(s)
u4(s)
.
..
un(s)

,
onde Hij(s) sa˜o func¸o˜es de transfereˆncia que relacional a sa´ıda i
com a entrada j em um sistema de Ni entradas e No sa´ıdas. A
equac¸a˜o 3.1 mostra que tipicamente na˜o ha´ acoplamento entre to-
das as varia´veis. Ou seja, mudanc¸as nas ac¸o˜es de controle afetam
um grupo de varia´veis de sa´ıda mas na˜o todas. A matriz func¸a˜o
de transfereˆncia esperada para a maioria dos grandes sistemas
e´ esparsa e poderia ser escrita para apresentar uma estrutura
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n-diagonal com n varia´vel. E´ claro que no caso em que na˜o hou-
vesse nenhum acoplamento a matriz seria diagonal e cada agente
resolveria um problema de controle do tipo SISO (Single Input-
Single Output). O fato de que a matriz func¸a˜o de transfereˆncia
t´ıpica e´ dispersa favorece a utilizac¸a˜o de agentes pois tipicamente
cada agente necessita comunicar-se com poucos outros agentes.
3.2.1 Decomposic¸a˜o da Formulac¸a˜o MPC sem
restric¸a˜o
A maioria dos algoritmos de controle preditivo baseado em mo-
delo determinam o vetor incremento de ac¸a˜o de controle ∆u min-
imizando a seguinte func¸a˜o objetivo:
min
∆u
J
J = (W − Y˜)TR(W − Y˜) + ∆uTQ∆u, (3.2)
onde
– W e´ o vetor com as refereˆncias futuras
– Y˜ e´ o vetor com as predic¸o˜es das varia´veis controladas
– R e´ uma matriz diagonal com pesos para o seguimento de refer-
eˆncias
– ∆u e´ o vetor com as futuras mudanc¸as nas ac¸o˜es de controle
– Q e´ um matriz diagonal com pesos sobre as mudanc¸as nas ac¸o˜es
de controle
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Para No sa´ıdas e Ni entradas,W, Y˜, R, ∆u e Q sa˜o composic¸o˜es
de vetores e matrizes,
W =

W1
W2
...
WNo
 , Y˜ =

Y˜1
Y˜2
...
Y˜No

R =

R1 0 . . . 0
0 R2 . . . 0
...
...
. . .
...
0 0 . . . RNo
 ,
∆u =

∆u1
∆u2
...
∆uNi

Q =

Q1 0 . . . 0
0 Q2 . . . 0
...
...
. . .
...
0 0 . . . QNi
 . (3.3)
A func¸a˜o custo J pode ser escrita como
J = (W1 − Y˜1)
TR1(W1 − Y˜1) +
(W2 − Y˜2)
TR2(W2 − Y˜2) +
. . .+
(WNo − Y˜No)
TRNo(WNo − Y˜No) +
∆uT1Q1∆u1 +
∆uT2Q2∆u2 +
. . .+
∆uTNiQNi∆uNi (3.4)
As predic¸o˜es sa˜o calculadas na forma de resposta livre somada ao
efeito das futuras mudanc¸as na ac¸a˜o de controle corrente conforme
se faz no algoritmo DMC e GPC, [48].
Y˜ = F+G∆u, (3.5)
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F e´ o vetor com a resposta livre de todas as varia´veis contro-
ladas, isto e´, a resposta quando na˜o ha´ mudanc¸a nas entradas ou
∆u = 0. G e´ a matriz dinaˆmica no algoritmo DMC obtida com
a resposta ao degrau de cada sa´ıda para cada entrada. A ma-
triz G e´ tambe´m utilizada no algoritmo GPC onde e´ frequente-
mente obtida resolvendo-se a equac¸a˜o diofaˆntica. Em [49] e [50]
demonstra-se que a matriz G e´ a matriz Jacobiana das predic¸o˜es
em func¸a˜o dos incrementos de controle G = ∂Y˜∂∆u .
F =

F1
F2
...
FNo
 , (3.6)
G =

G11 G12 . . . G1Ni
G21 G22 . . . G2Ni
...
...
. . .
...
GNo1 GNo2 . . . GNoNi
 (3.7)
Substituindo as equac¸o˜es 3.5, 3.6 e 3.7 na equac¸a˜o 3.4, e definindo
WF1 = W1 − F1, WF2 = W2 − F2 e assim por diante, tem-se
que
J = (WF1 −
Ni∑
i=1
G1i∆ui)
TR1(WF1 −
Ni∑
i=1
G1i∆ui)
+ (WF2 −
Ni∑
i=1
G2i∆ui)
TR2(WF2 −
Ni∑
i=1
G2i∆ui)
+ . . .
+ (WFNo −
Ni∑
i=1
GNoi∆ui)
TRNo(WFNo −
Ni∑
i=1
GNoi∆ui)
+ ∆uT1Q1∆u1
+ ∆uT2Q2∆u2
+ . . .
+ ∆uTNiQNi∆uNi (3.8)
Controle MPC Distribu´ıdo 91
Desenvolvendo a equac¸a˜o (3.8) e multiplicando J por 1/2,
J =
1
2
Ni∑
i=1
∆uTi G
T
1iR1
Ni∑
i=1
G1i∆ui +
1
2
Ni∑
i=1
∆uTi G
T
2iR2
Ni∑
i=1
G2i∆ui +
. . .+
1
2
Ni∑
i=1
∆uTi G
T
NoiRNo
Ni∑
i=1
GNoi∆ui
−
Ni∑
i=1
∆uTi G
T
1iR1WF1
−
Ni∑
i=1
∆uTi G
T
2iR2WF2
− . . . (3.9)
−
Ni∑
i=1
∆uTi G
T
NoiRNoWFNo
+
1
2
Ni∑
i=1
∆uTi Qi∆ui
+
1
2
No∑
j=1
WFTj RjWFj , com (3.10)
i = 1, ..., Ni, j = 1, ..., No.
Os algoritmos de controle preditivo para sistemas lineares DMC
e GPC aplicados a problemas sem restric¸o˜es calculam o vetor ∆u
que faz ∂J∂∆u = 0. A ideia aqui e´ buscar ∆u1, ∆u2, ..., ∆uNi que
faz o gradiente 
∂J
∂∆u1
∂J
∂∆u2
...
∂J
∂∆uNi
 =

0
0
...
0
 . (3.11)
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Obviamente isto equivale a ∂J∂∆u = 0.
Para qualquer g = 1, ..., Ni,
∂J
∂∆ug
= GT1gR1
Ni∑
i=1
G1i∆ui (3.12)
+GT2gR2
Ni∑
i=1
G2i∆ui
+ . . .+
+GTNogRNo
Ni∑
i=1
GNoi∆ui
−GT1gR1WF1
−GT2gR2WF2
− . . .
−GTNogRNoWFNo
+Qg∆ug
Agrupando os termos com ∆ug,
∂J
∂∆ug
=
 No∑
j=1
GTjgRjGjg +Qg
∆ug+ (3.13)
No∑
j=1
GTjgRj
 Ni∑
i=1,i 6=g
Gji∆ui − (Wj − Fj)

Antes de escrever uma expressa˜o para ∆ug deve-se observar que
um algoritmo MPC e´ normalmente utilizado em sistemas de con-
trole amostrados. Como ja´ mencionado, estes algoritmos nor-
malmente entregam ac¸o˜es de controle em per´ıodos de tempo fixo
chamados tempo de amostragem. O valor do tempo de amostragem
depende da natureza do processo sendo controlado mas e´ tipica-
mente muito maior do que o tempo de amostragem utilizado no
controle local ou tambe´m chamado controle regulato´rio. Uma
figura t´ıpica e´ o macrociclo do n´ıvel H1 de uma rede Foundation
Fieldbus [51] que varia de 200 a 1000 ms, enquanto um tempo
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de amostragem do algoritmo MPC pode ser medido em minutos
em muitas aplicac¸o˜es na indu´stria do refino e petroqu´ımica, por
exemplo.
Poderia-se imaginar um sistema de controle MPC distribu´ıdo ro-
dando no n´ıvel H1 de uma rede Foundation Fieldbus. Neste caso
o valor final de cada ac¸a˜o de controle ∆ug calculada pelo con-
trole MPC distribu´ıdo seria disponibilizado somente apo´s um alto
nu´mero de macrociclos. Supondo que a func¸a˜o de cada agente seja
encapsulada em um bloco funcional Foundation Fieldbus, a cada
macrocilo todos os Ni blocos funcionais do tipo agentes MPC
calculariam o valor ∆ug em uma forma iterativa. Depois de um
determinado nu´mero de macrociclos os valores de ∆ug calcula-
dos por cada agente teriam evolu´ıdo para o valor final e seriam
disponibilizados para o controle local tipicamente na forma de um
set-point. Obviamente esta na˜o e´ a u´nica forma de implementar o
controle MPC distribu´ıdo mas e´ uma forma simples de se explicar
seu funcionamento.
Para a formulac¸a˜o sem restric¸o˜es a expressa˜o para cada ∆ug no
tempo de amostragem t e na iterac¸a˜o k pode ser escrita como
∆ug|
k
t = −Φ
−1
g Θ
k
g ,
(3.14)
onde
Φg =
 No∑
j=1
GTjgRjGjg +Qg
 e
Θkg =
No∑
j=1
GTjgRj
Wj(t)− Fj(t)− Ni∑
i=1,i 6=g
Gji∆u
k−1
i (t)
 .
Na equac¸a˜o (3.14)
– Wj(t) e´ o vetor p× 1 com as refereˆncias futuras da sa´ıda j
no instante de amostragem t,
– Fj(t) e´ o vetor p × 1 com as respostas livres da sa´ıda j no
instante de amostragem t,
– ∆uk−1i (t) e´ o vetor m×1 com os incrementos de controle da
entrada i na iterac¸a˜o k − 1 do instante de amostragem t,
– p e´ o horizonte de predic¸a˜o e
– m e´ o horizonte de controle
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Deve-se ressaltar que a dificuldade computacional para obter-
se ∆ug e´ muito menor do que aquela para obter o vetor ∆u
completo. Conforme ja´ discutido, nesta abordagem distribu´ıda,
o vetor ∆u e´ determinado por agentes utilizando uma combi-
nac¸a˜o de ca´lculos repetidos de ∆ug e troca de informac¸o˜es. Cada
agente g inicia o tempo de amostragem t montando um valor ini-
cial para ∆ug|
1
t utilizando os valores finais obtidos no tempo de
amostragem t− 1 depois de N iterac¸o˜es,
∆ug|
1
t =

∆ug|
N
t−1(2)
∆ug|
N
t−1(3)
...
0
 . (3.15)
O valor inicial utilizado para ∆ug|
1
t e´ consistente com a filosofia
dos algoritmos MPC que assumem como nulo o valor do incre-
mento de controle no instante seguinte ao horizonte de controle,
isto e´, ∆u(m + 1) = 0. No instante de amostragem t, calcula-se
o vetor incremento da ac¸a˜o de controle ∆ug|t utilizando-se um
filtro conforme sera´ explicado posteriormente. Na equac¸a˜o 3.16 o
ı´ndice k refere-se ao nu´mero do ca´lculo de ∆ug|t realizado pelo
agente g no instante de amostragem t.
∆ug|
k
t = (1− α)∆ug|
k
t + α∆ug|
k−1
t . (3.16)
3.2.2 Aplicac¸a˜o da te´cnica para um problema
benchmark
Apresenta-se nesta sec¸a˜o a aplicac¸a˜o da te´cnica de controle MPC
distribu´ıdo ao problema Shell Heavy Oil Fractionator descrito
em [48]. Um diagrama esquema´tico da coluna e´ apresentado na
figura 3.2. A aplicac¸a˜o do Controle preditivo distribu´ıdo torna-
se mais apropriada em situac¸o˜es onde na˜o existe acoplamento
de todas as entradas com todas as sa´ıdas que e´ uma situac¸a˜o
esperada em grandes processos. Para a ana´lise do desempenho
do algoritmo proposto, entretanto, quanto maior o acoplamento
maior sera a dificuldade imposta ao algoritmo. Por esse motivo
utiliza-se esse processo para demonstrar a aplicac¸a˜o do me´todo.
A dinaˆmica do processo e´ descrita por um modelo baseado em
func¸a˜o de transfereˆncia em Laplace que e´ discretizada utilizando
o tempo de amostragem de 4 minutos. As varia´veis controladas
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Figura 3.2: Diagrama esquema´tico da coluna de destilac¸a˜o
sa˜o a composic¸a˜o de topo y1, composic¸a˜o da sa´ıda lateral y2 e
a temperatura de refluxo de fundo y3. As varia´veis manipuladas
sa˜o a vaza˜o de sa´ıda de topo u1, a vaza˜o de sa´ıda lateral u2 e a
vaza˜o de recirculac¸a˜o de fundo u3. Deve-se observar que as vari-
a´veis manipuladas u1, u2 e u3 calculadas pelo controle avanc¸ado
em um sistema com taxa de amostragem igual a 4 minutos (240
segundos) sera˜o implementadas por controladores PID que rece-
bera˜o estes valores como set-points e calculara˜o a abertura dos
posicionadores das va´lvulas de controle que implementara˜o estas
vazo˜es na rede de controle local. Esta rede de controle local tra-
balha com tempo de amostragem da ordem de 1 segundo. Isto
significa que se o controle local fosse implementado em uma rede
Foundation Fieldbus, enta˜o os agentes que implementam o con-
trole MPC distribu´ıdo poderiam trocar informac¸a˜o ate´ 240 vezes
aproximadamente (dependendo do macrociclo da rede) antes de
disponibilizarem as ac¸o˜es de controle como refereˆncia para os con-
troladores locais de vaza˜o. Isto da´ uma ide´ia da factibilidade da
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te´cnica ja´ que normalmente pode-se obter convergeˆncia com um
nu´mero muito menor de iterac¸o˜es ou troca de informac¸o˜es en-
tre agentes. O modelo baseado em Func¸a˜o de Transfereˆncia no
domı´nio Laplace e´ dado pela equac¸a˜o (3.17).
 y1(s)y2(s)
y3(s)
 =

4.05e−27s
1+50s
1.77e−28s
1+60s
5.88e−27s
1+50s
5.39e−18s
1+50s
5.72e−14s
1+60s
6.9e−15s
1+40s
4.38e−20s
1+33s
4.42e−22s
1+44s
7.2
1+19s

 u1(s)u2(s)
u3(s)

(3.17)
As sa´ıdas y1, y2 e y3 esta˜o sujeitas a` perturbac¸o˜es. Dentre es-
tas perturbac¸o˜es esta˜o aquelas devido a variac¸o˜es nas vazo˜es de
refluxo de topo. As func¸o˜es de transfereˆncia relacionando a per-
turbac¸a˜o nas sa´ıdas y1, y2 e y3 e as variac¸o˜es nas vazo˜es de refluxo
de topo sa˜o apresentadas pela equac¸a˜o (3.18).
 yp1(s)yp2(s)
yp3(s)
 =

1.44e−27s
1+40s
1.83e−15s
1+20s
1.26
1+32s
up(s) (3.18)
A figura 3.3 apresenta uma proposta de controle para a coluna
Shell utilizando 3 agentes. Um agente para cada ac¸a˜o de controle.
Como ja´ mencionado, se o controle regulato´rio da coluna fosse
implementado via Foundation Fieldbus (FF), enta˜o as ac¸o˜es de
controle seriam implementadas por controladores do tipo PID in-
stanciados como blocos funcionais em posicionadores de va´lvulas
de controle FF. Os agentes seriam blocos funcionais e poderiam
estar igualmente instanciados nos posicionadores. Desta forma a
refereˆncia para os controladores PID que efetivamente implemen-
tam as vazo˜es passariam dos agentes para os blocos funcionais
PID sem sequer utilizar o barramento.
Nas sec¸o˜es seguintes apresenta-se diversas simulac¸o˜es utilizando
a formulac¸a˜o centralizada e distribu´ıda do algoritmo MPC DMC.
Deve-se ressaltar que na˜o ha´ nenhum impedimento na utilizac¸a˜o
de outras te´cnicas de controle MPC como o GPC, por exemplo,
na forma distribu´ıda. Em geral qualquer te´cnica que represente
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Figura 3.3: Controle via agentes
as predic¸o˜es de forma semelhante ao algoritmo DMC podem ser
convertidas para a formulac¸a˜o distribu´ıda.
3.2.3 Comparac¸a˜o entre o algoritmoMPC Cen-
tralizado e Distribu´ıdo
A fim de comparar a resposta entre o algoritmo MPC centralizado
e o algoritmo distribu´ıdo, utilizou-se o algoritmo MPC DMC (Dy-
namic Matrix Control) com os paraˆmetros apresentados na tabela
3.1. Os pesos utilizados para a func¸a˜o custo MPC na˜o sa˜o o foco
deste trabalho. A escolha dos valores seguiu o usual compromisso
entre desempenho e robustez. A resposta com o algoritmo dis-
tribu´ıdo mostrado na figura 3.4 foi obtida usando um numero de
troca de informac¸o˜es entre agentes igual a 20. O crite´rio de parada
utilizado foi o nu´mero de iterac¸o˜es (igual a 20) mas existem outras
possibilidades. Uma ide´ia e´ fixar um nu´mero ma´ximo de iterac¸o˜es
mas dar a possibilidade para a iterac¸a˜o parar mais cedo baseado
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Tabela 3.1: Paraˆmetros de sintonia do algoritmo MPC
S´ımbolo descric¸a˜o valor
p Horizonte de predic¸a˜o 15
m Horizonte de controle 3
R1 Peso seg. de refereˆncia p/ y1 Ip×p
R2 Peso seg. de refereˆncia p/ y2 Ip×p
R3 Peso seg. de refereˆncia p/ y3 Ip×p
Q1 Peso esf. de controle ∆u1 0.2Ip×p
Q2 Peso esf. de controle ∆u2 0.2Ip×p
Q3 Peso esf. de controle ∆u3 0.1Ip×p
ψ Filtro de refereˆncia 0.7
α ∆u Filtro p/ MPC distribu´ıdo 0.35
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Figura 3.4: Resposta com DMC distribu´ıdo
em algum crite´rio como um valor percentual da mudanc¸a do valor
calculado entre duas iterac¸o˜es sucessivas, por exemplo. E´ nota´vel
a resposta mais suave obtida com o algoritmo distribu´ıdo. Ale´m
disso, parece que os paraˆmetros de sintonia para o algoritmo dis-
tribu´ıdo na˜o necessitam ser exatamente iguais aqueles utilizados
para a versa˜o centralizada. A resposta obtida utilizando o algo-
ritmo centralizado e´ mostrada na figura 3.5.
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Figura 3.5: Resposta com DMC centralizado
3.2.4 Desempenho do algoritmoMPC distribu´ıdo
Para se ter uma ide´ia do nu´mero de troca de informac¸o˜es entre
agentes necessa´ria para um certo desempenho, uma ana´lise foi
feita baseada no erro entre as sa´ıdas e as refereˆncias. Para cada
sa´ıda Y j a cada tempo de amostragem t o erro relativo etj foi
calculado como
etj =
(Y tj −W
t
j )
W tj
, j = 1 ... 3, t = 1 ... N (3.19)
Assim, etj = 1 significa um erro de 100%. Uma me´dia do erro
absoluto foi calculada para cada sa´ıda bem como a me´dia das 3
sa´ıdas,
eabs(j) =
N∑
t=1
|ej(t)|
N
, (3.20a)
eabs =
1
3
3∑
j=1

N∑
t=1
|ej (t)|
N
 . (3.20b)
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Um valor de eabs = .01 significa um erro me´dio de 1%. A figura
3.6 apresenta a percentagem com que o erro utilizando o algo-
ritmo distribu´ıdo e´ maior do que o erro utilizando o algoritmo
centralizado. E´ evidente que os erros relativos tendem a zero na
media em que no nu´mero de troca de informac¸o˜es entre os agentes
aumenta. A equac¸a˜o utilizada para calcular cada erro percentual
da sa´ıda e´
e% = (
edist
ecent
− 1) ∗ 100 (3.21)
Nota-se que para esta aplicac¸a˜o, obte´m-se erros aceita´veis para
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Figura 3.6: Comparac¸a˜o entre o nu´mero de iterac¸o˜es e o erro de segui-
mento de refereˆncia
um nu´mero de troca de informac¸o˜es maior do que 18. A veloci-
dade com que o erro vai a zero depende do filtro alfa utilizado.
Em geral diminuindo-se o valor do filtro alfa utilizado na equac¸a˜o
3.16 consegue-se diminuir o nu´mero de trocas de informac¸a˜o para
um mesmo desempenho. Entretanto a garantia da convergeˆncia
depende tambe´m de alfa como sera´ discutido na sec¸a˜o seguinte.
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3.3 Convergeˆncia do Algoritmo MPC
distribu´ıdo
A convergeˆncia do vetor ∆ui para seu valor verdadeiro (aquele
que minimiza a func¸a˜o objetivo) tem de ser garantida para uma
aplicac¸a˜o segura. Para uma aplicac¸a˜o sem restric¸o˜es os desen-
volvimentos feitos na a´rea da computac¸a˜o distribu´ıda podem ser
utilizados abstraindo-se da problema´tica da comunicac¸a˜o entre
agentes. A te´cnica Jacobi overrelaxation, [52], e´ adotada aqui
para recalcular ∆ug como uma combinac¸a˜o linear dos valores cal-
culados pela equac¸a˜o (3.14) e o valor obtido na iterac¸a˜o anterior,
∆ug|
k
t = (1− α)∆ug|
k
t + α∆ug|
k−1
t . (3.22)
Para entender como o filtro α pode garantir estabilidade ou con-
vergeˆncia do algoritmo e´ importante observar que a equac¸a˜o (3.14)
mostra que ∆ug, g = 1 : Ni, depende de todos os demais vetores
∆ui, exceto do vetor ∆ug. Ao se agrupar as expresso˜es para
todos os ∆ui pode-se utilizar a equac¸a˜o (3.14) para obter-se a
equac¸a˜o 3.23
∆ui|
k
t =
Ni∑
i=1,i 6=g
Aij∆ui|
k−1
t +Bi, (3.23)
onde as matrizesAij tera˜o dimensa˜om×m e o vetor Bi dimensa˜o
m × 1. A matriz Aii e´ nula. As matrizes Aij podem ser facil-
mente obtidas com a equac¸a˜o 3.14. Escrevendo uma expressa˜o
centralizada para ∆u =
[
∆u1 ∆u2 . . . ∆uNi
]T
utilizando
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a equac¸a˜o (3.23),
∆u1
∆u2
...
∆uNi

k
= (3.24)

0 A12 . . . A1Ni
A21 0 . . . A2Ni
. . . . . .
. . . . . .
ANi1 ANi−11 . . . 0


∆u1
∆u2
...
∆uNi

k−1
+

B1
B2
...
BNi
 ,
que, numa forma compacta se torna
∆uk = A∆uk−1 +B. (3.25)
Aplicando o filtro de acordo com a equac¸a˜o (3.22),
∆uk = AF∆u
k−1 + (1− α)B,
AF = (1− α)A+ αI. (3.26)
Nota-se que a ac¸a˜o do filtro e´ introduzir elementos na diagonal
da matriz AF. No limite, para α = 1, ter´ıamos AF igual a
matriz identidade. E´ o´bvio que a convergeˆncia sera´ obtida se os
autovalores λr de ((1− α)A+ αI) satisfazem
‖λr‖2 < 1. (3.27)
Esta e´ a condic¸a˜o necessa´ria e suficiente para que o processo iter-
ativo expresso pela equac¸a˜o (3.26) chegue a um valor final. Cal-
cular o paraˆmetro α que induz estabilidade do algoritmo e uma
taxa de convergeˆncia o´tima parece ser um problema dif´ıcil que
necessita de investigac¸a˜o mais profunda. Existem diversas possi-
bilidades na aplicac¸a˜o do filtro como por exemplo a utilizac¸a˜o de
filtros diferentes para cada agente.
Controle MPC Distribu´ıdo 103
3.4 MPC distribu´ıdo na presenc¸a de res-
tric¸o˜es
Em geral os algoritmos MPC utilizados na indu´stria utilizam o
algoritmo de Programac¸a˜o Quadra´tica na determinac¸a˜o das ac¸o˜es
de controle. Tipicamente o algoritmo de Programac¸a˜o Quadra´tica
resolve o seguinte problema a cada instante de amostragem:
min
∆u
J
s. a
J =
1
2
∆uTΦ∆u+ΘT∆u
A∆u ≤ B (3.28)
Na equac¸a˜o (3.28) a restric¸a˜o expressa por A∆u ≤ B representa
uma famı´lia de restric¸o˜es que normalmente incluem.
– Restric¸a˜o sobre os valores dos incrementos de controle ∆u,
isto e´, ∆umin.(j) ≤ ∆u(j) ≤ ∆umax.(j).
– Restric¸a˜o sobre os valores das ac¸o˜es de controle u, isto e´,
umin.(j) ≤ u(j) ≤ umax.(j).
– Restric¸a˜o sobre os valores das sa´ıdas y, isto e´, ymin.(j) ≤
y(j) ≤ ymax.(j).
Essa famı´lia de restric¸o˜es responde pela maioria das necessidades
da indu´stria de processos. As restric¸o˜es sobre os valores ad-
miss´ıveis para ∆u refletem a capacidade limitada da mudanc¸a
de valores que os atuadores podem fornecer. Uma va´lvula de
controle, por exemplo, exige um tempo determinado para variar
sua abertura desde 0% ate´ 100%. Para um determinado tempo
de amostragem fixo, isto estabelece um ma´ximo valor de incre-
mento e de decremento de abertura realiza´vel a cada instante de
amostragem. Esta limitac¸a˜o e´ tambe´m chamada de slew rate.
As restric¸o˜es sobre os valores das ac¸o˜es de controle, por outro
lado, refletem os limites da capacidade do atuador. A mesma
va´lvula mencionada anteriormente, por exemplo, so´ pode ter sua
abertura entre os valores 0% e 100%.
As restric¸o˜es sobre os valores das varia´veis de sa´ıda permitem
exigir que algumas varia´veis de interesse na˜o ultrapassem algum
valor determinado. O cumprimento destas restric¸o˜es e´ valioso
quando se deseja garantir que uma determinada concentrac¸a˜o de
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uma substaˆncia, por exemplo, na˜o seja menor ou maior que um
determinado valor. Em um processo produtivo esta possibilidade
e´ muito importante pois estes valores muitas vezes tem de ser
assegurados devido a necessidade de se garantir a especificac¸a˜o
do produto sendo produzido sob pena de se perder a produc¸a˜o
quando estas especificac¸o˜es na˜o sa˜o atendidas.
A introduc¸a˜o dessas restric¸o˜es na formulac¸a˜o de controle melhora
o desempenho do sistema. Ha´ de se considerar que o algoritmo
de otimizac¸a˜o resolve um problema nume´rico e, se na˜o informado,
na˜o considera nenhuma limitac¸a˜o sobre o valor calculado de uma
ac¸a˜o de controle, como 100% para a abertura de uma va´lvula de
controle, por exemplo. Ao introduzir as restric¸o˜es conhecidas do
problema obte´m-se uma ac¸a˜o de controle de melhor qualidade que
efetivamente realiza o que se pretende com a func¸a˜o objetivo. Em
[48] apresenta-se em detalhes a colocac¸a˜o de todas essas restric¸o˜es
na forma M∆u ≤ N.
A fim de introduzir restric¸o˜es na formulac¸a˜o distribu´ıda reescreve-
se o problema de Programac¸a˜o Quadra´tica colocando-se as res-
tric¸o˜es dentro da func¸a˜o custo utilizando-se multiplicadores de
Lagrange, [53]. A maioria dos resultados que sera˜o apresentados
a seguir tambe´m fazem parte de um artigo apresentado em [54] e
partes do trabalho esta˜o em outro artigo submetido ao Congresso
Brasileiro de Automa´tica 2010. As simulac¸o˜es realizadas nas sub-
sec¸o˜es seguintes tanto para o algoritmo centralizado como para o
distribu´ıdo utilizaram os paraˆmetros de sintonia apresentados na
tabela 3.2.
Tabela 3.2: Paraˆmetros de sintonia do algoritmo MPC
S´ımbolo descric¸a˜o valor
p Horizonte de predic¸a˜o 15
m Horizonte de controle 3
R1 Peso seg. refereˆncia p/ y1 Ip×p
R2 Peso seg. refereˆncia p/ y2 0.2Ip×p
R3 Peso seg. refereˆncia p/ y3 3Ip×p
Q1 Peso esf. de controle ∆u1 0.1Ip×p
Q2 Peso esf. de controle ∆u2 0.2Ip×p
Q3 Peso esf. de controle ∆u3 0.15Ip×p
ψ Filtro de refereˆncia 0.4
α ∆u Filtro p/ MPC distribu´ıdo 0.375
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3.4.1 Restric¸o˜es sobre ∆u
Para restric¸o˜es em ∆u e u na˜o ha´ dificuldades pois a restric¸a˜o
e´ local. Para o caso de restric¸a˜o em ∆u a matriz A da equac¸a˜o
(3.28) e´ a matriz identidade de dimensa˜o m×m e o vetor B para
o caso de limite superior seria escrito como B = ∆umaxs 1 onde
o vetor 1 e´ um vetor de uns de dimensa˜o m × 1. Para este caso
pode-se reescrever a func¸a˜o objetivo como
min
∆u
L
s. a.
L =
1
2
∆uTΦ∆u+ΘT∆u+ ΛTs (I∆us −∆u
max
s 1)
ΛTs ≥ 0 (3.29)
Para todos os agentes g = 1 : Ni, exceto o agente g = s, calcula-se
a ac¸a˜o de controle conforme a equac¸a˜o (3.14) aqui repetida,
∆ug|
k
t = −Φ
−1
g Θ
k
g (3.30)
Para o agente s, a soluc¸a˜o o´tima exige que
∂L
∂∆us
= Φs∆us +Θs + Λs = 0
∂L
∂Λs
= I∆us −∆u
max
s 1 = 0
Λs ≥ 0 (3.31)
Define-se o erro ao atendimento a` restric¸a˜o Σ,
Σ = I∆us −∆u
max
s 1. (3.32)
Existem diversas formas de implementar um sistema iterativo com
as equac¸o˜es 3.31 e 3.32 que resultem na soluc¸a˜o o´tima de 3.30.
Uma ide´ia e´ utilizar o erro ao atendimento da restric¸a˜o, Σ, para
modificar o vetor com os multiplicadores de Lagrange Λs de forma
a modificar ∆us e levar ao cumprimento da restric¸a˜o (Σ = 0).
Deve-se ter em mente que a equac¸a˜o 3.31 e´ va´lida somente na
ocorreˆncia da restric¸a˜o. De qualquer forma quando Λs e´ nulo a
soluc¸a˜o e´ a mesma obtida pela equac¸a˜o 3.30.
Controle MPC Distribu´ıdo 106
A forma adotada para transformar o erro Σ em mudanc¸as no
valor de Λs utiliza o fato de que manipulando-se as equac¸o˜es 3.31
e 3.32 obte´m-se
∂Λ
∂Σ
= −Φs. (3.33)
Assim, para um incremento de erro ∆Σun. =
[
1 1 · · · 1
]T
deve-se modificar o vetor Λs na direc¸a˜o do vetor unita´rio Λd,
Λd =
1
‖Φs∆Σ‖
Φs∆Σun.. (3.34)
De forma que, para um determinado vetor erro Σ, calcula-se o
incremento do vetor ∆Λ como a projec¸a˜o de Σ no vetor unita´rio
Λd,
∆Λ = (Σ.Λd)Λd, ou
Λks = Λ
k−1
s + (Σ.Λd) Λd (3.35)
Finalmente pode-se escrever o processo iterativo proposto para
obtenc¸a˜o da ac¸a˜o de controle obedecendo a restric¸a˜o em ∆u. A
ac¸a˜o de controle para o agente s pode ser calculada de forma
iterativa inicializando o vetor Λs de dimensa˜o m × 1 com zeros.
Define-se o erro ao atendimento da restric¸a˜o na iterac¸a˜o k como
Σks = I∆u
k−1
s −∆u
max
s 1 (3.36)
Na sequeˆncia atualiza-se o vetor Λks ,
Λks = Λ
k−1
s +
(
Σks .Λd
)
Λd,
Λks(j) ≥ 0 para j=1:m (3.37)
e calcula-se a ac¸a˜o de controle
∆uks = −Φ
−1
s
(
Θks + Λ
k
s
)
,
∆uks = (1− α)∆u
k
s + α∆u
k−1
s . (3.38)
As expresso˜es para Φs e Θ
k
s sa˜o apresentadas na equac¸a˜o (3.14).
As figuras 3.7 e 3.8 apresentam uma comparac¸a˜o do desempenho
do algoritmo MPC DMC centralizado e Distribu´ıdo para o pro-
blema Shell Heavy Oil Fractionator. Os paraˆmetros de sinto-
nia sa˜o os mesmos utilizados anteriormente. Para o MPC dis-
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tribu´ıdo utilizou-se 35 trocas de informac¸o˜es a cada instante de
amostragem. Foi exigido uma restric¸a˜o no incremento da ac¸a˜o de
controle ∆u1 na forma ∆u1 ≤ 0.05.
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Figura 3.7: Resposta do MPC Distribu´ıdo com restric¸a˜o ∆u1 ≤ 0.05
A figura 3.7 apresenta os resultados obtidos com o algoritmo MPC
distribu´ıdo proposto. Observa-se que como o horizonte de con-
trole e´ igual a 3, ha´ tambe´m 3 multiplicadores de Lagrange para
restric¸a˜o nos incrementos de uma ac¸a˜o de controle. Esses multi-
plicadores assumem valores que otimizam a func¸a˜o objetivo aten-
dendo a restric¸a˜o.
A figura 3.8 apresenta os resultados obtidos com o algoritmo MPC
centralizado. Foi utilizado o MPC DMC com o algoritmo de pro-
gramac¸a˜o quadra´tica quadprog do Matlab. A fim de fazer uma
melhor comparac¸a˜o extra´ıram-se os multiplicadores de Lagrange
utilizados pelo algoritmo quadprog do Matlab. Nota-se a grande
semelhanc¸a entre os valores dos multiplicadores de Lagrange obti-
dos na forma distribu´ıda e centralizada dos algoritmos. Obser-
vando os valores das sa´ıdas para a versa˜o distribu´ıda e central-
izada percebe-se um comportamento ligeiramente mais pro´ximo
das refereˆncias para o caso distribu´ıdo. Com ambas as te´cnicas
as restric¸o˜es sa˜o obedecidas. Na˜o se conhece em profundidade
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Figura 3.8: Resposta do MPC Centralizado com restric¸a˜o ∆u1 ≤ 0.05
a te´cnica utilizada pelo otimizador quadprog no tratamento das
restric¸o˜es e por enquanto pode-se afirmar que o resultado obtido
com o MPC distribu´ıdo na˜o e´ pior do que aquele obtido com a
te´cnica centralizada, pelo menos para esta aplicac¸a˜o.
Para restric¸o˜es do tipo ∆u ≥ ∆umin transforma-se a restric¸a˜o
fazendo
∆u ≥ ∆umins 1 equivale a
−∆u ≤ − ∆umins 1 (3.39)
A equac¸a˜o (3.29) deve ser reescrita como
min
∆u
L
s. a
L =
1
2
∆uTΦ∆u+ΘT∆u+ ΛTs (−I∆us +∆u
max
s 1),
ΛTs ≥ 0 (3.40)
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Neste caso para o agente s,
∂L
∂∆us
= Φs∆us +Θs − Λs = 0
∂L
∂Λs
= Σ = −I∆us +∆u
max
s 1 = 0
Λs ≥ 0 (3.41)
As figuras 3.9 e 3.10 mostram os resultados de simulac¸a˜o para
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Figura 3.9: Resposta do MPC Distribu´ıdo com restric¸a˜o ∆u1 ≥ −0.05
a restric¸a˜o ∆u1 ≥ −0.05. A figura 3.9 mostra a resposta com o
MPC distribu´ıdo utilizando 50 trocas de dados entre os 3 agentes
enquanto que a figura 3.10 apresenta os resultados com o MPC
centralizado utilizado o otimizador quadprog do Matlab. Em
geral as respostas sa˜o bem semelhantes.
3.4.2 Restric¸o˜es sobre u
As restric¸o˜es sobre u podem ser tratadas de forma semelhante ao
que foi feito com aquelas sobre os incrementos de controle ∆u.
Deve-se ressaltar que qualquer ac¸a˜o de controle s pode ser escrita
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Figura 3.10: Resposta do MPC Centralizado com restric¸a˜o ∆u1 ≥
−0.05
como
us = u
t−1
s 1+D∆us, onde
D =

1 0 · · · 0
1 1 · · · 0
...
... · · ·
...
1 1 · · · 1
 (3.42)
O vetor ut−1s 1 de dimensa˜o m × 1 e´ composto pelos valores da
ac¸a˜o de controle us implementada no instante de amostragem
anterior. Para o caso de restric¸a˜o no valor ma´ximo de uma deter-
minada ac¸a˜o de controle s, umaxs , a func¸a˜o custo aumentada com
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os operadores de Lagrange seria escrita como
min
∆u
L
s. a
L =
1
2
∆uTΦ∆u+ΘT∆u+ ΛTs (D∆us + u
t−1
s 1− u
max
s 1)
ΛTs ≥ 0 (3.43)
Para os agentes diferentes de s,
∆ug|
k
t = −Φ
−1
g Θ
k
g (3.44)
Para o agente s,
∂L
∂∆us
= Φs∆us +Θs +D
TΛs = 0
∂L
∂Λs
= D∆us + u
t−1
s 1− u
max
s 1 = 0
Λs ≥ 0 (3.45)
Neste caso define-se o erro ao atendimento da restric¸a˜o como
Σ = ∆us +D
−1
(
ut−1s 1− u
max
s 1
)
. (3.46)
A partir da equac¸a˜o (3.46) e (3.45) pode-se obter
∂Λs
∂Σ
= G = −
(
DT
)−1
ΦsD
−1 (3.47)
A equac¸a˜o (3.47) mostra o gradiente de Λs em relac¸a˜o ao vetor Σ,
G. Para um vetor com um incremento unita´rio nos componentes
de Σ = Σun pode-se obter o vetor unita´rio que mostra a direc¸a˜o
do ajuste de Λs,
Λd =
−G∆Σun
‖ −G∆Σun‖
. (3.48)
Como ja´ feito anteriormente, para um determinado vetor erro Σ
pode-se calcular o incremento do vetor ∆Λs como a projec¸a˜o de
Σ no vetor unita´rio Λd,
∆Λ = (Σ.Λd)Λd, ou
Λks = Λ
k−1
s + (Σ.Λd) Λd
Λks ≥ 0 (3.49)
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O processo iterativo e´ semelhante ao que ja´ foi explicado para a
restric¸a˜o em ∆u. As figuras 3.11 e 3.12 mostram a comparac¸a˜o
entre a aplicac¸a˜o do algoritmo distribu´ıdo e centralizado para o
caso de uma restric¸a˜o em u1, u1 ≤ 0.35. A figura 3.11 mostra a
resposta obtida com o MPC distribu´ıdo utilizando 35 trocas de
informac¸a˜o entre os 3 agentes utilizados. A figura 3.12 mostra
a resposta obtida com o algoritmo MPC centralizado. Observa-
se que as respostas sa˜o muito semelhantes e ambas as te´cnicas
obedecem a restric¸a˜o.
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Figura 3.11: Resposta do MPC Distribu´ıdo com restric¸a˜o u1 ≤ 0.35
3.4.3 Restric¸o˜es sobre y
Este e´ o principal desafio para a aplicac¸a˜o de controle preditivo na
forma distribu´ıda. A introduc¸a˜o de restric¸o˜es sobre uma determi-
nada sa´ıda afeta um grupo de agentes responsa´veis pelo compor-
tamento desta sa´ıda tornando o problema mais complexo do que
foi para as restric¸o˜es sobre ∆u e u. Sem perda de generalidade
discute-se aqui o tratamento para a restric¸a˜o em uma das sa´ıdas,
sa´ıda j, do tipo yj ≤ y
max
j . Como ja´ feito anteriormente ha´ de se
restringir o valor de yj ao longo de todo o horizonte de predic¸a˜o
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Figura 3.12: Resposta do MPC Centralizado com restric¸a˜o u1 ≤ 0.35
neste caso. Assim, do ponto de vista do controle MPC, equivale
a dizer
y˜j ≤ y
max
j 1p×1 ou
Gj1∆u1 +Gj2∆u2 + · · ·+Gjn∆un + Fj ≤ y
max
j 1p×1.(3.50)
A formulac¸a˜o do problema de Programac¸a˜o Quadra´tica que de-
termina a ac¸a˜o de controle na formulac¸a˜o centralizada e´
min
∆u
J
s. a
J =
1
2
∆uTΦ∆u+ΘT∆u
A∆u ≤ B
A =
[
Gj1 Gj2 · · · Gjn
]
B = ymaxj 1p×1 − Fj
∆u =
[
∆u1 ∆u2 · · · ∆un
]T
. (3.51)
Antes de iniciar o procedimento de introduzir a restric¸a˜o em uma
func¸a˜o custo aumentada incorporando os multiplicadores de La-
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grange, vamos supor que tanto a resposta livre Fj como a res-
tric¸a˜o yj ≤ y
max
j possam ser divididas em tantas partes quan-
tas forem as ac¸o˜es de controle, n. Assim, no lugar de 1 restri-
c¸a˜o, teremos n restric¸o˜es. Esta suposic¸a˜o e´ apenas um artif´ıcio
matema´tico como sera´ demonstrado na sequeˆncia,
Fj = Fj1 + Fj2 + · · ·Fjn
ymaxj = y
max
j1 + y
max
j2 + · · ·+ y
max
jn (3.52)
A formulac¸a˜o do problema descrito pela equac¸a˜o (3.51) seria mod-
ificada para
min
∆u
J
s. a
J =
1
2
∆uTΦ∆u+ΘT∆u
Gj1∆u1 ≤ y
max
j1 − Fj1
Gj2∆u2 ≤ y
max
j2 − Fj2
...
Gjn∆un ≤ y
max
jn − Fjn. (3.53)
Agora pode-se propor uma func¸a˜o custo aumentada introduzindo-
se as restric¸o˜es com os multiplicadores de Lagrange.
min
∆u
L
s. a
L =
1
2
∆uTΦ∆u+ΘT∆u+
ΛT1
(
Gj1∆u1 − y
max
j1 + Fj1
)
+
ΛT2
(
Gj2∆u2 − y
max
j2 + Fj2
)
+
· · ·+
ΛTn
(
Gjn∆un − y
max
jn + Fjn
)
Λ1 ≥ 0p×1
Λ2 ≥ 0p×1
...
Λn ≥ 0p×1 (3.54)
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Seguindo com a estrate´gia de se buscar[
∂L
∂∆u1
∂L
∂∆u2
· · · ∂L∂∆un
]T
=
[
0 0 · · · 0
]T
, (3.55)
aplica-se as condic¸o˜es para minimizac¸a˜o da equac¸a˜o (3.54),
∂L
∂∆u1
= Φ1∆u1 +Θ1 +G
T
j1Λ1 = 0
∂L
∂∆u2
= Φ2∆u2 +Θ2 +G
T
j2Λ2 = 0
...
∂L
∂∆un
= Φn∆un +Θn +G
T
jnΛn = 0
∂L
∂Λ1
= Σ1 = Gj1∆u1 − y
max
j1 + Fj1 = 0
∂L
∂Λ2
= Σ2 = Gj2∆u2 − y
max
j2 + Fj2 = 0
...
∂L
∂Λn
= Σn = Gjn∆un − y
max
jn + Fjn = 0
Λ1 ≥ 0p×1
Λ2 ≥ 0p×1
...
Λn ≥ 0p×1 (3.56)
Deve-se encontrar os vetores ∆ug, g = 1 : n, que satisfac¸am
a equac¸a˜o (3.56). E´ interessante observar que ao somar as ex-
presso˜es para Σi, recupera-se a restric¸a˜o original.
Σ = Σ1 +Σ2 + · · ·+Σn, ou
Σ = Gj1∆u1 − y
max
j1 + Fj1 +
Gj2∆u2 − y
max
j2 + Fj2 +
... +
Gjn∆un − y
max
jn + Fjn (3.57)
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O grande desafio e´ determinar os vetores Λg, g = 1 : n, pois cada
agente calcula sua ac¸a˜o de controle como
∆ug = −Φ
−1
g
(
Θg +G
T
jgΛg
)
(3.58)
Trabalhando-se com as equac¸o˜es 3.56 e 3.57 as seguintes relac¸o˜es
sa˜o obtidas,
∂Λi
∂Σ
= −
(
GjiΦ
−1
i G
T
ji
)−1
. (3.59)
A equac¸a˜o 3.59 sugere que uma pequena violac¸a˜o na restric¸a˜o
para yj , ∆Σ, poderia ser eliminada mudando cada Λi pelo valor
apresentado na equac¸a˜o 3.60,
∆Λi =
(
GjiΦ
−1
i G
T
ji
)−1
∆Σ. (3.60)
Entretanto a inversa˜o da matriz apresentada na equac¸a˜o 3.60 na˜o
e´ realiza´vel para sistemas com atraso de transporte que ira˜o exibir
um determinado nu´mero de linhas com zeros para Gji. Diante
disso buscou-se uma forma heur´ıstica que mostrou bom resulta-
dos. Um vetor Vji e´ montado conforme equac¸a˜o 3.61,
Vji =
(
GjiΦ
−1
i G
T
ji
)
1, (3.61)
em seguida, cada elemento na˜o nulo de Vji e´ invertido e o vetor
resultante e´ normalizado resultando no vetor Vnormji . Para cada
agente g, (g ∈ 1 : N), o seguinte pseudo-co´digo e´ executado a
cada instante de amostragem t,
– Todos os vetores Λi sa˜o inicializados com zeros.
– Os vetores Vnormji sa˜o computados oﬄine,
– Cada agente g calcula Σk, o erro ao atendimento a restric¸a˜o,
Σk =
N∑
i
Gji∆u
k−1
i + Fj − y
max
j 1 (3.62)
– Λkg e´ atualizado como
Λkg = Λ
k−1
g +
(
Σk.Vnormjg
)
V
norm
jg (3.63)
– Qualquer elemento negativo de Λkg e´ forc¸ado a zero.
– ∆ukg e´ calculado de acordo com a equac¸a˜o 3.58.
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– Aplica-se o filtro em ∆ukg
∆ukg = (1− α)∆u
k
g + α∆u
k−1
g (3.64)
O processo e´ iterativo e aquelas ac¸o˜es de controle que na˜o afetam
a restric¸a˜o acabam tendo um operador de Lagrange nulo devido a
restric¸a˜o Λk1 ≥ 0. Deve-se observar que o procedimento iterativo
permite que os valores positivos de Λk1 aumentem ou diminuam
para atender a restric¸a˜o sempre se mantendo na˜o negativos. As
figuras 3.13, 3.14e 3.15 mostram a resposta obtida com controle
MPC DMC centralizado e distribu´ıdo para uma restric¸a˜o em y2,
y2 ≤ 0.26. Em todas as figuras apresenta-se na coluna a` esquerda
as sa´ıdas no topo e as ac¸o˜es de controle na base. Na coluna da
direita apresenta-se uma ampliac¸a˜o na regia˜o onde a restric¸a˜o esta´
ativa no topo, e os operadores de Lagrange na base.
A figura 3.13 mostra o resultado de simulac¸a˜o para o MPC cen-
tralizado com uma restric¸a˜o em y2, y2 ≤ 0.26. Neste caso sa˜o
utilizados somente 15 multiplicadores de Lagrange, p = 15. A
figura 3.14 mostra a resposta obtida com a aplicac¸a˜o do controle
MPC distribu´ıdo proposto usando 35 trocas de informac¸a˜o entre
os agentes enquanto que a figura 3.15 apresenta a resposta quando
o nu´mero de troca de informac¸o˜es utilizado foi 50. Fica evidente
que o aumento do nu´mero de troca de informac¸o˜es melhora a res-
posta. O resultado obtido com 35 trocas de informac¸a˜o e´ similar
aquele obtido com o MPC centralizado enquanto que a resposta
resultante da aplicac¸a˜o do algoritmo distribu´ıdo com 50 trocas
de informac¸a˜o apresenta um comportamento melhor. Percebe-se
que a resposta com o algoritmo distribu´ıdo, ale´m de atender a
restric¸a˜o, segue melhor a refereˆncia e apresenta uma perturbac¸a˜o
menor na sa´ıda y2.
Uma poss´ıvel raza˜o para esse resultado e´ que o algoritmo dis-
tribu´ıdo utiliza um nu´mero de multiplicadores de Lagrange muito
maior do que o algoritmo quadpro do Matlab. A te´cnica de cal-
cular um vetor com os multiplicadores de Lagrange para cada
agente a fim de anular o erro projetado resulta em um nu´mero
muito grande de multiplicadores de Lagrange o que acaba resul-
tando em uma melhor resposta.
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Figura 3.13: Resposta utilizando MPC centralizado com restric¸a˜o em
y2, y2 ≤ 0.26
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Figura 3.14: Resposta utilizando MPC distribu´ıdo com 35 trocas de
informac¸a˜o e restric¸a˜o em y2, y2 ≤ 0.26
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Figura 3.15: Resposta com MPC distribu´ıdo com 50 trocas de infor-
mac¸a˜o e restric¸a˜o em y2, y2 ≤ 0.26
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3.5 Concluso˜es e desenvolvimentos fu-
turos
A metodologia apresentada buscou resolver o problema de con-
trole MPC multivaria´vel de forma distribu´ıda frente as restric¸o˜es
tipicamente tratadas na indu´stria. Acredita-se que esta te´cnica
permitira´ a utilizac¸a˜o de controle preditivo de forma mais intensa
principalmente onde ja´ se utilizam sistemas de controle via redes
fieldbus, por exemplo. Em uma rede Foundation Fieldbus, por
exemplo, um bloco funcional poderia ser oferecido que, quando
instanciado em diferentes instrumentos permitiria a obtenc¸a˜o da
lei de controle do MPC atrave´s da troca de informac¸o˜es no bar-
ramento H1 da rede. Uma soluc¸a˜o MPC desse tipo permitiria
uma adaptac¸a˜o do algoritmo a` um aumento da planta de forma
relativamente simples ja´ que novos blocos poderiam ser instanci-
ados com comunicac¸o˜es com outros blocos conforme a natureza
da soluc¸a˜o. Para o caso sem restric¸o˜es apresentou-se as condic¸o˜es
necessa´rias para a estabilidade do algoritmo. Existem entretanto
diversos aspectos que precisam ser estudados com mais profundi-
dade. Na sequeˆncia do trabalho pretende-se
– desenvolver te´cnicas que incorporem garantia de estabilidade
para a soluc¸a˜o obtida com o processo iterativo dos agentes,
– aplicar as te´cnicas desenvolvidas no cap´ıtulo 4 para o trata-
mento de erro de modelagem e acrescentar te´cnicas de iden-
tificac¸a˜o em malha fechada que permitam a aplicac¸a˜o da
te´cnica em plantas com pouco conhecimento dos modelos
dinaˆmicos. Os agentes teriam a capacidade de identificar
novos modelos na medida em que determinassem ı´ndices de
desempenho com potencial para melhorias com os modelos
atuais,
– estudar o comportamento do sistema frente a falhas de co-
municac¸a˜o, falhas nos atuadores da camada regulato´ria, etc,
– desenvolver te´cnicas para diminuir o nu´mero de troca de
informac¸o˜es. Estudar a influeˆncia do nu´mero de troca de
informac¸o˜es frente a perturbac¸o˜es, seguimento de refereˆncia,
etc,
– estudar a formulac¸a˜o para aplicac¸a˜o de NMPC (Nonlinear
MPC).
Cap´ıtulo 4
MPC Pra´tico para
sistemas na˜o lineares -
PNMPC
4.1 Introduc¸a˜o
Desde seu surgimento a te´cnica de controle preditivo para sis-
temas lineares vem se tornando cada dia mais popular na indu´s-
tria, principalmente depois do surgimento do Controle Preditivo
DMC. A aplicac¸a˜o de Controle Preditivo requer a determinac¸a˜o
de um modelo do processo. Como a maioria dos processos sa˜o efe-
tivamente na˜o lineares recorre-se a te´cnicas de linearizac¸a˜o para
a obtenc¸a˜o do modelo. Para muitos processos este procedimento
e´ aceita´vel, seja pelo n´ıvel de na˜o linearidade do processo ser pe-
queno ou pelo fato da planta operar sempre em uma regia˜o muito
pro´xima do ponto de operac¸a˜o utilizado na linearizac¸a˜o do mo-
delo. Seja um processo sem acoplamento direto entrada-sa´ıda
descrito por
x˙ = f(x,u), (4.1)
y(x) = h(x),
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onde x e´ um vetor com os estados do processo e y um vetor
com as sa´ıdas. Os pontos de equil´ıbrio do processo sa˜o obtidos
fazendo-se x˙ = 0, ou f(xeq.,ueq.) = 0 e yeq. = h(xeq.), onde
yeq., xeq., ueq. sa˜o respectivamente as sa´ıdas, os estados e as
entradas nos pontos de equil´ıbrio do sistema. Para um ponto de
equil´ıbrio na origem, pode-se escrever
x˙ = Ax+Bu,
y = Cx, (4.2)
onde
A =
∂f
∂x
|xeq.,ueq
B =
∂f
∂u
|xeq.,ueq
C =
∂h
∂x
|xeq..ueq (4.3)
Na equac¸a˜o 4.3 a matriz A e´ conhecida como o Jacobiano de
f(x, u). Seus autovalores definem a estabilidade dos pontos de
equil´ıbrio xeq, ueq..
O modelo representado na forma de equac¸o˜es de estado cont´ınua
pela equac¸a˜o 4.2 pode ser convertido na forma de equac¸o˜es de
estado discreta ou na forma de func¸a˜o de transfereˆncia.
A linearizac¸a˜o pode tambe´m ser realizada utilizando-se o conceito
de varia´vel desvio onde se aplica uma mudanc¸a de varia´veis para
levar o equil´ıbrio a` origem.
xδ = x− xeq.,
uδ = u− ueq.. (4.4)
Neste caso pode-se igualmente descrever o sistema pela equac¸a˜o
de estado para pontos de equil´ıbrio na˜o triviais,
x˙δ = Axδ +Buδ,
y = yeq. +Cxδ. (4.5)
A te´cnica de linearizac¸a˜o em pontos de equil´ıbrio do sistema tem
sido aplicada principalmente de duas formas. A forma tradicional
considera o modelo linearizado invariante e utiliza-o para fazer as
predic¸o˜es. Uma forma mais elaborada consiste em atualizar o
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modelo a cada instante de amostragem e considera´-lo invariante
ao longo do horizonte de predic¸a˜o.
4.2 Metodologias de MPC para Pro-
cessos Na˜o Lineares
Existe uma grande quantidade de te´cnicas mpc que direta ou
indiretamente tratam sistemas na˜o-lineares [55]. Uma poss´ıvel
classificac¸a˜o destas te´cnicas as divide em 3 grupos: (a) as que
utilizam diretamente um modelo na˜o linear gene´rico e um algo-
ritmo de otimizac¸a˜o na˜o linear de propo´sito geral; (b) as que
utilizam modelos na˜o lineares particulares e me´todos de otimiza-
c¸a˜o espec´ıficos para o modelo escolhido; (c) as que utilizam um
ou va´rios modelos lineares para representar o processo e algor´ıti-
mos de otimizac¸a˜o lineares. Evidentemente as vantagens de uma
ou outra alternativa esta˜o diretamente relacionadas ao compro-
misso desempenho-custo computacional. Nesta sec¸a˜o discute-se,
com uma visa˜o pra´tica, as vantagens e desvantagens de algumas
destas te´cnicas, para fornecer subs´ıdios ao projetista na hora de
escolher uma ou outra metodologia.
4.2.1 MPC com modelos de predic¸a˜o na˜o-linear
na Func¸a˜o Objetivo
Uma abordagem natural e´ a utilizac¸a˜o das predic¸o˜es na func¸a˜o
objetivo empregando o modelo na˜o-linear. A minimizac¸a˜o da
func¸a˜o objetivo e´ realizada com programas de otimizac¸a˜o espe-
cializados na soluc¸a˜o de func¸o˜es na˜o-lineares como Programac¸a˜o
Na˜o Linear ou Sequential Quadratic Programming (sqp), etc. Sa˜o
preservadas as caracter´ısticas de horizonte deslizante e a repetic¸a˜o
da otimizac¸a˜o a cada per´ıodo de amostragem. O problema de
otimizac¸a˜o a ser resolvido pode em geral ser colocado como
u = argmin f(W,
←−
Y,←−u ,u) (4.6)
Sujeito a :
h(u) = 0,
g(u) ≤ 0, onde
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W e´ o vetor com as refereˆncias futuras,
←−
Y e´ o vetor com as
sa´ıdas presentes e passadas,←−u e´ o vetor com as entradas passadas
e u e´ o vetor com as entradas presente e futuras. Ale´m disso,
f : Rn −→ R, h : Rn −→ Rm e g : Rn −→ Rp sa˜o func¸o˜es
cont´ınuas e diferencia´veis.
Do ponto de vista pra´tico a principal vantagem deste me´todo
reside no uso de um modelo na˜o linear, que permite em geral,
obter predic¸o˜es muito pro´ximas as sa´ıdas reais da planta. Como
desvantagens devem citar-se as questo˜es iterativas dos me´todos de
otimizac¸a˜o, a incerteza no tempo que levam para entregar uma
resposta, a convergeˆncia, as soluc¸o˜es em mı´nimos locais, etc. que
fazem com que sua utilizac¸a˜o para controle em tempo real seja
ainda pouco difundida. Alguns deste pontos sa˜o discutidos em
[56].
4.2.2 Me´todos baseados em modelos particu-
lares
Uma forma de obter uma soluc¸a˜o mais simples que a correspon-
dente ao modelo na˜o linear gene´rico consiste em utilizar modelos
na˜o lineares particulares como por exemplo Se´ries de Volterra ou
modelos de Hammerstein [57, 58]. Estas alternativas sa˜o inter-
essantes na pra´tica quando o caso estudado enquadra-se bem na
aproximac¸a˜o selecionada. O compromisso entre complexidade de
ca´lculo e desempenho e´ novamente o fator determinante da es-
colha. A otimizac¸a˜o nestes casos pode ser mais simples que no
caso geral. Do ponto de vista pra´tico e´ importante notar que o uso
de um modelo mais complexo que represente melhor a dinaˆmica
do processo real somente sera´ vantajoso quando o erro de mode-
lagem for pequeno. Em outros casos a des-sintonia do controlador
necessa´ria para manter a robustez pode eliminar a vantagem do
uso de um melhor modelo.
4.2.3 Me´todos baseados em linearizac¸o˜es
A terceira abordagem consiste em utilizar uma versa˜o linearizada
do modelo para a s´ıntese do controlador. Normalmente as formu-
lac¸o˜es lmpc incorporam procedimentos de linearizac¸a˜o em va´rios
pontos de operac¸a˜o e uma te´cnica de tratamento de erro de mode-
lagem introduzido. Entretanto a perda no desempenho do sistema
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controlado sera´ proporcional as diferenc¸as entre o modelo e o pro-
cesso. Diversas abordagens baseadas em simplificac¸o˜es, lineariza-
c¸o˜es e lmpc tem sido propostas. Algumas delas sa˜o analisadas
no que segue.
Ponderac¸a˜o de mu´ltiplos modelos lineares
Para um determinado modelo na˜o linear representado por
x˙ = f(x,u) (4.7)
y = h(x)
podem-se obter modelos lineares nos equil´ıbrios do sistema. Estes
equil´ıbrios sa˜o definidos pelo conjunto de pontos P = {(x∗,u∗)
s. a x˙ = f(x∗,u∗) = 0}. Um modelo linear pode ser obtido ao
redor de um equil´ıbrio (xi,ui) ∈ P como
x˙ = Ai(x− xi) +Bi(u− ui) (4.8)
y = h(xi) +Ci(x− xi), onde
Ai = ∂f(x,u)∂x |(xi,ui), B
i = ∂f(x,u)∂u |(xi,ui) e C
i = ∂h(x,u)∂x |(xi,ui).
Os modelos cont´ınuos obtidos tem um equivalente discreto com
matizes Ad,Bd,Cd. Em algumas condic¸o˜es, o modelo na˜o linear
da planta pode ser recuperado pela combinac¸a˜o de N modelos
polito´picos
[Ad,Bd] =
i=N∑
i=1
αi[A
i
d,B
i
d], onde
i=N∑
i=1
αi = 1 (4.9)
Esta ideia pode ser explorada no contexto de controle mpc ro-
busto, mpc adaptativo ou mpc escalonado. Em [59], [60] e [61]
discute-se a utilizac¸a˜o de mu´ltiplos modelos lineares com enfoque
na proposta de controle mpc robusto. Em [62] discute-se a utiliza-
c¸a˜o de mu´ltiplos modelos em uma proposta de mpc escalonado.
Em [63] um esquema adaptativo utilizando mpc dmc e´ apresen-
tado para um sistema de uma entrada e uma sa´ıda. O custo
computacional e o desempenho destes me´todos esta´ diretamente
relacionado ao nu´mero de modelos necessa´rios e aos procedimen-
tos de ponderac¸a˜o, que em geral na˜o sa˜o simples de generalizar.
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Me´todo min-max
Este me´todo foi desenvolvido para sistemas lineares que apre-
sentam comportamentos dependentes de paraˆmetros varia´veis no
tempo ou perturbac¸o˜es e pode ser usado para processos na˜o li-
neares quando estes sa˜o representados aproximadamente por um
conjunto de modelos lineares. A filosofia utilizada na te´cnica min-
max e´ determinar a ac¸a˜o de controle que minimiza uma func¸a˜o
objetivo para o cena´rio em que o conjunto de perturbac¸o˜es e
incertezas a maximizam. A func¸a˜o objetivo penaliza o desvio
do comportamento predito pelo modelo e aquele desejado. Con-
siderando o conjunto de varia´veis incertas ou perturba´veis como
Θ , pode-se escrever o problema da seguinte forma
u = argminJ
′
(W,
←−
Y,←−u ,u) (4.10)
J
′
= argmax J(W,
←−
Y,←−u ,u,Θ)
sujeito a`s restric¸o˜es nas varia´veis de controle e de processo. Esta
te´cnica e´ considerada custosa computacionalmente pois, depen-
dendo do nu´mero de varia´veis incertas e dos horizontes de predic¸a˜o
e controle pode haver uma explosa˜o de combinac¸o˜es a serem inves-
tigadas para a determinac¸a˜o do ma´ximo. A te´cnica de otimizac¸a˜o
min-max surgiu de pesquisas na a´rea da teoria dos jogos dinaˆmi-
cos. Em [64], [65], [66] e [67] propo˜e-se a utilizac¸a˜o da otimizac¸a˜o
min-max em mpc utilizando modelos baseados na resposta ao im-
pulso. Outros autores desenvolveram algoritmos mpc utilizando a
te´cnica de otimizac¸a˜o min-max para sistemas representados por
equac¸o˜es de estados. Em um trabalho recente nesta a´rea, [68]
propo˜e-se uma te´cnica mpc baseada em otimizac¸a˜o min-max mas
que sugere uma forma de diminuir o custo computacional. No
lugar de buscar o ma´ximo da func¸a˜o custo considerando todas as
combinac¸o˜es poss´ıveis para o conjunto de incertezas e o horizonte
de predic¸a˜o, os autores mostram uma te´cnica onde se determina
um limite superior (upper bound) para a maximizac¸a˜o da func¸a˜o
custo que sera´ enta˜o minimizada.
Assim, esta abordagem na˜o se apresenta interessante do ponto de
vista pra´tico dado que na˜o se mostra computacionalmente mais
atrativa que a de nmpc.
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Linearizac¸o˜es a cada instante de amostragem
Muitas pesquisas nesta a´rea visam a resoluc¸a˜o, por me´todos alter-
nativos, do problema de otimizac¸a˜o na˜o linear. Em alguns casos,
como em [69], estende-se a ideia de resposta livre yl e forc¸ada yf
usando um modelo na˜o linear para o ca´lculo de yl e um modelo
linear para yf supondo que esta u´ltima pode convergir a zero num
procedimento iterativo. Desta forma o problema de otimizac¸a˜o
na˜o linear pode ser transformado numa sequeˆncia de problemas
de otimizac¸a˜o linear. Esta metodologia pode funcionar adequada-
mente em alguns casos pra´ticos sem necessidade de muitas iter-
ac¸o˜es mas na˜o garante a obtenc¸a˜o do o´timo nem a convergeˆncia
do processo iterativo [70]. Em outros casos utilizam-se lineariza-
c¸o˜es sucessivas em torno ao ponto de operac¸a˜o transformando o
modelo num sistema variante no tempo, mas que permite utilizar
algoritmos mais simples para minimizar J [71, 72].
Em todos os casos anteriores onde sa˜o usadas aproximac¸o˜es trata-
se de compensar as perdas no desempenho com a maior velocidade
de processamento e simplicidade dos algoritmos. Assim, pode-se
considerar como melhor aquele algoritmo que consiga o melhor
compromisso desempenho-simplicidade-velocidade. Como se vera´
na pro´xima sec¸a˜o, este objetivo pode ser atingido com uma abor-
dagem pra´tica e simples de nmpc.
4.3 Desenvolvimento da te´cnica PNMPC
Conforme discutido no apeˆndice A, os algoritmos de controle
preditivo para sistemas lineares como o DMC e o GPC utilizam
a representac¸a˜o do vetor de predic¸o˜es ao longo do horizonte p, Y˜,
como uma func¸a˜o do vetor com m mudanc¸as na ac¸a˜o de controle
∆u,
Y˜ = F+G∆u, (4.11)
embora o vetor de resposta livre F e a matriz G sejam obtidas
por meios diferentes em cada algoritmo. Os modelos lineares dos
processos permitem esta forma simples de calcular Y˜ utilizando o
princ´ıpio da superposic¸a˜o. Para sistemas representados por mo-
delos na˜o lineares este princ´ıpio na˜o pode ser aplicado mas uma
aproximac¸a˜o de Y˜ pode ser obtida utilizando uma nova interpre-
tac¸a˜o da equac¸a˜o 4.11 como e´ explicado na sequeˆncia.
MPC Pra´tico para sistemas na˜o lineares - PNMPC 128
A te´cnica proposta neste trabalho difere das propostas anteriores
principalmente pelo fato de utilizar modelos linearizados indepen-
dentes dos pontos de equil´ıbrio do sistema. Deve-se perceber que
ao se calcular as predic¸o˜es, para um sistema linear ou na˜o linear,
os u´nicos elementos que podem mudar os valores das predic¸o˜es
sa˜o os elementos do vetor incremento de controle ∆u.
Busca-se uma forma de descrever a evoluc¸a˜o dos estados do sis-
tema ao longo do horizonte de predic¸a˜o utilizando uma represen-
tac¸a˜o linear dos estados em relac¸a˜o aos incrementos de controle
futuros. Para isto na˜o se utiliza o conceito de ponto de equil´ıbrio.
Assume-se que as predic¸o˜es Yp dependem das entradas passadas
←−u , dos estados presentes e passados ←−y e dos incrementos de en-
tradas futuros ∆u,
Yp = f(
←−y , ←−u , ∆u). (4.12)
O Vetor com as predic¸o˜es e´ reescrito como
Yp = F+GPNMPC∆u, (4.13)
onde
F = f(←−y , ←−u ),
GPNMPC =
∂Yp
∂∆u
A matriz GPNMPC e´ o Jacobiano de Yp.
Desenvolve-se aqui uma forma de representac¸a˜o das predic¸o˜es que
pode ser utilizada tanto para sistemas representados por modelos
lineares como para aqueles representados por modelos na˜o lineares
desde que os estados sejam cont´ınuos e diferencia´veis em relac¸a˜o
as entradas.
Seja x ∈ ℜn e w um vetor de func¸o˜es cont´ınuas e diferencia´veis
de x.
w =

w1(x1, x2, . . . , xm)
w2(x1, x2, . . . , xm)
...
wp(x1, x2, . . . , xm)
 (4.14)
e´ um vetor p× 1 das func¸o˜es de m varia´veis do vetor
x =
[
x1 x2 . . . xm
]T
. (4.15)
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Para pequenas variac¸o˜es de x igual a ∆x em torno de xo,
∆x =
[
∆x1 ∆x2 . . . ∆xm
]T
, (4.16)
pode-se obter uma aproximac¸a˜o de w(xo + ∆x) utilizando-se a
se´rie de Taylor onde os termos de ordem maiores do que 1 sa˜o
desprezados.
w(xo +∆x) ∼= w(xo) +
∂w
∂x
(xo)∆x, (4.17)
onde ∂w∂x e´ o gradiente de w relativo a x calculado em x = xo.
∂w
∂x
=

∂w1
∂x1
∂w1
∂x2
· · · ∂w1∂xm
∂w2
∂x1
∂w2
∂x2
· · · ∂w2∂xm
... · · · · · · · · ·
∂wp
∂x1
∂wp
∂x2
· · ·
∂wp
∂xm

x=xo
(4.18)
Seja o sistema dinaˆmico na˜o linear cont´ınuo e diferencia´vel com
uma entrada e uma sa´ıda representado pela equac¸a˜o (4.19):
y(k) = f(y(k − na), y(k − na + 1)..., y(k − 1),
u(k − nu), u(k − nu + 1), ..., u(k − 1)), (4.19)
onde na e nb sa˜o os maiores atrasos de y e u respectivamente.
Assume-se que as entradas ocorrera˜o em um horizonte de controle
m. Neste horizonte aparecem as seguintes entradas
u(k) = u(k − 1) + ∆u(k)
u(k + 1) = u(k) + ∆u(k + 1) = u(k − 1) + ∆u(k)
+ ∆u(k + 1)
...
u(k +m− 1) = u(k − 1) + ∆u(k) + ∆u(k + 1)
+ · · ·+∆u(k +m− 1). (4.20)
Assume-se que as entradas nos instantes posteriores a k +m− 1
sejam iguais a u(k +m − 1). Calculando-se as predic¸o˜es em um
horizonte de predic¸a˜o p a partir do modelo dado pela equac¸a˜o
(4.19) teˆm-se
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y˜(k + 1) = f(y(k − na + 1)..., y(k), u(k − nu + 1), ..., u(k))
(4.21)
y˜(k + 2) = f(y(k − na + 2)..., y˜(k + 1), u(k − nu + 2), ..., u(k + 1))
...
y˜(k + p) = f(y˜(k − na + p)..., y˜(k + p− 1), u(k − nu + 1), ..., u(k +m− 1))
Considerando as equac¸o˜es 4.20, o conjunto de equac¸o˜es 4.21 pode
ser reescrito como
y˜(k + 1) = f(y(k − na + 1)..., y(k), u(k − nu + 1), ..., u(k − 1),∆u(k))
y˜(k + 2) = f(y(k − na + 2)..., y˜(k + 1), u(k − nu + 2), ..., u(k − 1),
∆u(k),∆u(k + 1))
...
y˜(k + p) = f(y˜(k − na + p)..., y˜(k + p− 1), u(k − nu + 1), ..., u(k − 1),
∆u(k),∆u(k + 1), ...,∆u(k +m− 1)) (4.22)
Observa-se que as predic¸o˜es sa˜o func¸o˜es de ∆u(k), ∆u(k+1), ..., ∆u(k+
m− 1), das entradas passadas e das sa´ıdas presentes e passadas.
Se denominarmos o conjunto de entradas passadas de upassado
e as entradas atuais e passadas de ypassado enta˜o as predic¸o˜es
podem ser reescritas como
y˜(k + 1) = f(ypassado, upassado,∆u(k)) (4.23)
y˜(k + 2) = f(ypassado, upassado,∆u(k),∆u(k + 1))
...
y˜(k + p) = f(ypassado, upassado,∆u(k),∆u(k + 1), ...,∆u(k +m− 1))
Nota-se claramente que os u´nicos elementos com poder de variar
as sa´ıdas futuras sa˜o os incrementos da ac¸a˜o de controle ∆u(k), ∆u(k+
1), · · · , e ∆u(k +m− 1).
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Definindo-se
←−
Y = Conjunto de valores passados e presente de y.
←−
U = Conjunto de valores passados de u
u = u0 + δu
u0 = u(k − 1)1 (4.24)
δu = D∆u
∆u =
[
∆u(k) ∆u(k + 1) . . . ∆u(k +m− 1)
]T
,
onde, 1 e´ um vetor de dimensa˜o m × 1 com todos elementos
iguais a um e D e´ uma matriz triangular inferior m × m com
todos elementos na˜o nulos iguais a um. As predic¸o˜es podem ser
escritas como
Y˜ = f(
←−
Y,←−u ,u). (4.25)
Utilizando o mesmo procedimento que na equac¸a˜o 4.17,
Y˜ = f(
←−
Y ,←−u ,u0) +
∂Y˜
∂u
∣∣∣∣∣
u=u0
δu (4.26)
Usando as equac¸o˜es 4.24:
∂Y˜
∂u
δu =
∂Y˜
∂∆u
∆u (4.27)
Nomeando F = f(
←−
Y ,←−u ,u0) e GPNMPC =
∂Y˜
∂∆u
∣∣∣
u=u0
, onde F e´
o vetor de predic¸o˜es que seria obtido para ∆u = 0 e GPNMPC
e´ o gradiente das sa´ıdas preditas com relac¸a˜o ao vetor dos in-
crementos de controle ∆u calculado para ∆u = 0, a seguinte
representac¸a˜o compacta e´ obtida
Y˜ = F+GPNMPC∆u. (4.28)
GPNMPC e´ a matriz dinaˆmica generalizada que pode ser utilizada
para sistemas lineares e para sistemas na˜o lineares cont´ınuos e
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diferencia´veis.
GPNMPC =

∂y˜k+1
∂∆uk
0 · · · 0
∂y˜k+2
∂∆uk
∂y˜k+2
∂∆uk+1
· · · 0
... · · · · · · · · ·
∂y˜k+p
∂∆uk
∂y˜k+p
∂∆uk+1
· · ·
∂y˜k+p
∂∆uk+m−1
 (4.29)
A expressa˜o 4.28 pode ser escrita para um sistema de uma entrada
e uma sa´ıda como
y˜(k + 1)
y˜(k + 2)
...
y˜(k + p)
 ∼=

f1(y, u)passado
f2(y, u)passado
...
fp(y, u)passado
+ (4.30)

∂y˜(k+1)
∂∆u(k) 0 0 0
∂y˜(k+2)
∂∆u(k)
∂y˜(k+2)
∂∆u(k+1) 0 0
...
...
...
...
∂y˜(k+p)
∂∆u(k)
∂y˜(k+p)
∂∆u(k+1) . . .
∂y˜(k+p)
∂∆u(k+m−1)

∆u=0

∆u(k)
∆u(k + 1)
...
∆u(k +m− 1)

Nota-se neste caso a forma triangular inferior da matriz Jacobiano
devido a causalidade do sistema, ou seja
∂y˜(k + j)
∂∆u(k + i)
= 0 para i ≥ j (4.31)
A expressa˜o 4.30 representa a equac¸a˜o 4.28 de forma mais detal-
hada onde
– Y˜ e´ o vetor p × 1 contendo as predic¸o˜es no horizonte de
predic¸a˜o p.
– F e´ o vetor p×1 contendo as sa´ıdas preditas supondo que as
ac¸o˜es de controle no horizonte de controle m sa˜o mantidas
iguais a ac¸a˜o de controle no instante k− 1, ou u(k) = u(k+
1) = ... = u(k +m− 1) = u(k − 1).
– GPNMPC e´ a versa˜o na˜o linear da matriz dinaˆmica utilizada
no Controle Preditivo DMC ou a versa˜o generalizada va´lida
para sistemas lineares ou na˜o lineares (p/ sistemas cont´ınuos
e diferencia´veis). Sua dimensa˜o e´ p×m.
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– ∆u e´ o vetor m × 1 contendo os incrementos nas ac¸o˜es de
controle no horizonte de controle m.
E´ importante observar que para um sistema linear causal invari-
ante no tempo e sem acoplamento direto entrada sa´ıda, a matriz
dinaˆmica utilizada no Controle Preditivo DMC ou GPC e´ igual
aquela obtida com a matriz Gradiente definida na equac¸a˜o (4.30).
A matriz dinaˆmica do algoritmo DMC ou GPC e´ normalmente
obtida com os elementos da resposta a um degrau unita´rio apli-
cado no instante k a um sistema com condic¸o˜es iniciais nulas. Ou
seja
y(k + j) = 0 para j ≤ 0
u(k + j) = 1 para j ≥ 0, ou
∆u(k + j) = 1 para j = 0
∆u(k + j) = 0 para j 6= 0
Seja uma predic¸a˜o y˜k+j .
y˜k+j = f(y˜(k + j − 1), ..., y˜(k + 1), u(k)) (4.32)
A derivada parcial
∂y˜k+j
∂∆uk
e´ definida como
∂y˜k+j
∂∆uk
= lim
∆uk→0
y˜k+j(uk−1 +∆uk)− y˜k+j(uk−1)
∆uk
(4.33)
Como y˜k+j e´ uma func¸a˜o linear de u(k) e portanto de u(k − 1)
e ∆u(k), enta˜o y˜k+j(uk−1 +∆uk) = y˜k+j(uk−1) + y˜k+j(∆uk) e a
derivada pode ser reescrita como
∂y˜k+j
∂∆uk
= lim
∆uk→0
y˜k+j(∆uk)
∆uk
(4.34)
Ainda devido a relac¸a˜o linear entre y˜k+j e ∆uk haveria uma inde-
terminac¸a˜o na expressa˜o
y˜k+j(∆uk)
∆uk
do tipo 00 . A soluc¸a˜o do ca´l-
culo do limite poderia ser obtida aplicando a regra de l’Hoˆpital:
Se
lim
x→c
f(x) = 0
lim
x→c
g(x) = 0, enta˜o
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lim
x→c
f(x)
g(x)
= lim
x→c
f
′
(x)
g′(x)
, (4.35)
se existente. Neste caso devido ao numerador e denominador
serem func¸o˜es lineares de ∆u(k) isto equivale numericamente a se
tomar o limite para ∆uk → 1. Assim
∂y˜k+j
∂∆uk
=
y˜k+j(∆uk = 1)
1
(4.36)
A expressa˜o 4.36 representa a resposta do sistema no instante
(k+j) ao degrau unita´rio no instante k que e´ por definic¸a˜o o valor
do elemento G(j, 1) da matriz dinaˆmica do algoritmo DMC.
Como para um sistema linear e invariante no tempo a resposta ao
degrau unita´rio aplicado no instante k + j observado no instante
k + j + 1 e´ igual a` resposta do sistema a um degrau aplicado
no instante k + j + 1 observado no instante k + j + 2, a matriz
Gradiente para sistemas lineares tem seus elementos da primeira
coluna repetidos nas diagonais. Isto e´, para uma matriz G com
p > m, G(1, 1) = G(2, 2) = ... = G(m,m), G(2, 1) = G(3, 2) =
... = G(m+ 1,m), etc.
Outra maneira mais simples de demonstrar que a matriz Jaco-
bianoGPNMPC equivale a matriz dinaˆmicaG do algoritmo DMC
ou GPC para sistemas lineares e´ utilizar a equac¸a˜o 4.37 apresen-
tada no apeˆndice A.
Nesta equac¸a˜o as predic¸o˜es sa˜o calculadas atrave´s da convoluc¸a˜o
entre as respostas ao degrau unita´rio e os incrementos de entrada.
y˜(k+j/k) =
j∑
i=1
gi∆u(k+j−i)+
∞∑
i=j+1
gi∆u(k+j−i)+η˜(k+j/k)
(4.37)
Nota-se claramente que o segundo termo depois do sinal de igual-
dade corresponde ao efeito das variac¸o˜es de controle para in-
stantes anteriores ao instante k. Considerando as condic¸o˜es ini-
ciais nulas e uma entrada igual a um degrau unita´rio no instante
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k as predic¸o˜es se resumem em
y˜(k + j/k) =
j∑
i=1
gi∆u(k + j − i) + η˜(k + j/k),
ou
y˜(k + 1) = g1∆u(k)
y˜(k + 2) = g1∆u(k + 1) + g2∆u(k)
...
y˜(k + j) = g1∆u(k + j − 1) + g2∆u(k + j − 2) + · · ·+ gj∆u(k)
Fica evidente que
∂y˜(k + 1)
∂∆u(k)
= g1,
∂y˜(k + 2)
∂∆u(k)
= g2,
∂y˜(k + 2)
∂∆u(k + 1)
= g1,
...
∂y˜(k + j)
∂∆u(k)
= gj . (4.38)
Seja o sistema dinaˆmico representado pela equac¸a˜o a diferenc¸as
y(k) = ay(k − 1) + bu(k − 1) (4.39)
Para este sistema pretende-se determinar a matriz G utilizada
pelo algoritmo DMC e GPC e compara´-la com a matriz obtida
pelo me´todo generalizado proposto. Para isso avalia-se a resposta
do sistema a um degrau unita´rio no instante k.
Um degrau unita´rio em k produz as seguintes entradas no hori-
zonte de controle m, u(k) = 1, u(k + 1) = 1, ..., u(k +m− 1) = 1
e ∆u(k) = 1,∆u(k + 1) = 0, ...,∆u(k +m − 1) = 0. A predic¸a˜o
da resposta do sistema ao degrau unita´rio no instante k para
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condic¸a˜o inicial nula (y(k) = 0) e´
y˜(k + 1) = ay(k) + bu(k) = b (4.40)
y˜(k + 2) = ay(k + 1) + bu(k + 1) = ab+ b
y˜(k + 3) = ay(k + 2) + bu(k + 2) = a(ab+ b) + b = a2b+ ab+ b
...
y˜(k + p) = ak+p−1b+ ak+p−2b+ ...+ ab+ b
Reescrevendo-se as predic¸o˜es de forma alge´brica para k = k + 1
ate´ k = k + p e supondo m = p para simplificar, teˆm-se:
y˜(k + 1) =bu(k) = b(u(k − 1) + ∆u(k)) (4.41)
=b∆u(k)
y˜(k + 2) =ay˜(k + 1) + bu(k + 1)
=ab∆u(k) + b(u(k) + ∆u(k + 1))
=ab∆u(k) + b∆u(k) + b∆u(k + 1)
=(ab+ b)∆u(k) + b∆u(k + 1)
y˜(k + 3) =ay˜(k + 2) + bu(k + 2)
=a(ab+ b)∆u(k) + ab∆u(k + 1) + b∆u(k)
+b∆u(k + 1) + b∆u(k + 2)
=(a2b+ ab+ b)∆u(k) + (ab+ b)∆u(k + 1) + b∆u(k + 2)
...
y˜(k + p) =(ap−1b+ ap−2b+ ...+ ab+ b)∆u(k) + . . .
+(ab+ b)∆u(k +m− 2) + b∆u(k +m− 1)
Utilizando-se a resposta ao degrau para a montagem da matriz
G do Controle Preditivo DMC temos
GDMC =

b 0 0 0 0
ab+ b b 0 0 0
a2b+ ab+ b ab+ b b 0 0
...
...
...
...
ap−1b+ ap−2b+ ...+ ab+ b . . . a2b+ ab+ b ab+ b b

(4.42)
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E´ evidente que utilizando-se a expressa˜o do Gradiente dado pela
equac¸a˜o (4.30) sobre as predic¸o˜es apresentadas pela equac¸a˜o (4.41)
conclui-se que GPNMPC = GDMC para o exemplo de sistema li-
near apresentado.
4.3.1 A obtenc¸a˜o de F e GPNMPC
A te´cnica de controle preditivo baseado em modelo pressupo˜e a
disponibilidade de um modelo matema´tico do processo. Neste
trabalho estuda-se a aplicac¸a˜o de controle preditivo a sistemas
amostrados a uma taxa de amostragem Ts. Devido a grande
variedade de estruturas para representac¸a˜o de processos como re-
des neurais, modelos NARMAX, equac¸o˜es a diferenc¸as na˜o line-
ares, etc., torna-se pouco pra´tico propor uma soluc¸a˜o de con-
trole baseado em expresso˜es matema´ticas para F e GPNMPC .
Preferiu-se a sua obtenc¸a˜o de forma nume´rica. Para isso pressupo˜e-
se simplesmente que pode-se obter um algoritmo que calcule o
vetor com as p predic¸o˜es, Yp quando se fornece os valores das
entradas e sa´ıdas passadas e o vetor com os m incrementos de
entrada futura ∆u para o caso de um sistema com uma entrada
e uma sa´ıda, por exemplo. A cada iterac¸a˜o executa-se o seguinte
procedimento:
– Obte´m-se o vetor p × 1 Y0p executando o modelo com as
entradas e sa´ıdas passadas e com ∆u =
[
0 0 . . . 0
]T
.
F = Y0p.
– Calcula-se a primeira coluna da matriz GPNMPC. Obte´m-
se o vetor p× 1 Y1p executando o modelo com as entradas e
sa´ıdas passadas e com ∆u =
[
ǫ 0 . . . 0
]
, onde ǫ e´ um
valor muito pequeno, uk−11000 , por exemplo.
GPNMPC(:,1) =
Y1p−Y
0
p
ǫ .
– Calcula-se a segunda coluna da matrizGPNMPC. Obte´m-se
o vetor p×1 Y2p executando o modelo com as entradas e sa´ı-
das passadas e com∆u =
[
0 ǫ . . . 0
]
. GPNMPC(:,2) =
Y2p−Y
0
p
ǫ .
– Prossegue-se com o ca´lculo das demais colunas da matriz
GPNMPC ate´ a u´ltima coluna onde obte´m-se o vetor Y
m
p
executando o modelo com as entradas e sa´ıdas passadas e
com ∆u =
[
0 0 . . . ǫ
]
. GPNMPC(:,m) =
Ymp −Y
0
p
ǫ .
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4.3.2 Obtenc¸a˜o da ac¸a˜o de controle
O vetor com as p predic¸o˜es, Yp e´ representado na forma
Yp = F+GPNMPC∆u. (4.43)
Cada elemento do vetor resposta livre F e´ calculado utilizando-se
o modelo de predic¸a˜o e assumindo ∆u =
[
0 0 . . . 0
]T
e
recebe o acre´scimo do valor de η(k) conforme mostra a figura 4.5.
A obtenc¸a˜o da ac¸a˜o de controle e´ realizada utilizando as te´cnicas
ja´ conhecidas e descritas no apeˆndice A.
4.3.3 Exemplo 1
Alguns dos resultados apresentados nesta sec¸a˜o foram tambe´m
apresentados em [73] e [49]. O modelo na˜o linear com uma en-
trada e uma sa´ıda mostrado na equac¸a˜o 4.44 e´ apresentado em
[74] onde e´ controlado com uma te´cnica de controle MPC iter-
ativa denominada NEPSAC. A figura 4.1 mostra o resultado da
aplicac¸a˜o de controle utilizando a te´cnica PNMPC. Foi aplicado
um horizonte de predic¸a˜o igual a 3 e um horizonte de controle
igual a 2. Com estes mesmos paraˆmetros foi realizado o controle
utilizando a te´cnica iterativa NEPSAC que adota a montagem
da matriz G utilizando resposta ao degrau. Nota-se que para
este modelo e para as refereˆncias utilizadas ambas as te´cnicas
funcionaram bem com resultados muito semelhantes.
Para mostrar a diferenc¸a entre os dois me´todos, ale´m da necessi-
dade de iterac¸o˜es no me´todo NEPSAC, muda-se a refereˆncia para
um sinal senoidal com amplitude e frequeˆncia variantes no tempo.
y(k) = 2.5y(k−1)y(k−2)(1+y(k−1)2+y(k−2)2) (4.44)
+0.3cos(.5(y(k − 1) + y(k − 2))) + 1.2u(k − 1)
Os resultados sa˜o apresentados nas figuras 4.3 e 4.4. Nota-se
que o algoritmo PNMPC consegue fazer o seguimento da refereˆn-
cia com sucesso enquanto o algoritmo NEPSAC falha logo apo´s
o in´ıcio da variac¸a˜o no sinal de refereˆncia. Como mencionado o
algoritmo NEPSAC utiliza a resposta ao degrau para realizar as
predic¸o˜es. Este procedimento e´ uma aproximac¸a˜o muito grosseira
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Figura 4.1: Resultados de seguimento de refereˆncia com PNMPC
Figura 4.2: Resultados de seguimento de refereˆncia com NEPSAC
para a maioria dos sistemas na˜o lineares. Como demonstrado na
sec¸a˜o 4.3, os elementos da matriz dinaˆmica G somente sa˜o iguais
a resposta ao degrau para sistemas lineares. Mesmo que o al-
goritmo NEPSAC utilize um processo iterativo para a determi-
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nac¸a˜o de ∆u, este procedimento baseia-se em uma representac¸a˜o
baseada na resposta ao degrau que na˜o se justifica como uma
representac¸a˜o de um sistema na˜o linear.
Figura 4.3: Resultados de seguimento de refereˆncia com PNMPC
Figura 4.4: Resultados de seguimento de refereˆncia com NEPSAC
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4.4 Erro de predic¸a˜o, ru´ıdo e pertur-
bac¸o˜es
Os algoritmos de controle preditivo como DMC e GPC utilizam
um mecanismo para corrigir as predic¸o˜es. A te´cnica de Controle
DMC corrige as predic¸o˜es com o erro entre o valor medido da
varia´vel controlada e seu valor predito com o modelo no instante
k. Esta te´cnica aplicada a sistemas lineares garante erro nulo
em regime ja´ que o incremento do esforc¸o de controle necessa´rio
para a correc¸a˜o do erro no instante k sera´ o mesmo nos instantes
futuros devido a relac¸a˜o linear entre entrada e sa´ıda, isto e´, o
ganho e´ constante. A aplicac¸a˜o deste mesmo procedimento para
a te´cnica PNMPC aplicada a sistemas na˜o lineares na˜o garante
erro nulo em regime ja´ que o ganho varia com o ponto de operac¸a˜o
do sistema. O mecanismo de correc¸a˜o das predic¸o˜es adotado neste
trabalho e´ uma versa˜o explicita daquele utilizado pelo algoritmo
GPC. Soma-se a cada predic¸a˜o a integral do erro de predic¸a˜o
filtrado.
A figura 4.5 mostra o diagrama de blocos da te´cnica proposta
para a correc¸a˜o das predic¸o˜es utilizando-se o algoritmo PNMPC.
A cada instante de amostragem calcula-se o erro entre a sa´ıda que
o preditor calcula que a varia´vel teria no instante k, y˜(k/k− 1) e
a sa´ıda real da varia´vel no instante k. O valor de y˜(k/k − 1) e´ o
primeiro elemento do vetor de predic¸o˜es obtido no instante k− 1.
Na discussa˜o a seguir sera´ utilizado o operador atraso/avanc¸o qi
onde i ǫ Z tal que q−1f(k) = f(k−1) e q1f(k) = f(k+1) conforme
[75]. Define-se
y˜sc = valor predito da sa´ıda sem correc¸a˜o,
y = valor real da sa´ıda,
η = valor da correc¸a˜o a ser somada a` sa´ıda sem correc¸a˜o,
e = y − y˜ erro entre a sa´ıda real y e a sa´ıda predita y˜,
ǫ = y − y˜sc erro entre a sa´ıda real e a sa´ıda sem correc¸a˜o.
Deseja-se que a primeira sa´ıda predita y˜(k + 1) seja ta˜o pro´xima
quanto poss´ıvel de y(k + 1). Entretanto pode-se recuar um ins-
tante de tempo e montar o problema de controle expresso pela
figura 4.5 onde deseja-se encontrar os paraˆmetros do filtro e a
constante de integrac¸a˜o ki que anulem o erro e(k). Observem que
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Figura 4.5: Diagrama de Blocos para o tratamento de erro de mode-
lagem e ru´ıdo
para isso utilizou-se o erro no instante de amostragem anterior
e(k − 1) para obter a correc¸a˜o η(k).
O erro entre a sa´ıda do processo no instante atual e a sa´ıda do
modelo e´ filtrado por um filtro passa-baixa F = 1DF (q) , integrado
e somado a` sa´ıda predita pelo modelo no instante seguinte. A
te´cnica PNMPC supo˜e que a integral do erro filtrado e´ mantida
constante durante as predic¸o˜es calculadas no instante k. Assu-
mindo que ∆ = 1− q−1 tem-se
y(k)− y˜(k/k − 1) =e(k) (4.45)
y(q)− (q−1e(q)
ki
∆
F + y˜sc(q)) =e(q)
y(q)− y˜sc(q) =e(q)(1 + q
−1 ki
1− q−1
F )
F (q) =
1
DF (q)
e(q) =
DF (q)∆
(DF (q)∆ + q−1ki)
(y(q)− y˜sc(q))
Supondo que o sistema em malha fechada seja esta´vel enta˜o na
vizinhanc¸a de um ponto de operac¸a˜o pode-se substituir o operador
q por z e aplicar o Teorema do valor final.
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e(z) =
DF (z)∆
(DF (z)∆ + z−1ki)
(y(z)− y˜sc(z)), supondo
y(z)− y˜sc(z) =
δ
1− z−1
e(∞) = lim
z−→1
(1− z−1)
DF (z)∆
(DF (z)∆ + z−1ki)
δ
1− z−1
e(∞) = lim
z−→1
DF (z)(1− z
−1)
(DF (z)∆ + z−1ki)
δ = 0 (4.46)
Pode-se perceber que a presenc¸a de (1 − z−1) no numerador da
equac¸a˜o (4.46) garante erro nulo em regime permanente para uma
entrada degrau de valor finito de y(1) − y˜sc(1) igual a
δ
1−z−1 .
Ale´m de garantir erro nulo em regime, o tratamento do erro de
modelagem deve garantir que a dinaˆmica do erro apresente um
tempo de resposta desejado. Esta caracter´ıstica depende dos po-
los de h(z) = e(z)y(k)−y˜sc(k) ou das ra´ızes do denominador de h(z).
Definindo-se ε(k) = y(k) − y˜sc(k) e considerando-se pequenas
diferenc¸as entre o modelo e o processo real pode-se escrever a
func¸a˜o de transfereˆncia entre o erro de modelagem e o erro de-
pois da correc¸a˜o como
h(z) =
e(z)
ε(z)
(4.47)
h(z) =
DF (z)(1− z
−1)
DF (z)(1− z−1) + z−1ki
O tratamento do erro de modelagem depende assim da escolha
do denominador do filtro F e do ganho integral ki. Um filtro
candidato e´
F (z) =
1
1− fdz−1
, (4.48)
que fornece a seguinte func¸a˜o de transfereˆncia h(z),
h(z) =
z2 − (1 + fd)z + fd
z2 − (1 + fd − ki)z + fd
(4.49)
Um projeto simples para ki e fd consiste em comparar o polinoˆmio
denominador de h(z) com um polinoˆmio desejado pd(z). Supondo
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um polinoˆmio desejado de segunda ordem criticamente amorte-
cido,
pd(z) = (z − a)
2,
pd(z) = z
2 − 2az + a2. (4.50)
Comparando o polinoˆmio denominador de h(z) da equac¸a˜o 4.49
com o polinoˆmio desejado da equac¸a˜o 4.50, obte´m-se as igual-
dades,
1 + fd − ki = 2a
fd = a
2 (4.51)
O projeto do filtro do preditor consiste em escolher o valor de a
e enta˜o determinar fd e ki.
fd = a
2
ki = 1 + a
2 − 2a (4.52)
A escolha de a tem um impacto na velocidade com que o erro
responde a` uma perturbac¸a˜o. Quanto menor a mais rapidamente
o erro tende a zero para uma perturbac¸a˜o do tipo degrau. Entre-
tanto ha´ de se considerar o n´ıvel de ru´ıdo na escolha de a como
sera´ discutido na sequeˆncia. O fator de correc¸a˜o η(k), calculado
no instante de amostragem k para ser utilizado na predic¸a˜o k+1
ate´ k + p e´ obtido como
η(z−1) =
1
1− fdz−1
1
1− z−1
e(z−1), ou
η(k) = η(k − 1)(1 + fd)− fdη(k − 2) + e(k)ki (4.53)
O tratamento do erro de predic¸a˜o utiliza um filtro e um inte-
grador. O ganho do filtro e´ unita´rio somente para a = 0, quando
fd = 0 e ki = 1.
4.4.1 Exemplo 2
A fim de avaliar o desempenho da estrate´gia proposta para o
tratamento de ru´ıdos e erros de modelagem aplica-se a te´cnica
proposta para o exemplo 1 apresentado na subsec¸a˜o 4.3.3. Inicial-
mente avalia-se a resposta do controle PNMPC a entrada de um
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sinal degrau na sa´ıda do processo para um sistema sem ru´ıdo na
medic¸a˜o. A figura 4.6 apresenta a resposta obtida com a aplicac¸a˜o
Figura 4.6: Resposta a` perturbac¸a˜o na sa´ıda
do algoritmo PNMPC utilizando-se os seguintes paraˆmetros:
– horizonte de predic¸a˜o igual a 3
– horizonte de controle igual a 3
– ponderac¸a˜o no esforc¸o de controle, λ = 0.01
– fator a = 0
De acordo com a equac¸a˜o 4.52 a escolha de a = 0 equivale a
fd = a
2 = 0, e
ki = 1 + a
2 − 2a = 1. (4.54)
Ou seja, a utilizac¸a˜o de a = 0 significa integrar o erro, ki = 1,
sem a aplicac¸a˜o de nenhum filtro, fd = 0. Observa-se que o efeito
da perturbac¸a˜o na sa´ıda aparece em um instante de amostragem
e e´ eliminado no instante seguinte. Este seria um ajuste ideal na
auseˆncia de ru´ıdo. A figura 4.7 apresenta a resposta do sistema
sendo controlado com o algoritmo PNMPC utilizando os mesmos
ajustes mas com a adic¸a˜o de ru´ıdo branco na sa´ıda ale´m da per-
turbac¸a˜o degrau. A figura 4.7-a mostra a perturbac¸a˜o degrau e o
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Figura 4.7: Resposta a` perturbac¸a˜o na sa´ıda com ru´ıdo e a = 0
ru´ıdo que foi somado a sa´ıda do sistema. Nota-se que o sinal de
sa´ıda apresenta um n´ıvel de ru´ıdo um pouco maior do que o ru´ıdo
acrescentado, muito provavelmente pela tambe´m nota´vel variac¸a˜o
no sinal de controle u como mostra a figura 4.7-b. Este ru´ıdo na
ac¸a˜o de controle e´ indeseja´vel pois prejudica o elemento final de
controle como uma va´lvula de controle, por exemplo. Neste caso
pode-se escolher um valor de a maior do que zero e obter assim
uma filtragem sobre o ru´ıdo. O aspecto negativo disso e´ que a
perturbac¸a˜o na˜o sera´ eliminada ta˜o rapidamente como quando
a = 0. A figura 4.8 mostra a resposta obtida com a = 0.7. Nota-
se claramente que o sinal de controle apresenta-se bastante menos
ruidoso e que o ru´ıdo na sa´ıda e´ semelhante ao ru´ıdo acrescentado
(na˜o houve multiplicac¸a˜o significativa de ru´ıdo). De forma geral
a conclusa˜o e´ que com a escolha de um so´ paraˆmetro, a, pode-se
obter uma resposta mais ou menos ra´pida a`s perturbac¸o˜es. Para
varia´veis do processo com presenc¸a de ru´ıdo existe um compro-
misso entre a rapidez na resposta a` perturbac¸a˜o e a contaminac¸a˜o
de ru´ıdo na ac¸a˜o de controle.
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Figura 4.8: Resposta a` perturbac¸a˜o na sa´ıda com ru´ıdo e a = 0.7
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4.5 Aplicac¸a˜o em processos multivar-
ia´veis
Apesar da apresentac¸a˜o da te´cnica PNMPC ter sido realizada
para sistemas de uma entrada e uma sa´ıda, na˜o ha´ nenhuma res-
tric¸a˜o na aplicac¸a˜o da te´cnica para sistemas com mu´ltiplas en-
tradas e mu´ltiplas sa´ıdas (Sistemas MIMO). Em realidade na˜o
ha´ praticamente nenhuma diferenc¸a ja´ que havendo mais de uma
entrada e mais de uma sa´ıda basta montar os vetores de predic¸a˜o
e incrementos de ac¸a˜o de controle aumentados. Assim, para um
sistema de ne entradas e ns sa´ıdas ter´ıamos os seguintes vetores,
Yp =
[
Yp1 Yp2 . . . Ypns
]T
∆u =
[
∆u1 ∆u2 . . . ∆une
]T
(4.55)
A obtenc¸a˜o de F e GPNMPC acontece da mesma forma como
descrito para o caso de uma entrada e uma sa´ıda. A diferenc¸a e´
que agora a matriz GPNMPC tem mne colunas que sera˜o obtidas
calculando-se a derivada parcial de forma nume´rica calculando-se
o vetor de predic¸a˜o Yp com ∆u = 0 e o vetor de predic¸a˜o obtido
ao utilizar-se ∆u = 0 acrescido de ǫ em cada um dos elementos
de ∆u. Assim, para um sistema com 3 entradas e com horizonte
de controle igual a 2 teriamos GPNMPC com 6 colunas. A coluna
5, por exemplo, seria obtida como
GPNMPC(:,5) =
Y5p −Y
0
p
ǫ
(4.56)
Y0p = Yp(∆u =
[
0 0 0 0 0 0
]T
)
Y5p = Yp(∆u =
[
0 0 0 0 ǫ 0
]T
)
4.5.1 Exemplo 3 - PNMPC aplicado no con-
trole de uma Planta com 6 Tanques Esfe´ricos
A figura 4.9 mostra um sistema desenvolvido na UFRGS e citado
em [76]. A partir de um reservato´rio bombeia-se a´gua com uma
u´nica bomba para seis tanques atrave´s de dois ramos diferen-
tes com vazo˜es controladas por abertura de va´lvulas. O modelo
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dinaˆmico do sistema e´ descrito pelas seguintes equac¸o˜es:
A1
dh1
dt
= x1F1 −R1
√
h1 (4.57)
A2
dh2
dt
= R1
√
h1 −R2
√
h2
A3
dh3
dt
= (1− x2)F2 +R2
√
h2 −R3
√
h3
A4
dh4
dt
= x2F2 −R4
√
h4
A5
dh5
dt
= R4
√
h4 −R5
√
h5
A6
dh6
dt
= (1− x1)F1 +R5
√
h5 −R6
√
h6
onde
- Ai, (i = 1 : 6), e´ a a´rea da sec¸a˜o de cada tanque em func¸a˜o
do n´ıvel de fluido no mesmo (hi) e do diaˆmetro para o n´ıvel
(Di).
- Ri, (i = 1 : 6), e´ a resisteˆncia a passagem do fluido pelo
orif´ıcio no fundo de cada esfera.
- hi, (i = 1 : 6), e´ o n´ıvel do fluido em cada um dos seis
tanques esfe´ricos.
- x1 e´ frac¸a˜o da vaza˜o de fluido F1 que flui para o tanque 1.
- hi, (i = 1 : 6), e´ o n´ıvel do fluido em cada um dos seis
tanques esfe´ricos.
- x2 e´ frac¸a˜o da vaza˜o de fluido F2 que flui para o tanque 4.
Nas equac¸o˜es 4.57
Ai = π(Dihi − h
2
i ) (4.58)
Ri = ai
√
2g
As equac¸o˜es 4.57 sa˜o discretizadas utilizando-se a aproximac¸a˜o de
Euler com um Tempo de amostragem de 3 segundos. O processo
multivaria´vel e´ representado pelas sa´ıdas h3 e h6 e as entradas F1
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u1
(1-x )F1 1
(1-x )F2 2
x F1 1 x F2 2
u2
Plantacom seis tanques esféricos
Figura 4.9: Planta com 6 Tanques Esfe´ricos
e F2. [
H˜3
H˜6
]
=
[
F˜3
F˜6
]
+
[
G11 G12
G21 G22
] [
∆F1
∆F2
]
(4.59)
O objetivo de controle e´ levar os n´ıveis h3 e h6 para valores dese-
jados. As sa´ıdas h3 e h6 apresentam dinaˆmicas ra´pidas ou lentas
dependendo dos pontos de operac¸a˜o. Isto demanda um horizonte
de predic¸a˜o muito longo devido a necessidade de se utilizar um
tempo de amostragem pequeno. Para evitar trabalhar-se com
matrizes de dimenso˜es muito elevadas adota-se a te´cnica de se
utilizar uma predic¸a˜o a cada N instantes de amostragem futuro.
Este procedimento e´ uma generalizac¸a˜o da proposta apresentada
em [77] que sugere a utilizac¸a˜o de pontos de coincideˆncia da tra-
jeto´ria de refereˆncia no lugar da utilizac¸a˜o de todos os pontos.
Este esquema e´ de fa´cil implementac¸a˜o com a te´cnica PNMPC
proposta. Utilizou-se um horizonte de controle de 3 para cada
entrada e um nu´mero de predic¸a˜o de 210 para cada sa´ıda. Este
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horizonte de predic¸a˜o foi reduzido para 31, (210/7+1), tomando-
se a primeira predic¸a˜o e depois uma a cada 7. Desta forma o
vetor F tem dimensa˜o 62× 1 e a matriz GPNMPC tem dimensa˜o
62 × 6. O horizonte de predic¸a˜o ainda leva em conta a necessi-
dade de se cobrir a dinaˆmica das sa´ıdas por um tempo suficiente
maior que o tempo em que as sa´ıdas apresentam resposta inversa
devido o comportamento de fase na˜o-mı´nima. O processo Seis
Tanques Esfe´ricos apresenta um comportamento entrada-sa´ıda
na˜o linear, comportamento de fase na˜o-mı´nima e um pequeno
atraso de transporte. As sa´ıdas sa˜o representadas em [cm] e as
entradas em [cm3/min]. Isto faz com que os valores dos sinais
de entrada sejam muito maiores que os das sa´ıdas. As matrizes
de ponderac¸a˜o R e Q sa˜o inicialmente normalizadas levando em
considerac¸a˜o os valores ma´ximos de ambas as grandezas. Ale´m
disso faz-se um estimativa dos tempos de atraso e da durac¸a˜o do
efeito de fase na˜o-mı´nima predominante para diminuir os valores
correspondentes na matriz de ponderac¸a˜o R. Este procedimento
tem o efeito de priorizar a dinaˆmica de fase mı´nima das sa´ıdas e
acredita-se que melhora a estabilidade nume´rica do algoritmo. O
algoritmo PNMPC opera com os estados do sistema. Assim se fez
necessa´rio utilizar as medic¸o˜es de todos os 6 estados do sistema
apesar do controle ser realizado apenas sobre as sa´ıdas correspon-
dentes aos estados h3 e h6. As medic¸o˜es de todos os estados sa˜o
relevantes para a aplicac¸a˜o do algoritmo de tratamento de erro de
predic¸a˜o ja´ que os estados h3 e h6 dependem dos demais estados.
A figura 4.10 mostra o resultado de alguns testes de simulac¸a˜o do
sistema em malha aberta. As figuras 4.11, 4.13 e 4.12 mostram
os resultados obtidos com a aplicac¸a˜o da te´cnica PNMPC para
uma se´rie de mudanc¸as de refereˆncia propostas em [76]. Deve-se
mencionar que na simulac¸a˜o supo˜e-se que as refereˆncias futuras
na˜o sa˜o conhecidas mas sa˜o consideradas como iguais a refereˆncia
atual.
Na figura 4.11 teˆm-se o comportamento das sa´ıdas h3 e h6 em
comparac¸a˜o com as refereˆncias estabelecidas. A figura 4.13 mostra
o comportamento dos n´ıveis h1, h2, h4 e h5. Diferentemente das
refereˆncias propostas em [76] para o controle do mesmo processo,
preferiu-se utilizar refereˆncias que exijam mais desempenho do
sistema de controle.
No tempo igual a 25 minutos requer-se que o n´ıvel 3 suba en-
quanto o n´ıvel 6 diminua, por exemplo. No tempo igual a 60
MPC Pra´tico para sistemas na˜o lineares - PNMPC 152
0 2 4 6 8 10 12 14 16 18 20
2
4
6
8
Níveis1,2 e 3
Tempo [ min ]
N
ív
e
l
[
c
m
]
0 2 4 6 8 10 12 14 16 18 20
3000
4000
5000
6000
7000
Vazão 1
Tempo [ min ]
V
a
z
ã
o
1
[
c
m
3
/m
in
0 2 4 6 8 10 12 14 16 18 20
1
2
3
4
5
6
Níveis 4,5 e 6
Tempo [ min ]
N
ív
e
l
[
c
m
]
0 2 4 6 8 10 12 14 16 18 20
3000
4000
5000
6000
7000
Vazão 2
Tempo [ min ]
V
a
z
ã
o
1
[
c
m
3
/m
in
Nivel 6
Nível 5
Nível 4
Nível 3
Nível 2
Nível 1
Figura 4.10: Respostas em Malha Aberta
minutos muda-se a refereˆncia do n´ıvel 6 e pode-se perceber a per-
turbac¸a˜o causada no n´ıvel 3.
Figura 4.11: Respostas de h3 e h6 em Malha Fechada
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Figura 4.12: Ac¸a˜o de Controle em Malha Fechada
Observa-se que a te´cnica PNMPC proposta permite um o´timo
seguimento de refereˆncia com excec¸a˜o do comportamento de fase
na˜o mı´nima que mante´m-se em malha fechada como esperado.
Para avaliar a capacidade do algoritmo PNMPC em representar
as predic¸o˜es utilizando-se a expressa˜o Y˜ = F + GPNMPC∆u
compara-se as predic¸o˜es obtidas com esta expressa˜o com as predi-
c¸o˜es obtidas diretamente do modelo na˜o linear. A comparac¸a˜o
foi realizada no instante de amostragem 801 que corresponde ao
tempo t = 40.05 min.
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Figura 4.13: Respostas de h1, h2, h4 e h5 em Malha Fechada
Figura 4.14: Comparac¸a˜o entre as predic¸o˜es com o modelo e com o
algoritmo PNMPC em T=40.05 min.
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4.6 PNMPC comGradiente Ponderado
A te´cnica PNMPC proposta utiliza a matriz G igual ao gradi-
ente ∂Y∂∆u calculada para ∆u = 0. O gradiente e´ obtido a cada
instante de amostragem atrave´s de um procedimento nume´rico
como descrito na sec¸a˜o 4.3. Dependendo do grau da na˜o lineari-
dade do sistema pode ser interessante obter uma nova matriz G
somente a cada N instantes de amostragem ou, ao contra´rio, pode
ser deseja´vel melhorar o modelo de predic¸a˜o. Sistemas altamente
na˜o lineares e com comportamento de resposta inversa exigem
bons modelos de predic¸a˜o principalmente quando se deseja um
desempenho ra´pido do sistema sendo controlado.
Nesta sec¸a˜o apresenta-se um procedimento que visa melhorar o
modelo de predic¸a˜o. Como ja´ mencionado a matriz gradiente G
e´ calculada a cada instante de amostragem para ∆u = 0. Entre-
tanto, devido a na˜o linearidade do modelo e processo, o gradiente
varia em func¸a˜o do incremento de controle aplicado. Um pro-
cedimento que visa melhorar o ca´lculo do gradiente consiste em
calcula-lo em dois passos:
Passo 1: Calcula-se o gradiente G1 como ja´ descrito na sec¸a˜o 4.3
utilizando-se ∆u = 0 .
Passo 2: Utilizando o gradiente G1 calcula-se o incremento da ac¸a˜o
de controle intermedia´rio ∆ui e com ele o gradiente G2.
O gradiente que sera´ utilizado para o ca´lculo da ac¸a˜o de
controle definitiva e´ G = 0.5G1 + 0.5G2
Uma interpretac¸a˜o gra´fica do procedimento e´ mostrada na figura
4.15 para o caso de uma func¸a˜o y = f(x). Pode-se observar na
figura 4.15 que o primeiro valor de ∆x = ∆xi e´ diferente do valor
que seria necessa´rio para que a func¸a˜o atingisse o valor desejado
yd = y(x + ∆x). Utilizando-se o valor de ∆x
i obtido com o
primeiro gradiente calculado em x, calcula-se o gradiente inter-
media´rio ∂y(x+∆x
i)
∂x . Em seguida calcula-se o gradiente ponderado
que e´ a me´dia entre o gradiente em y(x) e em y(x+∆xi). A utiliza-
c¸a˜o do gradiente ponderado ira´ fornecer um valor de ∆x = ∆xp
que e´ muito mais pro´ximo do valor correto para que a func¸a˜o
atinja yd = y(x + ∆x). Este procedimento e´ uma tentativa de
atingir uma aproximac¸a˜o de Taylor de segunda ordem, onde
y(x+∆x) ∼= f(x) +
∂f(x)
∂x
∆x+
1
2
∂2f(x)
∂x2
∆x2. (4.60)
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Figura 4.15: Interpretac¸a˜o gra´fica do gradiente ponderado
Obtendo-se
∆xi =
yd − y(x)
∂f(x)
∂x
, pode-se calcular (4.61)
∂f(x+∆xi)
∂x
e fazer a seguinte aproximac¸a˜o
∂2f(x)
∂x2
∼=
∂f(x+∆xi)
∂x −
∂f(x)
∂x
∆xi
Assim, a Eq. (4.60) pode ser reescrita como
y(x+∆x) ∼= f(x) +
∂f(x)
∂x
∆x+
1
2
[
∂f(x+∆xi)
∂x −
∂f(x)
∂x
∆xi
]
∆x2.
(4.62)
Pode-se dizer que ∆xi = ∆x(1−δ), onde δ e´ um valor que depende
da curvatura da func¸a˜o, sendo positivo para func¸a˜o coˆncava e
negativa para func¸a˜o convexa. Introduzindo esta relac¸a˜o na Eq.
(4.62), tem-se
y(x+∆x) ∼= f(x)+
[
(1−
1
2(1− δ)
)
∂f(x)
∂x
+
1
2(1− δ)
∂f(x+∆xi)
∂x
]
∆x.
(4.63)
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O ca´lculo de δ iria necessitar da avaliac¸a˜o da derivada segunda
de f(x) que deseja-se evitar. Assim o melhor compromisso e´
considerar δ = 0 e
y(x+∆x) ∼= f(x) +
[
0.5
∂f(x)
∂x
+ 0.5
∂f(x+∆xi)
∂x
]
∆x. (4.64)
O resultado do caso escalar pode ser estendido para a Matriz
Gradiente Ponderada.
O procedimento descrito acima requer duas avaliac¸o˜es da Matriz
Gradiente. A fim de se diminuir a carga computacional do al-
goritmo propo˜e-se uma versa˜o de Matriz Gradiente Ponderada
simplificada onde o ca´lculo do incremento da ac¸a˜o de controle in-
termedia´rio ∆ui e´ realizado utilizando-se a matriz G obtida no
instante de amostragem anterior.
A figura 4.16 mostra a comparac¸a˜o entre a predic¸a˜o calculada
com o modelo na˜o linear e com o modelo linearizado utilizando
a Matriz Gradiente Ponderada para o instante de tempo igual a
t = 40.05 min. Comparando a resposta obtida com a versa˜o lin-
earizada que utiliza a Matriz Gradiente calculada para ∆u = 0
apresentada na figura 4.14, percebe-se uma melhora muito signi-
ficativa. A figura 4.17 mostra o resultado obtido utilizando-se a
Matriz Gradiente Ponderada Simplificada. O resultado e´ muito
similar ao obtido com a Matriz Gradiente que utiliza dois ca´lculos
de Gradiente a cada instante de amostragem.
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Figura 4.16: Comparac¸a˜o entre predic¸a˜o com modelo na˜o linear e mo-
delo linearizado com Gradiente Ponderado
Figura 4.17: Comparac¸a˜o entre predic¸a˜o com modelo na˜o linear e mo-
delo linearizado com Gradiente Ponderado Simplificado
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4.6.1 Exemplo 4 - PNMPC aplicado no con-
trole da reac¸a˜o Van Der Vussen
O Controle da Reac¸a˜o Van Der Vussen e´ um problema benchmark
para o desenvolvimento de algoritmos de controle de processos
na˜o lineares como pode ser visto em [78], [79], [80], [81], [82]. A
reac¸a˜o Van Der Vussen e´ um processo cont´ınuo que acontece em
um reator do tipo tanque agitado isote´rmico. A reac¸a˜o consiste
do seguinte esquema
A −→k1 B −→k2 C (4.65)
2A −→k3 D
A e´ o produto que entra no reator, B e´ o produto desejado e C e D
sa˜o subprodutos indesejados. Utiliza-se neste exemplo o modelo
do processo apresentado em [82]:
c˙a = −kaca − k3c
2
a + (cAin − ca)u
c˙b = k1ca − k2cb − cbu.
y = cb (4.66)
Neste modelo
– ca e´ a concentrac¸a˜o do produto A.
– y = cb e´ a concentrac¸a˜o do componente B e a varia´vel con-
trolada.
– u = FentVR e´ o inverso do tempo de resideˆncia e a varia´vel
manipulada sendo Fent a vaza˜o de entrada e VR o volume
do tanque.
– k1 = k2 = 15.0345 sa˜o constantes de reac¸a˜o dadas pela
equac¸a˜o de Arrhenius.
– k3 = 2.324 e´ outra constante de reac¸a˜o.
– cAin = 5.1 e´ a concentrac¸a˜o de entrada de A.
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Figura 4.18: Relac¸a˜o entre cB e u em Regime Permanente (Curva de
equil´ıbrios do sistema)
Os estados estaciona´rios ou equil´ıbrios do sistema sa˜o obtidos
fazendo-se c˙a = c˙b = 0. A figura 4.18 mostra a curva de equi-
l´ıbrios do sistema. Nota-se que existe um ponto P1 onde ocorre
o valor ma´ximo de sa´ıda. Ale´m disso este processo apresenta um
comportamento de fase na˜o-mı´nima para operac¸o˜es a` esquerda do
ponto P1. A figura 4.19 mostra o comportamento da concentrac¸a˜o
do produto B (cB) em malha aberta quando submetido a degraus
na entrada. A figura 4.19-a mostra a resposta para um degrau
positivo enquanto que a figura 4.19-b mostra o comportamento
da sa´ıda para um degrau negativo. As entradas correspondem a
valores na regia˜o do lado esquerdo de P1 da figura 4.18. Nota-se
claramente o comportamento do tipo resposta inversa ou fase na˜o
mı´nima em ambos os casos.
O modelo cont´ınuo representado pela equac¸a˜o (4.66) foi discretizado
com um tempo de amostragem de 18 segundos (0.005 horas)
utilizando-se uma aproximac¸a˜o de Euler (c˙ = c(k)−c(k−1)Ts ).
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Figura 4.19: Respostas em malha aberta
ca(k) = ca(k − 1)− Tsk1ca(k − 1)− Tsk3ca(k − 1)
2
+Ts(cae − ca(k − 1))u(k − 1)
cb(k) = cb(k − 1) + Tsk1ca(k − 1)− Tsk2cb(k − 1)
−Tscb(k − 1)u(k − 1)
y(k) = cb(k) (4.67)
A varia´vel que se deseja controlar e´ cb. Entretanto, apesar de na˜o
se controlar a varia´vel ca, supo˜e-se que dispo˜e-se de sua medic¸a˜o.
Para a aplicac¸a˜o da te´cnica PNMPC se faz necessa´rio manter o
modelo na˜o linear de ca corrigido em func¸a˜o das medic¸o˜es. Para
isso, a cada iterac¸a˜o, o algoritmo determina o erro entre o valor
das varia´veis ca e cb medidas e os valores obtidos utilizando-se a
representac¸a˜o linearizada com a te´cnica do gradiente ponderado.
Com este procedimento garante-se erro nulo em regime perma-
nente na presenc¸a de erros de modelagem e perturbac¸o˜es uti-
lizando a te´cnica discutida na sec¸a˜o 4.4. Para os resultados de
simulac¸a˜o que sera˜o apresentados na sequeˆncia foram utilizados
os seguintes paraˆmetros de sintonia do controlador PNMPC:
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– Horizonte de predic¸a˜o igual a 30
– Horizonte de controle igual a 3
– Ponderac¸a˜o no esforc¸o de controle com λ = 0.0025
– Paraˆmetro controle do erro de modelagem a = 0
Na˜o se aplicou nenhum filtro nas mudanc¸as de refereˆncia. Para
instantes de tempo maiores que 90 minutos aplicou-se uma mu-
danc¸a nos paraˆmetros da planta simulada.
k1 = k2 = 1.1k1−nom.
k3 = 0.9k3−nom. (4.68)
Utilizou-se o algoritmo de programac¸a˜o quadra´tica para obtenc¸a˜o
das ac¸o˜es de controle. As restric¸o˜es utilizadas foram relativa-
mente brandas nesta simulac¸a˜o:
umax. = 35
umin. = 0
∆umax. = 20
∆umin. = 0 (4.69)
As figuras 4.20 e 4.21 mostram o resultado da aplicac¸a˜o da te´cnica
PNMPC no controle de cB aplicando-se mudanc¸as de refereˆncia
para valores na faixa a` esquerda de P1 da figura 4.18.
A figura 4.20-a mostra que o algoritmo PNMPC consegue efe-
tuar um bom seguimento de refereˆncia. Ale´m disso reage bem
a` variac¸a˜o no modelo da planta em relac¸a˜o ao modelo utilizado
para predic¸a˜o ao levar a sa´ıda para a refereˆncia desejada em um
tempo pequeno e com um desvio ma´ximo razoa´vel. A figura 4.20-
b mostra a ac¸a˜o de controle e o incremento da ac¸a˜o de controle e
a forma como reagem a` variac¸a˜o dos paraˆmetros da planta para
t > 90 min..
Na figura 4.21-a apresenta-se os erros entre os valores medidos e
preditos de ca e cb e os valores de ηca e ηcb , respectivamente a
integral do erro filtrado entre os valores preditos de ca e cb em seus
valores medidos. Nota-se claramente que o modelo de predic¸a˜o
absorve a mudanc¸a de paraˆmetros entre o modelo utilizado para
simular a planta e o modelo de predic¸a˜o atrave´s de ηca e ηcb
levando o erro de modelagem para zero em regime permanente.
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Figura 4.20: Controle de cb com PNMPC
erroca
erro cb
Figura 4.21: Controle de cb com PNMPC-Controle de erros
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Figura 4.22: Comparac¸a˜o entre Predic¸a˜o com o modelo e com PNMPC
O desempenho do algoritmo PNMPC depende fundamentalmente
de sua capacidade de representar as predic¸o˜es de forma linear uti-
lizando a te´cnica do gradiente ponderado. Observando a figura
4.21-b pode-se perceber que o erro de modelagem a cada ins-
tante de amostragem e´ mantido em valores baixos mesmo nos
momentos de mudanc¸a de refereˆncia. Entretanto uma amostra
das predic¸o˜es ao longo do horizonte de predic¸a˜o p mostra que
no momento da mudanc¸a de refereˆncia, mesmo para modelos de
predic¸a˜o iguais ao da planta, acontece a maior diferenc¸a. Essa
diferenc¸a e´ ma´xima no momento da mudanc¸a de refereˆncia e
diminui rapidamente nos instantes de amostragem seguintes como
mostra a figura 4.22. No instante t = 39, 9 min. ha´ uma mu-
danc¸a significativa na refereˆncia e na ac¸a˜o de controle resultando
em uma diferenc¸a grande na predic¸a˜o feita com o modelo na˜o li-
near e o modelo linearizado enquanto que nos dois instantes de
amostragem seguintes, t = 40, 2 min. e t = 40, 5 min. a diferenc¸a
diminui significativamente. Sa˜o nos instantes de mudanc¸a de re-
fereˆncia ou entrada de perturbac¸o˜es que e´ importante dispor de
uma boa te´cnica para obter as predic¸o˜es.
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Uma das dificuldades esperadas de um controlador baseado em
um modelo linear seria a operac¸a˜o do processo no ponto P1 da
relac¸a˜o cb × u em regime permanente apresentada na figura 4.18
ja´ que neste ponto o ganho do modelo linear seria zero. Em [82]
propo˜e-se um algoritmo MPC na˜o linear iterativo para o controle
deste processo para uma sequeˆncia de refereˆncias visando mostrar
a capacidade da te´cnica proposta em controlar o processo ao redor
do ponto P1. A figura 4.23 mostra os resultados obtidos com
Figura 4.23: Teste de Seguimento de Refereˆncia em torno de P1
a aplicac¸a˜o da te´cnica PNMPC para a sequeˆncia de refereˆncias
sugeridas em [82]. Utilizou-se um horizonte de predic¸a˜o igual a 30,
horizonte de controle igual a 3, ponderac¸a˜o do esforc¸o de controle,
λ = 0, 01 e o paraˆmetro de controle de erro a = 0 . Para evitar
a influeˆncia do comportamento tipo resposta inversa ou fase na˜o
mı´nima optou-se por fazer os primeiros 10 elementos da matriz
de ponderac¸a˜o do seguimento de refereˆncia igual a zero. Nota-
se que a te´cnica PNMPC leva o sistema a`s refereˆncias desejadas
exceto para o valor 1, 11 que na˜o pertence ao conjunto de pontos
realiza´veis da relac¸a˜o em regime permanente cb × u. Nota-se
entretanto que o sistema leva cb ao valor mais pro´ximo poss´ıvel,
cb = 1, 09. Um ponto interessante a ser observado e´ que ha´ dois
valores de entrada u que levam o sistema ate´ cb = 1, 0 como pode
ser visto na relac¸a˜o de regime permanente cb × u.
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Como a func¸a˜o custo cresce com o quadrado da diferenc¸a entre
refereˆncia e resposta e a trajeto´ria ate´ cb igual a 1, 0 pelo lado
direito de cb × u apresenta comportamento de fase na˜o mı´nima
o sistema de controle chegou a cb = 1, 0 pelo lado direito que
apresenta comportamento de fase mı´nima e menor custo.
Uma forma de forc¸ar o sistema a permanecer no lado esquerdo
da relac¸a˜o em regime permanente cb × u e´ modificar a func¸a˜o
objetivo para introduzir um termo que penaliza afastamentos do
valor de regime permanente da entrada conforme proposto em
[83]. Para isso calcula-se o valor de regime permanente para cada
valor da refereˆncia uss(yref (k)) e escreve-se a seguinte func¸a˜o
custo:
J = (Yp −W)
T
R (Yp −W) + ∆u
TQ1∆u
+ (U−Uss)
T
Q2 (U−Uss) ,
onde
U = uk−1
[
1 1 1
]T
+
 1 0 01 1 0
1 1 1
∆u
Uss = uss(yref (k))
[
1 1 1
]T
. (4.70)
Os paraˆmetros utilizados no ajuste do algoritmo foram
– horizonte de predic¸a˜o p = 30;
– horizonte de controle m = 3;
– Q1 = 0.01Im×m;
– Q2 = 0.001Im×m;
– paraˆmetro para o controle de erro de modelagem a = 0
Devido a presenc¸a de comportamento de resposta inversa os primeiros
10 elementos da matriz de ponderac¸a˜o de seguimento de refereˆncia
R foram zerados. Os resultados da aplicac¸a˜o do controle PNMPC
sa˜o apresentados na figura 4.24. Pode-se perceber pela ac¸a˜o de
controle e pelo comportamento de resposta inversa que a varia´vel
cb vai de 1.09 ate´ 1.0 com valores de entrada pertencente ao lado
esquerdo de P1 na figura 4.18.
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Figura 4.24: Teste de Seguimento de Refereˆncia em torno de P1 para
uss < 15
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4.7 Estabilidade
Na sec¸a˜o 4.4 discutiu-se uma te´cnica para manter nulo o erro de
modelagem em regime permanente e garantir uma dinaˆmica ta˜o
ra´pida quanto poss´ıvel para sua trajeto´ria ate´ zero. Entretanto,
sabe-se que alguns erros de modelagem podem desestabilizar o
sistema sob controle. Especialmente aqueles erros de sincroniza-
c¸a˜o temporal entre o comportamento da planta e o do modelo.
Neste sentido erros no atraso de transporte podem ter um im-
pacto grande na estabilidade do sistema. Uma das alternativas
para conviver com este problema e´ penalizar os incrementos de
controle na func¸a˜o objetivo obtendo assim uma resposta lenta em
malha fechada mas garantindo a estabilidade do sistema. Para
sistemas lineares uma soluc¸a˜o que funcione para um valor de re-
fereˆncia vai funcionar para todas as outras. Ja´ para sistemas na˜o
lineares a situac¸a˜o e´ diferente. Esta sec¸a˜o apresenta uma te´cnica
para garantir que a ac¸a˜o de controle obtida a cada instante de
amostragem com o algoritmo de controle PNMPC mantenha o
sistema esta´vel. Parte deste trabalho foi apresentado em [84].
4.7.1 Desenvolvendo uma condic¸a˜o suficiente para
estabilidade
A proposta esta baseada nas ideias de Lyapunov sobre func¸o˜es
do tipo energia decrescente no tempo. [85]. Considere a seguinte
func¸a˜o de Lyapunov
V = e˜TPe˜, onde
e˜ = Yp −W e
Yp = F+G∆u. (4.71)
O vetor e˜ = Yp −W conte´m os erros entre as predic¸o˜es e as
refereˆncias no horizonte de predic¸a˜o p. Na equac¸a˜o 4.71 F e´ a
resposta livre do sistema e G e´ a matriz Gradiente ponderado
simplificada ja´ discutida nas sec¸o˜es anteriores. W e´ o vetor com
as refereˆncias no horizonte de predic¸a˜o e P e´ uma matriz com
elementos positivos somente na diagonal e serve para ponderar a
eˆnfase na estabilidade conforme sera´ discutido na sequeˆncia. Se
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a cada instante de amostragem garantir-se que
∂V
∂t
≤ 0, (4.72)
o sistema sera´ esta´vel. Deve-se observar que
V(0) = 0 e
V > 0 para e 6= 0. (4.73)
O desafio e´ desenvolver uma expressa˜o para ∂V∂t e assegurar-se
que seu valor continue negativo a cada instante de amostragem
com um custo computacional mı´nimo. Para isso desenvolve-se a
expressa˜o para V na equac¸a˜o 4.71. Observa-se que V depende de
F, W e ∆u,
V = f(F,W,∆u),
∂V
∂t
=
∂V
∂F
∂F
∂t
+
∂V
∂W
∂W
∂t
+
∂V
∂∆u
∂∆u
∂t
. (4.74)
Desenvolvendo a equac¸a˜o 4.71,
∂V
∂F
= (ATP+∆uTGTP),
∂V
∂W
= −(ATP+∆uTGTP),
∂V
∂∆u
= (ATPG+∆uTGTPG), onde (4.75)
AT = FT −WT . (4.76)
As derivadas parciais ∂F∂t ,
∂W
∂t e
∂∆u
∂t sa˜o obtidas utilizando uma
matriz Toeplitz [83] modificada, equivalente ao operador derivada
discreta ∆ = 1− z−1,
∂F
∂t
= TpF,
∂W
∂t
= TpW,
∂∆u
∂t
= Tm∆u. (4.77)
Ao calcular as derivadas a divisa˜o por Ts, o tempo de amostragem,
e´ omitida uma vez que o resultado continua proporcional. Para
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o caso de um sistema com uma entrada e uma sa´ıda (Sistema
SISO-Single Input Single Output), por exemplo, Tp e Tm sa˜o
respectivamente matrizes p × p e m × m, com p e m sendo os
horizontes de predic¸a˜o e de controle respectivamente.
Tm,p =

−1 1 0 · · · 0
0 −1 1 · · · 0
...
...
... · · ·
...
0 0 · · · −1 1
0 0 · · · 0 −1
 (4.78)
A utilizac¸a˜o dessas matrizes limitam a aplicac¸a˜o da te´cnica para
m > 1. A matriz Toeplitz T pode ser utilizada para calcular a
derivada do vectorV comoTV. Em sua forma original a primeira
linha de T e´
[
1 0 0 · · · 0
]
, o que e´ equivalente a assumir
que o elemento que precede V(1) e´ zero. Para esta aplicac¸a˜o o
oposto e´ va´lido. Isto e´, a matriz Toeplitz sera´ aplicada ao vetor
com a diferenc¸a entre a resposta livre e a refereˆncia, A = F−W
e ao vetor incremento de controle ∆u. Neste caso e´ mais natural
assumir que ∆um+1 = 0 e que (F −W)p+1 = 0. Ou seja, em
MPC assume-se que o incremento de controle depois do horizonte
de controle e´ zero e, na maioria das vezes, que no instante seguinte
ao horizonte de predic¸a˜o atingiu-se o valor de refereˆncia. Isto
justifica a utilizac¸a˜o da matriz Toeplitz modificada.
Combinando as equac¸o˜es 4.74, 4.77 e 4.78, chega-se a equac¸a˜o
∂V
∂t
= ATTTpPA+ (A
TTTpPG+A
TPGTm)∆u
+∆uTGTPGTm∆u ≤ 0 (4.79)
4.7.2 Introduzindo a condic¸a˜o para estabilidade
na formulac¸a˜o MPC com PQ
Tendo desenvolvido a condic¸a˜o suficiente para a estabilidade do
sistema o desafio e´ aplica´-la com o mı´nimo esforc¸o computacional.
Uma vez que Programac¸a˜o Quadra´tica (PQ) e´ o algoritmo de
otimizac¸a˜o mais utilizado para minimizac¸a˜o de func¸o˜es custo em
te´cnicas MPC, e´ natural fazer um esforc¸o em introduzir a restric¸a˜o
∂V
∂t < 0 na formulac¸a˜o PQ. Para isso a primeira escolha e´ acres-
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centar a expressa˜o ∂V∂t < 0 dada pela equac¸a˜o 4.79 na func¸a˜o ob-
jetivo a ser minimizada. A minimizac¸a˜o da func¸a˜o custo contendo
esta expressa˜o pode tornar ∂V∂t negativa mas isto na˜o garante que
sera´ sempre negativa. Para isso se faz necessa´rio acrescentar uma
restric¸a˜o na formulac¸a˜o PQ.
A introduc¸a˜o da restric¸a˜o ∂V∂t < 0 na formulac¸a˜o QP apresenta
uma dificuldade. A expressa˜o 4.79 tem um elemento quadra´tico
em ∆u e a maioria dos algoritmos de PQ na˜o admitem restric¸o˜es
na˜o lineares. Uma soluc¸a˜o exata requer a utilizac¸a˜o de algoritmos
de programac¸a˜o na˜o linear mas uma soluc¸a˜o aproximada pode ser
obtida montando-se uma expressa˜o para um dos vetores ∆u da
expressa˜o 4.79. Isto e´ feito utilizando-se a cauda (tail) do vector
∆u calculado no instante de amostragem anterior, k−1, com seus
elementos deslocados uma posic¸a˜o para cima e acrescentando um
zero no u´ltimo elemento como mostra a equac¸a˜o 4.80 para um
sistema SISO,
∆utail =
[
∆uk−1(2:m); 0
]
. (4.80)
Com esta aproximac¸a˜o a nova formulac¸a˜o do problema de Pro-
gramac¸a˜o Quadra´tica pode ser escrita como
∆u = argminJ
s. t.
M∆u ≤ N, onde
J =
1
2
∆uTΦ∆u+ΘT∆u com
Φ = GTRG+Q+Φ1
Φ1 = G
TPGTm
Θ = GTRA+ΘT1
ΘT1 = A
TTTpPG+A
TPGTm (4.81)
Na equac¸a˜o 4.81 a expressa˜oM∆u ≤ N agrupa todas as restric¸o˜es
e sera´ explicada na sequeˆncia.
Na mesma classe das matrizes R e Q para ponderar o seguimento
de refereˆncia e o esforc¸o de controle respectivamente, P e´ a matriz
para impor mais ou menos robustez. A restric¸a˜o que assegura
∂V
∂t < 0 deve tambe´m impor um limite inferior pois uma soluc¸a˜o
com um valor negativo muito grande para ∂V∂t pode comprometer
os outros termos da func¸a˜o custo como seguimento de refereˆncia
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por exemplo.
N2 <M∆u < N1 ou
M∆u < N1
−M∆u < −N2 com
N1 = −A
TTTpPA
N2 = A
TTTpPA+ ε
M = ATTTpPG+A
TPGTm +
∆uTaprox.G
TPGTm (4.82)
A equac¸a˜o 4.82 e´ a restric¸a˜o que assegura que
−ε <
∂V
∂t
< 0. (4.83)
Ha´ dois paraˆmetros importantes a serem sintonizados, P e ε, emb-
ora nas aplicac¸o˜es feitas ate´ agora uma boa escolha para P parece
evitar que ∂V∂t atinja o limite −ε. Aparentemente, para as apli-
cac¸o˜es feitas, um valor muito negativo para −ε afeta o seguimento
de refereˆncia de forma que naturalmente um compromisso e´ esta-
belecido e a restric¸a˜o na˜o foi alcanc¸ada.
O fato de haver treˆs matrizes, R, Q e P para serem sintonizadas
oferece mais flexibilidade mas aumenta a complexidade da sinto-
nia. Alguns experimentos mostraram que em caso de forte erros
de modelagem obteve-se bons resultados diminuindo os primeiros
elementos de R embora seja dif´ıcil estabelecer uma regra geral.
4.7.3 Aplicac¸a˜o da te´cnica
A fim de verificar o desempenho obtido com a te´cnica proposta e
suas limitac¸o˜es, aplica-se a mesma a alguns problemas citados na
literatura.
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Exemplo 5
Retomamos o processo utilizado no exemplo 2 na subsec¸a˜o 4.3.3.
y(k) =
2.5y(k − 1)y(k − 2)
(1 + y(k − 1)2 + y(k − 2)2)
+ 0.3cos(.5(y(k − 1)
+ y(k − 2))) + 1.2u(k − 1− d) (4.84)
A planta sera´ simulada com o modelo mostrado na equac¸a˜o (4.84)
incluindo um atraso de transporte d enquanto que no modelo uti-
lizado para obter as predic¸o˜es considera-se d = 0. A fim de com-
parar o desempenho do sistema de controle PNMPC utilizando
a te´cnica de introduc¸a˜o de robustez proposta apresenta-se ini-
cialmente o resultado obtido quando se aplica o procedimento
convencional de aumentar a ponderac¸a˜o do esforc¸o de controle
aumentado o valor dos elementos da diagonal da matriz Q. Na
sequeˆncia apresenta-se o resultado com a te´cnica proposta.
Os seguintes paraˆmetros foram utilizados nas simulac¸o˜es:
– p=10
– m=3
– Peso na ponderac¸a˜o do esforc¸o de controle utilizando a soluc¸a˜o
convencional: Q = 60I(m,m)
– Peso na ponderac¸a˜o do esforc¸o de controle utilizando a soluc¸a˜o
robusta proposta:0.0
– Peso na ponderac¸a˜o da robustez: P = 0.03I(p, p)
– Limite inferior de dVdt : ε = −0.01
Ale´m disso, aplicou-se uma perturbac¸a˜o na sa´ıda igual a 0.25 no
instante de amostragem igual a 275 com durac¸a˜o de 4 amostras.
A coluna esquerda da figura 4.25 mostra o resultado da aplicac¸a˜o
da te´cnica PNMPC utilizando a ponderac¸a˜o no esforc¸o de controle
para um erro de atraso de transporte entre modelo e planta igual
a 5. A coluna da direita da mesma figura mostra o resultado com
a aplicac¸a˜o da te´cnica robusta proposta para o mesmo caso. Neste
caso na˜o se utilizou nenhuma ponderac¸a˜o no esforc¸o de controle
para deixar evidente o efeito da te´cnica. Nota-se que o resultado
obtido com ambas as te´cnicas e´ muito similar. O resultado com
a te´cnica robusta apresenta um sobressinal maior do que no caso
convencional mas parece reagir melhor a perturbac¸a˜o.
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Figura 4.25: Simulac¸a˜o para erro de atraso =5
A diferenc¸a entre as duas te´cnicas se faz evidente com os resulta-
dos da figura 4.26 para o caso onde na˜o ha´ erro entre modelagem
e planta. Neste caso fica evidente que a te´cnica robusta proposta
oferece uma resposta muito mais ra´pida. Resumindo, significa que
desconhecendo-se o erro no atraso a utilizac¸a˜o da te´cnica robusta
proposta deve oferecer uma resposta mais ra´pida sempre quando
o erro entre a planta e o modelo adotado for pequeno enquanto
que a te´cnica convencional de ponderar o esforc¸o de controle vai
penalizar sistematicamente o desempenho da resposta.
A figura 4.27 mostra a derivada da func¸a˜o de Lyapunov ao longo
da simulac¸a˜o com erro de atraso igual a 5 amostras. Praticamente
todos os valores sa˜o menores ou iguais a zero como previsto.
4.7.4 Me´todo iterativo para a restric¸a˜o quadra´tica
sobre ∆u
Os resultados apresentados nas figuras 4.25, 4.26 e 4.27 utilizam
o algoritmo robusto proposto com uma aproximac¸a˜o para um
dos vetores ∆u da expressa˜o quadra´tica que aparece na restric¸a˜o
relacionada com a derivada da func¸a˜o de Lyapunov na equac¸a˜o
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Figura 4.26: Simulac¸a˜o sem erro no atraso
4.79.
Na soluc¸a˜o iterativa o vetor ∆u utilizado na primeira iterac¸a˜o e´
obtido com a aproximac¸a˜o ∆u = ∆utail como ja´ explicado. Nas
iterac¸o˜es seguintes o vetor ∆utail e´ atualizado com a contribuic¸a˜o
do vetor obtido com a minimizac¸a˜o,
∆utail(k) = α∆uk−1 + (1− α)∆utail(k − 1). (4.85)
O processo iterativo termina quando (∆utail(k)−∆uk)
T (∆utail(k)−
∆uk) e´ menor que um determinado valor pro´ximo de zero ou
quando o nu´mero de iterac¸o˜es atinge um valor limite.
A figura 4.28 apresenta os resultados obtidos com o algoritmo
iterativo para a minimizac¸a˜o da func¸a˜o objetivo. As figuras da
coluna esquerda apresentam os resultados para o caso em que ha´
um erro no atraso de transporte entre o modelo da planta e o mo-
delo de predic¸a˜o igual a 5 instantes de amostragem. Na coluna
da direita esta˜o os resultados para o caso em que na˜o ha´ erro de
modelagem. Em ambas as colunas apresenta-se a sa´ıda no gra´fico
do topo, a ac¸a˜o de controle e o incremento de controle no gra´fico
do meio e a derivada da func¸a˜o de Lyapunov no gra´fico da base.
O objetivo na˜o e´ propor um me´todo para resolver problemas de
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Figura 4.27: Derivada da func¸a˜o de Lyapunov para erro de atraso=5
Programac¸a˜o quadra´tica com restric¸o˜es na˜o lineares mas avaliar
o desempenho da proposta NMPC robusta. O algoritmo itera-
tivo mostrou-se bastante eficiente para este caso o que era de se
esperar pois o valor inicial de ∆utail e´ muito bom ja´ que se nada
mudar na refereˆncia ou se na˜o houver perturbac¸o˜es seu valor seria
exato. Para sistemas adequadamente amostrados na˜o se espera
grandes mudanc¸as entre iterac¸o˜es sucessivas. Os resultados obti-
dos e apresentados na figura 4.28 mostram um comportamento da
ac¸a˜o de controle mais suave e que o valor da derivada da func¸a˜o de
Lyapunov se manteve sempre negativa. O efeito da perturbac¸a˜o
na sa´ıda foi tambe´m menor do que o obtido com o algoritmo
aproximado.
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Figura 4.28: Desempenho do me´todo com algoritmo iterativo
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Exemplo 6
A figura 4.29 mostra o diagrama de processo de um aquecedor de
a´gua em linha. O objetivo do processo e´ manter a temperatura
e a vaza˜o na sa´ıda do duto em valores desejados. Para mostrar
a vantagem da te´cnica robusta proposta supo˜e-se que a medic¸a˜o
da temperatura e´ realizada a uma distaˆncia Lt do aquecedor. O
q
PNMC
Inversor
Tanque
Bomba
Aquecedor
L t
Figura 4.29: Sistema de aquecimento de a´gua em linha
modelo do processo pode ser realizado utilizando-se um balanc¸o
de energia no volume do aquecedor. A variac¸a˜o da energia no
interior do aquecedor ∆Einterna e´ igual a diferenc¸a entre a energia
que entra Eentra e a energia que sai, Esai.
Eentra − Esai = ∆Einterna (4.86)
Os paraˆmetros e varia´veis do processo utilizados na simulac¸a˜o
sa˜o apresentados na tabela 4.1. Assumindo perdas nulas para
simplificar,
Eentra = ρaq∆tcaTe + P∆t,
Esai = ρaq∆tcaTi,
∆Einterna = ρaAaLaca∆Ti, ou
ρaAaLaca∆Ti = ρaq∆tcaTe + P∆t− ρaq∆tcaTi (4.87)
Dividindo a u´ltima linha do conjunto de equac¸o˜es 4.87 por ρaAaLaca∆t,
obte´m-se
∆Ti
∆t
= −
q
AaLa
Ti +
q
AaLa
Te +
1
ρacaAaLa
P, (4.88)
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Tabela 4.1: Paraˆmetros e varia´veis do processo
S´ımbolo Descric¸a˜o Valor
Te Temp. a´gua entrando no aquecedor [ K ]
Ti Temp. a´gua interior do aquecedor [ K ]
q Vaza˜o na linha
[
m3/s
]
P Poteˆncia forn. ao aquecedor [ W ]
ca Calor espec´ıfico da a´gua [ 4168 J/KgK ]
La Comprimento do aquecedor [ 0, 3m ]
Da Diaˆmetro do aquecedor [ 1, 5× 0, 0254 m ]
Dt Diaˆmetro do duto [ 0, 5× 0, 0254 m ]
Lt Dist. aquecedor-transm. temp. [ 1, 25 m]
no limite quando ∆t −→ 0,
dTi
dt
= −
q
AaLa
Ti +
q
AaLa
Te +
1
ρacaAaLa
P. (4.89)
A fim de utilizar a vaza˜o em unidades litros/hora multiplica-se
a vaza˜o por kq = 1/1000× 3600 e obte´m-se
dTi
dt
= −
kqq
AaLa
Ti +
kqq
AaLa
Te +
1
ρacaAaLa
P. (4.90)
Supo˜e-se que a temperatura de sa´ıda do aquecedor e´ igual a tem-
peratura interna Ti. Utilizando a aproximac¸a˜o de Euler para
a derivada pode-se reescrever a equac¸a˜o 4.90 na forma discreta
como,
dTi
dt
=
Ti(k)− Ti(k − 1)
Ts
, (4.91)
Ti(k) = Ti(k − 1)− Ts
kqq(k − 1)
AaLa
Ti(k − 1) + Ts
kqq(k − 1)
AaLa
Te+
Ts
1
ρacaAaLa
P (k − 1).
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Definindo-se
k1 =
Tskq
AaLa
, e
k2 =
Ts
ρacaAaLa
, (4.92)
pode-se escrever
Ti(k) = Ti(k−1)−k1q(k−1)Ti(k−1)+k1q(k−1)Te+k2P (k−1).
(4.93)
A medic¸a˜o da temperatura e´ realizada a uma distaˆncia Lt na di-
rec¸a˜o do fluxo. Nesta posic¸a˜o, desprezando perdas, a temperatura
medida no instante k, T (k) e´ igual a temperatura que aconteceu
d instantes de tempo igual ao per´ıodo de amostragem Ts atras
na sa´ıda do aquecedor. Na forma de equac¸a˜o cont´ınua o atraso σ
deveria satisfazer a equac¸a˜o
Lt =
∫ T0−σ
T0
v(t)dt,
v(t) =
q(t)
At
(4.94)
e o atraso d seria calculado como o valor inteiro mais pro´ximo de
σ
Ts
. Uma outra forma e´ buscar d que satisfaz
d ∈ Z
Lt =
i=d∑
1
v(k − i)Ts
v(k − i) =
q(k − i)
At
(4.95)
De forma que a temperatura T , medida na posic¸a˜o Lt distante
do aquecedor, pode ser escrita como
T (k) = Ti(k − d). (4.96)
Se colocarmos um atraso d em todas as varia´veis da equac¸a˜o 4.93,
Ti(k − d) = Ti(k − 1− d)− k1q(k − 1− d)Ti(k − 1− d) +
k1q(k − 1− d)Te + k2P (k − 1− d). (4.97)
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Utilizando a equac¸a˜o 4.96 em 4.97,
T (k) = T (k − 1)− k1q(k − 1− d)T (k − 1) + k1q(k − 1− d)Te
+ k2P (k − 1− d). (4.98)
A equac¸a˜o 4.98 relaciona a temperatura medida T (k) com a vaza˜o
q(k − 1 − d) e com a poteˆncia ele´trica aplicada P (k − 1 − d)
no aquecedor de forma na˜o linear. Na˜o se aplicou o atraso na
temperatura de entrada ja´ que supo˜e-se que a mesma na˜o esta´
sendo medida.
Para mostrar o desempenho da te´cnica PNMPC robusta proposta
simula-se a aplicac¸a˜o de controle utilizando o algoritmo PNMPC
com e sem a aplicac¸a˜o da te´cnica proposta para lidar com erro
de modelagem de forma robusta. O objetivo do controle e´ levar
a temperatura no ponto de medic¸a˜o para determinados valores
desejados enquanto se mante´m a vaza˜o o mais pro´ximo poss´ıvel
de um valor desejado. A tabela 4.2 apresenta os valores dos pa-
raˆmetros do processo utilizados na simulac¸a˜o: Trata-se de um
Tabela 4.2: Paraˆmetros do processo de aquecimento
Varia´vel Valor Unidade
qdes. 500 l/h
Tdes. diversas K
Te 293 K
Pmax. 10000 W
Pmin. 0 W
qmax. 2000 l/h
qmin. 250 l/h
problema MPC com dois objetivos. Ale´m disso e´ tambe´m um
problema com duas entradas e duas sa´ıdas. A func¸a˜o custo uti-
lizada consiste em ponderar com pesos diferentes
– o seguimento da temperatura de refereˆncia, (peso R1),
– o desvio da vaza˜o desejada, (peso R2),
– os elementos do vetor ∆u relacionados com a Poteˆncia ele´trica,
(peso S1),
– os elementos do vetor ∆u relacionados com a Vaza˜o, (peso
S2).
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Definindo Im como a matriz identidade m×m, Ip como a matriz
identidade p× p, 0m como a matriz de zeros m×m, e
D1 =

1 0 . . . 0
1 1 . . . 0
· · · · · · . . . 0
1 1 . . . 1

m×m
1m =
[
1 1 . . . 1
]T
m×1
1p =
[
1 1 . . . 1
]T
p×1
0 =
[
0 0 . . . 0
]T
m×1
(4.99)
obte´m-se
R1 = α1Ip
R2b = α2Im
R2 =
[
0m 0m
0m R2b
]
S1 = λ1Im
S2 = λ2Im
S =
[
S1 0m
0m S2
]
Q =
[
0
qk−11m
]
+
[
0m 0m
0m D1
]
∆u
Qd =
[
0
qdes.1m
]
W = Tdes.1p (4.100)
Com essas definic¸o˜es pode-se escrever o problema de encontrar o
vetor incremento de controle ∆u como a minimizac¸a˜o da seguinte
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func¸a˜o objetivo com restric¸o˜es,
min
∆u
J
s. a.
J =
(
Y˜ −W
)T
R1
(
Y˜ −W
)
+ (Q−Qd)
T
R2 (Q−Qd)
+∆uTS∆u[
Pk−11m
qk−11m
]
+
[
D1 0m
0m D1
]
∆u ≤
[
Pmax.1m
qmax.1m
]
[
Pk−11m
qk−11m
]
+
[
D1 0m
0m D1
]
∆u >
[
Pmin.1m
qmin.1m
]
, (4.101)
onde Y˜ e´ o vetor com as predic¸o˜es no horizonte de predic¸a˜o p
obtido com a te´cnica PNMPC na forma Y˜ = F+G∆u. Os paraˆ-
metros de sintonia utilizados na aplicac¸a˜o do algoritmo PNMPC
sem a te´cnica robusta sa˜o apresentados na tabela 4.3.
Tabela 4.3: Paraˆmetros de sintonia do algoritmo PNMPC sem utiliza-
c¸a˜o da te´cnica robusta
Paraˆmero Descric¸a˜o Valor
p Horizonte de predic¸a˜o 100
m Horizonte de controle 3
α1 Pond. p/ refer. Temperatura 1
α2 Pond. p/ refer. Vaza˜o 0,00025
λ1 Pond. incremento Pot. Ele´trica 0,01
λ2 Pond. incremento Vaza˜o 5
As simulac¸o˜es com ou sem a utilizac¸a˜o da te´cnica robusta uti-
lizam o mesmo modelo para predic¸a˜o com um atraso fixo igual a
4 tempos de amostragem que e´ em geral menor do que o tempo
de atraso que depende da vaza˜o. A figura 4.30 mostra o resultado
obtido com a aplicac¸a˜o do algoritmo PNMPC sem a utilizac¸a˜o da
te´cnica que introduz robustez proposta. Este e´ um dos resulta-
dos poss´ıveis a depender do ajuste dos paraˆmetros α2, λ1 e λ2 se
considerarmos fixos os valores de α1, p em. Nota-se que a temper-
atura apresenta um comportamento lento mas segue a refereˆncia
desejada. Nesta simulac¸a˜o foi necessa´rio a utilizac¸a˜o de um valor
muito grande para α2 que pondera a variac¸a˜o nos incrementos de
vaza˜o, ∆q, a fim de garantir a estabilidade. Isto comprometeu
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Figura 4.30: Aplicac¸a˜o de PNMPC na˜o robusto
a capacidade do controle de levar a vaza˜o para valores pro´ximos
do valor desejado. A evoluc¸a˜o da vaza˜o quando a refereˆncia para
a temperatura passa a 315 K e´ ta˜o lenta que a vaza˜o se man-
te´m ta˜o baixa a ponto de na˜o utilizar toda a poteˆncia ele´trica
dispon´ıvel para o aquecimento. O comportamento normal seria
a vaza˜o crescer ate´ o ponto em que a poteˆncia atingisse o valor
ma´ximo Pmax. = 10000 W . A figura 4.31 mostra que o sistema
instabiliza quando se diminui a ponderac¸a˜o sobre a variac¸a˜o nos
incrementos de vaza˜o ∆q utilizando a mesma ponderac¸a˜o que no
algoritmo PNMPC robusto. Para a simulac¸a˜o com o algoritmo
robusto utilizou-se os paraˆmetros apresentados na tabela 4.4.
Os resultados da aplicac¸a˜o do algoritmo robusto sa˜o apresentados
nas figuras 4.32 e 4.33. Utilizou-se a versa˜o iterativa do algoritmo
PNMPC robusto onde o vetor ∆u e´ obtido com um me´todo iter-
ativo conforme ja´ descrito anteriormente. Observa-se neste caso
que a temperatura atinge a refereˆncia de forma mais ra´pida do
que no caso na˜o robusto e, ale´m disso, a vaza˜o e´ ta˜o pro´xima do
valor desejado quanto e´ poss´ıvel pela saturac¸a˜o da poteˆncia em
seu valor ma´ximo. Isto e´, na auseˆncia de saturac¸a˜o da poteˆn-
cia ele´trica a vaza˜o atinge a vaza˜o desejada. No caso da satu-
rac¸a˜o da poteˆncia ele´trica para a temperatura de refereˆncia igual
a 315 a vaza˜o fica limitada ao valor ma´ximo que, com a poteˆncia
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Figura 4.31: Aplicac¸a˜o de PNMPC na˜o robusto com α2 = 0, 2
dispon´ıvel fornece a temperatura desejada. A figura 4.33 mostra
algumas varia´veis auxiliares obtidas com a simulac¸a˜o. A figura
4.33-a mostra o valor da derivada da func¸a˜o de Lyapunov a cada
instante de tempo e nota-se que e´ sempre menor ou igual a zero
e maior que o valor mı´nimo estipulado. A figura 4.33-b mostra o
valor do atraso real do processo durante a simulac¸a˜o onde observa-
se que atinge um valor ma´ximo igual a 23 tempos de amostragem
que e´ muito maior do que o valor igual a 4 utilizado no modelo
de predic¸a˜o. A figura 4.33-c mostra o nu´mero de vezes que o al-
goritmo de programac¸a˜o quadra´tica foi acionado para determinar
∆u. Nota-se que em regime permanente o nu´mero e´ igual a 1 o
que significa que na˜o houve iterac¸o˜es e a aproximac¸a˜o de um dos
vetores ∆u utilizando a cola ou tail do vetor calculado no instante
de amostragem anterior e´ um o´timo valor inicial para o me´todo
iterativo. Nota-se tambe´m que o nu´mero de iterac¸o˜es utilizado foi
relativamente pequeno. A figura 4.33-d mostra o erro de predic¸a˜o
e o fator de correc¸a˜o η. Como o erro simulado e´ somente de atraso
nota-se que o fator de correc¸a˜o vai a zero em regime permanente.
Nos momentos de mudanc¸a de refereˆncia tem-se valores na˜o nulos
como era de se esperar.
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Tabela 4.4: Paraˆmetros de sintonia do algoritmo PNMPC com a uti-
lizac¸a˜o da te´cnica robusta
Paraˆmero Descric¸a˜o Valor
p Horizonte de predic¸a˜o 100
m Horizonte de controle 3
α1 Pond.p/ refer. Temperatura 1
α2 Pond. p/ refer. Vaza˜o 0,00025
λ1 Pond. incremento Pot. Ele´trica 0,0003
λ2 Pond. incremento Vaza˜o 0,2
P Pond. esforc¸o de robustez 0, 01Ip
ǫ Valor mı´nimo para a dLdt -0,5
Exemplo 7
Em [86] apresenta-se uma te´cnica de controle MPC robusta e sua
aplicac¸a˜o a um reator de oxido de etileno. O sistema e´ modelado
atrave´s de uma matriz func¸a˜o de transfereˆncia na forma cont´ınua
mostrada na equac¸a˜o 4.102 e na forma discreta equivalente (uti-
lizando uma tempo de amostragem de 1 segundo) na equac¸a˜o
4.103.
G(s) =
 −0.19s −nc12dc12s+1
nc21
dc21s+1
0.235
s
 (4.102)
G(z) =
 −0.19z−1 nd12z−dd12
nd21
z−dd21
0.235
z−1
 (4.103)
Os valores de nd12, nd21, dd12 e dd21 utilizados na simulac¸a˜o da
planta sa˜o apresentados na tabela 4.5. Para testar a robustez do
algoritmo de controle concebeu-se 4 modelos de predic¸a˜o numera-
dos de 1 a 4 com variac¸o˜es nos valores dos paraˆmetros. O desafio e´
controlar o sistema utilizando os modelos de predic¸a˜o com ganhos
menores e constantes de tempo maiores do que a planta. A te´c-
nica utilizando MPC com equac¸o˜es de estado denominada Cost
Contracting Technique para sistemas integradores e´ apresentada
em [86] e controla o sistema. Apresenta-se aqui uma versa˜o do
algoritmo PNMPC para sistemas lineares mas incorporando a te´c-
nica robusta proposta. Uma das questo˜es sobre a utilizac¸a˜o da
te´cnica robusta proposta diz respeito a factibilidade da soluc¸a˜o.
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Figura 4.32: Aplicac¸a˜o de PNMPC robusto
Tabela 4.5: Paraˆmetros do modelo discreto
Mod. nd12 dd12 nd21 dd21
True −0.5677 0.8787 −0.2178 0.8963
1 −0.1226 0.9738 −0.0044 0.9448
2 −0.0125 0.9262 −0.0143 0.9932
3 −0.0045 0.9738 −0.0005 0.969
4 −0.0850 0.9500 −0.0236 0.8963
Ou seja, existe a soluc¸a˜o e o algoritmo proposto tem condic¸o˜es de
encontra´-la? Para este problema resolveu-se mostrar que
– a matriz Hessiana da func¸a˜o objetivo e´ positiva definida. Isto
e´ verificado mostrando que o determinante de todas as ma-
trizes menores principais, (leading minors) da matriz Hes-
siana sa˜o maiores do que zero.
– O Nu´mero de condic¸a˜o da matriz Hessiana apresenta valores
pequenos. A matriz Hessiana na˜o e´ singular nem tampouco
se aproxima da singularidade.
– Ome´todo iterativo utilizado para tratar da restric¸a˜o quadra´tica
em ∆u converge em poucas iterac¸o˜es. O me´todo e´ muito
semelhante ao consagrado me´todo simplex, [87], utilizado na
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Figura 4.33: Aplicac¸a˜o de PNMPC robusto-varia´veis auxiliares
soluc¸a˜o de equac¸o˜es lineares onde parte-se de um bom valor
inicial e o sistema converge para o valor correto. Neste caso a
natureza do problema fornece naturalmente um o´timo valor
iniciar que e´ a cola ou tail do vetor ∆u obtido no instante
de amostragem anterior.
– O sistema controlado com a te´cnica robusta proposta e´ es-
ta´vel com uma ampla faixa de valores de ponderac¸a˜o na di-
agonal da matriz P. Isto sera´ mostrado variando-se o valor
da diagonal da matriz P entre 1% e 100% do seu valor nom-
inal.
Para demonstrar o desempenho da te´cnica PNMPC robusta apli-
cada neste exemplo a planta foi simulada com o modelo real
mostrado na tabela 4.5. O modelo utilizado para as predic¸o˜es
inicia com o modelo 4 que e´ substitu´ıdo pelo modelo nu´mero 3
no tempo igual a 100 s, pelo modelo nu´mero 2 no tempo igual a
130 s e pelo modelo 1 a partir do tempo igual a 160 s. Os paraˆ-
metros utilizados para a sintonia do algoritmo PNMPC robusto
sa˜o apresentados na tabela 4.6.
As restric¸o˜es utilizadas sa˜o as mesmas adotadas em [86]. A es-
colha dos paraˆmetros de sintonia como p, m e as ponderac¸o˜es
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Tabela 4.6: Paraˆmetros de sintonia do algoritmo PNMPC com a uti-
lizac¸a˜o da te´cnica robusta p/ o controle do reator de oxido de etileno
Paraˆmero Descric¸a˜o Valor
p Horizonte de predic¸a˜o 6
m Horizonte de controle 3
R1 Pond.p/ refereˆncia sa´ıda 1 1, 1Ip,p
R2 Pond. p/ refereˆncia sa´ıda 2 1, 1Ip,p
Q1 Pond. incr. controle p/ entrada 1 Im,m
Q2 Pond. incr. controle p/ entrada 2 1, 65Im,m
a Const. p/ filtragem erro de predic¸a˜o a = 0.8
P1 Peso para robustez erro 1 0.06Ip,p
P2 Peso para robustez erro 2 0.22Ip,p
ǫ Mı´n. p/ a derivada da func¸a˜o de Lyapunov -2.0
umax1 Valor ma´ximo para entrada 1 0,75
umax2 Valor ma´ximo para entrada 2 0,75
umin1 Valor mı´n. para entrada 1 -0,75
umin2 Valor mı´n. para entrada 2 -0,75
∆umax1 Valor ma´ximo p/ incr. entrada 1 0,5
∆umin2 Valor mı´nimo p/ incr. entrada 2 -0,5
utilizadas seguem a crite´rio tradicional de balancear desempenho
e robustez e exceto pela matriz P na˜o sera˜o discutidas.
A figura apresenta as varia´veis controladas e manipuladas apli-
cando a sintonia descrita. Nota-se que as varia´veis atingem o
valor de refereˆncia sem oscilac¸o˜es e as ac¸o˜es de controle seguem
as restric¸o˜es impostas. A figura 4.35 mostra diversas varia´veis de
interesse. As figuras 4.35-a e 4.35-b mostram o erro de modelagem
e a integral do erro filtrado para a varia´vel 1 e 2 respectivamente.
Nota-se que a utilizac¸a˜o de a = 0, 8 no algoritmo de tratamento
do erro de modelagem resulta em uma integral do erro filtrado
bastante suave. A figura 4.35-c mostra a evoluc¸a˜o da derivada
da func¸a˜o de Lyapunov. Como exigido cada vez que se calcula
a ac¸a˜o de controle ela e´ mantida sempre menor ou igual a zero
e obedece o limite inferior igual a −2. Como o problema de en-
contrar o vetor ∆u significa encontrar o mı´nimo de uma func¸a˜o
quadra´tica,
J =
1
2
∆uTΦ∆u+ΘT∆u, (4.104)
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Figura 4.34: Resposta com aplicac¸a˜o da te´cnica robusta
Figura 4.35: Varia´veis auxiliares obtidas com a simulac¸a˜o
enta˜o e´ importante garantir que a matriz Φ seja invers´ıvel e
tambe´m positiva definida. A figura 4.35-d mostra o nu´mero de
condic¸a˜o da matriz Φ e a figura 4.35-e mostra o valor do menor
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determinante dentre os leading minors da matriz Φ = ∂
2J
∂∆u2 .
Observa-se que o nu´mero de condic¸a˜o e´ pequeno indicando que
a matriz e´ invers´ıvel e esta´ longe da singularidade. O fato do
menor valor dentre os determinantes dos leading minors da ma-
triz Φ ser positivo indica que a matriz e´ positiva definida e a
matriz apresenta um mı´nimo global na auseˆncia de restric¸o˜es. A
figura 4.35-f apresenta o nu´mero de vezes que se utilizou o algo-
ritmo de programac¸a˜o quadra´tica no processo iterativo devido a
restric¸a˜o quadra´tica. Nota-se que atingiu-se o erro aceita´vel com
no ma´ximo 3 iterac¸o˜es e que em regime permanente, depois das
mudanc¸as de modelo, na˜o se fez necessa´rio iterac¸o˜es extras devido
a utilizac¸a˜o do valor inicial de ∆uesp. igual a cola de ∆u utilizado
no instante de amostragem anterior.
A fim de mostrar a robustez da soluc¸a˜o robusta proposta simulou-
se a aplicac¸a˜o do algoritmo PNMPC robusto com valores de P
variando desde 1 % ate´ 110 % do valor nominal utilizado. Os
resultados sa˜o apresentados na figura 4.36.
Figura 4.36: Desempenho do algoritmo com diferentes pesos P
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Percebe-se que todas as escolhas da matriz de ponderac¸a˜o P
fornecem uma resposta esta´vel das sa´ıdas apesar de um compor-
tamento dinaˆmico diferente na mudanc¸a de refereˆncia mostrando
que na˜o seria dif´ıcil encontrar uma ponderac¸a˜o P que estabilize
o sistema. A figura 4.37 mostra a resposta obtida sem a utiliza-
c¸a˜o da te´cnica robusta mas com todos os demais paraˆmetros de
sintonia do algoritmo PNMPC robusto utilizados anteriormente.
Observa-se que o algoritmo PNMPC sem a te´cnica robusta con-
segue estabilizar o sistema ate´ o tempo igual a 100 segundos
quando o modelo de predic¸a˜o e´ o de nu´mero 4. Para os modelos
numero 3 e 2 utilizados a partir do tempo igual a 100 segundos o
sistema instabiliza e so´ na˜o cresce indefinidamente devido a restri-
c¸a˜o nos incrementos e nas ac¸o˜es de controle. A instabilidade fica
tambe´m evidente pelos valores positivos da derivada da func¸a˜o de
Lyapunov mostrada na figura 4.38-c. O comportamento dos erros
de modelagem e fatores de correc¸a˜o mostrados nas figuras 4.38-a
e 4.38-b tambe´m mostram o comportamento oscilato´rio durante
o tempo em que o modelo de predic¸a˜o utilizado foi o nu´mero 3
e 2. O comportamento do sistema com o modelo nu´mero 1, a
partir do tempo igual a 160 segundos, apresenta uma oscilac¸a˜o
moderada e as ac¸o˜es de controle na˜o atingiram seus valores de
saturac¸a˜o. O sistema parece a beira da instabilidade e simulac¸o˜es
com a introduc¸a˜o de ru´ıdo mostram que o sistema instabiliza para
todos os modelos de predic¸a˜o 4, 3, 2 e 1. Verificou-se tambe´m que
a utilizac¸a˜o do tratamento do erro de modelagem com a = 0 in-
stabiliza o sistema para todos os modelos de 1 a 4. Ja´ a utilizac¸a˜o
de a = 0, 9 estabiliza o sistema para os modelos 4 e 1 mas na˜o
para os modelos 3 e 2.
4.8 Conclusa˜o e desenvolvimentos fu-
turos
Apresentou-se neste cap´ıtulo a proposta de um algoritmo MPC
para aplicac¸a˜o em sistemas na˜o lineares com comportamento dos
estados cont´ınuos e diferencia´veis em relac¸a˜o as entradas. A te´c-
nica proposta, denominada de MPC Na˜o linear pra´tico-PNMPC,
propo˜e uma forma generalizada de representac¸a˜o do vetor de pre-
dic¸o˜es va´lida para sistemas lineares ou na˜o lineares (sistemas com
estados cont´ınuos e diferencia´veis em relac¸a˜o as entradas). A rep-
resentac¸a˜o linear das predic¸o˜es e´ realizada utilizando-se um pro-
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Figura 4.37: Resultado da simulac¸a˜o sem aplicac¸a˜o da te´cnica robusta
Figura 4.38: Varia´veis auxiliares na simulac¸a˜o sem a te´cnica robusta
cedimento nume´rico e por isso o algoritmo pode ser aplicado as
mais diversas formas de representac¸a˜o de sistemas na˜o lineares
como redes neuronais, modelos NARMAX, etc.
Com o intuito de obter melhores predic¸o˜es, desenvolve-se um
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procedimento nume´rico de dois passos que obte´m uma aproxi-
mac¸a˜o linear com qualidade pro´xima a representac¸a˜o Taylor de
2a. ordem. A te´cnica proposta incorpora uma metodologia para
o tratamento de erros de modelagem baseada na escolha de um
u´nico paraˆmetro que pondera o requisito de filtragem de ru´ıdo e
velocidade de resposta.
A estabilidade do algoritmo e´ fortemente melhorada com a incor-
porac¸a˜o de uma te´cnica que coloca o requisito de estabilidade na
func¸a˜o objetivo. Isto e´ realizado exigindo-se que a derivada de
uma func¸a˜o de Lyapunov mantenha-se negativa no horizonte de
predic¸a˜o.
A implementac¸a˜o deste requisito no algoritmo de Programac¸a˜o
Quadra´tica enfrenta a dificuldade do surgimento de uma restric¸a˜o
quadra´tica no vetor incremento de controle ∆u.
Uma soluc¸a˜o inicial para este problema e´ apresentada e consiste
na transformac¸a˜o da restric¸a˜o quadra´tica sobre ∆u em linear ao
se aproximar um dos vetores ∆u como a cola do vetor obtido no
instante de amostragem anterior, ∆utail.
Na sequeˆncia desenvolve-se um processo iterativo onde a restri-
c¸a˜o e´ transformada em linear ao se estimar um valor inicial do
vetor incremento de controle baseado na cola do vetor ∆u ante-
rior, ∆utail somente na primeira iterac¸a˜o. Este vetor e´ corrigido
com parte do novo vetor obtido a cada iterac¸a˜o em um processo
iterativo que e´ interrompido quando o erro entre este e o vetor
∆u atual obtido torna-se suficientemente pequeno.
A soluc¸a˜o do problema de Programac¸a˜o Quadra´tica com restric¸a˜o
quadra´tica na˜o e´ o objetivo principal deste trabalho mas deve ser
investigada na continuac¸a˜o da pesquisa com o objetivo de apri-
morar o algoritmo e estabelecer as condic¸o˜es de operac¸a˜o segura
do mesmo.
Na˜o e´ demais voltar a salientar que o algoritmo desenvolvido
aplica-se a sistemas cont´ınuos em relac¸a˜o as entradas e que se-
jam amostrados seguindo as melhores te´cnicas de amostragem
de sistemas. O algoritmo e´ aplicado aos estados do sistema e
este trabalho na˜o pretende oferecer nenhuma novidade na questa˜o
relacionamentos estado-sa´ıda de sistemas.
Cap´ıtulo 5
Controle aplicado a
poc¸os operando via
GLC
Nos u´ltimos 10 anos algumas empresas atuando na explorac¸a˜o e
produc¸a˜o de petro´leo comec¸aram a introduzir te´cnicas de controle
e automac¸a˜o na operac¸a˜o de poc¸os de petro´leo. Essas iniciati-
vas resultaram em te´cnicas com nomes como smart wells, intel-
ligent wells, smart fields ou Gerenciamento Digital Integrado da
Produc¸a˜o-GEIDG na Petrobras, [88]. A introduc¸a˜o da tecnologia
da informac¸a˜o no sistema de produc¸a˜o de petro´leo e´ lento prin-
cipalmente devido ao custo proibitivo da intervenc¸a˜o em poc¸os
para a instalac¸a˜o dos sensores e atuadores necessa´rios. Ale´m
disso os equipamentos a serem instalados no fundo dos poc¸os
tem de suportar as condic¸o˜es adversas causadas por alta pressa˜o,
temperatura e vibrac¸o˜es. Neste cap´ıtulo apresenta-se uma breve
revisa˜o do desenvolvimento de te´cnicas de controle, otimizac¸a˜o
e automac¸a˜o da operac¸a˜o de poc¸os utilizando elevac¸a˜o do tipo
GLC. Na sequeˆncia sa˜o apresentados duas abordagens para a au-
tomac¸a˜o da operac¸a˜o.
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5.1 Introduc¸a˜o
O desenvolvimento de te´cnicas de controle para poc¸os operando
via GLC tem sido intenso no meio acadeˆmico e industrial como
em [22], [89], [23], [24], [31], [25], [26], [27], [28], [29], [30],[44]. A
otimizac¸a˜o da produc¸a˜o de poc¸os operando via GLC tem recebido
tambe´m a atenc¸a˜o de diversos pesquisadores com os primeiros tra-
balhos publicados na de´cada de 70. Em [90], o termo curva de
desempenho (well performance curve ou WPC) foi introduzido e
utilizado para modelar a relac¸a˜o entre ga´s de injec¸a˜o e taxa de pro-
duc¸a˜o. O me´todo equal-slope foi proposto em [91]. A distribuic¸a˜o
do ga´s de injec¸a˜o e´ obtida computando a inclinac¸a˜o (slope) das
tangentes das curvas de desempenho que satisfazem as condic¸o˜es
de otimalidade de primeira ordem (Karush-Kuhn-Tucker Condi-
tions) [52].
Uma abordagem mais flex´ıvel para o problema de alocac¸a˜o de
ga´s de injec¸a˜o foi proposta em [92, 93]. Nishikiori et al. desen-
volveram um me´todo, baseado no me´todo quasi-Newton e pro-
jec¸a˜o de gradiente, capaz de tratar limites de injec¸a˜o nos poc¸os
ale´m da restric¸a˜o de disponibilidade de ga´s de injec¸a˜o. Um proce-
dimento heur´ıstico foi tambe´m desenvolvido para encontrar uma
estimativa inicial que esteja dentro da regia˜o de convergeˆncia do
algoritmo quasi-Newton.
Em [94], um me´todo com convergeˆncia global foi proposto para
encontrar a alocac¸a˜o o´tima de ga´s de injec¸ao que maximiza a
produc¸a˜o de o´leo. Este me´todo pode ser visto como uma exten-
sa˜o do me´todo proposto em [92, 93], o qual utiliza um algoritmo
de programac¸a˜o quadra´tica sequ¨encial (PQS) [95] no lugar do
me´todo quasi-Newton. Em [96, 97], um modelo linear por partes
alternativo e´ proposto para o problema de alocac¸a˜o de ga´s de
injec¸a˜o, para cena´rios com restric¸a˜o na disponibilidade de ga´s,
limites inferiores e superiores para injec¸a˜o em cada poc¸o e trata-
mento de curvas de desempenho na˜o-coˆncavas. Este trabalho traz
grande aprofundamento teo´rico, atrave´s do estudo polie´drico do
espac¸o de restric¸o˜es, e a concepc¸a˜o de cortes baseados na noc¸a˜o
de cobertura em problemas da mochila [98, 99]. Estes desenvolvi-
mento levam a algoritmos tipo cut-and-branch eficazes, capazes
de resolver problemas de alocac¸a˜o de grande porte e obter uma
soluc¸a˜o comprovadamente o´tima.
Na sequeˆncia e´ apresentado um resumo de alguns projetos de
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controle da operac¸a˜o de poc¸os com elevac¸a˜o do tipo GLC imple-
mentados por companhias operadoras.
5.1.1 Elf 1990
Diversos trabalhos sobre a otimizac¸a˜o da elevac¸a˜o por gas lift tem
sido publicados como [100] e [91] mas possivelmente o primeiro
trabalho apresentado em Congresso descrevendo a automac¸a˜o da
operac¸a˜o de poc¸os operando via gas lift foi o de P. Letemayer e P.
M. Miret para o campo de Gonelle no Gaba˜o [101]. Neste trabalho
os autores descrevem os benef´ıcios atingidos com a aplicac¸a˜o de
uma te´cnica de controle e automac¸a˜o dos poc¸os do campo de
Gonelle, Gaba˜o em Marc¸o de 1990. Sem du´vida os principais
benef´ıcios foram um aumento da produc¸a˜o de cerca de 20% com
uma reduc¸a˜o da taxa de injec¸a˜o de ga´s tambe´m em cerca de 20%.
Algumas caracter´ısticas da soluc¸a˜o adotada sa˜o:
– Infereˆncia da vaza˜o de produc¸a˜o baseado na medic¸a˜o da
Temperatura do fluido produzido na cabec¸a do poc¸o.
– Sistema de Controle Local mas conectado a um sistema su-
perviso´rio, isto e´, PLC situado junto a cada poc¸o mas tro-
cando informac¸a˜o com a sala de comando.
– Controle da Vaza˜o de Injec¸a˜o de Ga´s e´ o ajuste principal.
– Medic¸a˜o das presso˜es na cabec¸a do poc¸o no tubo de pro-
duc¸a˜o, THP, no revestimento, CHP, temperatura no topo
do tubo de produc¸a˜o, THT e vaza˜o de injec¸a˜o de ga´s, IGR.
– Atuac¸a˜o no choke de produc¸a˜o e´ utilizada para controle de
partida e re-partida do poc¸o.
E´ importante observar que defende-se neste trabalho o controle
da vaza˜o de injec¸a˜o de ga´s em malha fechada, ”.. Effectively,
as a slight plugging occurs, the system detects an IGR decrease
and immediatelly corrects choke opening. Plugging tendancy is
therefore eliminated.”
Neste projeto utiliza-se a atuac¸a˜o no choke de produc¸a˜o na es-
trate´gia de controle do poc¸o. Sabe-se que a queda de pressa˜o
no choke de produc¸a˜o transfere-se para um aumento na pressa˜o
de fundo. Isto e´ justificado pelos autores pela necessidade de
limitar-se o valor instantaˆneo da queda de pressa˜o formac¸a˜o-poc¸o
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(drawndown) ja´ que a formac¸a˜o e´ pouco consolidada e exige cuida-
dos especiais.
O trabalho na˜o apresenta maiores detalhes sobre a te´cnica de
otimizac¸a˜o utilizada na alocac¸a˜o de ga´s e tampouco descreve os
algoritmos de controle.
Desde a publicac¸a˜o do trabalho de P. Letemayer e P. M. Miret no
campo de Gonelle muitos outros trabalhos tem sido publicados
sobre o tema.
5.1.2 Suez Oil Co. 1995
Em [102] discute-se a utilizac¸a˜o de um modelo completo do sis-
tema de produc¸a˜o via gas-lift do campo Ras Budran no Golfo de
Suez para utilizac¸a˜o na otimizac¸a˜o do processo.
O eˆnfase e´ dado para a distribuic¸a˜o o´tima de ga´s de injec¸a˜o em
cena´rios de disponibilidade limitada de ga´s. Os poc¸os produzem
fortemente sub saturados o que permite a considerac¸a˜o de uma
relac¸a˜o linear para a curva IPR. Todas as perdas de pressa˜o sa˜o
modeladas utilizando correlac¸o˜es dispon´ıveis na literatura. Para
o escoamento multifa´sico vertical utilizou-se correlac¸o˜es de Orki-
asewski Hagedorn e Brown e Mukherjee e Brill conforme a avali-
ac¸a˜o do erro em relac¸a˜o a testes de pressa˜o efetuados. O trabalho
apresenta de forma suscinta o me´todo utilizado para a alocac¸a˜o
de ga´s. Trata-se do me´todo equal slope. Um modelo matema´tico
e´ obtido para cada poc¸o relacionando a vaza˜o de injec¸a˜o x de um
poc¸o j, (xj) com sua vaza˜o de l´ıquido total fj(x).
fj(x) =
n∑
i=1
bj,ix
i (5.1)
Os coeficientes bji sa˜o determinados pelo me´todo dos mı´nimos
quadrados.
Encontra-se para cada poc¸o j a vaza˜o de injec¸a˜o (x∗) que fornece
o ponto onde o gradiente da vaza˜o de produc¸a˜o de l´ıquido e´ zero:
∂fj(x)
∂x
= 0 (5.2)
No caso em que a capacidade dos compressores na˜o possa fornecer
a vaza˜o total exigida pelos poc¸os para funcionarem nos seus pon-
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tos o´timos resolve-se o seguinte problema de otimizac¸a˜o:
max(f1(x1) + f2(x2) + . . .+ fm(xm)) (5.3)
sujeito a
x1 + x2 + . . .+ xm ≤ X
xi ≥ 0
O problema de otimizac¸a˜o pode tornar-se mais complexo se outras
restric¸o˜es sa˜o introduzidas como limites para as vazo˜es de injec¸a˜o
mı´nimas e restric¸o˜es nos equipamentos a juzante do poc¸o como
linhas de fluxo e separadores. O artigo conclui que
– a atualizac¸a˜o do modelo desenvolvido com novas medic¸o˜es
e´ essencial para sua utilizac¸a˜o como uma ferramenta para a
otimizac¸a˜o do processo.
– Os erros obtidos ficaram entre os modelos desenvolvidos e as
medic¸o˜es ficaram entre 1 e 1.5%.
– 11 poc¸os foram melhor modelados com a correlac¸a˜o de Ork-
iszewski, 4 com a correlac¸a˜o de Hagedorn e Brown e 1 com
a de Mukherjee e Brill.
5.1.3 Shell 1998
Em [103] discute-se aspectos de otimizac¸a˜o de gas lift sob o ponto
de vista da tecnologia desenvolvida pela empresa Shell. O artigo
mostra te´cnicas para a obtenc¸a˜o das vazo˜es de produc¸a˜o e sua
utilizac¸a˜o na otimizac¸a˜o do uso do ga´s dispon´ıvel para injec¸a˜o.
Nota-se a aplicac¸a˜o de controle tanto no choke de injec¸a˜o como
no choke de produc¸a˜o. Apresenta-se ainda diversas te´cnicas de-
senvolvidas pela empresa Shell como:
– WellDone - WellDone e´ o nome do algoritmo de otimizac¸a˜o
para teste de poc¸o que analisa medic¸o˜es de separadores de
teste em tempo real. Otimiza o tempo de teste. Trata-se de
um sistema automatizado para testes de poc¸os. O sistema
de teste inclui a cabec¸a do poc¸o, as linhas de fluxo entre a
cabec¸a do poc¸o e o separador, o separador de teste e sua
instrumentac¸a˜o.
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– DeltaP - E´ um me´todo para calcular a produc¸a˜o de l´ıquido
baseado na queda de pressa˜o em um orif´ıcio instalado na
linha de fluxo perto do separador.
– IGUF - Incremental Gas Utilization Factor. Determina a
resposta da produc¸a˜o do poc¸o para incrementos em sua vaza˜o
de injec¸a˜o de gas.
– DynaCon - usa a manipulac¸a˜o do choke de produc¸a˜o para
estabilizar poc¸os que exibem comportamento insta´vel.
– SGAS - Shell usa um pacote de software para tempo real
chamado SGAS para monitoramento do sistema de gas-lift e
seus poc¸os associados. Realiza uma distribuic¸a˜o automa´tica
de ga´s para os poc¸os para manter uma pressa˜o esta´vel no
sistema de gas-lift e uma distribuic¸a˜o o´tima e esta´vel para os
poc¸os. SGAS monitora a pressa˜o na cabec¸a dos poc¸os (THP
e CHP - Tubing Head Pressure e Casing Head Pressure) e
utiliza estas informac¸o˜es para identificar poc¸os insta´veis.
– GLUE - A alocac¸a˜o de ga´s e´ baseada nas curvas de desem-
penho de gas-lift de todos os poc¸os. As curvas de desem-
penho sa˜o obtidas com um programa de ana´lise de gas-lift
chamado GLUE (Gas Lift Users Environment).
Shell utiliza a medic¸a˜o da queda de pressa˜o em um orif´ıcio para
calcular a vaza˜o de o´leo. Este e´ o me´todo DeltaP.
∆P = f(k,Qliq., Qgt lc) (5.4)
O valor de k esta´ associado com a abertura do orif´ıcio, Qliq. rep-
resenta a vaza˜o de l´ıquido produzida e Qgt lcrepresenta a vaza˜o
total de ga´s nas condic¸o˜es da linha.
Qgt sc = Qgi sc + FGOR(1−BSW )Qliq. (5.5)
FGOR e BSW representam o GOR (Gas Oil Ratio) da formac¸a˜o
e a saturac¸a˜o de a´gua respectivamente. Qgt sc e Qgi sc sa˜o a
vaza˜o total de ga´s e a vaza˜o de injec¸a˜o de ga´s, respectivamente em
condic¸a˜o padra˜o. A vaza˜o de o´leo pode ser calculada combinando-
se as equac¸o˜es 5.4 e 5.5:
Qoil = f(k,Qgi sc, FLP,∆P, FGOR,BSW ) (5.6)
FLP (Fow Line Pressure) e´ usada para converter a vaza˜o de ga´s
da condic¸a˜o de linha para a condic¸a˜o padra˜o. O fator de cali-
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brac¸a˜o (depende do diaˆmetro do orif´ıcio), o FGOR e BSW sa˜o
determinados durante um teste de poc¸o. Assume-se que estes pa-
raˆmetros mantenham-se constantes entre os testes de poc¸os. O
diaˆmetro do orif´ıcio utilizado e´ selecionado de forma a inserir uma
queda de pressa˜o muito pequena, da ordem de 7 psi. Testes de
campo realizados em 9 poc¸os offshore mostraram que em 90%
das medic¸o˜es realizadas com a te´cnica DeltaP obteve-se um erro
menor ou igual a 10%.
Dynacon e´ a te´cnica de controle utilizada para estabilizar e mini-
mizar a Pressa˜o no topo do revestimento (CHP). Assume-se que a
vaza˜o de injec¸a˜o seja implementada de forma independente, isto
e´, na˜o se manipula a vaza˜o de injec¸a˜o para efeito de controle
da dinaˆmica. A estrate´gia de controle adota uma configurac¸a˜o
de dois PIDs em cascata. A malha interna utiliza a medic¸a˜o da
pressa˜o no topo do revestimento (CHP) para obter uma ac¸a˜o de
controle que e´ a abertura do choke de produc¸a˜o. O valor de refe-
reˆncia para a malha interna e´ fornecido por uma malha que utiliza
a medic¸a˜o da abertura do choke de produc¸a˜o e tem como refereˆn-
cia uma abertura desejada. O choke de produc¸a˜o deveria estar
sempre aberto para obter-se a ma´xima produc¸a˜o. Entretanto, a
fim de garantir uma certa margem de controle para estabilizar-se
a pressa˜o de revestimento, deve-se mante-lo com uma abertura
ligeiramente menor que 100%. Assim a refereˆncia para a aber-
tura do choke na malha PID externa e´ calculada em func¸a˜o da
vaza˜o de injec¸a˜o. A figura 5.1 mostra a estrate´gia de controle
Dynacon proposta neste trabalho. Supo˜e-se que a velocidade de
resposta da malha externa seja bem menor do que a malha in-
terna a fim de que a malha interna possa atuar na estabilizac¸a˜o da
pressa˜o do revestimento e que a longo prazo a abertura do choke
de produc¸a˜o atinja a abertura de refereˆncia desejada suavemente.
O fato da abertura de refereˆncia do choke de produc¸a˜o ser uma
func¸a˜o da vaza˜o de injec¸a˜o parece normal nesta estrate´gia uma
vez que necessita-se de uma margem de atuac¸a˜o do choke maior
para valores de injec¸a˜o menores pois a dinaˆmica do sistema tem
uma atenuac¸a˜o menor para taxas de injec¸a˜o menores.
O controle da pressa˜o no topo do revestimento pela malha in-
terna e´ na verdade uma forma indireta de controlar a pressa˜o de
fundo. Deve-se observar que para uma vaza˜o constante de injec¸a˜o
a pressa˜o no tubo de produc¸a˜o na altura do ponto de injec¸a˜o de
ga´s (va´lvula operadora) difere da pressa˜o no topo do revestimento
pela queda de pressa˜o na va´lvula operadora (constante para uma
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Figura 5.1: Estrate´gia de Controle Dynacon
vaza˜o constante) e da queda de pressa˜o no anular (pequena). As-
sim, controlar a pressa˜o no topo do revestimento para uma vaza˜o
de injec¸a˜o constante equivale a controlar a pressa˜o no tubo de
produc¸a˜o no ponto de injec¸a˜o de ga´s. Por outro lado a diferenc¸a
da pressa˜o neste ponto do tubo de produc¸a˜o para a pressa˜o na
frente dos canhoneados deve-se praticamente a queda de pressa˜o
exercida pela coluna de fluido produzido pela formac¸a˜o no inter-
valo entre a profundidade dos canhoneados e a va´lvula operadora.
Desprezando-se o atrito, este valor seria constante e dependeria
da densidade me´dia do fluido produzido.
O artigo defende uma estrate´gia de fechamento do choke de pro-
duc¸a˜o para aumentar a produc¸a˜o em relac¸a˜o aquela que seria
obtida com o choke 100% aberto para poc¸os operando em regia˜o
insta´vel. A justificativa e´ que com o choke 100% aberto o com-
portamento do tipo slug-flow resulta em uma produc¸a˜o me´dia
pequena comparada com a que se pode obter com o poc¸o con-
trolado atrave´s do fechamento do choke. A ide´ia seria utilizar o
me´todo DeltaP para buscar uma abertura de choke que maximize
a produc¸a˜o. Esta parte do trabalho na˜o esta´ bem clara pois ao
mesmo tempo defende-se uma estrate´gia para estabilizar o poc¸o
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utilizando-se o Dynacon.
5.1.4 Texaco 1999
Em [104] o trabalho desenvolvido pela Texaco Exploration and
Production descreve um programa de automac¸a˜o de poc¸os operando
por gas lift com exemplos do Lake Barre Field e Gulf of Me´xico.
Este trabalho defende a considerac¸a˜o do custo da taxa de injec¸a˜o
de ga´s na obtenc¸a˜o do ponto o´timo assim como outros autores.
Defende tambe´m a considerac¸a˜o do custo da a´gua produzida e
o valor associado diferente para o ga´s produzido pelo poc¸o. De
acordo com os autores estas considerac¸o˜es ira˜o colocar o ponto
o´timo sem restric¸a˜o um pouco a` esquerda do o´timo que consid-
era apenas a produc¸a˜o total de petro´leo. O objetivo principal do
sistema e´ controlar a injec¸a˜o de ga´s para cada poc¸o de forma que
este recebera´ sua taxa de injec¸a˜o o´tima. As taxas sa˜o mantidas
constantes mesmo quando a pressa˜o de suprimento varia.
As caracter´ısticas dos poc¸os sa˜o obtidas com testes do tipo step
rate well test. Com estes testes, curvas que relacionam a vaza˜o de
produc¸a˜o com a taxa de injec¸a˜o de ga´s sa˜o obtidas. Utilizando
as sa´ıdas do compressor (possivelmente pressa˜o de descarga e re-
circulac¸a˜o) e´ poss´ıvel determinar a quantidade de ga´s dispon´ıvel
para injec¸a˜o. Com estas informac¸o˜es uma tabela de alocac¸a˜o de
ga´s pode ser obtida para cada poc¸o. Esta tabela relaciona a vaza˜o
o´tima de injec¸a˜o para cada pressa˜o de suprimento de ga´s (pos-
sivelmente a pressa˜o a montante do manifold de gas lift).
Os autores defendem o step rate well test e a utilizac¸a˜o da rep-
resentac¸a˜o da relac¸a˜o Qo x Qi na forma de polinoˆmio. Os coefi-
cientes dos fatores polinomiais seriam obtidos por um me´todo de
ajuste de curva utilizando mı´nimos quadrados.
Assim como em outros artigos os autores ressaltam que as os-
cilac¸o˜es devido a operac¸o˜es em malha aberta atuam no sentido
de diminuir a produc¸a˜o dia´ria efetiva.
O artigo na˜o mostra nenhum algoritmo ou te´cnica de controle
implementada. O me´todo de otimizac¸a˜o utilizado na˜o e´ claro.
Normalmente um me´todo como o do equal-slope ira´ requerer uma
pequena alterac¸a˜o para todos os poc¸os. E´ verdade que a maior al-
terac¸a˜o sera´ para aqueles poc¸os que apresentam uma regia˜o quase
plana perto do o´timo global. Para estes poc¸os a colocac¸a˜o da
operac¸a˜o em um gradiente ligeiramente maior que zero equivale a
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uma grande mudanc¸a na vaza˜o de injec¸a˜o sem uma perda signi-
ficativa de produc¸a˜o. Este resultado pode ser contra intuitivo ja´
que poderia se imaginar que a quantidade de ga´s a ser diminu´ıda
deveria ser reduzida do poc¸o com menor ı´ndice de produtividade.
Concluem que uma injec¸a˜o de ga´s feita com o aux´ılio de contro-
ladores de vaza˜o fornecendo uma vaza˜o constante garantem uma
melhoria na produc¸a˜o ao eliminar as oscilac¸o˜es devido a flutu-
ac¸o˜es na pressa˜o de suprimento de ga´s. Mostram ainda a uti-
lizac¸a˜o das medic¸o˜es para a detecc¸a˜o de in´ıcio de entupimento
devido a hidratos. No momento da detecc¸a˜o, o choke e´ atuado
rapidamente para remover o depo´sito.
O artigo e´ um pouco superficial mas e´ importante observar que
defendem o controle da vaza˜o de injec¸a˜o como uma forma de
garantir uma produc¸a˜o mais esta´vel e maior.
5.1.5 TotalFinaElf 2002
Em [105] o trabalho apresentado por engenheiros da Elf-Congo e
TotalFinaElf incluindo P. Letemayer fala das vantagens da apli-
cac¸a˜o de automac¸a˜o na operac¸a˜o de poc¸os maduros operando via
gas-lift no campo Sendji offshore Congo. Sem fornecer detalhes
das soluc¸o˜es adotadas o artigo descreve apenas algumas carac-
ter´ısticas da soluc¸a˜o e os objetivos atingidos. Fica clara a preocu-
pac¸a˜o com o controle da dinaˆmica do poc¸o e defende-se a atuac¸a˜o
simultaˆnea do choke de injec¸a˜o e de produc¸a˜o na estabilizac¸a˜o
do poc¸o. O Algolritmo de Controle e´ baseado em sequeˆncia sem
utilizar ca´lculos.
A melhoria na produc¸a˜o foi maior que 1300 bopd comparada com
o esperado de 1000 bopd.
O custo da implementac¸a˜o do sistema foi de 4 milho˜es de do´lares
ou 66 Mil do´lares por poc¸o. A soluc¸a˜o de controle e´ do tipo dis-
tribu´ıda para evitar problemas com conexa˜o. A soluc¸a˜o de con-
trole inclui a repartida controlada dos poc¸os. Na˜o fica claro qual o
me´todo utilizado para alocac¸a˜o de ga´s. O eˆnfase foi dado na elimi-
nac¸a˜o das oscilac¸o˜es que causam diversos problemas operacionais
ale´m da diminuic¸a˜o da produc¸a˜o efetiva de ate´ 50% em alguns
casos. O artigo na˜o fala da alocac¸a˜o o´tima de ga´s e concentra-se
em controlar a dinaˆmica dos poc¸os inclusive na repartida. Ainda
assim os resultados obtidos sa˜o impressionantes. Na˜o mostra o
algoritmo de controle utilizado afirmando apenas que atua tanto
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no choke de injec¸a˜o como no choke de produc¸a˜o. Fica a impressa˜o
de que as taxas de injec¸a˜o de cada poc¸o sa˜o selecionadas pelos
operadores.
5.1.6 Dubai Petroleum Company 2006
Em [106] descreve-se um modelo de otimizac¸a˜o para um sistema
de produc¸a˜o offshore Dubai operando com gas-lift pela companhia
Dubai Petroleum Company.
O modelo de otimizac¸a˜o contempla todo o sistema: configurac¸a˜o
de fundo de poc¸o, o sistema de escoamento da produc¸a˜o, a rede
de dutos para alimentac¸a˜o de ga´s para injec¸a˜o, separadores, com-
pressores e bombas.
A soluc¸a˜o do processo de otimizac¸a˜o fornece valores recomenda-
dos para a taxa de injec¸a˜o de cada poc¸o, pressa˜o de separadores,
pressa˜o de descarga dos compressores e utilizac¸a˜o de compres-
sores.
O projeto foi dividido em 3 fases. O sistema na˜o esta´ automati-
zado.
Principais concluso˜es:
1 - Os resultados obtidos no processo de otimizac¸a˜o do sistema
indicaram que a realocac¸a˜o de ga´s de injec¸a˜o para todos os
poc¸os a fim de manter esta´vel a pressa˜o domanifold de gaslift
resulta em menos perda de produc¸a˜o. O artigo reconhece
que o gradiente entre a vaza˜o de produc¸a˜o e a taxa de in-
jec¸a˜o de ga´s e´ muito pequeno perto do o´timo global (a curva
e´ plana naquela regia˜o) e isto possibilita uma diminuic¸a˜o
considera´vel da taxa de injec¸a˜o de ga´s com uma perda de
produc¸a˜o muito pequena. Quando isto e´ feito para todos os
poc¸os e´ poss´ıvel operar com muito menos ga´s e com uma
perda de produc¸a˜o muito pequena.
2 - Devido as diferenc¸as considera´veis de temperatura entre
vera˜o e inverno, a capacidade de compressa˜o varia para a
poteˆncia instalada. No vera˜o ocorre uma falta de ga´s e o
processo de otimizac¸a˜o da alocac¸a˜o de ga´s permitiu trabal-
har com os compressores existentes e ate´ mesmo desligar
compressores no inverno.
3 - Na fase 1 o campo de Falah obteve um amento de 11%
na produc¸a˜o com uma reduc¸a˜o de 14% na taxa de injec¸a˜o
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de ga´s. Na fase 2 outros campos obtiveram melhorias um
pouco menos expressivas.
4 - Os modelos sa˜o atualizados a cada 3 meses e o processo
de otimizac¸a˜o permite a criac¸a˜o (oﬄine) de tabelas contem-
plando diferentes cena´rios de disponibilidade de ga´s para in-
jec¸a˜o.
No caso de falta de ga´s ja´ na˜o se utiliza a pol´ıtica anterior de
fechar poc¸os. A pol´ıtica atual consiste em fazer uma reduc¸a˜o de
0,5 MMscf/D por poc¸o para um grupo de poc¸os (20) selecionados
pelo algoritmo de otimizac¸a˜o. Isto fornece uma economia de gas
de 10 MMscf/D. Caso a indisponibilidade seja maior do que 10
MMscf/D enta˜o a reduc¸a˜o de 0.5 MMscf/D e´ aplicada a um novo
grupo de poc¸os (podem incluir alguns do primeiro grupo). Se a
indisponibilidade for maior do que 20 MMscf/D enta˜o o sistema
passa para o terceiro grupo, e assim por diante. Esta˜o sendo
feitos esforc¸os para a implementac¸a˜o de uma soluc¸a˜o de controle
do tipo SCADA.
O Projeto acontece em um sistema na˜o automatizado e, por isso,
estabelece um sistema off-line de otimizac¸a˜o. Ainda assim e´ um
sistema muito interessante pois leva em conta todos os proces-
sos envolvidos como linhas de fluxo, compressores, separadores,
poc¸os, etc. O modelo e´ atualizado conforme ocorrem modificac¸o˜es
no sistema e as estrate´gias sa˜o reavaliadas a cada 3 meses quando
se faz a realocac¸a˜o de ga´s. A grande dificuldade que esta soluc¸a˜o
encontrara´ na pra´tica ao longo do tempo e´ sua dependeˆncia do
fator humano. Como os procedimentos na˜o sa˜o automatizados,
algumas tarefas podem na˜o acontecer como se esperava ou na
e´poca em que se esperava que acontecesse. Ale´m disso a realo-
cac¸a˜o de ga´s somente a cada 3 meses parece deixar margem para
melhoras ja´ que neste per´ıodo pode ter havido mudanc¸as que jus-
tificassem atualizac¸o˜es. E´ claro que isto depende muito das car-
acter´ısticas dos reservato´rios e eventualmente pode ser suficiente
para este caso mas na˜o parece ser uma soluc¸a˜o aplica´vel para to-
das as situac¸o˜es. O artigo na˜o fornece nenhuma informac¸a˜o sobre
os modelos adotados e sobre os algoritmos utilizados.
5.1.7 Petrobras 2006
Em [88] discute-se a visa˜o da Petrobras do Gerenciamento Digi-
tal Integrado da Produc¸a˜o. Neste trabalho apresenta-se algumas
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ac¸o˜es da Petrobras sobre a automac¸a˜o de poc¸os de petro´leo. Com
relac¸a˜o a elevac¸a˜o por gaslift cont´ınuo os seguintes trabalhos sa˜o
apresentados:
– Descreve-se uma investigac¸a˜o sobre a sensibilidade da tem-
peratura medida na cabec¸a de produc¸a˜o da plataforma a`
variac¸o˜es na taxa de produc¸a˜o medida em um separador de
teste. O artigo conclui que apesar de comprovar-se a re-
lac¸a˜o sua sensibilidade na˜o e´ suficiente para utilizac¸a˜o na
otimizac¸a˜o do processo. A correlac¸a˜o da dinaˆmica das va-
ria´veis mostra-se interessante para a identificac¸a˜o de regime
permanente em testes de produc¸a˜o.
– apresenta-se o desenvolvimento de uma estrate´gia de infereˆn-
cia da vaza˜o de produc¸a˜o em um escoamento multifa´sico de
poc¸os com alto GOR e o´leo leve no campo de Urucu. Uma
rede neural utiliza medic¸o˜es de temperatura e deltaP em
uma estrutura com duas placas de orif´ıcios e infere a vaza˜o.
O fato dos poc¸os produzirem com alto GOR e operarem
com choke atuado para estabilizac¸a˜o justificam a estrate´gia
ja´ que nenhuma pressa˜o indeseja´vel e´ adicionada na pressa˜o
de fundo pelo sistema de medic¸a˜o. As medic¸o˜es inferidas sa˜o
utilizadas nos algoritmos de controle do poc¸o.
– Descreve-se uma aplicac¸a˜o de controle realizada no campo
Riacho da Forquilha pertencente a unidade de nego´cios Rio
Grande do Norte. O sistema e´ monitorado e operado remo-
tamente, por uma conexa˜o de ra´dio, pelos analistas de poc¸os
trabalhando em Natal, 250 km do poc¸o. O sistema de con-
trole consiste de um CLP instalado junto a cabec¸a do poc¸o
contendo o algoritmo de otimizac¸a˜o. A estrate´gia baseia-se
na medic¸a˜o da pressa˜o de fundo como varia´vel controlada e
na utilizac¸a˜o da pressa˜o no revestimento como varia´vel ma-
nipulada. Um PID atua na vaza˜o de injec¸a˜o controlando a
abertura de uma va´lvula de controle na linha de injec¸a˜o de
ga´s. A metodologia e´ considerada eficiente para determinar
novas taxas de injec¸a˜o devido a mudanc¸as na produc¸a˜o do
poc¸o relacionados com GOR, BSW, garantia de escoamento,
ou restric¸o˜es externas como instabilidade de compressores.
Devido o grande nu´mero de poc¸os neste campo maduro, a
atualizac¸a˜o da taxa de injec¸a˜o baseada em testes de pro-
duc¸a˜o na˜o garantiria que a mudanc¸a ocorresse no momento
adequado (wrong time decision).
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Na sequeˆncia sera˜o apresentadas duas abordagens para a ope-
rac¸a˜o automa´tica de um grupo de poc¸os utilizando elevac¸a˜o do
tipo GLC. Para ambas propostas considera-se instalac¸o˜es com as
seguintes caracter´ısticas:
– Os poc¸os sa˜o equipados com medic¸a˜o de pressa˜o de fundo.
– Todos os poc¸os recebem ga´s para injec¸a˜o de um mesmo man-
ifold.
– Todos os poc¸os sa˜o equipados com medidores de vaza˜o ma´s-
sica de ga´s na linha de injec¸a˜o.
– Todos os poc¸os sa˜o equipados com va´lvula de controle na
linha de injec¸a˜o de ga´s.
– Todos os poc¸os podem ter sua produc¸a˜o direcionada para
um separador de teste.
5.2 Um sistema de Controle automa´tico
com eˆnfase na otimizac¸a˜o da produc¸a˜o
1 Nesta sec¸a˜o apresenta-se um algoritmo de controle para a ope-
rac¸a˜o de um grupo de poc¸os equipados com sensores de fundo
de poc¸o medindo pressa˜o e temperatura. A medic¸a˜o cont´ınua da
pressa˜o e temperatura de fundo na˜o sa˜o interessantes somente
para o controle das operac¸o˜es mas sa˜o informac¸o˜es valiosas para
o gerenciamento da recuperac¸a˜o de o´leo de todo o campo. Ale´m
disso, cada poc¸o e´ equipado com medic¸a˜o de vaza˜o de injec¸a˜o e
um choke de injec¸a˜o com controle automa´tico. Este e´ um cena´rio
real´ıstico no Brasil para os poc¸os sendo completados atualmente
para elevac¸a˜o por GLC. Um controlador local atuando sobre um
choke de injec¸a˜o determina a vaza˜o de ga´s sendo injetada em cada
poc¸o a partir de um gas lift manifold (GLM) comum conforme
mostrado na figura 5.2. O sistema de automac¸a˜o deve operar os
poc¸os de forma o´tima sob condic¸o˜es de alta disponibilidade de ga´s
enquanto garante a operac¸a˜o esta´vel durante per´ıodos de baixa
disponibilidade de ga´s.
1Parte deste trabalho foi publicado em [36] e tambe´m faz parte do projeto de
pesquisa Desenvolvimento de Algoritmos de Controle para Me´todos de
Elevac¸a˜o Artificial realizado em parceria com a Petrobras.
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Figura 5.2: Gas lift manifold
5.2.1 Obtenc¸a˜o da vaza˜o de ga´s dispon´ıvel para
injec¸a˜o nos poc¸os
Uma das dificuldades na distribuic¸a˜o do ga´s procedente do sis-
tema de compressa˜o e´ garantir que o mesmo seja utilizado de
forma o´tima enquanto se estabilize a pressa˜o no gas lift mani-
fold -GLM. Propo˜e-se uma estrate´gia que estabiliza a pressa˜o no
GLM e otimiza a distribuic¸a˜o de ga´s comprimido dispon´ıvel en-
tre os poc¸os conforme mostra a figura 5.2. Gas do sistema de
compressa˜o entra no GLM a uma pressa˜o igual a pressa˜o nominal
de descarga do u´ltimo compressor. Durante operac¸o˜es normais, o
sistema de controle do sistema de compressa˜o fornece uma vaza˜o
de ga´s suficiente para manter a pressa˜o no GLM alta o bastante
para manter a vaza˜o de injec¸a˜o de ga´s sem restric¸a˜o para cada
poc¸o. Se por qualquer motivo a vaza˜o de ga´s entrando no GLM
diminui, a pressa˜o no GLM ira´ cair se as vazo˜es de injec¸a˜o de ga´s
para cada poc¸o forem mantidas em seus valores sem restric¸a˜o.
Eventualmente as vazo˜es sem restric¸a˜o na˜o podera˜o ser imple-
mentadas mesmo com a abertura total dos chokes de injec¸a˜o.
Torna-se necessa´rio uma estrate´gia que:
– Estabilize a pressa˜o no GLM em um valor pro´ximo a pressa˜o
de descarga nominal do compressor no caso do evento de uma
diminuic¸a˜o na vaza˜o de injec¸a˜o entrando no GLM; e
– Determine a vaza˜o total de ga´s dispon´ıvel para injec¸a˜o nos
poc¸os conectados ao GLM.
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O gas lift manifold -GLM conecta o subsistema de compressa˜o
e o subsistema de poc¸os: Sua interac¸a˜o define a quantidade de
ga´s de injec¸a˜o disponibilizada para os poc¸os. Para que os poc¸os
possam operar nos seus pontos o´timos irrestritos a pressa˜o no
GLM deve exceder a maior pressa˜o de revestimento dentre to-
dos os poc¸os como mostrado na figura 5.3. Isto permite uma
queda de pressa˜o na linha conectando o GLM ao anular dos poc¸os.
Assume-se que uma estrate´gia de controle seja implementada no
subsistema de compressa˜o de ga´s para manter a pressa˜o no GLM
na regia˜o verde (operac¸a˜o normal). Tal estrate´gia depende da
estrutura montada no sistema de produc¸a˜o (clientes para o ga´s
e prioridades do operador do sistema). Um sistema de controle
superviso´rio monitora a pressa˜o no GLM e atualiza seu estado
para (1) normal (range verde), (2) normal mas testes na˜o permi-
tidos (range amarelo) e (3) operac¸a˜o com restric¸a˜o na disponibi-
lidade de ga´s (range vermelho). Testes na˜o deveriam ser permi-
tidos na regia˜o amarela ja´ que existe uma grande possibilidade
do sistema entrar na regia˜o de operac¸a˜o com restric¸a˜o. Apesar
da existeˆncia do sistema de controle que visa manter a pressa˜o
na regia˜o verde (operac¸a˜o normal) e´ poss´ıvel que falhas no sub-
sistema de compressa˜o na˜o permitam a implementac¸a˜o da vaza˜o
de ga´s necessa´ria para manter todos os poc¸os operando em seus
valores de injec¸a˜o irrestritos. Neste caso a pressa˜o no GLM iria
cair ao ponto de tornar-se imposs´ıvel estabelecer uma vaza˜o de
ga´s do GLM ao anular dos poc¸os. Obviamente uma ac¸a˜o tem de
ser tomada antes que isso acontec¸a. A soluc¸a˜o proposta imple-
Figura 5.3: Controle da pressa˜o no Gas Lift Manifold - GLM
menta um segundo controlador de pressa˜o do GLM (Controlador
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de Pressa˜o do GLM-Poc¸os), PC2 na figura 5.4, que disputa o
controle da pressa˜o do GLM com o subsistema de compressa˜o:
enquanto o controlador do subsistema de compressa˜o, PC1, atua
no ga´s entrando no GLM, o segundo controlador, PC2, manipula
a vaza˜o de ga´s saindo do GLM quando o subsistema de com-
pressa˜o falha e a pressa˜o no GLM cai abaixo da regia˜o verde e
assume um valor menor do que o valor de refereˆncia do segundo
controlador. O valor de refereˆncia (Pref ) do segundo controlador
e´ alto o suficiente para a operac¸a˜o irrestrita dos poc¸os mas ligeira-
mente menor do que a pressa˜o nominal de descarga do subsistema
de compressa˜o conforme mostra a figura 5.3.
A sa´ıda do controlador PC2 e´ limitada a um valor igual a soma
das vazo˜es de injec¸a˜o o´timas irrestritas de todos os poc¸os. Assim,
enquanto a pressa˜o do GLM for maior do que o (Pref ) do con-
trolador PC2, a ac¸a˜o de controle deste sera´ constante e igual a
soma das vazo˜es de injec¸a˜o o´timas irrestritas de todos os poc¸os.
A vaza˜o calculada pelo controlador PC2 e´ implementada pelos
controladores FC1, Fc2, ..., FCn.
A vaza˜o calculada pelo controlador PC2 e´ informada a cada con-
trolador local da vaza˜o de cada poc¸o que dispo˜em de uma tabela
de alocac¸a˜o, look-up table. Esta tabela relaciona a vaza˜o a ser im-
plementada por cada poc¸o em func¸a˜o da vaza˜o de sa´ıda fornecida
pelo controlador PC2. Um algoritmo de otimizac¸a˜o e´ responsa´vel
por gerar as tabelas de alocac¸o˜es para cada poc¸o calculando off-
line a vaza˜o de injec¸a˜o de ga´s a ser implementada por cada poc¸o
em func¸a˜o da vaza˜o de ga´s dispon´ıvel. Cada poc¸o possui um valor
de injec¸a˜o mı´nimo de forma a evitar a operac¸a˜o na regia˜o de ciclo
limite devido aos fenoˆmenos heading ou density wave. Assim, a
vaza˜o total mı´nima a ser implementada corresponde ao somato´rio
da vaza˜o mı´nima de todos os poc¸os. O controlador PC2 imple-
menta uma estrate´gia anti wind-up.
Enquanto a pressa˜o no GLM for normal, e portanto maior do que
(Pref ), a sa´ıda do controlador PC2 cresce e e´ limitada a um valor
igual a soma das vazo˜es de injec¸a˜o o´timas irrestritas de todos os
poc¸os. Esta vaza˜o e´ implementada atrave´s da ac¸a˜o dos contro-
ladores locais que recebem a ac¸a˜o de controle de PC2 e obte´m seus
valores de refereˆncia atrave´s de uma tabela de alocac¸a˜o. Quando
ocorre uma falha no subsistema de compressa˜o que diminui a
vaza˜o de entrada no GLM, a pressa˜o comec¸a a cair. Quando a
pressa˜o no GLM atinge valores menores do que (Pref ) a ac¸a˜o
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Figura 5.4: Estrate´gia de controle da pressa˜o no GLM
de controle de PC2 age no sentido de manter a pressa˜o no valor
(Pref ). Ao fazer isso a vaza˜o calculada por PC2 se iguala a` vaza˜o
de entrada. Esta vaza˜o e´ informada a cada controlador local que
atrave´s da tabela de alocac¸a˜o implementam as vazo˜es o´timas que
estabilizam a pressa˜o no GLM. No momento em que a vaza˜o de
ga´s entrando no GLM cresce a pressa˜o no GLM tambe´m cresce
e eventualmente ao atingir valores maiores que (Pref ) fazem com
que a vaza˜o calculada por PC2 retorne ao valor igual a soma das
vazo˜es de injec¸a˜o o´timas irrestritas de todos os poc¸os.
A figura 5.2 mostra um gas-lift manifold para a distribuic¸a˜o de
ga´s a um grupo de poc¸os operando por Injec¸a˜o Cont´ınua de Ga´s.
Supo˜e-se que o duto que traz o ga´s ate´ o ponto de distribuic¸a˜o
e o duto de distribuic¸a˜o tem o mesmo diaˆmetro Φ1 = Φ2 e que
os dutos fornecendo ga´s para cada poc¸o tem o mesmo diaˆmetro
Φ3. Na busca de um modelo para o comportamento da pressa˜o
no duto de distribuic¸a˜o de ga´s procura-se uma metodologia para
representar o sistema como um volume total concentrado como
mostrado na figura 5.5. Para isso calcula-se o volume de todos
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os elementos entre a va´lvula de entrada e as va´lvulas de sa´ıda
conforme indicado pela linha tracejada na figura 5.2. A soma de
todos os volumes dentro destes limites va˜o compor um u´nico vol-
ume, representado na figura 5.5 que sera´ utilizado na modelagem
da dinaˆmica do gas-lift manifold.
Sistemade
Compressão
de gás
Saída de gás
para os poços
Figura 5.5: Modelo simplificado do gas-lift manifold
Para a configurac¸a˜o mostrada na figura 5.2 o volume total seria
obtido como
V =
π
4
(Φ21L1 +Φ
2
2L2 +
5∑
i=1
Φ2i+2Li+2). (5.7)
De forma geral para este tipo de configurac¸a˜o, considerando que
os dutos de ga´s para cada poc¸o podem ter diaˆmetros (Φp) e com-
primentos (Lp) diferentes, ter´ıamos
V =
π
4
(Φ21L1 +Φ
2
2L2 +
N∑
i=1
Φ2piLpi). (5.8)
O comportamento da pressa˜o no volume concentrado pode ser
descrito aplicando-se a lei da conservac¸a˜o da massa,
∂P
∂t
=
RT
MV
(Qe −Qs), onde (5.9)
– P - Pressa˜o, Pa
– R - Constante universal dos gases, 8,3144126 Pam3mol/K
– T - Temperatura, K
– M - Peso molecular do ga´s, Kg/mol
– V - Volume, m3
– Qe - Vaza˜o ma´ssica de ga´s de injec¸a˜o entrando no volume,
Kg/s
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– Qs - Vaza˜o ma´ssica de ga´s de injec¸a˜o saindo do volume,
Kg/s.
Definindo kp =
RT
MV , e aplicando a transformada de Laplace na
equac¸a˜o 5.9, obte´m-se
P (s) =
−kp
s
(Qe(s)−Qs(s)) (5.10)
O controle da pressa˜o no gas-lift manifold pode ser realizado por
uma estrutura de controle do tipo PI (Controle Proporcional In-
tegral). A estrutura de controle deve ter ac¸a˜o anti-windup incor-
porada ja´ que em condic¸o˜es normais o controlador operara´ satu-
rado. Para simplificar a ana´lise da resposta do sistema de controle
pode-se desconsiderar a estrutura anti-windup ja´ que esta func¸a˜o
e´ inoperante no momento da restric¸a˜o na disponibilidade de ga´s.
+
-
C(s)
-kp
s
+
-
Pref.
P
Qe
Controlador Modelodo processo
Qs
Figura 5.6: Estrutura de controle simplificada da pressa˜o do gas-lift
manifold
A figura 5.6 mostra a estrutura de controle que sera´ utilizada
para a s´ıntese do controlador. E´ interessante mencionar que o
principal objetivo de controle e´ manter a pressa˜o em seu valor de
refereˆncia Pref. diante de perturbac¸o˜es na vaza˜o de entrada Qe.
Diante disso parte-se para a obtenc¸a˜o da func¸a˜o de transfereˆncia
em malha fechada entre a variac¸a˜o de pressa˜o na sa´ıda ∆P e
a variac¸a˜o na vaza˜o de injec¸a˜o de entrada ∆Qe. A figura 5.7
mostra a estrutura de controle que sera´ utilizada para ana´lise da
resposta a` perturbac¸a˜o. Considera-se o sistema em equil´ıbrio e
analisa-se a resposta a` uma variac¸a˜o na vaza˜o de entrada, ∆Qe.
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Figura 5.7: Estrutura de controle para ana´lise da resposta a` pertur-
bac¸a˜o
Escrevendo-se a relac¸a˜o entre ∆P (s) e ∆Qe(s) obte´m-se:
(−∆P (s)C(s)−∆Qe(s))
−kp
s
= ∆P (s)
∆Qe(s)
kp
s
= ∆P (s)(1− C(s)
kp
s
). (5.11)
Pretende-se ajustar os paraˆmetros K e Ti do controlador PI
C(s) =
−K(Tis+ 1)
Tis
. (5.12)
Substituindo 5.12 em 5.11,
∆P (s)
∆Qe(s)
=
kpTis
Tis2 +KkpTis+Kkp
, ou
∆P (s)
∆Qe(s)
=
kps
s2 +Kkps+
Kkp
Ti
. (5.13)
Uma ana´lise preliminar da equac¸a˜o (5.13) permite verificar que o
efeito de uma perturbac¸a˜o degrau e´ eliminada em regime perma-
nente ja´ que
∆P (s) =
kps
s2 +Kkps+
Kkp
Ti
δqe
s
. (5.14)
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Aplicando-se o Teorema do Valor Final na equac¸a˜o (5.14),
∆P (∞) = lim
s→0
s
kps
s2 +Kkps+
Kkp
Ti
δqe
s
,
∆P (∞) = 0. (5.15)
A perturbac¸a˜o mais prova´vel para a vaza˜o de injec¸a˜o talvez seja
do tipo rampa como mostrada na figura 5.8. Este tipo de sinal
DQe
Tempo
L
dqe
Figura 5.8: Perturbac¸a˜o tipo rampa
representa uma diminuic¸a˜o da vaza˜o de entrada de ga´s do tipo
rampa com uma durac¸a˜o igual a L numa taxa igual a −δqeL . No
domı´nio Laplace este tipo de perturbac¸a˜o pode ser modelado
como
∆Qe(s) =
−δqe
L
1
s2
(1− e−Ls) (5.16)
A aplicac¸a˜o deste sinal na equac¸a˜o (5.13) fornece a seguinte per-
turbac¸a˜o na pressa˜o de sa´ıda.
∆P (s) = −
kps
s2 +Kkps+
Kkp
Ti
δqe
L
1
s2
(1− e−Ls) (5.17)
A aplicac¸a˜o do Teorema do Valor Final ao sinal expresso pela
equac¸a˜o (5.17) tambe´m resulta em valor igual a zero indicando
que este tipo de perturbac¸a˜o tambe´m e´ rejeitado em regime per-
manente.
Para analisar o efeito na pressa˜o durante a perturbac¸a˜o do tipo
rampa, assume-se um sinal do tipo rampa de durac¸a˜o infinita e
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aplica-se o Teorema do valor final,
∆P (∞) = lim
s→0
−s
kps
s2 +Kkps+
Kkp
Ti
δqe
L
1
s2
∆P (∞) = −
Ti
K
δqe
L
(5.18)
A expressa˜o (5.18) mostra a diminuic¸a˜o da pressa˜o durante uma
perturbac¸a˜o do tipo rampa. E´ importante verificar que o efeito da
perturbac¸a˜o rampa na pressa˜o de sa´ıda depende dos paraˆmetros
do controlador TiK . Ou seja a diminuic¸a˜o da pressa˜o na sa´ıda vai
ser menor para um tempo de integrac¸a˜o Ti menor e um ganho K
maior. Como visto na ana´lise da resposta para regime permanente
verifica-se que a perturbac¸a˜o e´ anulada se o sinal e´ uma rampa
de durac¸a˜o finita como a figura 5.8.
5.2.2 Controlador PI com ac¸a˜o Feed-Forward
considerando a dinaˆmica da va´lvula
Em geral uma va´lvula na˜o responde imediatamente ao comando
de abertura. Em alguns casos a modelagem considerando um
atraso Θ na resposta e´ suficiente. Em realidade o que se pretende
modelar e´ a relac¸a˜o em malha fechada do sistema de controle de
vaza˜o que incorpora a dinaˆmica do choke de injec¸a˜o. A equac¸a˜o
(5.19) mostra a func¸a˜o de transfereˆncia que sera´ utilizada para
considerar a dinaˆmica do choke de produc¸a˜o. O comportamento
dinaˆmico do ckoke de injec¸a˜o foi modelado como um sistema de
primeira ordem com um atraso.
FTMFchokeinj. =
e−Θs
σvs+ 1
(5.19)
O estudo da resposta do sistema ao controlador PI mostra que sua
aplicac¸a˜o rejeita, em regime permanente, perturbac¸o˜es do tipo
degrau. Para perturbac¸o˜es do tipo rampa, teˆm-se uma queda de
pressa˜o durante a ocorreˆncia da mesma em um valor que depende
da taxa da pro´pria rampa e da relac¸a˜o TiK do controlador. No
momento que a vaza˜o de entrada se estabiliza a pressa˜o volta
ao seu valor de refereˆncia. Se desejarmos evitar uma queda de
pressa˜o muito grande devemos diminuir o tempo de integrac¸a˜o
do controlador, Ti e aumentar seu ganho, K conforme mostra a
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Figura 5.9: Estrutura de controle incluindo dinaˆmica do choke de in-
jec¸a˜o
equac¸a˜o 5.18. Sob o ponto de vista da robustez do sistema isto
na˜o e´ uma boa opc¸a˜o ja´ que, havendo erros de modelagem, na˜o
se pode diminuir a relac¸a˜o TiK demasiado sob pena de instabilizar
a resposta do sistema. Uma alternativa e´ a utilizac¸a˜o de uma
estrutura de controle feed-forward em combinac¸a˜o com o controle
realimentado conforme mostra a figura 5.10.
+
-
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0 DP
DQe
+
- -kp
s
FF(s)
+
+
Modelo do
processo
Controlador
e
- sq
( s+1)sv
Figura 5.10: Estrutura de controle com ac¸a˜o feed-forward
Procura-se a aplicac¸a˜o de uma ac¸a˜o feed-forward FF (s) que apli-
cada no sinal da vaza˜o de entrada e somada a` ac¸a˜o de controle
garanta erro pro´ximo a zero durante a ocorreˆncia da perturbac¸a˜o
do tipo rampa.
Na obtenc¸a˜o do sinal a ser aplicado procede-se com a determi-
nac¸a˜o de ∆P (s)∆Qe(s) em func¸a˜o de FF (s). Uma vez obtida a func¸a˜o
de transfereˆncia, obte´m-se a expressa˜o para ∆P (s) supondo uma
perturbac¸a˜o ∆Qe(s) = −
δ
s2 , isto e´, uma rampa com taxa −δ.
Finalmente determina-se a expressa˜o para FF (s) que pratica-
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mente elimina o erro em regime permanente para a rampa.
[−∆P (s)C(s) + ∆Qe(s)(FF (s)− 1)]
−kpe
−(Θs)
s(σvs+ 1)
= ∆P (s),
(5.20)
C(s) = −K
Tis+ 1
Tis
,
e−Θs
(σvs+ 1)
∼= e−(Θ+σv)s ∼= 1− (Θ + σv)s = 1−ΘT s, e
−∆Qe(s)(FF (s)− 1)
kp(1−ΘT s)
s
=
∆P (s)[1 +
Kkp(Tis+ 1)(1−ΘT s)
Tis2
]. (5.21)
Manipulando-se a equac¸a˜o 5.21 obte´m-se
∆P (s)
∆Qe(s)
= −
Ti
K s(FF (s)− 1)(1−ΘT s)
( TiKkp − TiΘT )s
2 + (Ti −ΘT )s+ 1
. (5.22)
Assumindo uma perturbac¸a˜o do tipo rampa, ∆Qe(s) = −
δ
s2 e
aplicando na func¸a˜o de transfereˆncia expressa na equac¸a˜o 5.22,
tem-se
∆P (s) =
Ti
K s(FF (s)− 1)(1−ΘT s)
( TiKkp − TiΘT )s
2 + (Ti −ΘT )s+ 1
δ
s2
,
∆P (s) =
Ti
K (FF (s)− 1)(1−ΘT s)
( TiKkp − TiΘT )s
2 + (Ti −ΘT )s+ 1
δ
s
. (5.23)
Aplicando-se o Teorema do valor final a` ∆P (s) fornecido pela
equac¸a˜o 5.23,
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∆P (∞) = lim
s→0
s
Ti
K (FF (s)− 1)(1−ΘT s)
( TiKkp − TiΘT )s
2 + (Ti −ΘT )s+ 1
δ
s
,
∆P (∞) = lim
s→0
Ti
K (FF (s)− 1)(1−ΘT s)
( TiKkp − TiΘT )s
2 + (Ti −ΘT )s+ 1
δ,
∆P (∞) = lim
s→0
Ti
K
(FF (s)− 1)δ (5.24)
De acordo com a equac¸a˜o (5.24) o efeito da perturbac¸a˜o do tipo
rampa na pressa˜o sera´ nulo em regime se
FF (s)− 1 = 0 para s = 0, ou
FF (0) = 1 (5.25)
Uma func¸a˜o que atende a equac¸a˜o (5.25) e´
FF (s) =
kds+ 1
αs+ 1
. (5.26)
A escolha desta func¸a˜o ale´m de atender o objetivo de eliminar o
efeito de uma perturbac¸a˜o do tipo rampa atende a recomendac¸a˜o
cla´ssica de filtro feed-forward que e´ a de buscar inverter o efeito da
planta. Ou seja, a vaza˜o de entrada na˜o e´ controlada pela va´lvula
como a vaza˜o de sa´ıda. A vaza˜o de sa´ıda calculada pela ac¸a˜o feed-
forward e´ implementada pela va´lvula cuja dinaˆmica foi modelada
por um atraso e uma func¸a˜o de transfereˆncia de primeira ordem.
Na˜o se pode inverter a func¸a˜o atraso mas pode-se buscar um nu-
merador do filtro feed-forward que cancele em parte o efeito da
func¸a˜o de transfereˆncia de primeira ordem da va´lvula. Diante
disso o filtro feed-forward proposto e´
FF (s) =
σvs+ 1
αs+ 1
. (5.27)
Como a ac¸a˜o derivativa pode amplificar ru´ıdos eventualmente pre-
sentes no sinal de medic¸a˜o da vaza˜o de entrada, utiliza-se um filtro
α = σvN . O valor de N normalmente utilizado varia de 5 a 20 e e´
selecionado em func¸a˜o do n´ıvel do ru´ıdo presente.
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5.2.3 S´ıntese dos paraˆmetros de um Contro-
lador Robusto com ac¸a˜o FF
A te´cnica utilizada na s´ıntese dos paraˆmetros do controlador PI
nas sec¸o˜es anteriores e´ em geral considerada agressiva e pode ser
justificada para este processo quando a estrutura de controle na˜o
utiliza ac¸a˜o feed-forward. Em realidade na auseˆncia de ac¸a˜o feed-
forward seria recomenda´vel buscar um ajuste que de um lado
minimize o efeito causado pela perturbac¸a˜o rampa e de outro
oferec¸a robustez para erros de modelagem. O efeito da rampa na
pressa˜o e´ igual a TiK δ, onde Ti e K sa˜o respectivamente o Tempo
de integrac¸a˜o e o ganho do controlador e δ e´ a taxa da pertur-
bac¸a˜o rampa. Sabe-se que ao buscar um ajuste dos paraˆmetros
do controlador Ti e K que aumentem a robustez do sistema em
malha fechada, a raza˜o TiK seria aumentada, aumentando assim
o efeito da perturbac¸a˜o na pressa˜o do gas-lift manifold. Contudo
no caso de se utilizar a ac¸a˜o feed-forward na soluc¸a˜o de controle,
elimina-se a perturbac¸a˜o em regime para uma perturbac¸a˜o do
tipo rampa. Neste caso pode-se lanc¸ar ma˜o de te´cnicas de ajuste
do controlador PID mais conservadoras que garantam uma maior
robustez na soluc¸a˜o.
Uma te´cnica interessante para o ajuste dos paraˆmetros do con-
trolador que considera o aspecto de robustez e´ aquela proposta
por Sigurd Skogestad, [107]. Neste trabalho demonstra-se uma
te´cnica de ajuste simples que e´ refinada com considerac¸o˜es sobre
robustez. Ale´m disso mostra-se a utilizac¸a˜o da te´cnica para di-
ferentes func¸o˜es de transfereˆncia. A planta foi modelada como
−kp
s
e−Θs
(σvs+1)
. De acordo com a te´cnica proposta em [107] o con-
trolador poderia ser um PID completo (com ac¸a˜o integral) ou
um controlador PI no caso em que σv seja pequeno e possa-se
representar o sistema como
G(s) = kp
e−ΘT s
s
, com
ΘT = σv +Θ. (5.28)
Como σv esperado e´ pequeno pois representa a dinaˆmica do con-
trole da vaza˜o pelo choke de injec¸a˜o, adota-se a representac¸a˜o do
sistema pela func¸a˜o de transfereˆncia da equac¸a˜o (5.28). Para o
sistema assim representado o ajuste recomendado para um con-
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trolador PI e´ dado pela equac¸a˜o (5.29),
K =
1
kp(τc +ΘT )
,
Ti = 4(τc +ΘT ). (5.29)
Na equac¸a˜o 5.29 τc representa a constante de tempo desejada
para o sistema em malha fechada. O procedimento pode ser enta˜o
baseado na proposta de um tempo de estabilizac¸a˜o desejado Test.
que vai fornecer τc =
Test.
5 . A partir de um modelo nominal do
processo, (kp) e ΘT pode-se buscar o menor valor de Test. que
garanta uma determinada margem de ganho e margem de fase
para determinadas incertezas nos paraˆmetros.
5.2.4 Resultados obtidos com simulac¸a˜o na s´ın-
tese do controlador robusto
Para analisar a proposta de controle discute-se nesta subsec¸a˜o
sua aplicac¸a˜o a um cena´rio mostrado na figura 5.2 onde 5 poc¸os
sa˜o alimentados com ga´s a partir de um gas-lift manifold com as
seguintes caracter´ısticas
– Volume equivalente= 1 m3
– Vaza˜o nominal de entrada= 33.2 Kg/s
– Pressa˜o nominal do gas-lift manifold= 24 MPa
– Peso molecular do ga´s= 0.028 Kg/mol
– Temperatura do ga´s= 300 K
A figura 5.11 mostra o efeito de uma perturbac¸a˜o rampa na vaza˜o
de entrada de ga´s no manifold sobre a pressa˜o no mesmo uti-
lizando a estrutura de controle mostrada na figura 5.2.2. O Con-
trolador PI utilizado tem os paraˆmetros K = −1.1419e − 006 e
Ti = 40.68. A simulac¸a˜o mostra o efeito de uma queda na vaza˜o
de injec¸a˜o a uma taxa de 0.05 Kg/s/s no intervalo de tempo en-
tre 600s e 900s. A queda de pressa˜o resultante pode ser calculada
pela equac¸a˜o 5.18,
∆P =
Ti
K
δ
L
= 1.7816e+ 006 Pa, ou
= 18.16 Kgf/cm2. (5.30)
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Figura 5.11: Efeito da perturbac¸a˜o rampa na vaza˜o de entrada sobre a
pressa˜o do gas-lift manifold
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Figura 5.12: Efeito da perturbac¸a˜o rampa na vaza˜o de entrada sobre a
pressa˜o do gas-lift manifold utilizando ac¸a˜o feed-forward
A figura 5.12 mostra a reduc¸a˜o da variac¸a˜o da pressa˜o no gas-
lift manifold quando utiliza-se ac¸a˜o feed-forward. Utilizou-se o
controlador PI com os mesmos paraˆmetros e tambe´m a mesma
perturbac¸a˜o rampa com taxa de 0.05kg/s/s. A ac¸a˜o feed-forward
utilizada e´ a vaza˜o de entrada depois de aplicado o filtro mostrado
na equac¸a˜o (5.26). Utilizou-se σv = 2 e α = 0.1. Como ja´ men-
cionado, a utilizac¸a˜o da ac¸a˜o feed-forward permite a utilizac¸a˜o
de um controlador mais robusto a`s incertezas de modelagem en-
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quanto diminui consideravelmente a variac¸a˜o no valor da pressa˜o
do manifold como pode ser visto na figura 5.12.
S´ıntese do controlador robusto
Nos desenvolvimentos a seguir considerou-se os paraˆmetros do
modelo do choke como Θ = 1 e τv = 2. A equac¸a˜o (5.29) mostra
que ao aumentar-se o valor de τc aumenta-se o valor de Ti e
diminui-se o valor de K. Isto significa em geral menor ganho
do sistema de controle e maior robustez. Considerando que τc
e´ a constante de tempo do sistema em malha fechada, pode-se
escrever τc em func¸a˜o do tempo de estabilizac¸a˜o, τc =
Test.
5 . Desta
forma pode-se fazer a ana´lise da robustez do sistema em malha
fechada em func¸a˜o do tempo de estabilizac¸a˜o desejado.
A s´ıntese dos paraˆmetros K e Ti pode enta˜o ser realizada da
seguinte forma:
Encontrar o tempo de estabilizac¸a˜o que fornece uma margem de
ganho igual a MG considerando que existe erros nos paraˆmetros
do modelo que minimizam a margem de ganho do sistema. Ob-
servando o modelo completo pode-se perceber que a margem de
ganho e´ minimizada quando todos os paraˆmetros sa˜o maiores do
que o nominal. Ou seja, o caso onde o ganho do sistema kp e´
maior do que o ganho nominal kpN , o atraso e´ maior do que o
atraso nominal ΘvN e a constante de tempo τv e´ maior do que
τvN e´ a combinac¸a˜o que mais desestabiliza o sistema em malha
fechada. Pode-se enta˜o definir um erro ma´ximo esperado para
cada paraˆmetro e buscar o Tempo de estabilizac¸a˜o que garante
uma determinada margem de ganho MG. A partir do Tempo
de estabilizac¸a˜o determinado calcula-se, utilizando-se tambe´m os
paraˆmetros nominais do processo, kpN , ΘvN e τvN os paraˆmetros
do controlador PI, K e Ti.
Procedimento similar pode ser feito estabelecendo-se um pico de
sensibilidade desejado
Ms =
1
|1 + C(jw)H(jw)|
. (5.31)
A figura 5.13 mostra o conceito utilizado. A ide´ia e´ garantir uma
distaˆncia segura entre a curva de Nyquist C(jw)H(jw) do ponto
−1+j0 no caso em que os paraˆmetros do processo sejam diferentes
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daqueles considerados no projeto do controlador. Esta distaˆncia
e´ definida como r na figura 5.13, onde r = 1Ms .
Real
Imaginário
Incertezado modelo
r
r=1/Ms
-1
Figura 5.13: Diagrama de Nyquist mostrando o conceito de pico de
sensibilidade
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Figura 5.14: Resultados do projeto do PI Robusto utilizando Margem
de Ganho=2
A figura 5.14 mostra os resultados obtidos com o projeto dos
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paraˆmetros K e Ti do controlador PI quando se estabeleceu uma
margem de ganho igual a 2 para erros de modelagem de kp, Θv e τv
desde 25% ate´ 100% de seus valores nominais. A ide´ia e´ mostrar
que uma vez determinado o n´ıvel de incerteza nos valores destes
paraˆmetros, pode-se obter os paraˆmetros do controlador ainda
com uma margem de ganho. Nota-se que na medida que se supo˜e
uma incerteza maior, menor e´ o ganho e maior e´ o tempo integral
necessa´rio para garantir a margem de ganho desejada.
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Figura 5.15: Resultados do projeto do PI Robusto utilizando Pico de
sensibilidade igual a 3.2
A figura 5.15 mostra o resultado obtido utilizando um proce-
dimento similar mas baseado no pico de sensibilidade desejado.
Para efeito de comparac¸a˜o estipulou-se um valor de pico de sen-
sibilidade desejado de 3.2 que, para este processo resulta em uma
margem de ganho de aproximadamente 2. A utilizac¸a˜o do pico de
sensibilidade pode se mostrar mais interessante do que a margem
de ganho pois garante de forma global uma determinada distaˆn-
cia do ponto −1+ 0j. A utilizac¸a˜o da margem de fase junto com
a margem de ganho pode oferecer um crite´rio semelhante ao do
pico de sensibilidade. Deve-se observar que o procedimento de-
senvolvido na˜o introduz nenhum conservadorismo ja´ que a func¸a˜o
C(jw)H(jw) foi avaliada para a faixa de frequeˆncia de interesse
para cada valor de erro nos paraˆmetros.
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A figura 5.15-d mostra o Diagrama de Nyquist para cada Li =
Ci(jw)Hi(jw), onde i e´ o ı´ndice que representa o erro considerado
que vai de 25% ate´ 100% em passos de 25%. Conforme o valor
do erro esperado, o controlador e´ ajustado para manter o valor
do pico de sensibilidade desejado.
5.2.5 Implementac¸a˜o da Proposta para Automac¸a˜o
de um Grupo de Poc¸os
A figura 5.16 mostra um sistema de controle para um grupo de
poc¸os operando com elevac¸a˜o artificial por gas-lift proposto. Um
gas-lift manifold recebe ga´s do sistema de compressa˜o e deve
distribui-lo para um nu´mero de poc¸os de forma a maximizar uma
determinada func¸a˜o objetivo enquanto estabiliza a pressa˜o no
manifold. Isto deve ser feito tanto no caso em que ha´ disponibili-
dade para a operac¸a˜o no ponto o´timo da curva Pwf = f(Qinj.) de
cada poc¸o, como tambe´m nos casos em que ocorram diminuic¸o˜es
na vaza˜o de ga´s sendo entregue ao gas-lift manifold. A estru-
tura de controle mostrada na figura 5.16 e´ uma representac¸a˜o em
diagrama de blocos do sistema de controle em desenvolvimento.
Percebe-se na figura diferentes elementos como
– Controlador da Pressa˜o PC2 no manifold de gas-lift. Este
controlador cuja s´ıntese foi discutida na subsec¸a˜o anterior
estabiliza a pressa˜o no manifold ao calcular a vaza˜o total de
sa´ıda a ser implementada pelos controladores locais de vaza˜o
de injec¸a˜o de cada poc¸o. Sua estrutura final e´ mostrada na
figura 5.17.
– Controladores locais de vaza˜o de injec¸a˜o de cada poc¸o, FC.
Estes controladores recebem a tabela de alocac¸a˜o do Bloco
Algoritmo de Otimizac¸a˜o sempre que ocorre uma nova ger-
ac¸a˜o de tabelas. Recebem tambe´m constantemente o valor
da vaza˜o total dispon´ıvel do Controlador da Pressa˜o no Man-
ifold PC2. Com essas duas informac¸o˜es o controlador FC
determina o valor da vaza˜o de injec¸a˜o a ser implementada
(refereˆncia do controlador local).
– Bloco Controle Superviso´rio. Este bloco e´ responsa´vel por
coordenar a integrac¸a˜o de todos os elementos que participam
do sistema de controle. Com base na leitura da pressa˜o do
manifold de gas-lift, por exemplo, determina se os poc¸os po-
dem entrar em regime de teste ou na˜o. Ale´m disso, baseado
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Figura 5.16: Sistema de Controle de Poc¸os alimentados por um mani-
fold comum
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em uma estrate´gia pre´-definida podem sugerir ao operador
a realizac¸a˜o de um teste de poc¸o para atualizac¸a˜o da curva
Pwf ×Qinj..
– Bloco Teste Automa´tico de Poc¸os. Este bloco e´ responsa´vel
por realizar o teste de poc¸o quando autorizado pelo terminal
do operador. Os testes sa˜o realizados de forma a minimizar o
tempo de ensaio ao mesmo tempo que garantem a qualidade
dos dados conforme sera´ discutido neste cap´ıtulo.
– Bloco Algoritmo de Otimizac¸a˜o. Este bloco e´ responsa´vel por
calcular as tabelas de alocac¸a˜o de todos os poc¸os sempre que
recebe uma nova informac¸a˜o que impacta a alocac¸a˜o o´tima
de ga´s. A principal informac¸a˜o e´ uma nova curva Pwf×Qinj.
de um determinado poc¸o recebida do bloco Teste Automa´tico
de Poc¸os. Dependendo da func¸a˜o objetivo selecionada, atu-
alizac¸o˜es sobre os custos de compressa˜o, tratamento de a´gua,
valores atuais do o´leo e ga´s produzido poderiam tambe´m ini-
ciar o ca´lculo de novas tabelas de alocac¸a˜o. Neste cap´ıtulo
discute-se a implementac¸a˜o deste bloco.
– Terminal do Usua´rio. Este terminal pode em realidade ser
divido em mais de um tipo de forma a atender diferentes
objetivos. Um tipo de terminal seria aquele para utilizac¸a˜o
do operador. Este terminal poderia permitir um dia´logo
de alto n´ıvel entre o operador e o sistema automa´tico de
controle onde o operador poderia aceitar ou recusar ac¸o˜es
propostas pelo sistema. O operador poderia, por exemplo,
aceitar ou na˜o a sugesta˜o do sistema em realizar um novo
teste de um poc¸o. Poderia ainda aceitar o resultado do teste
ou exigir a repetic¸a˜o parcial ou total do mesmo, aceitar a
sugesta˜o do sistema em fazer a repartida de um poc¸o que foi
fechado, etc. Um outro n´ıvel de terminal de usua´rio poderia
permitir a visualizac¸a˜o das principais varia´veis do processo
como pressa˜o no manifold de gas-lift, vaza˜o de injec¸a˜o de ga´s
de cada poc¸o, etc. mas sem a possibilidade de intervenc¸a˜o
do usua´rio.
A estrate´gia de controle proposta teve o cuidado de priorizar a
continuidade das operac¸o˜es. Para isso foi proposto a utilizac¸a˜o de
controladores locais para a pressa˜o no manifold de gas-lift e para
a vaza˜o de injec¸a˜o de ga´s de cada poc¸o. Isto permite que mesmo
havendo uma falha na rede local, havera´ a possibilidade de con-
trolar os poc¸os em caso de restric¸a˜o na disponibilidade de ga´s.
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Figura 5.17: Estrutura do Controlador PC2
Isto e´ poss´ıvel pois os controladores locais teriam as informac¸o˜es
necessa´rias para a tomada de decisa˜o sobre a vaza˜o o´tima a ser
implementada em cada poc¸o ou seja, a vaza˜o total dispon´ıvel in-
formada pelo controlador local da pressa˜o no manifold e a u´ltima
tabela de alocac¸a˜o. Desta forma o sistema poderia manter-se
operando por um longo tempo sem a necessidade da rede de con-
trole. E´ claro que e´ o sistema de controle via rede que permite a
atualizac¸a˜o dos modelos e a gerac¸a˜o de novas tabelas de alocac¸a˜o
mas do ponto de vista operacional uma falha de comunicac¸a˜o da
rede na˜o impede o funcionamento do sistema.
5.2.6 Um estudo de caso para operac¸a˜o com
restric¸a˜o
Esta subsec¸a˜o descreve a aplicac¸a˜o dos algoritmos de otimiza-
c¸a˜o e controle desenvolvidos para um estudo de caso com mode-
los de poc¸os derivados do simulador de escoamento multifa´sico
OLGAMR.
O cena´rio e´ aquele representado pela figura 5.2 no in´ıcio desta
sec¸a˜o, onde 8 poc¸os recebem ga´s de um u´nico GLM (Gas Lift
Manifold).
Algumas caracter´ısticas do cena´rio simulado sa˜o:
– Volume equivalente: 1.0 m3
– Pressa˜o nominal do GLM: 225.4 Kgf/cm2
– Pressa˜o de refereˆncia do GLM sob restric¸a˜o: 224.4 Kgf/cm2
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O estudo de caso considera somente a restric¸a˜o na capacidade de
compressa˜o do sistema.
Cada poc¸o possui um modelo de regime permanente relacionando
sua vaza˜o de injec¸a˜o de ga´s com a vaza˜o de o´leo produzido.
A figura 5.18 mostra a alocac¸a˜o de ga´s obtida com os modelos
e a aplicac¸a˜o do algoritmo de otimizac¸a˜o para todo o range de
disponibilidade de ga´s.
Figura 5.18: Carta de alocac¸a˜o de gas-lift
O objetivo da simulac¸a˜o e´ mostrar o desempenho completo do
sistema de automac¸a˜o e otimizac¸a˜o durante uma queda na dis-
ponibilidade de ga´s para injec¸a˜o utilizando a estrutura de au-
tomac¸a˜o mostrada na figura 5.16. Para isso a dinaˆmica do GLM,
dos chokes e dos poc¸os foram modelados e implementados.
A figura 5.19 mostra a vaza˜o de ga´s para injec¸a˜o entrando e saindo
do GLM. Como pode ser observado na figura, a estrate´gia de
controle consegue distribuir a vaza˜o de ga´s saindo do GLM em um
valor praticamente igual aquela que entra. A figura 5.20 mostra
a pressa˜o no GLM.
Conforme estabelecido pela estrate´gia de controle, durante ope-
rac¸a˜o com restric¸a˜o no fornecimento de ga´s a pressa˜o no GLM e´
mantida em um valor de refereˆncia ligeiramente menor do que a
pressa˜o normal do GLM. Para este estudo de caso a pressa˜o nor-
mal adotada foi 225.4 Kgf/cm2 e para operac¸a˜o com restric¸a˜o
o valor escolhido foi 224.4 Kgf/cm2. Pode-se observar que na˜o
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Figura 5.19: Vaza˜o ma´ssica de ga´s entrando e saindo do GLM.
ha´ praticamente nenhuma variac¸a˜o na pressa˜o do GLM para as
diferentes disponibilidades de vaza˜o de ga´s entrando no GLM.
A fim de mostrar a vantagem na utilizac¸a˜o da ac¸a˜o Feed-Forward
no controle da pressa˜o do GLM, a figura 5.21 mostra a pressa˜o
no GLM quando utiliza-se o controlador sem ac¸a˜o Feed Forward.
Conforme discutido anteriormente, variac¸o˜es na vaza˜o de entrada
do GLM do tipo rampa podem causar grandes variac¸o˜es na pressa˜o
do GLM com amplitudes dependentes dos paraˆmetros do contro-
lador e da taxa de variac¸a˜o da rampa. E´ muito importante manter
a pressa˜o no GLM ta˜o perto quanto poss´ıvel do seu valor de refe-
reˆncia durante as operac¸o˜es com restric¸a˜o na disponibilidade de
ga´s a fim de na˜o permitir o acionamento do controlador utilizado
para operac¸a˜o normal. A ide´ia e´ manter a pressa˜o no GLM em um
valor ligeiramente menor do que o normal durante as operac¸o˜es
com restric¸a˜o de forma que o subsistema compressor continuara´
tentando aumentar a vaza˜o de ga´s entregue ao GLM a fim de re-
cuperar o controle da pressa˜o para o valor normal. Assim que o
subsistema compressor entregue uma vaza˜o maior do que a vaza˜o
de saturac¸a˜o do controlador PC2, a pressa˜o no GLM crescera´ e
sera´ mantida no seu valor normal. Isto pode ser observado nas
figuras 5.20 e 5.19. A sequeˆncia de eventos simulada no estudo
de caso acontece conforme abaixo. O sistema esta operando nor-
malmente com o GLM na pressa˜o normal de 225.4 Kgf/cm2.
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Figura 5.20: Pressa˜o no GLM com controle utilizando ac¸a˜o Feed For-
ward
Uma hora mais tarde acontece uma diminuic¸a˜o da vaza˜o de en-
trada no GLM tipo rampa. O controlador PC2 reage e calcula a
vaza˜o a ser implementada (vaza˜o de ga´s dispon´ıvel) para manter
a pressa˜o no GLM em sua nova refereˆncia de 224.4 Kgf/cm2. A
vaza˜o calculada pelo controlador PC2 e´ passada para os contro-
ladores locais de cada poc¸o que possuem uma tabela de alocac¸a˜o
pre´ calculada e apresentada na figura 5.18. A ac¸a˜o simultaˆnea
dos controladores locais de cada poc¸o implementam a vaza˜o cal-
culada que estabiliza a pressa˜o no GLM e maximiza a produc¸a˜o
de o´leo para aquela disponibilidade de vaza˜o de ga´s. Sete horas
e um quarto mais tarde o subsistema compressor consegue entre-
gar a vaza˜o de entrada no GLM elevando sua pressa˜o para o valor
normal.
A figura 5.22 mostra o comportamento da pressa˜o de fundo de
todos os poc¸os conforme a vaza˜o de ga´s de injec¸a˜o varia durante
o estudo de caso. As presso˜es sobem conforme o esperado durante
as operac¸o˜es com restric¸a˜o na disponibilidade de ga´s para injec¸a˜o.
A figura 5.23 mostra a porcentagem do total de ga´s dispon´ıvel
utilizado por cada poc¸o e a figura 5.24 mostra a vaza˜o de o´leo
produzida por cada poc¸o durante a operac¸a˜o com restric¸a˜o.
O comportamento dinaˆmico da vaza˜o de o´leo apresentada na
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Figura 5.21: Pressa˜o no GLM com controle na˜o utilizando ac¸a˜o Feed
Forward.
figura 5.24 e´ uma aproximac¸a˜o do que acontece na frente dos
canhoneados. Os valores em regime permanente sa˜o mais repre-
sentativos.
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Figura 5.22: Pwf de todos os poc¸os
Figura 5.23: Porcentagem de ga´s utilizada por cada poc¸o
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Figura 5.24: Produc¸a˜o de o´leo por poc¸o
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5.3 Um sistema de Controle automa´tico
utilizando a te´cnica de controle preditivo
baseado em modelo PNMPC
Na sec¸a˜o 5.2 apresentou-se uma te´cnica para a automac¸a˜o de um
grupo de poc¸os operando com elevac¸a˜o por GLC com o objetivo
de garantir a distribuic¸a˜o o´tima de ga´s dentre os poc¸os. Nenhuma
ac¸a˜o de controle foi projetada para agir no sentido de modificar o
comportamento dinaˆmico dos poc¸os. O algoritmo de otimizac¸a˜o
garante que a vaza˜o mı´nima implementada em cada poc¸o seja su-
perior ao valor que leva o poc¸o ao comportamento com oscilac¸o˜es
sustentadas t´ıpicos dos fenoˆmenos heading ou density-wave. As
motivac¸o˜es para este tipo de soluc¸a˜o sa˜o diversas:
– A grande maioria dos poc¸os operando via GLC na˜o dispo˜em
de choke de produc¸a˜o com atuac¸a˜o automa´tica dificultando
a aplicac¸a˜o de te´cnicas de controle avanc¸adas.
– A operac¸a˜o de poc¸os com baixa vaza˜o de injec¸a˜o acarreta em
significativas perdas de produc¸a˜o e por isso, a maioria das
instalac¸o˜es esta˜o bem equipadas com compressores reserva
para evitar essas situac¸o˜es.
– Existem sistemas de superf´ıcie preparados para mitigar os
efeitos das oscilac¸o˜es causadas por eventual diminuic¸a˜o na
vaza˜o de injec¸a˜o de ga´s como os slug-catcher, por exemplo.
– A utilizac¸a˜o de va´lvulas do tipo Venturi praticamente elim-
inam a ocorreˆncia do fenoˆmeno heading. Por outro lado o
fenoˆmeno density-wave na˜o ocorre para poc¸os surgentes e
acontece para vazo˜es de injec¸a˜o muito baixas para poc¸os
operando em reservato´rios com baixo n´ıvel de deplec¸a˜o con-
forme mostrado no cap´ıtulo 2.2. A utilizac¸a˜o de sistemas de
recuperac¸a˜o via injec¸a˜o de a´gua em poc¸os injetores contribui
para a manutenc¸a˜o da pressa˜o de fundo dos poc¸os.
Nesta subsec¸a˜o apresenta-se a utilizac¸a˜o da te´cnica de controle
preditivo na˜o linear desenvolvida no cap´ıtulo 4 no controle de
um grupo de poc¸os. A ideia e´ melhorar o sistema de controle
proposto na sec¸a˜o 5.2 e permitir que ale´m da distribuic¸a˜o o´tima
de ga´s, o sistema de controle possa diminuir as oscilac¸o˜es causadas
pela variac¸a˜o na vaza˜o de injec¸a˜o dos poc¸os nos momentos de
restric¸a˜o na disponibilidade de ga´s para injec¸a˜o ale´m de estabilizar
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Figura 5.25: Gas-lift manifold-GLM
a pressa˜o no GLM. A maior parte desta trabalho foi apresentada
em [44] e [54].
5.3.1 A formulac¸a˜o NMPC
Como ja´ mencionado, considera-se um conjunto deN poc¸os operando
via GLC com medic¸a˜o de pressa˜o de fundo e equipados com
medic¸a˜o e controle via choke da vaza˜o de injec¸a˜o de ga´s. Todos
os poc¸os recebem ga´s de um GLM comum que nesta proposta
de controle possui, ale´m das sa´ıdas para todos os poc¸os, uma
sa´ıda extra para o queimador ou para recirculac¸a˜o conforme a
instalac¸a˜o. Esta sa´ıda e´ um mecanismo que permite ao ga´s ser
descarregado em casos onde a vaza˜o de ga´s entrando no GLM e´
maior do que o necessa´rio para operar os poc¸os em seus pontos
o´timos irrestritos.A vaza˜o dessa sa´ıda sera´ referida como a vaza˜o
de excesso.
Para tal sistema mostrado na figura 5.25 desejamos
– manter a pressa˜o no GLM pro´ximo ao seu valor de refereˆncia
projetado de acordo com as necessidades dos poc¸os,
– distribuir a vaza˜o de ga´s disponibilizada pelo subsistema
compressor entre os poc¸os de forma a maximizar um ob-
jetivo econoˆmico e
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– minimizar as oscilac¸o˜es na produc¸a˜o causadas pelas mu-
danc¸as nas vazo˜es de injec¸a˜o de ga´s. Essas oscilac¸o˜es causam
problemas aos processos de separac¸a˜o.
Algumas restric¸o˜es devem ser consideradas.
– Manter a vaza˜o de injec¸a˜o de ga´s de cada poc¸o maior do que
um valor mı´nimo.
– Manter a pressa˜o no GLM entre um limite inferior e superior.
A tabela 5.1 apresenta a nomenclatura utilizada.
5.3.2 A func¸a˜o custo para o algoritmo PNMPC
A formulac¸a˜o da func¸a˜o objetivo a ser utilizada no algoritmo MPC
Na˜o Linear deve ser tal que sua minimizac¸a˜o fornec¸a os objetivos
propostos. Os objetivos sa˜o o econoˆmico e o de comportamento
dinaˆmico desejado.
Existem diversos objetivos econoˆmicos que podem ser introduzi-
dos como aqueles que consideram o valor diferenciado da pro-
duc¸a˜o de o´leo e ga´s e o custo do tratamento da a´gua produzida.
Neste trabalho utiliza-se o objetivo econoˆmico que considera o
ganho devido a produc¸a˜o de o´leo e o custo de compressa˜o de ga´s
para injec¸a˜o. Para isso define-se a func¸a˜o custo econoˆmico
L = ΣNi=1
[
Po
(
qoimax − qo
i(qiinj)
)
+ Ccq
i
inj
]
, (5.32)
onde
– N e´ o nu´mero total de poc¸os,
– Po e´ o prec¸o do o´leo,
– Cc e´ o custo de compressa˜o de ga´s.
As vazo˜es de injec¸a˜o qiinj que minimizam o custo L, no caso de
na˜o haver restric¸a˜o na disponibilidade de ga´s, podem ser obtidas
calculando-se 
∂L
∂q1inj
∂L
∂q2inj
...
∂L
∂qNinj
 =

0
0
...
0
 . (5.33)
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Tabela 5.1: Nomenclatura
Simb. Descric¸a˜o da varia´vel Unidade
qoi Vaza˜o de o´leo do poc¸o i stdm3.d−1
qliqi Vaza˜o de l´ıquido do poc¸o i stdm3.d−1
qwi Vaza˜o de a´gua do poc¸o i stdm3.d−1
qgi Vaza˜o de ga´s do poc¸o i stdm3.d−1
piwf Pressa˜o de fundo do poc¸o do poc¸o i kgf.cm
−2
p¯ Pressa˜o me´dia do reservato´rio kgf.cm−2
pisat Pressa˜o de saturac¸a˜o do o´leo do poc¸o i kgf.cm
−2
qlisat Vaza˜o de l´ıquido do poc¸o i para p
i
wf = p
i
sat stdm
3.d−1
qlimax Vaza˜o ma´xima de l´ıquido do poc¸o i (pwf = 0) stdm
3.d−1
qoimax Vaza˜o ma´xima de o´leo do poc¸o i stdm
3.d−1
qiinj Vaza˜o de injec¸a˜o de ga´s do poc¸o i stdm
3.d−1
qexc Vaza˜o de excesso do GLM (queim. or recirc.) stdm
3.d−1
pGLM Pressa˜o no GLM-Gas Lift Manifold kgf.cm
−2
pspGLM Pressa˜o de refereˆncia do GLM kgf.cm
−2
pi∗wf Valor de pwf utilizado na normalizac¸a˜o poc¸o i kgf.cm
−2
qi∗inj Valor de qinj para p
i
wf = p
i∗
wf stdm
3.d−1
qoutGLM Vaza˜o ma´ssica de ga´s saindo do GLM kgs
−1
qinGLM Vaza˜o ma´ssica de ga´s entrando no GLM kgs
−1
qin∗GLM Somato´rio de q
i∗
inj de todos o poc¸os kgs
−1
w˜ Valor predito da varia´vel w
S´ımb.. Constante Unidade
V Volume equivalente do GLM m3
R Contante Universal dos gases , 8.314472 Pa.m3/Kmol
M Peso molecular do ga´s kg.mol−1
BSW Saturac¸a˜o de a´gua -
GOR Raza˜o Ga´s-o´leo -
Isto resulta em
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
∂qo1(q1inj)
∂q1inj
∂qo2(q2inj)
∂q2inj
...
∂qoN (qNinj)
∂qNinj
 =

Cc
Po
Cc
Po
...
Cc
Po
 , (5.34)
que e´ o mesmo resultado obtido pelo me´todo equal-slope. O con-
junto de vazo˜es implementadas e´ tal que qualquer ganho econoˆmico
com um aumento da vaza˜o de injec¸a˜o de ga´s em qualquer poc¸o
e´ superado pelo custo de compressa˜o de ga´s. Para o caso sem
restric¸a˜o na disponibilidade de ga´s isto equivale a operar todos
os poc¸os no ponto da curva qoi = f(qiinj) onde a inclinac¸a˜o seja
igual a raza˜o entre o Custo de Compressa˜o por unidade de vaza˜o
de ga´s e o prec¸o por vaza˜o de o´leo, CcPo . No caso de haver restri-
c¸a˜o na disponibilidade de ga´s para injec¸a˜o o problema pode ser
escrito como
min[
q1inj q
2
inj · · · q
N
inj
] L
s. a
L = ΣNi=1
[(
qoimax − qo
i(qiinj)
)
+ kqiinj
]
k =
Cc
Po
ΣNi=1q
i
inj ≤ q
disp
inj (5.35)
A soluc¸a˜o do problema expresso pela equac¸a˜o 5.35 pode ser obtida
reescrevendo-se o problema utilizando-se o multiplicador de La-
grange λ para inserir a restric¸a˜o na equac¸a˜o.
min[
q1inj q
2
inj · · · q
N
inj λ
] L
s. a
L = ΣNi=1
[(
qoimax − qo
i(qiinj)
)
+ kqiinj + λ
(
ΣNi=1q
i
inj − q
disp
inj
)]
k =
Cc
Po
(5.36)
Devido a natureza convexa do problema a soluc¸a˜o o´tima global
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pode ser obtida calculando o vetor
[
q1inj q
2
inj · · · q
N
inj λ
]
que
satisfaz 
∂L
∂q1inj
∂L
∂q2inj
...
∂L
∂qNinj
∂L
∂λ

=

0
0
...
0
0
 . (5.37)
Aplicando-se 5.37 em 5.36 obte´m-se
∂qo1(q1inj)
∂q1inj
= k + λ
∂qo2(q2inj)
∂q2inj
= k + λ
...
∂qoN (qNinj)
∂qNinj
= k + λ
∂L
∂λ
= ΣNi=1q
i
inj − q
disp
inj = 0 (5.38)
A equac¸a˜o 5.38 representa o me´todo equal slope com restric¸a˜o
na disponibilidade de ga´s. Na sequeˆncia define-se os elementos
necessa´rios para a formulac¸a˜o da func¸a˜o objetivo econoˆmica a
ser utilizada no algoritmo de controle preditivo PNMPC. Como a
func¸a˜o objetivo sera´ minimizada ao longo do horizonte de predic¸a˜o
para as vazo˜es de o´leo que sa˜o func¸a˜o da pressa˜o de fundo e das
vazo˜es de injec¸a˜o ao longo do horizonte de controle ha´ a necessi-
dade de se compensar os diferentes intervalos de tempo preditos.
Ale´m disso as predic¸o˜es sa˜o realizadas em func¸a˜o dos incrementos
de vaza˜o de injec¸a˜o ∆qiinj para cada poc¸o. Define-se o vetor com
os incrementos de vaza˜o de injec¸a˜o de cada poc¸o i, ∆Qiinj como
∆Qiinj =
[
∆qiinj(k) ∆q
i
inj(k + 1) · · · ∆q
i
inj(k +m− 1)
]T
.
(5.39)
O vetor com os incrementos da vaza˜o de ga´s na linha de excesso
e´ descrita como
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∆Qexc =
[
∆qexc(k) ∆qexc(k + 1) · · · ∆qexc(k +m− 1)
]T
.
(5.40)
O vetor com todos os incrementos de vaza˜o saindo do GLM e´
escrito como
∆QGLMout =
[
(∆Q1inj)
T (∆Q2inj)
T · · · (∆QNinj)
T (∆Qexc)
T
]T
.
(5.41)
A perda de faturamento devido a operac¸a˜o abaixo da vaza˜o o´tima
pode ser escrita como
LP = PoΣ
N
i=1Σ
p
j=1
(
qoimax − qo
i(qiinj)(k + j)
)
Ts. (5.42)
Ja´ a perda de faturamento devido o custo de compressa˜o pode
ser expresso como
LC = PoΣ
N
i=1Σ
p−1
j=0
(
qiinj(k + j)
)
Ts. (5.43)
O problema da otimizac¸a˜o da produc¸a˜o pode ser colocado na
func¸a˜o objetivo do algoritmo PNMPC como
min
[ (∆Q1inj)T (∆Q2inj)T · · · (∆QNinj)T (∆Qexc)T ]
T
L1 (5.44)
s. a
L1 = Σ
N
i=1
[
Σpj=1
(
qoimax − qo
i(qiinj)(k + j)
)
Ts
+
pCc
mPo
Σm−1j=0
(
qiinj(k + j)
)
Ts
]
O fator pm compensa o fato de que a perda de produc¸a˜o acumulada
e´ calculada no intervalo de tempo pTs enquanto que o custo da
compressa˜o de ga´s e´ calculada no intervalo de tempo mTs.
Para implementar a func¸a˜o custo na forma matricial define-se
para cada poc¸o i a perda de produc¸a˜o qoiL,
qoiL = qo
i
max − q˜o
i(piwf ), (5.45)
onde ˜qoi(pwf )) e´ a vaza˜o de o´leo calculada em func¸a˜o do valor
predito de piwf . Com o intuito de escrever a func¸a˜o custo na forma
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matricial monta-se o vetor ˜QoL com as perdas de produc¸a˜o de
todos os i poc¸os no horizonte de predic¸a˜o p.
˜QoL =
[
qo1L(1) · · · qo
1
L(p) · · · qo
N
L (1) . . . qo
N
L (p)
]T
(5.46)
A fim de minimizar as oscilac¸o˜es nas vazo˜es de produc¸a˜o coloca-se
na func¸a˜o objetivo um termo igual ao somato´rio do quadrado da
derivada das perdas de produc¸a˜o de todos os poc¸os ao longo do
horizonte de predic¸a˜o.
L2 =
N∑
i=1
p∑
j=1
(
dqoiL(k + j)
dt
)2
(5.47)
A derivada da vaza˜o de todos os poc¸os ao longo do horizonte de
predic¸a˜o pode ser obtida de forma matricial utilizando a matriz
T equivalente ao operador ∆ = 1 − z−1. Em sua forma original
a matriz Toeplitz equivalente ao operador ∆ = 1− z−1 e´ escrita
como
D =

1 0 0 0 · · · 0
−1 1 0 0 · · · 0
...
...
...
... · · · 0
0 0 0 · · · −1 1
 (5.48)
A utilizac¸a˜o dessa matriz pressupo˜e que o elemento que antecede
o vetor ao qual ela seria aplicada tem valor nulo. Para a utilizac¸a˜o
pretendida neste trabalho e´ mais natural supor que no final do
horizonte de predic¸a˜o a derivada da perda de produc¸a˜o sera muito
pequena. Assim, utiliza-se uma matriz Toeplitz modificada, T
que considera a u´ltima derivada nula.
T =

−1 1 0 0 · · · 0
0 −1 1 0 · · · 0
...
...
...
... · · · 0
0 0 0 · · · 0 0
 (5.49)
Finalmente pode-se apresentar o problema de otimizac¸a˜o a ser
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resolvido pelo algoritmo PNMPC,
min
[ (∆Q1inj)T (∆Q2inj)T · · · (∆QNinj)T (∆Qexc)T ]
T
J (5.50)
s. a
J =W1 ˜QoL +W2Q
out
GLM +
(PspGLM − P˜GLM )
TW3(P
sp
GLM − P˜GLM )
+
(
T ˜QoL
)T
W4
(
T ˜QoL
)
+ (∆QoutGLM )
TW5∆Q
out
GLM ,
QoutGLM ≥ Q
min
GLM
P˜GLM ≤ P˜
max
GLM
P˜GLM ≥ P˜
min
GLM
Os primeiros dois termos da func¸a˜o custo implementam o obje-
tivo econoˆmico, o terceiro termo forc¸a a pressa˜o no GLM para
seu valor de refereˆncia, o quarto termo minimiza as oscilac¸o˜es na
perda de produc¸a˜o o que tem o mesmo efeito que minimizar as
variac¸o˜es na produc¸a˜o de o´leo. O quinto termo minimiza as mu-
danc¸as nas vazo˜es de injec¸a˜o dos poc¸os e da linha de excesso. Os
vetoresW1 eW2 podem ser ajustados para implementar o obje-
tivo econoˆmico e ponderar os custos de compressa˜o e faturamento
com a produc¸a˜o de o´leo. As matrizes W3, W4 e W5 devem ser
ajustadas para a obtenc¸a˜o do comportamento dinaˆmico desejado
frente ao objetivo principal que e´ o econoˆmico.
Obviamente que uma ponderac¸a˜o excessiva nestas matrizes pode
resultar em um resultado econoˆmico pior durante o comporta-
mento transiente no momento de uma restric¸a˜o na disponibilidade
de ga´s para compressa˜o. Mas, quando bem ajustadas, pode-se
obter um comportamento dinaˆmico mais suave das vazo˜es de o´leo
e uma produc¸a˜o igual ou maior do que a que seria obtida sem
a aplicac¸a˜o de controle. Deve-se observar que em regime per-
manente os termos 3, 4 e 5 va˜o a zero e atinge-se o resultado
econoˆmico de regime permanente.
Aplicou-se restric¸a˜o nos valores admiss´ıveis para as vazo˜es saindo
do GLM e para a pressa˜o no GLM. As vazo˜es de injec¸a˜o de todos
os poc¸os recebem restric¸a˜o para valores mı´nimos correspondentes
a valores ligeiramente acima (110 %) do valor de injec¸a˜o que leva
ao comportamento com oscilac¸o˜es sustentadas (ciclo limite) dev-
ido o fenoˆmeno density wave. Para a vaza˜o na linha de excesso
utilizou-se um valor mı´nimo igual a zero.
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Na˜o se aplicou restric¸o˜es nos valores ma´ximos das vazo˜es saindo
do GLM mas poderia ser feito sem dificuldades. As vazo˜es de
injec¸a˜o nos poc¸os poderiam ser limitadas a um valor ligeiramente
maior do que a vaza˜o que induz a maior produc¸a˜o de o´leo. Isto
seria uma garantia a mais que na˜o se operaria de forma muito
ineficiente no caso de alguma falha e deixaria uma margem para
utilizac¸a˜o no controle das oscilac¸o˜es.
Aplica-se tambe´m restric¸a˜o na pressa˜o do GLM. Apesar do al-
goritmo de controle ser normalmente capaz de manter a pressa˜o
no GLM muito pro´xima do valor de refereˆncia, optou-se por in-
troduzir uma restric¸a˜o em seu valor mı´nimo e ma´ximo correspon-
dendo a uma faixa de 5 % para baixo e para cima respectivamente
do valor de refereˆncia. A pressa˜o no GLM e´ vital para que se possa
realizar as vazo˜es de injec¸a˜o.
O modelo utilizado para predic¸a˜o da pressa˜o de fundo utilizado e´
descrito no cap´ıtulo 2.2, sec¸a˜o 2.2.3. Este modelo fornece uma re-
lac¸a˜o pressa˜o de fundo-vaza˜o de injec¸a˜o em regime permanente de
alta qualidade. Este modelo de regime permanente foi utilizado
em uma representac¸a˜o Hammerstein modificada onde o comporta-
mento dinaˆmico e´ dependente da vaza˜o de injec¸a˜o. Para a pressa˜o
no GLM utilizou-se o modelo apresentado no cap´ıtulo 2.2, sec¸a˜o
2.2.2.
5.3.3 Sintonia do algoritmo PNMPC
Para testar a aplicac¸a˜o do algoritmo PNMPC no controle de um
grupo de poc¸os, um total de 4 poc¸os foram modelados. Esses
poc¸os foram primeiramente modelados e simulados em um soft-
ware da Petrobras desenvolvidos para a simulac¸a˜o de poc¸os operando
via GLC em regime permanente. Os dados obtidos com este si-
mulador foram utilizados para ajustar a relac¸a˜o pwf × qinj em
regime permanente descrita no cap´ıtulo 2.2, sec¸a˜o 2.2.2. Os pa-
raˆmetros que definem o comportamento em regime permanente
dos poc¸os sa˜o descritos na tabela 5.2. Em seguida um modelo
dinaˆmico hipote´tico foi acrescentado a cada poc¸o na formulac¸a˜o
Hammerstein descrita no cap´ıtulo 2.2, sec¸a˜o 2.2.3.
Uma forma de sintonizar os paraˆmetros da func¸a˜o objetivo do
algoritmo PNMPC e´ iniciar com as ponderac¸o˜es para os dois
primeiros termos que representam o objetivo econoˆmico. Em
seguida as ponderac¸o˜es dos demais termos sa˜o ajustadas para
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Tabela 5.2: Dados dos poc¸os
Paraˆmetro Poc¸o 1 Poc¸o 2 Poc¸o 3 Poc¸o 4
qmax[m
3
d ] 871.38 7.739e+003 5.177e+003 1.558e+003
BSW 0.341 0.676 0.03 0.488
p∗wf [kgf/cm
2] 110.0 185.1 182.9 146.5
q∗inj [m
3/d] 8.33e+4 1.859e+5 2.661e+5 9.98e+4
p¯ [kgf/cm2] 203.7 199 217.2 205
a1 .9038 0.067 0.4003 0.3885
a2 3.5039 8.0042 0.6133 5.8235
a3 0.9666 0.9972 0.7751 0.9972
a4 0.0075 0.0026 0.0082 0.0052
m 0.56 1.11 0.09 1.04
balanc¸ar os objetivos atenuac¸a˜o de oscilac¸o˜es contra o objetivo
econoˆmico. Os paraˆmetros de sintonia utilizados sa˜o mostrados
na tabela 5.3.
Controlar o sistema composto pelo GLM e poc¸os tem uma grande
vantagem de eliminar a restric¸a˜o na disponibilidade de ga´s do
problema de alocac¸a˜o ja´ que todo o ga´s distribu´ıdo e´ aquele que
mante´m a pressa˜o no GLM em equil´ıbrio e portanto e´ a vaza˜o
dispon´ıvel a cada momento. Muitos estudos sobre a otimizac¸a˜o
de poc¸os operando por GLC consideram a a disponibilidade de
ga´s como uma restric¸a˜o mas na˜o indicam como esta informac¸a˜o
seria disponibilizada. Uma outra vantagem desta te´cnica e´ a pos-
sibilidade de aplicar otimizac¸a˜o mesmo durante os transientes que
podem ser mais ou menos frequentes dependendo das instalac¸o˜es e
caracter´ısticas dos poc¸os. O comportamento dinaˆmico da pressa˜o
no GLM e´ altamente dependente do volume interno dos dutos as-
sociados e e´ normalmente mais ra´pido do que as presso˜es de fundo
dos poc¸os. No caso de utilizar-se um tempo de amostragem u´nico
para todas as varia´veis ha´ de se considerar a dinaˆmica da pressa˜o
no GLM para a escolha. Para evitar horizontes de predic¸a˜o muito
grandes para a varia´vel qoL decidiu-se montar o vetor de predi-
c¸o˜es com valores a cada 3 instantes de amostragem o que resultou
em um horizonte p igual a 150.
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Tabela 5.3: Sintonia dos paraˆmetros do Algoritmo PNMPC
S´ımbolo. Descric¸a˜o da varia´vel Valor
Ts Tempo de amostragem 5 s
m Horizonte de controle 3
p Horizonte de predic¸a˜o para qoL 150
p1 Horizonte de predic¸a˜o para PGLM 18
w1 Elementos do vetor W1 1× 4p 0,020
w2 Elementos do vetor W2 1× 5m 5e-4
w3 Elementos da diagonal da matriz W3 p1 × p1 (1)
w4 Elementos da diagonal da matriz W4 4p× 4p (2)
w5 Elementos da diagonal da matriz W5 5m× 5m (3)
1. w3(i) varia linearmente de 1 to 10 para i = 1 : 18
2. w4(i) e´ func¸a˜o linear da vaza˜o ma´ssica de ga´s normalizada (em
relac¸a˜o a qin∗GLM ) entrando no GLM. 1 para q
in−norm
GLM = 1 e 12
para qin−normGLM = 0.25
3. w5(i) = 1x10
−5 para i=1:12. Para i=13:15 utilizou-se uma func¸a˜o
linear da vaza˜o ma´ssica de ga´s normalizada entrando no GLM,
qin−normGLM . W5(i, i) varia de 1x10
−5 para qin−normGLM = 1, 0 a
15x10−5 para qin−normGLM = 0.25.
5.3.4 Resultados obtidos
A fim de testar a estrate´gia proposta simulou-se uma operac¸a˜o de
24 horas cobrindo diferentes disponibilidades de ga´s para injec¸a˜o.
Assumiu-se um volume equivalente do GLM (soma de todos os
volumes internos dos dutos associados ao GLM) igual a 1 m3.
Cada poc¸o possui um valor de injec¸a˜o de ga´s que corresponde
aproximadamente ao valor que induz a maior produc¸a˜o de o´leo.
Os valores da pressa˜o de fundo e vaza˜o de injec¸a˜o correspondente
a este ponto recebem o sobrescrito ∗. As presso˜es e vazo˜es de
cada poc¸o sa˜o normalizadas com relac¸a˜o a esses valores.
A vaza˜o inicial de ga´s entrando no GLM e´ igual a soma das vazo˜es
de normalizac¸a˜o de cada poc¸o. Este valor foi considerado como
a vaza˜o de entrada nominal do GLM. Na sequeˆncia a vaza˜o en-
trando no GLM mudou para 50%, 25% e 110% do valor nominal
como mostrado na figura 5.26.
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A figura 5.27 topo mostra a pressa˜o de fundo de todos os poc¸os
(valores normalizados) e a pressa˜o no GLM (normalizada em re-
lac¸a˜o ao valor de refereˆncia). Pode-se observar que as presso˜es
variam suavemente devido a ac¸a˜o do controle. A pressa˜o no GLM
apresenta uma pequena mudanc¸a em relac¸a˜o a` refereˆncia nos mo-
mentos de mudanc¸a na vaza˜o de entrada no GLM do tipo rampa
mas na˜o ultrapassa os valores da restric¸a˜o. A figura 5.27-base
Figura 5.26: Vaza˜o de ga´s normalizada entrando no GLM
mostra as vazo˜es de ga´s de todos os poc¸os e a vaza˜o de excesso de
ga´s. E´ interessante observar que quando a vaza˜o de ga´s entrando
no GLM vai a 110% do seu valor nominal a vaza˜o de excesso cresce
para manter a pressa˜o no GLM em seu valor de refereˆncia e para
evitar perda de produc¸a˜o. Quando a vaza˜o de ga´s entrando no
GLM decresce de 50 % para 25 % de seu valor nominal, a vaza˜o
na linha de excesso ajuda a evitar mudanc¸as bruscas na vaza˜o
de injec¸a˜o dos poc¸os que causariam uma oscilac¸a˜o excessiva na
vaza˜o de produc¸a˜o de o´leo. Este comportamento pode ser ajus-
tado atrave´s da sintonia dos paraˆmetros da func¸a˜o custo.
A figura 5.28 apresenta a evoluc¸a˜o da produc¸a˜o total de o´leo
durante o per´ıodo de 24 horas simulado. Observa-se que a dispo-
nibilidade de 100 % e 110 % da vaza˜o nominal de ga´s entrando no
GLM resultam em uma mesma vaza˜o de produc¸a˜o total de o´leo.
A vaza˜o de injec¸a˜o na˜o utilizad para injec¸a˜o nos poc¸os flui pela
linha de excesso conforme mostrado na figura 5.27. A vaza˜o de
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Figura 5.27: Pressa˜o no GLM e no fundo dos poc¸os × vazo˜es saindo do
GLM
produc¸a˜o de o´leo de todos os poc¸os e´ mostrada na figura 5.29. As
curvas com as linhas so´lidas foram obtidas com a simulac¸a˜o uti-
lizando o controle de oscilac¸o˜es enquanto que as curvas com linhas
tracejadas sa˜o resultados da simulac¸a˜o sem aplicac¸a˜o de controle
de oscilac¸a˜o. O poc¸o 3 e´ o principal produtor. E´ interessante no-
tar que a queda na produc¸a˜o na˜o e´ muito afetada pela diminuic¸a˜o
na vaza˜o de ga´s entrando no GLM devido a alocac¸a˜o apropriada
feita pelo algoritmo PNMPC. Apesar de haver pouco grau de
liberdade para aplicac¸a˜o de controle (somente manipulac¸a˜o nas
vazo˜es de sa´ıda do GLM) todos os objetivos de controle foram
atingidos: 1) distribuic¸a˜o o´tima de ga´s, 2) controle da pressa˜o no
GLM e 3) atenuac¸a˜o das oscilac¸o˜es na produc¸a˜o de o´leo.
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Figura 5.28: Vaza˜o de produc¸a˜o de o´leo de todos os poc¸os
Respostasem controle
Resposta com controle
Figura 5.29: Vaza˜o de produc¸a˜o de o´leo de cada poc¸o
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5.4 Concluso˜es e desenvolvimentos fu-
turos
O monitoramento permanente de pressa˜o e temperatura de fundo
de poc¸o esta´ se tornando uma realidade para novos poc¸os. Ale´m
disso a maioria dos novos poc¸os e´ tambe´m equipada com chokes de
injec¸a˜o com controle automatizado. Neste cap´ıtulo apresentou-se
duas abordagens para o controle de um grupo de poc¸os operando
via GLC. A primeira abordagem ignora o comportamento dinaˆmico
dos poc¸os e pode ser utilizada sempre quando a disponibilidade de
ga´s comprimido para injec¸a˜o permite o funcionamento dos poc¸os
com vazo˜es de injec¸a˜o bem maiores do que a vaza˜o que leva o
poc¸o ao funcionamento com oscilac¸o˜es sustentadas. A te´cnica de
controle preditivo PNMPC apresentada e aplicada no controle de
um grupo de poc¸os operando via GLC contempla a operac¸a˜o dos
poc¸os para grandes restric¸o˜es na disponibilidade de ga´s comprim-
ido para injec¸a˜o. Nesses casos os poc¸os exibem um comporta-
mento bastante oscilato´rio da pressa˜o de fundo que se traduz em
produc¸a˜o tambe´m oscilato´ria. Ainda que essas oscilac¸o˜es tendam
a desaparecer com o tempo se as vazo˜es de injec¸a˜o de ga´s forem
mantidas constantes, nos momentos das mudanc¸as elas podem
prejudicar bastante o processo de separac¸a˜o das fases a´gua, o´leo e
ga´s. A soluc¸a˜o de controle utilizando o algoritmo PNMPC e´ mais
geral e podera´ ser implementada em futuros poc¸os propiciando
operac¸o˜es mais renta´veis e seguras. Alguns desenvolvimentos fu-
turo nesta a´rea sa˜o
– a incorporac¸a˜o de requisitos de desempenho do processo de
separac¸a˜o a´gua, o´leo e ga´s na func¸a˜o objetivo do algoritmo
de controle na˜o linear PNMPC apresentado. No lugar de
minimizar as oscilac¸o˜es nas vazo˜es de produc¸a˜o com a ex-
pectativa de melhorar o processo de separac¸a˜o, poderia-se
minimizar diretamente as variac¸o˜es nas varia´veis dos sepa-
radores como interface de a´gua-o´leo, n´ıvel de o´leo e pressa˜o
do separador,
– desenvolver estrate´gias para a manutenc¸a˜o da operac¸a˜o dos
poc¸os mesmo quando a vaza˜o de ga´s para injec¸a˜o e´ menor
do que o somato´rio das vazo˜es operacionais mı´nimas de dada
poc¸o. Vaza˜o operacional mı´nima sendo a vaza˜o que leva
cada poc¸o a desenvolver oscilac¸o˜es sustentadas devido ao
fenoˆmeno heading ou density-wave. Uma abordagem seria
Controle aplicado a poc¸os operando via GLC 253
o desenvolvimento de te´cnicas de controle chaveado semel-
hantes a utilizadas no cap´ıtulo 6 para eliminar as oscilac¸o˜es
para vazo˜es de injec¸a˜o menores do que as vazo˜es operacionais
mı´nimas. Um sistema superviso´rio poderia comutar o sis-
tema de controle do poc¸o entre o controle individual baseado
em controle chaveado e controle PNMPC em func¸a˜o da dis-
ponibilidade de ga´s dispon´ıvel. Obviamente mesmo com a
utilizac¸a˜o de controle chaveado a operac¸a˜o do poc¸o sera´ pos-
s´ıvel para uma determinada faixa de vaza˜o me´dia de ga´s,
abaixo da qual o poc¸o teria de ser fechado. A aplicac¸a˜o
da te´cnica poderia garantir o funcionamento do poc¸o para
menores disponibilidades de ga´s em relac¸a˜o a estrate´gia de
fechar o poc¸o para vazo˜es dispon´ıveis pro´ximas a vaza˜o op-
eracional mı´nima.
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Cap´ıtulo 6
Controle de
escoamento em risers
6.1 Introduc¸a˜o
O Transporte de fluido multifa´sico (o´leo, a´gua e ga´s) e´ um pro-
cedimento importante na indu´stria do petro´leo. Atualmente ha´
uma tendeˆncia em aumentar o nu´mero de poc¸os atendidos por
uma mesma plataforma ou sistema de produc¸a˜o assim como o
comprimento dos risers entre o conjunto de poc¸os e o sistema de
produc¸a˜o. O escoamento simultaˆneo de l´ıquido e ga´s em dutos
pode apresentar um fenoˆmeno chamado slug-flow que e´ caracter-
izado pela distribuic¸a˜o intermitente de ga´s e l´ıquido ocupando
grande parte do duto. As oscilac¸o˜es nos n´ıveis de pressa˜o e vaza˜o
durante o fenoˆmeno slug-flow podem provocar efeitos indeseja´veis
nos dutos e equipamentos de superf´ıcie. Essas oscilac¸o˜es podem
causar problemas se´rios na entrada dos separadores multifa´sicos,
por exemplo, deteriorando a qualidade da separac¸a˜o assim como
transbordamento, [108]. Te´cnicas de controle automa´tico real-
imentado podem ser utilizadas para a supressa˜o deste tipo de
oscilac¸a˜o. Como resultado obte´m-se vazo˜es esta´veis nos risers e
minimiza-se o problema nos separadores multifa´sicos. Ao mesmo
tempo pode-se operar com menos custo energe´tico e uma mel-
hor utilizac¸a˜o da capacidade dos equipamentos instalados aumen-
tando a produc¸a˜o.
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Um diagrama esquema´tico de um riser utilizado em um sistema
de produc¸a˜o offshore e´ mostrado na figura 6.1 com os paraˆmetros
utilizados apresentados na tabela 6.1. A operac¸a˜o deste sistema
foi simulado no OLGA1. Na figura 6.1 as presso˜es no fundo e no
Bomba3
fásica
Separador
3 fásico
2000 m
2000 m
300 m
300 m
100 m
1
2
3
4
5
Geometria dos
elementos
Dutos 1, 2, 3,4 e 5:
- diâmetro=0,12 m
- rugosidade=2,8 10 m
Dados do choke:
- diâmetro=0,06 m
-5
PC
PT1
PT2
Figura 6.1: Instalac¸a˜o do riser simulado no OLGA.
Tabela 6.1: Paraˆmetros utilizados na simulac¸a˜o do riser
Paraˆmetro valor unidade
Vaza˜o ma´ssica entrando no riser 5 Kg.s−1
Pressa˜o no separador 5.106 Pa
Frac¸a˜o de vazio 5 %
Temperatura na sa´ıda do riser 22 oC
Temperatura na entrada do riser 62 oC
topo do riser, respectivamente P1 e P2, sa˜o medidas e utilizadas
para calcular uma ac¸a˜o de controle que e´ aplicada no choke. A
1Software para simulac¸a˜o de escoamento multifa´sico comercializado pela Scand-
power
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modelagem deste sistema e´ bastante complexa. Um procedimento
usual consiste em utilizar equac¸o˜es diferenciais parciais que ex-
pressam as leis de conservac¸a˜o de massa, energia e movimento
para os fluidos presentes e modelos matema´ticos de elementos
como o choke, por exemplo. Um modelo simplificado baseado
em um sistema com 3 equac¸o˜es diferenciais ordina´rias e 3 estados
pode ser encontrado em [109], [110].
Manifold deequilíbrio estável
Manifold de equilíbrio instável
Figura 6.2: Abertura do choke como paraˆmetro de bifurcac¸a˜o - Um
ciclo limite esta´vel desenvolve-se a partir de uma Bifurcac¸a˜o Hopf Su-
percr´ıtica (HBsup).
O diagrama de bifurcac¸a˜o considerando a abertura do choke como
o paraˆmetro de bifurcac¸a˜o e´ apresentado na figura 6.2 e foi obtido
com os resultados da simulac¸a˜o do sistema de riser apresen-
tado na figura 6.1 no simulador OLGA2000. Nesta simulac¸a˜o
utilizou-se uma vaza˜o ma´ssica na entrada do riser de 5Kg.s−1 e
considerou-se uma pressa˜o no separador de 5.106Pa. O diagrama
de bifurcac¸a˜o da figura 6.2 e´ qualitativamente similar ao diagrama
mostrado em [109].
A variedade de equil´ıbrios esta´veis e insta´veis e´ apresentada na
figura 6.3. Nesta figura mostra-se tambe´m as curvas correspon-
dendo aos valores ma´ximos e mı´nimos do ciclo limite. A pro-
jec¸a˜o dos ciclos limite para diferente aberturas de choke no plano
(P1, P2) e´ apresentada na figura 6.4. Pode-se observar nesta figura
que a relac¸a˜o entre as presso˜es P1 e P2 no manifold de equil´ıbrio
esta´vel pode ser aproximada por uma reta.
Como pode ser visto nas figuras 6.2-6.4, uma Bifurcac¸a˜o Hopf
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Manifold deequilíbrio
estável
Manifold de equilíbrio
instável
Figura 6.3: Diagrama de bifurcac¸a˜o no plano (u(t), P1)
Figura 6.4: Diagrama de Bifurcac¸a˜o no plano (P1, P2)
supercr´ıtica desenvolve-se no ponto HBsup dos diagramas dando
origem a um ciclo limite esta´vel.
Observa-se que sem a aplicac¸a˜o de controle ativo e´ necessa´rio op-
erar o sistema com uma abertura do choke abaixo de 10% de seu
valor nominal para evitar oscilac¸o˜es na sa´ıda do sistema. A queda
de pressa˜o no choke cresce para baixas aberturas aumentando a
pressa˜o na base do riser.
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Maior pressa˜o para uma mesma vaza˜o ma´ssica significa maior con-
sumo de energia necessa´ria para o bombeamento do fluido. Por
outro lado, risers conectados diretamente a poc¸os poderiam au-
mentar a pressa˜o na frente da zona produtora causando a diminuic¸a˜o
na produc¸a˜o de o´leo. Qualquer que seja o caso e´ deseja´vel operar o
riser com uma vaza˜o na˜o oscilato´ria e com uma queda de pressa˜o
mı´nima no choke de superf´ıcie.
Diversas leis de controle lineares tem sido propostas para prevenir
oscilac¸o˜es devido ao fenoˆmeno slug-flow em risers submarinos
como em [110] e [108].
Esses controladores lineares sa˜o soluc¸o˜es va´lidas para uma faixa
de operac¸a˜o muito estreita e pode-se dizer que sa˜o soluc¸o˜es locais
para um problema na˜o linear complexo. Propo˜e-se neste trabalho
uma soluc¸a˜o alternativa baseada na Teoria de Controle de Modos
Deslizantes (Sliding Mode Control) de sistemas na˜o lineares.
Este cap´ıtulo e´ organizado como segue. Na sec¸a˜o 6.2 a lei de
controle Proporcional Integral (PI) e´ revisitada mostrando que
na˜o e´ robusta para perturbac¸o˜es na vaza˜o de entrada do riser.
Nas sec¸o˜es 6.3 e 6.4 propo˜e-se diferentes estrate´gias SMC para
controlar as oscilac¸o˜es devido o fenoˆmeno slug-flow. A estrate´gia
SMC washout e´ apresentada na sec¸a˜o 6.5. No final discute-se
algumas limitac¸o˜es do me´todo de controle proposto e propo˜e-se
melhoramentos futuros.
6.2 Revisitando a estrate´gia PI para su-
primir slug-flow
Nesta sec¸a˜o mostra-se atrave´s de simulac¸o˜es que a lei de controle
PI na˜o e´ robusta para perturbac¸o˜es na vaza˜o de entrada do riser.
Uma simulac¸a˜o foi realizada para avaliar a eficieˆncia da lei de
controle PI dada por
u(t) = kc[e(t) +
1
Ti
∫ t
0
e(τ)dτ ],
onde kc = −7.92 · 10
−6Pa−1, Ti = 49.5s, e(t) e´ o erro e a varia´vel
do processo e´ a pressa˜o P1. A versa˜o discreta do controlador PI
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implementada e´ dada por
u(k) = u(k − 1) + s0e(k) + s1e(k − 1)
onde s0 = kc(1+
Ts
Ti
), s1 = −kc, Ts = 1s e´ o tempo de amostragem
e Ti e´ o tempo de integrac¸a˜o. A sintonia do controlador PI foi
realizada utilizando regras simples de ajuste uma vez que na˜o se
dispo˜e de um modelo matema´tico de baixa ordem do processo.
Figura 6.5: Resposta do sistema controlado pelo PI para perturbac¸o˜es
na vaza˜o de entrada (5Kg.s−1 para 3.5Kg.s−1)
A simulac¸a˜o foi realizada com as seguintes caracter´ısticas:
1. a abertura do choke foi fixada em 20% e o ponto de opera-
c¸a˜o calculado a partir da curva do manifold de equil´ıbrio e´
caracterizado por (P ∗1 , P
∗
2 ) = (6.93 ·10
6 [Pa], 5.56 ·106 [Pa]);
2. em 5000s o controle e´ ligado;
3. uma perturbac¸a˜o na entrada do riser e´ aplicada em 15000s;
4. o controle e´ desligado em 25000s.
As perturbac¸o˜es na vaza˜o de entrada foram definidas da seguinte
forma: (i) de 5Kg.s−1 para 3.5Kg.s−1 e (ii) de 5Kg.s−1 para
3Kg.s−1. A mesma estrutura de simulac¸a˜o foi utilizada para
analisar e comparar os resultados com a aplicac¸a˜o de diferen-
tes estrate´gias de controle de slug. Os resultados de simulac¸a˜o
utilizando o controle PI sa˜o mostrados na figura Fig.6.5 para a
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Figura 6.6: Resposta do sistema controlado pelo PI para perturbac¸o˜es
na vaza˜o de entrada (5Kg.s−1 para 3Kg.s−1)
primeira perturbac¸a˜o e na figura Fig.6.6 para a segunda pertur-
bac¸a˜o. Como pode ser observado, o controle PI rejeita a primeira
perturbac¸a˜o mas na˜o e´ robusto o suficiente para a segunda per-
turbac¸a˜o. A fim de atacar a dificuldade causada por grandes
variac¸o˜es de vaza˜o na entrada do riser, propo˜e-se treˆs diferentes
estrate´gias de controle baseadas em Controle de modos deslizante
(Sliding Mode Control -SMC) nas sec¸o˜es seguintes.
6.3 Estrate´gia Slug SMC
A ideia principal e´ projetar uma lei de controle de modos deslizante
(SMC) que induz uma bifurcac¸a˜o grazing-sliding no sistema, [111],
mudando sua dinaˆmica e, desta forma, controlando a amplitude
do ciclo limite. Este tipo de bifurcac¸a˜o na˜o suave introduz movi-
mento deslizante parcial ao longo da superf´ıcie deslizante, re-
duzindo ou suprimindo a amplitude do ciclo limite na˜o desejado.
Para explicar essas ideias, considere um sistema geral definido por
x˙ = F (x, u(x)) (6.1)
onde x ∈ Rn e´ um vetor de estados de dimensa˜o n, e u(x) ∈ R e´
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o sinal de controle. A func¸a˜o F (x) = (F1, F2, ..., Fn) : R
n → Rn,
representa um sistema cont´ınuo na˜o suave. Assume-se que como
resultado de uma Bifurcac¸a˜o Hopf (cont´ınua ou na˜o, [112]), o sis-
tema exibe um comportamento oscilato´rio em regime permanente,
onde um ciclo limite esta´vel e´ a soluc¸a˜o da equac¸a˜o 6.1.
A bifurcac¸a˜o grazing-sliding para suprimir um ciclo limite ocorre
quando o ciclo limite e´ atravessado por uma superf´ıcie deslizante
que gera uma transic¸a˜o na˜o suave grazing-sliding onde parte da
trajeto´ria do ciclo limite permanece na superf´ıcie deslizante como
mostrado na figura 6.7.
x1
x2
x2 = m
S2
S1 ∑
Figura 6.7: Bifurcac¸a˜o Grazing-sliding induzida no sistema
Por exemplo, em um sistema com dimensa˜o 2, considere-se a
regia˜o S1 da forma
S1 := {x = (x1, x2) : x2 > m}
para um m arbitra´rio, sendo
Σ := σ(x) = {x = (x1, x2) : x2 = m}
e
S2 := {x = (x1, x2) : x2 < m}.
Com a variac¸a˜o dem, acontece uma bifurcac¸a˜o grazing-sliding e a
amplitude do ciclo limite e´ reduzida ou mesmo eliminada. Assim,
o controle de modo deslizante sugerido e´
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u = u0 +∆u sgn(σ(x)) (6.2)
onde σ(x) = 0 e´ a superf´ıcie deslizante, uma func¸a˜o dos estados do
sistema que permite a mudanc¸a de sua dinaˆmica; u0 e´ o valor da
varia´vel de controle no ponto de operac¸a˜o e ∆u e´ o valor ma´ximo
que a varia´vel de controle pode assumir a partir de u0. A func¸a˜o
sgn(·) pode ser definida como
sgn(σ(x)) =
{
−1, se σ(x) < 0;
1, se σ(x) > 0.
(6.3)
ou
sgn(σ(x)) =
{
0, se σ(x) < 0;
1, se σ(x) > 0.
(6.4)
Aplicando as equac¸o˜es acima, propo˜e-se a seguinte lei de controle
dada por
u = u0 +∆u sgn(σ), (6.5)
σ(P1, P2) = P2 − P1 + β, (6.6)
onde β = P ∗1 − P
∗
2 ; ∆u = u0 − umin; u0 e´ a abertura desejada
para o choke e umin e´ o valor da ac¸a˜o de controle no ponto de
Bifurcac¸a˜o de Hopf. A superf´ıcie de chaveamento e´ definida como
P2 = P1 − β e define-se sgn(·) para fechar o choke sempre que
σ > 0. O bias da abertura do choke u0 e´ definido no ponto de
operac¸a˜o desejado. Neste ponto P ∗1 , P
∗
2 sa˜o definidos na curva do
manifold de equil´ıbrios para uma dada vaza˜o ma´ssica de entrada
no riser como mostrado na figura 6.3.
A escolha do valor bias da abertura do choke de superf´ıcie deve
considerar dois fatores. Por um lado o valor deveria ser grande
o suficiente a fim de garantir uma queda de pressa˜o mı´nima no
choke. Por outro lado o bias na˜o deveria estar muito longe dos va-
lores que podem causar quedas de pressa˜o significativas no choke
a fim de poder responder rapidamente a`s perturbac¸o˜es. A aber-
tura do choke perto de 100% causa uma queda de pressa˜o mı´n-
ima mas dependendo das caracter´ısticas do choke uma queda de
pressa˜o significativa no choke pode ser obtida somente para valo-
res menores de 10%. A estrate´gia de controle pode ser interpre-
tada como um mecanismo que forc¸a um escoamento hipote´tico
em regime permanente que seria obtido sem o comportamento
slug-flow. Para uma vaza˜o ma´ssica de entrada de ga´s e l´ıquido
constante a pressa˜o P1 pode ser expressa como P1 = P2+β onde
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β levaria em conta os termos devido a gravidade e atrito para um
pseudo escoamento esta´vel. Para um modelo homogeˆneo simpli-
ficado de escoamento no riser pode-se escrever
P1 − P2 =
mgr +mlr
A
g +
fρ¯v¯2
2dr
h, (6.7)
onde A e´ a sec¸a˜o do duto; mgr e mlr sa˜o a massa do ga´s e a
massa do l´ıquido no riser ; ρ¯ e´ a densidade me´dia do fluido; v¯
e´ a velocidade me´dia do fluido no riser ; h e´ a comprimento do
riser ; f e´ o fator de atrito; dr e´ o diaˆmetro do riser. Na equac¸a˜o
6.7 o primeiro termo corresponde a contribuic¸a˜o da gravidade e o
segundo ao do atrito. A qualquer momento em que o relaciona-
mento entre P1 e P2 dado pela equac¸a˜o 6.7 e´ violado, uma ac¸a˜o e´
tomada na abertura do choke para forc¸ar o relacionamento P1, P2
desejado. Obviamente isto e´ feito de uma forma que fornec¸a uma
abertura de choke desejada que minimiza P1 e consequentemente
a energia utilizada para elevar o ga´s e o l´ıquido entrando no riser.
A resposta temporal em malha aberta e´ apresentada na figura
6.8. Em t = 5000s o sistema de controle proposto e´ ligado. Em
t = 15000s uma perturbac¸a˜o na vaza˜o de entrada (de 5Kg.s−1
a 3.5Kg.s−1) foi aplicada. Pode-se observar na figura 6.8 e 6.9
que a amplitude das oscilac¸o˜es e´ diminu´ıda em torno do ponto de
operac¸a˜o quando o controle e´ ligado.
Como pode ser observado na figura 6.8, apo´s o desligamento do
controle, em t = 250000s, as oscilac¸o˜es retornam ao sistema. O
diagrama de espac¸o de estados, no plano (P1, P2), e´ apresentado
na figura 6.9.
A te´cnica de controle SMC proposta opera bem para pequenas
perturbac¸o˜es na vaza˜o de entrada do riser mas a ac¸a˜o de controle
chaveia permanentemente para manter o equil´ıbrio no ponto de
operac¸a˜o.
6.4 Uma estrate´gia slug SMC modifi-
cada
O desenvolvimento da estrate´gia SMC na sec¸a˜o 6.3 na˜o e´ eficiente
para suprimir as oscilac¸o˜es de pressa˜o e vaza˜o no riser ja´ que a
ac¸a˜o de controle chaveia permanentemente a fim de manter o equi-
l´ıbrio no ponto de operac¸a˜o. Isto seria muito prejudicial para a
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Figura 6.8: Resposta do sistema no tempo com a estrate´gia de controle
SMC (Malha aberta e com controle realimentado aplicado). a) abertura
do choke; b) estados do sistema
Figura 6.9: Diagrama de espac¸o de estados no plano (P1, P2)
integridade do choke. Uma outra caracter´ıstica de controle dese-
jada e´ manter a abertura do choke pro´xima a 100% enquanto as
oscilac¸o˜es sa˜o suprimidas. Isto representa uma reduc¸a˜o significa-
tiva na poteˆncia necessa´ria para bombear o fluido multifa´sico para
a superf´ıcie. Nesta sec¸a˜o propo˜e-se uma mudanc¸a no algoritmo
de controle para minimizar o chaveamento no sinal de controle.
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A ideia e´ combinar duas leis de controle (i) o controle utilizado na
sec¸a˜o 6.3 e (ii) uma forma discreta da lei de controle PI conforme
apresentada na sec¸a˜o 6.2 por meio de uma func¸a˜o convexa como
u(t) = µ uSMC + (1− µ) uPI , (6.8)
uSMC = u0 +∆u sgn(σ), (6.9)
onde
σ = P2 − P1 + β.
uPI(k) = uPI(k − 1) + s0 e(k) + s1 e(k − 1), (6.10)
onde uSMC e´ a lei de controle de chaveamento dada por 6.9 e uPI
e´ o controle PI 6.10, com e(k) = P ∗1 (k)− P1(k).
O paraˆmetro µ = µ(P1, P2) fornece uma transic¸a˜o suave entre
as leis de controle de tal forma que se as trajeto´rias esta˜o longe
do ponto de equil´ıbrio enta˜o µ tende a 1; de outra forma µ se
aproxima de 0. O paraˆmetro µ e´ definido como
µ = 1
1+eγ(λ−δ)
λ(P1, P2) = (
P1
P∗1
− 1)2 + ( P2P∗2
− 1)2
(6.11)
onde P ∗1 e´ o ponto de operac¸a˜o para a pressa˜o de fundo e P
∗
2 e´
o valor desejado para a pressa˜o na entrada do choke de super-
f´ıcie. Os valores dos paraˆmetros para os controladores definidos
pelas equac¸o˜es 6.9, 6.10 e 6.11 sa˜o apresentados na Tabela 6.2.
O paraˆmetro β e´ definido como β = P ∗1 − P
∗
2 . A resposta do
Tabela 6.2: Paraˆmetros da lei de controle
Paraˆmetro Valor Unidade
u0 0.2
∆u 0.12
s0 −8.08 · 10
−6 Pa−1
s1 7.92 · 10
−6 Pa−1
γ 8/δ
δ 0.008
sistema com a lei de controle proposta para uma perturbac¸a˜o na
vaza˜o ma´ssica de entrada no riser e´ mostrada na figura 6.10 e o
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diagrama de espac¸o de estados e´ apresentado na figura 6.11. O
tempo de amostragem adotado foi Ta = 1s. Em t = 15000s, a
Figura 6.10: Respostas de controle e sa´ıda com a lei de controle modi-
ficada (6.8) para uma perturbac¸a˜o na entrada
Figura 6.11: Diagrama de espac¸o de estados para o sistema com a lei
de controle modificada (6.8)
vaza˜o ma´ssica de entrada no riser e´ reduzida de 5kg/s to 3.5kg/s.
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Esta perturbac¸a˜o muda as condic¸o˜es de operac¸a˜o do processo. A
estrate´gia de controle SMC proposta controla o sistema reduzindo
a amplitude das oscilac¸o˜es.
Em t = 25000s, o controle e´ desligado e o sistema comec¸a a exibir
oscilac¸o˜es de pressa˜o e vaza˜o novamente. Isto acontece porque o
valor de abertura de choke encontra-se na regia˜o de instabilidade.
Uma desvantagem de usar o algoritmo SMC discutido nesta Sec¸a˜o
e´ que na˜o e´ poss´ıvel estabilizar o sistema para grandes pertur-
bac¸o˜es na vaza˜o.
6.5 Controle Slug Washout SMC
Todas as te´cnicas apresentadas anteriormente para o controle de
golfadas utilizam refereˆncias para obter a lei de controle. Essas
estrate´gias tem um problema quando ocorrem mudanc¸as na vaza˜o
ma´ssica entrando no riser. Mesmo um escoamento estabilizado
ira´ exibir valores diferentes para P1 e P2 frente a diferentes vazo˜es
ma´ssicas de ga´s ja´ que os termos devido a gravidade e atrito na
expressa˜o para a queda de pressa˜o no riser bem como a queda de
pressa˜o no choke crescem com o aumento da vaza˜o.
Para a te´cnica de controle de modos deslizante a manutenc¸a˜o
da refereˆncia frente a mudanc¸as na vaza˜o ma´ssica entrando no
riser significam requerer que o sistema opere em um ciclo limite
na˜o suficientemente colapsado ou exigir o estabelecimento de um
escoamento infact´ıvel.
Visto que o objetivo pra´tico e´ estabilizar a vaza˜o mantendo o
choke com uma queda de pressa˜o mı´nima, a ide´ia de refereˆncia
de pressa˜o perde significado. Poderia-se dizer que o problema de
controle e´ bem resolvido se as presso˜es e vazo˜es enquanto o choke
de superf´ıcie e´ mantido aberto bem acima do valor que caracter-
iza o in´ıcio do ciclo limite. A ideia e´ desenvolver um estrate´gia
de controle que suprime as oscilac¸o˜es enquanto mante´m a aber-
tura do choke operando em torno de um valor desejado. Se as
oscilac¸o˜es sa˜o suprimidas as presso˜es resultantes sera˜o uma con-
sequeˆncia da vaza˜o ma´ssica de entrada, caracter´ısticas do fluido
e geometria do sistema.
A fim de atender as restric¸o˜es propo˜e-se neste Sec¸a˜o uma nova
estrate´gia SMC para rejeitar perturbac¸o˜es na vaza˜o de entrada
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do riser baseada em filtros washout. Os filtros washout sa˜o usa-
dos intensivamente para controlar sistemas cao´ticos por meio de
te´cnicas baseadas na teoria de bifurcac¸o˜es [113] e em sistemas
de controle de voˆo [114]. Recentemente, filtros washout foram
aplicados em inversores de eletroˆnica de poteˆncia em conjunto
com controladores SMC a fim de rejeitar perturbac¸o˜es de carga
[115]. Um filtro washout e´ um filtro passa alta linear que elim-
ina a componente de regime permanente da entrada enquanto
permite a passagem da componente transiente. A utilizac¸a˜o de
filtros washout assegura que todos os pontos de equil´ıbrio do sis-
tema original sejam preservados no sistema controlado, i. e., sua
localizac¸a˜o permanece inalterada.
A func¸a˜o de transfereˆncia de um filtro washout t´ıpico e´ dada por
GF (s) =
s
s+ w
= 1−
w
s+ w
,
onde w denota a reciproca da constante de tempo do filtro que e´
positiva para filtros estaveis. Assume-se que seja poss´ıvel filtrar
a varia´vel x para obter um novo sinal xF e definir uma varia´vel
auxiliar z de forma a satisfazer a seguinte equac¸a˜o
xF = x− z.
Enta˜o o efeito do filtro washout pode ser representado por meio
de uma equac¸a˜o diferencial adicional,
dz
dt
= w(x− z). (6.12)
Dois filtros washout sa˜o utilizados, um para P1 e outro para P2
de tal forma que
z˙1 = w1(P1 − z) = w1p˜1
z˙2 = w2(P2 − z) = w2P˜2
onde p˜1, p˜2 sa˜o as presso˜es filtradas no fundo e na superf´ıcie, w1 =
2π
5 f1 e w2 =
2π
5 f2 sa˜o constantes do filtro washout projetadas a
partir das frequeˆncias f1, f2 medidas a partir dos resultados de
simulac¸a˜o.
uWSMC = u0 +∆u sgn(σ), (6.13)
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onde
σ(P˜1, P˜2) = P˜2 − P˜1. (6.14)
Note que 6.14 e´ similar a 6.6 mas agora o paraˆmetro β e´ nulo. A
superf´ıcie de deslizamento e´ agora definida como P˜2 = −P˜1 e ela
na˜o depende do ponto de operac¸a˜o.
Em t = 10000s o controle automa´tico e´ ligado e em t = 30000s
vaza˜o de entrada no riser e´ reduzida de 5kg/s para 3kg/s.
Em t = 50000s o controle e´ novamente desligado e o sistema re-
torna ao comportamento oscilato´rio. Os resultados de simulac¸a˜o
sa˜o apresentados na figura 6.12.
Figura 6.12: Resposta de controle e sa´ıdas do sistema com o slug
washout SMC para perturbac¸a˜o na vaza˜o de entrada do riser
O diagrama de espac¸o de estados no plano (P1 − P2) e´ mostrado
na figura 6.13. Como pode ser visto, a lei de controle proposta
estabiliza o processo e ao mesmo tempo permite operar com aber-
turas do choke em toda a faixa de operac¸a˜o. Uma desvantagem
de utilizar a lei de controle proposta e´ a presenc¸a de componentes
de alta frequeˆncia na ac¸a˜o de controle devido ao chaveamento
(chattering).
Controle de escoamento em risers 271
Figura 6.13: Diagrama de espac¸o de estados do sistema com slug
washout SMC
6.6 Concluso˜es
A falta de robustez no controle de oscilac¸o˜es devido ao fenoˆmeno
slug-flow em risers submarinos utilizando o sistema de controle
cla´ssico PI foi abordada neste trabalho aplicando te´cnicas SMC.
Treˆs controladores SMC diferentes foram propostos para supri-
mir as oscilac¸o˜es devido o fenoˆmeno slug-flow em risers. Resul-
tados de simulac¸a˜o foram obtidos utilizando o software OLGA
a fim de comparar as diferentes estrate´gias SMC sujeitas a per-
turbac¸o˜es na vaza˜o ma´ssica na entrada do riser de 5Kg.s−1 to
3Kg.s−1. A te´cnica SMC revela-se uma forma robusta de su-
primir os ciclo limites quando o modelo matema´tico do processo
na˜o e´ dispon´ıvel na pra´tica. A dinaˆmica do sistema riser apresen-
tando o comportamento slug-flow em malha aberta com ponto de
operac¸a˜o desconhecido foi tratado neste trabalho utilizando filtros
washout. Esta situac¸a˜o se manifesta na presenc¸a de perturbac¸o˜es
na vaza˜o ma´ssica de entrada no riser. Um obsta´culo pra´tico para
a aplicac¸a˜o da te´cnica SMC padra˜o no campo e´ a componente
de alta frequeˆncia no sinal de controle produzido conhecida como
chattering. Este problema pode levar ao desgaste prematuro de
elementos do choke. A presenc¸a do efeito chattering na ac¸a˜o de
controle podera´ ser eliminada com futuros trabalhos utilizando-
se controladores de modos deslizante de alta ordem (High Order
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Sliding Mode - HOSM controllers) ou ajustando a func¸a˜o sign()
por uma func¸a˜o suave cont´ınua, mantendo dentro do poss´ıvel as
condic¸o˜es de atratividade do sistema comutado.
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Cap´ıtulo 7
Concluso˜es e
desenvolvimentos
futuros
Este trabalho apresentou as seguintes contribuic¸o˜es:
– Modelagem da operac¸a˜o de elevac¸a˜o de petro´leo via injec¸a˜o
cont´ınua de ga´s (GLC),
– desenvolvimento de um algoritmo de controle MPC distribu´ıdo,
– desenvolvimento de uma te´cnica de controle MPC para sis-
temas na˜o lineares
– aplicac¸a˜o de 2 te´cnicas de controle para um sistema consti-
tu´ıdo por um manifold de gas-lift e um grupo de poc¸os
– aplicac¸a˜o de controle na estabilizac¸a˜o do escoamento em um
riser submarino.
Alguns desenvolvimentos futuros do trabalho sa˜o:
– Estudar um mecanismo para que o modelo fenomenolo´gico
da elevac¸a˜o por gas-lift fornec¸a uma relac¸a˜o em regime per-
manente de melhor qualidade.
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– Para o modelo da relac¸a˜o pwf = f(qinj) em regime perma-
nente desenvolver uma metodologia baseada na utilizac¸a˜o
de um simulador de fenomenolo´gico de regime permanente
e te´cnicas do tipo Montecarlo que permita obter seus paraˆ-
metros em func¸a˜o das caracter´ısticas do poc¸o.
– Desenvolver um me´todo nume´rico robusto para resolver o
problema de programac¸a˜o quadra´tica com restric¸a˜o quadra´tica
para a te´cnica PNMPC com requisito de estabilidade na
func¸a˜o objetivo.
– Para a aplicac¸a˜o da te´cnica PNMPC no controle de um
grupo de poc¸os e manifold de gas-lift, testar a inclusa˜o de
requisitos para o controle do separador a´gua-o´leo e ga´s no
lugar de minimizar as oscilac¸o˜es das vazo˜es de produc¸a˜o.
– Estudar a aplicac¸a˜o de controladores de modos deslizante de
alta ordem (High Order Sliding Mode - HOSM controllers)
ou substituic¸a˜o da func¸a˜o sign() por uma func¸a˜o suave con-
t´ınua para diminuir ao ma´ximo a presenc¸a do efeito chatter-
ing na ac¸a˜o de controle dos risers submarinos.
– A te´cnica de controle preditivo baseado em modelo para sis-
temas na˜o lineares desenvolvida obte´m a representac¸a˜o lin-
earizada do sistema de forma nume´rica a cada instante de
amostragem e por isso pode fazer uso das mais diversas for-
mas de representac¸a˜o do sistema a ser controlado. Por outro
lado existe um desenvolvimento tecnolo´gico muito grande na
produc¸a˜o de simuladores nume´ricos de reservato´rios que sa˜o
utilizados para representar o comportamento dos mesmos.
Um trabalho futuro interessante e´ aplicar a te´cnica de con-
trole preditivo desenvolvida no controle da produc¸a˜o de um
reservato´rio utilizando como modelo do sistema um simula-
dor nume´rico de reservato´rio. Acredita-se que o tempo de
amostragem nesta aplicac¸a˜o seria muito grande comparado
com os tempos necessa´rios para a obtenc¸a˜o da representac¸a˜o
linearizada do sistema o que facilitaria a implementac¸a˜o da
te´cnica.
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Apeˆndice A
Introduc¸a˜o ao
Controle Preditivo
Baseado em Modelo
A.1 Introduc¸a˜o
Uma introduc¸a˜o a`s te´cnicas de Controle Preditivo baseado em
Modelo pode ser encontrada em [116], [77], etc. A ide´ia da
predic¸a˜o para o ca´lculo da ac¸a˜o de controle na˜o e´ nova. A ac¸a˜o
derivativa do cla´ssico Controle PID utiliza uma forma de predic¸a˜o
atrave´s da ac¸a˜o derivativa expressa pelo termo kd
dy
dt . O Preditor
de Smith [117] ja´ utilizava uma forma de predic¸a˜o para a compen-
sac¸a˜o do tempo morto. A ide´ia e´ simples e intuitiva. Conhecendo
o comportamento do sistema (modelo entrada-sa´ıda) determinar
a sequeˆncia de ac¸o˜es de controle a serem tomadas no futuro de
forma a seguir uma trajeto´ria desejada tambe´m conhecida com
o mı´nimo de esforc¸o. Aplicar a primeira ac¸a˜o da sequ¨encia e no
instante seguinte repetir o processo.
Um bom exemplo da aplicac¸a˜o de controle preditivo para na˜o es-
pecialistas e´ aquele praticado pelo motorista de um automo´vel.
Conhecendo o ve´ıculo que dirige o motorista observa a pista desde
o trecho que esta´ logo a sua frente como aquele que esta´ mais
afastado e toma as ac¸o˜es necessa´rias para seguir sua trajeto´ria.
Se olhasse somente para o trecho logo a sua frente teria de fazer
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seguidos movimentos na direc¸a˜o corrigindo a trajeto´ria do ve´ıculo.
Olhando somente para o trecho mais afastado poderia deixar de
fazer um seguimento correto e andar ate´ mesmo na contrama˜o.
E´ olhando um trecho que vai desde os primeiros metros a frente
do ve´ıculo e alguma distaˆncia mais a frente que o motorista con-
segue seguir a trajeto´ria com pequenos movimentos corretivos na
direc¸a˜o e na acelerac¸a˜o. O comprimento da pista ou o a distaˆn-
cia a ser percorrida sob ana´lise representa aqui o horizonte de
predic¸a˜o.
Em geral as te´cnicas de controle preditivo baseado em modelo
teˆm em comum a minimizac¸a˜o de uma func¸a˜o custo.
Suponha que deseje-se fazer uma viagem de automo´vel de forma
segura, conforta´vel, ra´pida e econoˆmica. Para isto se enumeram
os seguintes objetivos:
– seguir na pista da direita,
– terminar a viagem em tempo mı´nimo,
– seguir as pra´ticas seguras e regras de traˆnsito obedecendo os
limites de velocidade,
– fazer uma viagem conforta´vel.
– gastar o mı´nimo de combust´ıvel.
Se o ve´ıculo fosse dotado de sensores e acionadores adequados
poderia ser conduzido por um processador que minimizasse uma
func¸a˜o objetivo na forma de uma expressa˜o matema´tica. Mesmo
atuando de forma manual o motorista age como se minimizasse
uma func¸a˜o custo pois minimiza os desvios da trajeto´ria mantendo-
se na pista da direita. Minimiza o afastamento da velocidade
ideal respeitando as restric¸o˜es impostas pela sinalizac¸a˜o e dis-
taˆncia mı´nima do ve´ıculo a sua frente. Minimiza o desconforto
adaptando a velocidade as condic¸o˜es da pista. Minimiza o gasto
de combust´ıvel selecionando a marcha ideal para a velocidade do
ve´ıculo e posic¸a˜o do pedal do acelerador.
Assim ao vislumbrar um buraco na estrada o motorista cria um
modelo do comportamento do carro para este cena´rio. Ele en-
ta˜o faz uma ponderac¸a˜o dos objetivos que deve seguir. Como
a varia´vel de maior importaˆncia e´ a trajeto´ria (na˜o pode dirigir
na contra-ma˜o) na˜o desvia do buraco mas diminui a velocidade
abaixo da ideal para minimizar os solavancos. No final como
o seguimento da trajeto´ria tem mais peso que o seguimento da
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velocidade ideal e ha´ um peso para o n´ıvel de solavancos, a mini-
mizac¸a˜o da func¸a˜o objetivo resulta na viagem com as caracter´ıs-
ticas desejadas.
Para finalizar deve-se mencionar a necessidade do constante ajuste
do modelo frente as obervac¸o˜es ou medic¸o˜es das varia´veis do pro-
cesso. No exemplo da viagem do carro isto se manifesta, por
exemplo, quando o motorista detecta que o ve´ıculo sacoleja mais
ou menos do que o previsto. Isto e´ observado pelo motorista e
sera´ levado em considerac¸a˜o nas sua predic¸o˜es futuras.
O controle preditivo baseado em modelo (mpc) e´ uma das te´c-
nicas de controle moderno mais potentes e provavelmente a que
teve mais eˆxito em aplicac¸o˜es industriais [118] principalmente na
indu´stria do petro´leo. As principais causas deste eˆxito devem-se
a que as estrategias de mpc podem ser aplicadas tanto a sistemas
monovaria´veis como multivariaveis lineares ou na˜o lineares, as
restric¸o˜es nas sa´ıdas e nas ac¸o˜es de controle podem ser consider-
adas no projeto da lei de controle em tempo real e, pela pro´pria
definic¸a˜o dos algoritmos, podem ser usadas para controlar pro-
cessos com atrasos [119].
O mpc na˜o e´ uma estrate´gia de controle espec´ıfica, mas e´ o
nome dado a um conjunto muito grande de me´todos de con-
trole que foram desenvolvidos considerando algumas ideias co-
muns baseadas no conceito de predic¸a˜o. Na figura A.1 mostra-se
a estrutura geral de um mpc onde pode ser observado o funciona-
mento do algoritmo: com o controle e o erro atuais e um modelo
calcula-se primeiro a predic¸a˜o da sa´ıda futura do processo; com
estas informac¸o˜es um mo´dulo de otimizac¸a˜o calcula o sinal de con-
trole a ser aplicado ao processo no pro´ximo passo considerando
a minimizac¸a˜o de um determinado ı´ndice de desempenho e as
restric¸o˜es nas varia´veis de processo e/ou de controle [48].
A maioria dos sistemas reais teˆm dinaˆmica na˜o linear, pore´m
quando o processo opera numa pequena faixa enta˜o a sua dinaˆmica
pode ser aproximada satisfatoriamente atrave´s de modelos line-
ares. Isto tem motivado a que muitas te´cnicas de mpc foram
abordadas utilizando modelos lineares: Matriz Dinaˆmica de Con-
trole (dinamic matrix control-dmc), [120]; Controle Algor´ıt-
mico Baseado em Modelo (model algorithm control-mac),
[121]; Controle Preditivo Generalizado (generalized predic-
tive control-gpc), [122]); Controle Preditivo Adaptativo (ex-
tended predictive self adaptive control-epsac), [123].
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Figura A.1: Diagrama de Blocos do Algoritmo de Controle Preditivo
Baseado em Modelo
Sa˜o muitas as aplicac¸o˜es de controle baseadas em softwares com-
erciais que implementam lmpc nas refinarias de petro´leo no Brasil
e no mundo [48].
As principais vantagens do lmpc esta˜o vinculadas as facilidades
de obtenc¸a˜o de modelos lineares, se comparados aos na˜o lineares, e
as menores dificuldades para se resolver os problemas de otimiza-
c¸a˜o associados. Pore´m, quando os processos teˆm dinaˆmica muito
na˜o linear ou quando a faixa de operac¸a˜o e´ varia´vel, enta˜o neces-
sariamente devera´ ser tomado em conta o modelo na˜o linear no
projeto do controle, de forma que permita manter o desempenho
desejado para o sistema em malha fechada.
Do ponto de vista conceitual o mpc na˜o linear (nmpc) na˜o ap-
resenta dificuldades. Considerando a mesma func¸a˜o objetivo (J)
que no caso linear e um modelo na˜o linear para o ca´lculo das pre-
dic¸o˜es o objetivo consiste novamente em encontrar o controle que
minimize a func¸a˜o objetivo num algoritmo de horizonte deslizante.
Ja´ do ponto de vista pra´tico sa˜o va´rias as dificuldades encontradas
neste problema (se comparado ao caso linear): (a) a determinac¸a˜o
do modelo do processo quando deve ser obtido por identificac¸a˜o,
(b) a obtenc¸a˜o do sinal de controle requer, em geral, a soluc¸a˜o
de um problema otimizac¸a˜o na˜o convexo e (c) a ana´lise de esta-
bilidade e robustez da soluc¸a˜o. Por estes motivos o nmpc e´ um
campo aberto para pesquisas tanto na a´rea de determinac¸a˜o de
modelos como nos procedimentos e algoritmos de otimizac¸a˜o para
o ca´lculo do controle [48, 124].
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A.2 Conceitos Ba´sicos de MPC
Os algoritmos mpc possuem algumas caracter´ısticas comuns [48]:
(a) usam ummodelo expl´ıcito do processo e das perturbac¸o˜es para
predizer a sa´ıda do mesmo num determinado horizonte finito; (b)
calculam as ac¸o˜es de controle para todo o horizonte a partir da
minimizac¸a˜o de uma determinada func¸a˜o objetivo; (c) o horizonte
e´ deslizante, pelo que para cada per´ıodo de amostragem o hori-
zonte e´ deslocado um passo para frente, aplica-se unicamente a
ac¸a˜o de controle de aquele instante e desconsidera-se o resto dos
controles dentro do horizonte.
As diferenc¸as entre os diversos algoritmos existentes devem-se ba-
sicamente a` forma de escolher os modelos para o processo e as
perturbac¸o˜es, ao tipo de func¸a˜o objetivo e ao procedimento para
manipular as restric¸o˜es e o ca´lculo do controle [125].
O modelo de predic¸a˜o e´ provavelmente o elemento mais impor-
tante dentro do controlador dado que ele deve ser capaz de re-
presentar adequadamente a dinaˆmica do processo para permitir o
ca´lculo das predic¸o˜es da sua sa´ıda, ser intuitivo e ao mesmo tempo
permitir uma ana´lise teo´rica do sistema. As diferentes estrategias
de mpc utilizam diferentes formas para representar as relac¸o˜es
entre entradas manipuladas, perturbac¸o˜es e sa´ıdas do processo.
Em geral o modelo e´ separado em duas partes: no modelo do
processo propriamente dito e no modelo das perturbac¸o˜es; ambos
necessa´rios para o ca´lculo das predic¸o˜es. Os modelos lineares sa˜o
os mais usados na pra´tica para representar o processo e podem
ser de entrada sa´ıda (resposta impulsiva, resposta ao degrau e
func¸a˜o de transfereˆncia) ou de varia´veis de estado.
Os modelos de resposta impulsiva ou ao degrau sa˜o bastante uti-
lizados na pra´tica por oferecem as seguintes vantagens: (a) sa˜o in-
tuitivos e podem ser usados em plantas multivaria´veis sem acres-
centar complexidade; (b) quando identificados na˜o precisam de
conhecimento a-priori do processo e (c) descrevem de maneira
simples efeitos mais complexos da dinaˆmica do processo como
atrasos e comportamentos de fase na˜o minima. Por outro lado
apresentam alguns inconvenientes: (a) na˜o podem ser usados com
plantas insta´veis e (b) necessitam utilizar um grande nu´mero de
paraˆmetros para descrever o modelo, sobre tudo se o processo
tiver um atraso grande.
O modelo de func¸a˜o de transfereˆncia tem como vantagens prin-
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cipais que pode ser usado para plantas insta´veis e que precisa,
em geral, de poucos paraˆmetros para descrever o comportamento
do sistema (o atraso, por exemplo, pode ser descrito apenas com
um paraˆmetro). Ja´ seu principal inconveniente e´ a necessidade
de conhecer a priori a ordem dos polinomios numerador e deno-
minador quando o modelo deve ser identificado a partir de dados
experimentais.
Os modelos de espac¸o de estados podem ser usados diretamente
para processos multivariaveis e na˜o lineares. Como inconvenientes
cabe mencionar que em geral os estados na˜o tem significado f´ısico
e que na maioria das vezes e´ necessa´rio o uso de observadores,
aumentando assim a complexidade de ca´lculo do controle.
Os modelos na˜o lineares sa˜o geralmente usados para descrever
a dinaˆmica do processo quando os modelos lineares na˜o geram
bons resultados. Modelos fenomenolo´gicos [126], emp´ıricos [127],
redes neurais [128] ou lo´gica nebulosa [129] podem ser usados
em agumas aplicac¸o˜es para determinar o modelo de predic¸a˜o. O
inconveniente no uso destes modelos e´ a maior complexidade tanto
no procedimento de obtenc¸a˜o do modelo do processo quanto no
ca´lculo da lei de controle.
A escolha de um modelo para as perturbac¸o˜es e´ ta˜o importante
quanto a do processo. O modelo mais utilizado para a descric¸a˜o
de perturbac¸o˜es deterministicas e estoca´sticas e´ o conhecido como
modelo autoregressivo integrado de media mo´vel (Auto-Regressive
and Integrated Moving Average, ARIMA) [122]. Este modelo
permite representar mudanc¸as aleato´rias, ”off-sets”e outros fenoˆ-
menos normalmente encontrados no meio industrial.
A func¸a˜o objetivo a ser minimizada pode ter diferentes formas
mas a mais utilizada e´ do tipo quadra´tica contendo o somato´rio
do quadrado do erro entre uma trajeto´ria desejada e a trajeto´ria
obtida ao longo de um horizonte de predic¸a˜o e o somato´rio do
quadrado dos incrementos de ac¸a˜o de controle em um horizonte
de controle [125].
Seja
- J uma func¸a˜o custo;
- k a denominac¸a˜o do instante de tempo ou amostra atual,
k−1 o instante anterior e k+ j o instante j depois do atual;
- p o horizonte de predic¸a˜o ou nu´mero de amostras depois
da amostra atual onde as predic¸o˜es e trajeto´rias futuras sa˜o
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consideradas;
- m o horizonte de controle ou nu´mero de amostras onde as
entradas sa˜o manipuladas para minimizar a func¸a˜o custo;
- y˜(k + j/k) a sa´ıda y no instante j depois do instante atual
k calculada com o modelo do sistema;
- ∆u(k+ i) a variac¸a˜o na ac¸a˜o de controle no instante (k+ i)
com relac¸a˜o a ac¸a˜o de controle no instante anterior u(k+ i−
1). Ou seja ∆u(k + i) = u(k + i)− u(k + i− 1).
Uma func¸a˜o custo gene´rica e´ dada pela equac¸a˜o (A.1) onde o
termo Jseg. ref. leva em conta o seguimento de refereˆncia e o termo
Jesf. cont. o esforc¸o de controle.
J = Jseg. ref. + Jesf. cont. (A.1)
Para um sistema com uma entrada e uma sa´ıda (SISO - Single
Input Single Output) uma func¸a˜o custo t´ıpica e´ a apresentada na
equac¸a˜o (A.2).
J =
N1+p−1∑
j=N1
γj(y˜(k + j)− r(k + j))
2 +
m−1∑
i=0
λi∆u(k + i)
2. (A.2)
Na equac¸a˜o (A.2) γj e λj sa˜o as ponderac¸o˜es, respectivamente
sobre o seguimento de refereˆncia e o esforc¸o de controle. Em
muitos casos as ponderac¸o˜es para o caso SISO sa˜o constantes.
N1 e´ o nu´mero de amostras que determina o in´ıcio do horizonte
de predic¸a˜o. O problema a ser resolvido e´ obter o vetor ∆u =[
∆u(k) ∆u(k + 1) · · · ∆u(k +m− 1)
]T
que minimiza a func¸a˜o
Custo J sujeito a restric¸o˜es sobre os incrementos de controle ∆u,
as ac¸o˜es de controle u =
[
u(k) u(k + 1) · · · u(k +m− 1)
]T
e a sa´ıda predita
y˜(k + j) =
[
y˜(k + 1) y˜(k + 2) · · · y˜(k + p)
]T
.
Para sistemas lineares as predic¸o˜es podem ser facilmente escritas
em func¸a˜o das ac¸o˜es de controle futuras de forma linear. Isto
da´ origem a um problema de minimizac¸a˜o de uma func¸a˜o Custo
Quadra´tica. As diferentes te´cnicas de Controle Preditivo Baseado
em Modelo para sistemas lineares diferenciam-se principalmente
pela forma como os seguintes elementos sa˜o representados:
– Modelo dinaˆmico do sistema
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– Modelo da perturbac¸a˜o
– Func¸a˜o Custo
– Forma de obtenc¸a˜o da Lei de Controle
Para sistemas dinaˆmicos representados por modelos entrada-sa´ıda
lineares os modelos dinaˆmicos mais comuns sa˜o:
– Representac¸a˜o por Resposta ao Impulso
– Representac¸a˜o por Resposta ao degrau
– Representac¸a˜o por Func¸a˜o de Transfereˆncia
A.2.1 Tipos de Controle Preditivo para Sistemas
Lineares
Os tipos de controle preditivo mais conhecidos sa˜o:
→ Model Predictive Heuristic Control ou Model Algorithmic
Control (MAC) - Utiliza o modelo do sistema baseado na res-
posta ao impulso. Por basear-se na resposta ao impulso e´ um
me´todo de controle preditivo va´lido para sistemas esta´veis.
A trajeto´ria e´ desejada tem uma dinaˆmica de primeira or-
dem que evolui desde a sa´ıda atual ate´ a refereˆncia desejada.
Os horizontes de predic¸a˜o e controle sa˜o iguais.
→ Dynamic Matrix Control - Utiliza o modelo do sistema baseado
na resposta ao degrau.
→ Predictive Functional Control (PFC) - Utiliza modelo do
tipo equac¸a˜o de estados e e´ aplica´vel a processos lineares
e na˜o lineares, esta´veis e insta´veis. No lugar de buscar o
seguimento de refereˆncia ao longo do horizonte de predic¸a˜o,
este me´todo busca a coincideˆncia das predic¸o˜es com alguns
pontos da trajeto´ria desejada. A ac¸a˜o de controle consiste
em uma combinac¸a˜o de func¸o˜es base pre´-selecionadas.
→ Extended Prediction Self Adaptive Control - Utiliza modelo
baseado em Func¸a˜o de Transfereˆncia. Uma caracter´ıstica
marcante deste me´todo e´ que o horizonte de controle e´ igual
a 1.
→ Generalized Predictive Control (GPC) - Me´todo proposto
por Clarke et al. [130]. Utiliza o modelo CARIMA para
as predic¸o˜es. Um aspecto importante do algoritmo GPC
e´ a forma como trata o erro de modelagem. As predic¸o˜es
incorporam a integral do erro filtrado.
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A.2.2 DMC - Dynamic Matrix Control
Desenvolvido nos anos setenta por Cutler e Ramaker da em-
presa Shell, a te´cnica de Controle Preditivo DMC e´ uma das
mais utilizadas na indu´stria, principalmente em petroqu´ımicas
[116]. A te´cnica de controle preditivo DMC (Dynamic Matrix
Control) utiliza a representac¸a˜o do modelo da planta na forma
na˜o parame´trica. As sa´ıdas da planta sa˜o calculadas baseadas na
resposta ao degrau unita´rio de cada entrada. Para um sistema de
uma entrada e uma sa´ıda esta´vel e linear pode-se escrever
y(k) =
∞∑
i=1
gi∆u(k − i) + η(k), (A.3)
onde gi sa˜o os elementos do vetor resposta ao degrau unita´rio
na entrada. Utilizando-se a equac¸a˜o (A.3) para escrever-se a
predic¸a˜o da sa´ıda y em um instante j unidades de tempo de
amostragem futuros teˆm-se
y˜(k + j/k) =
∞∑
i=1
gi∆u(k + j − i) + η˜(k + j/k) (A.4)
A equac¸a˜o (A.4) pode ser reescrita dividindo-se o tempo entre
1 : j e (j + 1) :∞.
y˜(k+j/k) =
j∑
i=1
gi∆u(k+j−i)+
∞∑
i=j+1
gi∆u(k+j−i)+η˜(k+j/k)
(A.5)
Deve-se observar que se substitu´ımos os limites do somato´rio do
primeiro termo a` direita da equac¸a˜o (A.5) verifica-se que este
termo representa a contribuic¸a˜o das entradas [∆u(k), . . . ∆u(k+
j−1)] na sa´ıda do processo enquanto que o segundo termo repre-
senta o efeito de todas as entradas desde (k − 1) ate´ (k + j −∞)
ou (−∞). Ou seja, o primeiro termo representa a mudanc¸a do
processo devido as mudanc¸as nas ac¸o˜es de controle futuras en-
quanto o segundo termo representa a sa´ıda do processo no ins-
tante (k + j) devido as entradas que ocorreram ate´ o momento
(k − 1). A te´cnica DMC supo˜e que os erros de modelagem ou
perturbac¸o˜es futuras η˜(k+j/k) sa˜o todas iguais a que ocorreu no
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instante k, ou η(k). Enta˜o
η˜(k + j/k) = ym(k)− y˜(k/k), (A.6)
onde ym(k) e´ o valor da sa´ıda real no instante k, mas
η˜(k + j/k) = ym(k)−
∞∑
i=1
gi∆u(k − i) e (A.7)
substituindo-se (A.7) em (A.5) teˆm-se
y˜(k+j/k) =
j∑
i=1
gi∆u(k+j−i)+
∞∑
i=j+1
gi∆u(k+j−i)+ym(k)−
∞∑
i=1
gi∆u(k−i).
(A.8)
Os treˆs u´ltimos termos da equac¸a˜o (A.8) podem ser combinados
e teˆm-se
y˜(k + j/k) =
j∑
i=1
gi∆u(k + j − i) + f(k + j) (A.9)
onde
f(k + j) = ym(k) +
∞∑
i=1
(gj+i − gi)∆u(k − i) (A.10)
Entretanto como os elementos gi da resposta ao degrau unita´rio
de um sistema esta´vel convergem em um determinado nu´mero de
amostras N pode-se truncar o somato´rio da equac¸a˜o (A.10) em
N ja´ que ∃ N tal que gN+1 ∼= gN . Com esta considerac¸a˜o a
equac¸a˜o (A.10) e´ reescrita como
f(k + j) = ym(k) +
N∑
i=1
(gj+i − gi)∆u(k − i) (A.11)
A equac¸a˜o (A.9) da´ a entender que seriam necessa´rias a mesma
quantidade de entradas futuras para descrever as predic¸o˜es. Na
pra´tica sabe-se que se as entradas futuras forem convenientemente
manipuladas pode-se obter um seguimento de trajeto´ria com um
nu´mero bem menor de entradas. Ou seja, para um determi-
nado seguimento de refereˆncia os u´ltimos incrementos de controle
∆u(k + m) : ∆u(k + j − 1) sera˜o nulos se os primeiros forem
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bem manipulados. Da´ı surge a ideia do horizonte de controle m.
Pode-se perceber que se o o horizonte de controle for muito pe-
queno estaremos tirando graus de liberdade da ac¸a˜o de controle
e as ac¸o˜es de controle tendem a tornar-se mais ativas. Horizontes
de Controle menores facilitam o ca´lculo da ac¸a˜o de controle. Ja´ o
horizonte de predic¸a˜o determina o intervalo de tempo futuro sobre
o qual se quer ter controle. Escrevendo-se a expressa˜o (A.9) ex-
pandida considerando-se o horizonte de controle m e o horizonte
de predic¸a˜o p teˆm-se
y˜(k + 1/k) = g1∆u(k) + f(k + 1)
y˜(k + 2/k) = g2∆u(k) + g1∆u(k + 1) + f(k + 2)
y˜(k + 3/k) = g3∆u(k) + g2∆u(k + 1) + g1∆u(k + 2) + f(k + 3)
...
y˜(k + p/k) = gp∆u(k) + gp−1∆u(k + 1) + . . .+ gp−m+1∆u(k +m− 1) +
O conjunto de equac¸o˜es (A.12) pode ser reescrito em uma forma
compacta pela equac¸a˜o (refdmccom).
Y˜ = F+G∆u, (A.13)
onde G e´ a Matriz Dinaˆmica definida pela equac¸a˜o (A.15).
G =

g1 0 . . . 0
g2 g1 . . . 0
...
... . . . 0
gm gm−1 . . . g1
...
... . . .
...
gp gp−1 . . . gp−m+1

(A.14)
Y˜ =

y˜(k + 1/k)
y˜(k + 2/k)
...
y˜(k + p/k)
 (A.15)
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F˜ =

f(k + 1)
f(k + 2)
...
f(k + p)
 (A.16)
∆u =

∆u(k)
∆u(k + 1)
...
∆u(k +m− 1)
 (A.17)
Utilizando-se a forma de expressar as predic¸o˜es com a equac¸a˜o
(A.13) pode-se tambe´m reescrever a func¸a˜o objetivo dada pela
equac¸a˜o (A.2) em uma forma mais compacta como
J = (Y˜ −W)TR(Y˜ −W) +∆uTQ∆u, (A.18)
ou
J = (F+G∆u−W)TR(F+G∆u−W) +∆uTQ∆u
onde R e´ uma matriz diagonal contendo as ponderac¸o˜es sobre
o seguimento de refereˆncia ao longo do horizonte de predic¸a˜o,
W e´ o vetor contendo as trajeto´rias futuras desejadas no hori-
zonte de predic¸a˜o e Q e´ uma matriz diagonal contendo as pon-
derac¸o˜es sobre o esforc¸o de controle. A expressa˜o (A.1) e´ va´lida
para sistemas com mu´ltiplas entradas e mu´ltiplas sa´ıdas (Sistemas
MIMO-Multiple Inputs Multiple Output) como tambe´m para sis-
temas com uma entrada e uma sa´ıda (Sistemas SISO-Single In-
put Single Output). Para os sistemas com uma entrada e uma
sa´ıda e´ comum considerar R como a matriz identidade e a matriz
Q = λIm×m. Neste caso a expressa˜o (A.1) transforma-se em
J = (F+G∆u−W)T (F+G∆u−W) + λ∆uT∆u(A.19)
No caso de sistemas MIMO com Ne entradas e Ne sa´ıdas, a matriz
G sera´ composta por NeNs submatrizes, o vetor F sera´ composto
de Ns vetores e o vetor ∆u por Ne vetores. Como exemplo, para
um sistema com 2 entradas e 2 sa´ıdas teˆm-se[
Y˜1
Y˜2
]
=
[
F1
F2
]
+
[
G11 G12
G21 G22
] [
∆u1
∆u2
]
(A.20)
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A minimizac¸a˜o da func¸a˜o custo para o caso sem restric¸o˜es pode
ser obtida igualando-se a zero o gradiente da func¸a˜o Custo dada
pela equac¸a˜o (A.1), ∂J∂∆u = 0.
∂J
∂∆u
= 2GTRG∆u+ 2GTRF− 2GTRW + 2Q∆u (A.21)
Isolando-se ∆u obte´m-se ;
∆u = (GTRG+Q)−1GTR(W − F) (A.22)
Como ∂
2J
∂∆u2
= 2(GTRG + Q) e R e Q sa˜o matrizes diagonais
com elementos positivos, enta˜o ∂
2J
∂∆u2
e´ definida positiva e o mı´-
nimo encontrado e´ um mı´nimo global.
Na presenc¸a de restric¸o˜es sobre a ac¸a˜o de controle ou sobre a
pro´pria sa´ıda a minimizac¸a˜o da func¸a˜o Custo e´ obtida com a
aplicac¸a˜o de algoritmos de Programac¸a˜o Quadra´tica. Estes algo-
ritmos resolvem problemas do tipo
min
x
xTΦx+ΘTx (A.23)
sujeito a`
Ax ≤ b
Manipulando-se a func¸a˜o Custo definida na equac¸a˜o (A.1) pode-
se coloca´-la no formato da equac¸a˜o (A.23) fazendo-se
Φ = GTRG+Q, (A.24)
e
Θ = GTRT (F−W).
As restric¸o˜es podem ser aplicadas tanto sobre as entradas como
sobre as sa´ıdas. Sobre as entradas pode-se aplicar restric¸o˜es tanto
na taxa de mudanc¸a da ac¸a˜o de controle como em seus valores
ma´ximos e mı´nimos. Para denotar a restric¸a˜o de que as variac¸o˜es
ma´ximas da ac¸a˜o de controle em um intervalo de tempo igual a
um per´ıodo de amostragem sejam aquelas que o elemento atuador
pode fornecer, (∆umin ≤ ∆u ≤ ∆umax), escreve-se para o caso
Introduc¸a˜o ao Controle Preditivo Baseado em Modelo 294
SISO
I∆u ≤ ∆umax1 (A.25)
−I∆u ≤ −∆umin1,
onde I e´ a matriz identidade de dimensa˜o m×m e 1 e´ um vetor
de dimensa˜o m× 1 com todos elementos iguais a 1.
Para a aplicac¸a˜o de restric¸o˜es sobre u escreve-se
u = u(k − 1)1+D∆u, (A.26)
onde D e´ uma matriz triangular inferior m × m com todos os
elementos na˜o nulos iguais a 1. Para expressar que umin. ≤ u ≤
umax. escreve-se
D∆u ≤ (umax − u(k − 1))1 (A.27)
−D∆u ≤ (−umin + u(k − 1))1,
Para introduzir restric¸o˜es sobre a sa´ıda do tipo ymin. ≤ y ≤ ymax.,
escreve-se Y = F+G∆u e
G∆u ≤ ymax1− F (A.28)
−G∆u ≤ −ymin1+ F,
Todas as restric¸o˜es podem ser expressas montando-se uma matriz
A e B tal que A∆u ≤ B.
A =

I
−I
D
−D
G
−G
 (A.29)
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B =

∆umax1
−∆umin1
(umax − u(k − 1))1
(−umin + u(k − 1))1
ymax1− F
−ymin1+ F
 (A.30)
Para o caso de mu´ltiplas entradas e mu´ltiplas sa´ıdas pode-se igual-
mente montar matrizez A e B de forma a expressar as restric¸o˜es
sobre todas as entradas e sa´ıdas. Por exemplo, para o caso de 2
entradas u1 e u2 e 2 sa´ıdas y1 e y2,
A =

I 0m×m
0m×m I
−I 0m×m
0m×m −I
D 0m×m
0m×m D
−D 0m×m
0m×m −D
G11 G12
G21 G22
−G11 −G12
−G21 −G22

(A.31)
B =

∆u1max1m×1
∆u2max1m×1
−∆u1min1m×1
−∆u2min1m×1
(u1max − u
1(k − 1))1m×1
(u2max − u
2(k − 1))1m×1
(−u1min + u
1(k − 1))1m×1
(−u2min + u
2(k − 1))1m×1
y1max1p×1 − F
1
p×1
y2max1p×1 − F
2
p×1
−y1min1p×1 + F
1
p×1
−y2min1p×1 + F
2
p×1

(A.32)
onde 0 e´ uma matriz de zeros, I e´ uma matriz identidade m×m,
D e´ uma matriz triangular inferior m ×m com todos elementos
na˜o nulos iguais a 1 e Gij e´ uma das submatrizes que compo˜em
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a matriz G e que relaciona a sa´ıda i com a entrada j.
A facilidade com que as restric¸o˜es sa˜o introduzidas no ca´lculo da
ac¸a˜o de controle quando utiliza-se Controle Preditivo, a facilidade
com que os problemas multivaria´veis sa˜o tratados faz com que
a cada dia aumente-se a utilizac¸a˜o desta te´cnica no controle de
Processos. Dentre as diversas formulac¸o˜es, produtos baseados na
te´cnica DMC ainda sa˜o os mais utilizados no setor downstream
da indu´stria do petro´leo.
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