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Abstract
In this paper, we consider a risk model with stochastic return on investments. We mainly
discuss the ruin probability, the surplus distribution at the time of ruin and the supremum
distribution of the surplus before ruin. We prove some properties for these distributions and
derive the integro-di0erential equations satis2ed by them. We present the relation between
the ruin probability and the supremum distribution before ruin. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. The risk process
The risk models with interest were extensively discussed by many authors, see, e.g.,
Harrison (1977); Taylor (1979); Delbaen and Haezendonck (1987); Paulsen (1993);
Paulsen and Gjessing (1997); Gjessing and Paulsen (1997); Kl<uppelberg and Stadtm<uller
(1998); Wang and Wu (1998); Norberg (1999); and so on. In this paper, we will con-
sider a risk model with stochastic return on investments, which was studied by Paulsen
(1993) and Paulsen and Gjessing (1997). We mainly discuss the ruin probability, the
supremum distribution of the surplus before ruin and the surplus distribution at the time
of ruin. We will present the integral equations satis2ed by these distributions, prove
their twice continuous di0erentiability and derive the integro-di0erential equations sat-
is2ed by them. We will point out the explicit relation between the ruin probability and
the supremum distribution of the surplus before ruin.
We now follow the steps in Paulsen and Gjessing (1997) to introduce the risk process
that we will consider.
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Let (C; F; P) be a complete probability space containing all random variables de2ned
in the following. The basic process is the classical risk process:
Pt =y + ct −
Nt∑
k=1
Zk : (1.1)
In (1.1), y and c are positive constants; y denotes the initial capital of an insurance
company and c the rate of premium income; {Nt} is a Poisson process with parameter
0¿ 0, which counts the total numbers of the claims in the interval (0; t]; {Zk}; k¿ 1,
is a non-negative sequence of i.i.d. random variables, Zk indicates the amount of the
kth claim; Pt is the surplus of the insurance company with no return on investments at
time t; {Nt} and {Zk} are independent. {Tk}; k¿ 1, denotes the jump times of {Nt}.
The stochastic return on the investment generating process is
It = rt + Wt; (1.2)
where r and  are positive constants, r stands for the constant interest rate; {Wt; t¿ 0}
is a standard Brownian motion, it stands for the uncertainty associated with the
return on investments at time t. We suppose that {Nt}; {Zk} and {Wt} are mutually
independent.
The risk process with stochastic return on investments is then the solution for the
following linear stochastic di0erential equation
Yt =Pt +
∫ t
0
Ys dIs: (1.3)
The solution for (1.3) is
Yt =exp{Rt}
(
y +
∫ t
0
exp{−Rs} dPs
)
; (1.4)
where Rt =(r − 122)t + Wt and Yt is a homogeneous strong Markov process (see
Paulsen and Gjessing (1997)). Let Ft = {Ys; s6 t}.
Remark 1.1. The risk process (1.4) can be obtained from the risk model (2.4) in
Paulsen and Gjessing (1997) by assuming that I = P =0.
2. Ruin probability
The ruin probability (y) of the risk process (1.4) is de2ned by (y)=
P{inf t¿0 Yt ¡ 0}. Then the non-ruin probability (y) is de2ned by (y)= 1−(y)=
P{inf t¿0Yt¿ 0}. The time Ty of ruin is de2ned by Ty = inf{t: Yt ¡ 0} and with
Ty =+∞ if Yt¿ 0 for all t¿ 0. We have (y)=P{Ty ¡+∞}.
Put F(z)=P(Z16 z); =E[Z1] and 20 =E(Z1 − )2. We assume throughout this
paper that ; 20 ¡ +∞; 2r − 2¿ 0; c − 0¿ 0. Let Zt =
∫ t
0 exp{−Rs} dPs; Z∞=
limt↑+∞ Zt . It follows from Theorem 3.1 in Paulsen (1993) that Z∞ exists and is 2nite
with probability one. Therefore, by (1.4) we conclude that (+∞)= limy↑+∞(y)= 1.
Let Bt; t¿ 0, be a standard Brownian motion. For v∈R, assuming that B(v)t =
Bt + vt; A
(v)
t =
∫ t
0 exp{2(Bs + vs)} ds. Let S be an exponentially distributed random
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variable with parameter 12
2; S is assumed to be independent of Bt . It follows from
Theorem 2 in Yor (1992) that
P(exp{B(v)S }∈ d ; A
(v)
S ∈ du)=
1
2
 2
1
 2+−v
pu(1;  ) du d ; (2.1)
where
pu(a;  )=
( 
a
)  
u
exp
{
− 1
2u
(a2 +  2)
}
I
(a 
u
)
; (2.2)
=(v2 +  2)1=2 and I(x) is the Bessel function of index .
Theorem 2.1. Let y¿ 0; then (y) satis:es the following integral equation
(y) =
∫ +∞
0
∫ +∞
0
 2
2
1
 2+−v
pu(1;  ) d du
×
∫  −2[y+ 4c2 u]
0

(
 −2
[
y +
4c
2
u
]
− z
)
dF(z); (2.3)
where  2 = 80=2; v=− (2r − 2)=2.
Proof. Let A= {inf t¿0Yt¿ 0}. De2ne Mt by Mt =E[I(A)|Ft]. Note that {Mt; t¿ 0}
is an Ft-martingale. Since P(T1¡+∞)= 1, by the optional stopping theorem and the
homogeneous strong Markov property of Yt , we obtain that
(y)=E[M0]=E[MT1 ] =E[E[MT1 |FT1 ]] =E[(YT1 )]: (2.4)
By the symmetry of Brownian motion we obtain
(y) = E
[

(
exp{RT1}
[
y + c
∫ T1
0
exp{−Rs} ds
]
− Z1
)]
= E
[

(
exp
{(
r − 1
2
2
)
T1 + WT1
}
×
[
y + c
∫ T1
0
exp
{
−
(
r − 1
2
2
)
s− Ws
}
ds
]
− Z1
)]
= E
[

(
exp
{
−
[
WT1 −
(
r − 1
2
2
)
T1
]}
×
[
y + c
∫ T1
0
exp
{
Ws −
(
r − 1
2
2
)
s
}
ds
]
− Z1
)]
: (2.5)
Let  2 = 80=2; T1 = (4=2)S, then S is an exponentially distributed random vari-
able with parameter 12
2. Assuming that Bt =(=2)W(4=2)t , it follows from the scaling
of Brownian motion that {Bt; t¿ 0} is a standard Brownian motion. Let v=− (2=2)
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(r − 122), by (2.5), (2.1) and independence, we obtain
(y) = E
[

(
exp{−2[BS + vS]}
[
y +
4c
2
∫ S
0
exp{2[Bs + vs]} ds
]
− Z1
)]
=
∫ +∞
0
∫ +∞
0
 2
2
1
 2+−v
pu(1;  ) d duE
[

(
 −2
[
y +
4c
2
u
]
− Z1
)]
;
=
∫ +∞
0
∫ +∞
0
 2
2
1
 2+−v
pu(1;  ) d du
×
∫  −2[y+ 4c2 u]
0

(
 −2
[
y +
4c
2
u
]
− z
)
dF(z):
The proof is completed.
Theorem 2.2. The non-ruin probability (y) is continuous on [0;+∞).
Proof. For convenience, we use the integral representation
I(x)=
1√
'((+ (1=2))
( x
2
) ∫ 1
−1
(1− t2)−(1=2) cosh{xt} dt:
This formula is given in Nikiforov and Uvarov (1988, p. 223). By (2.2) and (2.3),
and Fubini’s theorem we obtain
(y)=
∫ +∞
0
K
 −v
d 
∫ +∞
 −2y
g1
(
 ;
2
4c
( 2w − y)
)
g0(w) dw; y¿ 0; (2.6)
where
K =
 22
4c
√
'((+ (1=2))
;
g0(w)=
∫ w
0
(w − z) dF(z)
and
g1( ; u)=
(  
2u
)+1
exp
{
−1 +  
2
2u
}∫ 1
−1
(1− t2)−(1=2) cosh
{ 
u
t
}
dt;  ; u¿ 0
Given  ¿ 0, we have g1( ; 0+)=0. De2ne g( ; u) by
g( ; u)=
{
g1( ; u);  ; u¿ 0;
0;  ¿ 0; u6 0:
:
We see that g( ; u) is continuous in u on (−∞;+∞). From (2.6) we obtain
(y)=
∫ +∞
0
K
 −v
d 
∫ +∞
 −2y
g
(
 ;
2
4c
( 2w − y)
)
g0(w) dw; y¿ 0: (2.7)
By (2.7) and the dominant convergence theorem we conclude that (y) is continuous
on [0;+∞). This ends the proof.
f(z) denotes the density function of F(z).
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Theorem 2.3. Suppose that
(i) f(z) is twice continuously di<erentiable in (0;+∞); f(0+); f′(0+) and
f′′(0+) exist;
(ii)
∫ +∞
0 |f′(z)| dz=m1¡+∞;
∫ +∞
0 |f′′(z)| dz=m2¡+∞;
(iii) 40−(72+2r)¿ 0: (2.8)
Then; (y) is twice continuously di<erentiable on [0;+∞).
Proof. Set
h( ; y; u) =
∫  −2[y+ 4c2 u]
0

(
 −2
[
y +
4c
2
u
]
− z
)
dF(z)
=
∫  −2[y+ 4c2 u]
0
(z)f
(
 −2
[
y +
4c
2
u
]
− z
)
dz:
By assumption (i) and Theorem 2.2 we conclude that h( ; y; u) is continuously
di0erentiable in y on [0;+∞). Note that
h′y( ; y; u) =
(
 −2
[
y +
4c
2
u
])
f(0+)
+ −2
∫  −2[y+ 4c2 u]
0
(z)f′
(
 −2
[
y +
4c
2
u
]
− z
)
dz
and
|h′y( ; y; u)|6f(0+) +  −2m1: (2.9)
From (2.8) we conclude that
∫ +∞
0
∫ +∞
0
 2
2
1
 2+−v
pu(1;  )(f(0
+) +  −2m1) d du
=f(0+) + m1E[exp{−2BS}]
=f(0+) + m1
∫ +∞
0
 2
2
exp{−(1=2)(40 − (32 + 2r))s} ds¡+∞:
(2.10)
From (2.3) and (2.10) we conclude that (y) is continuously di0erentiable on [0;+∞).
Similarly, we can prove that (y) is twice continuously di0erentiable on [0;+∞).
This completes the proof.
Example. Suppose that (2.8) holds, if the claims are, respectively, the exponentially
distributed, the mixed exponentially distributed, the Gamma (n; 0); (n¿ 2), distributed,
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and the lognormally distributed, then the corresponding (y)s are twice continuously
di0erentiable on [0;+∞).
Theorem 2.4. Suppose that f(z) satisfy the conditions in Theorem 2:3; then (y)
satisfy the following integro-di<erential equation:
1
2
2y2′′(y) + (ry + c)′(y)
= 0(y)− 0
∫ y
0
(y − z) dF(z); 0¡y¡+∞: (2.11)
Proof. Assume that
Xt =exp{Rt}
[
y + c
∫ t
0
exp{−Rs} ds
]
: (2.12)
Let 2; t; M ¿ 0 such that 2¡y¡M , and T 2;Mt = inf{v; Xv 	∈ (2;M)} ∧ t. Since ′(y)
and ′′(y) are bounded on [2;M ], it follows that
∫ s∧T 2;Mt
0 
′(Xv)Xv dWv is a martingale.
Assume that T =T 2;Mt ∧ T1. Similar to (2.4), we have
(y)=E[(YT )]: (2.13)
By a standard use of Itoˆ formula, we obtain
(y) = E[(YT )]
= E[(XT2;Mt )I(T1¿t)] + E[(YT )I(T16 t)]
= exp{−0t}E[(XT2;Mt )] +
∫ t
0
0 exp{−0s} ds
{
E[(XT2;Ms )I(T
2;M
s ¡ s)]
+
∫ +∞
0
E[(Xs − z)I(T 2;Ms = s)] dF(z)
}
= exp{−0t}
[
(y) + E
{∫ T 2;Mt
0
[(
r − 1
2
2
)
′(Xs)Xs + c′(Xs)
]
ds
+
1
2
2
∫ T 2;Mt
0
[′′(Xs)X 2s + Xs
′(Xs)] ds
}]
+
∫ t
0
0 exp{−0s} ds
{
E[(XT2;Ms )I(T
2;M
s ¡ s)]
+
∫ +∞
0
E[(Xs − z)I(T 2;Ms = s)] dF(z)
}
: (2.14)
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Dividing by t gives
1− exp{−0t}
t
(y) = exp{−0t}
{
E
[
1
t
∫ T 2;Mt
0
(rXs + c)′(Xs) ds
+
1
2
2
1
t
∫ T 2;Mt
0
′′(Xs)X 2s ds
]}
+
1
t
∫ t
0
0 exp{−0s} ds{E[(XT2;Ms )I(T 2;Ms ¡ s)]
+
∫ +∞
0
E[(Xs − z)I(T 2;Ms = s)] dF(z)}: (2.15)
Assuming that t ↓ 0, by Theorems 2.2, 2.3 and the continuity of Xs, we conclude that
formula (2.11) holds in (2;M) and therefore in (0;+∞). This completes the proof.
From Theorems 2.3, 2.4 it follows that (y) is the solution of the following boundary
value problem (2.16), (2.17)
1
2
2y2′′(y) + (ry + c)′(y)
= 0(y)− 0
∫ y
0
(y − z) dF(z); 0¡y¡+∞; (2.16)
(+∞)= lim
y↑+∞
(y)= 1;
c′(0+)= 0(0): (2.17)
Remark 2.1. Theorems 2.3 and 2.4 reveal that, under certain conditions, the boundary
value problem (2.16), (2.17) has a solution. Paulsen and Gjessing (1997) have shown
that the solution of a certain boundary value problem gives (y). By Theorem 2.1 in
Paulsen and Gjessing (1997), the solution of the following boundary value problem
1
2
2y2′′(y) + (ry + c)′(y)
= 0(y)− 0
∫ y
0
(y − z) dF(z);¡y¡+∞;
(+∞)= lim
y↑+∞
(y)= 1;
(y)= 0; y¡ 0; (2.18)
is unique and equal to the non-ruin probability (y). Therefore, under the assumptions
in Theorem 2.3, we can obtain the non-ruin probability by solving (2.16) and (2.17).
Further, by Paulsen (1993) we can get the analytic expression for the solution of the
boundary value problem (2.16), (2.17). H (·) denotes the distribution of Z∞. It follows
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from Theorems 3.1, 3.2 in Paulsen (1993) that H is continuous and that
(y)= 1−(y)= 1− H (−y)
E[H (−YTy)|Ty ¡+∞]
: (2.19)
Let F(z)= 1− exp{−0z}; 0¿ 0. From (2.16) and (2.17), we conclude that (y) is
the solution of the following boundary value problem (2.20) and (2.21)
1
2
2y2′′′(y) +
[
1
2
02y2 + (2 + r)y + c
]
′′(y)
+[0ry + 0c + r − 0]′(y)= 0; 0¡y¡+∞; (2.20)
(+∞)= lim
y↑+∞
(y)= 1;
c′(0+)= 0(0);
c′′(0+) + (0c + r − 0)′(0+)=0: (2.21)
By solving (2.20) and (2.21) we can obtain the approximate solution or numerical
estimation for (y) when the claims are exponentially distributed.
3. Surplus distribution at the time of ruin
Let l¿ 0, we consider the distribution D(y; l)=P(Ty ¡+∞; YTy¿− l). The dis-
tribution D(y; l) stands for the probability that the surplus of an insurance company at
the same time of ruin is in the interval [− l; 0). It may be important for an insurer to
make a policy to reinsure his company. It is obvious that
D(y; l)= I(0; l](−y); y¡ 0;
D(+∞; l)= 0: (3.1)
Theorem 3.1. Let y; l¿ 0; then D(y; l) satis:es the following integral equation
D(y; l) =
∫ +∞
0
∫ +∞
0
 2
2
1
 2+−v
pu(1;  ) d du
×

∫  −2
[
y+ 4c2 u
]
0
D
(
 −2
[
y +
4c
2
u
]
− z; l
)
dF(z)
+
∫  −2[y+ 4c2 u]+l
 −2
[
y+ 4c2 u
] dF(z)

 : (3.2)
Proof. Let B= {Ty ¡ + ∞; YTy¿ − l}. De2ning M 0t by M 0t =E[I(B)|Ft], then
{M 0t ; t¿ 0} is an Ft-martingale. Note that P(T1¡+∞)= 1, by the optional stopping
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theorem and the homogeneous strong Markov property of Yt , we get
D(y; l)=E[M 00 ]=E[M
0
T1 ] =E[E[M
0
T1 |FT1 ]] =E[D(YT1 ; l)]: (3.3)
Following the steps to prove formula (2.3), we get that
D(y; l) =
∫ +∞
0
∫ +∞
0
 2
2
1
 2+−v
pu(1;  ) d du
×
∫ +∞
0
D
(
 −2
[
y +
4c
2
u
]
− z; l
)
dF(z):
Therefore, by (3.1) we get
D(y; l) =
∫ +∞
0
∫ +∞
0
 2
2
1
 2+−v
pu(1;  ) d du
×

∫  −2
[
y+ 4c2 u
]
0
D
(
 −2
[
y +
4c
2
u
]
− z; l
)
dF(z)
+
∫  −2[y+ 4c2 u]+l
 −2
[
y+ 4c2 u
] dF(z)

 :
The proof is completed.
Similar to Theorems 2.2 and 2.3, we have
Theorem 3.2. The distribution D(y; l) is continuous in y on [0;+∞).
Theorem 3.3. Suppose that f(z) satis:es the conditions in Theorem 2:3; then D(y; l)
is twice continuously di<erentiable in y on [0;+∞).
For simplicity, we will write @D(y; l)=@y as D′(y; l).
Theorem 3.4. Suppose that f(z) satis:es the conditions in Theorem 2:3; then D(y; l)
satis:es the following integro-di<erential equation:
1
2
2y2D′′(y; l) + (ry + c)D′(y; l)
= 0D(y; l)− 0
∫ y
0
D(y − z; l) dF(z)
−0
∫ y+l
y
dF(z); 0¡y¡+∞: (3.4)
Proof. Let 2; t; M ¿ 0 such that 2¡y¡M , and T 2;Mt = inf{v; Xv 	∈ (2;M)} ∧ t. Since
D′(y; l) and D′′(y; l) are bounded on [2;M ], therefore
∫ s∧T 2;Mt
0 D
′(Xv; l)Xv dWv is a
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martingale. Assuming that T =T 2;Mt ∧ T1, similar to (2.13), we have
D(y; l)=E[D(YT ; l)]: (3.5)
Similar to the proof of equality (2.14) we obtain
D(y; l) = E[D(YT ; l)]
= exp{−0t}
[
D(y; l) + E
∫ T 2;Mt
0
[
(rXs + c)D′(Xs; l)
+
1
2
2D′′(Xs; l)X 2s
]
ds
]
+
∫ t
0
0 exp{−0s} ds{E[D(XT2;Ms ; l)I(T 2;Ms ¡ s)]
+
∫ +∞
0
E[D(Xs − z; l)I(T 2;Ms = s)] dF(z)}: (3.6)
Dividing by t gives
1− exp{−0t}
t
D(y; l)
= exp{−0t}E
[
1
t
∫ T 2;Mt
0
[
(rXs + c)D′(Xs; l) +
1
2
2D′′(Xs; l)X 2s
]
ds
]
+
1
t
∫ t
0
0 exp{−0s} ds{E[D(XT2;Ms ; l)I(T 2;Ms ¡ s)]
+
∫ +∞
0
E[D(Xs − z; l)I(T 2;Ms = s)] dF(z)}: (3.7)
Assuming that t ↓ 0, by (3.1), Theorems 3.2, 3.3 and the continuity of Xs, we conclude
that the integro-di0erential equation (3.4) holds in (2;M) and therefore in (0;+∞). This
completes the proof.
From Theorems 3.3, 3.4 it follows that D(y; l) is the solution of the following
boundary value problem (3.4), (3.8)
1
2
2y2D′′(y; l) + (ry + c)D′(y; l)
= 0D(y; l)− 0
∫ y
0
D(y − z; l) dF(z)− 0
∫ y+l
y
dF(z); 0¡y¡+∞; (3.4)
D(+∞; l)= 0;
cD′(0+; l)= 0D(0; l)− 0F(l): (3.8)
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Let F(z)= 1− exp{−0z}; 0¿ 0. By (3.4) and (3.8) we conclude that D(y; l) is the
solution of the following boundary value problem (3.9) and (3.10)
1
2
2y2D′′′(y; l) +
[
1
2
02y2 + (2 + r)y + c
]
D′′(y; l)
+ [0ry + 0c + r − 0]D′(y; l)= 0; 0¡y¡+∞; (3.9)
D(+∞; l)= 0;
cD′(0+; l)= 0D(0; l)− 0F(l);
cD′′(0+; l) + (0c + r − 0)D′(0+; l)= 0: (3.10)
Therefore, we can obtain the approximate solution or numerical estimation for D(y; l)
by solving (3.9), (3.10) when the claims are exponentially distributed.
4. Supremum distribution before ruin
For x¿ 0, set
G(y; x)=P
(
sup
06s6Ty
Ys¿ x; Ty ¡+∞
)
: (4.1)
The distribution G(y; x) denotes the probability that the supremum of the surplus before
ruin reaches or surpasses the level x; we call it the supremum distribution of the risk
process before ruin. It may be useful for an insurance company to make a policy to
invest in. Evidently, we have
G(y; x)=
{
0; x¿ 0; y¡ 0;
(y); y¿ x¿ 0:
(4.2)
Similar to Theorems 2.2, 2.3 and 2.4 we have
Theorem 4.1. The distribution G(y; x) is continuous in y on [0; x].
Theorem 4.2. Suppose that f(z) satis:es the conditions in Theorem 2:3; then G(y; x)
is twice continuously di<erentiable in y in (0; x).
Theorem 4.3. Suppose that f(z) satis:es the conditions in Theorem 2:3; then G(y; x)
satis:es the following integro-di<erential equation:
1
2
2y2G′′y (y; x) + (ry + c)G
′
y(y; x)
= 0G(y; x)− 0
∫ y
0
G(y − z; x) dF(z); 0¡y¡x: (4.3)
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Let F(z)= 1− exp{−0z}; 0¿ 0, suppose that (2.8) holds, then G(y; x) satis2es the
following di0erential equation:
1
2
2y2G′′′y (y; x) +
[
1
2
02y2 + (2 + r)y + c
]
G′′y (y; x)
+ [0ry + 0c + r − 0]G′y(y; x)= 0; 0¡y¡x: (4.4)
From (2.20), (4.4) and the relation (4.2) we get that
G(y; x)=
(y)
(x)
(x)=
1−(y)
1−(x)(x); 06y6 x: (4.5)
In fact, we have the following proposition:
Proposition 4.1. Suppose that f(z) satis:es the conditions in Theorem 2:3; then we
have
G(y; x)=


(y)
(x)
(x)=
1−(y)
1−(x)(x); 06y6 x;
(y); y¿x¿ 0:
(4.6)
Proof. It is obvious that G(y; x)=(y); y¿x¿ 0. We now prove that (4.5) holds.
Let 0¡y¡x. Since (y) solve the integro-di0erential equation (2.11), let Tx;2y =
inf{t: Yt 	∈ (2; x−2)}, then (YTx; 2y ∧t) is amartingale. It follows that (y)=E[(YTx; 2y ∧t)].
Let t ↑ +∞, we get (y)=E[(YTx; 2y )]. Assuming that 2 ↓ 0 gives
(y)=E[(YTx; 0y )]=(0)P(YTx; 0y =0) + (x)P(YTx; 0y = x): (4.7)
Since F(z) has a continuous density function, we have P(YTx; 0y =0)=0. Therefore,
P(YTx; 0y = x)=
(y)
(x)
: (4.8)
Since G(y; x) solves (4.3), therefore, G(YTx; 2y ∧t ; x) is a martingale. We have G(y; x)=
E[G(YTx; 2y ∧t ; x)]. Assuming that t ↑ +∞ shows G(y; x)=E[G(YTx; 2y ; x)]. Assuming that
2 ↓ 0 gives G(y; x)=E[G(YTx; 0y )]=(x)P(YTx; 0y = x)= ((y)=(x))(x).
By continuity, we conclude that G(0; x)= ((0)=(x))(x). Therefore, (4.6) holds.
The proof is completed.
Remark 4.1. Formula (4.6) also holds for some other risk model, for instance, the
classical risk process that is perturbed by di0usion, see Proposition 4:4 in Wang and
Wu (2000).
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