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A Singular Limit Problem for 
the Porous Medium Equation* 
PAUL E. SACKS 
Fix MEL’ and denote by U, = u,,(x, t) E C([O, cc); L’(RN)) the 
unique semigroup solution (see, e.g., Evans [9]) of 
ul=d(lulnl- ‘u) x E R “ t>o (1.1 1 
4% 0) =f(x) x E R”. (1.2) 
We are interested in the following question: Does lim,,, _ ~ u,,(x, t) exist in 
some sense, and if so what is the limit? 
Some results about this question are already known. To describe them, 
denote by u, = u r (x) the unique solution in L’(RN) (see Benilan, Brezis, 
and Crandall [2]) of the semilinear elliptic problem 
u - dq, (u) 3.1; x E R.“, (1.3) 
where qo, is the maximal monotone graph 
cp gr- (.r 1 = 0 (J’I < 1 
= *co, a) s= +1 (1.4) 
=rzr ISI > 1. 
(i) If j”E L’(RN) and If(x)1 6 1 a.e. then it is a special case of results 
in Benilan and Crandall [3] that 
%(X, t) -+ uz in C([O, r]; L’(RN)) (1.5) 
for any T> 0. Note that in this case U, -J: 
(ii) In Caffarelli and Friedman [6] it is shown that 
u,b, t) + u,(.x) in L”(G) weak* (1.6) 
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for any G cc RN x (0, oo), provided f satisfies the following conditions: 
f~ L1(RN) n L”(RN), f(x) >,O 
.f-E C’(suppf) 
f(O)> l,f,<O in RN\{O}nsuppf 
(1.7) 
fr,o 6 0 in RN\ B(O, 1) n supp f Vx, E B(0, Ed), some Ed > 0, 
where Y,~= Ix - x,J and B(0, v) = {x: 1x1 < r}. 
(iii) Also in Caffarelli and Friedman [6] it is shown that (1.6) holds 
provided 
N= 1, f’(x) is piecewise continuous on R, f(x) changes 
monotonicity k times, and the set {f > 1 } consists of k 
disjoint intervals. (1.8) 
For other related results, see Elliott, Herrero, King, and Ockendon [S], 
Friedman and Hijllig [lo], and Friedman and Huang [ll]. 
In this note we will prove some generalizations of the above convergence 
results. 
THEOREM 1. Let N= 1. IffeLl( f(x)>,0 then 
lim u,(x, t) = u,(x) in C(Cb, Tl; L’(R)) m--tzc (1.9) 
foranyO<t,<T<a3. 
THEOREM 2. INTEL’, f(x)=f(Ixl), andf(x)aO then 
lim 24,(x, t) = u,(x) in C([to, T]; L’(RN)) (1.10) m-r 
for any 0 < t, < T < 0~. 
We will also discuss the corresponding problem for the case of Dirichlet 
boundary conditions. Let 52 c RN be a bounded domain with smooth 
boundary, fe L’(Q), and denote by u, = u,(x, t) E C([O, co); L’(Q)) the 
semigroup solution (see, e.g., Evans [9] ) of 
Ut=d((uJm-’ u) XESZ, t>o (1.11) 
u(x, t) = 0, xEaa, 00 (1.12) 
4x, 0) =fb-1, XEQ. (1.13 
4091140.2-12 
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Also, let u, = C,(X) denote the unique solution in L’(Q) (see Brezis and 
Strauss [S]) of 
If J‘EL’(O), If(x)/ 6 1 a.e. then it follows from results in Benilan, 
Crandall, and Sacks [4], that 
lim u,,(x, t) = a,(x) in C([O, T]; L’(Q)) (1.16) 
m-n; 
for any T> 0; again L’, z,f‘ in this case. We will show 
THEOREM 3. LetN=l, Q=(a,h). [ff~L’(a,h),f(x)>O then 
lim z),(x, 2) = u r(x) in C(Ct,, Tl; L’(a, b)) (1.17) 171 + @c 
foranyOct,<T-ccC. 
In the remainder of this introduction we would like to point out how the 
result U, + U, can be guessed formally. As m + x the nonlinearity 
s + ISI- ’ s converges in the sense of maximal monotone graphs to cp ~ , 
defined in (1.4). Thus one might expect that u,,, -+ U* where U* satisfies 
u, = dv,(u) xcRN, r>O (1.18) 
44 0) = .fb-) .Y E R ,V. (1.19) 
To solve (1.18), (1.19), it is natural to try the exponential formula 
u*(., f)= lim J;,, f ( 1.20) 
,1 + % 
where J, denotes the resolvent operator, g = J; .f provided 
s-ne,k)3f, XER~, geLi( (1.21) 
Now Q, = cpX for any 2 > 0, so Jj.f= u, independently of Jti, and since 
jJ,fj < 1 a.e. Jfif= J;f= u, for any n=l,2,3 and j->O. Thus 
lim,,, ~ Jy:, f = u,. The formal calculation is the same for the bounded 
domain case. 
We remark that if the Dirichlet condition is replaced by a Neumann 
boundary condition, then v, cannot exist if I Sa f(x) dxl > meas (see 
[4]), so it is not clear what the analogous result would be in that case. 
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Finally, we remark that for f >/ 0 the Eq. (1.3) is formally equivalent to 
the variational inequality 
U’ > 0 (1.22) 
1 -f-dw30 (1.23) 
M’(1 -f-&)=0. (1.24) 
That is, if u’ is the solution of (1.22)~-( 1.24) then u =f+ dw is the solution 
of (1.3) u=f on {UC l} and the set {u= 1) may be interpreted as the 
noncontact set for (1.22)-( 1.24) i.e., the set where the differential equation 
- dw = f - 1 is satisfied. This is the point of view taken for giving the 
description of u, in Caffarelli and Friedman [6]. 
The variational inequality (1.22)-( 1.24) may also be regarded as the 
obstacle problem with obstacle A - ’ (f - 1). 
2 
In this section we will prove Theorem 1. We begin by observing that it 
is enough to prove the result for fs in a dense subset of L’(R). Indeed, if 
ti,, satisfies (1.1 )-( 1.2) with f replaced by f and U, satisfies (1.3) with f 
replaced by f then 
(2.1) 
for any t b 0, and 
I/u, - a, 11 L’(R) G Ilf -fii L’(R) (2.2) 
(see, e.g., Evans [9] and Benilan, Brezis, and Crandall [2]). Thus 
lI%(~? t) - u, II L’(R) d 2 IIf -PIi L’(R) + ilk( 3 l) - &Ii L’(R) (2.3) 
for any pe L’(R), and so Theorem 1 clearly follows if we prove it for a 
dense set of f’s. Without loss of generality we therefore assume 
f E CA(R), f'(x) # 0 in the support off 
except for a finite number of points. (2.4) 
LEMMA 2.1. Assume f(x) GM, f(x)=0 for IX > R and T>O. 
(i) If 6 > 0 there exists m, > 0 depending on M, R, T, and 6 such that 
for m>m, 
u,(x, T) d 1 + 6 for all x. (2.5) 
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(ii) There exists R, < z depending on M, R, T, and m, such that ,for 
m3m, 
u,,( x, T) 3 0 ,for 1.~1 > R. (2.6) 
ProoJ Denote by IV = u(x, t, a, to, m) the BarenblatttPattle family of 
solutions of ( 1.1) (with N = 1) 
cx2 
! 
11’(rn-1) 
(t + to)2k (2.7) 
with k = l/(m + 1 ), C = k(m - I )/2m. Choose t,, = CR2JMm- ’ and a2 = 
(CR’/t;k) + Mm- ‘t;“” ‘). With these choices, j’(x) < w(x, 0, a, to, m) and 
SO 
Z&Y, t) d 4x, r, CI, to, m) all x, t, m. (2.8) 
To prove (i ), we have 
max w(x, T, a, t,. m) = ~(0, T, u, to, m) = 
a2i(m ~ II 
li (to + Tlk 
1 
= 
(to + T)” 
<M2” Tk (Cp)“‘“+ 1) 2’,‘“- 11, (2.9) 
Now as m -+ x the right-hand side of (2.9) tends to 1, and so (i) is proved. 
Next, it follows from (2.8) that u,(x, T) - 0 for 
x2 2 a2( to + T)2k/C (2.10) 
and we will prove (ii) if we check that the right-hand side of (2.10) is 
bounded independently of m. Using the definition of a and to we see that 
a’( to + T)2k/C = 2R’ (;)‘*(l +$)I” 
<2R2(2)‘*(1++)) (2.11) 
for large enough m and since tcZk = (Mm- ‘/CR2)2k + M2 as m -+ r, the 
conclusion follows. 1 
Remark. The proof of (2.5) is a slight variation of Theorem 2.1 in [6]. 
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LEMMA 2.2. Fix t* > 0. Then the set {u,(., t*)} is precompact in L’(R). 
ProojI From (2.1) with f=O we see that {u,(., t*)} is uniformly 
bounded in L’(R), and since the solution of (l.l)-(1.2) with f(x) replaced 
by its translate f(x + h) is U,(X + h, t), it follows from (2.1) that 
IIu,(.+h, t*)-u,(., t*)IILqR,f Ilf(~+h)-f(.)Il,I,,, (2.12) 
and the right-hand side of (2.12) tends to zero with h. It follows that 
{ u,(., t*)} is precompact in L’(a, b) for any finite interval (a, 6). Since 
u,(x, t*) -0 for Ix/ > R, and m sufficiently large, by Lemma 2.1, the 
conclusion follows. 1 
From Lemmas 2.1 and 2.2 we thus obtain immediately 
COROLLARY 2.3. Fix t* > 0. Then there exists u* E L’(R), 0 Q U* < 1 a.e. 
and mk + co such that 
Um4( ., t*) --f u* in L’(R) (2.13) 
PROPOSITION 2.4. There exists u* E L’(R) and mk -+ 00 such that 
lim k+ r u,~(x, t) = u*(x) in C([t,, T]; L’(R)) for any 0 < t, < T< 00. 
Proof Fix t* >O and let fk(x) = u,,(x, t*), where mk is the sequence 
from Corollary 2.3, so that the solution of (1.1 t( 1.2) with f replaced by 
fk is u,,(x, t + t*). Since fk + u* in L’(R) and O< U* < 1 it follows from 
results in Benilan and Crandall [3] (Theorem 3 and preceeding discussion) 
that u,~(x, t + t*) + U(x, t) in C( [0, T]; L’(R)), where U is the solution of 
ut = (cp,(~)),.Y~ XER, t>O (2.14) 
u(x, 0) = u*(x) XER. (2.15) 
From the definition of solution of (2.14)-(2.15) one sees directly that 
U(x, t) = u*(x). 
If we now replace t* by t*/2 we can find a further subsequence (again 
denoted mk) such that u,,(x, t) -+ u*(x) in C( [t*/2, T]; L’(R)). Repeating 
the argument with t* replaced by t*/2”, n = 1,2, . . . . and using a 
diagonalization argument, we obtain the desired conclusion. 1 
It is clear from the previous proofs that any sequence mj + co has a sub- 
sequence mk + cc for which umk -+ u * in C([t,, T]; L’(R)), O< t, < T< 00, 
where u* might depend on the subsequence. To complete the proof of 
Theorem 1 it is enough to show that u*(x) = u,(x) a.e. To set things up for 
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the proof of this, pick [E C; (R) multiply Eq. ( 1.1) by <(.Y) and integrate 
over R x (0, 1) to get 
(this formal calculation is easily justified by approximation). Setting 
w,Jx) = SA u;(x, s) ds we have 
u,,,( .) I ) - w;:, =f in 5&‘(R). (2.17) 
Since the terms of (2.17) all have compact support in R it is 
straightforward to show that )~Iv,,,II w~.P(Ri 6 C independently of m for any 
1 <p < co. Any sequence mk --f z will have a further subsequence along 
which we can pass to the limit in (2.17). Thus there exists IV* E W’.P(R), 
1 <p < cc, such that 
u* - (M’*)” =.f in .9’(R). (2.18) 
Now the meaning of Eq. (1.3) is that there exists M’E q,(u) a.e. such that 
u - MI” =f in Y(R). Since clearly M * 3 0, it follows from the uniqueness in 
L’(R) of solutions of (1.3) that U* = ZP provided we can show that 
w*(x) =0 a.e. on {u* < 1 f. 
Let 
ro & h 
S= 
{ 
XGR: ,h,m he ’ [ lu*(x) - u*(xo)l dx = 0 
I 
(2.19) 
T” 
so that R\S has measure zero. We claim that f(xo) < u*(sO) if 
x0 E Sn (u* < 1 }. If not, then by (2.4) there exist 6 > 0 and 0 < 1 such that 
u*(xO) < d <f(x) for 1x--x0/ ~6. If we let U,, denote the solution of 
(l.l)-( 1.2) with f replaced by f(x) = d for /x-x,, < 6, f(x) = 0 otherwise, 
then U, 2 U,, and U,,(x, t) -f(x) as m --f cc by the first result described in 
the introduction. Since X,,E S we must have u*(xO) > 0, a contradiction. 
Thus we may assume that there exists 6 > 0 and 8 < 1 such that .f(~) d 0 for 
Ix-xc) <6. 
The following is a slight generalization of Theorem 3.3 in [6]; we will 
not repeat the proof. 
LEMMA 2.5. Let x0, 6, 8 be defined as above and 8, E (0, 1). There exists 
rn,,<zz such thatform,>m,, O<tbl, 
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LEMMA 2.6. Let f(x)>M>l for Ix--x~~<E, %,<%,<l. Then there 
exists rn,< CC depending on M, E, and 8, such that for m am,, 
z&(x,, t)2%2, O<t<l. 
Proqf. By translation of coordinates we may suppose x, = 0. Let 
M’ = W(X, t, a, to, m) be the Barenblatt-Pattle solution (2.7) with 
to = EC/M”‘- ’ and a2 = MZk’” “/(EC’)~~~ ‘. Then w(x, 0, a, to, m) <f(x), 
so u,,(x, t) 3 w(x, t, a, to, m) for all x, t, and m. But ~$0, t, a, to, m) = 
a”‘*‘+“/(t+ t0)k=M2”m+‘)(CE/(t+ t,,))k>M2’(m+‘)(C&/2)k-, 1 as m+ co 
and so the conclusion follows. 1 
Now let (T,,} be a countable dense subset in (0, 1). Since u,~(., t) + U* 
in L’(R) for all t > 0 there exists a set S, c R, R\S, of measure zero so that 
for x E S, and a further subsequence mk, u,,(x, T,) --) u*(x) for all n. The 
inequality U, 2 -u/(m + 1) t of Aronson and Benilan [ 11, which is valid for 
nonnegative solutions of (1.1 )-( 1.2) implies that t + t”“” -- “u,(x, t) is non- 
decreasing for fixed x, thus it follows easily that for x E S,, u,,,~ -+ u*(x) 
uniformly for t >, to > 0, and in particular u,~(x, t) + u*(x) a.e. on (0, 1). 
The proof of Theorem 1 will now be completed with the following 
lemma. 
LEMMA 2.7. Let x0 E Sn S, and u*(xo) < 1. Then w*(xo) = 0. 
ProoJ We have 
I 
1 
u’*(xO) = lim 
k-z 0 um,k,(xo, $1 ds 
(2.22) 
and u;:(x~, s) + 0 as k + co for s in (0, 1). Thus we will be done if we can 
show that for large enough k, u,,(xo, t) d 1 for all 0 d t d 1. 
Fix mk and 0 < to < 1 and suppose umk(xo, to) > 1. By a standard maxi- 
mum principle argument it must be possible to connect the point (x0, to) 
to a point (x1, 0) in the open set {u,, > l} n {t < to} (u,, is continuous 
for t > 0, see, e.g., Caffarelli and Friedman [7]). Suppose x, > x0 (the 
argument is similar if x1 <x0). 
By Lemma 2.5 there exists a point X~E (x0, x1) such that for mk >m,, 
h&2> to) G 015 and by the same maximum principle argument it must be 
possible to connect (x,, to) to a point (x,, 0) by a path I- in the set 
bLP < %,> n {t < to}. These two paths cannot cross, hence we must have 
x3>xL. Since f(xl)> 1 it follows from hypotheses (2.4) and Lemma 2.6 
that there exists .X~E (x2, xl) and ml < cc depending only on f such that 
for mk>m,, u,,(x~, t)2%2 for all tdl. But thesegment {(x,, t),Odtbl} 
must intersect r, a contradiction. 1 
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3 
The proof of Theorem 2 is not significantly different from the proof of 
Theorem 1. If we regard u,,, = u,,(Y, t) as the solution of 
u, = (ZP),, + y (u”‘),, r>o, t>o (3.1) 
u,(O, t) = 0, 
u(r, 0) =f’(Y), 
t>o (3.2) 
r>O (3.3) 
and use the Barenblatt-Pattle family of solutions of (3.1)-(3.2), the 
necessary modifications are all quite straightforward. 
For the proof of Theorem 3 again the modifications are mostly simple 
ones. The most significant difference is in the proof of Lemma 2.2, since we 
no longer have the translation invariance to make use of. The required 
compactness result is given in Lemma 3.1 below. Aside from this, the con- 
tinuous dependence results in Benilan and Crandall [3] are replaced by 
those in Benilan, Crandall, and Sacks [4], and finally the analogue of 
Lemma 2.6 is not quite obvious. To take care of this last point we see by 
examination of the proof of Lemma 2.1 that by taking M close enough to 
1 we can be sure that R, < 2R. Hence in the proof of Lemma 2.6, we can 
decrease E and A4 if necessary so that the comparison functions M‘ still 
have compact support in (a, b) for 0 < t d 1, and so are solutions of 
(l.ll)-(1.12). 
To conclude we prove the compactness result mentioned above. 
LEMMA 3.1. Let f’~ C,$ [a, b]) andfix t* > 0. Then the set { u,,J., t*)} is 
precompact in L’(a, b). 
Proof: The idea is to show that 
lIvm(.3 t*)ll BY(u,h) G Ilf’ll ,!.‘(,,bl3 (3.4) 
since the embedding BV(a, b)c L’(a, b) is compact. It is enough to prove 
(3.4) with v replaced by 0, where 17(x, t) satislies 
u, = (cp,(V)L> a<x<b, t>O (3.5) 
tl(a, t) = u(b, I) = 0, t>Q (3.6) 
4X? 0) =f(x), a<x<b (3.7) 
and q,(u) = urn + EV, E > 0. In this case V is a classical solution, and so the 
following calculations are all valid. Let w(.x, t) = 6,(x, t) so that 
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N’, = (AWJ),,, acx-cb, t>O (3.8) 
(Aw), (a, t) = (AWL (b, t) = 0, r>o (3.9) 
44 0) =f’b), a<x<b, (3.10) 
where A(x, t) = mC”‘- ’ (x, t)+ E. Let [(x, t) be the solution of the adjoint 
problem 
i,+A5,,=0, a-cxcb,Octct* (3.11) 
i(a, r) = i(b, t) = 0, o<t<t* (3.12) 
ib, t*) = $(x1, acx-cb (3.13) 
for some $ E La(a, b). From the identity 
o=jd’ lab ic w, + (AwLI dx df (3.14) 
we obtain 
s h jwdxII,=O; u 
that is. 
jh I)(X) 6,(x, t*) dx = j-” [(x, O)f’(x) dx. 
u u 
(3.15) 
(3.16) 
(3.17) 
which implies 3.4. 1 
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