We have considered itinerant memory dynamics in a chaotic neural network composed of four chaotic neurons with synaptic connections determined by two orthogonal stored patterns as a simple example of a chaotic itinerant phenomenon in dynamical associative memory. We have analyzed a mechanism of generating the itinerant memory dynamics with respect to intersection of a pair of ␣ branches of periodic points and collapse of a periodic in-phase attracting set. The intersection of invariant sets is numerically verified by a novel method proposed in this paper. 3,11,12 Among such studies we focus on the associative memory dynamics in this paper. Adachi and Aihara analyzed the dynamics of associative memory networks composed of chaotic neurons in detail and examined characteristics of the retrieval process. 4 However, the relation between dynamical association and chaotic itinerancy has not been clarified yet. In this paper we consider this relation from the viewpoint of nonlinear dynamical systems and illustrate that the generation of a chaotic itinerant phenomenon in a simple model of chaotic neural network is based on the intersection of a couple of unstable sets or ␣ branches, 13 each of which is an invariant set associated with the characteristic multiplier of a periodic point outside the unit circle in the complex plane. Because the system is a noninvertible map, 14 the intersection of ␣ branches is possible to occur and, in fact, is numerically verified by a novel method proposed in this paper.
I. INTRODUCTION
We analyze itinerant memory dynamics of a chaotic neural network 1, 2 with respect to global bifurcations. A chaotic neural network is composed of chaotic neurons, 1,2 which were derived on the basis of the Caianiello neuronic equation 15 and the Nagumo-Sato neuronal model. 16 Spatiotemporal dynamics of the chaotic neural network generates complex behavior with possible computational abilities. In particular, accumulating refractoriness inherent in the chaotic neurons makes it possible for the chaotic neural networks to escape from any fixed points except the quiescent state where all neurons are resting and keep itinerating in the state space. This unstable dynamics is useful for information processing such as dynamical association and combinatorial optimization. 1, [3] [4] [5] [6] [7] [8] 17 These kinds of computational itinerant dynamics may be related to chaotic itinerancy. 18 The purpose of this paper is to consider a mechanism of the generation of such chaotic itinerant memory dynamics observed when applied to associative memory, where the chaotic neural networks transit among stored states. Although chaotic itinerancy is typically observed in highdimensional dynamical systems, it would be desirable, if possible, to treat a network model with a small size for considering the essential property. 5 We investigate a chaotic neural network composed of just four chaotic neurons with synaptic connections determined by two orthogonal stored patterns in this paper because we can calculate ␣ branches of periodic points in detail for such a small-scale network.
II. CHAOTIC NEURAL NETWORK
We consider a network made up of four chaotic neurons [1] [2] [3] coupled by synaptic connection weights, which are determined according to orthogonal stored patterns P 1 ϭ(1,0,1,0) and P 2 ϭ(1,1,0,0). 5 The dynamics of the ith chaotic neuron is described as follows for iϭ1, . . . ,4 and t ϭ0,1,2, . . . :
where o i (tϩ1) is the output between 0 and 1, W i j is the synaptic weight from the jth chaotic neuron, k f and k r are decay parameters for the feedback inputs and the refractoriness, ␣ is the refractory scaling parameter, and A is the bias including the threshold. [1] [2] [3] [4] The nonlinear output function g of each neuron is assumed as follows:
where is the steep parameter. The coupling coefficients are defined as follows:
where p i k is the ith component of the kth pattern P k , and
can be simplified to the following simultaneous equations:
͑5͒
where i and i are internal states for the feedback inputs and the refractoriness, respectively, and
Considering a small value of the parameter d in Eq. ͑4͒, we can treat a slightly asymmetric system with different weights among stored patterns. The connection matrix W ϭ͕W i j ͖ i, jϭ1, . . . ,4 is given as follows:
Assuming ͉k f ͉Ͻ1, we have 1 (t)ϩ 4 (t)→0 and 2 (t)ϩ 3 (t)→0 as t→ϱ. Then the dynamics of Eq. ͑5͒ can be written as the following six-dimensional map:
Note that Eq. ͑7͒ with dϭ0 is reduced to two independent subsystems, each of which has the same dynamics. For example, the subsystem of (x,y,z) is written as follows:
A. Property of T 2 We are interested in the system T 2 with ͉d͉Ӷ1. In this case, T 2 is a perturbation system from a direct sum of two identical subsystems, each of which is described by T 1 . The direct sum of invariant sets appearing in T 1 comes to be invariant sets in the direct sum system, so we have combinations of invariant sets. The stability of these invariant sets depends on the stability of the complementary subspace of a subspace in T 1 . Therefore both the symmetry of T 1 itself and the symmetry of T 2 caused by the connection should be considered.
Here we note symmetric properties of T 2 . By defining the following two transformations: 
a set of matrices representing transformations, each of which and T 2 are commutative, is obtained as follows:
where I denotes the identity transformation. The above-given set forms a group with respect to the product of matrices. There exist invariant sets, including chaotic attractors as well as periodic points, which behave in the invariant subspace with respect to the transformation in Eq. ͑11͒. For example, an invariant set with respect to P 2 is called a P 2 -invariant set.
B. Property of T 1
The behavior of a Q 2 -invariant set is governed by the dynamics in Eq. ͑8͒. We note that Eq. ͑8͒ satisfies the symmetric property P 1 ‫ؠ‬T 1 ϭT 1 ‫ؠ‬ P 1 where
This implies that the set of transformations G 1 ϭ͕I, P 1 ͖ is an Abelian group. In other words, the map T 1 is G 1 -equivariant. Therefore the line L 1 with xϭy and zϭ0 is invariant with respect to the transformation P 1 .
III. METHOD OF ANALYSIS
Before showing our results of analysis, we introduce the method for calculating an intersection of the ␣ branch or unstable manifold and local bifurcations of periodic points.
Consider, in general, the following noninvertible map T:
The point u* satisfying
becomes a fixed (mϭ1) or an m-periodic (mϾ1) point of T. Let u*R n be a periodic point of T, then the characteristic equation of the periodic point u* with respect to the characteristic multiplier is defined as follows:
where I is the nϫn identity matrix, and DT m denotes the derivative of T m . The point u* is said to be hyperbolic, if all 
A. Calculating intersection of ␣ branches
In this section we propose a novel method for generally calculating intersection of ␣ branches of an m-periodic point for a three-dimensional system in Eq. ͑13͒ with nϭ3.
Let 
Note that for the occurrence of intersection of ␣ branches, the map T should be noninvertible. We take ⑀ neighborhoods Fig. 1 . Then there exist positive integers M and N such that
Substituting Eq. ͑18͒ into Eq. ͑17͒, we obtain
We set ⑀ to be sufficiently small, so that inside U(⑀,D m ) the ␣ branch of D m can be well approximated by the unstable eigenspaces E u of the Jacobi matrix of T at D m . [20] [21] [22] The condition such that the points Q M and Q N belong to ␣ branches is written as
where O is the zero vector, and e 1 and e 2 are eigenvectors associated with a characteristic multiplier ␣ (͉ ␣ ͉Ͼ1), respectively, satisfying
If ␣ branches intersect each other at the point Q 0 , then Eq. ͑19͒ is independent of Eqs. ͑20͒ and ͑21͒. Therefore we can determine the variables (D m ,Q M ,Q N ,)R 10 for the set of Eqs. ͑16͒, ͑19͒, ͑20͒, and ͑21͒ by Newton's method, where is one of parameters included in the map T. Then the Jacobi matrix of Newton's method must be calculated. For this purpose, we repeatedly use the variational equations with respect to the initial condition and the system parameter, respectively, given by 
where (t,u,) is a solution of Eq. ͑13͒ with (0,u,) ϭu.
23

B. Calculating local bifurcation
A local bifurcation occurs when the topological type of a periodic point is changed by the variation of a system parameter. The generic bifurcations of the periodic point are known as codimension-one bifurcations: namely, tangent, period-doubling, and the Neimark-Sacker bifurcations. These bifurcations are observed when the hyperbolicity is destroyed, which corresponds to the critical distribution of the characteristic multiplier such that ϭϩ1 for the tangent bifurcation, ϭϪ1 for the period-doubling bifurcation, and ϭe j for the Neimark-Sacker bifurcation, where jϭͱϪ1 and R. To calculate local bifurcations, we use the method proposed in Ref. 23 . Namely the fixed ͑or periodic͒ point equation of Eq. ͑14͒ and the bifurcation condition of Eq. ͑15͒ are simultaneously solved by Newton's method.
In the bifurcation diagrams of Sec. IV, period-doubling bifurcation sets of an m-periodic point are indicated by curves with symbols I ᐉ m , where ᐉ is the index number to distinguish bifurcations of the same type.
IV. RESULTS OF ANALYSIS
In Eq. ͑7͒, the system parameters except k f and k r are fixed as follows:
␣ϭ4, aϭ0.8, ϭ0.015. ͑23͒
The parameter setting is based on lots of theoretical and numerical results [1] [2] [3] [4] 7, 8 not only on periodic points but also on chaotic attractors in chaotic neural networks, producing rich dynamics with memory retrieving and searching processes.
The motion of a periodic point that is invariant with respect to the transformation Q 2 is restricted to the dynamics of T 1 . Therefore, we first focus periodic points related to the occurrence of chaotic itinerancy in T 1 , and consider both local and global bifurcations of the periodic points. Then, we investigate the system T 2 perturbed from the direct sum of two identical T 1 's.
A. Chaotic itinerancy in T 1
We first explain a mechanism of the generation of chaotic itinerancy observed in the subsystem T 1 by extending the former result 5 with calculating intersection of ␣ branches.
Generation of in-phase-locked chaos
A bifurcation diagram for period-doubling bifurcations of periodic points located on the invariant set L 1 is shown in Fig. 2 . Each curve I 1 m with mϭ2 k for kϭ2,3,4,5 shows a period-doubling bifurcation set of an m-periodic point, whose eigenvector associated with the characteristic multiplier Ϫ1 has the same direction as the line L 1 . Because this phenomenon is equivalent to the period-doubling bifurcation appearing in a one-dimensional map: R→R; x‫ۋ‬k r xϪ␣g(x)ϩa, the bifurcation curve is independent of the parameter k f , as shown in Fig. 2 
) is satisfied. Therefore we see that an m-periodic attracting set exists in the shaded portions of tightly-packed dots, diagonallypacked dots and straight packed dots or regions surrounded by the curves H m with mϭ8, 16, and 32, respectively.
Collapse of in-phase-locked chaos
Figures 5͑a͒ and 5͑b͒ show that, by a slight change of the value of k r , the four disjoint attracting sets come to be connected to each other and then iterated points of T 1 move without a locking property. Namely, the in-phase-locked chaos as a four-periodic attracting set collapses due to the occurrence of the following condition: 
In fact, we can confirm the intersection of ␣ branches as shown in Fig. 6 . The intersecting point in the state space can be calculated by the method presented in Sec. III A. The concrete values of variables obtained after convergence within predefined accuracy are shown in Table I . A mechanism of the merging of T 1 4 -invariant periodic attracting sets is illustrated as follows. Figure 7 shows ␣-branches W ϩ (T 1 n (u)), nϭ0,1,2,3, with respect to fourperiodic points u of T 1 with different parameter values. To compare the abrupt change of ␣ branches by the parameter variation of the order of 10 Ϫ5 , three different ␣ branches, at k r ϭ0.877 74 ͑blue͒, 0.877 75 ͑red͒, and 0.877 77 ͑yellow͒, are overlapped in the figure. After merging of periodic attracting sets, the ␣ branches with red and yellow colored curves extend to outside the area where the in-phase-locked chaos exists before merging. Parts of branches that are the most different from each other are shown in Fig. 7͑b͒. 
B. Itinerant memory dynamics in T 2
Next, let us consider T 2 with variation of the parameter value of k r for the fixed parameter values dϭ0.01 and k f ϭ0.3.
The direct sum system of two identical subsystems has four kinds of four-periodic points as direct sum sets of the in-phase-locked four-periodic point 2 D 4 of T 1 . Because the direct sum of the periodic point 2 D 4 are P 2 -invariant in the six-dimensional state space, they also exist in T 2 with any value of d. Figure 8 shows phase portraits of the periodic points 4 D 4 in T 2 with k r ϭ0.877 70. Four kinds of fourperiodic points are P 2 -invariant or satisfy xϭy, uϭv, and zϭwϭ0. Additionally, the periodic point shown in Fig. 8͑a͒ is Q 2 -invariant or satisfies xϭu. In the following, we show a mechanism of the generation of chaotic itinerancy observed in T 2 with variation of the parameter value of k r .
Coexistence of P 2 -invariant and in-phase-locked periodic attracting sets
We show four types of four-periodic chaotic attracting sets at k r ϭ0.877 70 in Fig. 9 . The set labeled by the symbol A i j in the figure satisfies
where the suffix is an integer mod 4. Each attracting set is P 2 -invariant and has the following properties.
͑1͒
The attracting set shown in Fig. 9͑a͒ is Q 2 -invariant. We call it an in-phase-locked periodic attracting set, because its motion is restricted to an invariant subspace around xϭyϭuϭv and zϭwϭ0. ͑2͒ On the other hand, each attracting set shown in Figs. 9͑b͒-9͑d͒ identically satisfies conditions xϭy, uϭv, and zϭwϭ0, although the solution emanating from a perturbed initial condition may go to the in-phase-locked periodic attracting set. We call it a P 2 -invariant periodic chaotic attracting set.
Collapse of in-phase-locked periodic attracting set
Now let us consider itinerant behavior of attractors by increasing the parameter value of k r from the value 0.877 70. We can observe a P 2 -invariant periodic attracting set in T 2 with up to, e.g., k r ϭ0.877 90. On the other hand, the inphase-locked periodic attracting set disappears at k r ϭ0.877 75 due to a boundary connection. Figure 10 shows the time series of the chaotic attractor by T 2 4 . The phase portrait of the same attractor observed in T 2 is shown in Fig.  11 . We see that it moves around in a wider region in the state space. Each phase portrait shown in Fig. 12 represents the behavior of the same attractor in appropriate short-term intervals. Figures 12͑a͒-12͑d͒ show motions that behave around the sets shown in Figs. 9͑a͒-9͑d͒ , respectively. Therefore, the subspaces among which the chaotic attractor is itinerant are four quasiattracting states.
FIG. 14. Distance between the output patterns of T 2 with k r ϭ0.8778 and the stored patterns ͑a͒ P 1 and ͑b͒ P 2 .
FIG . 15 . The rate of counts r 1 for outputs around the stored pattern P 1 and its reversed pattern during 32 768 iterations.
In Fig. 13 we show autocorrelation functions ͑ACF͒ for the chaotic time series x of Figs. 9 and 11. The ACF for four-periodic attracting sets ͑solid line͒ is almost zero; this means the chaotic attractor shown in Fig. 9 is similar to white noise. On the other hand, the ACF for the attractor showing chaotic itinerancy ͑dashed line͒ has some correlation, because it moves around four-periodic quasiattracting sets.
Here we consider the relation between itinerant behavior of internal states and itinerant memory dynamics of neuronal outputs that transit the two stored patterns. The output o i of neuron i is given by o 1 ϭg(xϩz), o 2 ϭg(uϩw), o 3 ϭg(v Ϫw), and o 4 ϭg(yϪz), where g is the nonlinear function in Eq. ͑2͒. For the sake of simplicity, we now treat symbolic binary outputs 0 and 1, which are obtained by transforming the internal states through the Heaviside function. The set of symbolic outputs recalls one of the stored patterns P (1, 4) and ͑2,3͒.
Because P 2 -and Q 2 -invariant attracting sets are locked in-phase or satisfy o 1 ϭo 4 and o 2 ϭo 3 exactly, collapse of the invariant chaotic attracting sets is necessary for recalling any of the stored and reversed memory patterns. Indeed, as seen from Fig. 7 , after merging of the invariant sets, the ␣ branches rove over out-of-phase areas in the internal state space. To demonstrate the transition of memory states, Fig.  14 shows a time course of the Hamming distances between the output pattern at the discrete time t and each stored pattern, which is defined by d k (t)ϭ ͚ iϭ1 4 ͉o i (t)ϪP k ͉, for k ϭ1,2. The values 0 and 4 of d k correspond to the exact recall of the stored pattern P k and its reversed pattern P k , respectively, for kϭ1,2. The rate of counts r 1 that the output state satisfies the condition either d 1 Ͻ0.1 or d 1 Ͼ3.9 is shown in Fig. 15 . Since the rate r 1 becomes a nonzero value at k r ϭ0.877 75 when increasing k r , the simultaneous occurrence of the collapse of in-phase-locked chaos and the generation of itinerant memory dynamics is numerically verified.
V. CONCLUDING REMARKS
We have investigated chaotic itinerancy observed in the chaotic neural network model described by the sixdimensional discrete dynamical system T 2 . The behavior restricted to the Q 2 -invariant subspace was investigated by analysis of the reduced subsystem T 1 . The scenario for the generation of chaotic itinerancy observed in T 1 by increasing the parameter value of k r is summarized as follows: first, successive period-doubling bifurcations occur and periodic points 2 4 ) ) (n ϭ1,2,3) occurs and in-phase-locked chaos as a four-periodic attracting set collapses.
Itinerant memory dynamics in T 2 can be simultaneously observed when the collapse of the in-phase-locked chaos in T 1 occurs. Namely, in T 2 , we have a chaotic behavior itinerating around both the periodic P 2 -invariant attracting set and the periodic in-phase-locked attracting set, due to the boundary connection of the Q 2 -invariant attracting set.
Significant characteristics of our model are that the dynamics of the subsystem T 1 is essential for the occurrence of chaotic itinerancy in T 2 , and connection between two subsystems is also important for representing associative memory dynamics during the phenomenon of chaotic itinerancy. We consider that the six-dimensional system T 2 as a perturbation system from a direct sum of two identical subsystems T 1 is one of the smallest discrete dynamical system representing itinerant memory dynamics. Although the parameter k ϭ1ϯd (kϭ1,2) with a small value of d in the definition of the connection matrix is introduced to have different weights among stored patterns, the parameter plays an important role for constructing the slightly perturbed system or avoiding no interaction between two subsystems.
Due to symmetric properties of the system, behavior restricted to an invariant subspace can be investigated by analysis of a reduced subsystem. The setting of symmetry makes it easier for theoretical and numerical analysis. It should also be noted, however, that similar phenomena including chaotic itinerancy can be observed in a class of asymmetric systems affected by a parameter perturbation from the symmetric system, and all methods of analysis used in this paper are applicable to a general asymmetric system.
We have proposed a computational method to calculate the intersection of ␣ branches of periodic points, and then the occurrence in our system has been illustrated. The manifold of the set satisfying the intersecting condition is locally codimension-one in the parameter space. Investigation of the global structure in a parameter space is an interesting future problem.
