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Abstract
Using a clever inductive counting argument Erdo˝s, Kleitman and Rothschild showed that
almost all triangle-free graphs are bipartite, i.e., the cardinality of the two graph classes is
asymptotically equal. In this paper, we investigate the structure of the few triangle-free graphs
which are not bipartite. Using similar techniques as Erdo˝s, Kleitman and Rothschild we prove
that with high probability these graphs can be made bipartite by removing a single vertex. In
this sense these graphs are almost bipartite.
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1. Introduction
In a sequence of two papers [2,3] Kleitman and Rothschild succeeded in counting
the number of di>erent partial orders on a set of n (labeled) elements. The method
they invented for proving this result, subsequently also called the Kleitman–Rothschild
method, is based on a clever inductive counting argument. Even though the Kleitman–
Rothschild method was ?rst used for partial orders, its highlights were within graph
theory. Here, the starting paper was by Erdo˝s et al. [1], who proved that almost all
triangle-free graphs are bipartite (see below for a precise statement of this result). In
the following years this result was generalized in many respects, e.g. [4,5,6,7]. For
details and more references we refer the interested reader to [10] or [9].
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In this paper, we reconsider the original Erdo˝s et al., result on triangle-free graphs
and study the structure of the (negligible) subclass of those triangle-free graphs which
are not bipartite. As it turns out, the result from [1] is ‘almost true’ for those graphs.
Namely, almost all triangle-free graphs which are not bipartite can be made bipartite
by removing a single vertex.
2. Main result
In order to state our main result precisely, we ?rst introduce some notation.
Let B0(n) denote the set of bipartite graphs on n (labeled) vertices. Furthermore,
we de?ne B1(n) as the set of all triangle-free graphs G=(V; E) which can be made
bipartite by removing a single vertex, i.e., we can ?nd a vertex v∈V such that the
graph G′ :=G[V\{v}]∈B0(n− 1). In the sequel, we call these graphs quasibipartite.
F0(n) is de?ned as the set of all triangle-free graphs and F1(n) :=F0(n)\B0(n)
contains all triangle-free graphs which are not bipartite.
Using this terminology the original result by Erdo˝s et al. can be stated as follows:
Theorem 1 (Erdo˝s et al. [1]). Almost all triangle-free graphs are bipartite. Or, more
precisely,
|F0(n)|= |B0(n)|(1 + o(1)):
We prove an analogous result for the negligible set of graphs in F1(n):
Theorem 2. Almost all triangle-free graphs which are not bipartite, are quasi-
bipartite, i.e.,
|F1(n)|= |B1(n)|(1 + o(1)):
3. The proof
In this section, we give the proof of Theorem 2. Before we do so we ?x some
notations. Let G=(V; E) be a graph. 	i(S) denotes the ith neighborhood of a set
S ⊆V , i.e., 	0(S)= S and
	i+1(S)= {v∈V\[	0(S)∪ · · · ∪	i(S)] | ∃x∈	i(S); {x; v}∈E}
for i¿0. With log n := log2 n we denote the logarithm to base 2.
The following de?nition speci?es some properties which we expect to hold for a
typical ‘bipartite’ graph. Based on the negation of these properties we will later de?ne
sets of ‘strange’ graphs, i.e., graphs with unusual properties. The cardinality of these
sets can then be shown to be negligible in comparison to |B1(n)|.
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Denition 3. We introduce the following abbreviations for properties of a graph
G=(V; E) with |V |= n:
(P1) Minimum degree is not too small: |	(v)|¿2 log n for all v∈V .
(P2) Large second neighborhood: |	(Q)|¿( 12− 2log log n)n for all Q⊆V and |Q|= log n.
The following lemmas show some results on the structure of graphs for which the
speci?ed properties hold. The proofs of Lemmas 4 and 6 are implicit in [9,10] but we
also brieOy include them here for clarity and completeness.
Lemma 4. Let G=(V; E) be a graph on n vertices, where n is su:ciently large, and
C ⊆V be a cycle with |C|69. If it holds that |	2(v)|¿( 12 − 2log log n)n for all v∈C
and that |	2(x)∩	2(y)|6 1100n for all edges {x; y} of C then the cycle cannot be
odd.
Proof. For simplicity, we will only show that there is no cycle C3. The proof for C5,
C7 and C9 is similar.
Let G=(V; E) denote a graph and let C =(v1; v2; v3) be a cycle in G which satis?es
the conditions of the lemma. In the sequel we write Ri :=	2(vi) and  := 2log log n ,
 := 1100 for short. We directly obtain the following estimates:
|R1 ∪R2|= |R1|+ |R2| − |R1 ∩R2|¿(1− 2− )n;
| PR1 ∩ PR2|= n− |R1 ∪R2|6(2+ )n:
Hence,
|R3|6| PR1 ∩ PR2|+ |R3 ∩R1|+ |R3 ∩R2|6(2+ 3)n;
contradicting the assumption on the minimum size of R3.
Now we de?ne a property for sets of edges. If this property and also the properties
from De?nition 3 hold for a graph then this graph must be bipartite.
Denition 5. Given a graph G=(V; E) with |V |= n we de?ne the following property
for a set of edges F ⊆E:
(P3) Few cycles C5: |	2(x)∩	2(y)|6 1100n for all {x; y}∈F .
Lemma 6. If a graph G=(V; E) satis<es the properties (P1), (P2) and (P3) for all
edges and |V |= n is su:ciently large then G is bipartite.
Proof. We construct a 2-coloring of G as follows: By Lemma 4 G contains neither a
C3 nor a C5 nor a C7 nor a C9.
Now choose an arbitrary edge {x; y}∈E. For brevity let Qx :=	(x), Qy :=	(y),
Rx :=	2(x) and Ry :=	2(y). Rx and Ry are stable because otherwise we could ?nd a
C5. Similarly, we conclude that Rx ∩Ry = ∅.
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Fig. 1. How the color classes in Lemma 6 are found.
We denote all other vertices by S :=V\[Qx ∪Qy ∪Rx ∪Ry] and partition them in
two classes:
Sx = {v∈ S |Rv ∩Rx = ∅} and Sy = {v∈ S |Rv ∩Ry = ∅}:
Observe that Sx ∪ Sy = S, since Rx and Ry cover almost the whole graph and Rv is big
for all v. Hence, for every vertex v the intersection Rv ∩ (Rx ∪Ry) cannot be empty.
Moreover, Rx ∪ Sx and Ry ∪ Sy are stable and Sx ∩ Sy = ∅ because there are no cycles
C7 and C9 (see Fig. 1).
Hence, we have found a 2-coloring with the color classes Rx ∪ Sx ∪Qy and
Ry ∪ Sy ∪Qx.
Consider a graph G which satis?es properties (P1) and (P2). Furthermore, assume
that the graph is composed of a bipartite subgraph on n − 2 vertices and two addi-
tional vertices. The following lemma shows how to ?nd two short vertex disjoint odd
cycles in G. Later in the paper, we will apply the lemma in order to exploit the fact
that a graph with two such cycles remains non-bipartite even if an edge of a cycle is
removed.
Lemma 7. Let G=(V; E) be a graph with two vertices v1; v2 ∈V such that G′ :=G[V\
{v1; v2}]∈B0(n). Consider an arbitrary 2-coloring of G′ with color classes S1; S2 and
assume that for j∈{1; 2} there are vertices w(1)j ∈ (S1 ∩	(vj)) and w(2)j ∈ (S2 ∩	(vj))
such that w(1)1 ; w
(2)
1 ; w
(1)
2 ; w
(2)
2 are pairwise di=erent.
If G′ satis<es the properties (P1) and (P2) and n is su:ciently large we can <nd
two vertex disjoint cycles C7 in G.
H.J. Promel et al. / Discrete Mathematics 257 (2002) 531–540 535
Proof. We look for vertex disjoint paths Pj in G′ of length ?ve that connect w
(1)
j and
w(2)j for j∈{1; 2}: By (P1), we can ?nd sets Q(1)j ⊆	(w(1)j )∩S2 and Q(2)j ⊆	(w(2)j )∩S1
of size at least log n. Since 	(Q(1)j ) and 	(Q
(2)
j ) are almost as large as one partition
of V they are obviously connected by an edge and a path can be found.
Assume that the cycle at v1 is ?xed ?rst. By (P1), the degrees of w
(1)
j and w
(2)
j are
large and, hence, we are able to choose the set Q(1)2 and Q
(2)
2 in such a way that the
resulting cycle at v2 is vertex disjoint from the cycle at v1.
We also need a few results on the growth of |B0(n)| and |B1(n)|. Later we will use
them to show that the size of the ‘bad sets’ grows asymptotically slower than |B1(n)|
and, thus, these sets contain only a negligible number of graphs.
Lemma 8. For i∈{0; 1} and all su:ciently large n
log
|Bi(n− 1)|
|Bi(n)| 6−
n− i − 1
2
:
Proof. We construct pairwise di>erent graphs in Bi(n) as follows. First, we choose a
graph G ∈Bi(n− 1) for the ?rst n− 1 vertices. By de?nition, this graph G contains a
stable set of size at least (n− i− 1)=2. The nth vertex can be connected to this stable
set in at least 2(n−i−1)=2 many ways. This shows that
|Bi(n)|¿2(n−i−1)=2|Bi(n− 1)|;
which is equivalent to the claimed inequality.
In [8] a precise estimate of |B0(n)| has been given. We will use it to obtain a rough
bound on the relation between |B0(n− 1)| and |B1(n)| and state it without proof.
Theorem 9 (Pr&omel and Steger [8]).
|B0(n)|=S(2(1=4)n2+n−1=2 log n):
Of course, Theorem 9 implies the case i=0 of Lemma 8, but we do not need a
better estimate there. We will use Theorem 9 only to obtain a short proof for the
following rather obvious technical lemma.
Lemma 10. There is a constant ¿0 such that for all su:ciently large n
log
|B0(n− 1)|
|B1(n)| 6:
Proof. The following procedure yields pairwise di>erent graphs in |B1(n)|: We con-
struct a cycle C =(v1; : : : ; v5) on the ?rst ?ve vertices and choose a graph G′ ∈B0(n−5)
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for the remaining n − 5 vertices. Let S1; S2 denote an arbitrary 2-coloring of G′. We
connect v1 and v3 to S1 and v2 and v4 to S2. There are 22|S1|+2|S2|=22(n−5) possibilities
for this. Note that the resulting graph contains no triangles because the neighbors in
G′ of adjacent vertices on the cycle are disjoint. Hence, we conclude that
|B1(n)|¿|B0(n− 5)|22(n−5):
Using Theorem 9 one easily checks that
|B0(n− 1)|
|B0(n− 5)| =S
(
2(1=4)n
2−1=2n+1=4+n−1−1=2 log(n−1)
2(1=4)n2−5=2n+25=4+n−5−1=2 log(n−5)
)
=S(22n):
Then the lemma follows immediately.
Remark 11. Note that |B0(n − 1)|=|B1(n)| is actually much smaller than the bound
in Lemma 10. Comparing Lemma 10 to Lemma 8 one would expect an exponentially
small expression. But since a rough estimate su:ces for our proofs we only state this
almost trivial bound.
For the proof of Theorem 2, we will employ a similar strategy as in [1]. We partition
F1(n) into B1(n) and several ‘bad’ sets of graphs with ‘unlikely’ properties based on
(P1) up to (P3). Then we show that the cardinality of those bad sets is negligible.
X(n) The set of all graphs in F1(n)\B1(n) which contain a vertex v such that
|	(v)|63 log n.
Y(n) The set of all graphs in F1(n)\[B1(n)∪X(n)] which contain a set Q of size
log n such that |	(Q)|6( 12 − 1log log n)n,
Z(n) The set of all graphs G in F1(n)\[B1(n)∪X(n)∪Y(n)] which contain an edge
{x; y} and sets Qx ⊆	(x) and Qy ⊆	(y) of size |Qx|= |Qy|= log n such that
G − {x; y}∈F1(n− 2) and |	(Qx)∩ 	(Qy)|¿ 1100n.
First we have to show that B1(n) and the ‘bad sets’ cover F1(n).
Lemma 12. It holds that
F1(n)⊆B1(n)∪X(n)∪Y(n)∪Z(n)
for all su:ciently large n.
Proof. Consider a graph G=(V; E) in F1(n)\[B1(n)∪X(n)∪Y(n)∪Z(n)]. Then the
properties (P1) and (P2) hold for G by the de?nitions of X(n) and Y(n), and are still
satis?ed if one or two vertices are deleted from G.
Assume that there is an edge {x; y} such that G′ :=G − {x; y} =∈F1(n − 2). Since
G′ ∈F0(n− 2)=F1(n− 2)∪B0(n− 2) we may conclude that G′ ∈B0(n− 2).
Consider an arbitrary 2-coloring of G′. Note that 	(x)∩	(y)= ∅ because G is
triangle-free. Furthermore, x and y must have neighbors in both color classes S1
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and S2 since they are part of odd cycles in G. Otherwise we could deduce that
G ∈B0(n)∪B1(n) which contradicts our choice of G.
Assume that there is one color class, say S1, and a vertex w such that 	(x)∩	(y)∩
S1 = {w}. Then the vertices x; y; w would form a triangle and we get a contradiction.
Thus, x and y have at least two disjoint neighbors in both color classes and we can
?nd two vertex disjoint odd cycles C1 and C2 with |C1|; |C2|67 using Lemma 7. It
follows by the de?nition of Z(n) that (P3) holds for all edges of C1 and C2. Lemma 4
then shows that C1 and C2 cannot be odd and we obtain a contradiction. Therefore,
we may conclude that G − {x; y}∈F1(n− 2) for all edges {x; y}.
Hence, by the de?nition of Z(n) it holds for all {x; y} ∈ E that |	2(x) ∩ 	2(y)|
6 1=100n and Lemma 6 proves that G is bipartite, which once again yields a
contradiction.
The following lemmas help us to estimate the cardinality of the bad sets.
Lemma 13. For all su:ciently large n
log
|X(n)|
|F1(n− 1)|64(log n)
2:
Proof. Consider a graph G=(V; E)∈X(n) and a vertex x∈V . By de?nition of X(n)
we know that G[V\{x}] =∈B0(n− 1). Hence, all graphs in X(n) can be constructed as
follows. First choose the vertex v and a graph G ∈F1(n − 1) on V\{v} (in at most
n|F1(n− 1)| ways). Then choose the set 	(v). As there are at most
3 log n∑
j=0
(
n− 1
j
)
6 n3 log n
ways to do this, it follows that
|X(n)|6|F1(n− 1)|nn3 log n:
The lemma is an immediate consequence of this.
Lemma 14. For all su:ciently large n
log
|Y(n)|
|F0(n− log n)|6
(
1
2
− 1
2 log log n
)
n log n:
Proof. Construct all graphs in Y(n) as follows. First choose the set Q and a triangle-
free graph G on V\Q. This can be done in at most ( nlog n)|F0(n− log n)| ways. Then,
we have less than 2n possibilities to ?x the set R=	(Q). Additionally, there are at
most 2|Q||R|62log n(1=2−
1
log log n )n possible choices for the edges between Q and R and
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less than 2(log n)
2
possibilities for the edges inside Q. All in all we get
log
|Y(n)|
|F0(n− log n)| 6 2(log n)
2 + n+
(
1
2
− 1
log log n
)
n log n
6
(
1
2
− 1
2 log log n
)
n log n
for n suTciently large.
Lemma 15. For all su:ciently large n
log
|Z(n)|
|F1(n− 2)|6
(
1− 1
2000
)
n:
Proof. Construct all graphs in Z(n) as follows. First choose two vertices x and y, a
triangle-free graph G′ ∈F1(n−2) on V\{x; y}, and appropriate sets Qx; Qy in less than
n2|Fi(n− 2)|n2 log n ways. Let for conciseness of notation Rx =	(Qx) and Ry =	(Qy)
and observe that Rx and Ry are determined by the choice of Qx and Qy. Finally,
connect x and y to V\{x; y}. As no vertex in Rx (Ry) may be connected to x (y) and
no vertex in V\(Rx ∪Ry) may be connected to both x and y there are at most
2|Rx\Ry|+|Ry\Rx|3n−|Rx ∪ Ry|
6 2|Rx|+|Ry|−2|Rx∩Ry|+7=4(n−|Rx|−|Ry|+|Rx∩Ry|)
6 2
7
4 n−
3
4 (|Rx|+|Ry|)−
1
4 |Rx∩Ry|62n−(1=1000)n
ways to do this. Recall that by de?nition of Y(n) we have |Rx|; |Ry|¿( 12 − 1log log n)n
and that by assumption |Rx ∩ Ry|¿ 1100 n. Furthermore, one immediately checks that
log 36 74 . Putting everything together we obtain
log
|Z(n)|
|Fi(n− 2)|62 log n+ 2(log n)
2 + n− 1
1000
n6
(
1− 1
2000
)
n
for n suTciently large.
Now that we have estimated the cardinality of all bad sets, we are in a position to
prove Theorem 2.
Proof of Theorem 2. Set  := 21=3000. We will show that there is a constant c¿1 such
that
|F1(n)|6(1 + c−n)|B1(n)| (1)
holds for all n∈N. Choose n0 large enough so that all lemmas above and all asymptotic
estimates below hold for n¿n0. Subsequently, choose c¿1 such that (1) is satis?ed
for all n6n0.
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We conclude the proof by induction on n. So assume (1) holds for all graphs on n′
vertices with n′¡n. By Lemma 12 we deduce that
|F1(n)|6|B1(n)|+ |X(n)|+ |Y(n)|+ |Z(n)|:
Hence, it suTces to show that the ratio of |X(n)|, |Y(n)| and |Z(n)| to |B1(n)| is at
most c3
−n.
By Lemmas 13, 8 and the induction hypothesis we conclude that
|X(n)|
|B1(n)| 6
|X(n)|
|F1(n− 1)|
|F1(n− 1)|
|B1(n− 1)|
|B1(n− 1)|
|B1(n)|
6 24(log n)
2
(1 + c−n+1)︸ ︷︷ ︸
62c
2−1=2(n−2)6
c
3
−n:
Similarly, using Lemmas 14, 8, 10 and Theorem 1 we obtain
|Y(n)|
|B1(n)| 6
|Y(n)|
|F0(n− log n)|
|F0(n− log n)|
|B0(n− log n)|
|B0(n− log n)|
|B1(n− log n+ 1)|
log n−2∏
j=0
|B1(n− j − 1)|
|B1(n− j)|
6 2
(1=2− 12 log log n )n log n 2c2
∑log n−2
j=0 [−1=2(n−j−2)]
6 2
(1=2− 12 log log n )n log n 2c2−1=2(log n−1)(n−log n−4)
6
c
3
2
− 12 log log n n log n+n 6
c
3
−n:
Finally, we use Lemmas 15, 8 and the induction hypothesis to show that
|Z(n)|
|B1(n)| 6
|Z(n)|
|F1(n− 2)|
|F1(n− 2)|
|B1(n− 2)|
|B1(n− 2)|
|B1(n− 1)|
|B1(n− 1)|
|B1(n)|
6 2(1−1=2000)n(1 + c−n+2)2−1=2(n−3)−1=2(n−2)6
c
3
−n:
This completes the proof.
4. Conclusion
Using techniques which are known as the Kleitman–Rothschild method we have
investigated the relationship between triangle-free and quasibipartite graphs.
As shown in [1] almost all triangle-free graphs are bipartite. We extended this result
by considering the triangle-free graphs which are not bipartite. It turned out that almost
all of these graphs can be made bipartite by removing just one vertex.
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