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Abstract
This thesis concerns efficient and accurate time domain boundary element methods for
the wave equation, with an emphasis on wave scattering in singular geometries and also
towards higher frequencies in 3d.
The work focuses on three approaches: Mesh refinements, as obtained in adaptive
boundary elements or with algebraically graded meshes; a p-version of the boundary ele-
ment method; and generalized boundary elements based on enriching the approximation
spaces with either singular functions or plane waves. An application to traffic noise ad-
dresses computations for the sound amplification in the singular horn geometry between
tyre and road.
The thesis first shows that algebraically graded meshes recover quasi-optimal conver-
gence rates in polyhedral domains. For more general singularities of the solution, adaptive
mesh refinements based on residual and Zienkiewicz-Zhu a posteriori error indicators lead
to improved convergence rates. In benchmark examples for wave scattering on screens
the convergence rates recover the rates known for time-independent problems.
Then a p-version of the time domain boundary element method is presented, based
on increasing the polynomial degree on a fixed coarse space-time mesh. Compared to the
standard h-version the p-methods are shown to double the convergence rate on screens.
Generalized boundary elements are studied for both screen and plane-wave scattering.
For screens the ansatz and test functions are enriched with the singular functions known
from the asymptotic expansion of the exact solution near edges and corners. For plane-
wave scattering enrichments based on plane waves are presented. In examples we obtain
a rapid convergence to engineering accuracy even on coarse meshes.
The work is supplemented with the study of an efficient preconditioner for the linear
systems arising in the time domain method. It leads to efficient computation times for a
wide range of discretisations.
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Chapter 1
Introduction
Modern industrial applications relating to transient phenemona, such as environmental
noise [22] or electromagnetic scattering [129], require fast and efficient numerical meth-
ods. One such method, the Boundary Element Method (BEM) has gained popularity over
many decades, due to its advantages for scattering and emission problems over the Finite
Element Method (FEM). Based on an exact representation of the solution in the inte-
rior, BEM reduces the computation from an n-dimensional, possibly unbounded domain
to its (n-1)-dimensional boundary, and only requires the discretisation of the boundary
conditions. For the linear wave equation, time-dependent boundary element methods
(TDBEM) were recently surveyed in [71, 108].
We consider transient sound radiation problems in the exterior of a scatterer Ω−, where
Ω− is a bounded polygon with connected complement Ω = R3 \ Ω−. The acoustic sound
pressure field u(t, x) due to an incident field or sources on Γ = ∂Ω satisfies the linear wave
equation for t ∈ R:
c−2s ∂
2
t u(t, x)−∆u(t, x) = 0 for x ∈ Ω
u(t, x) = f(t, x) for x ∈ Γ
u(t, x) = 0 for t ≤ 0. (1.1)
Here cs denotes the wave velocity, and we set cs = 1 for simplicity. From a single-layer
1
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ansatz,
u(t, x) =
∫
Γ
φ(t− |x− y|, y)
4pi|x− y| dsy for x ∈ Ω (1.2)
where φ is the density, with φ = 0 for t ≤ 0 due to causality of the wave equation, and
the integration is over y. With the Dirichlet boundary conditions (1.1), we obtain an
equivalent formulation of (1.1) as integral equation
V φ(t, x) =
∫
Γ
φ(t− |x− y|, y)
4pi|x− y| dsy = f(t, x) for x ∈ Γ. (1.3)
With a focus on the single-layer equation (1.3), this thesis presents various approaches
to efficiently solve time-domain boundary integral equations, and improve the conver-
gence rates of these methods. We consider mesh refinements (space and space-time adap-
tive methods, algebraically-graded meshes), p-methods, and enriched methods based on
non-polynomial basis functions. The forthcoming chapters will deal with each of these
approaches in turn, discussing their implementation, some fundamental error analysis
relating to the approach, and experimental results which have been obtained with each
method. This will be introduced in more detail below.
Computationally, this work builds upon the h-TDBEM Galerkin method implemented
by Ostermann [102]. Related earlier implementations go back to the French school around
Nedelec [120, 72]. Our code solves a weak form of Equation (1.3) using a carefully-chosen
quadrature method, and forms the foundation of the various novel methods presented in
this thesis.
Starting with some work on mesh refinements, Chapter 4 focuses on static, algebraically-
graded meshes for the edge and corner singularities which arise in polyhedral domains and
screens. Such refinements are shown to produce quasi-optimal convergence, and we test
this on a series of screen geometries, complemented by an error analysis. This chapter is
based on paper [61] with H. Gimperlein, F. Meyer, C. Oezdemir and E.P. Stephan.
Chapter 5 then introduces adaptive methods. First we consider static mesh refine-
2
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ments (space-only adaptivity), where mesh refinements are steered using an a posteriori
residual-based error indicator which is time-averaged. Details of the implementation are
explained, along with a series of results on various geometries. This space-adaptive work
is published in [58] and includes the a posteriori error analysis behind the residual based
indicator. We then move on to preliminary results towards dynamic mesh refinements
(space-time adaptivity), where we remove the time-averaging of the error indicator. This
method allows us to efficiently solve travelling-wave problems, since we can track the
location of the largest errors in time. We present details of the implementation and a
collection of experimental results.
In Chapter 6, we consider a space-time p-method, which converges at twice the rate
of the h-TDBEM. The algorithmic considerations are discussed along with some analysis
relating to the convergence of p-methods. This work can be found in [63].
Chapter 7 introduces a partition-of-unity method (PU-TDBEM). This involves using
a linear polynomial basis in time, constant in space, and then enriching these shape func-
tions with non-polynomial basis functions; here we enrich with a collection of plane-waves,
and seek to solve problems relating to plane wave scattering on various geometries. This
chapter relates to work in [62].
Chapter 8 focuses on solving issues relating to the linear system, and in particular a
preconditioner which we have developed for their efficient solution. We test this precon-
ditioner on a variety of problems and consider it as both a preconditioner for GMRES
and as a stand-alone solver. The details are presented here along with our results, where
we have taken this from our work [64]. Other issues related to the solving of the systems
are discussed in this chapter.
3
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Background
2.1 Background in TDBEM
Hyperbolic boundary integral equations in the time-domain go back to Friedman and
Shaw [52] and Cruse and Rizzo [37], who also considered numerical approaches to ap-
proximate them. The first modern boundary element methods were developed by Mansur
[92], where one can also find some of the first basic algorithmic approaches behind current
codes. The analysis of time-dependent Galerkin boundary element methods was initiated
in the late 1980s in France by Bamberger and Ha-Duong [16]. This work provided the
first weakly-coercive and stable formulation, and is the basis for the approach we follow
here. Some relevant works on the numerical implementation of the resulting marching-
in-on-time scheme include the Ph.D. thesis of Terrasse [120] and [42, 70], which made the
methods competitive for commercial applications.
This approach of Bamberger and Ha-Duong is based on an analysis in the frequency
domain. Using the Laplace transform to translate between frequency and time domain,
well-posedness and convergence of numerical approximations can be analysed for the infi-
nite time interval [0,∞). In more recent years, works by Aimi and collaborators [3, 5, 6, 7]
emphasize formulations directly related to the conserved energy of the wave equation on
a finite time interval [0, T ). At the expense of a slightly more involved weak formulation,
the intrinsic coercivity directly implies the stability and convergence of these methods.
However, the analysis of these methods still seems to be restricted to one dimension or
4
Chapter 2: Background
simple, specific geometries.
A thorough description of the mathematical background of time domain integral equa-
tions and their discretisations can be found in the lecture notes of Sayas [108]. For a more
concise introduction, one can find this in [35, 71]. [46] is a good source for recent progress
in the area.
Compared to frequency-domain methods, time-domain approaches have clear advan-
tages when one considers a broad band of frequencies. Only one computation is required
for the whole frequency range to be considered. Time-domain methods are also of par-
ticular interest for problems beyond the reach of frequency domain methods, such as
the simulation of transient dynamics, moving sound sources or nonlinear and dynamical
contact problems. They can also be applied to obtain results in frequency domain, for
all frequencies in one computation, using the Fourier transform to move interchangeably
between time and frequency.
Time-domain methods are potentially as fast and efficient as the more heavily stud-
ied frequency-domain methods. Depending on the problem, they can be more efficient
(if one is interested in a broad range of frequencies). Time-domain methods can also
be applied to nonlinear problems such as those relating to contact or crack propagation.
Fast Multipole methods for frequency-domain problems have been implemented, allowing
large reductions in computation times when assembling the stiffness matrix. A similar
approach is yet to be implemented for time-domain problems, but the challenges here are
very similar since multipoles exist in both problems [119].
We focus on solving the Dirichlet problem here, which requires only the single-layer op-
erator. For Neumann and Robin problems, other operators (double-layer, adjoint double-
layer, and hypersingular) are required. Our Green’s function (fundamental solution to
the wave equation), is singular in both 2D and 3D. This is the main challenge of the
quadrature needed to assemble the entries of the Galerkin matrix. The discretisation and
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accurate computation of the entries in the Galerkin matrix has been considered in detail
by Maischak, Ostermann and Stephan [89, 115], and algorithmic details can be found in
the PhD thesis of Ostermann [102]. This is the approach we follow in this work, and our
various implementations are built upon the quadrature method presented there. There
are alternative Galerkin approaches however e.g. [8]. Collocation methods also have been
studied in the engineering literature - see [129] for details, where computations can be
performed much faster than with Galerkin methods, but suffer a lack of any mathematical
analysis, and as such are unable to guarantee stability. As an alternative to space-time
Galerkin boundary elements entirely, recently there has been fast progress using convolu-
tion quadrature methods [19, 18, 108].
With respect to physical applications, efficient and accurate computational methods
to simulate sound emission in space and time are of interest in many areas; from the
modeling of environmental noise to the acoustics of concert halls. Recent work in vehicle
tyre noise has been studied extensively in [22, 56, 58], where both analysis and algorithmic
details are provided for a range of experiments. In the engineering literature, fast methods
are being developed and studied especially in the group of Eric Michielssen, see e.g. [129].
Further engineering applications involve wave propagation in moving coordinate systems
or with moving sources [10, 106]. Alternative ansatz functions in time have also been
explored in [39, 40].
We consider efficient convergence ourselves, using mesh refinements and p-methods/enriched
methods, but there are other directions being pursued. For interface problems, Abboud,
Joly, Rodriguez and Terrasse [1] initiated the mathematical analysis of FEM-BEM cou-
pling in the time domain, coupling discontinuous finite elements to time domain integral
equations. A subsequent work by Banjai, Lubich and Sayas [20] provides the fundamental
analysis of the coupling between different discretisations (including convolution quadra-
ture). Certain truly transient phenomena studied by engineers cannot be simulated in the
frequency domain because they involve nonlinear contact and damage. See [76, 113] for
time domain BEM approaches to such problems. Their mathematical analysis remains a
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challenge for future work.
2.2 Algebraically-Graded Meshes
Regarding the solutions of elliptic or parabolic equations in a polyhedral domain, the
asymptotic behaviour near the edges and corners has been studied for several decades [94].
The explicit singular expansions near edges and corners allow one to numerically achieve
optimal convergence rates for finite element [12, 15] and boundary element methods [124,
125].
In the hyperbolic case (where domains contain conical or wedge singularities), a similar
asymptotic behavior has been obtained in work by Plamenevskii and his collaborators
[84, 86, 93, 105]. Their results imply that at a fixed time t, the solution to the wave
equation admits an explicit singular expansion with exactly the same behaviour as with
elliptic equations. Recently, the work of Mu¨ller and Schwab has taken these results and
used them to obtain optimal convergence rates for a finite element method in polygonal
domains in R2 [98].
Geometric singularities have a very significant impact on the realistic scattering and
diffraction of waves in R3. In Chapter 4, we consider such problems in the limiting case
of a singular geometry - a screen Γ in R3. Physically, such a domain could be interpreted
as an opening crack or a thin scatterer. We also apply what we have studied here to
the problem of tyre sound emission, and examine the related resonances there. Similar
singularities arise also for other integral equations, such as fractional Laplace equations.
Also in this context, graded meshes have been studied recently. hp-graded meshes studied
on elliptic problems by Heuer et al. [78] show exponential convergence.
Work by Chandler-Wilde et al, such as in [34], considers scattering from polygons and
screens, where algebraically-graded meshes form a key component.
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2.3 Adaptive Mesh Refinements
Adaptive mesh-refinement methods are known to improve the convergence rate of Finite
element and Boundary element discretisations. Standard textbooks in this area include
[41, 112]. In this work, we consider both space-adaptive TDBEM methods and space-time
adaptive TDBEM methods.
Numerically, the efficient treatment of boundary integral equations using adaptive
mesh refinement procedures has been extensively studied in the elliptic case, for homoge-
neous problems [27, 29]. [69] provides recent advancements in this area.
Recently, a significant amount of interest in the solution of such problems on adapted
meshes has appeared. As in the elliptic case, singularities of the solution can appear at sin-
gular points of the boundary - an extensive discussion of this can be found in [105, 84, 85],
and also in trapping regions. Some first steps towards time-adaptivity have been made
by Sauter and Veit [109] in 2 dimensions, and also with convolution quadrature methods
- where graded, non-adaptively chosen time steps have been studied, for example in [111].
The PhD thesis of Gla¨fke [66] provided some first results towards space-time refinements
in 2 dimensions, which is our starting point for going into 3-dimensions. The challenges
in 3 dimensions include computing on much larger meshes. Lastly, in unpublished work,
Abboud investigates the Zienkewicz-Zhu (ZZ) type error indicators for screen problems,
where error-analysis is lacking due to the heuristic nature of his indicator. Our work con-
siders both this ZZ indicator and our mathematically-rigorous residual-based indicators.
Our work in adaptive methods (Chapter 5) extends the numerical analysis of adaptive
boundary element methods for Laplace’s equation, both for Symm’s integral equation and
the hypersingular equation [27, 29, 30, 31]. We note that there exists work on different
error indicators (in the time-independent case), which includes both the ZZ [28] and Faer-
mann indicators [49, 50]. We also refer to [128] for an earlier approach. Ultimately, future
research will provide a comparison of different indicators in the time-domain. A natural
direction would also be to design and implement a fully hp-adaptive space-time adaptive
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TDBEM code. Our work in both adaptive methods and p-methods already provides the
major steps necessary for such a development.
2.4 Partition-of-Unity Methods
Babuska and Melenk [95, 96] introduced and analysed the so-called partition-of-unity
(PU) method. Their work suggests using non-polynomial ansatz and test functions (en-
riched basis functions), to include a priori knowledge about the behaviour of the solution
into the approximation spaces. These enrichments may be either used alone or along
with a standard polynomial basis functions. One challenge is to find a suitable choice of
enrichment - particularly of an optimal nature. It is shown in previous work, however,
that such methods result in rapid approximations with engineering accuracy - in partic-
ular for low degrees of freedom and on coarse meshes. Typically convergence plots show
errors initially dropping rapidly, then stalling for higher numbers of degrees of freedom.
A main disadvantage with these methods is that they can quickly provide ill-conditioned
matrices; the large number of basis functions in each triangle leads to this, which poses
challenges for the accurate solution of the resulting linear system, and limits the accuracy
for high degrees of freedom, where the conditioning can push beyond the boundary of typ-
ical double-precision accuracy used in computational solvers. Examples of these methods
include XFEM (extended finite element method), where singular functions are included as
enrichments locally, such as near a crack tip [53], and the use of plane wave enrichments
over a whole domain to capture the oscillatory behaviour of solutions to time-harmonic
wave problems [117, 118]. In Chapter 7, we extend such work in frequency-domain to the
time-domain and include space-time enrichments.
In frequency-domain problems, PU boundary elements have been shown to provide
efficient numerical methods. The advantages of this approach are particularly noticable
at high frequencies, where numerical pollution increases the required computational effort
for other approaches. While pollution is still present in PU methods, its effect is reduced.
Seminal works here include [88, 103, 104], where plane waves are included as enrichments
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in a boundary element method. The plane waves are chosen such that their directions of
propagation are distributed in a uniform fashion in all directions. In other work, methods
have been tailored to very specific geometries or based on non-standard integral formula-
tions such as in [33, 79].
PU methods recently have been attempted for transient problems; for wave propa-
gation [45, 75] and also heat propagation [83, 97]. They extend work on the existing
time-independent enrichment in space and use typical time-stepping schemes to reduce
the time-dependent PDE to something time-independent, where the method can be ex-
plicitly used without much change.
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Boundary Integral Operators and
Sobolev Spaces
To be specific, in R3 let Γ be the boundary of a polyhedral domain, consisting of curved,
polygonal boundary faces, or an open polyhedral surface (screen). In R2, Γ is the boundary
of a curved polygon, or Γ is an open polygonal curve.
We make an ansatz for the solution to (1.1) using the single layer potential in time
domain,
u(t, x) =
∫
R+×Γ
G(t− τ, x, y) φ(τ, y) dτ dsy , (3.1)
where G is a fundamental solution to the wave equation
G(t− τ, x, y) = δ(t− s− |x− y|)
4pi|x− y|
and φ(τ, y) = 0 for τ ≤ 0. Specifically in 3 dimensions, we may choose
u(t, x) =
1
4pi
∫
Γ
φ(t− |x− y|, y)
|x− y| dsy ,
but for applications to traffic noise also different choices are relevant, see (4.17). Taking
the Dirichlet boundary values on Γ of the integral (3.1), we obtain the single layer operator,
V φ(t, x) =
∫
R+×Γ
G(t− τ, x, y) φ(τ, y) dτ dsy ,
11
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It allows to reduce the wave equation (1.1) with Dirichlet boundary conditions, u = f on
Γ, to an equivalent integral equation
V φ = u|Γ = f . (3.2)
After solving equation (3.2) for the density φ, the solution to the wave equation is ob-
tained using equation (3.1).
We also require the adjoint double layer operator K ′, as obtained from the Neumann
boundary values, as well as the double layer operator K and the hypersingular operator
W on Γ:
Kφ(t, x) =
∫
R+×Γ
∂G
∂ny
(t− τ, x, y) φ(τ, y) dτ dsy,
K ′φ(t, x) =
∫
R+×Γ
∂G
∂nx
(t− τ, x, y) φ(τ, y) dτ dsy , (3.3)
Wφ(t, x) =
∫
R+×Γ
∂2G
∂nx∂ny
(t− τ, x, y) φ(τ, y) dτ dsy .
The boundary integral operators are considered between space-time anisotropic Sobolev
spaces Hrσ(R+, H˜s(Γ)), see [56] or [71]. To define them, if ∂Γ 6= ∅, first extend Γ to a
closed, orientable Lipschitz manifold Γ˜.
On Γ one defines the usual Sobolev spaces of supported distributions:
H˜s(Γ) = {u ∈ Hs(Γ˜) : supp u ⊂ Γ} , s ∈ R .
Furthermore, Hs(Γ) is the quotient space Hs(Γ˜)/H˜s(Γ˜ \ Γ).
To write down an explicit family of Sobolev norms, introduce a partition of unity αi
subordinate to a covering of Γ˜ by open sets Bi. For diffeomorphisms φi mapping each
Bi into the unit cube ⊂ Rn, a family of Sobolev norms, depending on a time-frequency
variable ω ∈ C \ {0}, is induced from Rd:
||u||s,ω,Γ˜ =
(
p∑
i=1
∫
Rn
(|ω|2 + |ξ|2)s|F {(αiu) ◦ φ−1i } (ξ)|2dξ
) 1
2
.
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The norms for different ω ∈ C \ {0} are equivalent, and F denotes the Fourier trans-
form. They induce norms on Hs(Γ), ||u||s,ω,Γ = infv∈H˜s(Γ˜\Γ) ||u + v||s,ω,Γ˜, and on H˜s(Γ),
||u||s,ω,Γ,∗ = ||e+u||s,ω,Γ˜. e+ extends the distribution u by 0 from Γ to Γ˜. It is stronger
than ||u||s,ω,Γ whenever s ∈ 12 + Z.
We now define a class of space-time anisotropic Sobolev spaces:
Definition 1. For r, s ∈ R and σ > 0 define
Hrσ(R+, Hs(Γ)) = {u ∈ D
′
+(H
s(Γ)) : e−σtu ∈ S ′+(Hs(Γ)) and ||u||r,s,Γ <∞} ,
Hrσ(R+, H˜s(Γ)) = {u ∈ D
′
+(H˜
s(Γ)) : e−σtu ∈ S ′+(H˜s(Γ)) and ||u||r,s,Γ,∗ <∞} .
D′+(E) resp. S ′+(E) denote the spaces of distributions, resp. tempered distributions, on R
with support in [0,∞), taking values in E = Hs(Γ), H˜s(Γ). The relevant norms are given
by
‖u‖r,s,Γ =
(∫ +∞+iσ
−∞+iσ
|ω|2r ‖uˆ(ω)‖2s,ω,Γ dω
) 1
2
,
‖u‖r,s,Γ,∗ =
(∫ +∞+iσ
−∞+iσ
|ω|2r ‖uˆ(ω)‖2s,ω,Γ,∗ dω
) 1
2
.
For |s| ≤ 1 the spaces are independent of the choice of αi and φi.
A useful technical result localizes estimates for fractional Sobolev norms, extending
[124, Lemma 3.2] to space-time:
Lemma 2. Let Γ, Γj (j = 1, . . . , N) be Lipschitz domains with Γ =
N⋃
j=1
Γj, u˜ ∈ Hrσ(R+, H˜s(Γ)), u ∈
Hrσ(R+, Hs(Γ)), s ∈ R. Then for all s ∈ [−1, 1], r ∈ R and σ > 0
N∑
j=1
‖u‖2r,s,Γj ≤ ‖u‖2r,s,Γ , (3.4)
‖u˜‖2r,s,Γ,∗ ≤
N∑
j=1
‖u˜‖2r,s,Γj ,∗ . (3.5)
The proof is an immediate extension of the time-independent case.
The boundary integral operators obey the following mapping properties between the
space-time Sobolev spaces:
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Theorem 3 ([56]). The following operators are continuous for r ∈ R, σ > 0:
V : Hr+1σ (R
+, H˜−
1
2 (Γ))→ Hrσ(R+, H
1
2 (Γ)) ,
K ′ : Hr+1σ (R
+, H˜−
1
2 (Γ))→ Hrσ(R+, H−
1
2 (Γ)) ,
K : Hr+1σ (R
+, H˜
1
2 (Γ))→ Hrσ(R+, H
1
2 (Γ)) ,
W : Hr+1σ (R
+, H˜
1
2 (Γ)))→ Hrσ(R+, H−
1
2 (Γ)) .
When Γ = Rn−1+ , Fourier methods yield improved estimates for V and W :
Theorem 4 ([73], pp. 503-506). The following operators are continuous for r, s ∈ R,
σ > 0:
V : H
r+ 1
2
σ (R+, H˜s(Γ))→ Hrσ(R+, Hs+1(Γ)) ,
W : Hrσ(R
+, H˜s(Γ))→ Hrσ(R+, Hs−1(Γ)) .
The space-time Sobolev spaces allow a precise statement and analysis of the weak
formulation for the Dirichlet problem (3.2): Find ψ ∈ H1σ(R+, H˜−
1
2 (Γ)) such that for all
Ψ ∈ H1σ(R+, H˜−
1
2 (Γ))
∫ ∞
0
∫
Γ
(V ψ(t,x))∂tΨ(t,x) dsx dσt =
∫ ∞
0
∫
Γ
f(t,x)∂tΨ(t,x) dsx dσt , (3.6)
where dσt = e
−2σtdt.
To obtain an analogous weak formulation for the Neumann problem, one starts from
a double layer potential ansatz for u:
u(t, x) =
∫
R+×Γ
∂G
∂ny
(t− τ, x, y) φ(τ, y) dτ dsy (3.7)
with φ(s, y) = 0 for s ≤ 0. The corresponding integral formulation is the hypersingular
equation
Wφ =
∂u
∂n
∣∣∣
Γ
= g . (3.8)
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Find φ ∈ H1σ(R+, H˜
1
2 (Γ)) such that for all Φ ∈ H1σ(R+, H˜
1
2 (Γ)) there holds:
∫
R+×Γ
(Wφ(t,x)) ∂tΦ(t,x) dσt dsx =
∫
R+×Γ
g(t,x) ∂tΦ(t,x) dt dsx . (3.9)
The weak formulations (3.6), respectively (3.9), for the Dirichlet and Neumann prob-
lems are well-posed [56, 22]:
Theorem 5. Let σ > 0.
a) Assume that f ∈ H2σ(R+, H
1
2 (Γ)). Then there exists a unique solution ψ ∈ H1σ(R+, H˜−
1
2 (Γ))
of (3.6) and
‖ψ‖1,− 1
2
,Γ,∗ .σ ‖f‖2, 1
2
,Γ . (3.10)
b) Assume that g ∈ H2σ(R+, H−
1
2 (Γ)). Then there exists a unique solution φ ∈ H1σ(R+, H˜
1
2 (Γ))
of (3.9) and
‖φ‖1, 1
2
,Γ,∗ ≤ C‖g‖2,− 1
2
,Γ . (3.11)
While a theoretical analysis requires σ > 0, practical computations use σ = 0 [16, 54].
With a view towards contact problems [113], we also consider an equation for the
Dirichlet-to-Neumann operator Sσ. For σ > 0 and given boundary data uσ, we consider
(
∂
∂t
+ σ
)2
wσ −∆wσ = 0 , for (t, x) ∈ R× Ω ,
wσ = uσ , for (t, x) ∈ R× Γ ,
wσ = 0, for (t, x) ∈ (−∞, 0)× Ω .
(3.12)
The Dirichlet-to-Neumann operator is defined as
Sσuσ|Γ := ∂wσ
∂n
∣∣∣
Γ
, (3.13)
We recall from [107], p. 48:
Theorem 6. Let h ∈ H
3
2
σ (R+, H−
1
2 (Γ)). Then there exists a unique uσ ∈ H
1
2
σ (R+, H˜
1
2 (Γ))
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such that for all v ∈ H−
1
2
σ (R+, H˜
1
2 (Γ)):
〈Sσuσ, v〉 = 〈h, v〉 . (3.14)
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Algebraically-Graded Meshes
This chapter is based on joint work [61] with H. Gimperlein, F. Meyer, C. Ozdemir, and
E.P. Stephan.
4.1 Introduction
The realistic scattering and diffraction of waves in R3 is crucially affected by geometric
singularities of the scatterer, with significant new challenges for both pure and numerical
analysis. In this chapter, we study the solution of the wave equation in the most singular
case, outside a screen Γ in R3 or, equivalently, for an opening crack. From the singular
expansion we obtain optimal convergence rates for piecewise polynomial approximations
on graded meshes. Numerical experiments using a time domain boundary element method
confirm the theoretical predictions and show their use for a real-world application in traffic
noise.
To be specific, for a polyhedral screen Γ ⊂ R3 with connected complement Ω = R3 \Γ
we consider the wave equation
c−2∂2t u(t, x)−∆u(t, x) = 0 in R+t × Ωx (4.1a)
Bu = g on Γ = ∂Ω (4.1b)
u(0, x) = ∂tu(0, x) = 0 in Ω (4.1c)
where either inhomogeneous Dirichlet boundary conditions Bu = u|Γ or Neumann bound-
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ary conditions Bu = ∂nu|Γ are considered on Γ. Here, c denotes the speed of sound and
for simplicity, we mostly choose units such that c = 1. However, for computations on the
tyre domain we use c = 343 ms−1.
Based on the above-mentioned results of Plamenevskii and coauthors, we obtain a
precise description of the singularities of the solution near edges and corners. The solution
u and its normal derivative on Γ admit an asymptotic expansion with the same singular
exponents as in the elliptic case.
As in the elliptic case, the precise asymptotic description of the solution has implica-
tions for the approximation by time domain boundary elements.
We approximate the solution on β-graded meshes. For example, on the circular screen
of radius 1, for β = 1 we take a uniform mesh with nodes on concentric circles of ra-
dius rk = 1 − kNl for k = 0, . . . , Nl − 1. For the β-graded mesh, the radii are moved to
rk = 1− ( kNl )β for k = 0, . . . , Nl − 1. A more complete definition is given in Section 4.2.
We formulate (1.1) as a time dependent integral equation on Γ, with either the single
layer, the hypersingular or the Dirichlet-to-Neumann operator. The Dirichlet trace u|Γ is
approximated by tensor products of piecewise polynomial functions V˜ p,q∆t,h on a β-graded
mesh in space and a uniform mesh in time of step size ∆t. V˜ p,q∆t,h is defined in (4.3), and
its analogue V p,q∆t,h for the approximation of the Neumann trace ∂nu|Γ in (4.2). See the
bottom of page 8 for the definition of the β-graded meshes. Our main result for the ap-
proximation of the solutions to the boundary integral equations in space-time anisotropic
Sobolev spaces (Definition 1) is a consequence of:
Theorem A. Let ε > 0.
a) Let u be a strong solution to the homogeneous wave equation with inhomogeneous
Neumann boundary conditions ∂nu|Γ = g, with g smooth. Further, let φβh,∆t be the best
approximation in the norm of Hrσ(R
+, H˜
1
2
−s(Γ)) to the Dirichlet trace u|Γ in V˜ p,1∆t,h on a
β-graded spatial mesh with ∆t . hβ. Then ‖u − φβh,∆t‖r, 12−s,Γ,∗ ≤ Cβ,εh
min{β( 1
2
+s), 3
2
+s}−ε,
where s ∈ [0, 1
2
] and r ∈ [0, p).
b) Let u be a strong solution to the homogeneous wave equation with inhomogeneous
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Dirichlet boundary conditions u|Γ = g, with g smooth. Further, let ψβh,∆t be the best ap-
proximation in the norm of Hrσ(R
+, H˜−
1
2 (Γ)) to the Neumann trace ∂nu|Γ in V p,0∆t,h on a
β-graded spatial mesh with ∆t . hβ. Then ‖∂nu− ψβh,∆t‖r,− 12 ,Γ,∗ ≤ Cβ,εh
min{β
2
, 3
2
}−ε, where
r ∈ [0, p+ 1).
For the circular screen this result may be found in Theorem 10, while for the polygonal
screen it is Theorem 15 (assuming β is sufficiently large). It implies an approximation
result for the solution to the boundary integral formulations, see Corollary 11 for the
circular screen, respectively Corollary 16 for the polygonal screen:
Corollary B. Let ε > 0.
a) Let φ be the solution to the hypersingular integral equation Wφ = g and φβh,∆t the best
approximation in the norm of Hrσ(R
+, H˜
1
2
−s(Γ)) to φ in V˜ p,1∆t,h on a β-graded spatial mesh
with ∆t . hβ. Then ‖φ − φβh,∆t‖r, 12−s,Γ,∗ ≤ Cβ,εh
min{β( 1
2
+s), 3
2
+s}−ε, where s ∈ [0, 1
2
] and
r ∈ [0, p).
b) Let ψ be the solution to the single layer integral equation V ψ = f and ψβh,∆t the best
approximation in the norm of Hrσ(R
+, H˜−
1
2 (Γ)) to ψ in V p,0∆t,h on a β-graded spatial mesh
with ∆t . hβ. Then ‖ψ − ψβh,∆t‖r,− 12 ,Γ,∗ ≤ Cβ,εh
min{β
2
, 3
2
}−ε, where r ∈ [0, p+ 1).
Indeed, on the flat screen the solutions to the integral equations are given by φ =
[u] |Γ in terms of the solution u which satisfies Neumann conditions Bu = ∂nu|Γ = g,
respectively ψ = [∂nu] |Γ in terms of the solution u which satisfies Dirichlet conditions
Bu = u|Γ = f .
Note that the energy norm associated to the weak form of the single layer integral
equation (3.6) is weaker than the norm of H1σ(R
+, H−
1
2 (Γ)) and stronger than the norm
of H0σ(R
+, H−
1
2 (Γ)), according to the coercivity and continuity properties of V on screens
[56]. Similarly, for the weak form of the hypersingular integral equation (3.9), the en-
ergy norm is weaker than the norm of H1σ(R
+, H
1
2 (Γ)) and stronger than the norm of
H0σ(R
+, H
1
2 (Γ)) [22].
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Remark C. Together with the a priori estimates for the time domain boundary element
methods on screens [56, 22], Corollary B implies convergence rates for the Galerkin ap-
proximations, which recover those for smooth solutions (up to an arbitrarily small ε > 0)
provided the grading parameter β is chosen sufficiently large.
We prove the approximation properties in detail on the circular screen, without cor-
ners, and discuss the approximation of the corner singularity on polygonal screens. On
the square, the convergence rate is determined by the singularities at the edges, in spite
of the smaller singular exponents in a corner. In all cases, we show that time independent
algebraically graded meshes adapted to the singularities recover the optimal approxima-
tion rates expected for smooth solutions.
Numerical experiments confirm the theoretical results for the singular exponents and
achieve the predicted convergence rates. Furthermore, they indicate the efficiency of our
approach. For the Dirichlet problem on a circular or square screen, reduced to an equa-
tion for the single layer operator, the convergence rate in the energy norm is doubled
when the uniform mesh is replaced by a 2-graded one. Similar results are obtained for
the sound pressure, which is often the crucial quantity in applications. Even the singular
exponents of the numerical solution near the edges and corners agree with those of the
exact solution. The results generalize to the formulation of the Neumann problem as a
hypersingular integral equation, where the predicted convergence rates and singular ex-
ponents at the edges are obtained. The main difference to the Dirichlet problem is that
the numerically computed singular exponents in the corner are in qualitative, though no
longer quantitative agreement. Beyond these model problems, we study the Dirichlet-to-
Neumann operator on screens, as relevant for dynamic interface and contact problems.
The results reflect those for the hypersingular integral equation, and the errors due to the
numerical approximation of the operator are seen to be negligible.
Finally, we show the relevance of graded meshes for a real-world question from traffic
noise, where graded meshes allow to accurately resolve the sound amplification around
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resonance frequencies.
Graded meshes thus lead to optimal algorithms to resolve geometric singularities of the
computational domain. They provide a key example for efficient approximations of the
solution of transient wave equations by time-independent, adapted meshes. Such meshes
also arise in adaptive algorithms based on time-integrated a posteriori error estimates [58].
4.2 Discretisation
For the time discretisation we consider a uniform decomposition of the time interval [0,∞)
into subintervals [tn−1, tn) with time step ∆t, such that tn = n∆t (n = 0, 1, . . . ).
In R3, we assume that Γ consists of closed triangular faces Γi such that Γ = ∪iΓi. In
R2, Γ = ∪iΓi is partitioned into line segments Γi.
We choose a basis {ξ1h, · · · , ξNsh } of the space V qh (Γ) of piecewise polynomial functions
of degree q in space. Moreover we define V˜ qh (Γ) as the space V
q
h (Γ), where the polynomials
vanish on ∂Γ for q ≥ 1 (which is relevant for the hypersingular and Dirichlet-Neumann
operators). For the time discretisation we choose a basis {β1∆t, · · · , βNt∆t} of the space V pt of
piecewise polynomial functions of degree of p in time (continuous and vanishing at t = 0
if p ≥ 1).
Let TS = {∆1, · · · ,∆N} be a quasi-uniform triangulation of Γ and TT = {[0, t1), [t1, t2), · · · ,
[tM−1, T )} the time mesh for a finite subinterval [0, T ).
We consider the tensor product of the approximation spaces in space and time, V qh
and V p∆t, associated to the space-time mesh TS,T = TS × TT , and we write
V p,q∆t,h := V
p
∆t ⊗ V qh . (4.2)
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We analogously define
V˜ p,q∆t,h := V
p
∆t ⊗ V˜ qh . (4.3)
For u∆t,h ∈ V p,q∆t,h we thus may write
u∆t,h(t, x) =
Nt∑
i=0
Ns∑
j=0
cijβ
i
∆t(t)ξ
j
h(x) .
In the following we use the notation
• γn∆t(t) for the basis of piecewise constant functions in time,
• βn∆t(t) for the basis of piecewise linear functions in time,
• ψih(x) for the basis of piecewise constant functions in space,
• ξih(x) for the basis of piecewise linear functions in space.
The Galerkin discretisation of the Dirichlet problem (3.6) is then given by:
Find ψ∆t,h ∈ V p,q∆t,h such that for all Ψ∆t,h ∈ V p,q∆t,h
∫ ∞
0
∫
Γ
(V ψ∆t,h(t,x))∂tΨ∆t,h(t,x) dsx dσt =
∫ ∞
0
∫
Γ
f(t,x)∂tΨ∆t,h(t,x) dsx dσt . (4.4)
For the Neumann problem (3.9), we have:
Find φ∆t,h ∈ V˜ p,qt,h such that for all Φ∆t,h ∈ V˜ p,qt,h
∫ ∞
0
∫
Γ
(Wφ∆t,h(t,x))∂tΦ∆t,h(t,x) dsx dσt =
∫ ∞
0
∫
Γ
g(t,x)∂tΦ∆t,h(t,x) dsx dσt . (4.5)
From the weak coercivity of V , respectively W , the discretized problems (4.4) and
(4.5) admit unique solutions.
Our computations are mainly conducted on graded meshes on the square [−1, 1]2, re-
spectively on the circular screen {(x, y, 0) : √x2 + y2 ≤ 1}. To define β-graded meshes
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(a) (b)
Figure 4.1: β-graded meshes for (a) square and (b) circular screens, with β = 2
on the square, due to symmetry, it suffices to consider a β-graded mesh on [−1, 0]. We
define yk = xk = −1 + ( kNl )β for k = 1, . . . , Nl and for a constant β ≥ 0. The nodes of
the β-graded mesh on the square are therefore (xk, yl), k, l = 1, . . . , Nl. We note that for
β = 1 we would have a uniform mesh.
In a general convex, polyhedral geometry graded meshes are locally modeled on this
example. In particular, on the circular screen of radius 1, for β = 1 we take a uniform
mesh with nodes on concentric circles of radius rk = 1 − kNl for k = 0, . . . , Nl − 1. For
the β-graded mesh, the radii are moved to rk = 1 − ( kNl )β for k = 0, . . . , Nl − 1. While
the triangles become increasingly flat near the boundary, their total number remains
proportional to N2l .
Examples of the resulting 2-graded meshes on the square and the circular screens are
depicted in Figure 4.1.
While we use triangular meshes in our computations, for the ease of presentation we
first discuss the approximation properties of graded meshes with rectangular elements.
Reference [124] shows how to deduce approximation results on triangular meshes from
the rectangular case.
Key ingredients in our analysis are projections from L2(Γ) onto V ph on the graded
mesh. We collect some key approximation properties used below:
The proofs of the following results are given in [124, Satz 3.7, Satz 3.10].
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Lemma 7. For a > 0 and s ∈ [−1,−a + 1
2
) there holds with the piecewise constant
interpolant Π0yy
−a of y−a on the β-graded mesh
‖y−a − Π0yy−a‖H˜s([0,1]) . hmin{β(−a−s+
1
2
),1−s}−ε.
Lemma 8. For a > 0 and s ∈ [0, a + 1
2
) there holds with the linear interpolant Π1yy
a of
ya on the β-graded mesh
‖ya − Π1yya‖H˜s([0,1]) . hmin{β(a−s+
1
2
),2−s}−ε.
4.3 Asymptotic Expansions and Numerical Approx-
imation
4.3.1 Asymptotic Expansion of Solutions to the Wave Equation
in a Wedge
Solutions of the Laplace and Helmholtz equations exhibit well-known singularities at non-
smooth boundary points of the domain. In this section we describe a similar decomposition
of the solution to the wave equation with Dirichlet or Neumann boundary conditions near
an edge or a corner, into a leading part given by explicit singular functions plus less
singular terms. The strategy of translating the results from the Helmholtz equation to
the time-dependent wave or Lame´ equations has been studied in a series of papers by
Plamenevskii and coauthors [84, 86, 93, 105]. We here recall their key result for a wedge.
To be specific, for a problem in Rn, let 0 ≤ d ≤ n − 2 and K ⊂ Rn−d an open cone
with vertex at 0, smooth outside the vertex. We denote by K = K × Rd the wedge over
K and consider the wave equation in K:
∂2t u(t, x)−∆u(t, x) = 0 in R+ ×K , (4.6a)
Bu = g on Γ = ∂K , (4.6b)
u(0, x) = ∂tu(0, x) = 0 in K, (4.6c)
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where either inhomogeneous Dirichlet boundary conditions Bu = u|Γ or Neumann bound-
ary conditions Bu = ∂n|Γ are considered on Γ. We will describe the asymptotic behavior
of a solution to the wave equation with Dirichlet or Neumann boundary conditions in K
near {0} × Rd. Locally, the edge of a screen in R3 corresponds to d = 1, a cone point to
d = 0.
The analysis uses the Fourier-Laplace transformation in time to reduce the time de-
pendent problem to the Helmholtz equation with frequency ω. Then a Fourier transform
is applied changing z ∈ Rd into ζ ∈ Rd. Using polar coordinates, the conical variable
y ∈ K is transformed into the radius r and the spherical variable θ. A series expansion is
applied, where the eigenfunctions are determined by separation of variables.
More concretely, the Fourier-Laplace transform leads to the Helmholtz equation:
ω2uˆ(ω, x) + ∆uˆ(ω, x) = 0, x ∈ K ,
Buˆ = gˆ on Γ . (4.7)
In this case a singular decomposition of the solution is known for every complex frequency
ω.
Doing a separation of variables near the edge of K, we consider the operator AB(λ) =
(iλ)2 + i(n− d− 2)λ−∆S with B = D for Dirichlet and B = N for Neumann boundary
conditions in the subset Ξ = K ∩ Sn−d−1 of the sphere. Here ∆S denotes the Laplace
operator on Sn−d−1. Denoting the eigenvalues of ∆S in Ξ by {µk,B}∞k=0, the eigenvalues of
AB(λ) are given by λ±k,B =
i(n−d−2)
2
∓ iνk,B with νk,B = ((n−d−2)
2+4µk,B)
1/2
2
. The associated
orthogonal eigenfunctions Φk,B of the angular variables θ are normalized as ‖Φk,B‖2L2(Ξ) =
ν−1k,B.
For d = 1, n = 3, the nonzero eigenvalues λ±k,B = ∓kpiα are simple if kpiα 6∈ N,
and have multiplicity 2 otherwise. For k > 0 Φk,N(θ) = (kpi)
− 1
2 cos(kpiθ/α), Φk,D(θ) =
(kpi)−
1
2 sin(kpiθ/α). For Neumann boundary conditions, the eigenvalue λ0,N = 0 has
multiplicity 2. Here, α denotes the opening angle of K ⊂ R2.
We recover a screen with flat boundary as α tends to 2pi−, and the discussion can be
adapted to circular edges as in [127]. In this case λ±k,B = ∓kpiα .
The asymptotic expansion involves special solutions of the Dirichlet or Neumann prob-
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lem in K, see [85, (3.5)], respectively [84, (4.4)]:
w−k,B(y, ω, ζ) =
21−νk,B
Γ(νk,B)
(i|y|
√
−|ζ|2 + ω2)νk,BKνk,B(i|y|
√
−|ζ|2 + ω2)|y|iλ−k,BΦk,B(y/|y|) .
Here Kν is the modified Bessel function of the third kind. These ω are the singular waves
emitted from the edge.
One then transforms back into the time domain. Explicit formulas for the inverse
Fourier transform F−1(ω,ζ)→(t,z)w−k,B(y, ω, ζ) can be found in Lemma 8.1 of [84].
The main theorem for the inhomogeneous wave equation involves an expansion in
terms of singular functions. We refer to [84, Theorem 7.4 and Remark 7.5] for the details
in the case of the Neumann problem in a wedge, respectively [85, Theorem 4.1] for the
Dirichlet problem in a cone.
Theorem 9. Let β ≤ 1 and assume that the line Im λ = β− 1 + n−d−2
2
does not intersect
the spectrum of AB. Further, define
Jβ,B =
{
j :
n− d− 2
2
> Im λj,B > β − 1 + n− d− 2
2
}
,
if n− d > 2, and
Jβ,B = {j : 0 > Im λj,B > β − 1} ∪ A ,
with A = {0} for β ≤ 0 and A = ∅ otherwise.
If u is a strong solution to the inhomogeneous wave equation with right hand side f and
homogeneous Dirichlet or Neumann boundary conditions (B = D, resp. N) in K near
{0} × Rd, then u is of the form
∑
j∈Jβ,B
Γ(1 + νj,B)|y|iλj,BΦj,B(θ)
Nj∑
m=0
(∂2t −∆z)m(i|y|)2m
22mm!Γ(m+ νj,B + 1)
F−1(ω,ζ)→(t,z)cj,B + vˇ(y, t, z) ,
assuming that iλj,B 6∈ N. Here Nj is sufficiently large, and
cj,B(ω, ζ) = 〈fˆ(·, ω, ζ), w−j,B(·, ω, ζ)〉L2(K);
its regularity is determined by the right hand side. The remainder vˇ is less singular, in
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the sense that ‖vˇ‖DVβ,q(K×R;γ) . ‖f‖RHβ,q(K×R,γ), γ > 0, q ∈ N0. We refer to [84] for the
definition of the weighted spaces DVβ(K × R, γ), RHβ,q(K × R, γ), γ > 0, q ∈ N0.
If iλj,B ∈ N additional terms |y|iλj,B log(|y|) appear.
Further information can be obtained from the singular functions W−j,B(y, t, z) =
F−1(ζ,ω)→(t,z)w−j,B, using the convolution representation
F−1(ω,ζ)→(t,z)cj,B =
∫
Rd
dz1
∫
R
dt1
∫
K
dyf(y, z1, t1)W−j,B(y, t− t1, z − z1)
of the asymptotic expansion in Theorem 9. Because the singular support of W−j,B lies on
the lightcone {(y, t, z) ∈ Rn+1 : t = √|y|2 + |z|2} emanating from the edge, we note that
F−1(ω,ζ)→(t,z)cj,B is smooth in
{(t, z) ∈ Rd+1 : t > sup{t1 +
√
|y|2 + |z − z1|2 : (y, z1, t1) ∈ singsupp f}} .
In particular, if f is smooth, singsupp f = ∅ and F−1(ω,ζ)→(t,z)cj,B is smooth everywhere.
Theorem 9 can be translated into a result for inhomogeneous boundary conditions, as
for elliptic problems [126, Section 5]. If Bu = g on R+t ×∂K, choose a function g˜ in R+t ×K
such that Bg˜ = g on R+t ×∂K. The function U = u − g˜ satisfies homogeneous boundary
conditions BU = 0, and ∂2tU −∆U = f − ∂2t g˜ + ∆g˜. According to Theorem 9, U admits
an asymptotic expansion, and therefore so does u = U + g˜.
For the analysis of the solutions to the boundary integral formulations of the wave
equation, the resulting asymptotic expansions of the boundary values u|Γ and ∂nu|Γ will
be crucial. They are directly obtained from the expansion in the interior. In partic-
ular, for iλj,B 6∈ N the singularities of u|Γ are proportional to |y|iλj,B+2m, and the sin-
gularities of ∂nu|Γ are proportional to |y|iλj,B+2m−1. When iλj,B ∈ N, additional terms
|y|iλj,B+2m log(|y|), respectively |y|iλj,B+2m−1 log(|y|) appear.
4.3.2 Singularities for Circular Screens and Approximation
We first illustrate the above results for the exterior of a circular wedge with exterior open-
ing angle α. For α → 2pi−, the wedge degenerates into the circular screen {(x1, x2, 0) ∈
R3 : x21 + x22 ≤ 1}. Near the edge {(x1, x2, 0) ∈ R3 : x21 + x22 = 1} we use the coordinates
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(y, z, θ), where in polar coordinates in the x1 − x2-plane y = r − 1, z = θ. Using [127],
an analogous expansion to Theorem 9 also holds in this curved geometry, with the same
leading singular term |y|iλ, where λ→ − i
2
as α→ 2pi−:
u(y, t, z)|Γ = a(t, z)|y|1/2 + vˇ(y, t, z) , (4.8)
∂nu(y, t, z)|Γ = b(t, z)|y|− 12 + v˜(y, z, t) . (4.9)
Here a and b are smooth for smooth data.
From these decompositions we obtain optimal approximation properties on the graded
mesh. Here we show how the analysis performed by T. von Petersdorff in [124] may be
extended to the hyperbolic case. The results are derived for the h-version on graded
meshes and contain automatically the case of a quasi-uniform mesh by setting the grad-
ing parameter β = 1.
Theorem 10. Let ε > 0. a) Let u be a strong solution to the homogeneous wave equation
with inhomogeneous Neumann boundary conditions ∂nu|Γ = g, with g smooth. Further,
let φβh,∆t be the best approximation in the norm of H
r
σ(R
+, H˜
1
2
−s(Γ)) to the Dirichlet trace
u|Γ in V˜ p,1∆t,h on a β-graded spatial mesh with ∆t . hβ. Then ‖u − φβh,∆t‖r, 12−s,Γ,∗ ≤
Cβ,εh
min{β( 1
2
+s), 3
2
+s}−ε, where s ∈ [0, 1
2
] and r ∈ [0, p).
b) Let u be a strong solution to the homogeneous wave equation with inhomogeneous
Dirichlet boundary conditions u|Γ = g, with g smooth. Further, let ψβh,∆t be the best
approximation in the norm of Hrσ(R
+, H˜−
1
2 (Γ)) to the Neumann trace ∂nu|Γ in V p,0∆t,h on a
β-graded spatial mesh with ∆t . hβ. Then ‖∂nu− ψβh,∆t‖r,− 12 ,Γ,∗ ≤ Cβ,εh
min{β
2
, 3
2
}−ε, where
r ∈ [0, p+ 1).
Theorem 10 implies a corresponding result for the solutions of the single layer and
hypersingular integral equations on the screen:
Corollary 11. Let ε > 0. a) Let φ be the solution to the hypersingular integral equation
(3.8) and φβh,∆t the best approximation in the norm of H
r
σ(R
+, H˜
1
2
−s(Γ)) to φ in V˜ p,1∆t,h on
a β-graded spatial mesh with ∆t . hβ. Then ‖φ− φβh,∆t‖r, 12−s,Γ,∗ ≤ Cβ,εh
min{β( 1
2
+s), 3
2
+s}−ε,
where s ∈ [0, 1
2
] and r ∈ [0, p).
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b) Let ψ be the solution to the single layer integral equation (3.2) and ψβh,∆t the best
approximation in the norm of Hrσ(R
+, H˜−
1
2 (Γ)) to ψ in V p,0∆t,h on a β-graded spatial mesh
with ∆t . hβ. Then ‖ψ − ψβh,∆t‖r,− 12 ,Γ,∗ ≤ Cβ,εh
min{β
2
, 3
2
}−ε, where r ∈ [0, p+ 1).
Indeed, on the flat screen the solutions to the integral equations are given by φ = [u] |Γ
in terms of the solution u which satisfies Neumann conditions Bu = ∂nu|Γ = g, re-
spectively ψ = [∂nu] |Γ in terms of the solution u which satisfies Dirichlet conditions
Bu = u|Γ = f .
The proof of Theorem 10 relies on the auxiliary results in Section 4.2. We first consider
the approximation of the Neumann trace.
Theorem 12. Under the assumptions of Theorem 10, there holds ‖∂nu−Π0xΠpt∂nu‖r,− 1
2
,Γ,∗ .
hmin{β/2,
3
2
}−ε.
Theorem 13. For r ∈ [0, p) and s ∈ [0, 1
2
] there holds ‖u−Π1xΠptu‖r, 1
2
−s,Γ,∗ . hmin{β(
1
2
+s), 3
2
+s}−ε.
As before, our results extend from rectangular to triangular elements as in reference
[124].
4.3.3 Singularities for Polygonal Screens and Approximation
We consider the singular expansion of the solution to the wave equation (4.6) with Dirich-
let or Neumann boundary conditions on a polygonal screen Γ. Additional singularities
now arise from the corners of the screen. For simplicity, we restrict ourselves to the model
case of a square screen Γ = (0, 1)× (0, 1)× {0} ∈ R3. In this geometry, for elliptic prob-
lems asymptotic expansions and their implications for the numerical approximation are
discussed in [90, 125].
The following result gives a decomposition of the solution to the Helmholtz equation
and its normal derivative on Γ near the vertex (0, 0), in terms of polar coordinates (r, θ)
centered at this point. Note that we have two boundary values, uˆ±, from the upper and
lower sides of the screen.
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Theorem 14. For fixed ω 6= 0 with Im ω ≥ 0, let uˆω be the solution to the Helmholtz
equation
ω2uˆ(ω, x)−∆uˆ(ω, x) = 0, x ∈ Rn \ Γ ,
Buˆ(ω, x) = gˆ(ω, x), x ∈ Γ , (4.10)
where gˆ is sufficiently smooth. a) Assume Bu = ∂nu|Γ. If gˆ ∈ H1(Γ), then in polar
coordinates (r,θ)
uˆ(ω, x)|+ = χ(r)rγαω(θ) + χ˜(θ)b1,ω(r)(sin(θ)) 12 (4.11)
+ χ˜(
pi
2
− θ)b2,ω(r)(cos(θ)) 12 + uˆ0,ω(r, θ) ,
where for all  > 0 we have uˆ0,ω ∈ H˜2−(Γ), αω ∈ H2−[0, pi2 ], bi,ω = ci,ω,1rγ−
1
2 +ci,ω,2r
λ− 1
2 +
di,ω(r), di,ω(r) ∈ H 32−ε(R+) with r 32−εdi,ω(r) ∈ L2(R+), ci,ω,j ∈ R. Here χ, χ˜ ∈ C∞c are
cut-off functions, χ, χ˜ = 1 in a neighborhood of 0.
b) Assume Bu = u|Γ. If gˆ ∈ H2(Γ), then
∂nuuˆ(ω, x)|+ = χ(r)rγ−1αω(θ) + χ˜(θ)b1,ω(r)r−1(sin(θ))− 12
+ χ˜(
pi
2
− θ)b2,ω(r)r−1(cos(θ))− 12 + ψˆ0,ω(r, θ) ,
where for all  > 0 we have ψˆ0,ω ∈ H1−(Γ), αω ∈ H1−[0, pi2 ], bi,ω = ci,ωrγ + di,ω(r),
r−
1
2di,ω(r) ∈ H1(R+), r− 32di,ω(r) ∈ L2(R+), ci,ω ∈ R. Here χ, χ˜ ∈ C∞c are cut-off
functions, χ, χ˜ = 1 in a neighborhood of 0.
In fact, if gˆ is a Schwartz function of ω, the decomposition depends smoothly on this
variable. For the square screen γ ≈ 0.2966 and λ ≈ 1.426 are determined by the lowest
eigenvalues of the operator AB on S
2 \ (R2+×{0}). For the proof of Theorem 14, see [80],
p. 108-109.
As above, in analogy with the work of Plamenevskii and coauthors, the asymptotic
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expansion translates into the time domain:
u(t, x)|+ = v0(t, r, θ) + χ(r)rγα(t, θ) + χ˜(θ)b1(t, r)(sin(θ)) 12
+ χ˜(pi
2
− θ)b2(t, r)(cos(θ)) 12 , (4.12)
∂nu(t, x)|+ = ψ0(t, r, θ) + χ(r)rγ−1α(t, θ) + χ˜(θ)b1(t, r)r−1(sin(θ))− 12
+ χ˜(pi
2
− θ)b2(t, r)r−1(cos(θ))− 12 . (4.13)
To control the remainder terms in these formal computations requires elliptic a priori
weighted estimates near the singularities, as discussed in [93].
From the decomposition, similar to Theorem 10 we obtain optimal approximation
properties on the graded mesh, where the error is dominated by the edge singularities,
not the corners. The beta needs to be chosen large enough, depending on the singular
exponent γ in (4.12), (4.13). See [124, 125] for similar results in the time-independent
case.
Theorem 15. Let ε > 0. a) Let u be a strong solution to the homogeneous wave equation
with inhomogeneous Neumann boundary conditions ∂nu|Γ = g, with g smooth. Further,
let φβh,∆t be the best approximation in the norm of H
r
σ(R
+, H˜
1
2
−s(Γ)) to the Dirichlet trace
u|Γ in V˜ p,1∆t,h on a β-graded spatial mesh with ∆t . hβ and β ≥ 32(γ+ 1
2
)
. Then ‖u −
φβh,∆t‖r, 12−s,Γ,∗ ≤ Cβ,εh
min{β
2
, 3
2
}+s−ε, where s ∈ [0, 1
2
] and r ∈ [0, p).
b) Let u be a strong solution to the homogeneous wave equation with inhomogeneous
Dirichlet boundary conditions u|Γ = g, with g smooth. Further, let ψβh,∆t be the best
approximation in the norm of Hrσ(R
+, H˜−
1
2 (Γ)) to the Neumann trace ∂nu|Γ in V p,0∆t,h on
a β-graded spatial mesh with ∆t . hβ and β ≥ 3
2(γ+ 1
2
)
. Then ‖∂nu − ψβh,∆t‖r,− 12 ,Γ,∗ ≤
Cβ,εh
min{β
2
, 3
2
}−ε, where r ∈ [0, p+ 1).
The theorem again implies a corresponding result for the solutions of the single layer
and hypersingular integral equations on the screen:
Corollary 16. Let ε > 0. a) Let φ be the solution to the hypersingular integral equation
(3.8) and φβh,∆t the best approximation in the norm of H
r
σ(R
+, H˜
1
2
−s(Γ)) to φ in V˜ p,1∆t,h on
a β-graded spatial mesh with ∆t . hβ and and β ≥ 3
2(γ+ 1
2
)
. Then ‖φ − φβh,∆t‖r, 12−s,Γ,∗ ≤
Cβ,εh
min{β( 1
2
+s), 3
2
+s}−ε, where s ∈ [0, 1
2
] and r ∈ [0, p).
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b) Let ψ be the solution to the single layer integral equation (3.2) and ψβh,∆t the best
approximation in the norm of Hrσ(R
+, H˜−
1
2 (Γ)) to ψ in V p,0∆t,h on a β-graded spatial mesh
with ∆t . hβ and and β ≥ 3
2(γ+ 1
2
)
. Then ‖ψ − ψβh,∆t‖r,− 12 ,Γ,∗ ≤ Cβ,εh
min{β
2
, 3
2
}−ε, where
r ∈ [0, p+ 1).
The proof of Theorem 15 and Corollary 16 relies on arguments by von Petersdorff
[124]. We refer to this reference for a detailed analysis in the time-independent case.
4.4 Algorithmic Considerations
On the left hand side of (4.4), we use ansatz functions
ψ∆t,h(t, x) =
∑
m,i
cmi γ
m
∆t(t)ψ
i
h(x) ∈ V 0,0h,∆t
and test functions Ψn,l(t, x) = γ∆t(t)ψ
l
h(x) ∈ V 0,0h,∆t to obtain for the single layer potential:
∫ ∞
0
〈V ψ∆t,h, γ˙n∆tψlh〉dt =
∑
m,i
cmi
1
4pi
∫ ∞
0
∫
Γ×Γ
1
|x− y|γ
m
∆t(t− |x− y|)ψih(y)γ˙n∆t(t)ψlh(x)dsxdsydt
=
∑
m,i
cmi
1
4pi
∫
Γ×Γ
ψih(y)ψ
l
h(x)
|x− y|
∫ ∞
0
γm∆t(t− |x− y|)γ˙n∆t(t)dt dsxdsy
=
∑
m,i
cmi
1
4pi
∫
Γ×Γ
ψih(y)ψ
l
h(x)
|x− y| (χEn−m−1(x, y)− χEn−m(x, y)) dsxdsy
=
∑
m,i
cmi
1
4pi
[
∫
En−m−1
ψih(y)ψ
l
h(x)
|x− y| dsxdsy −
∫
En−m
ψih(y)ψ
l
h(x)
|x− y| dsxdsy]
for all n = 1, ..., Nt and l = 1, ..., Ns. Here the light cone El is defined as
El := {(x, y) ∈ Γ× Γ : tl ≤ |x− y| ≤ tl+1} ,
and its indicator function is defined as χEl(x, y) = 1 if (x, y) ∈ El, and χEl(x, y) = 0
otherwise. The integrals are evaluated using a composite hp-graded quadrature [54].
For piecewise constant test functions in time, the Galerkin discretisation leads to a
block–lower–triangular system of equations, which can be solved by blockwise forward
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substitution. For the Dirichlet problem (4.4) we obtain an algebraic system of the form
n∑
m=1
V n−mcm = fn−1 − fn ,
where cm is the vector with components cmi of the the ansatz function ψ∆t,h(t, x) and
fn =
∫
Γ
f(tn, x) dsx. Forward substitution gives rise to the marching-in-on-time (MOT)
scheme
V 0cn = fn−1 − fn −
n−1∑
m=1
V n−mcm . (4.14)
The resulting algorithm is given as Algorithm 1.
Algorithm 1 Marching-on-in-time algorithm.
for n = 1, 2, . . . do
if n− 1 > [diam Γ
∆t
]
then
V n−1 = 0
else
Compute and store
(V n−1)il =
1
4pi
∫
En−1
ψih(y)ψ
l
h(x)
|x− y| dsxdsy, i, l = 1, . . . , Ns
end if
Compute right hand side fn−1 − fn −∑n−1m=1 V n−mcm
Solve system of linear equations (4.14)
Store solution ψn
end for
We remark that for a bounded surface Γ the matrices V n−m vanish whenever the time
difference l = n−m satisfies l > [diam Γ
∆t
]
, i.e. the light cone has passed the entire surface Γ.
The implementation of W is based on the weak form (4.5) and the formula
∫
R+×Γ
(Wφ) ∂tΦ dt dsx =
1
2pi
∫ ∞
0
∫
Γ×Γ
{−nx · ny
|x− y| φ˙(τ, y)Φ¨(t, x)
+
(∇Γφ)(τ, y) · (∇ΓΦ˙)(t, x)
|x− y|
}
dsy dsx dt ,
see [22] for details. We use ansatz functions in V˜ 1,1h,∆t. To obtain an MOT scheme the test
functions Φ˙h,∆t(t, x) ∈ V˜ 0,1h,∆t are piecewise constant in time and piecewise linear in space.
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Similar formulas hold for the operators K,K ′, and variants of the discretisations for
V , W . The resulting MOT schemes are described in [22]. They can be combined into
a stable scheme for the Dirichlet-to-Neumann operator S from (3.13), with σ = 0, using
the representation S = W − (K ′ − 1
2
I)V −1(K − 1
2
I) in terms of layer potentials. As in
[113], the Dirichlet-to-Neumann equation (3.14), Su = h, is equivalently reformulated as
follows:
For given h ∈ H
3
2
σ (R+, H−
1
2 (Γ)), find φ ∈ H
1
2
σ (R+, H˜
1
2 (Γ)), ψ ∈ H
1
2
σ (R+, H˜−
1
2 (Γ)) such
that
∞∫
0
〈Wφ− (K ′ − 1
2
)ψ,Φ〉Γ dt =
∞∫
0
〈h,Φ〉Γ dt , (4.15)
∞∫
0
[〈V ψ, ∂tΨ〉Γ − 〈(K − 12)φ, ∂tΨ〉Γ] dt = 0, (4.16)
holds for all Φ ∈ H
1
2
σ (R+, H˜
1
2 (Γ)),Ψ ∈ H
1
2
σ (R+, H˜−
1
2 (Γ)).
For the discretisation, we look for φ∆t,h ∈ V˜ 1,1∆t,h, ψ∆t,h ∈ V 1,1∆t,h linear in space and time.
To obtain a marching-on-in-time scheme we test the first equation against constant test
functions in time and the second equation against the time derivative of constant test
functions.
4.5 Numerical Experiments
4.5.1 Single Layer Potential
Example 1. Using the discretisation from Section 4.2, we compute the solution to the
integral equation V ψ = f on R+t × Γ with the circular screen Γ = {(x, y, 0) : 0 ≤√
x2 + y2 ≤ 1} depicted in Figure 4.1. We use the weak form (4.4) with constant
test and ansatz functions in space and time. The right hand side is given by f(t, x) =
cos(|k|t − k · x) exp(−1/(10t2)), where k = (0.2, 0.2, 0.2). The time discretisation errors
are negligibly small in this numerical experiment, when the time step is chosen to be
∆t = 0.005. We compute the solution up to T = 1. The finest graded mesh consists of
2662 triangles, and we use the solution on this mesh as reference solution using the same
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∆t = 0.005.
Figure 4.2 shows the density along a cross-section on a β-graded mesh with β=2 and
2662 triangles at time T = 0.5. The figure exhibits the edge singularities predicted by the
decomposition in equation (4.9) and illustrates the qualitative behavior of the solution.
Figure 4.2: Solution of the single layer equation at T = 0.5 along y = 0 on the circular
screen, Example 1
Figure 4.3 examines the detailed singular behavior near the outer edge at (1, 0). It
plots the numerical density at times T = 0.5, 0.75, 1.0 against the distance to the edge
along x-axis. In the log-log plot the slope of the curve near 0 corresponds to the edge
exponent in decomposition (4.9).
The numerical solution exhibits edge singularities in close agreement with (4.9). Nu-
merically, the singular exponents are within 8% of the theoretical value of −1
2
for the
edge at these times. Note that the convergence of our boundary element method in the
energy norm does not a priori imply convergence for the numerically computed singular
exponents.
For Example 1, we finally consider the error compared to the benchmark solution on
the 2-graded mesh. Because of the low spatial regularity of the solution, the numerical
solutions cannot be expected to converge in L2([0, T ]×Γ). As a weaker measure, we con-
sider the energy, which is computed from the stiffness matrix V and the solution vector c
as E(ψ) = 1
2
c>V c− c>f . It is comparable or weaker than the norm of H0σ(R+, H−
1
2 (Γ)).
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For the error as a function of the degrees of freedom, Figure 4.4 shows convergence in the
energy norm with a rate −0.52 on the 2-graded mesh, respectively −0.26 on the uniform
mesh. The error therefore behaves in agreement with the approximation properties pro-
portional to ∼ h (equivalently, ∼ DOF− 12 ) on the 2-graded mesh, while the convergence
is ∼ h1/2 (∼ DOF−1/4) on a uniform mesh.
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Figure 4.3: Asymptotic behavior of the solution to the single layer equation near edge
along y = 0, Example 1
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Figure 4.4: Energy error for single layer equation on circular screen, Example 1
The slope α is computed from the linear part of the plot - using points 2 to 4.
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Example 2. Using the discretisation from Section 4.2, we compute the solution to the
integral equation V ψ = f on R+t × Γ with the square screen Γ = [−1, 1]2 × {0} using the
weak form (4.4), with constant test and ansatz functions in space and time. The right
hand side is given by f(t, x) = cos(|k|t − k · x) exp(−1/(10t2)), where k = (0.2, 0.2, 0.2).
The time discretisation errors are negligibly small in this numerical experiment, when the
time step is chosen to be ∆t = 0.005. We compute the solution up to T = 1. The finest
graded mesh consists of 2312 triangles, and we use the solution on this mesh as reference
solution using the same ∆t = 0.005.
Figures 4.5 and 4.6 show the density along a cross-section and along a longitudinal
section on a β-graded mesh with β=2 and 2312 triangles at time T = 0.5. Both figures
exhibit the corner and edge singularities predicted by the decomposition (4.13) and illus-
trate the qualitative behavior of the solution. Figure 4.7 compares the solution along the
cross-section on a 2-graded mesh against the solution on two uniform meshes. We see
that the 2-graded mesh yields a higher resolution of the corner singularities compared to
the uniform meshes. The asymmetry on the cross-section plots come from the plane wave
RHS, which is not symmetric.
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Figure 4.5: Solution of the single layer equation at T = 0.5 along y = x on the square
screen, Example 2
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Figure 4.6: Solution of the single layer equation at T = 0.5 along y = 0 on the square
screen, Example 2
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Figure 4.7: Numerical computation of the corner singularity along diagonal from (−1,−1)
to (1, 1) at time T = 0.5, Example 2
Figure 4.8 examines the detailed singular behavior near the corner (1, 1). It plots the
numerical density at times T = 0.5, 0.75, 1.0 against the distance to the corner along
the diagonal of the screen. In the log-log plot the slope of the curve near 0 corresponds
to the corner exponent in decomposition (4.13). Similarly, Figure 4.9 shows the density
as a function of x for y = 0, perpendicular to the edge, at the same times.
After a short computational time, the numerical solution exhibits edge and corner sin-
gularities corresponding to (4.13). Numerically, the singular exponents at large enough
times T = 0.5, 0.75, 1 are within 2% of the theoretical value of −1
2
for the edge, while they
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are around −0.78 for the corner, approximately 10% higher than the theoretical exponent
γ − 1. Note that the convergence of our boundary element method in the energy norm
does not a priori imply convergence for the numerically computed singular exponents.
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Figure 4.8: Asymptotic behavior of the solution to the single layer equation near corner
along y = x, Example 2
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Figure 4.9: Asymptotic behavior of the solution to the single layer equation near edge
along y = 0, Example 2
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Figure 4.10: Energy error norm for single layer equation on square screen, Example 2
For Example 2, we finally consider the error compared to the benchmark solution
on the 2-graded mesh. Like in Example 1, we consider the energy norm defined by
the single layer operator. Figure 11 shows convergence of the norm with rates −0.54
on the 2-graded mesh, respectively −0.27 on the uniform mesh in terms of degrees of
freedom. These closely mirror the approximation results, which predict an approximation
error proportional to ∼ h (equivalently, ∼ DOF− 12 ) on the 2-graded mesh, while the
approximation error is ∼ h 12 (∼ DOF− 14 ) on a uniform mesh. In particular, compared
to Example 1, the corner singularities of the square screen do not affect the convergence
rate.
To further probe the effect of the corners we also consider the L2 norm in time of the
sound pressure evaluated in a point. For applications the approximation of the sound
pressure away from the screen is often the most relevant measure. We evaluate the sound
pressure by substituting the density ψ∆t,h into the single layer potential, p∆t,h = Sψ∆t,h,
and use a tensor product Gaussian quadrature with 400 nodes per triangle to evaluate
the integral. Figure 4.11 shows the L2 error in time of the sound pressure evaluated in
three points outside of the screen, (1, 1, 0.004), (0.75, 0.75, 1) and (1, 1.25, 0.25). In each
of the points, the convergence is proportional to ∼ h2, resp. ∼ h, as for the energy norm.
However, while the convergence rate is in agreement with the energy norm, the error
in the sound pressure strongly depends on the location of the point. In (1, 1, 0.004), at
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distance 0.004 from the corner of the screen, the error is an order of magnitude higher
than in the points (0.75, 0.75, 1) and (1, 1.25, 0.25), which are at a distance of order 1.
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Figure 4.11: L2([0, T ]) error for the sound pressure in three points outside square screen,
computed from single layer equation, Example 2
4.5.2 Hypersingular Operator
Example 3. Using the discretisation from Section 4.2, we compute the solution to the
integral equation Wφ = g on R+t × Γ with the circular screen Γ = {(x, y, 0) : 0 ≤√
x2 + y2 ≤ 1} depicted in Figure 4.1. We use the weak form (4.5) with linear ansatz
and test functions in space, linear ansatz and constant test functions in time. Here,
g(t, x) = (−3
4
+ cos(pi
2
(4− t)) + pi
2
sin(pi
2
(4− t))− 1
4
(cos(pi(4− t)) + pi sin(pi(4− t))))
× [H(4− t)−H(−t)],
where H is the Heaviside function. The time discretisation errors are negligibly small in
this numerical experiment, when the time step is chosen to be ∆t = 0.01. We compute
the solution up to T = 4. The finest graded mesh consists of 2662 triangles, and we use
the solution on this mesh as reference solution using the same ∆t = 0.01.
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Figure 4.12: Solution of the hypersingular equation at T = 2 along y = 0 on the circular
screen, Example 3
Figure 4.12 shows the density along a cross-section on a β-graded mesh with β=2 and
2662 triangles at time T = 2. The figure exhibits the edge singularities predicted by the
decomposition (4.8) and illustrates the qualitative behavior of the solution.
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Figure 4.13: Asymptotic behavior of the solution to the hypersingular equation near edge
along y = 0, Example 3
Figure 4.13 examines the detailed singular behavior at the circular edge along the
x-axis near the point (1, 0). It plots the numerical density at times up to T = 2.5 against
the distance to the edge. For the singular exponents, we numerically obtain values within
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5% of the theoretical value of 1
2
, except at the earliest time T = 0.5, when compute an
exponent 0.41.
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Figure 4.14: L2([0, T ], L2(Γ)) and energy error for hypersingular equation on circular
screen, Example 3
Finally, Figure 4.14 shows the error in both the energy and L2([0, T ], L2(Γ)) norms
with respect to the benchmark solution. The convergence rate in terms of the degrees
of freedom on the 2-graded mesh is −0.47 in energy and −0.93 in L2. It is in close
agreement with a convergence proportional to ∼ h (equivalently, ∼ DOF−1/2) predicted
by the approximation properties in the energy norm, and ∼ h2 (equivalently, ∼ DOF−1)
in L2. On the uniform mesh the rate is −0.18 in energy and −0.33 in L2.
Example 4. Using the discretisation from Section 4.2, with test and ansatz functions as
in Example 3, we compute the solution to the integral equation Wφ = g on R+t × Γ with
the square screen Γ = [−1, 1]2 × {0}. We prescribe the right hand side
g(t, x) = (−3
4
+ cos(
pi
2
(4− t)) + pi
2
sin(
pi
2
(4− t))− 1
4
(cos(pi(4− t)) + pi sin(pi(4− t))))
× [H(4− t)−H(−t)],
where H is the Heaviside function, and set ∆t = 0.01, T = 4. The finest graded mesh
consists of 2312 triangles, and we use the solution on this mesh as reference solution using
the same ∆t = 0.01.
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The density along the diagonal x = y, respectively along y = 0, exhibit the corner
and edge singularities predicted by the decomposition (4.12). The qualitative behavior of
the solution at T = 2 along the diagonal y = x of the square screen is shown in Figure
4.15, illustrating the singularity in the corners. Figure 4.16 shows the behaviour along
y = 0, with the edge singularity at the boundary of the screen. As the solution to the
hypersingular equation lies in H
1
2
σ (R+, H˜
1
2 (Γ)), its conforming numerical approximation
tends to zero at both edges and corners.
Figure 4.15: Solution of the hypersingular equation at T = 2 along y = x on the square
screen, Example 4
Figure 4.16: Solution of the hypersingular equation at T = 2 along y = 0 on the square
screen, Example 4
Figure 4.17 examines the detailed singular behavior near the corner (1, 1). It plots
the numerical density at times up to T = 2.5 against the distance to the corner along the
diagonal of the screen. The numerically computed singular exponents in the corner of
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around 0.67 do not show good agreement with the exact corner exponent γ. The density
as a function of x for y = 0, perpendicular to the edge, is shown in Figure 4.18 at the
same times. Unlike for the corner exponent, the numerically computed singular exponent
at the edge, around 0.48, is witin 8% of the exact value 1
2
for early times, and within 4%
for T ≥ 1.5.
10 -3 10 -2 10 -1 10 0
distance to (1,1); y=x
-10 1
-10 0
-10 -1
-10 -2
-10 -3
de
ns
ity
T=0.5; = 0.65
T=1; = 0.66
T=1.5; = 0.67
T=2; = 0.68
T=2.5; = 0.71
Figure 4.17: Asymptotic behavior of the solution to the hypersingular equation near
corner along y = x, Example 3
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Figure 4.18: Asymptotic behavior of the solution to the hypersingular equation near edge
along y = 0, Example 3
45
Chapter 4: Algebraically-Graded Meshes
10 5 10 6
DOF
10 -3
10 -2
10 -1
10 0
re
la
tiv
e 
L
2 
a
n
d 
en
er
gy
 e
rro
rs
energy error, uniform; = -0.26
energy error, -graded, =2; = -0.51
L2 error, uniform; = -0.50
L2 error, -graded, =2; = -1.05
O(DOF  -0.25 )
O(DOF  -0.5 )
O(DOF  -1 )
Figure 4.19: L2([0, T ], L2(Γ)) and energy error for hypersingular equation on square
screen, Example 4
Finally, Figure 4.19 shows the error in both the energy and L2([0, T ], L2(Γ)) norms
with respect to the benchmark solution. The convergence rate in terms of the degrees
of freedom on the 2-graded mesh is −0.51 in energy and −1.05 in L2. On the uniform
mesh the rate is −0.26 in energy and −0.50 in L2. The rates on the 2-graded meshes are
in close agreement with a convergence proportional to ∼ h (equivalently, ∼ DOF−1/2)
predicted by the approximation properties in the energy norm, and ∼ h1/2 (∼ DOF−1/4)
on uniform meshes. Also in L2 norm, the convergence corresponds to the expected rates:
Approximately ∼ h2 (equivalently, ∼ DOF−1) on 2-graded meshes, ∼ h (equivalently,
∼ DOF−1/2) on uniform meshes. In all cases the convergence is twice as fast on the
2-graded compared to the uniform meshes.
4.5.3 Dirichlet-to-Neumann Operator
In addition to the single layer and hypersingular operators in the previous subsections,
we also consider the Dirichlet-to-Neumann operator on the screen. Compared to the
hypersingular operator, the Dirichlet-to-Neumann operator is not available in closed form
and requires approximation. It is of interest to see the influence of the approximation of
the operator on the numerical solution.
Example 5. Using the discretisation from Section 4.2, we compute the solution to the
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integral equation Su = h on R+t × Γ with Γ = [−1, 1]2×{0}. We prescribe the right hand
side
h(t, x) = (−3
4
+ cos(pi
2
(4− t)) + pi
2
sin(pi
2
(4− t))− 1
4
(cos(pi(4− t)) + pi sin(pi(4− t))))
× [H(4− t)−H(−t)],
where H is the Heaviside function, and set ∆t = 0.01, T = 0.65. The finest graded mesh
consists of 2312 triangles, and we use the solution on this mesh as reference solution using
the same ∆t = 0.01.
Figures 4.20 and 4.21 show the density along a cross-section and along a longitudinal
section on a β-graded mesh with β=2 and 2312 triangles at time T = 0.5. Both figures
exhibit the corner and edge singularities predicted by the decomposition 4.12 and illustrate
the qualitative behavior of the solution. As the solution to the Dirichlet-to-Neumann
equation lies in H
1
2
σ (R+, H˜
1
2 (Γ)), its conforming numerical approximation is zero at the
boundary of the screen.
Figure 4.22 examines the detailed singular behavior near the corner (1, 1). It plots
the numerical density at times T = 0.25, 0.5, 0.6, 0.65 against the distance to the
corner along the diagonal of the screen. In the log-log plot the slope of the curve near
0 corresponds to the corner exponent in the singular expansion. Similarly, Figure 4.23
shows the density as a function of y for x = −0.8754, perpendicular to the edge, at the
same times. The numerically computed singular exponents of the edge, around 0.4, are in
qualitative agreement with the exact value 1
2
. For the corner, the computed value above
0.6 differs significantly from the exact value γ. A similar difference was observed in the
previous section for the hypersingular operator, so that the approximation involved in
computing the Dirichlet-to-Neumann operator is not the source of this discrepancy.
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Figure 4.20: Solution of the Dirichlet-to-Neumann equation at T = 0.65 along y = x on
the square screen, Example 5
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Figure 4.21: Solution of the Dirichlet-to-Neumann equation at T = 0.65 along x =
−0.8754 on the square screen, Example 5
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Figure 4.22: Asymptotic behavior of the solution to the Dirichlet-to-Neumann equation
near corner along y = x, Example 5
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Figure 4.23: Asymptotic behavior of the solution to the Dirichlet-to-Neumann equation
near edge along x = −0.8754, Example 5
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Figure 4.24: Error in L2([0, T ], L2(Γ)) norm for Dirichlet-to-Neumann equation on square
screen, Example 5
Figure 4.24 shows the error in L2([0, T ]×Γ) compared to the benchmark solution. The
convergence in this norm is proportional to ∼ h2 (equivalently, ∼ DOF−1) on the 2-graded
mesh, while the convergence is ∼ h1 (∼ DOF− 12 ) on a uniform mesh. This coincides with
the rates expected from the approximation property of the graded, respectively uniform
meshes, and it is also in agreement with the rates obtained for the hypersingular operator
on the square screen in the previous section.
4.6 Applications to Traffic Noise: Horn Effect
For applications in traffic noise, the natural (simplified) geometry is that of a half-space
R3+ with a tyre, as displayed in Figure 4.25. The horn like geometry between the tyre
and the street amplifies sound sources close to the contact patch, and it is of interest to
compute the amplification for a broad band of frequencies. See also [22, 87]. See [74, 77]
for the complementary problem of the tyre dynamics in contact with the road.
We consider the wave equation for the sound pressure scattered by the tyre, with
homogeneous Neumann conditions on the street Γ∞ = R2 × {0} and inhomogeneous
Neumann conditions on the tyre. Note that the boundary conditions jump in the cuspidal
geometry between the tyre and the road surface. The relevant Green’s function in R3+ is
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given by
G(t, x, y) =
δ(t− |x− y|)
4pi|x− y| +
δ(t− |x− y′|)
4pi|x− y′| , (4.17)
where y′ is the reflection of y on Γ∞. We use it in a single layer potential ansatz for a
sound pressure scattered by the tyre,
p(t, x) =
1
4pi
∫
Γ
φ(t− |x− y|, y)
|x− y| dsy +
1
4pi
∫
Γ
φ(t− |x− y′|, y)
|x− y′| dsy , (4.18)
with φ(s, y) = 0 for s ≤ 0. The Neumann problem for the scattered sound translates into
an integral equation for φ:
(−I +K ′)φ(t, x) = 2∂p
∂n
(t, x) = −2∂p
I
∂n
(t, x) , (4.19)
with pI the incoming wave and the adjoint double layer operator K ′ from (3.3),
K ′φ(t, x) =
1
2pi
∫
Γ
n>x (y − x)
|x− y|
(
φ(t− |x− y|, y)
|x− y|2 +
φ˙(t− |x− y|, y)
|x− y|
)
dsy
+
1
2pi
∫
Γ
n>x (y
′ − x)
|x− y′|
(
φ(t− |x− y′|, y)
|x− y′|2 +
φ˙(t− |x− y′|, y)
|x− y′|
)
dsy.
The weak formulation reads:
Find φ ∈ H
1
2
σ (R+, H˜−
1
2 (Γ)) such that for all test functions ψ ∈ H
1
2
σ (R+, H−
1
2 (Γ))
∫ ∞
0
∫
Γ
(−I +K ′)φ ψ dsx dσt = −2
∫ ∞
0
∫
Γ
∂pI
∂n
ψ dsx dσt . (4.20)
It is discretized with piecewise constant ansatz and test functions ψhi (x)γ
n
∆t(t) ∈ V 0,0t,h in
space and time.
To obtain the sound amplification for the entire frequency spectrum in one time domain
computation, we consider the sound emitted by a Dirac point source. It is located in the
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tyre
receiversource
1m
80mm
1mm
Figure 4.25: Cross section of geometrical setup for horn effect.
point ysrc = (0.08, 0, 0) near the horn,
pI =
δ(t− |x− ysrc|)
4pi|x− ysrc| +
δ(t− |x− y′src|)
4pi|x− y′src|
. (4.21)
The right hand side of the discretisation of the integral equation (4.20) is calculated to
be [22]
− 2
∫ ∞
0
∫
Γ
∂pI
∂n
ψhi γ
n
∆t dsx dt = −
∫
Ti∩E(ysrc)
n>x (ysrc − x)
pi|x− ysrc|3 dsx + n
>
x (ysrc − x)
{
ζ(tn−1)
pit2n−1
− ζ(tn)
pit2n
}
.
The first term is an integral over the domain of influence E(ysrc)= {x ∈ Γ : tn−1 ≤ |x− ysrc| ≤ tn}
of ysrc, intersected with Ti = supp ψ
h
i , and it is computed in the same way as the entries
of the Galerkin matrix. In the second term, ζ(t) denotes the length of the curve segment
Ti ∩ {|x− ysrc| = t} inside the triangle Ti.
After solving the discretisation of (4.20) for the density φ, we obtain the sound pressure
p in the receiver point xfp = (1, 0, 0) from (4.18). From [87, Eq. 7], the amplification factor
is given by:
∆LH(ω) = 20 log10
( |pˆ(ω, xfp) + pˆI(ω, xfp)|
|pˆI(ω, xfp)|
)
.
Here, pˆ and pˆI denote the Fourier transformed incident and scattered sound pressure
fields. The Fourier transformation is calculated using a discrete FFT, where the time
step size is the same as for the computation of the density.
In the geometry given by Figure 4.25, we compute the sound amplification in standard
units for a grown slick 205/55R16 tyre at 2 bar pressure. It is subject to 3415N axle load
at 50 km/h on a street with an ISO 10844 surface, and a mesh with 6027 nodes is depicted
in Figure 4.26. We use this and a refined graded mesh and consider the sound amplifica-
tion for frequencies between 200 and 2000 Hz. The total time interval is T = 24 and the
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time step sizes ∆t = 0.005, 0.01, 0.04. For smaller time step sizes more reflections in the
horn can be resolved, and these are responsible for the sound amplification.
We compare the results for the uniform mesh with a refined, graded-like mesh with
grading parameter β = 2, see Figure 4.26. Figure 4.27 shows approximations of the
amplification factor in the horn geometry, discretized using the graded mesh, across the
frequency range for the time step sizes ∆t = 0.005, 0.01, 0.04. We also show the approxi-
mation given by the uniform tyre mesh for ∆t = 0.005. The figure, in particular, exhibits
several resonances between 1000 and 2000 Hz, at which the different approximations lead
to significant differences in the computed amplification factors.
The differences between the computed amplification factors are depicted in Figure 4.28.
The first subfigure considers the differences between the graded and uniform meshes for
a given time step size, ∆t = 0.005, 0.01, 0.04. Outside the resonance frequencies the
differences are negligible. Especially in the strong resonances around 1300 and 1900 Hz,
however, the difference between graded and uniform meshes becomes more and more rel-
evant for smaller ∆t, as the small time step allows to resolve the reflections in the horn
geometry more accurately. The second subfigure of Figure 4.28 compares the computed
amplification for graded meshes for different ∆t. As before, the differences are mostly rel-
evant near resonance frequencies, and the discretisation error for a fixed mesh decreases
with ∆t. For ∆t = 0.005 the differences between the spatial, resp. temporal discretisations
in Figure 4.28 are both around 6 dB near 1300 Hz. Such differences in sound pressure
are significant to the human perception. They indicate the relevance of graded meshes
for computations of traffic noise.
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(a) (b)
Figure 4.26: Mesh of (a) slick 205/55R16 tyre and (b) graded refinement.
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Figure 4.27: Amplification due to horn effect: Graded mesh approximations for different
∆t, compared to a uniform mesh approximation.
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Adaptive Methods
This chapter is based on joint work [58] with H. Gimperlein, C. Ozdemir, and E.P.
Stephan.
5.1 Introduction
The efficient numerical treatment of boundary integral equations using adaptive mesh
refinement procedures has been extensively investigated for the numerical solution of
homogeneous elliptic problems in unbounded domains [27, 29]. See [69] for a recent
exposition.
In this chapter we investigate the extension of the a posteriori error analysis and
adaptive mesh refinement procedures to initial-boundary value problems for the wave
equation. We prove a reliable a posteriori error estimate of residual type for a large class of
conforming discretisations. It is efficient for a time-domain boundary element method on
a quasi-uniform mesh. The error estimate defines an adaptive mesh refinement procedure,
which recovers the convergence rates known for time-independent screen problems.
There has been recent interest in the solution of such problems on adapted meshes.
Similar to the elliptic case, singularities of the solution may appear at singular points of the
boundary, as discussed in [84, 85, 105], and in trapping regions. Time-independent graded
meshes have been shown to recover quasi-optimal convergence rates for edge and corner
singularities [61]. First steps towards time-adaptivity are due to Sauter and Veit [109]
in 2 dimensions, and also convolution quadrature methods with graded, non-adaptively
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chosen time steps have been studied, for example in [111]. Gla¨fke [66] showed first results
towards space-time refinements in 2 dimensions, and in unpublished work Abboud inves-
tigates ZZ error indicators for screen problems.
To describe the main results, we consider the wave equation
∂2t u−∆u = 0 , u = 0 for t ≤ 0 ,
in the complement of a polyhedral domain Ω ⊂ Rd, with an emphasis on the challenging
case d = 3. On the boundary Γ = ∂Ω both Dirichlet and acoustic boundary conditions,
u = f , ∂nu = f , resp. ∂nu− α∂tu = f ,
are considered. Here f is given, ν is the outer unit normal vector to Γ, and 0 < α, α−1 ∈
L∞(Γ).
Following Bamberger and Ha Duong [16], we recast the boundary problem as a time
dependent boundary integral equation. The Dirichlet problem is equivalent to a hyperbolic
variant of Symm’s integral equation:
V p(t, x) =
∫
R+×Γ
G(t− τ, x, y)p(τ, y) dτ dsy = f(t, x) , (5.1)
Here G is a fundamental solution of the wave equation
G(t− s, x, y) = H(t− s− |x− y|)
2pi
√
(t− s)2 + |x− y|2 (2d) (5.2)
G(t− s, x, y) = δ(t− s− |x− y|)
4pi|x− y| (3d) (5.3)
where H is the Heaviside function
H(x) :=

0, x < 0
1, x ≥ 0.
Our results apply, in particular, to a Galerkin discretisation of the weak form of (5.1),
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∫
R+
∫
Γ
V ∂tφ(t, x) ψ(t, x) dsx dσt =
∫
R+
∫
Γ
∂tf(t, x) ψ(t, x) dsx dσt , (5.4)
dσt = e
−2σtdt with σ > 0, in space-time anisotropic Sobolev spaces. We write (5.4) in the
form BD(φ, ψ) = 〈f, φ〉. We show:
Theorem D: Let φ ∈ H0σ(R+, H−
1
2 (Γ)) be the solution to (5.4), and let φh,∆t ∈ H0σ(R+, H−
1
2 (Γ))
such that R = ∂tf − V∂tφh,∆t ∈ H0σ(R+, H1(Γ)). Then
‖φ− φh,∆t‖20,− 1
2
.
∑
i,∆
max{∆t, h∆} ‖R‖20,1,[ti,ti+1)×∆ .
If φh,∆t is a Galerkin solution of (5.4) on a quasi-uniform mesh, then
max{∆t, h}‖R‖20,1− . ‖φ− φh,∆t‖22,− 1
2
.
Note the loss of time derivatives between the upper and lower bound of the error, in
the first Sobolev index. The loss is well-known for error estimates for hyperbolic prob-
lems [71]. Our arguments generalize to give reliable a posteriori estimates for the acoustic
boundary problem, see Section ??.
The residual error estimate from Theorem D is used to define adaptive mesh refine-
ments in space, based on the 4 steps Solve, Estimate, Mark, Refine. Numerical ex-
periments confirm the efficiency and reliability of the estimate in examples. For screen
problems they recover the convergence rates known for elliptic problems.
This work builds on the numerical analysis of adaptive boundary element methods for
the Laplace equation, both for Symm’s integral equation and the hypersingular equation
[27, 29, 30, 31]. Work on different types of error indicators in the time-independent case
includes ZZ [28] and Faermann indicators [49, 50]. We also mention [128] for an earlier
approach. A comparison of different indicators in the time-domain will be the subject of
future research.
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Structure of this chapter: Section 5.2 recalls the boundary integral operators associated
to the wave equation as well as their mapping properties between suitable space-time
anisotropic Sobolev spaces. The Sobolev spaces are discretized using tensor products of
piecewise polynomials in space and time. Section 5.3 presents a corresponding space-time
discretisation for the formulation of the Dirichlet problem in terms of the single layer
operator and derives a reliable a posteriori error estimate for quasi-uniform meshes, using
a canonical approach which will readily adapt to other settings. A second subsection
analyzes an acoustic boundary problem, a system of equations involving in addition the
double layer, adjoint double layer and hypersingular operators. Section 5.4 then localizes
the space-time Sobolev norm to derive the general upper estimate for the Dirichlet problem
in Theorem D. The upper estimates are complemented by a lower bound for the error of
a Galerkin approximation on quasi-uniform meshes in Section 5.5. Section 5.7 discusses
some algorithmic properties of the implementation, before numerical experiments are used
to confirm the theoretical results in Section 5.8.
5.2 Discretisation
For the time discretisation we consider a uniform decomposition of the time interval R+
into subintervals In = [tn−1, tn) with time step |In| = ∆t, such that tn = n∆t, n = 0, 1, . . . .
We choose a basis {ϕpj} of the space V ph of piecewise polynomial functions of degree p in
space (continuous if p ≥ 1) and a basis {βj,q} of the space V q∆t of piecewise polynomial
functions of degree of q in time (continuous and vanishing at t = 0 if q ≥ 1).
We denote the spatial mesh {T1, · · · , TNs} for Γ by TS, the finite temporal mesh {[0, t1), [t1, t2), · · · , [tNt−1, tNt)}
by TT .
We consider the tensor product of the approximation spaces in space and time, V ph and
V q∆t, associated to the space–time mesh TS,T = TS × TT , and we write
V p,qh,∆t = V
p
h ⊗ V q∆t .
We consider the orthogonal projections Π∆t from L
2(R+) to V q∆t, resp. Πh from L2(Γ) to
V ph . See [61] for a discussion of their properties and those of their composition Π˜h,∆t.
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5.3 A Posteriori Error Estimates – Reliability
5.3.1 Dirichlet Problem
We recall the basic properties of the bilinear form BD of the Dirichlet Problem, defined
in (5.4).
As shown in [71], the bilinear form BD is continuous, and also weakly coercive:
Proposition 17. For every φ, ψ ∈ H1σ(R+, H−
1
2 (Γ)) there holds:
|BD(φ, ψ)| ≤ C‖φ‖1,− 1
2
,Γ‖ψ‖1,− 1
2
,Γ
and
‖φ‖2
0,− 1
2
,Γ
≤ CBD(φ, φ).
We consider a conforming Galerkin discretisation of the Dirichlet problem (5.4) in a
subspace V ⊂ H1σ(R+, H−
1
2 (Γ)), which reads as follows: Find φh,∆t ∈ V such that
BD(φh,∆t, ψh,∆t) = 〈∂tf, ψh,∆t〉 , (5.5)
for all ψh,∆t ∈ V .
In our applications we consider the subspace V = V p,qh,∆t, but also time discretisations
based on smooth functions are of interest [109].
The well-posedness of the continuous and discretized problems is a basic consequence
of Proposition 17:
Corollary 18. Let f ∈ H2σ(R+, H
1
2 (Γ)). Then the Dirichlet problem (5.4) and its discreti-
sation (5.5) admit unique solutions φ, φh,∆t ∈ H1σ(R+, H−
1
2 (Γ)), respectively ‖φ‖1,− 1
2
,Γ, ‖φh,∆t‖1,− 1
2
,Γ .
‖f‖2, 1
2
,Γ.
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We also note the Galerkin orthogonality:
BD(φ− φh,∆t, ψh,∆t) = 0 ∀ψh,∆t ∈ V .
Using ideas going back to Carstensen [27] and Carstensen and Stephan [29] for the
boundary element method for elliptic problems, we obtain an a posteriori error estimate
for the Galerkin solution to the Dirichlet problem.
Theorem 19. Let V = V p,qh,∆t and φ, φh,∆t ∈ H1σ(R+, H−
1
2 (Γ)) the solutions to (5.4)
resp. (5.5).
Assume that R = ∂tf − V ∂tφh,∆t ∈ H0σ(R+, H1(Γ)). Then
‖φ− φh,∆t‖20,− 1
2
,Γ
. ‖R‖0,1,Γ
(
∆t‖∂tR‖0,0,Γ + ‖h · ∇R‖0,0,Γ
)
. max{∆t, h}(‖∂tR‖0,0,Γ + ‖∇R‖0,0,Γ)2
Proof of Theorem 19. We first note that for all ψh,∆t ∈ V p,qh,∆t
‖φ− φh,∆t‖20,− 1
2
,Γ
. BD(φ− φh,∆t, φ− φh,∆t)
=
∫
R+
∫
Γ
∂tf(φ− φh,∆t) dsx dσt−BD(φh,∆t, φ− φh,∆t)
=
∫
R+
∫
Γ
∂tf(φ− ψh,∆t) dsx dσt−BD(φh,∆t, φ− ψh,∆t)
=
∫
R+
∫
Γ
(∂tf − V ∂tφh,∆t)(φ− ψh,∆t) dsx dσt .
The last term may be estimated by:
∫
R+
∫
Γ
(∂tf − V φ˙h,∆t)(φ− ψh,∆t) dsx dσt
≤ ‖R‖0, 1
2
,Γ‖φ− ψh,∆t‖0,− 1
2
,Γ .
We use ψh,∆t = φh,∆t together with the interpolation inequality
‖R‖2
0, 1
2
,Γ
≤ ‖R‖0,0,Γ‖R‖0,1,Γ .
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As the residual is perpendicular to V p,qh,∆t,
‖R‖20,0,Γ = 〈R,R〉 = 〈R,R− ψ˜h,∆t〉
≤ ‖R‖0,0,Γ‖R− ψ˜h,∆t‖0,0,Γ
for all ψ˜h,∆t ∈ V p,qh,∆t, we obtain
‖R‖0,0,Γ ≤ inf{‖R− ψ˜h,∆t‖0,0,Γ : ψ˜h,∆t ∈ V p,qh,∆t} .
Choosing ψ˜h,∆t = Π˜h,∆tR, based on the interpolation operator defined earlier, we obtain
‖R‖0,0,Γ . ∆t‖∂tR‖0,0,Γ + ‖h · ∇R‖0,0,Γ .
The theorem follows.
5.4 Error Estimates for Arbitrary Discretisations
This section generalizes the results for the single layer potential without any assumptions
on the underlying meshes.
Lemma 20. Let f1, . . . , fn ∈ Hr(R+, Hs(∂Ω)), 0 ≤ s ≤ 1, r ≥ 0, such that fjfk = 0 for
j 6= k. Let ωj be the interior of the support of fj with ωj = supp fj. Then
∥∥∥ n∑
j=1
fj
∥∥∥2
r,s,Γ
≤
n∑
j=1
‖fj‖2r,s,ωj .
Definition 21. We define K(Φ) = maxj card{k : φkφj 6= 0}.
Lemma 22. Let Φ be a finite partition of unity of [0, T ]× ∂Ω with overlap K(Φ). Then
there exists a partition of {1, . . . ,M} into K ≤ K(Φ) non-empty subsets M1, . . . ,MK,
such that
⋃K
j=1Mj = {M1, . . . ,M}, Mj ∩Mk = ∅ if j 6= k and for all l ∈ {1, . . . , K} and
j, k ∈Ml with j 6= k, φjφk = 0 on [0, T ]× ∂Ω.
Theorem 23. Let Γ ⊂ ∂Ω be connected. and let Φ be a finite partition of unity with
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overlap K(Φ). Then for any f ∈ Hr(R+, Hs(∂Ω)) and any 0 ≤ s ≤ 1, we have
‖f‖2r,s,Γ ≤ K(Φ)
M∑
j=1
‖fφj‖2(1−s)r,0,Γ ‖fφj‖2sr,1,Γ .
Proof. We show
‖f‖2r,s,Γ ≤ K(Φ)
M∑
j=1
‖fφj‖2r,s,Γ . (5.6)
The assertion then follows from the interpolation estimate
‖fφj‖r,s,Γ . ‖fφj‖1−sr,0,Γ‖fφj‖sr,1,Γ .
To show (5.6), we consider a partition M1, . . . ,MK as in Lemma 22. Then f =
∑M
j=1 φjf ,
so that
‖f‖2r,s,Γ ≤ ‖f‖2r,s,∂Ω = ‖
K∑
k=1
∑
j∈Mk
φjf‖2r,s,∂Ω ≤ K
K∑
k=1
‖
∑
j∈Mk
φjf‖2r,s,∂Ω .
With Lemma 20,
‖
∑
j∈Mk
φjf‖2r,s,∂Ω ≤
∑
j∈Mk
‖φjf‖2r,s,ωj ,
so that
‖f‖2r,s,Γ ≤ K
K∑
k=1
∑
j∈Mk
‖φjf‖2r,s,ωj = K
M∑
j=1
‖φjf‖2r,s,ωj ,
which shows (5.6).
Together with Friedrichs inequality
‖fφj‖r,1,Γ .σ ‖∇(fφj)‖r,0,Γ + ‖∂t(fφj)‖r,0,Γ
one obtains
‖fφj‖1−sr,0,Γ‖fφj‖sr,1,Γ .σ d2(1−s)j (1 + d2j)s(‖∇(fφj)‖2r,0,Γ + ‖∂t(fφj)‖2r,0,Γ) .
Here dj, the width of the support φj, is defined as the smallest number such that the
following is true: There exists a direction n ∈ R3, |n| = 1, such that for all x ∈ R3 and for
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each plane H perpendicular to n with x ∈ H, the intersection supp φj ∩H is a Lipschitz
curve of length ≤ dj.
Our a posteriori error estimate therefore implies:
Corollary 24.
‖ψ − ψh,∆t‖2 . C
N∑
j=1
(
‖∇Rh,∆t‖20,0,Γj + ‖∂tRh,∆t‖20,0,Γj
)
.
5.5 Lower Bounds
Because of the different norms in the upper and lower bounds for BD in Proposition 17,
the a posteriori estimate only satisfies a weak variant of efficiency: For ε ∈ (0, 1):
max{∆t, h}− 1−ε2 ‖φ− φh,∆t‖0,− 1
2
,Γ .
‖R‖0,1−ε,Γ = ‖V(φ˙− φ˙h,∆t)‖0,1−ε,Γ . ‖φ− φh,∆t‖2,−ε,Γ ≤ ‖φ− φh,∆t‖2,0,Γ .
A proof of the sharp estimate, ε = 0, would require sharp mapping properties of the layer
potentials outside the energy spaces and will be pursued elsewhere.
As in the elliptic case, we aim to use the mapping properties of V together with ap-
proximation properties of the finite element spaces to recover the same spatial Sobolev
index −1
2
in the upper and lower estimates.
Theorem 25. Assume that the R ∈ H0([0, T ], H1(Γ)) and that the ansatz functions
V p,qh,∆t ⊆ H2([0, T ], H0(Γ)) satisfy
(?) inf
ψh∆t∈V p,qh,∆t
‖φ− ψh∆t‖2,0,Γ ' max{h,∆t}β
for some β > 0. Then for all ε ∈ (0, 1)
‖R‖0,1−ε,Γ .max{h− 12 , (∆t)− 12}‖φ− φh∆t‖2,−1/2,Γ.
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Note that V p,qh,∆t ⊆ H2([0, T ], H0(Γ)) is e.g. satisfied for cubic splines in time.
In Theorem 26 below, the hypothesis (?) is verified using the singular expansion of
the solution φ at the edges and corners.
5.6 Best Approximation and Lower Bounds
In this section verify the hypothesis (?) in Theorem 25 for polyhedral domains, by proving
upper and lower bounds for the best approximation of the solution to the wave equation
with Dirichlet boundary conditions.
Let Ω be a polyhedral domain and u a solution to the wave equation in Ω:
∂2t u(t, x)−∆u(t, x) = 0 in R+t × Ωx , (5.7)
u(t, x) = g(t, x) on Γ = ∂Ω , (5.8)
u(0, x) = ∂tu(0, x) = 0 in Ω. (5.9)
The function u exhibits well-known singularities at non-smooth boundary points of the
domain. Locally near an edge or a corner, Ω is of the form R+×K, where the base K ⊂ S2
is a smooth or polygonal subset of the sphere. The solution may be decomposed into a
leading part given by explicit singular functions plus less singular terms [61, 84, 85, 105].
We refer to [84, Theorem 7.4 and Remark 7.5] for details in the case of the Neumann
problem in a wedge, respectively [85, Theorem 4.1] for the Dirichlet problem in a cone
and state the decomposition in terms of polar coordinates (r, θ) centered at the vertex
(0, 0, 0):
u(t, x) = u0(t, r, θ) + χ(r)r
λa(t, θ) + χ˜(θ)b1(t, r)(sin(θ))
ν
+ χ˜(pi
2
− θ)b2(t, r)(cos(θ))ν , (5.10)
∂nu(t, x) = ψ0(t, r, θ) + χ(r)r
λ−1a(t, θ) + χ˜(θ)b1(t, r)r−1(sin(θ))−ν
+ χ˜(pi
2
− θ)b2(t, r)r−1(cos(θ))−ν . (5.11)
Here, ν = pi
α
, where α is the opening angle of the wedge, and λ = −1
2
+
√
1
4
+ µ, where
µ is the smallest eigenvalue of the Laplace Beltrami operator with Dirichlet boundary
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conditions in the subdomainK of the sphere. χ, χ˜ are cut-off functions and a, bj sufficiently
regular. The functions a, b1, b2 are not identically 0 provided the corner is not in a trapped
region and T is sufficiently large.
From the representation formula, the wave equation translates into the boundary
integral equation V φ = f , with f = (1−K)g and solution φ = ∂nu|Γ.
The main theorem concerning the approximation of φ is:
Theorem 26. Assume that the coefficient functions a, b1, b2 are not identically 0. Then
E(φ, h,∆t) ' max{h,∆t}max{ν− 12 ,λ}.
In particular, hypothesis (?) is satisfied. A similar result in the elliptic case was known
if Γ is a curve, i.e. in dimension 2 [27].
5.7 Algorithmic Details
The a posteriori error estimate from Theorem D leads to an adaptive mesh refinement
procedure, based on the four steps:
SOLVE −→ ESTIMATE −→MARK −→ REFINE.
The precise algorithm is given as follows:
Adaptive Algorithm:
Input: Spatial mesh T = T0, refinement parameter θ ∈ (0, 1), tolerance  > 0, data f .
1. Solve V ϕ˙h,∆t = f˙ on T .
2. Compute the error indicators η(4) in each triangle 4 ∈ T .
3. Find ηmax = max4 η(4).
4. Stop if
∑
i η
2(Mi) < 2.
5. Mark all 4 ∈ T with η(Mi) > θηmax.
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6. Refine each marked triangle into 4 new triangles to obtain a new mesh T
(and project the new nodes onto the sphere). Choose ∆t such that ∆t
∆x
≤ 1 for all
triangles.
7. Go to 1.
Output: Approximation of ϕ˙.
In the first step, we solve V ϕ˙ = f˙ using the Galerkin discretisation (5.5) in V 1,1h,∆t. The
Galerkin solution has the form
ϕ˙h,∆t(x, t) =
Nt∑
m=1
Ns∑
i=1
ϕmi β
m(t)ξi(x) ,
where βm is the piecewise linear hat function in time associated to time tm,
βm(t) = (∆t)−1((t− tm)χ[tm−1,tm](t)− (t− tm+1)χ[tm,tm+1](t)),
and ξi is the piecewise linear hat function in space associated to node i.
As a step towards adaptive mesh refinements in space-time, we here focus on time-
integrated error indicators as they are relevant for geometric singularities. As shown in
Chapter 4 and [61], for polyhedral meshes and screens time-independent graded meshes
lead to quasi-optimal convergence rates in spite of singularities of the solutions. The
time-integrated error indicator for triangle 4 is computed as
η2(4) = ∑nη4,∇Γ(In)2 + η4,∂t(In)2 .
Here, for every triangle 4 and every time interval In = [tn−1, tn] we define the partial
error indicators
η4,∇Γ(In)
2 = h4
∫ tn
tn−1
∫
4
[∇Γ(f˙ − V ϕ˙h,∆t)]2dsxdt ,
η4,∂t(In)
2 = ∆t
∫ tn
tn−1
∫
4
[∂t(f˙ − V ϕ˙h,∆t)]2dsxdt .
The time integral is approximated by the trapezoidal rule, and the tangential gradient of
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a function F is computed as
∇ΓF (t, x) = PΓ∇F = ∇F (t, x)− ν(ν · ∇F (t, x))
with the outer unit normal vector ν to Γ, resp. the projection PΓ onto the tangent bundle
of Γ.
To compute η4,∇Γ from ϕ˙h,∆t, we consider the gradient of V ϕ˙h,∆t as a singular integral:
∇ΓV ϕ˙h,∆t(t, x)
=
−1
4pi
PΓ
∫
Γ
(x− y)
(
ϕ˙h,∆t(t− |x− y|, y)
|x− y|3 +
ϕ¨h,∆t(t− |x− y|, y)
|x− y|2
)
dsy
=
−1
4pi
Nt∑
m=1
Ns∑
i=1
ϕmi PΓ
∫
Γ
ϕi(y)
[
βm(t− |x− y|) x− y|x− y|3 + β˙
m(t− |x− y|) x− y|x− y|2
]
dsy.
Using the explicit form of βm, we obtain
∇ΓV ϕ˙h,∆t(t, x) = −1
4pi
Nt∑
m=1
Ns∑
i=1
ϕmi
[
t− tm−1
4t PΓ
∫
t−tm≤|x−y|≤t−tm−1
ξi(y)
x− y
|x− y|3dsy
− t− tm+14t PΓ
∫
t−tm+1≤|x−y|≤t−tm
ξi(y)
x− y
|x− y|3dsy
]
.
The integrals are evaluated with a composite hp-graded quadrature, like the entries of
the BEM matrix in (5.5). See [54] for details.
5.8 Numerical Experiments
Example 1: We consider the Dirichlet problem V φ = f on Γ = S2 with the right hand
side f(t, x, y, z) = sin(t)5x2 and [0, T ] = [0, 2.5]. We use a discretisation by linear ansatz
and test functions in space and time. Γ is approximated by uniform meshes of 320,1280,
and 5120 triangles, with time step ∆t is 0.2, 0.1, resp. 0.05 for the respective meshes to
keep ∆t
h
fixed. The numerical results are compared to the exact solution, which can be
found using the methods from [121].
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Figure 5.1: Energy error, residual and ZZ error indicators for Dirichlet problem on Γ = S2,
Example 1.
Figure 5.1 shows the convergence of the error φ−φh,∆t in energy (E = 12cTV c−Fc) as
well as the L2 error in the sound pressure and compares them to the residual and ZZ error
indicators. The convergence rates are all comparable: We obtain a convergence rate of
0.93 in energy, 0.97 in sound pressure, 0.9 in the residual error indicator, and 1.02 in the
ZZ indicator. This illustrates the reliability and efficiency of both error indicators with
respect to energy and related quatities such as the sound pressure in an example with a
known exact solution.
The similar slopes of the energy norm and the residual error indicator corroborate the
efficiency of the residual a posteriori error estimate. More precisely, the quotient of the
error estimate and the energy error, the efficiency index, remains approximately constant
at 0.025 as the number of degrees of freedom increases.
Example 2: We consider the Dirichlet problem V φ = f on the square screen Γ =
[−0.5, 0.5]2×{0} with the right hand side f(t, x, y, z) = sin(t)5x2 for times [0, 2.5]. Using
a discretisation by linear ansatz and test functions in space and time, we compare the
error of a uniform discetization to the error of an adaptive series of meshes, steered by the
residual error estimate. The time step is fixed at ∆t = 0.1, and the uniform meshes con-
sist of 18, 288, 648, 1352, and 6050 triangles, while the adaptive refinements correspond
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Figure 5.2: Energy error and residual error indicators for Dirichlet problem on Γ =
[−0.5, 0.5]2 × {0}, Example 2.
to 36, 74, 164, 370, 784, 1676, 3485, and 7432 triangles.
Figure 5.2 shows the convergence of the error indicator and the error in energy, for
both the uniform and adaptive series of meshes. The convergence rate is approximately
0.48 for uniform refinements, compared to 0.77 for adaptive refinements. The conver-
gence rate in the uniform case agrees with the theoretical prediction of 0.5 from Chapter
4 (Corollary B, where β = 1 for a uniform mesh) and [61]. The adaptive convergence rate
of 0.77 recovers the results for time-independent screen problems [30].
As in the elliptic case, the convergence rate of the adaptive refinements does not reach
the optimal rate of 1.5 achieved with algebraically graded meshes, as demonstrated in [61].
The anisotropic graded meshes cannot be obtained by mesh refinements: While adaptive
meshes are locally quasi-uniform, graded meshes involve arbitrarily thin triangles with
shallow angles near the edge of the screen. A heuristic explanation for the substantially
higher rates of (anisotropic) graded meshes is contained in [31].
Figure 5.3 shows representative adaptive meshes, where the colour scale highlights the
residual-based indicator values for each element. Mesh refinements concentrate at the left
and right edges, where the right hand side is steep, and to a lesser extent also at the top
and bottom edges.
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Figure 5.3: Meshes 1, 2, 3 and 6 generated by adaptive refinements, Example 2.
Example 3: We consider the Dirichlet problem V φ = f on an isosceles, right-angled tri-
angle Γ depicted in Figure 5.5. The right hand side is given by f(t, x, y, z) = sin(t)5, and
we consider times [0, 2.5]. Using the discretisation from Example 2, we compare the error
on uniform meshes to the error of an adaptive series of meshes, steered by the residual
error estimate. The time step is fixed at ∆t = 0.1.
Figure 5.4 shows the convergence of the error indicator and the error in the energy
norm, for both the uniform and adaptive series of meshes. The convergence rate is approx-
imately 0.49 for uniform refinements, compared to 0.78 for adaptive refinements, almost
identical to the square screen in Example 2.
Figure 5.5 shows representative adaptive meshes, where the colour scale highlights the
residual-based indicator values for each element. As expected, mesh refinements concen-
trate in the two sharper corners of the triangle.
Example 4: We consider the Dirichlet problem V φ = f on the triangle Γ with angles
of 30, 60 and 90 degrees, as depicted in Figure 5.7. The right hand side is given by
f(t, x, y, z) = sin(t)5, and we consider times [0, 2.5]. Using the discretisation from Ex-
ample 2, we compare the error on uniform meshes to the error of an adaptive series of
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Figure 5.4: Energy error and residual error indicators for Dirichlet problem isosceles
triangle, Example 3.
Figure 5.5: Meshes 3, 5, 7 and 8 generated by adaptive refinements, Example 3.
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Figure 5.6: Energy error and residual error indicators for Dirichlet problem on 30-60-90
triangle, Example 4.
Figure 5.7: Meshes 2, 5, 8 generated by adaptive refinements, Example 4.
meshes, steered by the residual error estimate. The time step is fixed at ∆t = 0.1.
Figure 5.6 shows the convergence of the error indicator and the error in the energy
norm, for both the uniform and adaptive series of meshes. The convergence rate is approx-
imately 0.448 for uniform refinements, compared to 0.65 for adaptive refinements. The
rates are slightly reduced compared to Examples 2 and 3, possibly because the asymptotic
regime only sets in for higher degrees of freedom because of the small angles of 30 degrees
in the triangulation.
Figure 5.7 shows representative adaptive meshes, where the colour scale highlights the
residual-based indicator values for each element. As expected, mesh refinements concen-
trate in the corners according to their sharpness.
From Experiments 2, 3 and 4 we conclude that the convergence rate does not depend
on the angles of the triangle, and therefore the corner singularity. The convergence rate of
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around 1
2
on uniform meshes matches the rate theoretically expected for the approximation
of the edge singularity [61], while the approximation error from the corner singularities is
of higher order. The adaptive convergence rates of around 0.78 are compatible with the
convergence rates of around 0.8 for the time-independent Laplace equation in [30]. The
rates are slightly reduced in Example 4, with angles of 30 degrees, possibly because of the
necessarily thin triangles in the triangulation.
5.9 Towards Space-Time Adaptivity
5.9.1 Motivation
The previous sections presented an adaptive mesh refinement procedure based on time-
independent meshes. While these provide efficient approximations for solutions with
time-independent, geometric singularities, wave phenomena naturally include singular-
ities which move in space-time, such as travelling wave crests.
The time-averaged error indicators used above are inadequate in such settings. How-
ever, the underlying a posteriori error estimates still apply and can be used to define
residual error indicators in each space-time element. In a first step, we here show some
preliminary explorations for space-time refinements based on ZZ indicators.
The following images illustrate a space-time refinement upon one of the simplest pos-
sible space-time meshes. We consider R×R space-time, so that we can easily display the
space-time mesh on paper, although this is easily generalised to n spatial dimensions.
Figure 5.8: Test case in R × R. left: original coarse mesh, right: a first space-time
refinement.
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The leftmost image shows a coarse, uniform 3 by 3 space-time mesh, and on the right
this has been refined once in space-time at the bottom-left and top-centre locations. We
refine in both space and time this way in order to keep the CFL number fixed locally.
Every box in the image represents a space-time basis function. Greek letters index
the individual nodes on the time interval, and Latin letters index the spatial nodes on the
mesh. This example shows a space-time mesh which has two refinement-layers (in both
space and time). Further refinements would increase the number of layers.
α represents a p = 1 hat function spanning a certain ∆t and α1, α2 represent two
p = 1 hat functions in time which each have the reduced discretisation parameter ∆t
2
, so
as to fill the same space on the time interval. Similarly in space, A represents a spatial
basis function and A1, A2 represents two spatial basis functions whose support is the same
space as A.
There are 9 R × R space-time basis functions represented by the coarse mesh (left),
which are: αA, αB, αC, βA, βB, βC, γA, γB, γC.
There are 15 R×R space-time basis functions represented by the refined mesh (right),
which are: α1A1, α1A2, α2A1, α2A2 , αB, αC, βA, βB, βC, γA, γ1B1, γ1B2, γ2B1, γ2B2,
γC.
Note that the refinement process has introduced 4 extra spatial nodes and 4 extra
temporal nodes into the geometry.
Further refinements could be made to the mesh from this point on, which would in-
troduce more layers than the two shown here. We need an efficient way of keeping track
of such things, and all the other relevant data contained in this mesh.
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5.9.2 Aliasing
The uniform and space-only adaptive methods required the population of a block-banded
space-time Galerkin matrix. The bands were composed of repeating the same block down
the band. This meant that only one block needed to be computed for every temporal
basis function. We now no longer have this banded structure to exploit in this way.
There is now a degree of independence between the blocks in a band.
In some cases, such as when only a few refinements have been made (relative to the
size of the space-time mesh), we have a lot of similarity and we can say that the mesh
exhibits only a small degree of independence. Such a mesh will allow (at least partially)
repeating blocks to be populated down a time-block band.
Alternatively, if there have been many refinements made, and at different depths of
refinement, a space-time mesh will exhibit a much higher degree of independence. Each
space-time block will be unique or close to unique.
Due to the added power of a refinement in space-time rather than space alone, we
plan on making refinements in such a way that we remain in the low-independence regime
(few refinements relative to mesh size). In order to take advantage of the dependence in
the first set of cases, we introduce the idea of aliasing.
We have identified the criteria by which matrix entries α and β have the same entry.
The entries are the same if and only if:
Firstly, the time discretisation parameter must be the same. This requires that
∆tα = ∆tβ.
Secondly, the difference n−m must be the same. i.e. nα−mα = nβ−mβ, where n,m
index the time step of the temporal test and ansatz functions repectively.
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Thirdly, the spatial node associated to α and β must be the same.
The image below shows the full space-time matrix arranged into its time blocks. We
have highlighted 3 bands of the matrix in the various colours. In each band, both our
criteria are satisfied. Depending on the level of dependence that exists in space-time,
some of the information in each band will be repeated further down the band in different
blocks. For efficiency, we wish to avoid re-calculating such matrix entries.
On the right, we take a closer look at one of the bands - it contains 8 blocks which
we number from 0 to 7. Block 0 is refered to as the master block. All entries in master
blocks are computed.
Figure 5.9: The full space-time matrix and its new bands.
Before the computation of the full space-time matrix is started, we run our aliasing
algorithm. This consists of going through each block in the matrix (apart from the mas-
ter blocks), then each entry in the block, and for each entry we check every other entry
further back in the band to see if the third criteria (same spatial node) is satisfied in both
entries. If a match is found, we store the row and column of the earlier entry. This is to
mark it so that we only calculate the entry once.
Although the computation cost can be quite large (the worst case being quadratic time
complexity, like the matrix computation), this process is much faster than computing the
matrix entries.
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5.9.3 Space-Time Adaptive Algorithm
Space-Time Adaptive Algorithm:
Input: Spatial mesh T = T0, refinement parameter θ ∈ (0, 1), tolerance  > 0, data f .
1. Solve V ϕ˙h,∆t = f˙ on T .
2. Compute the error indicators η(t,4) in each triangle 4 ∈ T , and at each time step
tj ∈ [0, T ].
3. Find ηmax = maxtj ,4 η(tj,4).
4. Stop if
∑
i,j η
2(tj,Mi) < 2.
5. Mark all 4 ∈ T with η(t,Mi) > θηmax.
6. Refine each marked triangle into 4 new triangles to obtain a new mesh T
7. Go to 1.
Output: Approximation of ϕ˙.
5.9.4 Preliminary Results
We consider a sinusoidal travelling wave front, with the solution depicted in Figure 5.10.
It shows the time evolution of this wave as it approaches the mesh from the lower right at
t = 0, ending at around the centre of the mesh at t = 2.5. Figure 5.11 and 5.12 show the
first refinements when applying space-time adaptive method. One can see the refinements
tracking the travelling wave from outside the bottom-right corner of the mesh to about
centre.
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Figure 5.10: Density φ, for a travelling wave at t = 0.5, 1.0, 2.5.
Figure 5.11: Meshes 1, 2, 3 generated by space-time adaptive refinements, relating to
t = 0.1, 0.3, 0.5.
Figure 5.12: Meshes 4, 5, 6 generated by space-time adaptive refinements, relating to
t = 1.2, 2.3, 2.5.
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Space-Time p-Methods
This chapter is based on joint work [63] with H. Gimperlein and E.P. Stephan.
6.1 Introduction
In previous chapters we have focused on h-versions of the time-domain boundary method,
where the degree p of the elements is fixed and convergence to an exact solution is obtained
by mesh refinements. For time independent problems also p-versions of the boundary
element method have been considered, going back to [9, 116]. For the p-version one
considers a fixed mesh and increases the accuracy of the solution by increasing the degree
p of the elements. The analogous approach for finite elements was first investigated
by Babuska and his students [13, 14, 43, 44]. See [112] for a comprehensive discussion
of analysis in the time-independent case. More recent optimal convergence results for
boundary elements on screens have been obtained, for example, in [24, 25, 78].
In this chapter we introduce a space-time p-version of the time domain boundary
element method. Similar to the time-independent case, we fix a coarse space-time mesh
and obtain convergence by increasing the polynomial degree p in space and time.
To be specific, for a polyhedral screen Γ ⊂ R3 with connected complement Ω = R3 \Γ
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this chapter considers the wave equation
c−2∂2t u(t, x)−∆u(t, x) = 0 in R+t × Ωx (6.1a)
Bu = g on Γ = ∂Ω (6.1b)
u(0, x) = ∂tu(0, x) = 0 in Ω . (6.1c)
As before, we choose units such that c = 1 and consider either Dirichlet (Bu = u) or
Neumann boundary conditions (Bu = ∂nu) on Γ.
Similar to the analysis of the h-version on graded meshes, the singularities of the
solution have implications for the approximation rate of p-version time domain boundary
elements. Based on the asymptotic expansion of the solution u and its normal derivative
on Γ, we obtain sharp convergence rates on polyhedral domains and screens.
We formulate (6.1) as a time dependent integral equation on Γ for the single layer
or double layer operator. The Dirichlet trace u|Γ is approximated by tensor products of
piecewise polynomial functions V˜ p,q∆t,h on a fixed mesh in space and a uniform mesh in time
of step size ∆t. Our main result for the approximation of the solutions to the boundary
integral equations in space-time anisotropic Sobolev spaces is a consequence of:
Theorem E. Let ε > 0.
a) Let u be a strong solution to the homogeneous wave equation with inhomogeneous
Neumann boundary conditions ∂nu|Γ = g, with g smooth. Further, let φβh,∆t be the best
approximation in the norm of Hrσ(R+, H˜
1
2
−s(Γ)) to the Dirichlet trace u|Γ in V˜ p,1∆t,h. Then
‖u− φβh,∆t‖r, 12−s,Γ,∗ ≤ Cβ,εp
−1−2s+ε, where s ∈ [0, 1
2
] and r ∈ [0, p).
b) Let u be a strong solution to the homogeneous wave equation with inhomogeneous
Dirichlet boundary conditions u|Γ = g, with g smooth. Further, let ψβh,∆t be the best ap-
proximation in the norm of Hrσ(R+, H˜−
1
2 (Γ)) to the Neumann trace ∂nu|Γ in V p,0∆t,h. Then
‖∂nu− ψβh,∆t‖r,− 12 ,Γ,∗ ≤ Cβ,εp
−1+ε, where r ∈ [0, p+ 1).
It implies an approximation result for the solution to the boundary integral formula-
tions:
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Corollary F. Let ε > 0.
a) Let φ be the solution to the hypersingular integral equation Wφ = g and φβh,∆t the best
approximation in the norm of Hrσ(R+, H˜
1
2
−s(Γ)) to φ in V˜ p,1∆t,h. Then ‖φ−φβh,∆t‖r, 12−s,Γ,∗ ≤
Cβ,εp
−1−2s+ε, where s ∈ [0, 1
2
] and r ∈ [0, p).
b) Let ψ be the solution to the single layer integral equation V ψ = f and ψβh,∆t the best
approximation in the norm of Hrσ(R+, H˜−
1
2 (Γ)) to ψ in V p,0∆t,h. Then ‖ψ−ψβh,∆t‖r,− 12 ,Γ,∗ ≤
Cβ,εp
−1+ε, where r ∈ [0, p+ 1).
Indeed, on the flat screen the solutions to the integral equations are given by φ =
[u] |Γ in terms of the solution u which satisfies Neumann conditions Bu = ∂nu|Γ = g,
respectively ψ = [∂nu] |Γ in terms of the solution u which satisfies Dirichlet conditions
Bu = u|Γ = f .
The proofs of Theorem E and Corollary F closely relate to the proofs of the cor-
responding results for graded meshes. They can be found in [63]. This reference also
contains results for polyhedral domains, similar to [44] in the time-independent case.
Numerical experiments confirm the theoretical results for the singular exponents and
achieve the predicted convergence rates for the Dirichlet problem on a square screen. The
convergence rate in the energy norm is doubled compared to the convergence rate of the
h-version on a uniform mesh. Numerical experiments on the icosahedron confirm the
faster convergence of the p-method compared to the h-method.
6.2 Discretisation
For the time discretisation we consider a uniform decomposition of the time interval [0,∞)
into subintervals [tn−1, tn) with time step ∆t, such that tn = n∆t (n = 0, 1, . . . ).
In R3, we may assume that Γ consists of closed triangular faces Γi such that Γ = ∪iΓi.
In R2, Γ = ∪iΓi is partitioned into line segments Γi.
We choose a basis {ξ1h, · · · , ξNsh } of the space V qh (Γ) of piecewise polynomial functions
of degree q in space. Moreover we define V˜ qh (Γ) as the space V
q
h (Γ), where the polynomials
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vanish on ∂Γ for q ≥ 1. For the time discretisation we choose a basis {β1∆t, · · · , βNt∆t} of
the space V pt of piecewise polynomial functions of degree of p in time (continuous and
vanishing at t = 0 if p ≥ 1).
Let TS = {∆1, · · · ,∆N} be a quasi-uniform triangulation of Γ and TT = {[0, t1), [t1, t2), · · · ,
[tM−1, T )} the time mesh for a finite subinterval [0, T ).
We consider the tensor product of the approximation spaces in space and time, V qh
and V p∆t, associated to the space-time mesh TS,T = TS × TT , and we write
V p,q∆t,h := V
p
∆t ⊗ V qh . (6.2)
We analogously define
V˜ p,q∆t,h := V
p
∆t ⊗ V˜ qh . (6.3)
The Galerkin discretisation of the Dirichlet problem is then given by:
Find ψ∆t,h ∈ V p,q∆t,h such that for all Ψ∆t,h ∈ V p,q∆t,h
∫ ∞
0
∫
Γ
(V ψ∆t,h(t,x))∂tΨ∆t,h(t,x) dsx dσt =
∫ ∞
0
∫
Γ
f(t,x)∂tΨ∆t,h(t,x) dsx dσt . (6.4)
For the Neumann problem, we have:
Find φ∆t,h ∈ V˜ p,qt,h such that for all Φ∆t,h ∈ V˜ p,qt,h
∫ ∞
0
∫
Γ
(Wφ∆t,h(t,x))∂tΦ∆t,h(t,x) dsx dσt =
∫ ∞
0
∫
Γ
g(t,x)∂tΦ∆t,h(t,x) dsx dσt . (6.5)
From the weak coercivity of V , respectively W , the discretized problems (6.4) and
(6.5) admit unique solutions.
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6.3 Algorithmic Details
6.3.1 Spatial Elements
Figure 6.1 shows the locations of the local nodes as we increase p. These are known as
Lagrange nodes, since Lagrange interpolation is used here.
Figure 6.1: Local nodes for p = 1, 2, 3.
Starting with the cubic basis (p = 3) and higher, we have our first occurance of a local
node which is completely inside an element. We refer to such nodes as ‘bubble nodes’ and
their corrresponding local basis function as a ‘bubble function’.
We can calculate the number of local nodes from p, by using the Equation (6.6):
local DOF :=
p2 + 3p+ 2
2
(6.6)
We also note that there are p+ 1 nodes on each element edge. This information along
with the above formula allows us to easily work out the coordinates of each Lagrange
node in the reference triangle. When applied to the full spatial mesh, we have nodes as
in Figure 6.2.
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Figure 6.2: Lagrange nodes for polynomial degree p = 3 (left) and p = 7 (right).
The general formula for a p = n basis function, where p > 2 is:
φ := c0︸︷︷︸
p=0
+ c1x+ c2y︸ ︷︷ ︸
p=1
+ c3x
2 + c4y
2 + c5xy︸ ︷︷ ︸
p=2
+ . . . (6.7)
where we have grouped the formula into new terms for each added degree, so that it
becomes clear to see how this generalises for any higher p.
The coefficients for any p can be calculated by solving a simple linear system of equa-
tions.
On the RHS, we have something very similar to what is discussed here in this section
for the matrix. Each entry in the RHS vector represents a global basis function, and we
integrate over its support.
6.3.2 Temporal Elements
As we increase p in time, the number of bubble functions present in a given sub-interval
increases, since more nodes are required in the sub-interval to fix higher-p functions. For
cubic functions (p = 3) we require two extra nodes in the interval [tn−∆t, tn] at tn− 2∆t3
and tn − ∆t3 .
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The generalised temporal basis functions for order p have the form:
φ := c0 + c1t+ c2t
2 + c3t
3 + c4t
4 + ...+ cp+1t
p (6.8)
To calculate the coefficients, we also use the linear system method discussed in the
spatial section (Lagrange interpolation). There are fewer coefficients in one dimension -
other than this the method is very similar.
We make use of the reference interval [0,1] discussed earlier. That is to say that we
choose our temporal nodes in [0,1] and use a simple linear transformation to project to
other areas of the full time interval. We do this so that our basis functions (which are
calculated for this reference element) can be used many times without having to keep
solving the above-mentioned linear system at every time system, to get new coefficients.
If we wish to project a function from the reference interval [0, 1] to [α, α+ ∆t] we only
need to consider the following polynomial where the coefficients are the same as before:
φ := c0 + c1
(
t− α
∆t
)
+ c2
(
t− α
∆t
)2
+ c3
(
t− α
∆t
)3
+ ...+ cp+1
(
t− α
∆t
)p
(6.9)
The RHS is dealt with in a similar fashion.
Figure 6.3 show the Lagrange polynomials in t, for various p, calculated on the refer-
ence interval using the method described here:
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Figure 6.3: The reference interval [0, 1] with polynomials in t of degrees p = 3, p = 4, and
p = 10.
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6.4 Numerical Experiments
6.4.1 p-version on the Screen
Example 6. Using the discretisation by piecewise polynomials of degree p described above,
we compute the solution to the integral equation V φ = f on R+t ×Γ with the square screen
Γ = {(x, y, 0) : −1
2
≤ x, y ≤ −1
2
} depicted in Figure 6.4. We use a discretisation with 8
triangles and 9 nodes in space, a time step ∆t = 0.5, resp. 1.0, and study the convergence
of the numerical solution as the polynomial degree is increased. Several right hand sides f
are considered. We compute the solution up to times T = 5 and compare to an extrapolated
benchmark energy.
Figure 6.4: A coarse screen with 8 triangular elements and 9 nodes.
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Figure 6.5: Density φ computed by h-method on a uniform mesh with 1250 triangles for
f1 (left), cross section y = 0 at t = 1.0, 1.4 (right).
From Chapter 4 and [61], the convergence rate in energy norm of the uniform h-method
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on the screen is 0.5 as h tends to 0. A picture of the solution for the right hand side
f1(t,x) = sin
5(t)x2
is shown in Figure 6.5, for a uniform triangulation of Γ with 1250 triangles. The cross
section at y = 0 shows the edge singularities of the solution, as well as the difficulty to
approximate them numerically.
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Figure 6.6: Energy error for single-layer equation on square screen, Example 6.
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Figure 6.7: Energy as function of time for time-singular f4, Example 6.
For this right hand side f1, Figure 6.6 considers the convergence in energy norm of a
p-method up to polynomial degree p = 6 in space and time. The empirical convergence
rate, in p, for ∆t = 0.5 (blue dots) turns out to be 1.21. For ∆t = 1.0 the convergence
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rate is 1.18 (yellow crosses). The results reflect the expected doubling of the convergence
rate for the p-method, compared to the h-method.
The results are confirmed for plane-wave scattering at low frequencies. For the right
hand side
f2(t,x) = exp(−2/t2) cos(ωt− kx) ,
with k = (2, 0.5, 0.1) and ω = |k|, Figure 6.6 (red squares) shows the convergence in
energy norm of the p-version with rate 1.02 up to p = 7, for ∆t = 0.5. Again this is
double the rate 0.5 of the h-method. For the higher-frequency wave
f3(t,x) = exp(−2/t2) cos(ωt− kx) ,
with k = (6, 0.5, 0.1) and ω = |k|, piecewise linear or quadratic polynomials provide a poor
approximation, as shown in Figure 6.6 (black diamonds) when ∆t = 0.5. Nevertheless, at
higher p the convergence improves rapidly, and the rate becomes approximately 1.01.
Finally, a source which is nonsmooth in time is considered,
f4(t,x) = sin
5(t)|1− t|α cos(k · x) ,
with α = 1
2
and k = (6, 0.5, 0.1). Note the square-root singularity in time in this right
hand side. Figure 6.7 shows the energy as a function of time at multiples of the time step
0.5, for p = 1, 3, 5, 7. While the solutions for different p closely agree for short times, after
the kink only high p provide a qualitative approximation. The convergence rate in energy
norm here is 0.78, see Figure 6.6 (green stars), less than for f1, f2 and f3.
6.4.2 p-version on the Icosahedron
Example 7. Using the discretisation by piecewise polynomials of degree p described above,
we compute the solution to the integral equation V φ = f on R+t ×Γ with the icosahedron Γ
depicted in Figure 6.8. We use the discretisation given by the 20 triangular faces with 12
vertices and a time step ∆t = 0.5. The convergence of the numerical solution is studied
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as the polynomial degree is increased. Different right hand sides f are considered. We
compute the solution for times up to T = 11 and compare to an extrapolated benchmark
energy.
Figure 6.8: Icosahedron with 20 triangles and 12 vertices.
Figure 6.9: Density φ computed by h-method on a uniform mesh with 1280 triangles for
f1.
A picture of the smooth solution at time t = 0.5 for the right hand side
f1(t,x) = sin
5(t)x2
is shown in Figure 6.9, computed using an h-method on a uniform triangulation of Γ with
1280 triangles and time step ∆t = 0.1. The convergence of the h-method in Figure 6.10
(left) shows a convergence rate of 1.13 in h, or 0.376 in degrees of freedom.
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Figure 6.10: Energy error of h-method for single-layer equation on icosahedron, Example
7.
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Figure 6.11: Energy error of p-method for single-layer equation on icosahedron, Example
7.
Figure 6.11 shows the convergence of the p-method in the energy norm for the right
hand side f1 from above (blue circles). The empirical convergence rate is 1.46 as the
polynomial degree p is increased. Figure 6.12 shows the possibility of long-time simulations
and plots the energy of the numerical solution with p = 6 as a function up to time t = 11 at
multiples of the time step 0.5. Figure 6.13 depicts the difference |E6(t)−Ep(t)| between the
energy of the p-method solution for p = 6 and the numerical solutions for p = 1, 2, . . . , 5.
The error remains stable over the time interval and tends to 0 as p increases.
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A second right hand side investigates a plane-wave
f2(t,x) = exp(−2/t2) cos(ωt− kx) ,
with k = (3, 0.5, 0.1) and ω = |k|. The convergence rate in this case is approximately
1.61.
Finally, a right hand side with a singularity in space is considered,
f3(t,x) = sin
5(t)| sin(kx)|α ,
α = 1
2
and k = (2, 0.5, 0.1). The convergence rate here is 1.22. Note that the solution φ
has a singularity in space on the lines kx = kpi, k ∈ Z, similar to the edge singularities in
Example 6. The convergence rate is therefore reduced to values similar to those seen for
screen problems in Example 6.
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Figure 6.12: Energy as function of time up to t = 11 for the right hand side f1, Example
7.
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Figure 6.13: Energy difference between p = 6 and lower p, as function of time, Example
7.
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Chapter 7
Enriched Methods
This chapter is based on joint work [62, 57] with H. Gimperlein.
7.1 Introduction
This work presents the algorithmic aspects behind a recently introduced time domain
partition-of-unity method for the efficient solution of time-domain boundary integral equa-
tions such as Equation 7.3, based on travelling plane waves as ansatz and test functions
in space and time. This is the first approach to space − time enriched partition-of-unity
methods, here applied to a time-dependent integral equation. It extends its counterparts
for time-harmonic wave propagation to truly transient problems at higher frequencies,
but still allows to work on coarse meshes. Future applications are expected in the compu-
tational acoustics of concert halls [32], the noise of inner-city traffic and high-speed trains
[22].
After a short review of relevant earlier works in TDBEM and partition-of-uniy meth-
ods, we here discuss the algorithmic background of the method. We focus on the new
challenges arising in time-domain with non-polynomial basis functions on coarse mesh
grids. Details of the accurate quadrature to assemble the Galerkin matrix are discussed,
extending the methods known for standard h-version TDBEM. We then address the ef-
ficient numerical solution of the space-time system and its preconditioning. Numerical
results demonstrate key aspects of the method: Reductions of the degrees of freedom of
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around a factor 8, the efficient solution of the space-time system by a preconditioner, and
condition numbers which are much reduced compared to partition-of-unity methods in
frequency domain.
7.2 Formulation
7.2.1 Integral Formulation of the Wave Equation
Recall from the introduction the initial problem for the wave equation with inhomogeneous
Dirichlet boundary conditions:
∂2t u(t,x)− c2∆u(t,x) = 0 for x ∈ Ω
u(t,x) = f(t,x) for x ∈ Γ
u(t,x) = 0 for t ≤ 0. (7.1)
As before, we set c = 1. We make an ansatz for the sound pressure in u in terms of the
single-layer potential in 3 dimensions:
u(t,x) =
∫
Γ
φ(t− |x− y|,y)
4pi|x− y| dsy (x ∈ Ω) (7.2)
The condition φ = 0 for t ≤ 0 represents the causal propagation of waves on the light
cone. Combining 7.2 with the boundary condition 7.1, we obtain a formulation of the
wave equation as an integral equation of the first kind on Γ:
V φ(t,x) =
∫
Γ
φ(t− |x− y|,y)
4pi|x− y| dsy = f(t,x) (x ∈ Γ). (7.3)
The solution to the original problem 7.1 in a point x ∈ Γ is recovered from φ by evaluating
the integral 7.3 in a postprocessing step.
Anisotropic space-time sobolev spaces provide the proper analytic framework for Equa-
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tion 7.3. The space Hsσ(R+, Hr(Γ)) consists of those distributions φ on [0,∞)× Γ which
vanish at t = 0 and whose space-time Fourier-Laplace transform Fφ satisfies in local
coordinates:
||φ||s,r,Γ =
(∫ ∫
|ω + iσ|2s(ω + iσ)2 + |ξ|2)r|Fφ(ω + iσ, ξ|2 dξdω
) 1
2
<∞ (7.4)
See [56, 71] for a detailed presentation.
The numerical solution of 7.3 is based on the following coercive weak formulation:
Find φ such that for all ψ
∫ ∞
0
∫
Γ
(V φ(t,x))∂tψ(t,x) dsx dσt =
∫ ∞
0
∫
Γ
f(t,x)∂tψ(t,x) dsx dσt , (7.5)
with dσt = e
−2σtdt. While a theoretical analysis requires σ > 0, practical computations
use σ = 0 [16].
This weak formulation is well posed [71]:
Theorem G. If f ∈ H2σ(R+, H
1
2 (Γ)) then the retarded potential equation (7.3) admits
a unique solution φ ∈ H1σ(R+, H−
1
2 (Γ)) satisfying:
||φ||1,− 1
2
,Γ ≤ C||f ||2, 1
2
,Γ (7.6)
7.2.2 Partition-of-Unity Space-Time Discretisation
For the solution of 7.5, [65] proposes a time-dependent partition-of-unity boundary ele-
ment method based on numerical approximation by travelling plane waves.
To be specific, for the time discretisation we consider a decomposition of the time inter-
val R+ into subintervals [tn−1, tn] with constant time step ∆t, such that t = n∆t, (n =
0, 1, 2, ..., Nt).
96
Chapter 7: Enriched Methods
In space, we approximate Γ by a polygonal surface and denote the approximation
again by Γ. We assume that Γ = ∪Ni=1Γi, is a quasi-uniform triangulation, with triangular
faces Γi. We choose a basis {Λ1,Λ2, ...,ΛNs} of hat functions for the space of piecewise
polynomials associated to the triangulation, continuous if the degree ≥ 1. Similarly, for
the time discretisation we choose a basis {Λ˜1, Λ˜2, ..., Λ˜Ns} of piecewise polynomial hat
functions, which are continuous and vanish at t = 0 if the degree ≥ 1. The enrichment is
best on a lattice of frequency vectors K ⊂ R3.
We consider test and ansatz spaces based on tensor products of functions in space and
time:
Vh,∆t = span
{
Gijl(t,x) := Λ˜i(t)Λj(x) cos
(
ωi(t− ti)− kl · x + σl
)
:
kl ∈ K, ωl = |kl|, σl ∈
{
0,
pi
2
}}
(7.7)
The spatial part of the enrichment corresponds to the plane waves cos(kl · x + σl) rou-
tinely used in partition-of-unity methods in frequency domain [103]. The spatial part has
recently been used in space-enriched methods for the time domain [45, 75].
For u∆t,h ∈ Vh,∆t we thus may write
u∆t,h(t,x) =
Nt∑
i=0
Ns∑
j=0
∑
kl∈K
cijlG
i
jl(t,x). (7.8)
The partition-of-unity discretisation of the weak formulation 7.5 now reads: Find
φh,∆t ∈ Vh,∆t such that for all ψh,∆t ∈ Vh,∆t such that
∫ ∞
0
∫
Γ
(V φh,∆t(t,x)∂tψh,∆t(t,x)dsxdt =
∫ ∞
0
∫
Γ
f(t,x)∂tψh,∆t(t,x)dsxdt (7.9)
From the solution φh,∆t, the numerical approximations uh,∆t to the solution of the wave
equation 7.1 is obtained in Ω by evaluating the integral of the single-layer potential in 7.2
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Figure 7.1: Full PUBEM space-time system for piecewise linear hat functions and decom-
position of the blocks V j.
numerically.
As a conforming Galerkin discretisation, Equation 7.9 admits a unique solution and
leads to a stable partition-of-unity method in space-time.
7.2.3 Quadrature Method for Retarded Potentials
A main challenge of the PUBEM 7.9 is the accurate and efficient assembly of the Galerkin
matrix. As depicted in Figure 7.1, the matrix is a block Toeplitz matrix where every block
corresponds to a time step. Each of the blocks decomposes into blocks for the individual
enrichments ki. Because of causality the spacetime matrix is almost lower triangular: If
the hat functions in time are piecewise polynomials of degree q, blocks which are more
than q bands above the diagonal vanish.
The blocks of the matrix are explicitly given by
V i =
∫ ∞
0
∫
E(T )∩Tˆ
∫
E(x)∩T
Gmjl (t− |x− y|)
4pi|x− y| ∂tG
m+i
j′l′ (t,x) dsydsxdt (7.10)
Here T and Tˆ are the test and trial elements. E(x) the light cone around x and E(T )
the union of light cones around points in T . See Figure 7.2. i ∈ {1, 2, ..., Nt} indexes the
time nodes. After an analytical evaluation of the time integral, the inner (y) integral re-
quires integration over geometrically complicated intersections of triangles with lightcone
shells, with a singular integrand |x− y|−1:
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Figure 7.2: Outer (left) and inner (right) integration. Figure taken from [102].
V i =
∫ ∞
0
∫
E(T )∩Tˆ
∫
E(x)∩T
1
|x− y|Λj(y)Λj′(x)F (y,x,kl, ωl,kl′ , ωl′) (7.11)
for an explicitly given function F , given below in Section 7.2.4.
Difficulties arise: Kernel singularities when |x− y| approaches zero, geometric singu-
larities in F at the boundary of light cones (see below), and the oscillatory behaviour of
the basis functions for large kl, kl′ . The first problem is standard in BEM, and we avoid
it by using a quadrature hp-graded towards the singularity at |x− y| = 0.
More precisely, the following graded quadrature is performed to evaluate an integral
of the form
b∫
0
f ds in the normal direction to s = |x − y| = 0. Denote by Q[0,b]n f :=∑n
i=1wif(xi) the Gauss -Legendre quadrature rule with n quadrature points. Given a
subdivision of [0, b] into m subintervals Ij, define a composite Gauss rule with degree
vector n = (n1, . . . , nm) by Qn,m,σf :=
∑m
j=1 Q
Ij
njf . We use a geometric subdivision of [0, b]
with m levels and grading parameter σ ∈ (0, 1): [0, b] = ⋃mj=1 Ij, where for j = 1, . . . ,m
we let Ij := [xj−1, xj], x0 := 0, xj := bσm−j with suitable n. See [111] for an analysis of
this quadrature for time-independent integral equations.
For the second problem, we project the point of observation x onto the triangle plane
and use a careful decomposition of the area of integration into smple standard shapes Di
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Figure 7.3: Projection of point of observation (x) onto the triangle plane (left). Parti-
tioning of the area of integration for inner quadrature (right). Figure taken from [102].
in polar coordinates. The inner integral thus becomes:
nd∑
l=1
∫
Dl
|d2 + r2| p−12 Λ(y)dsy (7.12)
To evaluate the integrals over Di, we apply seperate graded quadratures in the radial and
angular variables, with at least 10 Gauss points per wave length to resolve oscillations.
See Figure 7.3.
The outer integral is less singular and ses a standard composite Gauss quadrature with
at least 10 points per wavelength.
7.2.4 Detailed Analysis of Integration in F
A more detailed analysis shows that the matrix entries are of the form:
=
∫ ∞
0
∫
Γ
∫
Γ
1
|x− y|Λ˜m
(
t−|x−y|)Λm(y) cos(ωm(t−tm−|x−y|)−km ·y+σm) dsy
·
[
˙˜
Λn(t)Λn(x) cos
(
ωn(t−tn)−kn·x+σn
)
−Λ˜n(t)Λn(x) sin
(
ωn(t−tn)−kn·x+σn
)
ωn
]
dsxdt.
(7.13)
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Figure 7.4: Possible intersections of temporal basis functions. Figure taken from [62].
Figure 7.5: Division into light cones corresponding to cases in Figure 7.4. Figure taken
from [62].
The hat functions Λ˜m and Λ˜n exhibit four nontrivial cases of overlap, see Figure 7.4. The
resulting kinks in F are exhibited in Figure 7.5.
7.2.5 A Preconditioner for PUBEM
The space-time systems as in Figure 7.1, which arise from standard polynomial h-method
time domain Galerkin boundary element discretisations with piecewise constant test func-
tions hat functions Λ˜n(t) in time, are lower triangular. Indeed, for a matrix block
V i =
∫ ∞
0
∫
E(T )∩Tˆ
∫
E(x)∩T
Λ˜m(t− |x− y|)
4pi|x− y| ∂tΛ˜m+i(t,x) dsydsxdt (7.14)
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with piecewise constant test functions Λ˜m+i, the argument t−|x−y| of the ansatz function
lets the integrand vanish whenever i < 0. In particular, the block V −1 in Figure 7.1 is 0.
The resulting space-time system may then be solved by backsubstitution, which leads to
efficient time stepping schemes.
For test functions of order q, the space-time systems has q bands of blocks above the
diagonal. Nevertheless, an extrapolation leads to efficient time stepping schemes with
engineering accuracy, as is adequate for the use in partition-of-unity methods. We discuss
the approach for piecewise linear functions.
Denoting the solution vector at time tj+1 by c
j+1, one approximates its value from
previous time steps by extrapolation cj+1 ≈ cj + (cj − cj−1) in order to eliminate the
blocks V i for i < 0 in Figure 7.1. For smooth solutions the error of this approximation is
of the order of the time step ∆t, and therefore of a similar size as the error from the finite
element approximation. Substituting this value cj+1 ≈ cj + (cj− cj−1) into the space-time
systems:
F j = V 1cj−1 + V 0cj + V −1cj+1 ≈ (V 1 − V −1)cj−1 + (V 0 + 2V −1)cj. (7.15)
The result is a block Toeplitz equation V˜ c = F in space-time, which is block lower
triangular in the sense that V˜ i = 0 for i < 0. This system can now be stably solved by
backsubstitution. Here the bands are given by
V˜ 0 = (V 0 + 2V −1), V˜ 1 = (V 1 − V −1), V˜ j = V j if j > 1. (7.16)
The resulting time-stepping scheme may be used either as a stand-alone solver or as a
preconditioner for GMRES applied to the space-time matrix. Both have been studied in
a variety of wave propagation and scattering problems in [64]. In the current paper we
employ 7.16 as a preconditioner of the PUBEM.
Instead of preconditioned GMRES, one may use special solvers for Toeplitz systems.
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However, the preconditioner suffices for all applications considered so far, and special
solvers for non-symmetric block Toeplitz systems do not seem to be readily available in
standard libraries.
7.3 Numerical Experiments
Example 1 : For a regular icosahedron Γ, Figure 7.6, of diameter 2 and centered in
(0, 0, 0), we use the right hand side f(t,x) = exp(−25/t2) cos(ωf t − kfx). f repre-
sents a plane wave with kf = (1.5, 3, 8.5) which is smoothly turned on for times [0, 5].
The partition-of-unity TDBEM approximation from (7.9) is compared to an h-method
TDBEM with piecewise linear ansatz and test functions on a uniform mesh with up to
1280 triangles and constant CFL ratio ∆t
∆x
= 0.19. Figure 7.6 depicts the h-method solu-
tion φ at times 3.8, 4.2 and 4.6 and the fine mesh of 1280 triangles used for its computation.
Figure 7.7 (left) illustrates the solution of the partition-of-unity method, evaluated in
the centroid (0.46, 0.46, 0.46) of a triangle. The partition-of-unity TDBEM uses a mesh
of 20 triangles as in the left-most picture in Figure 7.6 and n enrichment functions in each
triangle, for n ≤ 15 and ∆t = 0.1, resp. 0.2.
For a variational method as discussed in this chapter, a natural measure of the error
is the energy defined by the single layer operator, which is computed from the stiffness
matrix V , the right hand side vector f and the solution vector c as E(c) = 1
2
c>V c− c>F .
We compute the relative energy error with respect to the energy E∞ of an extrapolated
benchmark energy as E(c)−E∞
E∞ . This energy error is is relevant also because it controls the
resulting pointwise error of the sound pressure u to the original problem (1.1), as obtained
from φ by evaluating the integral (8.2).
Figure 7.7 (right) compares the convergence of the relative energy error between
the above-described h-method and the partition-of-unity method as the total number
of space-time degrees of freedom is increased. While the h-method is consistent with
the well-known linear convergence [61], the partition-of-unity method exhibits its typical
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Figure 7.6: Example 1 - meshes for PU (20 triangles) and h-method (1280 triangles),
density at t = 3.8, 4.2, 4.6.
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Figure 7.7: Example 1 - a) density φ at point (0.46, 0.46, 0.46), b) relative error in energy:
h-method, PU with ∆t = 0.1, 0.2, for n = 1, 3, 5, ..15 enrichment functions.
nonlinear convergence with abrupt decreases. The precise errors are detailed in Table 7.1.
The partition-of-unity method here reduces the space-time degrees of freedom by a factor
up to 8, indicating the potential of the method. The savings in the degrees of freedom
translate into reduced computation times also in the time-domain, see [45, 83].
Example 2 : For the same regular icosahedron Γ, Figure 7.6, of diameter 2 and centered
in (0, 0, 0), we consider the right hand side:
f(t,x) := exp
(−25
t2
)
cos
(
ωf (x1)t− kf (x1)x
)
. (7.17)
n DOF error PU (∆t = 0.2) DOF error PU (∆t = 0.1) DOF rel. error h
1 500 0.78 1000 0.76 500 0.78
3 1500 0.065 3000 0.020 4000 0.28
5 2500 0.063 5000 0.019 20000 0.025
7 3500 0.060 7000 0.017
9 4500 0.058 9000 0.0145
11 5500 0.057 11000 0.015
13 6500 0.055 13000 0.012
15 7500 0.0042 15000 0.0043
Table 7.1: Errors of the PU and h-methods corresponding to Figure 7b.
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Figure 7.8: Example 2 - Relative energy error.
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Figure 7.9: Example 2 - Sound pressure evaluated at (1.6, 0.1, 0.2) outside of Γ.
with:
kf (x1) =

8.5
3
0.5
+ α

x1
0
0
 , where α = 0.5 (7.18)
Using up to 60 enrichment functions, the partition-of-unity TDBEM approximation
from (7.9) is compared to an h-method TDBEM with piecewise linear ansatz and test
functions on a uniform mesh with up to 1280 triangles and constant CFL ratio ∆t
∆x
= 0.19.
Figure 7.8 depicts the relative error in energy comparison between the PU-method and
the h-method solution. Figure 7.9 shows the sound pressure evaluated at a point outside
Γ at (1.6, 0.1, 0.2), for PU with various numbers of enrichments.
Figure 7.10 shows how the condition number grows in the Galerkin matrix, as more
enrichments are included.
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Solving the TDBEM Linear System
This chapter is based on joint work [64] with H. Gimperlein.
8.1 Introduction
This chapter studies a time stepping scheme to solve the space time systems arising from
time domain Galerkin boundary element discretisations for higher order test functions. It
approximates the algebraic system using linear extrapolation and may be used as either a
preconditioner for the full space-time equation or as a fast, quasi-exact standalone solver
of the integral equation for large numbers of degrees of freedom. Our method inherits the
approximation properties and long-time stability of the Galerkin method.
In Section 8.2 we recall the boundary integral formulation of the wave equation and
its numerical discretisation using boundary elements. The MOT time stepping scheme
for the resulting space-time system is described in Section 8.3. Section 8.4 investigates
the scheme as a preconditioner and as a standalone solver in numerical experiments on
closed surfaces, screens and with non-polynomial basis functions.
8.2 Problem Formulation
We consider transient sound radiation problems in the exterior of a scatterer Ω−, where
Ω− is a bounded polygon or a screen with connected complement Ω = R3 \ Ω−. The
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acoustic sound pressure field u due to an incident field or sources on Γ = ∂Ω satisfies the
linear wave equation for t ∈ R:
c−2∂2t u(t,x)−∆u(t,x) = 0 for (t,x) ∈ R× Ω, (8.1)
u(t,x) = f(t,x) for x ∈ Γ, u(t,x) = 0 for t ≤ 0.
Here c is the wave speed, and in the following we set c = 1 for simplicity. A single-layer
ansatz for u,
u(t,x) =
∫
Γ
φ(t− |x− y|,y)
2pi|x− y| dsy, (8.2)
results in an equivalent weak formulation of (8.1) as an integral equation of the first kind
in space-time anisotropic Sobolev spaces [54]: Find φ ∈ H1σ(R+, H˜−
1
2 (Γ)) such that for all
ψ ∈ H1σ(R+, H˜−
1
2 (Γ))
∫ ∞
0
∫
Γ
(V φ(t,x))∂tψ(t,x) dsx dσt =
∫ ∞
0
∫
Γ
f(t,x)∂tψ(t,x) dsx dσt , (8.3)
where
V φ(t,x) =
∫
Γ
φ(t− |x− y|,y)
2pi|x− y| dsy ,
and dσt = e
−2σtdt. A theoretical analysis requires σ > 0, but practical computations use
σ = 0 [16, 54].
We study time dependent boundary element methods to solve (8.3), based on approx-
imations by piecewise polynomial ansatz and test functions from the space V p,qh,∆t spanned
by
φi(t,x) = Λ˜i(t)Λi(x) . (8.4)
Here, Λi a piecewise polynomial shape function of degree p in space and Λ˜i a corresponding
shape function of degree q in time. For p ≥ 1, resp. q ≥ 1, the shape functions are assumed
to be continuous.
We obtain a numerical scheme for the weak formulation (8.3): Find φh,∆t ∈ V p,qh,∆t such
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that for all ψh,∆t ∈ V p,qh,∆t
∫ ∞
0
∫
Γ
(
V φh,∆t(t,x)
)
∂tψh,∆t(t,x) dsx dt =
∫ ∞
0
∫
Γ
f(t,x)∂tψh,∆t(t,x) dsx dt . (8.5)
From φh,∆t, the sound pressure uh,∆t is obtained in Ω by evaluating the integral in (8.2)
numerically.
Equation (8.5) leads to a linear system of equations in space-time, Figure 8.1, where
Figure 8.1: Full space-time system showing the bands Vj.
the stiffness matrix
Vmn =
∫∞
0
∫
Γ
∫
Γ
φm(t−|x−y|,y)
2pi|x−y| ∂tφn(t,x) dsy dsx dt
has a block-banded structure corresponding to the time steps.
A main challenge is the accurate assembly of Vmn. After an analytical evaluation
of the time integral, the y integral requires integration over geometrically complicated
intersections of triangles with light cone shells, with a singular integrand |x− y|−1. It is
evaluated in polar coordinates with a geometrically-graded hp-composite Gauss quadra-
ture [54]. A regular Gauss quadrature is used for the x integral.
We also consider a time domain partition of unity method. Here, the ansatz and test
functions are, instead of (8.4), given by travelling plane waves
φ(t,x) = Λ˜i(t)Λj(x) cos(ωit− kl · x + σl) , (8.6)
where ωi = ‖kl‖2, and σl = {0, pi2}. In this case each of the time step blocks in addition
decomposes into blocks for the individual kl. See Figure 8.1.
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.
8.3 Time Stepping Scheme for the Space-Time Sys-
tem
Because the blocks V−1 above the diagonal are nonzero for test functions of degree ≥ 1
in time, in general the full space-time system (8.5) has to be solved for all time steps at
once. Solving such large systems iteratively, e.g. using GMRES, can take a substantial
number of iterations (and time) to achieve an acceptable tolerance. On the other hand,
for test functions of degree 0 in time, V−1 = 0, and backsubstitution leads to an efficient
and popular time stepping scheme (MOT, marching in on time).
In this chapter we compare (8.5) with a similar time stepping scheme obtained from a
lower-triangular approximation V˜ for V. We use V˜ both as a preconditioner for GMRES
and investigate its accuracy as a stand-alone solver.
For simplicity we restrict ourselves to piecewise linear functions in time, q = 1. The
matrix V˜ is obtained from a linear extrapolation in time to approximate the solution
vector for the next time step:
cj+1 ' cj + (cj − cj−1) .
Inserting this into the j-th equation in Figure 8.1,
Vj−1c1 + · · ·+ V2cj−2 + V1cj−1 + V0cj + V−1cj+1 = fj ,
we obtain
Vj−1c1 + · · ·+ V2cj−2 + V1cj−1 + V0cj + V−1(2cj − cj−1) ' fj
Vj−1c1 + · · ·+ V2cj−2 + (V1 −V−1)︸ ︷︷ ︸
V˜1
cj−1 + (V0 + 2V−1)︸ ︷︷ ︸
V˜0
cj = .
Therefore, we define V˜ as the lower-triangular block Toeplitz matrix with bands V˜i = Vi
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for i > 1, V˜1 = V1 − V−1 and V˜0 = V0 + 2V−1. Solving the lower triangular system
V˜c = F by backsubstitution, we obtain a modified MOT scheme.
8.4 Numerical Results
We explore the relevance of V˜ in three model problems for plane-wave scattering from
an icosahedron or sphere, resp. a screen. For all three problems, we use ansatz and test
functions in V 0,1h,∆t. As a preconditioner within GMRES, the computational cost is similar
to a matrix-vector multiplication and approximately doubles the cost of each GMRES
iteration.
Example 1: First we consider a sphere Γ = S2 with right hand side f(t, x) = sin(2t)5.
The exact solution is given by φ(t, x) = 10 cos(2t) sin(2t)4. We choose a time interval
[0, T ] = [0, 2.5] and uniform meshes of 320 triangles with time step ∆t = 0.04, resp. 1280
triangles with ∆t = 0.02, thereby keeping the CFL number ∆t
∆x
fixed.
We solve the resulting system with standard GMRES and with the V˜-preconditioned
GMRES until the standard residual error indicator for GMRES is smaller than 10−9; for
GMRES this indicator is ‖Vc− F‖2, while it is ‖V˜−1(Vc− F)‖2 for the preconditioned
GMRES. Figure 8.4 compares the residual ‖Vc− F‖2 in each iteration. Note that the
preconditioner not only reduces the number of iterations compared to the standard GM-
RES, but fewer preconditioned GMRES iterations are required for 1280 triangles: The
extrapolation in time used to construct V˜ becomes exact as ∆t tends to 0, provided φ is
sufficiently regular. We explore the stability and accuracy of the preconditioner in detail
for more realistic scattering problems below.
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Figure 8.2: Residual of GMRES for Γ = S2 with 320, 1280 triangles.
For the current example, we can easily compare the resulting error of GMRES with the
discretisation error in the density φ. Figure 8.3 shows that the error ‖φ−φh,∆t‖L2([0,T ]×Γ)
is dominated by the discretisation error for both 320 and 1280 triangles. However, the
contribution of the GMRES error increases for finer meshes and is nonnegligible in the
first iterations.
For the preconditioned GMRES the error is negligible already after one iteration.
Indeed, Figure 8.4 shows the relative error from the results of Figure 8.3 for the precondi-
tioned GMRES. For both 320 and 1280 DOF, the density converges to the exact density
of the discretized problem at approximately the same rate and magnitude.
We also consider the error between the solutions to V˜c = F and Vc = F, i.e. the use
of the preconditioner as a stand-alone solver: As described in Table 8.1, the relative error
in energy is well below 1% after an application of the preconditioner, resp. a single step
of preconditioned GMRES. For 1280 triangles, a single iteration of the preconditioner
yields a practically exact energy. Analogous results are obtained for the density instead
of the energy, see e.g. Figure 8.4. Figure 8.5 finally shows that standard convergence
plots for the error of either the energy or the norm L2([0, T ]×Γ) may be calculated from
the preconditioner as a standalone solver: The convergence rates coincide with those
calculated from numerical solutions using the preconditioned GMRES solver.
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Example Geometry spatial DOF Energy Preconditioner 1 precond. GMRES
1 sphere 320 8.5692 8.5470 (.26%) 8.5481 (.25%)
1280 8.6059 8.6059 ( 1%) 8.5954 (.12%)
2 icosahedron 320 20.5388 21.4801 (4.6%) 21.6785 (5.5%)
1280 19.8796 20.1434 (1.3%) 20.159 (1.4%)
3 screen 288 0.4233 0.4497 (6.2%) 0.4522 (6.8%)
1250 0.4589 0.4716 (2.8%) 0.4721 (2.9%)
4 icosahedron 7 enrichments 23.6226 23.126 (2.1%) 16.897 (28.5%)
(using PU) 15 enrichments 22.9151 22.685 (1.0%) 20.947 (8.6%)
Table 8.1: Energy and relative errors in energy for preconditioner, resp. a single step of
preconditioned GMRES.
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Figure 8.3: Error ‖φ− φh,∆t‖L2([0,T ]×Γ) for Γ = S2 with 320, 1280 triangles.
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Figure 8.4: Relative error in Figure 8.3 for the preconditioned GMRES with 320, 1280
triangles.
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Figure 8.5: Convergence of TDBEM using preconditioned GMRES, resp. the precondi-
tioner as standalone solver: relative errors in energy and L2([0, T ]× Γ).
Example 2: The second experiment considers plane-wave scattering from an icosahedron
of diameter 2 centred in 0. The right hand side is given by f(t,x) = exp(−25/t2) cos(ωf t−
kfx), where kf = (1.5, 3, 8.5) and ωf = ‖kf‖2. For the discretisation we consider
uniform meshes with 20, 80, 320, 1280, 5120 triangles and corresponding time steps
∆t = 0.16, 0.08, 0.04, 0.02, 0.01 in the time interval [0,T]=[0,5]. The icosahedron and
snapshots of the numerical solution for 1280 triangles are shown in Figure 8.6.
Figure 8.7 depicts the number of iterations needed to achieve a residual error indicator
as in Example 1 of < 10−7 for increasing degrees of freedom. Unlike the standard GMRES
solver, the preconditioned GMRES is stable, and its iteration count even decreases from 25
to 19 for the considered meshes. Figure 8.8 shows the convergence of the residuals in each
iteration for 320 and 1280 triangles, with and without preconditioner. The preconditioner
leads to a consistently larger reduction of the residual in every step, and for the finer mesh
the norm of the residual of the preconditioned GMRES is reduced by a multiplicative
constant. Similarly, Figure 8.9 shows the improved convergence of the energy. This
reinforces our conclusion from Example 1 that the preconditioner becomes exact as ∆t to
0 in a realistic scattering problem.
Unlike in Example 1, however, Table 8.1 shows that the error of a single step of
preconditioned GMRES, resp. the preconditioner alone, does not decrease the error of
the energy below 1% for this more realistic scattering problem. The relative error of the
energy decreases to around 1%, though, for 1280 triangles, an accuracy that may suffice
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for large scale engineering applications.
Figure 8.6: Meshes for icosahedron with 20 and 1280 triangles.
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Figure 8.7: Iterations vs. DOF to achieve a residual < 10−9 on the icosahedron.
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Figure 8.8: Residual of GMRES for icosahedron with 320, 1280 triangles.
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Figure 8.9: Energy convergence for icosahedron with 320, 1280 triangles.
Example 3: We now investigate plane-wave scattering from a screen, the square Γ =
[0, 0.5]2 × {z = 0} ⊂ R3. Here one expects edge and corner singularities and a cor-
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responding nonsmooth behaviour of the solution in time. The resulting effect on the
preconditioner is of particular interest, as it is based on a Taylor expansion in time.
We again choose a plane wave right hand side f(t,x) = exp(−4/t2) cos(ωf t − kfx),
with kf = (2, 2, 2) and ωf = ‖kf‖2. The square Γ is discretized with uniform meshes of
288 and 1250 triangles, and we use corresponding time steps of ∆t = 0.1, resp. 0.05, for
the time interval [0, T ] = [0, 2.5]. Figure 8.10 shows the mesh with 8 triangles as well as
snapshots of the numerical solution for for 1250 triangles.
In Figure 8.11 we plot the number of iterations needed to achieve an error indicator
as in Example 1 of < 10−7 for increasing degrees of freedom. The number of iterations for
the preconditioned GMRES is no longer stable, but grows with the DOF, though with a
smaller exponent than without preconditioner.
Figure 8.10: Meshes for screen with 8 and 1250 triangles.
Figure 8.12 shows the convergence of the residuals in each iteration for 288 and 1250
triangles, with and without preconditioner, while Figure 8.13 depicts the convergence of
the energy. The results reconfirm the relevance of the preconditioner also for the less
regular solutions that naturally arise on a screen. However, unlike for the closed surfaces
of Examples 1 and 2, an application of the preconditioner or a single preconditioned
GMRES iteration still yields a larger error in the energy of around 6% for 288 triangles
and less than 3% for 1250 triangles, see Table 8.1.
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Figure 8.11: Iterations vs. DOF to achieve a residual < 10−7 with preconditioned GMRES
on the screen.
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Figure 8.12: Residual of GMRES for screen with 288, 1250 triangles.
100 101 102 103 104
0.42
0.43
0.44
0.45
0.46
0.47
0.48
0.49
0.5
0.51
0.52
Iterations
En
er
gy
 
 
288 PRECOND.
288 STD. GMRES
1250 STD. GMRES
1250 PRECOND.
Figure 8.13: Energy convergence for screen with 288, 1250 triangles.
Example 4: We finally solve the space-time system for a partition of unity method
based on ansatz and test functions of the form (8.6), with piecewise linear shape func-
tions in time and piecewise constant shape functions in space. As in Example 2 we
consider an icosahedron of diameter 2 centred in 0. The right hand side is given by
f(t,x) = exp(−25/t2) cos(ωf t − kfx), where kf = (8.5, 3, 0.5) and ωf = ‖kf‖2. For the
discretisation we consider the 20 faces of the icosahedron, depicted in Figure 8.6, and use
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up to 15 travelling plane waves per triangle. We fix the time step ∆t = 0.1 in the time
interval [0, T ] = [0, 2.5].
In Figure 8.14 we plot the number of iterations needed until the standard residual
error indicator for GMRES is smaller than < 10−6 for increasing numbers of enrichments.
A comparison between the residuals of GMRES and preconditioned GMRES for 15 en-
richment functions is shown in Figure 8.15.
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Figure 8.14: Iterations vs. DOF to achieve a residual < 10−6 with a partition of unity
method.
Even though the preconditioner is not justified here, it still significantly reduces the
number of iterations for small numbers of enrichment functions. For larger numbers of
enrichment functions, however, the reduction in the final iteration count becomes less
clear. From Table 8.1, a simple application of the preconditioner reduces the energy
error to 2.1% for 7, resp. 1% for 15 enrichment functions, much below the error of a
single preconditioned GMRES iteration. Note that the partition of unity method leads to
poorly-conditioned linear systems. So in addition to using an unjustified preconditioner,
for larger degrees of freedom floating point errors become relevant. The condition number
here (of the V 0 matrix) is up to 3.8× 1013.
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Figure 8.15: Residual of GMRES for the partition of unity method on the icosahedron
with 15 enrichment functions per triangle.
119
Chapter 9
Conclusions
In this thesis we presented mesh refinements and high-order methods for the time domain
boundary element method for the wave equation in R3. This work particularly discussed
scattering problems for polyhedral scatterers or screens.
For the arising geometric singularities at edges and corners, an h-version on graded
meshes was shown to recover optimal approximation rates for the solution to both Dirich-
let and Neumann problems. The approach allowed accurate computations of the sound
emission of tyres at a comparatively low number of degrees of freedom.
In order to approximate more general features of the solution, a reliable and efficient
a posteriori error estimate provided the basis for adaptive mesh refinement procedures.
It was shown that the resulting algorithms recovered the convergence rates known for
time-independent problems. The a posteriori error estimate and many of the algorithmic
aspects did not only apply to time domain BEM, but to general discretisations. They are
therefore relevant also for alternative approaches such as convolution quadrature.
With a view towards smooth solutions, the thesis introduced high-order methods based
on nonlinear basis functions, both a p-version of the time domain boundary element
method with polynomials of higher order and a partition-of-unity method based on plane-
wave enrichments. The p-version on the screen was shown to converge to the singular
solution at twice the rate of the h-version, and for smooth solutions significantly improved
rates were obtained as compared to the h-version. The partition-of-unity method showed
significant reductions in examples for low degrees of freedom, but the correct shape of the
enrichments in time-domain remains a challenging question for further study.
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The systems arising in our work could often be solved efficiently with a time-stepping
scheme based on linear extrapolation. For high accuracy the time-stepping scheme was
used as a preconditioner in GMRES.
Further directions for future research may include space-time adaptivity, both h, hp
and with non-polynomial functions, and this thesis provides many of the foundations to do
so. While the thesis was focused on the Dirichlet problem for the acoustic wave equation,
extensions to other boundary conditions and coupled problems are explored within the
research group. Extensions to linear elasticity and electromagnetism are of interest.
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