We present numerical studies of two photonic crystal membrane microcavities, a short line-defect cavity with relatively low quality (Q) factor and a longer cavity with high Q. We use five state-of-the-art numerical simulation techniques to compute the cavity Q factor and the resonance wavelength λ for the fundamental cavity mode in both structures. For each method, the relevant computational parameters are systematically varied to estimate the computational uncertainty. We show that some methods are more suitable than others for treating these challenging geometries.
Introduction
Photonic crystals (PhCs) are periodic semiconductor material systems, which may be used for confining, guiding and generally controlling light in wavelength-scale structures [1] . As an example, spontaneous emission control from quantum dots embedded inside three-dimensional (3D) inverse opal PhC cavities has been demonstrated [2] . 3D PhCs possess the advantage of exhibiting complete band gaps, but are, in turn, complicated to fabricate, and PhC membranes that exhibit partial band gaps in the plane and index confinement in the vertical direction have been proposed as a practical alternative [3] . With their planar nature, PhC membranes constitute a viable platform for miniaturized and integrated optical circuits [4] , where cavities and line defect waveguides may play a key role in realizing classical functionalities such as compact optical switches, lasers, and amplifiers [5] as well as quantum functionalities such as highly efficient sources of single photons emitted into a waveguide [6, 7] . Both point and line defects in the PhC membrane in-plane lattice may create cavities, and such structures are now routinely being investigated, e.g. for cavity quantum electrodynamics experiments with single quantum emitters embedded [8] . PhC cavities, and resonators more generally, are typically discussed in terms of their modes that, for example, show up as peaks in a scattering spectrum. In practical cavities, these peaks are broadened; the cavity mode dissipates power in the PhC and radiates power out of the PhC, as quantified by the corresponding quality (Q) factor proportional to the photon lifetime [9] .
By leaving out a row of holes in an otherwise perfect PhC membrane lattice, a line defect is created in which light may be guided, potentially at dramatically lowered speeds [10] . If the waveguide is terminated in both ends, the finite-length waveguide forms an Ln cavity, where n denotes the length of the cavity in terms of filled holes. Such Ln cavities support spectrally discrete modes, in which light may be confined for extended periods of time. These modes may give rise to enhanced light-matter interactions [11] , cavity quantum electrodynamics effects [12] , generation and on-chip routing of single photons [13] , and slow-light lasers [14] . In all cases, the cavity resonance wavelength λ and the Q factor are key parameters in the design of PhC cavities [11] .
Calculation of the Q factor of high-Q cavity modes generally represents a significant computational challenge. Numerical uncertainty, in this context defined as the variation in the computed quantity under study when relevant computational parameters such as the discretization step are varied, on the order of 10-20 % is not unusual [15] even in structures where rotational or translational symmetry can be exploited to reduce the dimensionality of the problem. While the PhC Ln cavity does feature exploitable mirror symmetries, it still represents a full 3D problem, where determination of the Q factor requires an accurate description of the geometrical variations along all three axes. When using a numerical method which expands the geometry on a grid, the required number of grid points scales with the size to the power of three leading to typical memory requirements on the order of tens of GB. Additionally, since the Q factor describes leakage of light from the cavity into open space, and since most numerical simulation techniques used in photonics operate on a finite-sized computational domain, the implementation of an absorbing boundary condition [16] , which mimics an open structure, is often required. The finite size of the computational domain as well as the specific implementation of the absorbing boundary ideally should not influence computed results, but often does so [17] . Thus, when investigating the accuracy in calculation of λ and Q, it is necessary to study not only the spatial resolution of the geometry and the unknown vector quantity of interest, for instance the electric field, but also the influence from the size of the computational domain.
In this work, we study the fundamental cavity mode of PhC membrane Ln cavities, for which we determine the resonance wavelength λ and the cavity Q factor for two cavity lengths using five well-established numerical simulation techniques, namely the finite-difference time-domain (FDTD) technique, the finite-difference frequency-domain (FDFD) technique, the finite elements method (FEM), the aperiodic Fourier modal method (aFMM) and the surface integral equation (SIE) approach. A similar study of PhC nanobeam cavities using four numerical techniques was reported in [18] , where cavity frequencies and Q factors were investigated as function of physical parameters. Qualitative agreement between the four methods was found, but with quantitative discrepancies in some cases being as large as an order of magnitude, and no computational uncertainty estimates were given. Similar discrepancies when comparing methods were reported [19] in a study of six PhC cavity designs. Thorough convergence checks of calculations of PhC cavity mode wavelengths and Q factors using FDTD [20] , FDFD [21] and FEM [22] have been reported separately, and the accuracy of the FDTD method in computing whispering gallery modes was assessed in [23] . Additionally, the convergence of the Q factor computed for a cavity formed of subwavelength gratings [24] and of the spontaneous emission β factor in PhC waveguides [25] has been investigated using the aFMM. In these works, except for [20] , however, only the spatial resolution was studied, while the influence of the domain size was not considered.
In this article, we consider two PhC structures, an L5 and an L9 cavity, and study the convergence of λ and Q as function of relevant computational parameters including the spatial resolution as well as the size of the computational domain when relevant. We provide quantitative estimates of the associated numerical uncertainty and compare the results obtained by the five methods. The computational cost in terms of CPU cores, computation time and memory requirement is compared for the different methods, and, finally, we discuss the possible origin of discrepancies larger than the numerical uncertainty in the results.
The article is organized as follows: We first introduce the PhC membrane cavities under study in Section 2 and discuss the basic physics of these structures. In Section 3, we briefly review the five numerical methods employed. In Section 4, we present numerical results from all five methods for a smaller L5 PhC membrane cavity, and in Section 5 we present similar results obtained for a larger L9 structure. The computational requirements are discussed in Section 6. The results for the two structures and from all the methods are compared in Section 7 with particular emphasis on the associated numerical error. We provide a conclusion and outlook in Section 8 and detailed geometrical data and all results in a table format in Appendix A.
Photonic crystal membrane Ln cavity: Structure and physics
We consider a finite-size semiconductor PhC membrane of length L x , width L y , and height L z , see Fig. 1 . The structure is perforated by an in-plane (x y) triangular lattice of circular air cylinders and is surrounded by free space on all sides. The boundary of the structure is chosen such that the boundary cylinders are half circles as shown in Fig. 1 . For the semiconductor material, we choose indium phosphide (InP), with refractive index n InP , that is also used in experiments with PhC membranes [14] . While the original L3 design [26] featured shifted holes at the ends of the defect waveguide to increase the Q factor, we will consider cavities without shifted holes corresponding to the PhC laser cavity designs of Ref. [14] . We do not expect that alternative geometries will have a noteworthy impact regarding our conclusions, although they may create some challenges for the fixed mesh approaches included in the study, cf. FDTD and FDFD, since these approaches are not ideally suited for modeling intricate boundary movements. Furthermore, we remark that the choice of the finite-size membrane instead of an infinite membrane was based on the difficulty of the SIE approach in handling structures that extend into infinity. 
3. 17  438  110  11  3  250  L9  3.17  438  110  21  6  250 According to MPB simulations [27], the periodic PhC structure exhibits a partial bandgap in the plane in the frequency range from 1372 to 1594 nm, and by removing n air holes centrally in the structure, an Ln cavity is formed. For two lengths of the cavity, n = 5 and 9, we determine the wavelength and Q factor of the fundamental mode in these cavities, the so-called M1 cavity mode, as function of computational parameters. Structural parameters are given in Table 1 , with a and r denoting the PhC lattice constant and air hole radius, respectively. We stress that the surrounding air region is, in principle, of infinite extent. In Fig. 1 , we show the electric field profile of the fundamental M1 mode in the L9 cavity calculated with FDTD, and the mode features an |E y | maximum at the center of the geometry. It is noted from Fig. 1 that the mode extends outside the cavity in the plane of the PhC membrane as well as perpendicular to this. For all five numerical methods, we verify qualitatively, by visual inspection, that the calculated modes have this field distribution.
For PhC Ln cavities, the limiting case of n → ∞ corresponds to a so-called W1 waveguide, and it is instructive to think of the modes in the finite-n cavities (n = 5 and 9 here) as the discretized solutions that emerge when the W1 waveguide is terminated in both ends [11] . The waveguide Fig. 1 : PhC membrane geometry (black) and electric field E y profile for the M1 mode in the L9 cavity in the y = 0 (top) and the z = 0 (bottom) plane corresponding to the center of the cavity and membrane, respectively. The parameters D x , D y and D z are the computational distances from the membrane to the perfectly matched layer (dark grey). Resonance wavelength (red, left axis) and Q factor (black, right axis) as function of the cavity Ln computed using the SIE approach. In all cases, the cavity is surrounded by 6 holes as in our L9 configuration. The solid lines are curve fits to guide the eye. supports a spectral continuum of propagating Bloch modes, described by a waveguide dispersion, and the lowest frequency where the guided Bloch mode exists is referred to as the cut-off or band edge.
In an Ln cavity, the mode existing at the lowest frequency is the fundamental mode, here called M1, and this frequency will always be larger than the band edge frequency due to the confinement of the cavity modes along the cavity (or waveguide) axis. Figure 2 shows the dependence of the resonance wavelength and Q versus the order n of the cavity Ln. The shortest cavities feature the shortest wavelengths, whereas for increasing cavity length (larger values of n), the fundamental cavity mode wavelength will approach the band edge asymptotically [28] . The other important figure of merit is the Q factor, and this quantity increases with the length of the cavity [28]. If we again consider the cavity mode as a result of spatially confining the propagating waveguide mode, the finite Q factor stems from scattering of this propagating mode into other modes (for example, the PhC membrane radiation modes) as it reaches the end of the cavity. The relative importance of these scattering losses decreases as the cavity becomes longer due to the combination of increasing cavity length and increasing group index n g , the latter being due to the shift of the resonance wavelength towards the bandgap [29] as the cavity length increases.
In this work, we focus on the convergence of λ and Q for the L5 and L9 configurations described in Table 1 . In the first and third rows in Table 2 , we collect the best estimates for the M1 wavelength as calculated with the five numerical methods to be introduced in Section 3. It is apparent that the longest cavity gives rise to the longest wavelength (smallest frequency), in agreement with the discussion above. In the second and fourth rows in Table 2 , we collect the best estimates for Q of the fundamental L5 and L9 cavity modes, and these confirm the qualitative expectation, that Q increases with n. At the same time, it is apparent that quantitative discrepancies are found, which we analyze further in Sections 4 and 5.
Numerical methods
In the following subsections, we briefly describe the five numerical methods investigated with focus on the computational approximations and the relevant parameters as well as the method used for determining the M1 mode wavelength and Q factor.
A first common feature for all the methods is the exploitation of the symmetry planes of the geometry. When the origin is placed in the center of the cavities, the L5 and L9 geometries are symmetric across the x, y and z axes, and accordingly the optical mode profiles will be symmetric or anti-symmetric along these axes. Consequently, only one eighth of the full structure needs to be stored in computer memory allowing the treatment of significantly larger structures than would be possible in the absence of symmetry planes.
Another common feature for the FDTD, FDFD, FEM and aFMM methods is the necessity of implementing an absorbing boundary condition due to the finite computational domain employed for these methods. For these methods, the geometry is thus surrounded by perfectly matched layers (PMLs) in all directions, except the aFMM where PMLs are only required on y and z boundaries (see Fig. 1 ). For the SIE method there is no need of an artificial boundary condition to limit the computational domain.
Finally, a common feature for the FDFD method, the FEM when using eigenvalue analysis (pFEM, tFEM), the aFMM and the SIE approach is the calculation of a quasi-normal mode, defined as a solution to Maxwell's equations subject to an outgoing radiation boundary condition [30] . This choice of boundary condition renders the wave equation non-Hermitian leading to complex eigenfrequencies for the modes. Adopting the time-convention of exp(−iωt), the imaginary part of the quasi-normal frequency is negative, Im(ω) < 0, and the corresponding Q factor is deduced from the real and imaginary parts of the complex eigenfrequency as Q = −Re(ω)/(2Im(ω)) [11] . The resonance wavelength λ is given by λ = 2πc/Re(ω), where c is the speed of light. On the other hand, in the FDTD method the Q is extracted from the decay rate, whereas for the sFEM it is derived from the width of the resonance peak. The methods can be categorized as either single-shot or iterative techniques. In the case of FDTD, FDFD, pFEM and tFEM, the determination of λ and Q only requires a single calculation. In contrast, the aFMM and the SIE require multiple calculations to find an extremum point in complex frequency space. For these methods, the proximity of a computed complex frequency to the extremum point represents an additional parameter for which a convergence criterion must be determined. This criterion should be chosen such that the uncertainty due to not having determined the exact extremum point is significantly smaller than the numerical inaccuracy due to other free parameters such as grid resolution and domain size. Finally, for the FEM using scattering analysis (sFEM), multiple calculations are required to provide a sampling of the resonance peak. Again the number of sampling points should be chosen large enough that the error due to inaccurate sampling is not dominating over those induced by other parameter variations.
For all the methods, a starting guess ω SG (λ SG ) for the resonance frequency (wavelength) must be provided, even though, ideally, we would like to determine the mode characteristics without any prior knowledge. However, both the L5 and L9 structures support many longitudinal modes, and to avoid computing every confined mode, at some point a choice must be made regarding where to look along the frequency axis. In this context, we remark that the computation time, especially for the iterative methods, is dependent on the proximity of the starting guess to the mode frequency. A starting guess is generally determined by running the simulation at coarse resolution to get a rough estimate of the positions of the modes.
Finite-difference time-domain (FDTD) method
The finite-difference time-domain (FDTD) method is solving Maxwell's equations in differential form, and was introduced in 1966 by Yee [31] and later heralded by Taflove and co-workers [32, 33] . Today, the method is widely used to provide unique insights into a vast number of problems in electromagnetics and photonics. FDTD is a time-domain technique and, thus, calculates the temporal evolution of electromagnetic fields propagating in finite geometries, and by applying Fourier transforms to the temporal solutions the spectral response is obtained. In the work presented here, we have used the 'FDTD Solutions' software package from Lumerical [34] to model the PhC cavities.
One of the main challenges when applying the FDTD method to photonic crystals is that structures are discretized on a Cartesian grid, and thus a staircasing scheme is applied to approximate any curved material boundaries occurring, here between InP material and air as illustrated in Fig. 3(a) . As a consequence, the sizes of the mesh elements ∆x, ∆y, and ∆z become important parameters for accurately modeling the geometry under study, and the smaller the size of the mesh elements, the more accurate the model. The 'FDTD Solutions' software package includes the option of sub-griding the geometry to reduce the required computational resources. Here, critical parts of the structure, for example the periodically placed PhC holes surrounding the cavity, can be meshed with high spatial resolution, whereas the less critical parts, for example the homogeneous air regions surrounding the photonic crystal slab, are meshed with lower spatial resolution.
The resonance wavelength λ of the cavity is obtained via the Fourier transform correlation between temporal and spectral solutions providing the transmission spectrum in which peaks corresponds to the resonances of the cavity. Thus, an accurate value for λ is obtained by having a high spectral resolution, which requires a large number of time steps t to be calculated, effectively increasing the total calculation time. The quality factor Q of a given mode is estimated from the temporal decay of the mode using the high-Q analysis procedure provided by Lumerical Solutions and described in [35] , when the cavity is excited by a spectrally narrow dipole around the mode of interest. Following the Courant-Friedrichs-Lewy stability criteria [36] for solving partial differential equations, each time step δt is chosen to be proportional to the size of the mesh.
Consequently, for a fixed total simulation time, when the mesh element size is reduced, the time step is decreased and the number of total time steps increases. A small time step, in turn, leads to a better accuracy when using the temporal decay of cavity modes to calculate high Q factors.
Finite-difference frequency-domain (FDFD) method
The finite-difference frequency-domain (FDFD) method [21] solves Maxwell's equations in the frequency domain. The method is formulated on the structured grid and is conventionally regarded as a counterpart of the FDTD approach in the frequency domain. The most often used FDFD method is based on the classical Yee staggering with different offsets in the location of the field components within the discretization cell [31] . Initially, the 3D frequency-domain method was widely used in microwave cavity simulations and for analysis of waveguide modes, but now it has been extended also to photonic problems. The FDFD approach allows determination of band gap diagrams (eigenfrequencies and field maps of guided modes), as well as scattering, particularly in reflection/transmission computations.
In the FDFD formulation, one assigns Maxwell's differential operators as well as the permittivity and permeability µ on the discretization grid. The symmetrical matrixθ = µ −1 ∇ × −1 ∇ × µ −1 is built and used in the formulation of the algebraic eigenproblemθ(
, where H is the magnetic field. To solve the system of linear equations, either an iterative solver which reduces the memory requirement of the method, or the LU factorization which usually requires less computation time and is more stable but also more memory consuming, is used. The eigenvalues for the quasi-normal modes are then found by the standard shift and invert procedure [37] . In the frequency domain, the resonance wavelengths and the quality factors (including resolution of degenerate states and variants of their field profiles) appear straightforwardly from the real and imaginary parts of the complex eigenvalues.
To emulate open boundaries on a finite computational domain, perfectly matched layers (PMLs) are commonly used. We construct PMLs [38] with the coordinate-scaling method [39] which is very easy to implement in the frequency domain and naturally combines complex coordinate scaling for efficient dumping of oscillatory outgoing solutions and real-valued coordinate mapping to suppress evanescent waves if needed [40] .
In the FDFD case, similar to the FDTD method, one may construct adaptive non-uniform grids. Building an orthogonal, non-uniform grid of the continuously varying density -for example, setting a ratio 1:3 between its high-and low-density regions, cf. Fig. 4 -gives stable convergence for both wavelength and quality factor and significantly reduces the memory requirements. However, in contrast to the time-domain techniques requiring the time step adjusted to the smallest spatial discretization step, the frequency domain approaches are not constrained by the Courant-Friedrichs-Lewy time step limit [36] . For grid cells containing interfaces between different materials, specifically constructed dielectric tensor components can be assigned to the corresponding unit cells. In each unit cell the interface between two media is effectively flat and, knowing the normal to interface, the effective permittivity tensor can be derived similarly to standard averaging techniques for plain geometries [41, 42] . A proper choice of an averaging technique ensures that the convergence rate remains the same as for the homogeneous regions.
The FDFD approach can be programmed with ease if high-level languages are used with convenient handling of matrix operations. Here we use a home-made realization in MATLAB.
Finite-element method (FEM)
The finite element method (FEM) is a numerical method for solving partial differential equations [42] . It relies on adaptive space discretization using unstructured meshes (tetrahedral, prismatoidal, triangular, etc.) as illustrated in Fig. 3(b) and on expansion of the unknown solution using small sets of ansatz functions for each mesh element. The main discretization parameters are the mesh element size, h, and the polynomial order of the ansatz functions, p. It can be shown that both decreasing h and increasing p yields independently or simultaneously [43] higher accuracy of the numerical results. Typically, larger accuracy is obtained by employing higher-order polynomials.
We use two different commercial software packages for the FEM simulations. The first is JCMsuite developed by JCMwave that includes solvers for time-harmonic (frequency-domain) Maxwell eigenvalue and scattering problems [44] . The second is COMSOL [45] which is discussed further below.
When computing the Q factor and resonance wavelength of a cavity, one can use either an eigenvalue solver or a scattering solver [46] . Given the discretized geometry of the cavity and the material parameters, the eigenvalue solver computes the electric field distribution of the quasi-normal mode and a corresponding complex eigenfrequency ω representing a solution to the Maxwell eigenvalue problem. JCMsuite features mixed (tetrahedrons, prisms and bricks) meshes. In this study, prism meshes have been used and results obtained using the JCMsuite eigenvalue solver are labelled pFEM in the following.
In contrast to the eigenfrequency approach, solving the light scattering problem requires an (external or internal) time-harmonic source definition and computes the electromagnetic field distribution in the given geometry excited by this specific source. Here, we use a point source placed at the symmetry point of the cavity similar to FDTD calculations. For obtaining the resonance wavelength and Q factor, one computes, for example, the Purcell factor [47] as a function of frequency. This emission enhancement of the dipole source is obtained as the ratio of emitted power in the cavity structure to the power emitted in a homogeneous InP medium [48] . This yields a typical resonance spectrum with a peak for each cavity resonance. Dividing the resonance wavelength by the resonance width (full width half maximum) again gives the Q factor. In order to determine this spectrum, we use an adaptive sampling strategy in the frequency domain. We use a fixed number N = 5 of iterations with 3 frequencies for each iteration to sample the resonance peak for both the L5 and the L9 cavities. In the L5 cavity case, the resonance is relatively broad and is easily found by our search routine; an accurate sampling of the peak is obtained. In contrast, for the L9 cavity the resonance is approximately 50 times more narrow, and more iteration steps are needed to find the resonance, or, when using the same number of iteration steps as used for the L5 cavity, a lower quality sampling of the peak is obtained. This leads to a large relative deviation in the convergence studies for the L9 cavity as discussed further in Sections 5.1 and 5.2. Results obtained using the JCMsuite scattering approach are labeled sFEM. Finally, we have used the software package COMSOL [45] to compute the Q factor and resonance wavelength. Here, we use an eigenvalue analysis equivalent to the pFEM technique described above. The computational domain is discretized using isoparametric tetrahedral elements, where geometrical shape order is the same as the unknown electric field order, i.e. both represented by second order polynomials (p=2). Meshes in COMSOL are defined by specifying minimum and maximum element sizes h. The eigenvalue analysis is performed using a direct solver called 'MUMPS', and the results obtained using the COMSOL eigenvalue analysis are labeled tFEM.
While both pFEM and tFEM solve the eigenvalue problem of Maxwell's equations, the physical space is discretized with a mesh based on different building blocks. In the case of pFEM these building blocks are solely prisms, and in the case of tFEM the mesh consists only of tetrahedrons. In both cases, the circular holes of the cavity are approximated by polygons, cf. Fig. 3(b) . The only difference in the corresponding meshes is the discretization of the volumes of the surrounding air and the InP cavity. We remark that in addition the degree of the polynomial basis spaces is varied for pFEM and tFEM independently.
Aperiodic Fourier modal method (aFMM)
For the Fourier modal method (FMM), we use an in-house developed code [17] . In the FMM, the geometry is divided into layers that are uniform along the propagation x axis. Eigenmodes in each layer are then determined via Fourier series expansions in the transverse yz coordinates [49] . The local expansions in each layer are coupled using a scattering (S) matrix routine [50] , and the structure is partitioned into a small number of periodic sections, for which the Bloch modes are determined as the eigensolutions of the supercell S matrices [25] . The Bloch modes are used as an expansion basis in each periodic section, which are, finally, coupled together using a Bloch mode S matrix approach. Referring to the bottom panel in Fig. 1 , the PhC membrane structures considered here consist of five periodic sections, of which three are unique (air section, bulk PhC section, and PhC cavity section). Calculating all relevant Bloch modes thus amounts to analyzing three distinct supercells, with the air one being trivial. We exploit the y and z mirror symmetries to solve a reduced-size problem [51] .
Along the x axis, the geometry is approximated by a staircase profile illustrated in Fig. 3 (c) with 33 steps per unit cell, where an increasing number of steps leads to an improved representation of the true geometry. Additionally, the Fourier series truncation order in the y and z directions dictates how well the geometry is approximated in these transverse directions. Truncating these series at l y (l z ), we include a total of 2l y + 1 (2l z + 1) y (z) dependent terms, and we later study the impact from l y and l z on resonance wavelengths and Q factors in detail. Finally, the dimensions of the computational domain along the transverse directions are also parameters that we vary and analyze. While originally developed for periodic structures, the FMM may be combined with an absorbing boundary condition to enable analysis of aperiodic structures [52, 53] . In this work, an absorbing boundary condition is implemented at the transverse domain edges using a complex coordinate transformation f −1 PM L = 1 + i [54] with a fixed thickness of the PML layer of [17] . The FMM with PMLs included is referred to as aperiodic FMM (aFMM). As a perspective for future FMM work, we note that an infinite-size computational domain version of FMM has recently been developed [55] , in which absorbing boundary conditions are avoided.
In the direction of the cavity axis (x) we have an analytic description of the propagation of both incoming and outgoing Bloch modes, and we here require to only have outgoing modes in the air regions surrounding the membrane. This condition together with an iteration of the frequency in the complex plane to find a unity eigenvalue of the so-called cavity roundtrip matrix [56] allows us to determine simultaneously the complex frequency and field distribution of the quasi-normal mode. The iteration is performed using a Newton-Raphson algorithm that requires calculation at three complex wavelengths per iteration. The number of iterations depends on the proximity of the starting guess to the mode wavelength, and in the cases considered here, we have typically needed 8 iterations when the starting guess was within 1 nm of the M1 wavelength.
Surface integral equation (SIE) method
The
some unknown functions. In particular, in the Surface Integral Equation (SIE) method used here, the continuity condition is enforced for the tangential components of the fields at the boundary of an inhomogeneity, in our case the membrane. More specifically, we use the Poggio, Miller, Chew, Harrington, Wu, Tsai (PMCHWT) formulation [57] .
The free-space Green's function in the kernel ensures that the Sommerfeld radiation boundary condition at infinity is inherently satisfied, and as opposed to the previous methods discussed there is no computational domain boundary and thus no need for artificial absorbing boundary conditions. This also means that the SIE approach is not adapted to structures of infinite extent such as a line defect cavity in a finite PhC lattice in an infinite membrane. If such a structure is investigated, the SIE must instead analyze a substructure of finite extent. The error due to the finiteness of the substructure will depend of the penetration of the mode profile to the boundary region of the membrane. For structures with a sufficiently large finite PhC lattice surrounding the cavity, the error may be negligible, while for small surrounding PhC lattices a significant fraction of light may be transmitted to the infinite membrane.
The integral equation is solved with respect to the equivalent electric and magnetic currents on the surface of the membrane, which can subsequently be used to compute the fields at any point in space, inside or outside the membrane. To transform the integral equation into a system of linear algebraic equations, the surface of the membrane is divided into a number of higher-order quadrilateral elements to represent the surface of the holes accurately, see Fig. 3(d) . The spatial discretization error is controlled by the order g of the Lagrange polynomial interpolation, which ensures smooth and continuous representation of the geometry of each quadrilateral element [58] , and thus stair-casing effects are avoided. The unknown surface currents are expanded in terms of higher-order hierarchical Legendre basis functions providing a higher-order convergence property to the method [59] . The polynomial expansion order p max on each quadrilateral element is dynamically selected according to its electrical size [60] . Finally, Galerkin's testing procedure is applied and the resulting linear system is solved by LU-decomposition.
Similar to the aFMM, a search for the quasi-normal mode is carried out in the complex frequency plane [61] . The membrane is excited by a y-oriented dipole located at the center of the cavity. The complex frequency ω is found by searching for a null of 1/|E y |, where E y is the y component of the scattered electric field computed at the point of the source dipole. Alternatively, a real frequency sweep can be used to sample the resonance peak and determine the resonance frequency and Q similarly to sFEM, however in this work we have only used the quasi-normal mode search approach.
Unlike other methods utilizing all three symmetry planes, the SIE utilizes only two, xz and yz planes, simulating one quarter of the structure.
Numerical results: Smaller structure and shorter cavity (L5)
In this section, we focus on the shorter L5 cavity with in-plane PhC dimensions as given in Table 1 . For each of the five numerical techniques, we present calculations of the M1 wavelength and Q factor as function of relevant computational parameters. The results are split into two subsections. We first vary the relevant computational domain resolution parameters for all the methods. Subsequently, we study the influence of the size of the computational domain. All presented data is provided in a table format in Appendix A for both cavities.
L5: Convergence with numerical resolution
While all methods employ an increasing number of degrees of freedom to provide a more accurate representation of the geometry and thus a more precise estimate of λ and Q, the computational parameters used to describe the degrees of freedom vary greatly for the five methods as discussed in Section 3. To enable comparison of the results in spite of the different parameters used by the methods, we thus present the results as function of a common geometrical setup index j. The exact parameters for the geometrical setup indices for each method are presented in Appendix A, but different values of j for FDTD and aFMM, for example, correspond to different mesh sizes and Fourier truncations, respectively. Setup 1 contains the lowest number of degrees of freedom and the setup 8 the highest, and convergence for increasing setup index is thus expected. We use the term resolution broadly to discuss the performance of the methods when the number of degrees of freedom is varied. The geometrical setup index was generally chosen by varying a dominating parameter such that the simulation time and the memory requirement display an exponential dependence on the geometrical setup index. An index range including typically a handful of points between a low value and a maximum value allowed by the available computational resources was then chosen. The exception to this procedure was for FDFD and tFEM, where limited computational resources prevented such an exponential stepping, and here a linear variation was chosen instead. This also means that the computational power used for each specific geometrical setup index varies greatly for the different methods. For example, for the highest setup index for the L5 cavity, the discretization step for FDFD was a/∆ x = 13, whereas for FDTD it was a/∆ x = 438. These discrepancies and their consequences for the comparison of the different methods are discussed further in Section 7.2.
In Fig. 5(a) we study the M1 resonance wavelength λ as function of the resolution. The wavelength for the FDTD, pFEM, sFEM, tFEM and SIE methods converges fairly quickly towards a value of 1571 nm. While the wavelength computed using the FDFD method converges more slowly, the final value is similar to that computed using the other methods. However, the wavelength for the aFMM increases uniformly indicating that convergence has not been obtained.
To quantify the degree of convergence, we define the relative deviation ∆λ j /λ f for the resonance wavelength, where ∆λ j = |λ j − λ f | is the deviation between the wavelength λ j for the resolution setup j and the "final" wavelength λ f for the setup with the highest resolution. As elaborated in Section 7, we stress that the relative deviation should not be considered a precise description of the numerical error in a strict sense, but rather an estimate of the degree of convergence obtained for the specific resolution parameters for each method listed in Appendix A. We then present in Fig. 5(b) the relative deviation of λ. The persisting variations of the FDFD and aFMM methods lead to the largest relative deviations for these methods with deviations on the order of 10 −3 , whereas the deviation for the other methods is generally below 10 −4 .
The calculated Q factor and its relative deviation defined similarly as for the wavelength are presented in Figs. 5(c,d) . Again the pFEM, sFEM, tFEM and SIE methods converge rapidly to values of 1710, whereas the FDTD method converges towards a value of 1687. Large variations are again observed for the FDFD technique, which finally converges towards a value similar to that of the pFEM, sFEM, tFEM and SIE methods. The aFMM results feature the strongest variations and no clear convergence with a final Q factor of 1417 representing a 20 % error compared to the other methods. The pFEM and sFEM methods achieve relative deviations of ≈ 10 −3 , whereas for the FDTD and tFEM the deviation is slightly smaller. The SIE approach provides the smallest relative deviation of 10 −5 .
Finally, we present the required computation time and the memory requirement in Figs. 5(e,f). Here, the computation time is the total duration from job launch to final Q factor evaluation, and for the iterative methods, the computation time is thus the product of the single iteration calculation time and the number of iterations. As discussed earlier, the number of iterations and thus the calculation time will depend on the proximity of the starting guess to the correct value.
We observe in Fig. 5(e) that the calculation time generally scales exponentially with the resolution setup index. Typical calculation times are between 10 minutes and 2 hours. However, we notice that the SIE approach achieves a relative deviation for the Q factor below 10 −5 for a simulation time of 5.4 minutes. A similar exponential scaling for the memory requirement can be observed in Fig. 5(f) . While the methods typically use between 10 and 100 GB of memory to achieve relative deviation of 10 −2 , we observe that the aFMM using 64 GB memory is not converged, while the SIE approach achieves a relative deviation below 10 −5 using only 1.6 GB of memory.
L5: Dependence on domain size
With the exception of the SIE approach, all the methods use a limited computational domain with PMLs at the boundaries to avoid artificial reflection of light at the domain boundary. For perfectly absorbing PMLs, the Q factor and the resonance wavelength should not depend on the size of the computational domain in the sense that variations in Q and λ due to domain size variations should be on the order of the numerical error for the particular resolution setup. In practice, however, the PMLs only suppress the reflection to a certain degree and variations of Q and λ as function of the domain size are expected. For this reason, we now study the influence of the size of the computational domain. As for the resolution study, we present our results as function of a domain size setup index j with exact geometrical parameters for each setup and method given in Appendix A. Figure 6 presents results for the FDTD, FDFD, the three FEM methods and the aFMM.
The relative deviation in the resonance wavelength is presented in Fig. 6(a) . We observe that for the FDFD method and the aFMM, the PML implementations lead to relative deviations in λ around 10 −4 , whereas for the other methods the deviation is below 10 −6 . As expected, Fig. 6(b) shows that the influence of the artificially reflected light is larger on the Q factor with deviations below 10 −2 for the FDFD method, while the deviation is below 10 −3 for the other methods. The Q factor for the aFMM features the largest deviation above 10 −2 .
For the L5 cavity, comparison of Figs. 5 and 6 reveals that the error induced by artificial light reflection due to the limited computational domain is smaller than the error due to the finite resolution, and we can conclude that for this geometry the numerical accuracy is generally limited by the resolution rather than by the influence of the boundary conditions.
Numerical results: Larger structure and longer cavity (L9)
In this section, we consider a longer L9 cavity that is expected to exhibit a higher Q factor than the shorter cavity considered in the previous section [28] . Also, as indicated in Table 1 , the length and width of the PhC membrane are larger. As for the L5 cavity, we study the resonance wavelength and the Q factor first as function of the resolution setup and subsequently as function of the domain setup. For the L5 cavity, the convergence was studied for the sFEM as function of p order. However, due to the larger size of the L9 cavity, calculations for p = 4,5 were not feasible. For this reason the convergence for the L9 cavity is only analyzed as function of mesh size h for the sFEM in the following.
L9: Convergence with numerical resolution
The resonance wavelength λ of the L9 cavity is presented in Figs. 7(a,b) as function of resolution setup. The overall behavior resembles that of the L5 cavity, the wavelength for the FDTD, the FEM and the SIE methods converges rapidly with a relative deviations of 10 −5 for the tFEM and the SIE methods, whereas the FDFD results display some variations and a relative deviation on the order of 10 −3 . The FDTD, the FDFD, the FEM and the SIE methods produce similar wavelengths of 1578 nm. In contrast, the final wavelength computed using aFMM is 6 nm smaller, providing a first indication that the aFMM has significant difficulty in handling the large L9 cavity.
Results for the Q factor are presented in Figs. 7(c,d) . The Q factor from the FDTD, the FEM and the SIE methods converges towards 104,000. Both the FDFD and the aFMM methods display large variations, but whereas the FDFD results appear to converge slowly towards the value predicted by the other methods, the Q factor for the aFMM oscillates around an average value of ≈ 25.000 and thus deviates by almost a factor of 4 from all other results. The aFMM thus appears as the least suitable method for handling the large L9 cavity. The corresponding relative deviations are 10 −1 for the FDFD method, while it is below 10 −2 for the pFEM and sFEM and around 10 −3 for the FDTD, tFEM and the SIE methods.
Whereas the relative deviation generally decreases with the resolution index, we observe the interesting feature that the deviation for the sFEM is stable around 10 −2 . The origin of this non-decreasing relative deviation for the sFEM is related to our chosen resonance peak sampling scheme. As discussed in Section 3.3, the same number of frequency sampling points was used for both the L5 and the L9 cavities. This number was insufficient to correctly resolve the L9 resonance peak leading to an error due to the sampling scheme of 10 −2 , which dominates over the relative deviation obtained for increasing resolution setup index. This highlights the importance of performing convergence checks for all free parameters used in the simulations, including in this sFEM case the number of iterations N used for the sampling of the resonance.
As before, we present the required computation time and the memory requirement in Figs.  7(e,f) . The typical calculation time is around 1-2 hours. We notice that the aFMM provides poor convergence even when the simulation time is significantly longer than that of the other methods. The corresponding memory requirement is displayed in Fig. 7(f) and we notice that, not surprisingly, the memory requirement for the L9 cavity is significantly larger than that for the L5 cavity. Again, the SIE method stands out requiring only 22 GB of memory to achieve a relative deviation of 10 −3 , despite simulating a quarter of the structure, whereas all other methods simulate one eights of it. 
L9: Dependence on domain size
As for the L5 cavity, we present convergence results for the L9 cavity as function of the domain size, with geometrical parameters for each setup and method given in Appendix A. The results for the FDTD, FDFD and the three FEM methods are presented in Fig. 8 . Due to the difficulty of the aFMM in obtaining convergence with respect to resolution, convergence studies as function of domain size were not carried out for the aFMM.
For the wavelength, the trend is similar to that of the L5 cavity, the FDFD method features the largest deviation of 10 −4 , whereas deviations around 10 −8 are obtained for the pFEM and sFEM methods. As before, the relative deviation in the Q factor is larger than that of the wavelength. The FDFD and sFEM methods feature the largest variations with respect to domain size with a deviation of 10 −2 . On the other hand, deviations of 10 −4 are obtained for the FDTD and pFEM methods.
As for the L5 cavity, the relative deviations for the methods as function of domain size are at least an order of magnitude smaller than that with respect to resolution, indicating that the numerical accuracy for the wavelength and the Q factor are limited mainly by the resolution. The exception is the sFEM method, where the relative error of 10 −2 for the domain size study is comparable to that obtained for the resolution study. Here, the error due to an insufficient number of frequencies in the resonance sampling is dominating over those induced by resolution and domain size variations as discussed in Section 5.1.
Computational resources
Typical computational resources used to compute the Q factor of the L9 cavity are listed in Table  3 . The data stem from Table 6 in Appendix A for the numerical resolution study for the resolution index corresponding to the median of each data set.
An advantage of the FDTD method is that it can be efficiently parallelized, and the FDTD simulations were performed on a HPC cluster with 100 cores. For the other methods, the potential for exploiting multi-CPU parallelization is smaller and the simulations were performed on single multi-core CPU workstations. The finite elements methods were generally the most memory consuming. However, we remark that only 64 GB and 128 GB of memory were available for the FDFD and the tFEM, respectively, simulations. These methods would certainly benefit from more workstation memory allowing for increased resolution and thus improved convergence. 
Discussion
When increasing the number of degrees of freedom, we expect convergence of λ and Q towards the "true" values for each cavity, which are defined from the geometrical and material parameters alone. However, due to limited computational resources the different methods will not produce these true values exactly, but will instead provide estimates for which the numerical accuracy improves as the number of degrees of freedom is increased. Then, if the numerical error is correctly estimated, the results for the different simulation methods should, in principle, all agree within their respective numerical errors. As we have seen in Sections 4 and 5, the different computational methods provide results with varying relative deviation, and the latter can be considered an estimate of the numerical error for each method. While this definition allows for a quick estimation of the accuracy, it opens up for significant underestimation of the real error as discussed in further detail below.
Ideally, convergence should be studied as function of all numerical parameters simultaneously. For example, for the FDTD method, the parameters ∆x, ∆y, ∆z (geometrical resolution), D x , D y , and D z (domain size) should all be varied when estimating the numerical error. This procedure, however, quickly becomes extremely numerically demanding, so instead we have decoupled the resolution and the domain size degrees of freedom. Our general approach is to identify the parameters providing a dominating contribution to the numerical error and estimate the numerical error from variations of these parameters alone. In our study, the error from the resolution parameter variation was generally dominating, and in the following the numerical error estimations are thus based on the resolution index variations.
The final parameters λ f and Q f for the highest resolution indices and the associated error bars are plotted in Fig. 9 . Here, the error bars are taken as the relative deviation for the highest index in Figs. 5(b,d) and 7(b,d) . As discussed earlier, the aFMM results for the Q factor feature the largest deviations from the results of the other methods, with a 20 % error for the L5 cavity and a discrepancy compared to all other methods of a factor of four for the L9 cavity. After the aFMM, the FDFD results generally display the largest numerical error. We observe that the results for the finite difference techniques, the three FEMs and the SIE approach generally agree fairly well.
Estimation of the numerical error
We note that the differences between the results presented in Fig. 9 in many cases are significantly larger than the error bars. From this, we conclude that a quantitative estimate of the numerical error from the relative deviation leads to an underestimation of the real numerical error of the methods. Several factors contribute to this underestimation as explained in the following. A first factor is the lack of variation of a parameter with dominating influence on the numerical error in the convergence study. For example, for the tFEM calculations the polynomial order p = 2 was kept fixed and the mesh size h was varied. However, the p order in FEM simulations has a significant impact on the result. In Fig. 10 , the influence of the mesh size and the p order on Q and λ are presented. Whereas Q varies by 9 in the mesh order study in Fig. 10(a) , the variation is 170 in the p-order study in Fig. 10(b) . A more accurate estimation of the error could thus be performed by performing a p-order study or by at least setting p = 3 in the mesh size variation study. However, since only 128 GB of memory was available for the tFEM simulations, this was not possible. Furthermore, COMSOL does not support p > 3.
Another reason for the error underestimation is that the magnitude of the relative deviations and thus the error bars in Fig. 9 depend on the variation of the resolution setup parameters. While in the case of the FDTD method, the resolution index was varied exponentially, the variation was linear for the FDFD, tFEM, sFEM (L9) and aFMM. Since the relative deviation can be reduced arbitrarily by decreasing the incremental resolution step, another description of the numerical error for linear variation of the resolution indices is clearly needed. In the case of oscillatory variations as function of the resolution index, a more accurate definition can be the maximum deviation from an average value during a full oscillatory cycle. However, this procedure requires more data points than we had available.
Furthermore, the actual structures analyzed by the different methods are not always identical. In the case of sFEM calculations for the L5 structure, a p-order study was performed for the mesh illustrated in Fig. 3(b) . While a high numerical accuracy may be obtained by increasing p, the convergence study is performed not for the ideal structure but for the representation of the circular holes using the prism mesh. Similarly, the geometry analyzed by the aFMM was not the true structure but the staircase approximation shown Fig. 3(c) . The mesh resolution for the FEM and the number of steps in the staircase approximation for the aFMM were chosen such that the error due to inaccurate representation of the holes was estimated to be negligible, but deviations in the results due to differences in the geometrical representations of the different methods may occur and are not always correctly captured in the estimation of the error.
Comparison of the methods
The differences in the Q factors and the resonance wavelengths displayed in Fig. 9 indicate that all methods have produced results deviating from the true ones to a larger or lesser degree. While differences might be expected due to the use of different methods, our benchmark study of the 3 FEMs indicate that deviations occur even for different implementations of the same method. In addition, a surprising -and disturbing -realization is that the numerical error in many cases is vastly underestimated. This lack of confidence in the numerical results is rarely discussed in the literature [62] , even though it should be a major concern when studying convergence of numerical simulations. With this issue in mind, one may now ask the question: Which methods are suitable or not for computing resonance wavelengths and Q factors in large nanophotonic cavities?
In our study, independent simulations were performed by the different groups involved in this work using the computational hardware available to each group. The difference in hardware resources has meant that the feasible parameter ranges for the studies of the influence of the numerical resolution and of the domain size were different for each method. In principle, this procedure minimizes the risk of systematic error, and the quantitative agreement may be regarded as more convincing as it has been reached independently. However, it does also mean that in the comparison we should keep in mind that different computational resources were available in the benchmarking of each method. Thus, while the change in computation time with the resolution setup can thus be compared for each method individually, when comparing the computation time for the various methods one should keep in mind that different CPUs with varying clock frequencies were used. Similarly, the convergence of the FDFD and tFEM simulations was clearly limited by the 64 GB and 128 GB of memory in the workstations used. As discussed earlier, this limitation manifests itself, for example, when comparing the grid resolution used in the FDFD and FDTD methods: While the highest resolution was a/∆x = 22.2 for the FDFD simulations, it was an order of magnitude larger, a/∆x = 438, for the FDTD calculations for the L5 cavity. Also, even though the grid resolutions for the FDFD and the tFEM appear similar, for the same side length the volume of the cubic cell used in FDFD is twice as large as that of the tetrahedral element used in tFEM. Finally, four times as much memory was available for the pFEM simulations as compared to tFEM. Keeping these differences in available resources in mind, our study clearly indicates that the least suitable method is the aFMM. The aFMM is based on plane-wave expansion of the permittivity profile as well as of the electromagnetic fields, and the poor convergence is likely due to the difficulty of accurately describing the large electric field discontinuities occurring at the InP-air interfaces using this series expansion [63] . On the other hand, these field discontinuities are handled without any problem by the finite difference and finite elements methods which in this respect perform well, but at the cost of significant demands to memory, CPU cores and calculation time. Finally, the SIE approach provides excellent convergence using the smallest memory requirement of all the methods. The impressive performance of the SIE approach for these PhC line defect cavities is explained by two factors: It is based on an accurate description of the structure with a discretization of the surface, cf. Fig. 3(d) , of the perforated membrane with higher-order quadrilateral elements and additionally, the SIE approach features an inherent open geometry boundary condition. These features make the SIE approach very suitable for the studied line defect cavities of finite extent, while structures of infinite extent cannot be handled with the SIE used here. We have included three implementations, pFEM, sFEM and tFEM, of the finite elements method, and again a fair comparison should take into account the different computational resources available for the calculations. For the tFEM, a very low relative deviation of 10 −4 for the Q factor of the L9 cavity was obtained, but as discussed earlier this low number is most likely due to the incremental change in resolution between setups L9.R.5 and L9.R.6. Similar incremental modification of the resolution index was used for the L9 sFEM simulations, however here the larger relative deviation 10 −2 was most likely caused by an insufficient number N of iterations for the cavity resonance. Increasing N will lead to improved accuracy but at the cost of increased simulation time, which is already 3 times larger (L5) than for the pFEM. We thus conclude that the eigenvalue technique appears favorable compared to the scattering approach for the FEM. While a direct comparison of the performance of the pFEM and tFEM is hampered by the different amounts of memory available, we have demonstrated the importance of the p-order convergence study and here the lack of support for p > 3 in COMSOL is clearly a weakness.
Finally we note that the choice of the best numerical method for a specific simulation task depends on the required numerical accuracy, and on the type of simulation task. The specific parameter setting plays an important role as, e.g., in general the computation costs of the different methods scale differently with the size of the computational domain. Furthermore, the functionality of the device is important: Resonators are the most sensitivities structures imaginable, and this explains the rather large deviations between the different methods observed in this study.
Conclusion and outlook
We have used five numerical simulation methods and three implementations of the finite elements method to compute Q factors and resonance wavelengths of photonic crystal L5 and L9 line defect cavities. We have provided detailed studies of the influence of the resolution parameters as well as of the domain size, and we have compared the convergence of the methods. While we conclude that the worst performance is obtained using the aFMM, more surprising discoveries were the disagreement between the various methods and the difficulty of correctly evaluating the numerical error.
Based on these findings, we hope that the challenge of establishing confidence in numerical results will gain more attention in the photonic community and literature, and we encourage further discussion of how to correctly evaluate numerical accuracy and how to make fair performance comparisons of different simulation methods when analyzing highly challenging nanophotonic components.
