Most of the Iranian hydrocarbon reservoirs in the Persian Gulf Basin and the Zagros Fold-Thrust Belt are composed of fractured carbonate rocks. In this regard, determining the spatial distribution of fractures has been a challenging issue. In this study, an integrated approach was applied for understanding the impact of fractures spatial distribution on the Ilam-Sarvak (Cenomanian to Santonian) carbonate reservoir rocks.
Introduction
Carbonate reservoirs contain more than 50 percent of the oil and gas reservoirs of the world (Dou et al., 2011) . Most of the Iranian hydrocarbon fields in the Persian Gulf Basin and the Zagros Folded-Thrust Belt belong to this category of reservoirs, and approximately 95 percent of the oil is accumulated in the Asmari, Ilam and Sarvak limestone formations (Bordenave and Hegre, 2010) . Carbonate formations comprise the principal Iranian oil reservoirs. As a result of regional tectonic activities such carbonates rocks are highly fractured the majority of oil and gas reservoirs production in Iran is attributed to fractures role.
Structurally complex reservoirs are a set of reservoirs in which fracture and fault systems play a crucial role. By definition, fractured reservoirs are a subset of structurally complex reservoirs in which regularly spaced fractures and fault sets play a substantial role in production, trapping and fluid flow (Jolley et al., 2007) .
Fluid containment and flow in fractured reservoirs occurs both within the fracture system and within the matrix and thus the characteristics of both the fractures and the matrix need to be assessed. The study of fractured reservoirs is therefore more time-consuming and more difficult compared to matrix-controlled reservoirs (Nie et al., 2013; Nelson, 2001) . Each class of fault and fracture within the reservoir has its own special characteristics (geometry, aperture, spacing, distribution, connectivity, and hydraulic properties), each of which can improve or degrade the quality of the reservoir (Aydin, 2000) .
The process of fractures evaluation in reservoirs initially starts with fractures identification, followed by determining the impact of those fractures upon reservoir performance. Nelson (2001) has identified four types of reservoirs based on fractures distribution. Type 1: Reservoirs in which fractures provide the essential reservoir porosity and permeability. Type 2: Reservoirs in which fractures provide the essential reservoir permeability. Type 3: Reservoirs in which fractures assist permeability in an already producible reservoir. Type 4: Reservoirs in which fractures provide no additional porosity or permeability but create significant reservoir anisotropy (barriers).
The physical characteristics of fractures are affected by their origin; the mechanical properties of the host rock and digenetic processes and these factors can increase or decrease the porosity and permeability (Nelson, 2001) . Naturally fractured rocks can be divided into three main categories based on the type of their porosity (Tiab and Donaldson, 2011) . a) intercrystalline-intergranular, such as the Snyder field in Texas, the Elk Basin in Wyoming, and the Umm Farud field in Libya, b) fracture-matrix, such as, the Spraberry field in Texas, the Kirkuk field in Iraq, the Dukhan field in Qatar, c) vugular-solution, such as, the Pegasus Ellenburger field and the Canyon Reef field in Texas.
Reservoir engineers and petrophysicists have constantly been concerned with evaluating fractured reservoirs and predicting the three-dimension spatial distribution of fractures. There are a variety of techniques for fracture evaluation and its spatial distribution modeling. These include; field study, coring, well-log data, production data, mud loss, wellbore images (Tokhmechi et al., 2010 , Lacombe et al., 2011 Khoshbakht et al., 2012 ) , microseismicity recordings (Sausse et al., 2010; Dorbath et al., 2009) , discrete fracture modeling (Dershowitz et al., 2000; Sabathier et al., 1998) , amplitude variations, scattered waves, elastic waves and seismic attribute (Tsvankin et al., 2012; Karimpouli et al., 2013; Bellefleur et al., 2012; Al-Dossary and Marfurt, 2006; Chopra and Marfurt, 2010; Chopra et al., 2011; Roberts, 2001) . Applying each approach for fracture study alone increases probability of error and can result in a high level of uncertainty. Each of the mentioned methods has its own limitations; for example, the use of seismic approach requires high-quality data, any study using conventional logs has a low spatial resolution and fracture prediction with curvature does not reveal fractures status (open or filled), beside, calculation of curvature alone in order to predict fracture intensity overlooks other factors affecting development (Kosari et al., 2015; Jenkins et al., 2009) . Cores provide the most direct data; however, the disadvantage of core analysis is the difficulty in assessing the representativeness of the core plugs. Moreover, the original geometry of the fractures is often lost in the process of recovery and the high cost of core analysis (Zazoun, 2013) . Likewise, using well log data alone does not provide robust results in inter-well zones. It follows that no reliable results can be obtained by using a single approach.
To successfully predict fracture distribution several evaluation scales should be considered ranging from centimeter to kilometer. Hence, applying well data (centimeter/millimeter scales) and seismic data (meter/kilometer scale) seems indispensable.
The current study presents an integrated approach which considers multiple investigation scales ranging from millimeter to kilometer scales for fractures study and their impact on reservoir quality. The integrated approach enables us to provide a more realistic model of fractures spatial distribution in the Ilam-Sarvak carbonate reservoirs.
Geological Background
According to Berberian (1995) and Falcon (1974) , the Zagros basin contains five subdivisions; the Zagros Imbricate Zone, the Zagros Simply Folded Belt, the Zagros foredeep, the Mesopotamian and the Persian Gulf foreland basins and Arabian platform. The Zagros fold-thrust belt is deforming as a result of the convergence of the Arabian and Eurasian Plate (Fig. 1a) , which is the most prevalent shortening occurring in the Persian Gulf (about 20mm/yr) (McQuarrie et al., 2003; Vernant et al., 2004; Allen et al., 2004; Regard et al., 2004; Vernant et al., 2004) . The Persian Gulf basin is approximately 2600km long and 900 to 1900km wide (Edgell, 1996) , and is surrounded by Arabian Shield in the west, Taurus Mountains in the north and Zagros Mountain in the East and northeast (Konyuhov and Maleki., 2005) .
The Petroleum systems in the Persian Gulf with the northwest-southeast trend have diverse properties and show variations in reservoir zones, cap rocks, source rocks, participation or non-participation of Hormuz salt diapir in the reservoir's structure and the effect of different orogenies (Zagros and Oman orogeny).
The studied reservoir is located close to the Strait of Hormuz in the eastern Persian Gulf basin ( Fig.1a,   b ). Tectonically, the hydrocarbon field is situated on the Arabian Plate where a large proportion of the Middle East hydrocarbon reserves occur (Fig. 1a ). The area has been affected by two tectonic systems, the Zagros and Oman orogenies each of which has imposed individual structural trends; NW-SE and N-S, respectively. The structural trend is approximately North-South and parallel to the Oman mountains. Two major sets of faults affected and formed the final field geometry. The dominant set trends N-S and two faults of this set bound the field. They include the main eastern fault which dips steeply to the east and shows dip-slip reverse movement and the main western fault which also dips steeply to the east but shows inverted sense of movement (normal to reverse). Another set of normal faults show northwest-southeast trends.
Stratigraphically, the Sarvak and Ilam formations which were deposited on a carbonate platform and are Middle to Upper Cretaceous in age (Cenomanian to Santonian, Fig. 2 ), constitute the productive field zones in the eastern Persian Gulf. In the Iranian reservoirs, after the Asmari Formation, the Sarvak carbonate reservoir contains the most hydrocarbon accumulations. The emergence of the Sarvak carbonates was caused by three factors: (1) a fall in sea level, (2) salt tectonics and (3) uplift. Uplift and erosion resulted in the development of a vuggy and cavernous porosity and karst formation (Hajikazemi et al., 2010) . In the type section (Bangestan Mountain) the Sarvak Formation (Cenomanian-Turonian) has a thickness of about 800 m (Motiei, 1993) . The lower part of the Formation (about 255 m) consists of argillaceous limestones with lenticular bedding and thin marl inter-beds. The middle part with about 525 m thickness consists of massive chalky limestones with iron-rich siliceous nodules and rudist fragments.
The top 42 m of the Formation consists of massive limestones and the topmost strata comprise a weathered, brecciated ferruginous limestone. In some areas of southern Iran and the Persian Gulf (as well as SE Iraq, Kuwait and other areas), the Ahmadi Member (mid-Cenomanian) is present and is composed of shale and marl (e.g. Sharp et al., 2010; van Buchem et al., 2010) . The type section of the Ilam carbonate Formation is located in the Lurestan Province and it is underlain by the Surgah Formation and overlain by the Gurpi Formation.
The Sarvak Formation in the hydrocarbon field of the study area is subdivided into three members (Fig.   2 ); the Mishrif member with white to brown limestone; the Khatiyah member with gray limestone and finally the Mauddud member consisting of brown to gray limestones. The Ilam Formation is also comprised of limestone lithology (Fig.2 ).
Methods and materials
Initially, the position of the main faults in the field was determined by using the 2D seismic profiles and Underground Contour (UGC) maps. An attempt was then made to establish a genetic link between the fractures and main faults. The surveying of the fractures achieved using a Formation Micro Imager (FMI) (water based drilling fluid) in three wells. The resulting Image logs are advanced, modern logs and provide high-resolution oriented images (Serra, 1989) . In addition, the orientation of the horizontal principal stresses were determined by separating the types of failure (see Barton and Zoback, 2002; Tingay et al., 2005; Tingay et al., 2006; Rajabi et al., 2010; Nie, 2013) and examining the genetic and geometric relationships between the fractures and major faults.
In this study, direct and indirect fracture indicators including fracture intensity log (FIL) and Velocity Deviation logs (VDL) were computed and modeled. The velocity-deviation logs, which are calculated by combining sonic logs with the neutron-porosity or density logs, provide a tool that can be used to obtain downhole information on the predominant pore type in carbonates (Anselmetti and Eberli, 1999) . The FILs are derived from the processing of wellbore images.
Afterwards, fractures were characterized in inter-well spaces by using seismic interpretation and attributes technology. A seismic attribute is defined as a quantitative measure of a seismic characteristic of interest (Chopra and Marfurt, 2005) . They are specific quantities of geometric, kinematic, dynamic or statistical features derived from seismic data. Analysis of seismic attributes could improve interpretation of geological features. For creating the shear-wave velocity and geomechanical properties from seismically derived attributes a model-based algorithm was employed.
An important step is establishing the possible links between fractures and the major geological structures (faults in this case). According to Harris et al., (1960) , if fractures are associated with major structures, they will be mainly situated along the regional tectonic features. In addition to studying the connection between the faults and fractures, it is then necessary to investigate the impact of fractures on the reservoirs properties. The relationship between fracture intensity, reservoir permeability and porosity can be determined through interpretation of FMI logs (Full-bore Formation Micro-imager) and Routine Core Analysis (RCAL) data. Well#1 from the study area contains both of the dataset.
Finally, an attempt has been made to categorize fracture based on different indexes. In the simplest method, porosity and permeability values of fractures are sorted on the basis of type of fracture (horizontal, open and micro) . The alternative technique is clustering fracture parameters by using K-Means method (Hartigan and Wong, 1979) . Through K-means method data can be divided into several clusters, the members of each cluster are homogeneous internally and heterogeneous, externally from other clusters. The other technique is defining Hydraulic Flow Unit for fractures characterization. Unlike the previous studies, this technique is only used for the recognition of fractures based on permeability to porosity ratio which will be discussed later.
Data Analysis and Discussion

Relationship between faults and fractures system by using in-situ stress analysis
As a matter of fact, investigation and identification of fractures set within a reservoir is of prime importance. The present-day horizontal stress orientations were determined from borehole breakouts and drilling induced fractures interpreted from FMI log data. It is assumed that natural fracture patterns depict the local state of stress at the time of fracturing and that subsurface rocks are fractured in a manner qualitatively similar to equivalent rocks in laboratory tests performed at analogous environmental conditions (Nelson, 2001) . Drilling-induced fractures are created where the wellbore stress concentration is less than the tensile strength of the rock and they are oriented in the SHmax direction. Breakouts occurred where stresses concentrated at the wellbore wall exceed the compressive strength of the rock causing failure of intact rock and they are elongated perpendicular to SHmax direction (Zoback, 2007; Tingay, 2005; Aadnoy, 1990; Bell and Gough, 1979) .
A study of seismic profiles and UGC maps ( Fig. 3 ) reveals the presence of two faults sets, one with N-S strike (eastern reverse fault and western inverted reverse fault) and the other with NW-SE strike (internal normal faults). In order to determine the horizontal stresses surveys were conducted on FMI logs to identify the different types of fractures. Open fractures, drilling-induced fractures and breakouts were recognized ( Fig. 4 ). It is found that the general trend of the natural fractures is approximately similar to the drilling induced fractures (DIFs) and the maximum horizontal stress (SHmax) (Fig. 5 ). The trend of the observed internal normal faults in the hydrocarbon field (Figs. 1c & 3) follow the same trend and it is therefore possible that the fractures are associated with available faults. The FMI logs of three wells were used to validate such an observation. It was observed that the density and distribution of fractures in well #1 and #2, which are closer to the faults, are much more than well #3 which has been drilled outside of the faults domain.
Geostatistical Modeling of fractures
Several algorithms have been devised to create stochastic simulations. One of the most widely used is the Sequential Gaussian Simulation (SGS), however, it is impractical when considering multi-scale data, particularly when the data do not average linearly (Manchuk et al., 2005) . This method is simple, flexible, and reasonably efficient (Pyrcz and Deutsch, 2014; Hu and Ravalec-Dupin, 2005) and is currently the prevalent static simulation algorithm used in reservoir modeling. In a typical SGS study, the procedure is applied to volume-averaged rock properties and is performed at the nodes of a regular grid (Srivastava et al., 2005) . In this study, geostatistical simulation was used to create a 3D spatial model of the velocity deviation log (VDL) and fracture intensity log (FLI).
The Velocity Deviation Log Model
The VDL is calculated by converting porosity-log data to a synthetic velocity log by using a timeaverage equation (Wyllie and Gardner., 1956) (Eq. 1):
where V and φ are velocity and porosity, respectively. The difference between the real sonic log and the synthetic sonic log can then be plotted as a velocity deviation log (Eq. 2):
Eq. 2. VDL = Real velocity − Synthetic velocity * 1000
On the basis of the deviation of the synthetic log, the pore types are classified into three categories: positive deviation, zero deviation and negative deviation. It should be noted that in the current study we focus on the negative deviations as indicator of fractured intervals.
There are three possible explanations for zones with the negative deviation. First, it could be the result of caving or irregularities of the borehole wall. Another reason for the negative deviation is fracturing.
Despite the fact that fracture porosity has always been included in the secondary porosity (equivalent to high velocity or positive deviations, Schlumberger, 1991) , several studies showed that fracturing decreases velocities on both small (Anselmetti and Eberli, 1999) and large (Guadagno and Nunziata, 1993) scales. The large scale fractures can be detected by using the logging tools in which they yield lower velocities than the undisturbed rock. In addition, the buried fractures are generally closed or negligible so that the neutron porosity is not reduced, considerably. As a result, fracturing produces negative deviations. Negative deviations could also be caused by a high content of free gas. Free gas would have a strong negative effect on the deviation log because gas drastically reduces the velocity of Pwave (Vp) (Nur and Simmons, 1969) and results in a reduced neutron porosity reading as a result of the lower content of hydrogen in the fluid phase (Hilchie, 1982) .
Using the above procedure the VDL was calculated for three wells of the study area and the results were then incorporated into the reservoir model (Fig. 6a ). As is seen in Fig. 6 , distribution of the zones with negative velocity deviations is relatively high in the central parts of the section around the normal faults (around wells#1 and #2). In addition, there is a noteworthy reduction in the amount of negative deviation in the footwall and around well #3 which is located far away from the normal faults. The natural open fractures were identified though processing and interpretation of FMI logs. For every fracture a point is plotted and finally a continuous fracture density log was created. Note that a window with a fixed length must be considered representing the average value of fractures within each interval.
The fracture intensity model
Hence, it can dismiss the impact of single fracture and provides an appropriate vision of the fracture intensity log.
Fracture intensity logs were derived for the three wells (well#1, #2 and #3, Fig. 1c ) from interpretation of FMI logs (Fig. 6b ). The fracture intensity distribution is high within the normal faults domain, especially in the central parts of the study area and also in the hanging wall of the faults. In contrast, the fracture intensity becomes extremely low in the footwall of the faults where the well#3 is located. As is seen, there is a direct correlation between fracture intensity and negative velocity deviation.
Appraisal of rock physics properties in the normal faults domain
In this section, the possibility of fractures presence is assessed by combination of rock-physics data obtained from the well-logs and 2D post-stack seismic data. The aim is to exploit the link between in-situ physical properties of reservoirs rock and critical reservoir characteristics to evaluate the probability of fractures presence in a particular unit. An attempt is also made to use the acoustic wave velocity measurements (compressional-wave and shear-wave) to determine geomechanical parameters through inverse modeling techniques.
Inversion modeling
Inversion enables geoscientists to extract more insight from geophysical data by converting geophysical measurements into 3D images of the subsurface state that can be integrated with other surface and subsurface geologic observations. Insights generated from geophysical inversion have helped to improve prospecting and focus drill targeting, particularly in deeper and more complex subsurface environments (Russell, 2004) . In this section, based on the available data, the post-stack inversion technique has been employed. After primary quality control of data, the check-shot data and full-set DT log data from well#2 and well#4 were used in order to create a velocity model for the time-depth domain conversion.
Initially, the average composite trace derived from the 2D post-stack seismic data is correlated with the synthetic trace constructed from density and sonic well-logs. After an acceptable and reliable correlation coefficient between two types of traces has been achieved, a single wavelet is extracted from the well. Afterwards, the model-based inversion algorithm is used in conjunction with others techniques such as travel-time inversion, wave-field inversion and recursive Inversion. In this algorithm, the initial acoustic impedance model is used as it tends to decrease the correlation error between the synthetic and the real seismic trace (Russell, 2004) . The algorithm applied involves a repetitive update of an impedance model in order to obtain the best match between the synthetic and real seismic trace (Russell, 2004; Guliyev, 2007) . The schematic workflow of the inversion algorithm is illustrated in Figure 7 .
After performing the seismic inversion, the geomechanical parameters and shear-wave have been upscaled from well scale to seismic profile scale in order to model the inter-wells spaces. Because the elastic properties are scale-dependent, up-scaling is imperative in order to use of these parameters in the fieldscale, (Rivenaes, 2011; Bisaso, 2011) . Therefore, to construction of these characteristics the attributes were derived from inverted post-stack seismic data and the best attributes, i.e. those with minimum average error and maximum matching with the geomechanical parameters and shear wave velocity, have been selected. Because complex and non-linear relationships exist between seismic attributes and the target parameters, probabilistic neural networks were used in order to estimate geomechanical properties.
Investigation of the velocity anomalies
Elastic waves are sensitive to physical properties of rocks and considering the impact of elastic properties on scattering of elastic waves' velocity, variations in waves' velocity can be interpreted as changes in the physical properties of the rock. According to the Pickett (1963) , it was found that limestone has approximately a high value of Vp/Vs (1.8 to 2.0).
Also regarding the reduction of Vs under natural fracture, and because of zero value of shear modulus in gases and fluids, the wave is not influenced by fluid and gas; so, its variation was considered as the basis of recognition of anomalies caused by fractures. However, Vp is deprived of such positive characteristics for prediction of fractures. The relationships between the rock properties and the wave velocities are expressed as follows. where μ and are the shear modulus and bulk modulus, respectively and ρ is the density.
As shown in Figure 8 , the in-situ shear-wave velocity variations versus the ratio of Vp/Vs were studied.
It is seen that the velocity's anomalies exist in the central part of the study area. In these regions, shearwave velocity reduced and consequently Vp/Vs ratio increased. On the other hand, Vp/Vs ratio increases in the porous zones indicating the probability of fractures presence (Fig.8) . It is expected formation density should be reduced that as fractures density increases and consequently the shear-wave velocity shows a decrease (Figure 9 ). Note that the parameters were measured directly and were not derived from empirical relationships.
As well as, Vs variation was up-scaled to seismic data scale between well#2 and well#6, parallel to the structure to depict probable zones (Figure 10a ). As it is seen, away from the two wells and towards the center of the field, low velocity zones increase. That is, the shear wave velocity reduced towards the center of area.
Estimation of the geomechanical parameters by using inversion modeling
The geomechanical parameters of the reservoir rocks can be determined based on their impact on elastic waves. Empirical relationship between the shear and compressive wave velocity and Poisson's ratio (PR) has been presented by Brocher (2005) .
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where PR and E are the Poisson's ratio and the Young's modulus, respectively. Such relationships are valid for the upper crustal rocks where Vp is between 1.5 to 8.5 km/s. As illustrated in Fig. 10b , the zones with lower values of Poisson's ratio appear in the faulted zone. It is suggested that such anomalies are responsible for fault related fractures. Inversion modeling shows a similar drop in Young's modulus ( Fig.10c ) in the same zones in which the Poisson's ratio decreases. This could also be attributed to the presence of fractures.
Determine of the fractures role in the reservoir characteristics
Formation Micro Imager (FMI) or Formation Micro Scanner (FMS) logs are particularly helpful in improving our understanding of fracture properties, but conventional logs are also still very useful as they can provide essential fracture information (Yan et al., 2009) . Currently, high resolution data acquisition devices (like image logs) can detect small-scale variations and discontinuities in rocks. Unfortunately, for thousands of wells drilled before the introduction of these new technologies, no such image log data are available (Tokhmchi et al., 2010) . It is noted however that the Identification of geological structures when only image logs are available is difficult and sometimes may yield incorrect results (Lin et al., 2010) .
In the present study, a variety of data sources have been employed to determine the effect of fracture system on the secondary porosity and permeability. These include FMI logs, fracture density derived from FMI log interpretation and secondary porosity derived from conventional logs (Fig. 11 ). The resulting model was then correlated to the core data (RCAL) which are available for an interval of about 150 m.
It should be noted that the fractures and vugs are of the main causers of permeability increase in the studied field. According to the Pie chart generated from the RCAL data of well#1 (Fig. 12) , the contribution of vertical open fractures, horizontal fractures and vugs in permeability increase is 42%, 56%
and 2% respectively.
It is noteworthy that prior to fracture analysis from well logs, shale effect was removed by employing GR/HGR (gamma ray and hostile gamma ray) logs.
As shown in Fig. 13 , running K-Means algorithm of clustering indicates three classes of porosity/permeability for the fractured samples. The correlation between porosity and permeability is low within each cluster. Final cluster centers and their distance from centers are shown in Figure 14 . First cluster includes 69 percent of the dataset. Such a low correlation is attributed to the carbonate nature of the reservoir which causes complexities in petrophysical properties and pore throat network.
As it will be seen in next the section, more satisfactory results for fracture characterization is achieved based on porosity/permeability relationship through application of flow units concept.
Flow Zone Index (FZI) Values in Fracture Pore Type
The crucial parameter that controls reservoir quality and fluid flow in porous media is the pore system structure such as pore types and pore throat connectivity. A flow unit is defined as representative volume of a reservoir having similar pore geometry or pore throat characteristics (see e.g. Amaefule et al., 1993; Abbaszade et al., 1996) . The pore type and size are primary controls on fluid movement in the reservoir and the variety of flow units and reservoir performance are dependent on the pore type distribution in the reservoir units.
The hydraulic flow units (HFU) are determined on the basis of rock quality index (RQI, μm), effective porosity ( ), permeability (K, mD), and normalized porosity ( ) (equations 7-9):
. 7. = 0.0314√ . 8. = 1− . 9. = where is the effective porosity and FZI is the flow zone index ( ).
Ideally, on the semi-log plot of K versus , samples with similar FZI values have unit slop. Samples that lie on the same straight line have similar pore throat attributes, so constitute a unique hydraulic flow unit.
Hydraulic Flow Unit (HFU) technique was employed for more detailed classification of reservoir rocks in the framework of porosity-permeability relationship. This technique is mainly used for reservoirs zonation and rock types classification, but here it is used for recognition of fractured rock classes.
Normally, fractured rocks exhibit high horizontal and vertical permeability even with low porosity values.
Flow zone indicator (FZI) was calculated for each pair of porosity and permeability data and then they were categorized. As is seen in Fig. 15 , seven series of HFU were determined for which the largest group of fractures belongs to HFU2 (25% of whole data). As is seen in Fig. 15 , the connection between fracture porosity and permeability is stronger in HFU 1.
Summary and conclusion
In this study, an attempt was made to identify the major origin of fractures in the Ilam-Sarvak carbonate reservoirs by using an in-situ stress analysis. Afterwards, 3D models showing the special distribution of velocity deviation and fracture intensity were constructed by using a sequential Gaussian simulation approach. The results demonstrated that there is a high probability of fractures occurrence in the Ilam-Sarvak reservoirs, especially in the normal faults domain. Due to the structural heterogeneity and high uncertainty of the 3D models to predict data at inter-wells spaces, a geophysical modeling approach was applied to achieve more reliable and trustworthy results.
The rock physics models were updated by using an advanced seismic interpretation technique. The regions with the minimum values of shear-wave velocity correspond to the lowest value of the Poisson's ratio and Young's modulus. There is a good agreement between the faulted and fractured zone and such areas showing the lowest values of rock elastic properties. In addition, assessment of the models in the framework of FMI log data revealed that fracture intensity decreased dramatically from hanging-wall to footwall where well #4 is drilled.
Routine core analysis data in well#1 revealed that the different types of fractures within the reservoir are responsible for a large proportion of secondary porosity (approximately 98%) and that the vugs make only a minor contribution. And finally an attempt was made to classify the porosity-permeability values of the fractures through a suitable scheme. To accomplish this purpose, three distinctive methods were employed. Classification of the porosity-permeability values based on the type of fracture was unsuccessful. Classification based on K-Mean clustering approach did not show a promising correlation coefficient between porosity and permeability within each fracture class. However, using the hydraulic flow units approach a satisfactory correlation was established between porosity and permeability of the fractures.
The results exhibited that fracture pore type plays a significant role in controlling the petrophysical properties of the studied reservoir. Overall, the fracture system has been developed in the normal faults domain especially in their hanging-walls. 1 ) which has high fracture intensity in the reservoir zone (left), note to the displayed anomalies; shearwave velocity versus Vp/Vs ration (right), the blue arrow suggests increase of fracture probability and the dark pink arrow suggests decrease of fracture probability. intervals. Each set has its own correlation coefficients (ranging from about 60% to 90%). All trend-lines demonstrate a good degree of correlation.
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