The seasonally adjusted quarterly consumer price index IPCA (%) was used as a measure of inflation. First, the monthly series 9 was accumulated quarterly. Next, we applied a multiplicative moving average seasonal adjustment. The output gap was obtained from the quarterly GDP logarithm at seasonally adjusted market values 10 and the trend was estimated using the Hodrick-Prescott filter. The remaining component (the business cycle) was considered to be the output gap. A broader window, beginning in 1996, was used for extracting the gap so as to avoid the tail effect at the beginning of the period. The extraction of output gap by Beveridge-Nelson in the AR(1) model was also tested, but we did not obtain the desired statistical properties. In turn, the quarterly exchange rate movement is calculated as the first difference of the nominal exchange rate value, R$ vis-à-vis US$, at the end of the period.
and then estimating the real domestic product expected for t + 1. The seasonally adjusted series observed in the past was included up to period t, under the value expected for t + 1, forming a new series. The log of the complete new series was extracted and its trend was estimated by the HP filter. The value of the cycle in period t + 1 thus corresponds to an estimate of the output gap expectation. Table A1 presents the descriptive statistics for each of the series. The six series are tested for stationarity. We provide the results for the conventional Augmented Dickey-Fuller (ADF) test, with intercept, along with the Phillips-Perron (PP) test, in Table A2 . Of these six series, only one is in first difference (∆e); the others are used in the level. As demonstrated, both the ADF and PP tests reject the presence of unit root at the 5% significance level for inflation, output gap, exchange rate movement, and inflation expectation. For the interest rate series, the ADF test rejects the presence of unit root at 5%, whereas the PP test cannot reject it, even at 10%. Nevertheless, we do not consider this evidence strong enough to invalidate the use of this series. It is not possible to reject the null hypothesis for the output gap expectation. However, when the unit root tests are taken with a slightly reduced sample, without the last three quarters (2015Q2 to 2015Q4), we get far better results. The ADF test rejects the unit root hypothesis at 5% and the PP rejects it at 10%. We argue that the output expectations suffered a severe shock from the 2015Q3 onwards, which has not been totally reversed to its mean yet. Given the theoretical hypotheses of output gap stationarity and rational expectations, the reversion should take place in the long run. We conclude that the econometric estimation of the model can proceed without any restrictions.
Initial parameter values and parameter space
The initial values for maximum likelihood estimation were chosen based on estimation results obtained by Baele et al. (2015) and are shown in Table A3 . From the value of θ 0 , we maximise the log-likelihood function with a numerical constraint optimization algorithm. Parameters are restricted to a domain of possible values, also shown in Table A3 , which stem from the theoretical constraints of the original RE model. Our constraints are similar, but less restrictive than those of Baele et al. (2015) . 
Likelihood Function
Let n = 4 be the number of endogenous variables, m = 8 the number of regressors of the reduced model, and T = 64 the number of observations. Following Hamilton's (1994) After defining this notation for each filtering step, the marginal density of the VAR model, given θ, S t , ψ t-1 , is as follows:
The log-likelihood maximization yields a vector of optimal estimated parameters θ̂.
Specification and linearity tests
We ran the basic univariate specification tests on the standardised residuals of each equationserial autocorrelation, normality, and conditional variance -and linearity tests on the MS model. The results of the specification tests on standardised residuals are shown in Table A4 . Serial autocorrelation was assessed by the Ljung-Box Q test for 20 lags, using min (20, T -1) as standard, as suggested by Box et al. (1994) . The weakness of the MS model seems to be its inability to eliminate serial autocorrelation in residuals, especially in the equation for monetary policy response. For the other equations, the lack of autocorrelation is not rejected, at least for 20 lags. Baele et al. (2015) admit that these statistics may be biased in small samples, especially when the data-generating process is nonlinear as in our model. In their empirical study, the authors cannot prevent the rejection of the hypothesis of no serial autocorrelation in the residuals of the output gap equation in the MS rational expectations and unrestricted MS-VAR models, even when using critical test values obtained from a Monte Carlo simulation with a small sample. Our analysis included some attempts to change the specification of the model, inserting a larger number of lagged endogenous variables as regressors in all equations (X t-2 , X t-3 , X t-4 ). However, it was found impossible to eliminate signs of serial autocorrelation, so we opted to keep the model simpler. A possible way to circumvent this problem would be to model the shocks in each curve as autoregressive processes. However, that would require a more complex estimation method.
As for the other tests, normal distribution is rejected for the residuals of the output gap and exchange rate equations due to high kurtosis. We checked for the existence of conditional variance through a Ljung-Box Q test in the squared residuals. There was no evidence of conditional variance in any of the error terms of the equations. 
Source: authors' calculations
For the sake of comparison, Table A5 shows the same tests performed on the model without regime switching, confirming the difficulty in eliminating serial autocorrelation in the residuals. It should be noted that the regime-switching mechanism in the inflation curve reduced kurtosis of the distribution of standardized errors.
