This paper presents our research on the concurrent execution of rules in a data base management system (DBMS). Concurrent access to the database will result in a higher throughput for rule execution, and it will allow multiple users to access the database. Traditionally, serializability has been used as a correctness criterion in DBMS and it is defined on the basis of read/write conflicts between transactions. Rule execution has the additional constraint that the conditions of rules must be true in the database for the actions to execute, and rules must fail when their conditions are no longer true. A correctness criterion for the concurrent execution of rules is thus defined on the basis of the conflicts between the conditions and the actions of the rules. This approach is compared to AI conflict resolution techniques. We develop a locking based protocol to guarantee a correct execution. We discuss the extensions to a conventional transaction manager to support this protocol. One extension deals with lock management; information on the possible conflicts between conditions and actions of rules is used to provide greater concurrent access to the relations, based on a new lock compatibility matrix. The second extension uses the concept of nested subtransactions to allow concurrent execution within a single transaction. The performance of the concurrent execution of rules is studied by simulating a DBMS transaction processing environment. Performance measures include transaction throughput compared to a serial execution, percentage of disk utilization, and the number of transactions restarted due to deadlocks. We identify some characteristic features of the rules and the database, and study their impact on the performance. The impact of using different schemes that control concurrent access to the relations and pages, the effect of varying the size of the database and the number of rules executing concurrently, and the effect of skew in the distribution of the locks are studied.
INTRODUCTION
Future applications such as engineering information systems and design databases for manufacturing problems, will require the integration of rule-based reasoning with database processing, since it is expected that these applications will involve the use of large knowledge bases. The current functionality of Data Base Management Systems (DBMS) must be enhanced to provide support for rule-based reasoning. In this paper, we focus our attention on integrating forward-chaining rules, which are similar to production rules [19] , with relational database systems, and implementing rule sub-systems using DBMS technology. In the context of the DBMS, the rules could support integrity constraint maintenance, implement triggers and alerters which monitor database states, derive new information or check for security or other violations. Unlike deductive databases [23] , where the rules primarily retrieve data, rules in DBMS primarily execute via updates made to the database. Rules have the general form
The <CONDITION> is a look-up over the database. The <ACTION> part of a rule specifies a sequence of primitive operations, such as insertions and deletions of data, to be performed on the database when the <CONDITION> is satisfied.
Efficiency is of major concern when dealing with large rule bases. One research effort in DBMS rule processing has been to extend the syntax of production rule languages with set-oriented constructs and use more efficient set-oriented DBMS query processing strategies to evaluate conditions and execute actions of rules. This research has been reported in [8, 9, 10, 15, 36, 37, 44] . Parallelism has also been used to improve the efficiency in executing rule actions as well as in evaluating conditions [2, 6, 16, 17, 18, 20, 24, 27, 34, 35, 39] . Research reported in [2, 6, 18, 34, 35, 39] has investigated the execution of a number of rules in parallel, and the corresponding speedup in execution time in multiprocessor systems. Our research is in a similar direction, but focuses on the problem of concurrent execution of rules in a DBMS. In a DBMS environment, a very important issue is the greater accessibility of the disk resident database, during execution. Higher accessibility provides greater throughput and disk utilization; this is in contrast to speedup in execution time, which is more relevant in a parallel implementation of AI rule environments.
Traditionally, in rule-based AI applications, the data has resided in main memory. Executing the rules in a program is similar to executing a single program with exclusive access to main memory resident data. In contrast, a DBMS traditionally supports accesses from multiple users to a large, disk resident database. The operations of each user are encapsulated within a transaction, which has the property of indivisibility, i.e. the execution of each transaction is independent and transactions should not interfere with each other. Since the database is disk resident, allowing multiple users to simultaneously access the database and retrieve information from it provides better throughput.
One can easily design a database system implementation of rules. Conditions are checked in the form of queries over the database. If they are satisfied, actions of the corresponding rules are processed. These actions may in turn render conditions of other (or even the same) rules true, which will in turn trigger the execution of new actions, etc. These cascaded firings of rules continue until no actions can be taken. This design raises some very interesting issues with respect to the rule execution models that are to be used, when we consider rule execution within the framework of transaction execution.
(1) First, when a sequence of rules is processed, there are several execution alternatives that may be considered. In particular, an interesting issue is identifying the transaction boundaries and the properties associated with a transaction, during the execution of rules [6] . One option is to consider the execution of all the cascading rules in the chain to occur within a single complex transaction. Execution of the rules within this transaction is then transparent to all other users of the database. However, this complex transaction may increase the response time for other users. In addition, once a complex transaction T commences execution, any updates made to the database by another transaction, will not be visible to T ; thus, the rules executed in this transaction will not be able to respond in a timely manner to recent updates.
(2) Second, in many applications where rules are independent of each other, placing them in the same transaction and executing them sequentially has no advantages. However, by placing them in separate transactions, they may be able to execute concurrently and provide greater availability of the database. This is a goal that all DBMSs try to achieve, as typical environments require multiuser access of the database.
Given these considerations, a viable option is to consider each rule to be executing within an individual transaction. Rules can be executed serially, or they can be executed concurrently, just as any other DBMS transaction. However, in a DBMS, the transactions are usually designed to be independent of each other, and they are submitted independently by multiple users. In contrast, in a rule system, several rules may be triggered based on the state of the database. Executing the actions of one rule updates the database and it can affect the execution of another rule whose condition may no longer be true in the updated database.
Traditionally, the criterion of correctness in executing DBMS transactions is the serializability of an execution schedule [1] . If two transactions concurrently access the database, then their execution must be serializable with respect to the relations, that is, the execution must be equivalent to some serial execution. The operations of a database transaction are usually modeled as read (write) operations and serializability is defined on the basis of the read/write conflicts among the transactions. However, with rules, there is an additional constraint that the query corresponding to the condition must be satisfied by the database, following which the actions are executed. When a rule determines that its condition is no longer true in the database, then it must fail. Thus, the correctness criterion for concurrently executing rules must be defined on the basis of conflicts between the conditions and actions of the rules. Further, information on the conflicts between the conditions and actions can be used to allow greater concurrent access to the relations and pages (tuples) than is allowed on the basis of traditional read/write conflicts in a DBMS.
We address several issues in this paper. In Section 2, we introduce the syntax and semantics of rules; it is similar to a popular language for production systems used in OPS5 [13] . We review related DBMS research in techniques to support rules, and research in parallel execution of rules in expert systems in Section 3. Section 4 presents a system architecture for a relational DBMS implementation of a rule sub-system, and discusses the basic components of such an architecture. In Section 5, we discuss the concurrent execution of rules in detail. We define a correctness criterion based on the conflicts between the conditions and actions of the rules and a locking based protocol which guarantees correctness based on this criterion. Further, we investigate the impact of rule execution on a traditional DBMS transaction manager. This includes locking policies for a new lock compatibility matrix, aborting transactions that fail, and the use of nested transactions. Section 6, presents a simulation based analysis of the performance benefits and the limitations of a concurrent execution strategy. We identify some characteristic features of rules, as well as some features of the database, and study their impact on the performance. Three different measures are studied; one is the throughput for the transactions that are processed and are either successfully executed, i.e., they are commited or are unsuccessfully executed, i.e., they fail and are aborted. A second measure is the percentage of disk utilization; as it increases, we expect that the throughput will correspondingly improve. A final measure is the number of transactions that are restarted due to deadlock situations. As the number of restarted transactions increase, the throughput for the transactions that are processed is expected to decrease. The impact of using different schemes that control concurrent access to the relations and pages, the effect of varying the size of the database and the number of rules executing concurrently, and the effect of skew in the distribution of the locks are also studied. Section 7 summarizes our contributions, and discusses future research. Very early results of this research were reported in [33] .
PRODUCTION RULES
In this section, we define the concept of a production rule, and the execution semantics of production rules. We use a relational syntax which is equivalent to the syntax for specifying rules such as is used in the OPS5 language [13] , with some simplifications which are noted.
Production Rules Syntax
A Production Rule Base is a collection of Condition-Action statements, called production rules [19] or rules. In the rest of this paper, we will use the terms ''production rule'' and ''rule'' interchangeably. A rule has the following form (rule NAME
CONDITION

→ (ACTION))
Every rule has a unique NAME, used to distinguish it from other rules in the rule-base. The CONDI-TION part of a rule is referred to as the LHS (left-hand side) antecedent; similarly, the ACTION part is called the RHS (right-hand side) consequent of the rule. Rules operate on data stored in a database. Although the principles that we cover in this paper are applicable to various database models, we will assume that data is stored in a relational database.
The CONDITION is a conjunction of positive literals of the form: P ( u ) or negative literals of the form: ¬ Q ( v ), where u and v are vectors of terms from a set of variables or constants. P and Q correspond to database relations (of the same arity). The consequent ACTIONS are a sequence of the form: (insert R ( u ) or (delete R ( v ). Hence, in database terminology, the CONDITION of a rule is a query over the database, while the ACTION is a sequence of insertions and/or deletions. We assume that updates to the database are handled through deletions of the old tuples and insertions of the new ones.
We note that the above syntax is essentially equivalent to the one used in OPS5 rules. In particular, the insert and delete actions in the above language are equivalent to the make and remove actions of OPS5, respectively. OPS5 also provides a modify action which is replaced by a pair of insert and delete -3 -actions in our syntax. We impose the restriction that any variable that occurs in a literal must appear in a positive literal in the LHS antecedent of a production and this restriction corresponds to the safety of evaluating relational queries. It will also ensure that only facts are inserted into the database. The syntax requires that the literal referred to by the delete action must occur positively in the antecedent of that rule, and this restriction ensures that only tuples that are actually in the database will be deleted. Many rule languages enforce such restrictions. Languages such as OPS5 allow the condition of a rule to include functions, and the consequent actions to include procedural calls, calls to compute functions, etc. We do not consider these features in this paper, but we note that any functions provided in a query language for the DBMS could be integrated into the language for specifying the production rules. We now give an example of a set of rules in the language defined above.
Example 1 :
The following are two rules on relations Emp(Name, Salary, Dno) and Dept for their actions to update the database. Each element of the Conflict Set is a rule instantiation and includes the rule as well as a single combination of tuples that satisfies the condition of the rule. Different control mechanisms called conflict resolution strategies, may be applied to the contents of the Conflict Set to schedule the execution of rule instantiations. Finally, the actions of the selected rule take place (ACT). The resulting updates to the database can affect the other rule instantiations in the conflict set; these affected rules correspond to cases where data deleted or inserted into the database render their conditions inapplicable, These instantiations must therefore be removed from the conflict set. At the same time, the conflict set may be updated with new instantiations. Two significant problems must be solved to improve performance in a DBMS environment. First, one needs a fast way for performing the matching step, i.e., finding qualifying rules. This is not important in an environment with a few rules but becomes critical in the case of large rule bases and/or when secondary storage is used to store the database. Second, the process of selecting rules and executing them may have an impact on performance. This is especially so in a DBMS environment where the data that is relevant to the rules reside on disk. This is the topic addressed in this research.
RELATED RESEARCH
Both the DBMS and AI communities have been studying production rules under different contexts. We review related research in DBMS environments and on using parallelism in rule processing.
DBMS Research on Triggers and Rules
Previous work in DBMS research on rules has focused on database triggers and alerters. Triggers test conditions in the database; if the database satisfies these conditions, then, the triggers fire actions. An alerter is a trigger that sends a message to a user or an application program if its conditions are satisfied.
Triggers have been studied by Eswaran in [12] in the context of concurrency control and authorization. Buneman and Clemons [5] discuss two classes of triggers, simple and complex. Simple triggers test conditions on single relations, while complex triggers test conditions that involve multiple relations, i.e., they require relational join operations. Buneman and Clemons put the problem in the context of supporting materialized views. The qualifications of the view definitions are used to make up the collection of conditions that must be monitored. The triggering mechanism they propose requires recomputing the view after each update. Since recomputing the view is very expensive, they developed a method that checks if updates must be propagated. It is based on the idea of identifying Readily Ignorable Updates (RIU) which are updates which do not affect the view. Work on RIUs has also been done recently by Blakeley, Larson and Tompa [4] , and Blakeley, Coburn and Larson [5] .
The POSTGRES rule system, as originally proposed in [41] , uses a physical marking (locking) mechanism to lock data that may qualify trigger conditions. Attempts to update such data trigger the rules. More recently, this rule system has been modified [42] to allow the user to specify event-driven rules; these rules are checked when particular retrievals or updates take place. Chakravarthy also discusses in [7] the functionality of the HiPAC rule processor in terms of the requirements and how it interfaces with the rest of the DBMS components. Similarly to POSTGRES, HiPAC's rules are eventdriven. Widom and Finkelstein [44] have also suggested a production rule language as an extension to SQL. They define a semantics for incorporating SQL-like rules into an SQL system, and discuss rule execution in a DBMS context. Delcambre, Waramahaputi and Etheredge devised a similar extension to SQL, namely, the Relational Production Language (RPL); it uses a variation of the Rete Network for a main-memory implementation of a rule management system [10, 11] . Finally, de Maindreville and Simon have proposed a production rule language, RDL1 [8] , and examined an implementation that provides efficient execution [21] .
Parallelism in Production Rule Execution
In an effort to improve the execution efficiency of production rules, there has been research in using parallelism to solve the task of searching the database and identifying applicable rules and executing their actions. A motivation for executing rules in parallel is that one of the limiting factors for the speedup of the parallel match process is reported to be the (relatively small) number of updates made to the database, by the execution of a single rule. Thus, parallel execution of actions of different rules has the potential of affecting the parallel match phase as well [25, 31] .
Srivastava, Hwang and Tan study the parallel execution of rules in [39] . They identify two cases where parallelism can be used in database implementations of production rules: intra-phase and interphase parallelism. They devise a locking protocol that enhances the amount of concurrent access, in comparison to a Two Phase Locking scheme and prove its correctness. The new protocol can be viewed as a race between rules to commit their updates; however, there is no clear indication of the added benefits, when compared to the cost of aborting a rule when serializability cannot be enforced. They provide some estimate of the benefits of concurrent execution, given that the rules execute in parallel. In comparison, in our research, we use the more traditional Two Phase Locking protocol that has been used extensively in DBMS systems and extend the protocol to allow greater concurrency among transactions.
In [2] , MOBY, a distributed architecture to support the development of rule-based expert systems, in conjunction with a distributed database, is described. Indexing techniques and the horizontal partitioning of the relations across a local area network are used to support the parallel rule system. The focus of the research is to distribute the data so that parallel processors can be effectively utilized in the match process. Parallel execution of rules is only studied with respect to the effect it may have on the incremental computation techniques. The semantics of correct execution, and the effect of executing actions on the conditions of other rules that may be executing in parallel is not considered.
Research reported by Schmolze in [34, 35] is an extension to some previous research reported in [20] . In contrast to our approach, Schmolze takes an entirely different approach for executing rules in parallel. He presents algorithms to guarantee serializable results that do not require any locking. The algorithms are based on the detection of pairs of disabling and clashing actions, i.e., actions that may render inapplicable other rules already in the conflict set, or actions that may change the effects that other actions have on the database. Such pairs of actions are detected either at compile time or at execution time (when rule instantiations are placed in the conflict set). The system evaluates the conflict set and selects those actions that can be executed simultaneously in each cycle. Transactions that are scheduled to run are never aborted; however, they may require that commits to the database be executed following some given partial order. Although there are advantages to this scheme, it is somewhat unsuitable for a DBMS environment. For example, choosing the subset of rules that can execute concurrently requires that all transactions that are executing and may update the database be known a-priori; this is not always feasible in a DBMS with multiple users. In addition, this scheme may require some pre-processing prior to execution, and this too may be expensive with a disk resident database.
Gupta, Forgy, and Newell [18] provide an extensive simulation study of rules executing in a shared memory multi-processor system. They characterize the features of several typical rule-based programs in OPS5 and SOAR [22] . Different sources for parallelism, both in matching the antecedent and in evaluating the consequent actions are studied, together with the corresponding speedup. The emphasis here is the speedup in execution time in a multi-processor architecture, and the maximum number of rule firings per second. In comparison, we are more interested in a DBMS perspective, where a concurrent execution provides better access to disk resident databases.
Another project on rule execution that has had an impact on our work in executing rules as transactions is the HiPAC active database project [7] . In this work, too, (Condition, Action) or C-A pairs, that are similar to rules, are triggered by events which could be updates to the database as well as external events. Their research has produced some interesting results on the transaction boundaries within which C-A pairs execute. Finally, research in language constructs to specify and support set-oriented rules, by Gordin and Pasik [15] , and Widom and Finkelstein [44] , has also impacted our research on concurrent execution within a transaction and is discussed in a later section.
AN ARCHITECTURE FOR CONCURRENTLY EXECUTING RULES
The architecture for a relational DBMS implementation of a rule sub-system is illustrated in Figure  2 . Two main components execute simultaneously and their tasks are as follows:
(1) Selecting rules whose conditions are satisfied in the database, i.e. these rules are applicable and may be executed. This is the Match/Maintenance Process (MMP). The Match component is the same as discussed in Section 2. The reason we add the Maintenance component in that process is to improve the efficiency of the Matching. We allow the Match and Maintenance process to capture some auxiliary and sometimes redundant information. The Maintenance process is able to monitor the database updates and the Match is done more efficiently, in an incremental fashion. Using the auxiliary information makes the Match phase much faster, as it need not check conditions of all rules, but instead, only a small subset of the rules are examined. For example, OPS5 uses a binary discrimination network, called the Rete Network [14] , which contains redundant data and allows for incremental evaluation of conditions of rules. Similarly, in [36, 37] , we proposed a condition monitoring scheme, DBCond, which uses a set of auxiliary relations, called the COND relations, one for each database relation. Many other proposals for DBMS rules also support auxiliary information stored in the database [9, 41, 42] .
CES
When rule actions are executed, they update the database. These changes to database relations trigger the Match/Maintenance Process (MMP), reflected by the arc labeled DataRead in Figure 2 . The MMP identifies rules whose antecedents are satisfied and are ready for execution. These rules, together with identifiers for the tuples of the relations that satisfy the conditions are placed in the Concurrent Execution Set (CES) and this is reflected by the arc labeled CESUpdate in Figure 2 . The MMP also executes appropriate actions to maintain the auxiliary data (AUX in Figure 2 ) consistent with the content of the database, shown by the operation AuxUpdate. Functionally, the MMP is similar to the Match process used in OPS5. In our system, the update of the Concurrent Execution Set (CESUpdate) precedes the maintenance process (AuxUpdate) whereas the update of the Rete net occurs after the update.
It is with respect to the Select and Act phases of the execution cycle in Figure 1 , that our DBMS implementation would differ significantly. In the Rete network implementation of OPS5, instantiations of rules placed in the conflict set are executed serially. In each cycle, a single rule instantiation is selected and its RHS (right-hand side) actions are then executed; this may result in changes to the database. These changes trigger the next match phase. Updates to the database are propagated through the Rete network, and consequently, instantiations of rules in the conflict set may be deleted, or new instantiations may be added. When several combinations of tuples satisfy a single rule, the Rete implementation stores each combination as a separate rule instantiation in the conflict set, and each is executed independently.
The process of selecting a single rule instantiation from the conflict set is called conflict resolution. AI implementation of rule programs support a number of techniques for conflict resolution. One technique is based on the recency of the data elements. From among the instantiations in the conflict set, the instantiation associated with the most recently updated data element dominates over the other instantiations and is selected for execution. Another technique is based on the specificity of the rules. From among the instantiations in the conflict set, that instantiation associated with a rule that has the most number of conditions is selected for execution.
The aim of conflict resolution is to support a selection procedure that is repeatable and is independent of the actual implementation. Thus, the same rule program and the same data must produce the same results. There are several reasons why AI conflict resolution strategies may not be feasible in a database environment or may not be appropriate. This is independent of whether a single rule is selected for a serial execution or multiple rules are selected for concurrent execution. In a DBMS, where data elements correspond to tuples of disk resident relations, it is difficult to determine which is the most recently updated data element. It is also not possible to schedule the execution of rule instantiations based on the recency of updates of the data elements that are retrieved by them. Some other factors that hinder a repeatable execution is the inability to enforce a certain evaluation sequence corresponding to the queries of each rule instantiation or to enforce that updates be made to the database in some pre-determined order. For example, if there are multiple update actions executed by a single rule instantiation, against multiple relations, then a transaction manager may not guarantee the order in which these relations are actually updated in the database.
We call these AI conflict resolution schemes dynamic because the rule that is selected depends on the other rules that are currently in the conflict set and the state of the database. An approach taken by DBMS researchers, as an alternative to these dynamic conflict resolution strategies, is to use more static techniques for selecting rules for execution. For example, in [44] , when rules are defined, a partial order of precedence for rule execution is also defined, e.g., the evaluation of a rule either precedes or follows the evaluation of another rule. A different strategy is used in [43] , where absolute priority values are associated with each rule. Rules are selected for execution based on this priority. We consider these approaches to be more static than the ones used in AI conflict resolution, since the precedence relationship, or the priority values associated with the rules, are determined when the rules are created. Thus, they are independent of the actual rule instantiations that may be in the conflict set at any instant during rule execution. They are also independent of the database state during rule execution.
In this research, we have considered an alternative to the AI conflict resolution strategies, which is of practical importance in a DBMS environment. This is to allow several qualifying rule instantiations in the CES to execute in parallel and let a concurrency control manager in the DBMS take care of concurrent accesses to the same data by the rules. This is the primary focus of our research reported here and will be described in detail in later sections. We note that our proposed concurrent execution strategy may not have the property of repeatability that is associated with many AI conflict resolution strategies. Thus, there is a trade-off between repeatable execution on the one hand and concurrent execution with greater availability of the database and support of multiple users.
When selecting the qualifying rule instantiations from the Concurrent Execution Set (CES) in Figure 2, one can make use of these static rule selection techniques. Thus, the selection of the rules would be subject to different criteria. With a priority based scheme, a qualifying rule in the CES which has a higher (or equal) priority wrt the other rules in the CES will execute. As a result, multiple rule instantiations with the same priority may execute concurrently but rules with lower priority may not be scheduled for execution. Alternately, rules could be selected from the CES provided there are no other rules in the CES whose execution must precede the selected rules. Although these selection strategies capture some semantics of the application, unlike AI conflict resolution strategies, these schemes still do not guarantee repeatability of the execution. This is because a transaction manager accesses pages of relations as they become available and updates to the database are not committed in some given order, as discussed previously. We do not address the use of priorities or precedence in our study and we expect to study it in future research. We note that the use of these static rule selection techniques will impact transaction processing in other ways as well. For example, in the event of a failure, precedence information or priorities among rules must also be considered if a transaction roll-back is needed.
Each instantiation of a rule is considered to be executing within an individual transaction by the Concurrent Execution Process (CEP) in Figure 2 . This process concurrently executes a set of rule instantiations from the Concurrent Execution Set. Within the CEP, all the tasks associated with the execution of a candidate rule instantiation will be defined as a single transaction. Within such a transaction, one task is retrieval(s) from the database, to obtain the tuples that caused the rule instantiation to become applicable for execution. This is reflected by the arc labeled DataRead of the CEP. The other task is executing the corresponding actions. These actions represent changes to the database and include insertions, deletions (and updates) of tuples. This is reflected by the arc labeled DataUpdate in the figure.
Given the above architecture, there are two sources of concurrency in executing rules. The first is inter-transaction concurrency, i.e. the instantiations of several different rules may be concurrently executed. The second source of concurrency arises from the fact that a DBMS is traditionally set-oriented in its retrievals. If several combinations of tuples satisfy a single rule, then a set-oriented selection will retrieve all possible combinations of the tuples in the database satisfying the condition of a rule. Thus, an instantiation of a rule could correspond to the rule and several combinations of tuples and there is a potential for intra-transaction concurrency (within a single transaction). The actions of the rule selected for execution can be simultaneously applied to all possible combinations of the tuples that are retrieved.
With a concurrent execution strategy, there is a possibility that changes made to the database by a rule that completes execution and commits its actions to the database can affect the data that is required by another rule that is executing concurrently. It is important to identify how the actions of a rule that commits can affect the conditions of other rules that are concurrently executing, and to define a correctness criterion for the concurrent execution. This is considered in the next section One final comment with respect to this architecture is that both the MMP and the CEP can be simultaneously executing, unlike the traditional AI systems where the Match, Select and Act phases are cycled through in a strictly sequential fashion. It is important that the simultaneous execution of the MMP and the CEP must be considered, to ensure that rules execute correctly.
THE CONCURRENT EXECUTION OF RULES
In this section, we discuss the Concurrent Execution Process (CEP) in detail. The traditional definition for the correctness of concurrently executing transactions is that the execution must be serializable and equivalent to some serial execution of these transactions [1, 12, 30] . Informally, if two concurrently executing transactions T i and T j update some set of relations {R 1 , R 2 , ..., R n }, then if T i reads a relation (tuple or page) of some R k which is subsequently updated by T j , or if T i updates a page of R k which is subsequently read or updated by T j , then serializability requires that the commit order of these two transactions cannot be such that the execution of T j precedes the execution of T i . This is also called conflict serializability [30] . This commit order then dictates the order in which the transactions actually update the database relations.
In a rule, the query corresponding to the condition must be satisfied by the database, following which the actions are executed. One of the key differences from traditional DBMS is that when a transaction is executing a rule, then the action of the rule cannot commit and update the database unless the condition is still true in the database. As soon as the transaction executing the rule identifies that the database has been updated and the condition is no longer true in the database, then the rule must fail. The transaction must then abort its execution. In contrast in a traditional DBMS, transactions are submitted independently of the state of the database and do not have to abort when they cannot retrieve some required information from the database. Thus, while we still use serializability to define a correct execution, we will define the correctness criterion for rules in terms of the conflicts between the conditions and actions of the corresponding rules.
In the next section, we first provide an example that demonstrates what it means for two rules to interact correctly with each other. We then define a correctness criterion for the concurrent execution of rules. As an implementation, we propose a protocol based on the Two Phase Locking (2PL) protocol [1] . The information on the conflicts between (concurrently executing) rules and the correctness criterion for rules can also be used to provide greater concurrent access to the database relations, as compared to the use of read/write conflicts between the transactions. We can use information on when the execution of an action of T i cannot conflict with the condition of some other concurrently executing transaction T j , to obtain a new lock management strategy, based on a new lock compatibility matrix. Consequently, we can allow pages of a relation to be read or tuples deleted from a page of a relation, by one rule, while there is a lock being held on the relation itself, by another rule.
An Example of a Correct Concurrent Execution of Rules
We define some terms and use an example to discuss what it means for a concurrent execution of rules to be correct.
Definitions:
Production rule P is positively dependent on some relation A, if its LHS condition is satisfied due the existence of some specific tuples in A. Production rule P is negatively dependent on relation A, if its LHS condition is satisfied due to the absence of some specific tuples in A. Production rule P is independent of relation A, if its LHS condition is unaffected by the existence or absence of specific tuples in A.
Let transaction T correspond to the execution of an instantiation of some rule P . We say that T has some dependency on (or is independent of) relation A when P has that same dependency on A. There are now two transactions that may be executed. However, the execution of one transaction can affect the execution of the other transaction; this is true for either a serial or a concurrent execution. For example, if transaction T 1 executes, it will delete the tuple B (4,7,b) . Consider the effect of deleting B (4,7,b) . Since the rule corresponding to transaction T 2 uses the same tuple of B to satisfy its antecedent, then T 2 will be affected by the execution of T 1 . Its condition will not be satisfied by the database, and it should not execute. In a serial execution, if transaction T 1 commits first and deletes this tuple, then this instance of T 2 would be deleted from the conflict set. Similarly, if the concurrent execution is to be correct, then if T 1 commits first, then the execution of T 2 must be prevented. If T 2 has already commenced execution, (in the concurrent execution), then it must not be allowed to complete its execution successfully and commit; instead, it should fail and be aborted.
We next consider the scenario when transaction T 2 executes first. T 2 will insert the tuple C(c, 7, 8) . Let us consider the effect of this insertion; the antecedent of the production corresponding to the transaction T 1 was satisfied by the absence of this same tuple from the C relation. Thus, if T 2 commits first, and this tuple is inserted, then the execution of T 1 must be prevented. If T 1 is being executed concurrently, T 1 must not be allowed to complete execution successfully; it must fail and it should be aborted.
Correctness Criterion for Rules Definitions:
Suppose transactions T i and T j are executing concurrently at some instant. Suppose the execution of the actions of transaction T i can update the database such that the condition of the rule instantiation corresponding to T j is no longer satisfied by this updated database, after T i commits. Then, T j is in the set f ail (T i ).
Correctness Criterion Suppose T i and T j are executing concurrently at some instant and T j is in f ail (T i ). Then, T i cannot precede T j in the commit order for the transactions and if T i commits first, then T j must be aborted.
The proof that this correctness criterion maintains serializability can be easily obtained from the definition of serializable execution. Suppose T i does precede T j in the commit order. Then, in the equivalent serial execution, T i must precede T j . But, since T j is in f ail (T i ), this means that the instantiation of the rule corresponding to T j would be deleted from the Concurrent Execution Set, after the updates made to the database by T i are propagated. T i cannot precede T j in any serial execution. Thus, T i cannot precede T j in any serializable execution.
Next, we define the conflicts between the conditions and actions of the rules to determine if for any two concurrently executing transactions T i and T j , either T i is in f ail (T j ) or vice versa.
Definitions:
Let T i and T j be executing concurrently, at some instant. Then, we have the following:
(1) Suppose T j has a negative dependency on relation R and the execution of T i includes an action which inserts a tuple into R such that the negative condition on R for the rule corresponding to T j is no longer satisfied in the database, after T i commits. Then, T j is in f ail (T i ).
(2) Suppose T j has a positive dependency on relation R and the execution of T i includes an action that deletes a tuple from R , such that the positive condition on R for the rule corresponding to T j , is no longer satisfied in the database, after T i commits. Then, T j is in f ail (T i ).
For each pair of concurrently executing transactions, T i and T j , we use the above conflict information based on the conditions and the actions of the corresponding rules to determine if T j is in f ail (T i ) or vice versa. When T j is in f ail (T i ), then the correctness criterion requires that in any commit order, T i never precedes T j . In addition, if T i commits its actions while T j is still executing, then the correctness criterion requires that T j must fail and the corresponding transaction must be aborted.
(3) Suppose T i has a negative dependency on R and T j either has a positive dependency on R or the execution of T j includes an action that deletes a tuple(s) from R . Then, this information does not support either T i is in f ail (T j ), or vice versa.
(4) Suppose the execution of T i includes an action that inserts a tuple(s) into R and T j either has a positive dependency on R or the execution of T j includes an action that deletes a tuple(s) from R . Then, this information does not support either T i is in f ail (T j ), or vice versa.
For each pair of transactions, as described in the two conditions (3) and (4), T i and T j may commit their actions to the database in any order.
A Locking Protocol Corresponding to the Correctness Criterion for Rules
We now present a protocol which assumes a pessimistic locking-based approach, derived from the basic 2-Phase Locking (2PL) protocol [12] . The protocol assumes a rule instantiation corresponding to a single combination of tuples satisfying the condition of the rule. It is based on shared read and exclusive write locks used in standard 2PL protocols. Locking granularity is at both the relation level and the tuple (page) level.
(1) Each transaction T i must obtain an R-lock (Read lock) for specific tuples (or specific pages) of the relations on which it positively depends; these tuples are used to verify the condition of the rule. If any of these retrievals return empty tuples, such that the required combination of specific tuples is not in the database, at the time of the retrieval, then the condition of the corresponding rule fails, and the transaction must be aborted.
(2) Each transaction T i must obtain an R-lock for the relation(s) on which it has a negative dependency. It must subsequently obtain an R-lock on all the tuples (pages) of the relation and verify that there are no tuples satisfying the negative dependencies in the condition of the corresponding rule. If the verification fails, the corresponding rule fails and T i must be aborted.
(3) Each transaction T i must obtain a W-lock (Write lock) for the relation(s) into which it inserts tuples. A previously held R-lock on the relation may be converted into an exclusive W-lock, if no other transaction is holding a R-lock on the relation.
(4) Each transaction T i must obtain an exclusive W-lock for specific tuples (pages) of the relation that it deletes (or inserts into).
(5) During execution, a transaction may be delayed because it cannot obtain a particular lock. If it is indefinitely delayed due to a deadlock situation, then all the locks currently held must be released, all requested locks must be canceled and the transaction must be terminated and restarted. A transaction which successfully obtains all locks and completes execution can commit all its changes to the database.
We preserve the two phases, the growing phase and the shrinking phase, used in basic 2PL schemes. Once all locks are obtained, in any order, transaction T i can execute. If it executes successfully, it will modify the database relations, corresponding to the RHS actions and then commit all of its changes to the database before releasing all locks. If it fails, i.e., the query verifying the condition fails, then T i must be aborted. Aborted transactions will immediately release all locks and no changes will be made to the database.
Obtaining the R-lock as described in condition (1) of the protocol prevents the subsequent deletion or update of these tuples, by other transactions. Suppose T i is aborted while obtaining the locks described in (1). Then T i is in f ail (T j ) for some transaction T j which was concurrently executing with T i . Further, T j would have already committed its actions at the time of the retrieval by T i , and T j would have deleted the tuples required by T i . Suppose T i is aborted while obtaining the locks described in condition (2) . Then T i is in f ail (T j ) for some concurrently executing transaction T j . T j would have already committed its actions and would have inserted some tuples, at the time of verifying the negative condition by T i . In the case of deletes, the syntax of the language restricts these deleted tuples to be also satisfying a positive dependency, in the rule. Thus, for condition (4), the transaction may have previously obtained an R-lock for these tuples while checking condition (1). We note here that the DBMS lock manager must allow a transaction to convert a previously held R-lock into an exclusive W-lock, provided no other transaction is currently holding a R-lock on that tuple (page).
With locking, there is aways the possibility that the concurrent execution of the transactions ends up in a deadlock (where one or more of the transactions cannot complete their execution). Some simple pre-processing of the transactions can make sure that the locks are requested and granted in some some predetermined order that will prevent deadlock. A similar approach was taken in [34] , where interfering rules are recognized and scheduled for a deadlock-free execution. However, most DBMS do not prevent deadlock using such methods, since it reduces the allowable concurrent execution schedules. Instead, they use mechanisms to detect when deadlock occurs and deal with it in a dynamic fashion, by terminating and restarting one or more of the deadlocked transactions.
Lock Management in the Transaction Manager
There are two important extensions to a conventional DBMS transaction manager that must be considered. One extension is to the lock manager which grants locks to transactions that are currently executing and request locks. The second issue relates to a special case of intra-transaction concurrency and requires the use of nested transactions.
We first discuss extensions to the lock manager. Recall that the protocol assumes that locking takes place at both the relation level and at the tuple level. Locks at the tuple level are assumed to be implemented by locking the corresponding relation pages. We now show that the information obtained about conflicts between conditions and actions of the rules, in the scenarios where there are no conflicts and the corresponding transactions are allowed to commit in any order, can be used to obtain a new lock compatibility matrix which influences the lock management strategy. This new strategy can be used by the lock manager to provide greater concurrent access of the database, compared to a lock compatibility matrix that corresponds to the traditional read/write conflicts. This is an important issue since greater concurrent access impacts the performance of the concurrent execution.
For a conventional lock manager based on read/write conflicts, there is a hierarchical dependency between locks at the page level and the corresponding relation level, i.e., when a relation is locked, then all of its pages are effectively locked. This is needed to prevent problems such as phantom inserts [1]. The Two Phase Locking protocol uses the following conventional lock compatibility matrix to grant locks. It is as follows: 
NO
A R-lock or a W-lock may be obtained, on individual pages or on the entire relation. R-locks are shared locks but there can only be a single W-lock held on a page or relation, and this is an exclusive lock, i.e., there can be no other locks held simultaneously. A transaction that holds an R-lock, either at the page level or the relation level, is allowed to obtain a corresponding W-lock, provided no other transaction holds an R-lock. To explain the hierarchical dependency between relation and page level locks, a R-lock on a page is compatible with a R-lock on the corresponding relation. However, it is incompatible with a W-lock on the corresponding relation or page of that relation. Similarly, a R-lock on a relation is compatible with another R-lock on that relation or with a R-lock on pages of the same relation. It is incompatible with a W-lock on that same relation or a page of that relation.
When we move away from the Read/Write conflicts and consider the conflicts between the conditions and actions, we obtain a new lock compatibility matrix. This matrix allows pages of a relation to be read, and even updated, while there is a lock being held on the relation itself. It is as follows: 
YES
The upper left quadrant and the lower right quadrant of the matrix are identical to the conventional matrix. However, the upper right and lower left quarters of this matrix are different. Usually when there is an R-lock on a relation, then this lock prevents W-locks being obtained on the pages of the same relation. Similarly, when there is a W-lock on a relation, then this effectively prevents any locks being obtained on pages of the relation. However, with the new matrix, an R-lock on a relation is also compatible with a W-lock on any page of that relation. Similarly, a W-lock on the relation is compatible with both an R-lock or a W-lock on any page of that relation. In other words, locks at the relation level do not affect locks at the page level and the two levels or granularities of locks are independent of each other. This is a very attractive feature; since there is no hierarchical dependency between relation and page level locks, relation level locks can be represented by a lock on a header page, corresponding to that relation. The relation level locks are now identical to page level locks on the header page. As a result, the task of granting a lock to a transaction at either level, and also detecting deadlock among a group of transactions, is simplified considerably,
In the following discussion, we demonstrate that our protocol in conjunction with this new lock compatibility matrix, will indeed produce a correct concurrent execution.
Suppose a rule is negatively dependent on a relation. Then during execution of the corresponding transaction, say T i , according to our protocol, a R-lock is obtained on the relation. Suppose another concurrently executing transaction, say T j , wishes to read an existing tuple in a page of the same relation or wishes to delete an existing tuple from a page. It will obtain either a R-lock or a W-lock on the page. From condition (3) in section 5.2, T j has no effect on T i and they may commit in any order. In other words, the R-lock on the relation should be compatible with either an R-lock or a W-lock on pages of the same relation, and T j must be allowed to obtain these locks. This is reflected in the new matrix. Thus, unlike the traditional matrix, there is potential for greater concurrency in executing transactions.
Also from the conflict information, during the execution of T i , insertions into the relation must be prevented, to maintain a correct execution. This is condition (1) of section 5.2. Based on our protocol, T i will obtain an R-lock on the relation for which it has a negative dependency. It then verifies that the relation does not already contain any tuples that will invalidate the negative dependency. What is being verified here is that between the time the negative dependency was verified in order to place the rule in the conflict set by the MMP, and the time the CEP started execution of the rule and the R-lock was obtained on the relation, no other transaction inserted tuples into this relation that could violate the negative dependency. Suppose another concurrently executing transaction, say T j , wishes to insert a tuple into this relation. T j has the potential of violating the negative dependency and this insertion must be prevented by delaying the execution of T j . Our protocol requires T j to obtain a W-lock on the relation. This W-lock on the relation is not compatible with the R-lock on the relation already held by T i . This is the case with both the conventional matrix and the new matrix. T j will thus be delayed from execution until after T i commits its execution and releases its locks. Thus, the protocol, in conjunction with the new lock compatibility matrix, maintains the correctness criterion.
Similarly, updating an existing tuple in the relation can produce a tuple that can violate the negative dependency. Again, the protocol requires that the transaction T j , corresponding to the rule that wishes to update a tuple, must first obtain a W-lock on the appropriate page of the relation to delete the tuple and then obtain a W-lock on the relation to insert a new tuple. Since the R-lock and W-lock on the relation are incompatible in the new matrix, T j will be delayed and it will not be able to insert the tuples that violate the negative dependency for T i . The correctness criterion is maintained.
Next, suppose a transaction T i inserts tuples into a relation. The protocol requires that a W-lock must be obtained for the relation. T i is not affected by other transactions that are either reading existing tuples or deleting existing tuples of that relation. This is condition (4) of section 5.2. Hence, both Rlocks and W-locks on pages of that relation must be compatible with a W-lock on the relation. Again, this is reflected in the new lock compatibility matrix and it has the potential of greater concurrent access of the database, in comparison with the conventional matrix. However, a subsequent rule T j that has a negative dependency on this relation should be delayed until after transaction T i , which is holding the W-lock on the relation, completes the insertion. This corresponds to condition (1) of section 5.2. The second transaction T j is required to obtain an R-lock on the relation, by our protocol. Since this R-lock is incompatible with the W-lock held by T i , T j is delayed. Thus the protocol maintains the correctness criterion.
We can present similar arguments when T i has a positive dependency on a tuple or deletes a tuple from a relation. It will obtain either a R-lock or a W-lock on that (tuple) page. Conditions (3) and (4) of section 5.2 state that any transaction T j which either inserts tuples into that relation or has a negative dependency on the relation is not affected by T i . The new lock compatibility matrix reflects this and allows greater concurrent access to the relations. However, in the case where T i has a positive dependency on a relation, condition (2) of section 5.2 shows that it may be affected by a transaction T j that deletes tuples from the relation. The protocol requires that T j obtain a W-lock on that page, and this will be incompatible with the R-lock already held by T i . T j will be delayed. The protocol and the new lock compatibility matrix will maintain the correctness criterion in this case. In summary, given the new lock compatibility matrix, the protocol maintains the correctness criterion in all cases of conflicting transactions while allowing greater concurrent access to the database in the cases where there are no conflicts.
Special Case of Intra-Transaction Concurrency
When rule sub-systems exploit set-oriented operations in selecting qualifying rules, each instantiation of a rule may be simultaneously satisfied by several different combinations of tuples. We call this case intra-transaction concurrency. For a correct execution, the conflicts between the conditions and the actions, corresponding to each of these combinations of tuples, must individually and collectively satisfy the criterion for a correct execution. We first motivate this need using an example and then show how the correctness criterion can be maintained through an extension to the nested transaction model [28] . In [28, 29] , nested transactions have been proposed as a means for controlling concurrency within a transaction. Although the original motivation for nested transactions [28] is somewhat unrelated to our problem, the same concept can be applied in our case, as well. A nested transaction is an extension to the simple transaction model and it allows subtransactions to be children of a parent transaction. A parent can have multiple children (subtransactions). In the nested transaction model, the execution of a parent transaction is suspended while its children execute concurrently; this is used to support parallelism within a single transaction. Each of the children can recursively spawn subtransactions. A subtransaction can access data that is accessible to its parents and it is assumed that all relations are accessed through the parent subtransaction. Since the subtransactions run concurrently, their execution must be serializable; this property is enforced at each level of the hierarchy of nested subtransactions. Children thus access data that is visible to the parents, subject to the serializability criterion. Parents cannot commit until all children complete execution by either committing or aborting. If the parent transaction aborts then all child subtransactions must abort.
We use the concept of nested transactions to treat each instantiation of a rule and one combination of the tuples that satisfies the condition of the rule, as a nested subtransaction of the parent.
If we examine the rule R6 of Example 3, each subtransaction corresponding to an instantiation of R6 will obtain an R-lock on the tuple B (4,7,b) or the tuple B (4,9,b) . Subsequently, the R-lock will be converted to a W-lock by that transaction, so that the tuple may be deleted. In the first scenario of , and then try to convert the R-lock to a W-lock, then the result is a deadlock. In this case both child subtransactions must be terminated. This can be avoided by a simple pre-processing of the production R6, where the lock conversion actually precedes obtaining the locks, i.e., a W-lock is originally obtained. In this alternative scenario of Figure 3 (b), only one subtransaction will obtain a W-lock on the page containing the tuple B(4,7,b), which it will subsequently delete. The other subtransaction will not be able to read this tuple after it obtains a W-lock on this page, since the tuple would have already been deleted by the previous transaction. As a result the second child subtransaction will fail and will be aborted. The execution will be correct, i.e., only one subtransaction will execute successfully and the other will fail. In the next scenario of Figure 3 (c), the two subtransactions obtain W-locks on different pages (or different tuples) and they can both execute successfully, and commit their changes to the database.
We note that any solution to guarantee correctness when there is the potential for intra-transaction concurrency will be expensive. Most other research on set-oriented rule execution [15, 44] do not guarantee a correct execution, at the intra-transaction level, for this reason.
A SIMULATION BASED STUDY OF CONCURRENT RULE EXECUTION
The performance of the concurrent execution of rules is studied using a simulation of a DBMS transaction processing environment. The focus of the study is to identify characteristic features of rules, characteristics of the database environment, and characteristics of lock management (that controls concurrent access to the relations). These features will be used to estimate the benefits and/or limitations of concurrent rule execution. The performance measures that are significant in a DBMS are the throughput for the transactions that are processed and are either successfully executed (commited) or fail (aborted).
As more transactions execute concurrently, the throughput should correspondingly increase. A second measure is the percentage of disk utilization. As more rules execute and concurrently access the relations, the disk utilization should increase correspondingly. A final measure is the number of transactions that are terminated and are restarted due to deadlock situations. As the number of restarted transactions in a concurrent execution increase, the throughput for the transactions that are processed is expected to decrease, although the disk utilization may remain fairly high due to increased number of disk accesses by the restarted transactions.
In [16, 18] , many characteristic features of rule programs were analyzed, and their impact on parallel execution strategies were studied. These characteristic features of rules have a similar impact on the concurrent execution in a DBMS environment, as is seen in the simulations. The features include the average number of positive conditions or negative conditions in the LHS of the rules, and the average number of RHS actions (inserts and deletes), per rule. The statistics reported in [16] were collected over all the rules in a program and it is assumed that the same distributions hold for the rules in the Concurrent Execution Set (CES). Another feature that affects the performance is the number of rules that are allowed to execute concurrently.
The database characteristics that have an effect on the performance are the number of relations, the size of the relations, the access patterns (random page accesses or a skewed distribution) and the lock management strategy. In all the experiments, the relations are assumed to be resident on a single disk. Many of the simulations were run with a small number of relations, of the order of 10, and with about 100 pages in a relation. This allowed the simulation of scenarios where there is a greater potential for deadlock during the concurrent execution, so that the limitations as well as the benefits of a concurrent execution could be identified. With a larger number of relations and a larger database, there is less potential for deadlock, especially with a uniform distribution of the locks. As a result, there is a greater potential to benefit from a concurrent execution, as is seen in the study. The number and size of the database relations are also varied to study their effect on the throughput, and the number of restarted transactions.
Another aspect of the simulation is to vary the degree of concurrent access to the database relations, and study its impact on the performance. As discussed in the previous section, the use of the conventional lock compatibility matrix or the new matrix that was proposed in this paper, can affect the degree of concurrent access to the relations. This has an impact on both the throughput and the disk utilization. In addition, the case where the locks on the relations are ordered so as to avoid a deadlock situation is studied. In this case, there are no restarted transactions; however, the concurrent access to the relations is also reduced correspondingly due to ordering the locks.
The simulation first assumed a uniform distribution of R-locks or W-locks on the database relations, and over the pages of the relations. Obviously, such a distribution assumes there are no hot-spots in the data, no skew in the distributions, etc. An experiment was next performed where the R-locks and Wlocks are skewed, and there is a (single) hot-spot. The hot-spot corresponds to one or more relations, for the locks obtained at the relation level, and it corresponds to some pages of a relation(s), for the page level locks. As expected, the presence of the hot-spots reduces the benefits of the concurrent execution, in comparison to the simulation when there are no hot-spots.
Each of the parameters or features described above were varied, independently, and for different numbers of rules executing concurrently, as determined by the multi-programming level (mpl), the throughput, the percentage of disk utilization and the number of restarted transactions are measured. The simulation environment and the results are described next.
A Description of the Simulation Environment
We now give a brief description of the simulation environment. Figure 4 is a model of the simulator. There are two modules, one is a Transaction Submission Module (TSM) which prepares input transactions corresponding to the qualifying rule instantiations from the CES. When a rule is committed and updates the database, then this module will prepare the transactions for the new rule instantiations that are triggered by these updates. The TSM uses the average characteristics of the rules, corresponding to each experiment, to randomly generate sample transactions which match these average characteristics. In each sample, for each rule, the page (tuple) accesses corresponding to the positive conditions and the page (tuple) accesses corresponding to the deletions are generated in either a random fashion, or following some skew in the distribution, as required. Similarly, the relation accesses corresponding to the negative conditions or to the insertions are also generated in either a random fashion, or following some skew in the distribution.
The cost of the Match/Maintenance Process is considered an overhead within this module, since we wanted to focus on the execution of the rules. The TSM also prepares the transactions to obtain the locks in an ordered manner so there is no deadlock, as required in some of the experiments. In [32] , we have expanded the simulator to accurately model the Match/Maintenance Process as well. We note that if a precedence based scheme or a priority based scheme is used in scheduling the transactions, then it would be the responsibility of the TSM to prepare the input transactions accordingly.
The second module is the Transaction Processing Module which models the Concurrent Execution Process. Transactions submitted from the TSM advance into the TPM by entering the ReadyQueue. Each transaction corresponding to a rule instantiation is represented as a sequence of page requests and some corresponding rule processing instructions. These instructions correspond to reading the page, verifying negative conditions, or marking pages for deletions and insertions. Within the TPM, transactions are admitted for processing based on the multiprogramming level (mpl) and the number of transactions that may currently be executing. The reason for this is to avoid an infinite number of restarts and to control data and resource contention. The Multiprogramming Manager (MPL) is responsible for removing transactions from the ReadyQueue and allowing them to start execution. The MPL checks if the number of already admitted (or active) transactions is less than the multiprogramming level of the system before advancing any transactions.
The transactions advance to the CCQueue or the queue for Concurrency Control. Transactions are taken off this queue by the Concurrency Control Manager (CC). The CC has many duties, which include performing the scheduling of the transactions and interacting with the lock manager (not shown in the figure) . Active transactions are serviced in a round-robin preemptive fashion and the CC tries to service the next pending request of the transaction located at the top of the CCQueue. In order to determine if a request can be serviced, the CC must interact with the lock manager of the database. There are four possible types of locks that may be acquired as indicated in the lock compatibility matrix described in the previous section. It is assumed that the lock table is main memory resident, thus, there is virtually no overhead for lock processing. The CC and the lock manager jointly implement the different lock management strategies, which may vary for the experiments as discussed previously.
Once a transaction has been scheduled, there are several paths it may take. The first is that the required lock is obtained and the transaction is queued at the DiskQueue for service by the Disk Manager (DM). Once the DM determines that a disk page request has been serviced, the transaction is placed in the RPRQueue to execute the rule processing instructions associated with that page. The Rule Processor (RPR) delays the transaction by the appropriate processing time associated with the corresponding instruction. It then makes a decision if the transaction must continue processing, it is ready to commit or if it must fail.
The second option for a transaction on the CCQueue is that it is blocked due to a lock conflict. The transaction then has to wait in the BlockQueue until this conflict ceases to exists. A transaction in this queue will be delayed for a certain time period and will then re-enter the CCQueue for a repeated lock request. After a transaction spends a certain period of time in this loop without advancing from the CCQueue, the process of deadlock detection is initiated by the CC. If a cycle is found in the transaction wait-for graph, a transaction is selected for abortion from the CCQueue. This transaction is returned to the ReadyQueue, after the CC releases all its currently held lock requests. Since the number of active transactions has been reduced, the MPL will advance a new transaction into the CCQueue.
Recall that the Rule Processor (RPR) makes the decision if the transaction must continue processing, if it is ready to commit or if it must fail. If the transaction must continue processing, it will require further page or relations accesses and it will be placed on the CCQueue to be serviced by the CC. A transaction must fail when its condition is no longer true in the database. This occurs when the transaction reads a page where some tuples have been marked as deleted. It can also occur when new pages have been inserted into a relation so that a negative condition may be violated. When either of these situations occur, the RPR will decide with a certain probability (to be discussed later) that the rule instantiation is unsuccessful and that the transaction must be aborted after it releases all its locks. Finally, if a transaction is about to commit, i.e., it has finished all its the reading, processing and writing back to the disk, then it is directed to the Commit Processor (CM). The CM releases all the locks currently held by the transaction and advances the transaction back to the TSM. The TSM then has the responsibility of determining if new rule instantiations must be created in response to these updates to the database and new input transactions provided to the TPM.
An important feature that we have tried to control in our experiments is the number of rules that can potentially be concurrently executed, say N pc . This value is determined by the number of rules that are initially placed in the Concurrent Execution Set (CES), the percentage of rules that execute successfully, and thus may trigger the execution of other rules, and the fanout factor for rules triggering the execution of other rules; i.e., the probability that changes made to the database by one rule triggers the execution of one or more rules. To simplify the simulation, we maintain N pc at a constant, throughout the duration of the simulation. A fixed number of rules are initially placed in the CES, and we maintain an average fanout for the rules. The percentage of rules that execute successfully or are aborted is also maintained at a constant (average) value, during the simulation. This is the reason the RPR will decide with a certain probability, to abort a transaction. Maintaining this probability at a constant value during the simulations allows us to study the effectiveness of increasing the number of rules that are concurrently executed, independent of the total number of rules that are successfully executed. We note that N c , the number of rules that are concurrently executing, is determined by (and cannot exceed) the multi-programming level, mpl, which varies from 1 (serial) to 12.
The Results of the Simulation Based Study
We now describe the results of the simulation study to identify the performance benefits and the limitations of a concurrent execution. In the first set of experiments, we study the effect of the rule characteristics on the concurrent execution, while varying the number of concurrently executing rules. This is done in a fairly small database to identify any limitations. In the second set of experiments, we vary the database characteristics that affect performance. This includes the size of the database and the lock management strategies that control concurrent access to the relations. In the final set of experiments, we study the effect of a skew in distributing the locks obtained by the transactions corresponding to the rule instantiations. The following table summarizes some of the characteristics that will be significant: 
Rule Characteristics that Affect the Performance
Before presenting the results of this set of experiments, we present an informal analysis of how the characteristic features of the rules affect the concurrent execution. Suppose that there are N c rules (transactions) that are executing concurrently. If these rules are negatively dependent on a relation and obtain an R-lock on the entire relation, then this will delay the concurrent execution of other rules whose actions insert (or update) tuples into this relation. In [16] , it is estimated that more than 50% of rules have no negative dependencies and that on the average, about 25% of the productions have a single negative dependency. Let f neg represents the average number of negative dependencies per rule. Then, f neg * N c R-locks will be obtained by the N c concurrently executing rules. Assume that the negative dependencies are uniformly distributed over the relations, N rel . Then, as f neg * N c approaches or exceeds N rel , most relations will have an R-lock. There will be a high probability of deadlock when a rule attempt to insert a tuple into a relation. However, if f neg * N c < < N rel , then, there is a high probability that the rules can execute concurrently without interference.
It is also estimated in [16] that on the average there are 2 RHS actions per rule and that more than 50% of these are insertions into relations. Recall that updates correspond to an insert and a delete. Let f act * N c be the average number of actions executed by N c concurrently executing rules. Of this, let (f ins + f upd ) * f act * N c be the average number of insertions and updates into N rel relations, respectively. Each of these actions requires a W-lock for the corresponding relation. A uniform distribution assumption implies that these actions affect (f ins + f upd ) * f act * N c relations and that number of W-locks will be obtained on these relations. Now, as ((f ins + f upd ) * f act ) + f neg ) * N c approaches N rel , then there is a high probability that a rule may be delayed or may be restarted due to a deadlock situation. There is also a high probability that a rule will be unsuccessful when it cannot verify a negative condition, due to the large number of insertions and updates. However, if ( f neg + (f ins + f upd ) * f act ) * N c < < N rel , then the concurrent execution should provide greater concurrent access to the relations and this should improve the throughput.
Rules with a positive dependency in the LHS conditions obtain a R-lock on specific tuples of relations. We assume a page level locking granularity. Hence, accessing each tuple requires reading a page of the corresponding relation. It is estimated in [16] that on the average a production can have 4 positive dependencies. Let f pos * N c represent the average number of tuples involved in the positive dependencies. It is also reported that less than 25% of the RHS actions, on the average, either delete or update tuples from relations. Let f del , f upd , be the average number of delete and update actions, respectively, each of which corresponds to a W-lock on the corresponding page. Consequently, f pos * N c R-locks will be obtained and (f del + f upd ) * f act * N c W-locks will be obtained on the pages of the relations, N pg . As (f pos + (f del + f upd ) * f act ) * N c approaches N pg , then with a uniform distribution of locks, there is a high probability of delays and restarts due to deadlock. There is also a high probability that a rule will be unsuccessful when a tuple it reads has been deleted. However, if (f pos + (f del + f upd ) * f act ) * N c < < N pg , then assuming that the locked pages are uniformly distributed, the concurrent execution should allow greater concurrent access to the pages of the relations, thus, improving the throughput.
In this first set of experiments, we vary the average number of RHS actions in the rules, either inserts or deletes. We note that the transactions are randomly generated so they match some desired average characteristics. We also vary the number of concurrently executing rules, N c , which is determined by the multiprogramming level, mpl. We measure the throughput, disk utilization and the potential for deadlock, which is measured by the number of restarted transactions. We assume a uniform lock distribution and a fairly small database with N rel = 10 and N pg = 1000. Thus, in these experiments, the number of locks held by the concurrently executing rules, both at the relation and page level are comparable to the total number of relations and pages, respectively. This allows us to determine the limits to a concurrent execution.
In the results of Figures 5, 6 , and 7, we vary the average number of inserts per rule while the average number of positive and negative conditions in the LHS of the rules are fixed, as well as the average number of delete actions. Figure 5 plots the throughput versus the average number of inserts, for varying numbers of rules executing concurrently as determined by the value of mpl. As the average number of -25 -inserts increase (from 1 to 4), the probability that a rule has a negative condition on a relation into which a tuple(s) has already been inserted by another rule increases. This implies that the probability that such a rule is unable to verify its negative condition and is aborted is correspondingly higher. In addition, we note from the lock compatibility matrix that the relation level W-locks that are obtained to insert tuples into the relations are incompatible with the R-locks needed to verify the negative conditions. Consequently, as the average number of inserts per rule increases, the probability that a rule will be delayed while waiting for a relation level lock, and the probability of deadlocks and restarted transactions also increase. Figure 5 shows that as the average number of inserts increase, and more rules are either delayed or are unsuccessfully executed, the throughput decreases. Figure 5 also indicates that the throughput for a value of mpl = 5 is higher than for a value of mpl = 10, i.e., as the number of concurrently executing rules increase, the throughput may actually decrease. To explain this, Figure 6 plots the number of transactions that are involved in a deadlock and are restarted, for varying number of insert actions. For a value of mpl = 10, the number of restarts is much higher than for a value of mpl = 5. As the average number of inserts increase, the number of restarted transactions for a value of mpl = 10 also increases more rapidly, when compared to a value of mpl = 5. This is explained by the fact that when there are more transactions executing concurrently, i.e., with higher values of mpl, and when the average number of inserts per rule are also higher, then, a larger number of locks on relations are being held concurrently. This causes the number of transactions restarted due to deadlocks to be higher. As a result, the advantage of executing more rules concurrently is offset by the disadvantage of transactions restarts, and we see a lower throughput for a value of mpl = 10. Figure 7 plots the disk utilization as the average number of inserts per rule increases. We see that for higher average inserts, the lower throughput (indicated in Figure 5 ) is accompanied by lower values of disk utilization. The figure also shows that the disk utilization for a value of mpl = 10 is higher than for a value of mpl = 5, although the corresponding throughput for a value of mpl = 10 is actually lower (in Figure 5 ). To explain, the restarted transactions cause a larger number of disk accesses, thus increasing disk utilization. However, the throughput is measured by the number of rules that are actually executed and a larger number of restarts does not contribute to higher throughput values.
For the second experiment in this set, we increased the average number of delete actions per rule, while keeping the positive and negative conditions as well as the insert actions fixed. Figure 8 plots the throughput versus the average number of deletes, for varying numbers of concurrently executing rules, i.e., values of mpl. Figure 9 plots the number of restarted transactions versus the average number of deletes, for varying values of mpl. The plots are very similar to the results obtained as we increased the average number of inserts per rule. One difference is that increasing the number of delete actions increases the number of W-locks obtained on pages of relations; in contrast, increasing the average number of inserts increases the number of W-locks at the relation level. The effect of the latter where the entire relation is locked, on the number of transactions restarted due to deadlock, is much more severe than the effect of the former. Thus, if we compare the actual number of restarted transactions in Figure 6 and Figure 9 , this number is much larger in Figure 6 , as we increase the average number of inserts per rule.
This also explains the difference of the serial execution (mpl = 1) in Figures 5 and 8 . In Figure 5 , as the average number of inserts per rule increases, the throughput corresponding to the serial execution decreases. However, in Figure 8 , as the average number of deletes per rule increases, the throughput increases. To explain, the cost of an aborted transaction (in a serial or concurrent execution), is associated with the delay in accessing the database by the other transactions, due to the aborted transaction. For the concurrent execution, there is also a cost associated with transactions that are aborted due to deadlock with another transaction which itself is subsequently aborted. This cost associated with aborted transactions is lower as the average number of deletes increase, or the number of W-locks on pages increase, in comparison to an increase in the average number of inserts, where the entire relation is locked. Thus, for the serial execution, the throughput may increase, as the average number of deletes increase, as seen in Figure 8 , whereas the throughput decreases as the average number of inserts increase, as seen in Figure 5 .
To summarize this first set of experiments, we assumed a fairly small database where the number of relation level locks and page level locks that are held concurrently by the rules, are comparable to the number of relations and pages, respectively. Thus, with several rules executing concurrently, there was greater potential for delays while waiting for locks to be released and a greater number of deadlocks where the transactions were aborted and restarted. As a result, the throughput decreased as we increased the number of rules executing concurrently (mpl) from 5 to 10. In addition, the decrease in throughput was more severe when more rule actions were inserting tuples into relations, when compared to more rule actions that were deleting tuples from relations. This is because the cost associated with aborted transactions that hold more relation level locks (corresponding to inserts) is greater than the cost associated with aborted transactions that hold more page level locks (corresponding to deletes).
Database Characteristics that Affect the Performance
As mentioned earlier, the first set of experiments was to understand the characteristic features of the rules that could limit the advantages of a concurrent execution. With larger values of N rel and also a larger database, the throughput should be much higher and this is indeed demonstrated by the next set of experiments. In the second set of experiments, we study the database characteristics that affect the concurrent execution. We vary the database size, i.e., N rel and N pg , for varying values of multiprogramming, mpl. We also study the effect of different lock management strategies to control concurrent access to the relations and the pages of the database. Recall that the conventional lock compatibility matrix, namely CONV, was much more restrictive in granting locks when compared to the new compatibility matrix we proposed in the previous section, namely NEW. We study the difference between these two schemes, represented by the two different compatibility matrices, CONV and NEW. The third scheme we study is one that utilizes the NEW compatibility matrix; however the locks obtained by the transactions are also ordered so as to prevent deadlock [1]. We call this third scheme NEW-ND. Figure 10 shows that for smaller values of mpl, i.e., a smaller number of concurrently executing rules, the scheme NEW is superior to both NEW-ND as well as CONV. As the value of mpl increases, and more rules execute concurrently, the scheme NEW-ND has a better throughput than NEW, whereas the throughput for the scheme CONV is consistently lower. For all the three schemes, the throughput increases as the value of mpl increases from a value of 1, or a serial execution, and after reaching a maximum value it tends to decrease. In the corresponding plot of Figure 11 , we see that as the value of mpl increases, the number of restarted transactions for CONV is much greater than the number of restarted transactions for NEW. Obviously, NEW-ND is deadlock-free so no transactions are restarted.
To explain the results of Figures 10 and 11 , NEW always performs better than CONV since its lock compatibility matrix allows greater concurrent access to the relations and pages. CONV has a greater potential for deadlocks since W-locks at the relation level are incompatible with the locks at the page level. As a result, CONV has a larger number of restarted transactions compared to NEW and its throughput is correspondingly lower than NEW. We also note that in Figure 10 , the throughput of the scheme CONV, for mpl values of 10 and 12 are extremely low; the simulation data produced situations where some restarted transactions were indefinitely causing deadlocks, and their execution had to be terminated by the DBMS.
However, even with the new lock compatibility matrix corresponding to NEW, when more rules are executing concurrently, there are more locks held on the relations. Consequently, the number of restarted transactions increases with increasing values of mpl, as seen in Figure 11 . This causes the throughput to decline for all three schemes, with larger values of mpl, as seen in Figure 10 . If we compare NEW-ND with NEW, with smaller values of mpl, NEW has a higher throughput. This is because the NEW-ND scheme, by forcing the locks to be obtained in some particular order, delays the transactions requiring locks and there is less potential for concurrent access and less benefits. Figure 12 , which plots the disk utilization versus the value of mpl indicates that the percent of disk utilization for NEW-ND is always lower than that for NEW. However, as the value of mpl increases, and there are more transactions executing concurrently and more deadlocks and restarted transactions with NEW, the advantage of greater concurrent access with NEW is offset by the disadvantage of restarting transactions due to deadlock. Thus, for larger values of mpl, the scheme NEW-ND has a higher throughput than NEW.
Recall that we stated earlier that we were interested in identifying those features that limit the benefits of a concurrent execution. We also expect the performance benefits of a concurrent execution to be much greater with a larger database, i.e., as the potential for deadlock decreases. In the final experiment in this set, we varied the number of relations in the database, N rel , from 10 to 40 relations. Each of the relations was assumed to be the same size, so the size of the database increases correspondingly. In Figure 13 , we plot the throughput versus the value of mpl, for different values of N rel . As we expect, with a larger number of relation, (N rel = 40), the throughput increases to a much greater extent, when compared to the serial execution (mpl = 1), in comparison to the case where the number of relations is smaller (N rel = 10). In addition, with N rel = 40, the throughput keeps increasing as we increase the value of mpl, e.g, up to mpl = 10. In contrast, with a smaller number of relations, or N rel = 10, the throughput reaches a maximum for lower values of mpl, (mpl = 6), and then decreases. This too is explained by the fact that with a larger number of relations, there is less probability of deadlock and restarted transactions, for a similar number of rules executing concurrently. Hence, the disadvantage of restarted transactions are not as great, and the advantage of greater concurrent access with increasing values of mpl is obtained.
To summarize this second set of experiments, we studied the database characteristics that affect rule execution. This includes the size of the database and the effect of the different lock compatibility matrices. With the matrix NEW, there is greater potential to benefit from concurrent access to the relations, compared to the conventional matrix, CONV. However, as the number of concurrently executing rules increase, the benefits from the concurrent execution with NEW can decrease. The scheme NEW-ND that prevents deadlocks does not have as much benefit when a few rules are executing concurrently since it limits concurrent access to the relations. However, it may provide the best transaction throughput when there are larger number of rules executing concurrently and when there is a greater potential for delays, deadlocks and restarted transactions. Finally, as the size of the database increases, with uniform distribution of locks, there is less potential for deadlock. In this case, the throughput does not eventually decrease with increasing values of mpl for NEW. We also note that a major factor limiting the performance benefit in these cases is the limitation of utilizing a single disk. We cannot expect much greater performance benefits unless we simulate a database which is resident on multiple disks.
The Effect of Skew in Obtaining the Locks on the Performance
For the final set of experiments, we study the effect of skew in obtaining locks in the database. For the relation level locks, a single hot-spot is identified as a set of one or more relations. For the page level locks, a set of pages of one or more relations is identified as a hot-spot. A skew of s percent means that s percent of the locks are distributed over the hot-spot and (100-s) percent of the locks are uniformly distributed over the entire database. Although this is a fairly simple model for a skewed distribution, it serves the purposes of the simulation, where we wish to identify the limits of the performance benefits of the concurrent execution. Figure 14 plots the throughput versus the percentage of locks which are skewed, i.e., directed to the hot-spot, for varying values of mpl. Figure 15 plots the corresponding number of restarted transactions. As expected, as the percentage of skew in the locks increases, the throughput decreases. To explain, as the percentage of skew in the locks increases, there is a higher probability of deadlocks occurring in the hot-spot. As a result, the number of restarted transactions increases, as seen in Figure 15 . This causes the throughput to decrease as the skew increases. Figure 14 also indicates that as the percentage of skew in the locks increases, the throughput for a lower value of mpl (mpl = 5) is higher than for a higher value of mpl (mpl = 10). To explain, we refer to Figure 15 which indicates that the number of restarted transactions for mpl = 10 is much higher than the number of restarted transactions for mpl = 5. This is because, with a larger value of mpl, there are more transactions seeking locks in the hot-spot and the probability of deadlocks and restarted transactions, in the hot-spot, increases correspondingly. Hence, the throughput for mpl = 10 is lower than the throughput for mpl = 5.
To summarize the results of the simulation study, in the first set of experiments, we identified the average number of insert and delete actions per rule and the number of rules executing concurrently as those characteristic features of rules which can limit the performance benefit of a concurrent execution with a small database. In the second set of experiments, we studied the effect of various schemes, NEW, NEW-ND and CONV, which provided different levels of the concurrent access to the relations and the effect of varying the size of the database. In the third set of experiments, we studied a simple model of skew in obtaining the locks on the relations and the pages and its effect on the performance of the concurrent execution. We have continued our simulation based study of concurrent rule execution and we discuss further issues in the next section.
CONCLUSIONS
The concurrent execution of rules (transactions) is studied in a relational DBMS environment. We present a system architecture for this environment. We define a correctness criterion for the concurrent execution of rules. It is based on the DBMS serializability criterion. However, it is defined on the basis of conflicts between the conditions and actions of rules, as compared to the traditional read/write conflicts of transactions in a DBMS. We then develop a protocol based on the Two Phase Locking scheme. We discuss the extensions to a conventional transaction manager to support this protocol. One extension deals with lock management. The information on the conflicts between conditions and actions of rules is used to obtain a new lock compatibility matrix. The new matrix allows pages of a database relation to be accessed by a transaction while the relation itself may have a lock held on it from another transaction and thus supports greater concurrent access to the relations. The second extension uses the concept of nested subtransactions to allow concurrent execution within a single transaction.
An extensive simulation based study identified the performance benefits and the limitations of the concurrent execution process. In future research, we propose to extend this simulation study [32] . We propose to study the impact of using more optimistic strategies for concurrency control instead of the more pessimistic locking based strategies. We will further identify characteristics of rules such as the probability that an insert or an update will cause another rule to fail and be aborted, or the probability that the execution of a rule will cause the execution of specific rule(s); this information may depend on particular characteristic of the application domain. Another important issue is modeling hot-spots; when rules capture problem solving information or enforce integrity constraints, it may be possible to use some semantic information to determine the skew in accessing portions of the disk and obtaining locks. We wish to model a database which may be resident on multiple disks with possibly redundant information. Here, the relations may be clustered on different disks and we would be interested in a concurrent execution strategy that allowed a maximum utilization of the multiple disks. In this case, clustering the relations may depend on the characteristics of the rules. Another issue is the use of building indices to support rule processing and the cost of maintaining these indices. Finally, in [6] , a study was done on various solutions for evaluating the conditions and executing the actions, of rules, within the same or different transactions. In future simulation studies, where we model the process of matching the rules against the database as well as rule execution, we hope to study the effect of varying the transaction boundaries for rules. We also propose to study the use of priorities or precedences among the rules and its impact on the concurrent execution process.
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