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Abstract
Among many approaches to increase the computational efficiency of
semidefinite programming (SDP) relaxation for quadratic constrained
quadratic programming problems (QCQPs), exploiting the aggregate
sparsity of the data matrices in the SDP by Fukuda et al. (2001) and
second-order cone programming (SOCP) relaxation have been popu-
lar. In this paper, we exploit the aggregate sparsity of SOCP relax-
ation of QCQPs. Specifically, we prove that exploiting the aggregate
sparsity reduces the number of second-order cones in the SOCP re-
laxation, and that we can simplify the matrix completion procedure
by Fukuda et al. in both primal and dual of the SOCP relaxation
problem without losing the max-determinant property. For numerical
experiments, QCQPs from the lattice graph and pooling problem are
tested as their SOCP relaxations provide the same optimal value as
the SDP relaxations. We demonstrate that exploiting the aggregate
sparsity improves the computational efficiency of the SOCP relaxation
for the same objective value as the SDP relaxation, thus much larger
problems can be handled by the proposed SOCP relaxation than the
SDP relaxation.
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1 Introduction
Quadratically constrained quadratic programming problems (QCQPs) repre-
sent an important class of optimization problems in both theory and practice.
A variety of problems arising from engineering and combinatorial applications
can be formulated as QCQPs, for example, quadratic assignment problem [5],
radar detection [11], and graph theory [26]. More applications can be found
in [7]. If QCQPs are convex, many efficient algorithms exist to find their
solutions [17, 28]. Nonconvex QCQPs are, however, known as NP-hard in
general [10].
Nonconvex QCQPs have been studied by relaxation methods via lift-
ing and convexification [9], most notably, semidefinite programming (SDP)
relaxation. SDP relaxation has been popular as it can obtain tight approx-
imate optimal values of QCQPs. In fact, SDP relaxation has been applied
to a broad range of problems such as the maxcut problems [14], sensor net-
work localization [8], optimal contribution selection [31, 34], and the pooling
problem [21, 30].
Solving the SDP relaxation of large QCQPs can be very time-consuming
and obtaining an approximate optimal value with accuracy is often difficult
due to numerical instability [31]. It is particularly true when the primal-dual
interior-point methods [25, 32] are used to solve the SDP relaxation. As a
result, various methods have been proposed to alleviate the difficulties. The
chordal sparsity exploitation proposed by Fukuda et al. [13] for SDP prob-
lems is regarded as a systematic method that effectively utilizes the structure
of the data matrices. In [13], the variable matrix was decomposed into small
sub-matrices, each of which was associated with the maximal cliques of the
chordal graph of the SDP. To relate the resulting sub-matrices for the equiv-
alence to the original SDP, additional equality constraints were added to the
SDP problem with the decomposed sub-matrices. After solving the SDP
with the sub-matrices and equality constraints, a completion procedure to
patch the sub-matrices was performed to recover the original variable matrix
as the final solution. Fukuda et al. showed that the completion procedure
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results in a matrix with the maximum determinant among all possible com-
pleted matrices. From the computational perspective, the computational
gain by exploiting the chordal sparsity in SDPs is clear only when the re-
sulting SDPs have small sizes of the sub-matrices and moderate numbers of
additional equality constraints.
The chordal sparsity in SDP relaxation has been studied and implemented
in many literature and softwares. The chordal sparsity was studied from vari-
ous angles in [33] by Vandenberghe and Andersen. Kim et al. [20] introduced
a Matlab software package called SparseCoLO [12] that exploits the chordal
sparsity of matrix inequalities. SDPA-C [35] is implementation of a parallel
approach for SDPs using the chordal sparsity. Mason et al. [24] applied the
chordal sparsity to the Lyapunov equation. In contrast, the chordal spar-
sity has not been studied in the context of second-order cone programming
(SOCP) relaxation.
For some classes of QCQPs, the SOCP relaxation provides the same op-
timal value as the SDP relaxation, though it is a weaker relaxation than
the SDP relaxation in general. Kim and Kojima [19] proved that nonconvex
QCQPs with non-positive off-diagonal elements can be exactly solved by the
SDP or SOCP relaxations. More recently, for QCQPs with zero diagonal ele-
ments in the data matrices, Kimizuka et al. [21] showed that the SDP, SOCP
and linear programming (LP) relaxations provide the same objective value.
For these classes of QCQPs, the SOCP relaxations are far more efficient than
the SDP relaxation.
The main purpose of this paper is to exploit the aggregate sparsity in the
SOCP relaxation. Our approach in this paper has two major differences from
the method utilizing the chordal sparsity in SDP [13]. First, it does not re-
quire any additional equality constraints to exploit the sparsity in the SOCP.
Thus, the proposed method for the SOCP can improve the computational
efficiency for solving the SOCP relaxation. The problems, for which the SDP
and SOCP relaxations provide the same optimal value, especially can benefit
from the increased efficiency of the proposed method. Second, our approach
can generate a completed matrix that attains the maximum determinant
without relying on the completion procedure as in the SDP relaxation. As a
result, the completion procedure is not necessary in our approach. Thus, we
can expect that the SOCP relaxation can be solved much faster.
We report numerical results to demonstrate the efficiency improved by ex-
ploiting the sparsity in the SOCP relaxation. We generated test instances to
satisfy the condition of [19] using lattice graphs, and we also tested instances
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of the pooling problems from [21]. Through the numerical experiments, we
observe that the SOCP relaxation with the proposed sparsity exploitation
spends much less computational time to obtain the same objective value as
the SDP relaxations.
The rest of the paper is organized as follows. In Section 2, we briefly
review relaxation methods for QCQPs and describe some background on
exploiting the chordal sparsity in SDPs. In Section 3, we discuss the sparsity
exploitation in the SOCP relaxation. We prove that the completed matrix
in the proposed approach attains the maximum determinant among possible
completed matrices. In Section 4, we report the numerical results on the
QCQPs from the lattice graph and pooling problem. Finally, in Section 5,
we give our conclusion remarks.
2 Preliminaries
We start this section by introducing some notation that will be used in this
paper. We use the superscript > to denote the transpose of a matrix or
a vector. Let Rn be a n-dimensional Euclidean space. We use Rn+ ⊂ Rn
for a nonnegative orthant in n-dimensional Euclidean space. Let Rn×n be
the set of n × n real matrices, and let Sn ⊂ Rn×n be the set of n × n real
symmetric matrices. We use Sn+(Sn++) ⊂ Sn for the set of positive semidefinite
matrices (positive definite matrices, respectively) of dimension n. We also
use X  O(X  O) to denote X is a positive semidefinite matrix (a positive
definite matrix, respectively). The inner product X • Y between X and Y
in Sn is defined by X • Y = trace(XY ).
2.1 SDP and SOCP relaxations of QCQPs
A general form of QCQPs can be given as follows:
minimize : x>P0x+ 2q>0 x+ r0
subject to : x>Pkx+ 2q>k x+ rk ≤ 0 for 1 ≤ k ≤ m, (1)
where the decision variable is x ∈ Rn, and the input data are Pk ∈ Sn,
qk ∈ Rn and rk ∈ R for k = 0, . . . ,m.
If Pk  O for all k, the problem (1) is a convex problem and can be
solved efficiently, for example, by interior-point methods [29]. In contrast, if
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Pk is not positive semidefinite matrix for some k, the problem is nonconvex
and can be NP [10].
We define Qk :=
[
rk q
>
k
qk Pk
]
∈ Sn+1 for each k = 0, . . . ,m, and introduce a
variable matrix X ∈ Sn+1. The standard SDP relaxation based on lift-and-
project convex relaxation [6, 16, 23] for QCQP (1) can be given as follows:
minimize: Q0 •X
subject to: Qk •X ≤ 0 for 1 ≤ k ≤ m
H0 •X = 1
X ∈ Sn+1+ , (2)
where H0 :=
[
1 0>
0 O
]
∈ Sn+1.
By further relaxing the positive semidefinite condition X ∈ Sn+1+ with
the positive semidefinite conditions of all 2 × 2 principal sub-matrices, Kim
and Kojima [18] proposed an SOCP relaxation (3) below. This corresponds
to the dual of the first level of the scaled diagonally dominant sum-of-squares
(SDSOS) relaxation hierarchy discussed in [1].
minimize: Q0 •X
subject to: Qk •X ≤ 0 for 1 ≤ k ≤ m
H0 •X = 1
X ∈ Tn+1+ . (3)
Here, Tn+1+ is defined to denote the set of symmetric matrices that satisfy
the positive semidefinite conditions of all 2× 2 principal sub-matrices as
Tn+1+ := {X ∈ Sn+1|X ij  O for (i, j) ∈ J}.
where X ij is defined by
X ij :=
(
Xii Xij
Xij Xjj
)
∈ S2
and J is an index set defined by J := {(i, j)|1 ≤ i < j ≤ n + 1}. The
equivalence between X ij  O and Xii+Xjj
2
≥
∥∥∥∥( Xii−Xjj2Xij
)∥∥∥∥ enables us to
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formulate (3) problem as an SOCP [18], therefore, (3) is an SOCP relaxation
of (1).
Due to the relation Sn+1+ ⊂ Tn+1+ , the SOCP relaxation (3) is weaker than
the SDP relaxation (2). However, there exist certain classes of QCQPs whose
SDP and SOCP relaxations are exact, for example, [19].
2.2 The matrix completion with chordal graph
It is frequently observed in many applications that the matricesQ0,Q1, . . . ,Qm
have some structural sparsity. Fukuda et al. [13] and Nakata et al. [27] ex-
ploited the sparsity in the data matrices using the chordal graph. We call
such sparsity related to the chordal graph the chordal sparsity. We briefly
describe their matrix completion technique.
For the SDP relaxation problem (2), we first define an aggregate spar-
sity graph G(V,E) as an undirected graph with the set of vertices V =
{1, 2, . . . , n+ 1} and the set of edges
E = {(i, j) ∈ J | and [Qk]ij 6= 0 for some k ∈ {0, 1, . . . ,m}} .
We sometimes call E the aggregate sparsity pattern, and the sparsity related
to E the aggregate sparsity. An undirected graph is called chordal if every
cycle of four or more vertices has a chord. When the aggregate sparsity
graph G(V,E) is not chordal, we can find a chordal graph G(V, Ê) such that
E ⊂ Ê ⊂ J by adding appropriate edges to E. The graph G(V, Ê) is called a
chordal extension, and it is known that the chordal extension is related with
the sparse Cholesky factorization [33].
A vertex set C ⊂ V is called a clique if the induced subgraph G(C, (C ×
C) ∩ E) is a complete graph, and a clique C is called a maximal clique if
it is not a subset of any other clique. When G(V, Ê) is a chordal graph,
we can enumerate the set of maximal cliques Λ = {C1, . . . , Cp}, where p is
the number of maximal cliques. Without loss of generality, we can assume
that the order of {C1, . . . , Cp} is a perfect elimination ordering [13, 27], and
that each vertex in V is covered by at least one maximal clique, that is,
V = ∪pl=1Cl.
We use the following notation for an edge set E ⊂ J and a matrix X ∈
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Sn+1:
Sn+1(E,X, ?) = {X ∈ Sn+1|Xij = X ij for (i, j) ∈ E ∪D}
Sn+1+ (E, ?) = {X ∈ Sn+1|∃X̂ ∈ Sn+1+ such that X̂ ∈ Sn+1(E,X, ?)}
Sn+1(E, 0) = {X ∈ Sn+1|Xij = Xji = 0 for (i, j) /∈ E ∪D}
Sn+1+ (E, 0) = S
n+1(E, 0) ∩ Sn+1+ .
Here, D is the index set that corresponds to the diagonal elements; D =
{(i, i) : 1 ≤ i ≤ n+1}. We also defineX(E,C) as a matrix in Sn+1(E,X, ?)∩
Sn+1((C ×C) ∩ J, 0). Note that if E is the edge set of the chordal extension
(that is, E = Ê) and Cl is a clique of G(V, Ê), then X(Ê, Cl) is uniquely
determined for a given X ∈ Sn+1.
The fundamental theorem on the matrix completion by Grone et al. [15]
can be described as follows.
Theorem 1. [15] Fix X ∈ Sn+1. For X ∈ Sn+1(Ê,X, ?), it holds that
X ∈ Sn+1+ (Ê, ?) if and only if X(Ê, Cl)  O for each Cl ∈ Λ.
The main idea in [13] and [27] is to replace the positive semidefinite
condition X  O with the positive semidefinite conditions for the sub-
matrices X(Ê, C1), . . . ,X(Ê, Cp)  O. More precisely, the following SDP
(4) is solved instead of (2):
minimize:
p∑
l=1
Q0(Ê, Cl) •X(Ê, Cl)
subject to:
p∑
l=1
Qk(Ê, Cl) •X(Ê, Cl) ≤ 0 (k = 1, ...,m)
[X(Ê, Cu)]11 = 1 for u ∈ {u ∈ {1, 2, . . . , p}|1 ∈ Cu}
[X(Ê, Cu)]ij = [X(Ê, Cv)]ij for (i, j, u, v) ∈ U
X(Ê, Cl)  O (l = 1, ..., p). (4)
For each k, Qk is decomposed into Qk(Ê, C1), . . . ,Qk(Ê, Cp) ∈ Sn+1 such
that Qk =
∑p
l=1Qk(Ê, Cl). It is always possible to decompose as above
since Ê is a chordal extension of the aggregate sparsity pattern graph. The
set U defined by
U = {(i, j, u, v) | (i, j) ∈ (Cu × Cu) ∩ (Cv × Cv)}\{(1, 1)}, i < j,
(Cu × Cu) ∩ (Cv × Cv) 6= ∅ for 1 ≤ u < v ≤ p}.
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represents the overlaps among the cliques, thus the additional equality con-
straints [X(Ê, Cu)]11 = 1 and [X(Ê, Cu)]ij = [X(Ê, Cv)]ij should be intro-
duced in (4) for the overlapped elements.
We use X(Ê, C1), . . . ,X(Ê, Cl) to denote a solution of (4). To simplify
the discussion here, we assume X(Ê, C1), . . . ,X(Ê, Cl) are positive definite
matrices. With the additional equality constraints above, we can uniquely
determine the entire matrix X ∈ Sn+1 such that
X ij =
{
[X(Ê, Cl)]ij if (i, j) ∈ Cl × Cl for some l ∈ {1, . . . , p}
0 if (i, j) /∈ (C1 × C1) ∪ . . . ∪ (Cp × Cp).
Since the entire X is not necessarily positive semidefinite, we complete
X to X̂ ∈ S+(Ê, ?) by the completion procedure of [13]. The completion
procedure is described in detail in [27] where the matrix is completed in the
order of the maximal cliques {C1, . . . , Cp}. We include the following lemma
on X̂ for the subsequent discussion.
Lemma 2. [13]. The completed matrix X̂ computed by the completion pro-
cedure is the unique positive definite matrix that maximizes the determinant
among all possible matrix completions of X, that is,
det X̂ = max
{
detX
∣∣∣ X ∈ Sn+1++ ∩ Sn+1(Ê,X, ?)} .
It follows from [13] that the completed matrix X̂ is an optimal solution
of the SDP relaxation problem (2).
We should mention that there exists trade-off in terms of the compu-
tational efficiency for solving (4). Replacing X  O with X(Ê, C1), . . . ,
X(Ê, Cp)  O reduces the computational cost required for X  O, espe-
cially when the size of X is large. However, the additional equality con-
straints such as [X(Ê, Cu)]11 = 1 and [X(Ê, Cu)]ij = [X(Ê, Cv)]ij can be
new computational burden. Moreover, the completion procedure needs to
be performed. Thus, the conversion to (4) works well when the cliques
C1, . . . , Cp are small and the size of the set U for the overlapping elements is
small.
3 The sparsity of the SOCP relaxation
In this section, we discuss how the aggregate sparsity in the SOCP relaxation
(3) can be exploited and how it is different from the case in the SDP relax-
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ation. We will also investigate the sparsity exploitation using dual problems.
3.1 A matrix completion in the SOCP relaxation
Similarly to the chordal sparsity in the SDP relaxation, we define the follow-
ing notation for an edge set E ⊂ J :
Tn+1+ (E, ?) := {X ∈ Sn+1|∃X̂ ∈ Tn+1+ such that X̂ ∈ Sn+1(E,X, ?)}
Tn+1+ (E, 0) := S
n+1(E, 0) ∩ Tn+1+ .
The set T+(E) for an edge set E is defined by
Tn+1+ (E) := {X ∈ Sn+1|X ij  O for (i, j) ∈ E,Xii ≥ 0 for i ∈ Ve},
where
Ve := {i ∈ V |(i, j) /∈ E for ∀j ∈ {i+ 1, . . . , n+ 1}
and (j, i) /∈ E for ∀j ∈ {1, . . . , i− 1}}
is the set of vertices that are not involved in E. Since X ij  O guarantees
the non-negativeness of Xii and Xjj for (i, j) ∈ E, we know that all the
diagonal elements of any matrix in Tn+1+ (E) are nonnegative, that is, Xii ≥ 0
holds for each i ∈ V if X ∈ Tn+1+ (E).
We now examine the equivalence between Tn+1+ (E, ?) and T
n+1
+ (E). For a
matrixX ∈ Tn+1+ (E), let us consider a rangeRij(X) := [−
√
XiiXjj,
√
XiiXjj]
for each (i, j) ∈ J and introduce a set
T̂
n+1
+ (E,X) := {X̂ ∈ Sn+1(E,X, ?)|X̂ij ∈ Rij(X) for (i, j) /∈ E ∪D}.
Lemma 3. It holds that Tn+1+ (E, ?) = T
n+1
+ (E).
Proof. First, we show Tn+1+ (E, ?) ⊂ T
n+1
+ (E). Fix X ∈ Tn+1+ (E, ?). Then,
there exists X̂ ∈ Tn+1+ such that X̂ij = Xij for (i, j) ∈ E∪D. Since X̂ ∈ Tn+1+
and E ⊂ J , we know
[
X̂ii X̂ij
X̂ij X̂jj
]
 O for (i, j) ∈ E, thus X̂ij = Xij for
(i, j) ∈ E ∪ D leads to X ij  O. Furthermore, for each i ∈ V \{n + 1}, it
holds that (i, i+ 1) ∈ J . Then,
[
X̂ii X̂i,i+1
X̂i,i+1 X̂i+1,i+1
]
 O guarantees X̂ii ≥ 0
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and X̂i+1,i+1 ≥ 0 for each i ∈ V \{n + 1}. This implies Xii ≥ 0 for each
i ∈ Ve, since X̂ii = Xii for (i, i) ∈ D and Ve ⊂ V .
For Tn+1+ (E, ?) ⊃ T
n+1
+ (E), we fix X ∈ T
n+1
+ (E) and take any matrix X̂
from T̂
n+1
+ (E,X). Then, we can show X̂ ∈ Tn+1+ . In particular, if (i, j) /∈
E∪D, then we have
[
X̂ii X̂ij
X̂ij X̂jj
]
=
[
Xii X̂ij
X̂ij Xjj
]
 O, since −√XiiXjj ≤
X̂ij ≤
√
XiiXjj.
Remark 1. From the proof of Lemma 3, we observe that for a given matrix
X ∈ Tn+1+ (E) corresponding to the aggregate sparsity graph G(V,E), X can
be completed to some matrix X̂ ∈ T̂n+1+ (E,X) without changing the ele-
ments specified in E. In addition, T̂
n+1
+ (E,X) covers all possible completion
matrices of X in Tn+1+ .
As a result of the observation in Remark 1, we can modify (3) as the
following SOCP (5). Notice that Tn+1+ is replaced with T
n+1
+ (E).
minimize: Q0 •X
subject to: Qk •X ≤ 0 for 1 ≤ k ≤ m
H0 •X = 1
X ∈ Tn+1+ (E). (5)
Let X be an optimal solution of (5). We also let ζ and ζ be the optimal
values of (3) and (5), respectively. Since Tn+1+ ⊂ T
n+1
+ (E) from the relation
E ⊂ J , we have ζ ≥ ζ, that is, (5) is a further relaxation of (3) in general.
However, we can show the equivalence between ζ and ζ.
Theorem 4. For ζ and ζ, we have ζ = ζ. In addition, suppose that X∗ and
X are optimal solutions of (3) and (5), respectively. Then, X∗ is an optimal
solution of (5), and T̂
n+1
+ (E,X) is included in the set of optimal solutions of
(3).
Proof. First, we show that any matrix X̂ ∈ T̂n+1+ (E,X) is an optimal so-
lution of (3). From Remark 1, it follows that Q0 • X̂ = Q0 • X = ζ,
Qk • X̂ = Qk •X for k = 1, . . . ,m, and H0 • X̂ = H0 •X. As discussed in
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the proof of Lemma 3, we have X̂ ∈ Tn+1+ , therefore, X̂ is a feasible solution
of (3). Since its objective value Q0 • X̂ is ζ, ζ ≥ ζ holds. By combining this
with ζ ≥ ζ, we know that ζ = ζ, and this implies X̂ is an optimal solution
of (3).
Finally, X∗ is a feasible solution of (5) from Tn+1+ ⊂ T
n+1
+ (E), and its
objective value is ζ. Therefore, ζ = ζ leads to the conclusion that X∗ is also
an optimal solution of (5).
Lemma 2 from [13] shows that the completed matrix by the completion
procedure has the maximum determinant among all possible matricies. To
discuss a similar maximum-determinant property in the framework of (3),
we need to introduce the determinant for Tn+1+ .
From the self-concordant function discussed in [29] for the theoretical
analysis of interior-point methods, we see that the standard self-concordant
barrier function at X ∈ Sn+1++ takes the form of − log detX. In Tn+1+ , we have
multiple positive semidefinite matrices X ij for (i, j) ∈ J , thus, if interior-
point methods are applied to (3),
∑
(i,j)∈J(− log detX ij) = − log
(
Π(i,j)∈J detX ij
)
can be used as a self-concordant barrier function. Using the analogy, we de-
fine the determinant for X ∈ Tn+1+ by
detTX := Π(i,j)∈J detX
ij. (6)
Note that X ij  O is equivalent to a second-order cone constraint Xii+Xjj
2
≥∥∥∥∥( Xii−Xjj2Xij
)∥∥∥∥. Let detSOCP denote the determinant of v = (v0, v1, v2)> ∈ R
for a second-order cone v0 ≥
√
v21 + v
2
2 defined in [4]. Then, detSOCP(v) =
v20−v21−v22, and detSOCP
((
Xii+Xjj
2
,
Xii−Xjj
2
, Xij
)>)
= detX ij follows. Thus,
the definition of detT in (6) is also consistent with detSOCP in [4].
ForX ∈ Tn+1+ (E), we note that the set Sn+1(E,X, ?)∩Sn+1(E, 0) consists
of only one matrix, which will be denoted as X
∩0
. Similarly to Lemma 2,
we can show the maximum-determinant property of X
∩0
.
Theorem 5. The matrix X
∩0
has the maximum determinant among all
possible matrix completion of X ∈ Tn+1+ (E), i.e.,
detTX
∩0
= max
{
detTX̂
∣∣∣ X̂ ∈ T̂n+1+ (E,X)} .
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Proof. For X̂ ∈ T̂n+1+ (E,X), we have
detTX̂ = Π(i,j)∈J(X̂iiX̂jj − X̂2ij)
= Π(i,j)∈E(X̂iiX̂jj − X̂2ij)Π(i,j)/∈E(X̂iiX̂jj − X̂2ij)
= Π(i,j)∈E(X iiXjj −X
2
ij)Π(i,j)/∈E(X iiXjj − X̂2ij)
≤ Π(i,j)∈E(X iiXjj −X
2
ij)Π(i,j)/∈E(X iiXjj)
= Π(i,j)∈E(X
∩0
ii X
∩0
jj − (X∩0ij )2)Π(i,j)/∈E(X
∩0
ii X
∩0
jj − (X∩0ij )2)
= detTX
∩0
.
For the third equality, we have used X̂ij = X ij for (i, j) ∈ E∪D. The fourth
equality is derived from X
∩0 ∈ Sn+1(E, 0). Note that X iiXjj−X̂2ij ≥ 0 holds
for (i, j) /∈ E since X̂ij ∈ Rij(X).
Theorems 4 and 5 show that an optimal solution of (3) as X
∩0
can be
obtained by solving (5) and substituting 0 in the elements in J\E. In view of
computational time, we can expect that (5) is more efficient than (3), since
the number of second-order constraints in (5) is less than that of (3). In
Section 4, numerical results will be presented to verify the expected efficiency.
Compared with the matrix completion in SDP, the matrix completion
in SOCP has two advantages: First, the constraints in (5) is determined
by the aggregate sparsity pattern E, therefore, the chordal extension Ê is
not necessary. Since Ê has more edges than E if E is not chordal, it is a
clear advantage for (5). Secondly, the completion procedure in SOCP is to
substitute 0 in the elements in J\E. This procedure is much simpler than
the procedure of SDP where we need to compute matrices recursively with
the maximal cliques {C1, . . . , Cp}.
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3.2 Dual problems
We investigate the relation between (3) and (5) with their dual problems.
The dual of (3) is
maximize: ξ
subject to: Q0 +
m∑
k=1
Qkyk −H0ξ −
∑
(i,j)∈J
W ij = O
y ∈ Rm+ , ξ ∈ R
W ij ∈ Sn+1,{i,j}+ for (i, j) ∈ J, (7)
where
Sn+1,{i,j}+ :=
{
W ∈ Sn+1+ | Wkl = 0 for (k, l) /∈ {(i, i), (i, j), (j, i), (j, j)}
}
.
Similarly, the dual of (5) is:
maximize: ξ
subject to: Q0 +
m∑
k=1
Qkyk −H0ξ −
∑
(i,j)∈E
W ij −
∑
i∈Ve
wieie
T
i = O
y ∈ Rm+ , ξ ∈ R
W ij ∈ Sn+1,{i,j}+ for (i, j) ∈ E
wi ≥ 0 for i ∈ Ve, (8)
where ei is the ith unit vector in Rn+1.
In Theorem 4, we have discussed the relation between the primal problems
(3) and (5). We show the relation between the two dual problems in the
following theorem.
Theorem 6. Each feasible solution of (7) (or (8)) can be converted to a
feasible solution of (8) (or (7), respectively) while maintaining the objective
value.
Proof. Suppose that ŷ, ξ̂ and Ŵ ij for (i, j) ∈ J is a feasible solution of (7).
Let Q̂ := Q0 +
∑m
k=1Qkŷk −H0ξ̂, then it holds that Q̂ ∈ Sn+1(E, 0). This
indicates that if (i, j) ∈ J\E, then Ŵ ij is a diagonal matrix. Therefore,
we can find appropriate W
ij ∈ Sn+1,{i,j}+ for each (i, j) ∈ E such that Q̂ −
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∑
(i,j)∈EW
ij
is a diagonal matrix and nonnegative diagonal elements appear
only in Ve, by distributing the nonnegative diagonal elements of Ŵ
ij of
(i, j) ∈ J\E to some Ŵ ij of (i, j) ∈ E. If we denote the nonnegative
diagonal elements by ŵi for i ∈ Ve, we know that the solution with ŷ, ξ̂, W ij
for (i, j) ∈ E and ŵi for i ∈ Ve is a feasible solution of (8).
The opposite direction can be derived from the fact that ∑
(i,j)∈E
W ij +
∑
i∈Ve
wieie
T
i
∣∣∣∣∣∣ W
ij ∈ Sn+1+ ∩ Sn+1,{i,j} for (i, j) ∈ E,
wi ≥ 0 for i ∈ Ve

is a subset of ∑
(i,j)∈J
W ij +
∑
i∈Ve
wieie
T
i
∣∣∣∣∣∣W ij ∈ Sn+1,{i,j}+ for (i, j) ∈ J
 .
In fact, if W
ij
for (i, j) ∈ E and wi for i ∈ Ve are a feasible solution of (8),
a feasible solution of (7) can be constructed by assigning the values as
W ij =

W
ij
+ wieie
T
i if (i, j) ∈ E and i ∈ Ve
W
ij
if (i, j) ∈ E and i /∈ Ve
wieie
T
i if (i, j) /∈ E and i ∈ Ve
O if (i, j) /∈ E and i /∈ Ve,
(9)
and keeping the values of the other variables.
A direct consequence of Theorem 6 is that we can solve (8) instead of
solving (7) and recover the optimal solution of (7) using (9).
4 Numerical experiments
Numerical experiments on exploiting the sparsity of the SOCP relaxation
were conducted with two test problems, the lattice and pooling problem.
For the test problems, the SOCP relaxation (3) is known to provide the
same optimal value as that of the SDP relaxation (2) due to the structure
of the data matrices. The aim of the numerical experiments is to observe
how much computational time can be reduced by exploiting the aggregate
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Table 1: Relaxation problems in the primal form (P )
F-SOCP (P ) the full SOCP relaxation (3) formulated as (P )
S-SOCP (P ) the sparse SOCP relaxation (3) formulated as (P )
F-SDP (P ) the full SDP relaxation (2) formulated as (P )
S-SDP (P ) the sparse SDP relaxation formulated as (P )
sparsity of the SOCP relaxation for the same optimal values by the SDP and
SOCP relaxation.
The numerical experiments were performed using MATLAB R2018a on
a MacBook Pro with an Intel Core i7 processor (2.8GHz) and 16 GB mem-
ory space. The relaxation problems of the lattice and pooling problem were
solved by SeDuMi [32] and MOSEK version 8.1.0.72 [25], respectively. Se-
DuMi could not handle the pooling problem as it required too much memory.
To test with SeDuMi and MOSEK, the SDP and SOCP relaxations of the
test problems should be converted into the following input format:
(P ) minimize: c>x (D) maximize: b>y
subject to: Ax = b,x ∈ K subject to: c−A>y ∈ K.
Here, K stands for a Cartesian product of a linear cones, second-order cones
and positive semidefinite cones. A is a linear map and its adjoint operator is
denoted with A>. Note that the SDP relaxation problems ((2) and (4)) and
the SOCP relaxation problems ((3) and (5)) can be formulated as either (P )
or (D).
To denote which of (P ) or (D) is used, we use the notation described
in Table 1 for the relaxation problems in the primal form (P ). Similarly,
for the dual form (D), F-SOCP (D), S-SOCP (D), F-SDP (D), and S-SDP
(D) are used. We mention that S-SDP (P ) and S-SDP (D), which employ
the chordal sparsity discussed in Section 2, can be obtained by executing
SparseCoLO [12].
4.1 The lattice problem
We first describe how to generate a QCQP for the lattice problem with the
size n = n2L where nL is a positive integer. Consider
minimize: x>P0x
subject to: x>Pkx+ rk ≤ 0 (k = 1, ...,m). (10)
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1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
Figure 1: A lattice graph for nL = 4.
Here x ∈ Rn is the decision variable. For the coefficient matrices P0,P1, . . . ,
Pm ∈ Sn, a lattice graph G(VL, EL) is considered with the vertex set VL =
{1, 2, . . . , n2L} and the edge set
EL = {((iL − 1)nL + jL, (iL − 1)nL + (jL + 1))|iL = 1, 2, ...nL, jL = 1, 2, ..., nL − 1}
∪ {((iL − 1)nL + jL, iLnL + jL)|iL = 1, 2, ..., nL − 1, jL = 1, 2, ..., nL} .
Figure 1 illustrates the lattice graph G(VL, EL) with nL = 4. Test instances
with the lattice graph were also used in [35].
For k = 0, 2, . . . ,m, [Pk]ij was generated randomly in the interval [−1, 0]
for each (i, j) ∈ EL, and the diagonal elements [Pk]ii was generated randomly
in the interval [−1, 1] for each i = 1, . . . , n+1. For k = 1, randomly generated
number in the interval (0, 1] was used as [P1]ii for i = 1, . . . , n+1. The other
elements in P0, . . . ,Pm were set to zeros. For r1, . . . , rk, negative random
values were used so that x = 0 could be feasible for the lattice QCQP (10).
The feasible region of (10) is bounded since P1 is a positive diagonal matrix.
Note that the assumption in Theorems 3.4 and 3.5 of [19] is satisfied by
the non-positivity of the off-diagonal elements, thus we can obtain the exact
optimal value of the lattice QCQP (10) by the SDP relaxation (2) or the
SOCP relaxation (3).
In Table 2, we compare F-SOCP (P ) and S-SOCP (P ) to see the effect of
exploiting sparsity in the SOCP relaxation formulated as (P ). The first and
second columns show the number of constraints and variables, respectively.
The third and fourth columns report the computational time in seconds and
the objective values obtained.
We also observe in Table 2 that F-SOCP (P ) and S-SOCP (P ) attained
the same objective value as shown in Theorem 4, but S-SOCP (P ) is much
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Table 2: Comparing F-SOCP (P ) and S-SOCP (P )
Number of Number of CPU time (s) Objective value
constraints (m) variables (n = n2L) F-SOCP (P ) S-SOCP (P ) F-SOCP (P ) S-SOCP (P )
15 642 13.78 0.20 -556.56 -556.56
20 812 88.91 0.12 -415.75 -415.75
30 1002 315.61 0.20 -996.37 -996.37
40 1212 1292.46 0.33 -2481.84 -2481.84
50 1442 4594.44 0.50 -1157.12 -1157.12
120 1692 15397.13 1.71 -3308.35 -3308.35
Table 3: Numerical results on F-SDP (P ), S-SDP (P ), and S-SOCP
(P )
Number of Number of CPU time (s) Objective value
constraints (m) variables (n = n2L) F-SDP (P ) S-SDP (P ) S-SOCP (P ) F-SDP (P ) S-SDP (P ) S-SOCP (P )
1000 812 4.79 6.77 6.85 -396.15 -396.15 -396.15
1000 1002 6.22 8.94 9.08 -669.20 -669.20 -669.20
1500 1212 19.12 26.79 27.89 -2412.98 -2412.98 -2412.98
1500 1442 23.05 32.77 35.47 -1108.57 -1108.57 -1108.57
2000 1692 51.86 65.82 83.68 -3043.22 -3043.22 -3043.22
2000 1962 53.92 75.04 104.88 -5401.28 -5401.28 -5401.28
2500 2252 106.07 148.99 210.25 -9921.85 -9921.85 -9921.85
more efficient for solving the SOCP relaxation problems than F-SOCP (P ).
The number of second-order cones for the constraint X ∈ Tn+1+ in (3) is
n(n−1)
2
=
n2L(n
2
L−1)
2
, which is the fourth order of nL. In contrast, the number
of second-order cones for X ∈ Tn+1+ (E) in (5) is 2nL(nL − 1), which is the
quadratic order of nL. We see that the difference in the numbers of second-
order cones resulted in the large difference in CPU time shown in Table 2.
Table 3 displays the numerical results on F-SDP (P ), S-SDP (P ) and
S-SOCP (P ) for larger nL than Table 2, and it shows that F-SDP (P ) is the
most efficient. When we formulate the problem with m = 2500 into (P ), the
sizes of A in F-SDP (P ), S-SDP (P ), and S-SOCP (P ) are 2500 × 53125,
3026×13322 and 3340×3985, respectively. In S-SDP (P ), the average size of
maximal cliques is 23.42 and the number of equality constraints to be added
for the overlaps between cliques (the cardinality of U in (4)) is 526. The
number of the added equality constraints becomes computational burden
when solving S-SDP (P ), though we can reduce the number of variables
compared with F-SDP (P ). Next, S-SOCP (P ) includes many second-order
cones. The dimension of each second-order cone in S-SOCP (P ) is three. We
mention that handling many cones of small size is known to be inefficient.
Therefore, in the standard form of (P ), S-SOCP (P ) is less efficient than
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Table 4: Computational time (in seconds) for the dual (D)
Number of Number of CPU time (s)
constraints (m) variables (n = n2L) F-SDP (D) S-SDP (D) F-SOCP (D) S-SOCP (D)
9000 642 39.01 12.07 32.37 2.30
10000 812 179.98 21.77 80.60 3.70
15000 1002 724.58 38.03 185.11 7.32
20000 1212 2373.0 83.77 484.28 14.89
30000 1442 6515.9 244.11 1323.8 31.99
60000 1692 19868.23 537.48 3436.7 76.50
Table 5: Numerical comparison between F-SDP (P ) and S-SOCP
(D)
Number of Number of CPU time (s) Objective value
constraints (m) variables (n = n2L) F-SDP (P ) S-SOCP (D) F-SDP (P ) S-SOCP (D)
3000 812 120.60 1.32 -363.22 -363.22
5000 1002 591.40 2.63 -616.87 -616.87
5000 1212 663.15 3.79 -2318.78 -2318.78
10000 1442 5029.6 9.15 -1091.03 -1091.03
10000 1692 5412.5 11.81 -2901.12 -2901.12
15000 1962 19033 23.45 -4204.64 -4204.64
F-SDP (P ).
Now, we consider the dual (D). In Table 4, we compare four relaxations,
F-SDP (D), S-SDP (D), F-SOCP (D) and S-SOCP (D). As seen in Tables 2
and 3, the objective values from the four problems are the same, so the
objective values are not shown in Table 4. The computational advantage by
exploiting the aggregate sparsity in S-SOCP over F-SOCP is not as large as
Table 2. However, we can still observe the improved efficiency by exploiting
the aggregate sparsity.
When the problem with m = 60000 is formulated as the dual (D), the
sizes of A in F-SDP (D), S-SDP (D), F-SOCP (D) and S-SOCP (D) are
14365× 88651, 3559× 67204, 14365× 102757 and 481× 61105, respectively.
It is faster to solve S-SDP (D) and S-SOCP (D), which include relatively
small-sized A, than F-SDP (D) and F-SOCP (D). We also see that F-SOCP
(D) consumes less computational time than F-SDP (D), despite larger-sized
A in F-SOCP (D) than that of F-SDP (D).
Finally, we discuss which relaxation method for the lattice QCQP is the
most efficient. From Tables 3 and 4, we observe that F-SDP (P ) and S-
SOCP (D) outperform other methods in (P ) and (D), respectively. Table 5
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summarizes the computational time to compare F-SDP (P ) and S-SOCP
(D). In all cases, S-SOCP (D) is remarkably faster than F-SDP (P ).
We have not included the computational time for the completion proce-
dure for S-SDP in all tables. As discussed in Section 3.1, the SOCP relaxation
(5) does not require a completion procedure, but it can generate the optimal
solution of the lattice QCQP (10).
4.2 The pooling problem
In this subsection, we present numerical results on the relaxation problems
from the pooling problem studied in Kimizuka et al. [21]. The pooling prob-
lem with time discretization is a mixed-integer nonconvex QCQP, and it is
shown as NP-hard [3]. Kimizuka et al. [21] solved the SDP, SOCP and LP
relaxation problems for the QCQP and applied a rescheduling method to
the solution obtained from the relaxation problem to generate a good ap-
proximate solution for the pooling problem. They used the fact that all the
diagonal elements of the data matrices P0, . . . ,Pm are always zeros in the
QCQP (1) obtained from the pooling problem, and proved that the SDP,
SOCP and LP relaxations of the QCQP provided the same optimal value. In
[21], they generated the SOCP and LP relaxation problems using SPOTless
[2].
For our numerical experiments, we used the 10 test instances from [21],
and the description of each test instance can be found in [21]. In Table 6,
we compare CPU time consumed by F-SDP (D), S-SDP (D), F-SOCP (D),
and S-SOCP (D). F-SDP (D) and F-SOCP (D) correspond to the SDP
and SOCP relaxation problems used in [21]. S-SDP (D) was obtained using
SparseCoLO, while S-SOCP (D) was formulated using the aggregate sparsity
based on (5). The primal standard form (P ) of the pooling problem is not
compared, as SPOTless [2] always generate full SDP or SOCP relaxations in
(P ), and extracting the original aggregate sparsity from the resulting SDP
or SOCP problems was difficult.
In Table 6, we first observe from the results on Instances 1 and 3 that
it was much more expensive to solve F-SDP (D) than the other three relax-
ations. Furthermore, the other instances could not be solved due to out of
memory. By exploiting the chordal sparsity, S-SDP (D) successfully solved
most instances except for the largest two instances where out of memory
occurred. Compared to the SDP relaxations, the SOCP relaxations can be
solved very efficiently. F-SOCP (D), which does not exploit any sparsity, is
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Table 6: Numerical results on the pooling problem (OOM stands for
out of memory.)
Number of CPU time (s)
Instance variables (n) F-SDP (D) S-SDP (D) F-SOCP (D) S-SOCP (D)
1 138 768.24 0.82 0.68 0.51
2 298 OOM 1.00 1.33 0.62
3 176 5024.0 1.15 0.85 0.68
4 356 OOM 1.67 1.96 0.60
5 222 OOM 2.22 1.01 0.57
6 446 OOM 4.01 2.80 0.60
7 1228 OOM 19.98 21.66 0.86
8 1228 OOM 21.83 21.02 1.04
9 1334 OOM OOM 28.44 4.84
10 1616 OOM OOM 40.90 6.53
competitive with S-SDP (D) in terms of computational time. In addition,
F-SOCP (D) did not take much memory to solve Instances 9 and 10.
For the performance of S-SOCP (D), we see that S-SOCP (D) is 3-6 times
faster than F-SOCP (D). In particular, the number of second-order cones for
Instance 10 in F-SOCP (D) was 1306536, while S-SOCP (D) had only 70464
second-order cones. This difference resulted in much shorter CPU time for
S-SOCP (D).
5 Conclusion
We have presented a method to exploit the aggregate sparsity in the SOCP re-
laxation. From the numerical experiments in Section 4, we have observed that
the proposed approach is very efficient in solving the SOCP relaxation. In
addition, the proposed method can obtain the optimal solution with the sim-
ple matrix completion that attains the maximum determinant in the SOCP
relaxation, as in the matrix completion for the SDP relaxation.
For future work, exploiting sparsity in the SDSOS relaxation [1] can be
considered to obtain an approximate solution of polynomial optimization
problems fast. Since the rows and columns of matrices involved in the re-
laxation problems for polynomial optimization problems usually have some
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structure, the proposed approach in this paper can be applied to improve the
computational efficiency. In addition, the hierarchy that employs SOCP for
polynomial optimization problems in [22] will be also our interest.
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