Abstract Still-to-video face recognition (FR) is an important function in video surveillance (VS), where faces captured over a network of video cameras are matched against reference stills of target individuals. Screening faces against a watch-list is a challenging VS application because the appearance of faces varies due to changing capture conditions and operational domains. The facial models used for matching may not be representative of faces captured with video cameras because they are typically designed a priori with only one reference still. In this paper, a multi-classifier framework is proposed for robust still-to-video FR based on multiple and diverse face representations of a single reference face still. During enrollment of a target individual, the single reference face still is modeled using an ensemble of SVM classifiers based on different patches and face descriptors. Multiple feature extraction techniques are applied to patches isolated in the reference still to generate a diverse SVM pool that provides robustness to common nuisance factors (e.g., variations in illumination and pose). discriminant feature subsets, classifier parameters, decision thresholds, and ensemble fusion functions is achieved using the high-quality reference still and a large number of faces captured in lower-quality video of non-target individuals in the scene. During operations, the most competent subset of SVMs is dynamically selected according to capture conditions. Finally, a head-face tracker gradually regroups faces captured from different people appearing in a scene, while each individual-specific ensemble performs face matching. The accumulation of matching scores per face track leads to a robust spatiotemporal FR when accumulated ensemble scores surpass a detection threshold. Experimental results obtained with the Chokepoint and COX-S2V datasets show a significant improvement in performance w.r.t. reference systems, especially when individual-specific ensembles (1) are designed using exemplar-SVMs rather than one-class SVMs and (2) exploit score-level fusion of local SVMs (trained using features extracted from each patch), rather than using either decision-level or feature-level fusion with a global SVM (trained by concatenating features extracted from patches).
Introduction
Given the covert and non-intrusive nature of many security and surveillance applications, face recognition (FR) is widely employed in law enforcement, forensics, access controls, information security, and video surveillance (VS) [25] . Systems for FR in VS attempt to compare the faces captured over a network of cameras against facial models 1 of target individuals enrolled to the system. In VS, capture conditions typically range from semicontrolled with one person in the scene (e.g., passport inspection lanes and portals at airports), to uncontrolled free flow in cluttered scenes (e.g., airport baggage claim areas and subway stations). Two common types of applications in VS are: (1) watch-list screening (that requires a system for still-to-video FR) and (2) face re-identification or search and retrieval (that requires a system for video-to-video FR) [41] , [47] . In the former application, reference face images or stills of target individuals of interest are used to design facial models, while in the latter, facial models are designed using faces captured in reference videos. This paper focuses on systems for still-to-video FR in semi-controlled conditions.
During enrollment of target individuals, facial regions of interest (ROIs) are isolated in reference images that were captured under controlled condition, and used to design facial models. Then, during operation, the ROIs of faces captured in videos are matched against the facial models of each individual enrolled to the watch-list. In VS, a person in a scene may be tracked over several frames, and matching scores may be accumulated over a facial trajectory (a group of ROIs that correspond to the same high-quality track of an individual) for robust spatiotemporal FR. An alarm is triggered if accumulated matching scores linked to a watch-list individual surpasses an individual-specific threshold [13] .
In watch-list screening, the number of representative reference stills per target individuals is limited. Moreover, ROIs isolated from reference stills may differ significantly from those captured in video frames, due to camera interoperability, and to the different capture conditions. The appearance of faces captured in video under semi-or uncontrolled conditions may also vary considerably according to changes in ambient illumination, pose, sharpness, scale, resolution, expression, occlusion, and blur [5] .
It is assumed in this paper that only one high-quality reference face still is available to enroll a target individual to the still-to-video FR system. This is a common situation in watch-list screening applications due to the cost and feasibility of capturing reference stills, and managing facial models over time. In pattern recognition literature [46] , this challenging situation is referred to as a "single sample per person" (SSPP) problem, and the resulting lack of representativeness of facial models can yield poor FR performance. Techniques specialized for a SSPP problem in FR rely on multiple face representations (employing various face descriptors), synthetic generation (2D morphing and 3D reconstruction), and enlarging the training set using auxiliary data [28, 39, 46] . In this paper, the SSPP problem found in watch-list screening is addressed by exploiting multiple face representations, particularly through multiple patch configurations and multiple feature extraction techniques to design the individual-specific classification system. It is also addressed by employing an auxiliary dataset comprised of faces extracted from a large number of operational videos with non-target individuals captured in the scene.
Ensemble methods have been shown in many studies to improve the accuracy and robustness of a classification systems, where there is limited design data [19, 20] . To design still-to-video FR systems from a limited number of reference face stills, a diversified pool of base classifiers can be generated to design an individual-specific ensemble through multiple representations. Multiple face representations of a single target ROI pattern has been shown to significantly improve the overall performance of basic template-based still-to-video FR system [6, 33] . Moreover, modular systems designed using individual-specific ensembles have been successfully applied to the detection of target individuals in VS [41, 47] .
The framework proposed in this paper provides insights for the design of individual-specific ensembles that are robust in still-to-video FR when only one reference still is available to represent face models. Given the target and non-target data available for design, one-class support vector machine (SVM) and the exemplar-SVM (two-class) [37] are considered for the base classifiers. They follow a discriminant approach that is robust to limited reference data and class imbalance. These specialized ensembles of SVMs model the variability in facial appearances by generating multiple and diverse face representations that are robust to various nuisance factors commonly found in VS environments, like variations in pose and illumination.
During enrollment of a target individual, the corresponding facial model is encoded into an ensemble of specialized SVMs using a ROI extracted from a single high-quality reference still. A pool of diverse SVM classifiers is generated from multiple face representations of the reference ROI obtained by extracting face descriptors from patches. In particular, uniform non-overlapping patches are isolated in the reference ROI to improve robustness to occlusion [34] . Local Binary Pattern (LBP), Local Phase Quantization (LPQ), Histogram of Oriented Gradients (HOG), and Haar features are considered to extract information from patches to provide robustness to local changes in illumination, blur, etc [2, 3, 9, 16] . During operations, ROIs of faces captured in videos are classified by each individual-specific ensemble of the system, and the ensemble scores are combined. Then, these scores are accumulated over trajectories of each person appearing in the scene for robust spatiotemporal recognition.
In particular, this paper focuses on the analysis of different face patches and descriptors, one-and two-class SVM classifiers, and ensemble fusion strategies that are most suitable for the application constraints. Thus, SVM ensembles are trained using a single reference target ROI obtained from a high-quality generic still reference versus many non-target ROIs captured from low-quality videos. These non-target ROIs acquired from specific camera viewpoints, and of video cameras belonging to unknown people in the environment (background model) are used throughout the design process to estimate classifier parameters and ensemble fusion functions, to select discriminant feature subsets and decision thresholds, and to normalize the scores.
To form discriminant ensembles, this paper considers the benefits of selecting and combining patch-and descriptorbased classifiers with fusion at a feature, score, and decision level, and by following a new dynamic selection strategy. To improve performance, specialized strategy allows to perform dynamic selection of ensembles based on patch ROIs with SVM properties, by measuring the distance between the target ROI patterns and support vectors.
The performance of the still-to-video FR systems designed according to the proposed framework are compared to reference systems [6, 41, 53] using videos from the publicly available Chokepoint [50] and COX-S2V [22] datasets. Accuracy and efficiency are measured at the transaction level (matching of input probe ROI against reference ROI) and at the trajectory level (the entire FR system over multiple frames).
The rest of this paper is organized as follows: Sect. 2 presents an overview of state-of-the-art systems for stillto-video FR. Section 3 presents detailed description of the proposed framework. Experimental methodology and results are presented and interpreted in Sect. 4.
Systems for still-to-video FR
Systems designed for FR in VS applications aim to detect the presence of target individuals of interest from faces captured with a network of video cameras. During enrollment of a target individual, some features are extracted from ROIs isolated in the reference face stills to create representative facial models and then to construct a gallery. During operation, probe ROI patterns captured from videos are matched against facial models within the gallery. In this context, FR is typically achieved using a system comprised of modules for segmentation, tracking, feature extraction, classification, and spatiotemporal fusion (see Fig. 1 ) [42] .
In these systems, each video camera in a network captures the environment in its field of view that may contain individuals during operational phase. The segmentation and preprocessing module first detects faces and isolates the ROI in video frames. Then, a face track is initiated for each new individual appearing in the scene. Afterward, some feature extraction/selection module extracts an invariant and discriminative set of features. Once features are extracted, they are assembled into an ROI pattern and processed by the classification system. Finally, classification allows to compare the similarity of a each probe ROI pattern against facial models of individuals enrolled to the system to generate matching [13] .
A face tracker follows the location of facial region of people appearing in the scene. This module regroups probe ROIs of a same individual captured over consecutive frames into facial trajectories. Finally, a spatiotemporal fusion module integrates the responses of the classifier and tracker. Accumulation of classifier responses for successive ROI patterns over multiple frames can lead to robust spatiotemporal FR. In watch-list screening, a person of interest is often detected in the scene with spatiotemporal recognition by comparing the matching scores over a trajectory with a predefined threshold [47] .
State-of-the-art techniques
Multi-classifier systems are often used for FR in VS specialized for open-set problems, where the number of non-target samples outnumber target samples of individuals of interest [8] . Video-based FR systems should be modeled as an individual-specific detection problem [42] , where each detector is implemented with a mixture of reference ROI patterns of the individual of interest and a set of ROI patterns of non-target individuals. In these modular architectures, it is easier to add and remove individuals over time, and also different decision threshold, feature subsets and classifiers can be assigned to a specific individual. Given the limited number of reference samples, and the complexity of environments in VS, individual-specific detectors have also been implemented using ensemble methods to improve the overall system accuracy [20, 42] .
Ensemble of two-class ARTMAP classifiers per individual has been designed in [42] . In contrast, a modular system based on SVMs has been provided in [18] for real-time FR in real-world surveillance settings. More recently, an adaptive ensemble-based system has been proposed to self-update the facial models. An individual-specific ensemble is updated if its recognition over a trajectory is with high confidence [47] .
Few specialized systems have been proposed for still-tovideo FR as required for watch-list screening. A probabilistic tracking-and-recognition approach called sequential importance sampling [59] has been proposed for still-to-video FR by converting still-to-video into video-to-video using frames satisfying required scale and pose criteria during tracking. Similarly, a probabilistic mixture of Gaussians learning algorithm using expectation-maximization (EM) from sets of static images is presented for video-based FR system which is partially robust to occlusion, orientation, and expression changes [57] . A matching-based algorithm employing several correlation filters is proposed for still-to-video FR from a gallery of a few still images in [52] , where it was assumed that the poses and viewpoints of the ROIs in video sequences are the same as corresponding training images. A local facial feature-based framework performing the matching of stills against video frames with different features (e.g., manifold to manifold distance, affine hull method, and multi-region histogram) has been proposed in [45] , where these features are extracted from a set of stills driven by utilizing spatial and temporal video information.
Recently, sparse representation-based classification (SRC) methods have been shown to provide a high level of performance in FR [51] . The conventional SRC method is not capable of operating with one reference still, yet an auxiliary training set has been exploited in extended SRC (ESRC) [15] to enhance robustness to the intraclass variation. Similarly, an auxiliary training set has been exploited with the gallery set to develop a sparse variation dictionary learning (SVDL), where an adaptive projection is jointly learned to connect the generic set to the gallery set, and to construct a sparse dictionary with sufficient variations of representations [53] . In addition, an ESRC approach through domain adaptation (ESRC-DA) has been lately proposed in [40] for still-to-video FR incorporating matrix factorization and dictionary learning. Despite their capability to handle the SSPP problem, they are not fully adapted for still-to-video FR systems. Indeed, they are relatively sensitive to variations in capture conditions (e.g., considerable changes in illumination, pose and especially occlusion). In addition, samples in the generic training set are not necessarily similar to the samples in the gallery set due to the different cameras. Hence, the intraclass variation of training set may not translate to discriminative information regarding samples in the gallery set. They may also suffer from a high computational complexity, because of the sparse coding and the large and redundant dictionaries [15, 53] .
Another approach is to identify the decision region of individual faces in the feature space, a specialized feedforward neural network using morphing to synthetically generate variations of a reference still is trained for each target individual for watch-list surveillance, where human perceptual capability is exploited to reject previously unseen faces [27] . Recently, in [22] partial and local linear discriminant analysis has been proposed using samples containing a high-quality still and a set of low-resolution video sequences of each individual for still-to-video FR as a baseline on the COX-S2V dataset. Similarly, coupling quality and geometric alignment with recognition [23] has been proposed, where the best qualified frames from video are selected to match against well-aligned high-quality face stills with the most similar quality. Low-rank regularized sparse representation is adopted in a unified framework to interact with quality alignment, geometric alignment, and face recognition.
However, watch-list screening is a challenging problem, and performance of the state-of-the-art still-to-video FR systems decline due to semi-or uncontrolled conditions and camera inter-operability [10, 22] . Nuisance factors that cause changes in facial appearance are mostly variations in illumination, pose, scale, resolution, expression, motion blur, and occlusion [5] . In this context, face models are not typically representative of faces captured in the operational environment. Beyond the limited representativeness of reference stills, still-to-video FR is very challenging when only one face still is available per person for system design. However, selecting ROI patterns from videos with non-target individuals in the scene may be explored to optimize performance necessary to overcome the problem of imbalanced data and to estimate classifier parameters, selecting discriminant features, and decision thresholds.
Single sample per person solutions
To compensate the limited representativeness of facial models due to a SSPP, several approaches have been proposed in the FR literature. They can be divided into three main categories: multiple face representation, synthetic generation of virtual faces, and using auxiliary data from non-target people in the scene to enlarge the training set [46] .
In multiple face representations, different feature extraction techniques are employed to generate multiple discriminant and robust representations from a single reference still [6] , where the key issue with this type of approaches is combining those representations appropriately. In synthetic face generation, several virtual face images are synthesized using 2D morphing or 3D reconstructions to enhance the number of target samples with different pose and viewpoints [27] , [39] . The problem with these approaches is to exploit prior knowledge to locate the facial components reliably. Finally, a generic auxiliary dataset containing non-target ROI patterns of other people possibly captured under different conditions can be used to provide intraclass variations [15, 28] . However, the main concern with this kind of approaches is the large differences between target faces in the gallery and nontarget faces from the generic set.
Multiple face representations
To compensate for the impact of using only a single design sample, multiple face representations may be generated from the target reference still, using various feature extraction techniques and patch-based methods.
Feature extraction techniques
In FR literature, feature extraction techniques may be classified into holistic and local approaches based on locations and the ways they have been applied to face images [1, 46] (a) Local facial feature-based techniques These approaches first process the input image to locate and extract distinctive facial features such as the eyes, mouth, nose and then compute the geometric relationships among those facial points, thus reducing the facial image to a geometric feature vector. In other words, local facial features such as the eyes, nose, and mouth are taken into account along with their locations and local statistics (geometric and/or appearance). Therefore, these techniques extract structural information such as the width of the head, the distances between the eyes. Thus, methods proposed based on extracting structural information aim to detect the eyes and mouth in real images, where various configurationally feature such as the distance between two eyes are manually derived from the single face image, such as Active Shape Model (ASM) [58] . (b) Local appearance-based techniques Local appearance-based methods extract information from defined local regions. Two steps are generally involved in these methods: (1) local region partitioning (to detect keypoints), and then (2) feature extraction from the neighborhood of those points. Local appearancebased face representation, like SIFT and SURF [17] are generic local approaches and do not require determining of any salient local facial region manually.
So far, no feature extraction technique can by itself overcome all the nuisance factors encountered in VS. In this paper, different holistic feature extraction techniques are exploited to generate multiple face representations that are robust to aforementioned nuisance factors.
Patch-based approaches
With patch-based methods, several overlapping or nonoverlapping subregions are extracted from facial ROIs, and then features are extracted within each patch for local matching FR [36, 61] . Patches can be defined uniformly using pyramid structures, saliency (detecting keypoints), or randomly. Local face matching is typically comprised of (1) alignment and partitioning, (2) extracting features from each partition, (3) and matching, as well as, combination [61] . Face alignment is a critical issue in FR of occluded and nonfrontal faces, while a limited field of view and low-quality faces may significantly degrade the recognition performance [34] . Local matching with patch-based methods potentially offer higher discrimination, allowing to recognize either partially occluded faces or arbitrary poses that appear frequently in unconstrained VS environments.
Patch-based methods can be applied on the entire face image or local facial components (e.g., eye, node, and mouth) of the face image. Although component-based approaches, such as GMM and HMM, and part-based representations seem more convenient than other approaches in terms of their representativeness and robustness, they are typically complex. It may also be difficult to extract for real-time face screening system, because salient keypoints must first to be localized [34] . Furthermore, component-based approaches fail if facial components are occluded. Hence, in this paper, uniform patch configurations are exploited to mitigate the partial occlusions that may occurred in VS applications.
Face classification systems
Given only one target reference still ROI captured under controlled condition (from another scene and camera), and an abundance of non-target ROIs captured from videos, training classification system to address the variabilities in VS environment is challenging. Thus, a framework with an ensemble per person is considered. They have been shown to provide robust and accurate performance when training data is limited [47] . It is however challenging to train or generate a diverse pool of classifiers per target individual from the original data [33] .
Techniques for classifier design under class imbalance can be broadly categorized into: (1) algorithms that take into account the importance of positive samples (internal or algorithm level), (2) techniques that apply preprocessing steps to re-balance the data distribution (external or data level), and (3), cost-sensitive methods that combine both internal and external approaches to deal with different misclassification costs [19] . In addition, ensemble methods are often combined with one of the techniques above, specifically data-level and cost-sensitive ones [33, 56] .
For the design of classifier ensembles for watch-list screening under imbalanced data, specialized classification techniques are required. A simple approach for designing still-to-video FR system is using nearest neighbor classifier or template matching. In this case, the classification system performs hypothesis testing (or one-class classification) using a single reference face image per target individual. Template matching algorithms employ each facial model defined as a set of one or more templates stored in a gallery [6, 9] . It is also possible to consider a one-class classifier like Gaussian mixture modeling [29] or one-class SVMs [60] to learn from an abundance of non-target class samples that are somehow similar to the single target class sample.
In this paper, specialized SVM classifiers are considered for face matching as acquired in still-to-video FR. SVM is a widely used discriminative classifier that finds the optimal hyperplane to separate data patterns into two classes [54] . It requires a small number of training patterns to correctly model the boundary. Consider a training dataset {(x 1 , y 1 ) , (x 2 , y 2 ) , . . . , (x l , y l )} in a two-class classification problem, where x i ∈ R n and y i ∈ {−1, +1} represent an n-dimensional data pattern and the classes of these data, respectively, for i = 1, 2, . . . , l. These data patterns are typically mapped into a higher-dimensional feature space using a mapping function φ to find the best separation of classes. Therefore, the soft-margin optimization problem is formulated as the following expression:
where slack variables ξ i are introduced to account for misclassified examples. Thus, l i=1 ξ i can be considered as a misclassification amount, b is the bias, and w is the weight vector. Constant C is a misclassification cost of a training example, where it controls the trade-off between maximizing the margin, as well as, minimizing the number of misclassifications.
Traditional SVM classifiers fail to classify imbalanced datasets properly, so that the estimated boundary is skewed to the majority class patterns [7] . For classification of imbalanced datasets, the SVM objective function should be biased to push away the boundary from the majority class patterns in order to decrease the effect of class imbalance. The Different Error Costs (DEC) method [48] was proposed to modify the SVM objective function, where two misclassification cost values C + and C − are assigned as follows:
where C + and C − are the misclassification costs for the positive and negative classes, respectively. The optimal result is typically achieved when C + /C − equals the imbalance ratio [56] .
To overcome the class imbalanced issue and high misclassification rate, another SVM strategy named z-SVM is proposed to automatically orient the skewed decision boundary [24] . This method adjusts the trained decision boundary toward the minority class regardless of learning parameters, contrary to existing SVM classifiers that exploit additional parameters empirically. To that end, a multiplicative weight z is assigned to each support vectors belonging to the minority class as follows:
where K is the kernel function, α is the Lagrangian constant, and SV is the set of support vectors. p and n indicates the positive and negative classes, respectively. This method is not convenient according to the assumptions of this paper, because it requires more than one positive samples in the minority class. In addition, one-class SVM (OC-SVM) classifier is designed to deal with data originating from only one class. It typically attempts to distinguish the samples of class of interest from all other outliers, where it defines a model using minimum volume contour (circle) to describe the target data [31, 44] . Basically, finding the optimal size of the volume is an indispensable issue due to the fact that a small volume may lead to an over-trained model, while a large volume size may accept outliers extensively.
Let χ = {x 1 , . . . , x m } be the training dataset, where each x j is a feature vector of a target sample. The goal of OC-SVM is to learn a function f χ that assigns the data in χ to the set R χ = f χ (x ≥ 0) , while minimizing the volume of R χ . This issue is the so-called estimation of minimal volume set, where membership of x to the set of R χ determines whether its overall estimated volume is close to χ or not. A radial basis function (RBF) is used as a kernel function to estimate the minimal volume set. The OC-SVM constructs the hyperplane W to separate the training data mapped into the artificial feature space H from the hypersphere with radius equal to one S (R=1) , as well as, to maximize the distance from it. Thus, the OC-SVM decision function f χ (x) can be estimated as follows:
where 0 ≤ α j ≤ 1 m , j α j = 1, and the value of ρ is computed using f χ x j = 0. Therefore, x j ∈ χ are located in the decision boundary when they satisfy both α j = 0 and
More recently, a method called exemplar-SVM [37] has been proposed to train a separate linear SVM classifier for every single positive example versus millions of negatives. The idea behind this method is to learn a separate twoclass classifier for each exemplar within a class of interest, unlike category-based classification. It is worth mentioning that this method has been mostly applied to ensemble learning in object detection and visual recognition tasks [26, 38] . However, as described in Sect. 3, e-SVMs provide several advantages in the design of individual-specific ensembles for still-to-video FR. In particular, it can be trained with one target sample, and regardless of number of non-targets, as well as, it can rank the non-target support vectors w.r.t the target still. Furthermore, integrating multiple and diverse e-SVMs into an ensemble, with each e-SVM being specialized for a particular descriptor and facial zone provides a robust facial model.
Let a be the positive sample (target individual ROI pattern) and U be the number of non-target (negative) samples, respectively. The formulation of the e-SVM cost function is:
where C 1 and C 2 parameters control the weight of regularization terms, w is the weight vector, and b is the bias term.
Since there is only one positive sample in the training set, its error is weighted much higher than the negative samples. The calibrated score of e-SVM for the given ROI pattern a and the learned regression parameters (α a ,β a ) is computed as follows: In the SSPP problems, OC-SVMs can be trained considering only the non-target samples obtained from unknown individuals (Fig. 2a) , while e-SVMs can be trained using a single target sample (still ROI pattern) along with many nontarget samples (video ROI patterns) for each individual of interest as illustrated in Fig. 2b . Thus, training can be performed by considering non-target ROIs as negative samples obtained from background model. Subsequently, the information of non-target individuals from the field of view may be exploited during training to enhance the capability to generalize during operation.
Dynamic ensembles of SVMs for still-to-video FR
A multi-classifier framework is proposed for robust still-tovideo FR, where an ensemble of SVMs that encodes multiple discriminative face representations is assigned to each target individual (see Fig. 3 ). Specifically, an individual-specific ensemble is designed using a diverse pool of specialized SVM classifiers to address the SSPP issue. This pool models the variability of faces by producing several face representations (various features extracted from patches) that are robust to common nuisance factors.
As illustrated in Fig. 3 , frames captured by a video camera may include several people. For each frame, preprocessing (e.g., grayscale conversion and histogram equalization) is first performed, and then segmentation is applied in order to isolate facial ROI(s). Then, the resulting ROIs are scaled into a predefined size and aligned based on the location of the eyes. Multiple ROI patterns are extracted from either the entire ROI, for i = 1, 2, …, M number of feature extraction techniques, or from each patch p = 1, 2, …, P. Each classifier (trained on the entire ROI or ROI-patches) provides a matching score S i, p (a i,p ) between every ROI-patch pattern a i,p and the corresponding patch model m i,p j in the gallery index j = 1, 2, . . ., N indicates the number of individuals of interest enrolled to the system. Scores output from classifiers are fed into the fusion module after score normalization. A predefined threshold, γ i,p for each representation a i,p is used to provide a decision d i .
In order to improve accuracy and robustness of recognition, each ensemble of SVMs is trained during enrollment with a single reference face still versus many of non-target faces captured from video cameras in the scene. Hence, a diverse pool of SVM classifiers is generated during design and then combined dynamically during operation to provide the ensemble score. Finally, ensemble scores are accumulated over trajectories defined using a face tracker to provide robust spatiotemporal recognition. The following subsections present details on the proposed system.
Enrollment phase
During enrollment of a target individual, multiple face representations are generated from the ROI isolated in a single reference still, and in unlabeled facial trajectories of unknown non-target individuals. ROI patterns randomly extracted from videos of non-target individuals allow to select discriminant features, to train individual-specific ensemble of SVM classifiers, to define decision thresholds and to normalize the scores. Several SVMs are trained to estimate the face models based on each representation (features extracted on each uniform patches). A single still reference is first converted to grayscale and then a facial ROI is isolated using a face detection method [49] . Then, each ROI is scaled into a common predefined size, aligned, and then normalized for illumination invariance. Afterward, different face descriptors are extracted from each patch in order to provide multiple face representations and generate a pool of diverse e-SVM and OC-SVM classifiers. For each representation, the ROI-patch patterns of the target individual is combined with the corresponding ROI patterns of non-target individuals to train e-SVMs, while only ROI patterns of non-target individuals are employed to train OC-SVMs. For a system with P patches and M feature extraction techniques, enrollment involves generating a pool of M × P SVMs. Finally, decision thresholds computed from score distribution of non-targets [6] and preserved in the gallery.
Extraction of multiple face representations
Face descriptors (feature extraction techniques) and patch configurations employed in this paper provide robustness to at least one of the nuisance factors that may occur in VS environments, such as changes in illumination, pose, and scale, providing multiple discriminant representations that are uncorrelated is important to design a robust watchlist screening system. Different feature extraction techniques from FR literature are shown in Table 1 .
LBP [2] and LPQ [3] are popular face descriptors that extract texture features of faces in different way. LPQ is more robust to motion blur because it relies on the fre- quency domain (rather than spatial domain) through the Fourier transform. LBP preserves the edge information, which remains almost the same regardless of illumination change. HOG and Haar features are selected to extract the information more related to shape. HOG [16] is able to provide a high level of discrimination on a SSPP because it extracts edges in images with different angles and orientations. Furthermore, HOG is robust to small rotation and translation. Wavelet transforms have shown convincing results in the area of FR [4] . In particular, Haar transform performs well with respect to pose changes and partial occlusion. Finally, using multiple face representations generated through different face descriptors extracted from every face patch can increase the diversity among classifiers, robust-ness to variations, and tolerance to some occlusions. For each patch, a classifier is trained with the reference still patch versus the corresponding patches of non-target faces captured among universal background model. Features extracted from non-overlapping uniform patches from each ROI are used to train classifiers.
Generation of diverse SVM classifiers
The diversity of SVMs in a pool is produced using multiple representations. It should be noted that the input features must be normalized between 0 and 1 through min-max normalization performed based on non-target face samples. Normalization of output scores for fusion is taken into account using min-max normalization as well.
E-SVMs possess some potential benefits in designing individual-specific classifier systems with multiple face representations from only one positive versus several negative samples. The large number of non-target samples appears to constrain the SSPP problem. Since this classifier finds support vectors that are highly similar to each individual when training e-SVMs, the amount of negative sample cannot affect the accuracy of the decision boundary [37] . Hence, it can be applied suitably even for large databases containing few exemplars in the training set, e.g., as acquired in watch-list screening.
Since each e-SVM is highly specialized to the target individual, the largest margin (decision boundary) will be obtained by training under imbalanced data exploiting different regularization parameters, which provides more freedom in defining the decision boundary. Therefore, this discriminative classifier is less sensitive to class imbalance than generative classifiers, or other classification techniques, such as neural networks and decision trees [54] . E-SVM as a passive learning approach impose no extra training overhead and compensate the imbalance data in the optimization process. Compared to other cost-sensitive SVMs, like z-SVM that apply active learning for classification of imbalanced data [24] , the weights for classes are empirically determined during test mode. However, z-SVM requires more than one minority class sample to multiply the magnitude of positive support vectors by a particular small value of z estimated to bias the decision toward the majority negative class.
Since multiple representations can be generated from a single target to train these e-SVM classifiers, each classifier in an individual-specific ensemble is a different representation of an individual's face. Unlike similarity measurement methods, such as nearest neighbor schemes, e-SVMs do not necessarily compute distances to the other samples. Thus, combining e-SVMs into an ensemble may prevent over-fitting problems and simultaneously provides higher generalization performance [32] .
This method can be interpreted as an approach to sort non-targets by visual similarity to the individual, because estimated support vectors also belong to the non-targets. However, in this case, since each e-SVM is supposed to correctly classify only visually similar faces, these faces can be used as an additional target samples that can be employed either in calibrating decision boundary or defining decision thresholds. As another advantage of using e-SVMs, the support vectors can be exploited as the closest non-target samples to the single target reference for selection of the most similar non-targets. Setting different regularization parameters during training, produce different number of support vectors. These support vectors can be ranked and used to define decision thresholds, although it could be difficult due to interoperability of cameras.
As an alternative, a pool of OC-SVM classifiers may be generated using ROIs of non-target individuals selected to provide accurate decision boundaries. The main difference of this approach with conventional one-class classification is that SVMs are trained based on non-target class samples rather than samples from class of interest. In this context, contrary to template matching [6] that can be considered as a one-class classifier based on a single target reference still, OC-SVM can be defined as a method that either classifies non-target samples or rejects target samples during operation. Hence, the scores provided by OC-SVM classifiers can determine whether the input ROI patterns belong to nontarget individuals or not and consequently target individuals are correctly detected.
Operational phase
In the proposed system, different fusion approaches are applied to the proposed ensemble-based framework to achieve a higher level of generalization, and robustness [14] . Fusion techniques in such systems can be described as follows: (a) feature-level fusion aims to combine all the features extracted among patches into one feature vector in the feature space, (b) score-level fusion attempts to combine the scores generated among patches using multiple classifiers trained per each patch, (c) feature-level fusion concatenates several representations (descriptors), (d) score-level fusion of representations within the ensemble provides the final score, and finally (e) decision-level fusion of descriptors produces the final response after applying decision thresholds as represented in Fig. 4. With the feature-level fusion of patches, features extracted from the patches isolated within the ROI are concatenated to construct a long feature vector that is dimensionally equivalent to the number of patches multiplied by the dimensionality of feature extraction techniques. PCA is applied to project data in such that features may be ranked according to covariance, and the most correlated features may be reduced, where only one SVM classifiers is subsequently trained per ROI. In score-level fusion of patches, a separate SVM classifier is trained on the features extracted from each patch, so that a number of classifiers identical to the number of patches is trained per ROI. Moreover, multiple representations are concatenated after applying PCA and then a single classifier is trained to perform feature-level fusion of descriptors. Scores are combined among multiple classifiers within the ensemble using the average function. Finally, decision-level fusion of descriptors consists in defining local decision thresholds for each descriptor specifically and exploiting majority vote to integrate their local decisions and produce the final decision. Decisions thresholds are defined using cumulative probability distribution function of non-target scores distribution at certain operating point of FPR = 1% [6] .
Dynamic classifiers selection
In contrast to static approaches, the most competent classifiers in an individual's pool of classifiers that are trained over multiple face patches and representations can be selected and combined dynamically during operation in response to each probe ROI. Dynamic selection is used to improve the recognition accuracy by selecting the most competent classifiers and also to alleviate the computational cost. Hence, a novel approach is proposed to provide the best separation w.r.t. non-target samples in order to select an ensemble of classifiers based on a single high-quality target face still and many non-target low-quality video faces. Thus, the key idea is to allow the system to select those classifiers (face representations) that most properly discriminate target versus non-targets. In addition, this approach can improve the runtime speed in such applications by combining the selected classifiers rather than the entire pool. The proposed classifier selection method is formalized in Algorithm 1.
The selection criteria (level of competence) per given ROI pattern has two components: (1) distance from non-target support vectors, and (2) closeness to the target reference still, where if the distance between the input pattern and the target still is lower than the distance from support vectors (average distances from all support vectors), then those classifiers are selected dynamically. Contrarily to the conventional approaches that use local neighborhood accuracy for measuring the level of competence, it is not necessary in this approach to define neighborhood by measuring the distance from all the validation data. However, Euclidean distance is employed to measure the distances between the Algorithm 1 Dynamic ensemble selection method for individual j. if {C * } is empty then 14:
Combine all classifiers C in the pool to classify t using mean function 15:
Combine {C * } to classify t using mean function 17:
end if 18: end for 19: end for input pattern and either target still or non-target support vectors.
Spatiotemporal fusion
In the proposed system, the head-face tracks are also exploited allowing for accumulation of scores associated with a same person to fulfill a robust spatiotemporal recognition. ROI captures for different individuals are regrouped into facial trajectories. Predictions for each individual are accumulated over time and if positive predictions surpass the detection threshold, then an individual of interest is detected. In particular, decision fusion module accumulates the ensemble scores S * j (obtained using score-level fusion) of each individual-specific ensemble over a fixed size window W according to:
Experimental methodology
Different aspects of the proposed framework are evaluated experimentally using Chokepoint [50] and COX-S2V [22] still-to-video datasets. First, experiments assess the performance of classifiers trained on ROI patterns extracted using different feature extraction techniques. Second, experiments investigate the impact of patch configurations on the performance. Third, the performance of different levels and types fusion are compared. Finally, experiments show the effect of employing a tracker to form facial trajectories accumulate the ensemble predictions over consecutive frames in a trajectory and performing spatiotemporal recognition.
Video database
In real-world scenarios such as portals, the videos produced by surveillance cameras have some variations containing changes in illumination, pose, expression, and motion of individuals, scales and occlusion. Chokepoint 2 and COX-S2V 3 dataset are selected based on these characteristics (see Table 2 ). These video surveillance datasets can be employed to emulate real-world watch-list screening applications. The main characteristics of these two datasets with respect to others [11, 30] are that they contain a high-quality still face images captured under controlled condition (with the same still camera), and low-quality surveillance videos for each subject captured under uncontrolled conditions (with surveillance cameras). Chokepoint dataset can be used as a benchmark for largescale FR, especially in watch-list applications. An array of three cameras is placed above several portals to capture subjects walking through each portal in a natural way, used for simultaneously recording the entry of a person from different viewpoints. While a person is walking through a portal, a sequence of face images can be captured. Random examples of neutral still ROIs of target individuals and ROIs captured from different trajectories are depicted in Fig. 5 . The variations between viewpoints allow for variations in walking directions, facilitating the capture of a near-frontal face by one of the cameras. In the database, each testing video sequence is named according to the recording conditions, for example (P1E_S1_C1) where P, S, and C stand for portal, sequence and camera, respectively. E and L indicate subjects entering or leaving the portal.
Another publicly available still-to-video dataset called COX-S2V dataset is also employed to fulfill more experiments on watch-list screening. This dataset contains highquality controlled still faces of 1000 subjects along with uncontrolled low-quality video sequences, where video clips are captured using two different off-the-shelf camcorders. In these videos, subjects walking naturally through a designed S curve with changes in illumination, expression, scale, and viewpoint. Thus, four video clips with various resolutions are recorded per subject simulating VS scenario and located in the probe set. An example of four low-resolution video sequences is shown in Fig. 6 . It is worth noting that this dataset is much more challenging than Chokepoint, because there are only 25 captures are available for each sequence during operation, as well as, the ROIs captured are blurry.
Protocol for validation process
To validate the proposed system, all video sequences of Chokepoint data are chosen. In these experiments, 5 persons are selected randomly to be placed in the watch-list when only a single high-quality reference still and videos of 10 people that are assumed to come from non-target persons are used during enrollment. Thus, the rest of videos including 10 other non-target persons and 5 videos of persons who are already enrolled in the watch-list are used for testing. This process is repeated 5 times with random selection of targets and non-targets.
Chokepoint data contains videos with 29 persons, while some of them do not appear in all video sequences. Therefore, in each test iteration, target individuals (one at a time) and unknown individuals within the test videos pass through the portal, where the system seeks to detect the target person during operation and this process is repeated for other video sequences.
In the experiments using COX-S2V, 20 high-quality stills are randomly chosen from Persons-for-Publication folder (see Fig. 6 ) to participate in the watch-list along with video clips recorded from all videos for design phase. Videos of 100 other persons are considered as non-target individuals for the design phase, as well as, videos of 100 other unknown persons as testing videos. Hence, one target individual at a time and non-target persons in the testing videos are participating in the operating phase. In order to accomplish statistically significant results, these experiments are iterated 5 times with 20 different individuals of interest. The size of the reference stills and captured ROIs are scaled to 48 × 48 pixels due to operational time. Libsvm library [12] is used in order to train e-SVMs and OC-SVMs. The same regularization parameters C 1 = 1 and C 2 = 0.01 are considered for all exemplars (w of a target sample is 100 times greater than non-targets). Previous study [56] and experiments confirm that the optimal results will be achieved by choosing the misclassification costs (C 1 and C 2 ) based on the imbalance ratio. Differences greater than this will not improve the performance and on the other hand, the differences lower than this, may find worse decision boundary and degrade the performance.
Ground truth tracks are employed to group captured ROIs over frames to create a trajectory in time-based analysis. To that end, captured ROIs of each individual in the scene are grouped and processed separately. In this regard, the decision system accumulates the scores over a window of fixed size 30 frames (1 second) to achieve the highest peaks of accumulated scores in order to fulfill FR at trajectory level using fusion at frame level.
Ensemble of TMs [6] , ensemble of OC-SVMs, SVDL [53] , and ESRC-DA [40] are considered as the baseline and state-of-the-art FR systems to validate the proposed framework. In kNN experiments, eigenfaces of ROIs [55] are employed to compute the specialized kNN adapted for VS (VSkNN) based on k equals to 3 (1 target still and 2 nearest non-targets captured from background model) [41] . To that end, the distance of the probe face are calculated from the target watch-list still along with the distance from the 2 nearest non-target captures from the training set. Thus, VSkNN score S VSkNN is obtained as follows:
where d T is the distance of the probe face from the target still, d NT 1 and d NT 2 are the distances from the nearest non-target captures, respectively. Libsvm is also exploited in order to train OC-SVMs, where the regularization parameter n sets to 0.01 that indicates 1% of the non-target training data can be considered as support vectors. In SVDL experiment, 5 high-quality stills belonging to individuals of interest are considered as a gallery set and low-quality videos of non-target individuals are employed as a generic training set to learn a sparse variation dictionary. Three regularization parameters λ 1 , λ 2 , and λ 3 set to 0.001, 0.01, and 0.0001, respectively, according to the default values defined in SVDL. The number of dictionary atoms are initialized to 80 based on the number of stills in the gallery set, where it is a trade-off between the computational complexity and the level of sparsity.
Performance metrics
The performance of watch-list screening systems are evaluated at the transaction level by the Receiver Operating Characteristic (ROC) curve, in which TPRs are plotted as a function of FPRs over all threshold values. The proportion of target ROIs that correctly detected as individual of interest over the total number of target ROIs in the sequence is counted as True Positive Rate (TPR). Meanwhile, False Posi-tive Rate (FPR) is the proportion of non-target ROIs detected as individual of interest over the total number of non-target ROIs. A global scalar metric of the detection performance is the Area Under ROC curve (AUC), which can be interpreted as the probability of classification over the range of TPR and FPR.
In order to estimate the performance of the system based on each sample (target and non-target), another curve called precision-recall (PR) can be used to characterize the performance of targets. It is suitable to measure the performance under the imbalanced data situation during operation. Recall can be considered as TPR and precision (PR) is computed as follows PR = TP TP+FP . TPR and PR can be combined locally in a well-known scalar value called F1 measure
In transaction-level analysis, performance of the chosen feature extraction techniques among patches and different levels of fusion are provided using partial AUC (pAUC) and area under precision-recall (AUPR). Thus, pAUC (20%) is calculated using the AUC at 0 < FPR ≤ 20% in the ROC curve. The AUPR is suitable to illustrate the global accuracy of the system in the skewed imbalanced data circumstances. Experiments are iterated for each individual of interest in the watch-list for all video sequences, and then the average values along with standard deviations are reported.
Results and discussion
The performance of different aspects of the proposed framework using different feature extraction techniques with feature-and score-level fusion among patches is shown in Tables 3 and 4 for Chokepoint and COX-S2V videos. Experiments are provided for non-overlapping patch configurations with 1, 4, 9, and 16 blocks (48 × 48, 24 × 24, 16 × 16, and 12 × 12 pixels, respectively). The scores of SVM classifiers trained over each patch are combined to provide the final score for each representation using score averaging. Noted that dimension of the representations vary, for instance the dimension of HOG and Haar depends on the resolution of the image and they typically produce a longer feature vector. Due to complexity and to avoid over-fitting, the number of dimensions are also reduced using PCA. An example of the ROC and inverted-PR curves obtained using ensemble of e-SVMs (4 blocks and HOG descriptor) is shown in Fig. 7 with P1E_S1_C1 videos of Chokepoint.
The average values of pAUC (20%) and AUPR along with standard errors are presented in Tables 3 and 4 for different patch configurations.
As shown in Table 3 , using patch-based method with 4, and 9 blocks (24 × 24 and 16 × 16 pixels, respectively) outperforms cases without patches (1 block). Patches with 16 × 16 pixels significantly outperforms case with large patches, and HOG in most cases provides better performance, especially when 9 blocks are used. The performance obtained using the smaller patches (12 × 12 pixels) is substantially lower, because features extracted from these small subimages are not discriminant enough to generate robust classifier ensembles.
Feature-level fusion is also performed, where features extracted from patches are concatenated into a long feature vector and only one classifier is trained per each ROI representation. To reduce complexity, the dimension of features extracted from each patch is first reduced using PCA and then they are concatenated into the higher-dimensional vector (for PCA projection, the 64 first eigenvectors are selected as features for LPQ, HOG and Haar descriptors). Concatenating features from larger blocks mostly provides higher performance. Longer ROI patterns obtained from more patches with smaller size may not perform well due to less of discriminative eigenvectors after applying PCA. However, training a separate classifier for each patch and combining local SVMs at a score level typically achieves better performance, compared to training one global SVM based on the concatenated features extracted from all of the patches (feature-level fusion). The experiments conducted over COX-S2V videos ( Table 4 ) also suggest that the score-level fusion of patches can yield a better performance in contrast to the feature-level fusion of patches, due to encoding the pixels within each local patch into a different classifier separately.
Since each feature extraction technique performs inconstantly, applying fusion among them with dynamic classifier selection can provide higher level of performance. Table 5 presents a performance comparison for ensemble of classifiers designed with e-SVMs and OC-SVMs using featureand score-level fusion of descriptors. The results of the proposed framework are also compared against baseline and state-of-the-art systems: VSkNN [41] , SVDL [53] , ESRC-DA [40] , and ensemble of TMs [6] with the Chokepoint data. The performance achieved by combining the descriptors within static and dynamic ensembles at feature level (concatenation) and score level (mean function).
Using fusion of descriptors within the ensemble significantly improves performance over individual feature extraction techniques either with or without patches at transaction level. Results indicate that the score-level fusion outperforms feature-level fusion, and 1 block (48 × 48 pixels) performs worse than other patch configurations. Feature-level fusion provides lower performance due to the effects of dimension of the concatenated vectors and the training of only one global SVM classifier. Accordingly, accurate local SVM classifiers leads to a robust ensembles for face screening, where patches size 16 × 16 pixels performs slightly better.
It can be seen from Table 5 that ensemble of e-SVMs outperforms ensemble of OC-SVMs, ensemble of TMs, VSkNN, SVDL and ESRC-DA. Performance of the FR system using VSkNN and SVDL is poor, mostly because of the significant differences between quality and appearances of the target face stills in the gallery set and video faces in the generic training set, as well as, imbalance of target versus non-target individuals observed during operation. It is worth noting that both VSkNN and SVDL are more suitable for close-set FR problems, such as face identification. Since each faces captured should be assigned to one of the target still in the gallery, therefore, many false positives occur. Moreover, SVDL can only apply as a complex global N-class classifier in contrast to the proposed ensemble of SVMs, due to sparse optimization and classification during operational phase.
Results indicate that, OC-SVM classifiers cannot classify target ROI patterns as discriminant as e-SVM classifiers, because the target reference is not considered during training. Since the model (decision boundary) learned by OC-SVM is only based on low-quality non-target ROIs, and the quality of probe target ROIs are also similar to the training data, this model may fail to classify target ROIs precisely. In terms of number of blocks, ensemble of OC-SVMs using 9 blocks provides higher performance than others at score-level fusion. The proposed dynamic ensemble selection method is also Results are shown using feature-and score-level fusion of patches and descriptors within ensembles against reference state-of-the-art systems assessed using 4, 9, and 16 blocks. The bottom of Table 5 shows that dynamic selection can improve accuracy and efficiency during operation by combining a lower number of classifiers. It slightly provides better results, where basically the larger the number of classifiers in the pool, the better the results achieved.
To validate the results, the aforementioned experiments are also repeated using the challenging COX-S2V dataset, where only 25 ROIs of target individual captured during operation are matched against 2500 ROIs of non-target individuals. Results compare the state-of-the-art and baseline systems, and dynamic selection of OC-SVM and e-SVM classifiers. Table 6 presents the average transaction-level performance of systems over the COX-S2V data.
The results observed from Table 6 also confirm that ensembles of e-SVMs yield the more promising performance. Results are convincing even with high ratio of imbalances during operation. The dynamic classifier selection method improves the performance and can provide higher accuracy for both OC-SVM and e-SVM ensembles.
To estimate the performance of different fusion approaches at a certain point of FPR, specific decision thresholds are applied to achieve desired FPR values. As illustrated in Fig. 4c -e, only one threshold is defined for either featureor score-level fusion, while decision thresholds dedicated to decision-level fusion (see Fig. 4e ) are determined separately for each descriptor and the global decision is achieved through majority voting. The average performance of the system considering feature-, score-, and decision-level fusions at an exact point of FPR for both Chokepoint and COX-S2V datasets is presented in Tables 7 and 8, respectively. As shown in Table 7 , decision-level fusion using 1 block (48 × 48 pixels) performs better than others in terms of F1 measures. Using 4 blocks (24 × 24 pixels) provides appropriate performance according to either F1 or TPR, retain FPR <1%. FPRs in feature-and score-level fusion are mostly >1% due to inaccurate decision thresholds. Although defining decision thresholds per descriptor and using majority vote may lead to lower FPR, results after applying decision thresholds are generally poor. Defining decision thresholds in such an application may be a challenging task that affects overall system accuracy.
The results shown in Table 8 indicate that defining a dedicated threshold for each face descriptor at decision-level fusion using majority voting can achieve a higher accuracy in terms of F1 measure, mostly due to the lower values of FPR.
In another experiment, the proposed system is evaluated when a subset of background model is used during enrollment. To that end, videos captured from only one camera is considered to generate e-SVM ensembles and the system is tested on videos captured from other cameras. Table 9 presents the average performance of the proposed dynamic ensemble of e-SVMs using score-level fusion of descriptors with 9 blocks over COX-S2V videos, where for example videos captured from camera1 are used to train e-SVMs and the system is assessed on other videos captured from other cameras (camera2 to camera4). As shown in Table 9 , considering a subset of background model during training e-SVMs can drastically reduce the performance in comparison with the results presented in Table 6 . Since video2 and video4 are captured using a higher-quality camera, better ensembles can be thus generated and subsequently, the performance of the system for other videos (video1 and video3) are relatively higher.
To analyze the impact of considering different number of unknown persons appearing in the operational scene, the number of unknown persons along with the target individual is varied from 100 to 300 and the AUPR performance is measured as displayed in Fig. 8 .
Since the proposed system is comprised of individualspecific ensembles that each one seeks to detect one target individual within the watch-list, as illustrated in Fig. 8 , it can perform consistently even with observation of severely imbalanced unknown persons during operation. Fig. 8 The analysis of system performance using different number of unknown persons during operation over COX-S2V
The proposed ensemble of e-SVMs is also compared against ensemble of TMs as a baseline system at the trajectory level. In this regard, the scores of individual-specific ensembles are gradually accumulated over a window of con- Fig. 9 An example of the scores accumulated over windows of 30 frames with Chokepoint P1E_S1_C1 video using score-level fusion of descriptors with 4 blocks. Ensemble of e-SVMs is the blue curves, and ensemble of TMs is the red curves Ensemble of e-SVMs 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 Fig. 10 An example of the scores accumulated over windows of 10 frames with COX-S2V videos. Ensemble of e-SVMs is the blue curves, and ensemble of TMs is the red curves secutive frames using a trajectory defined by the tracker. An example of accumulated scores over the trajectory is shown in Fig. 9 . In this experiment, P1E_S1_C1 video of Chokepoint is employed, where individual ID#03 is considered as watch-list target individual. As shown in Fig. 9 , the accumulated scores for target individual (ID#03) is significantly higher than all non-targets individuals for ensemble of e-SVMs, while the accumulated scores of non-targets are greater for ensemble of TMs. It can be observed that the accumulated scores of some non-target individuals are high, due to a higher number of false alarms. To assess the overall performance, the corresponding ROC curve may then plotted for each individual by varying the thresholds from 0 to 30 over accumulated scores, and the AUC are computed as overall performance of ensemble of e-SVMs. The average AUC for each watch-list individual across Chokepoint videos is shown in Table 10 . Table 10 shows the average spatiotemporal recognition performance of the ensemble of e-SVMs is robust and higher than the baseline system.
Another example of trajectory-based analysis over COX-S2V videos is demonstrated in Fig. 10 , where the individual #001 is the watch-list person.
It can be concluded from Fig. 10 that ensemble of e-SVMs can outperform the baseline system under a severe imbalanced operational situation, where the target individual must be detected among more than a hundred people. Thus, the average spatiotemporal performance of the proposed and the baseline systems over COX-S2V videos are 100.00 ± 0.00 and 86.01 ± 2.36, respectively.
Conclusion
This paper presents a robust multi-classifier system for still-to-video FR that is specialized for watch-list screening applications with a SSPP. Due to the limited number of reference samples per each individual of interest, several feature extraction techniques and patches are employed to generate a diversified ensemble of SVM classifiers per target individual. Feature extraction techniques are chosen based on their robustness against variety of nuisance factors encountered in video surveillance environments. Accordingly, results suggest that using multiple robust face representations for design of facial models favorably allows to build a robust watch-list screening system. Estimating parameters of the classifier with a limited number of target references typically leads to poor generalization and over-fitting. Furthermore, selecting representative non-target samples is needed to optimize performance to overcome the imbalanced data issue, and feature selection. To achieve higher performance, an intuitive dynamic ensemble selection method was proposed to select the most suitable classifiers related to different capture conditions. Extensive experiments show that ensemble with e-SVM classifiers trained using patches isolated in ROI patterns provide solid performance.
In this paper, comprehensive results are presented to observe the performance of the proposed watch-list screening system. Simulation results with the Chokepoint and COX-S2V video datasets indicate that the integration of patchesbased approach and face descriptors into an individualspecific ensemble of e-SVM classifiers provides a significantly higher level of performance than either any single representation, or baseline system containing ensemble of OC-SVMs and template matchers. Results also demonstrate that training a separate classifier for each patch and combining their scores outperforms a single classifier trained using a long feature vector of concatenated patches. Since there is only a single reference still per individual of interest during design, videos of unknown non-target individuals in the scene have been used to train the representation-specific classifiers and for normalization to exploit the information of operational phase. Hence, videos of background model are more representative of real scene, contrary to other stills in the cohort model. Since it is difficult to set appropriate thresholds, the scores produced at transaction level should be considered to obtain the best results. Finally, accumulating ensemble scores over multiple face captures of corresponding individuals using a high-quality track that are provided by the face tracker significantly improves the overall performance.
It was assumed in this paper that reference mugshots are high-quality facial images captured under the same controlled conditions. Future research would involve validating with watch-list individuals having lower-quality face images captured with different cameras and conditions.
