Abstract. We review and simplify A. Beilinson's construction of a basis for the motivic cohomology of a point over a cyclotomic field, then promote the basis elements to higher Chow cycles and evaluate the KLM regulator map on them.
Introduction
Let ζ N ∈ C * be a primitive N th root of 1 (N ≥ 2). The seminal article [Be1] Since by Borel's theorem [Bo1] rkK (n) 2n−1 (Q(ζ N )) Q = 1 2 φ(N) (for N ≥ 3), an immediate consequence is that the {Ξ b } span K (n) 2n−1 (Q(ζ N )) Q ; indeed, Beilinson's results anticipated the eventual proofs [Ra, Bu] of the equality (for number fields) of his regulator with that of Borel [Bo2] . An expanded account of his construction was written up by Neukirch (with Rapoport and Schneider) in [Ne] , up to a "crucial lemma" ((2.4) in [op. cit.] ) required for the regulator computation, which was subsequently proved by Esnault [Es] .
The intervening years have seen some improvements in technology, especially Bloch's introduction of higher Chow groups [Bl1] , which yield an integral definition of motivic cohomology for smooth schemes X. In particular, we have 1 and can ask for explicit cycles in ker(∂) ⊂ Z n (Q(ζ N ), 2n − 1) representing (multiples of) Beilinson's elements Ξ b . Another relevant development was the explicit realization of Beilinson's regulator in [KLM, KL] as a morphism AJ of complexes, from a rationally quasi-isomorphic subcomplex Z n R (X, •) of Z n (X, •) to a complex computing the absolute Hodge cohomology of X. Here this "KLM morphism" yields an Abel-Jacobi mapping
and in the present note we shall construct (for all n) higher Chow cycleŝ .) This is entirely more explicit than the constructions in [Be1, Ne] , and yields a brief and transparent evaluation of the regulator, which moreover allows us to dispense with some of the hypotheses of [Ne, Lemma 2.4] or [Es, Theorem 3.9] and thus avoid the more complicated construction of [Ne, Lemma 3.1] . Furthermore, in concert with the anticipated extension of AJ to the entire complex Z n (X, •) (making (1.1) integral), we expect that our cycles will be useful for studying the torsion in CH n (Q(ζ N ), 2n − 1) as begun in [Pe1, Pe2] , cf. Remark 4.1 and §4.5.
tivic cohomology class on ( n−1 , ∂ n−1 ). Most of the work that follows is to show that its image under a residue map vanishes, cf. diagram (2.6). It also serves to establish notation for §3, where we recast this class as a higher Chow cycle and compute its regulator.
2.1. Notation. Let N ≥ 2, and ζ ∈ C be a primitive N th root of unity; i.e., ζ = e 2πia N , where a is coprime to N. Denoting by Φ N (x) the N th cyclotomic polynomial, each such a yields an embedding σ of
Working over any subfield of C containing ζ, write
with coordinates (z 1 , . . . , z n ). We have isomorphisms from T n to G n m (with coordinates (t 1 , . . . , t n )), given by t i :=
. Define a function f n (z) := 1−ζ b t 1 · · · t n on T n (with b coprime to N), and normal crossing subschemes
(Alternatively, we may view these schemes as defined over F by replacing ζ b with ω b .) Now consider the morphism
We record the following:
We also remark that the Zariski closure of ı n (T n−1 ) in n is just ı n (T n−1 ).
2.2.
Results for Betti cohomology. The construction just described has quite pleasant cohomological properties, as we shall now see.
Lemma 2.2. As a Q-MHS, H
Proof. Apply the Künneth formula to (
Lemma 2.3. As a Q-MHS,
Proof. This is clear for ( {1,ζ}) . Now consider the exact sequence
(This is just the relative cohomology sequence, once one notes that the pair 
is a short-exact sequence. Now observe that:
, where e :
The e(U i ) visibly yield all the relative cycles in the former, justifying the second observation.) Together these immediately imply that (2.1) is split, completing the proof.
Results for Deligne cohomology.
Recall that Beilinson's absolute Hodge cohomology [Be2] of an analytic scheme Y over C sits in an exact sequence
(Here we use a subscript "D" since the construction after all is a "weight-corrected" version of Deligne cohomology; the subscript "MHS" of course means "A-MHS".) We shall not have any use for details of its construction here, and refer the reader to [KL, §2] .
Proof. Consider the exact sequence
It suffices to show that δ D is injective. Now
by Lemma 2.3, and so δ D is given by
Since (2.1) is split, the corresponding sequence of Ext 1 -groups is exact, and δ D is injective.
2.4. Results for motivic cohomology. Let X be any smooth simplicial scheme (of finite type), defined over a subfield of C. We have Deligne class maps (A = Q or R)
The case of particular interest here is where r = 1, X is a point, and
where (interpreting log(z) as the 0-current with branch cut along
is the regulator current of [KLM, KL] , belonging to D 2p−2 (P 1 ) ×(2p−1) . Here it is essential that the representative higher Chow cycle Z belong to the quasi-isomorphic subcomplex
Q comprising cycles in good position with respect to certain real analytic chains, cf. [KL, § 8] or Remark 3.3 below. Now take a number field K, [K : Q] = d = r 1 + 2r 2 , and set
for the map sending Z → (c D,R ( σ Z)) σ , which factors through the invariants under de Rham conjugation. If X = Spec(K), then we have
Proof. By [Bu] , the composition
→ R dp is exactly the Borel regulator (and the groups are zero for r = 1). The lemma follows for X = Spec(K).
Let Y be a smooth quasi-projective variety, defined over K, and pick
compatibly with c D,R ; applying this iteratively gives the lemma for
Proof. Form the obvious commutative square and use the results of Lemmas 2.4 and 2.5. n−|I| ֒→ n , with z i = ǫ(i) (∀i ∈ I) on the image, and degeneracy maps δ i : n ։ n−1 killing the i th coordinate. For any smooth quasi-projective variety X (say,
whose r th homology defines Bloch's higher Chow group
). This isomorphism does not apply for singular varieties (e.g. our simplicial schemes above), and for our purposes in this paper it is the right-hand side of (2.4) that provides the correct generalization. In particular, we have
. We note here that the (rational) motivic cohomology of a cosimplicial normal-crossing scheme X • can be computed via (the simple complex associated to) a double complex:
where "#" denotes cycles meeting all components of all
properly.
2
Continuing to write t i for
, we shall now consider
as a regular function on n−1 F , and 
Proof. Apply (2.6) and Lemma 2.6. This is essentially Beilinson's construction; we normalize the class by
3. The higher Chow cycles 3.1. Representing Beilinson's elements. We first describe (2.5) more explicitly in the relevant cases. As above, write ∂ :
# Q for the higher Chow differential, and
. A complex of cocycles for the top motivic cohomology group in (2.6) is given by
with differential D := ∂ + (−1) n−a−1 δ. These are, of course, the simple complex resp. total differential associated to the natural double
by simply adding up the cycles (with no signs) on the right-hand side of (3.1). (Use the natural maps n−a−1 × a+k → n+k−1 obtained by concatenating coordinates.) Then we have Lemma 3.1. θ is a quasi-isomorphism of complexes.
Proof. Checking that θ is a morphism of complexes is easy and left to the reader. The a = n − 1, (I, ǫ) = ({1, . . . , n − 1}, 0) term of (3.1) is a copy of
, which is exactly the image of ψ(ker ∂).
3
In particular, we may view θ as yielding the isomorphism in the top row of (2.4).
By the moving lemmas of Bloch [Bl2] and Levine [Le] , we have another quasi-isomorphism 
(n − 1). This gives an "explicit" prescription for computing Res |(f ) 0 | in (2.4). Now we come to our central point: the cycle Z = {f n−1 , t
, without "moving" it by a boundary. Its restriction to Z n \f (n) is clearly D-closed, and 3 This is true for any field, but specifically for our F = Q(ω), the only nonzero term is E 
, and define
, which are both of the expected real codimension. A trivial modification of the above argument then shows that the W i may be chosen so that the σ(W i ) (and hence σ(Z )) are in Z n R (Spec(C), 2n−1) Q as well. We shall henceforth assume that this has been done.
Computing the KLM map.
We begin by simplifying the formula (2.2) for the regulator map.
2n−1 are zero by type, since dim C Z C = n − 1, and thé
We may now compute the regulator on the cycle of Theorem 3.2, independently of the choice of the W i :
Proof. By Lemmas 3.4 and 3.5, we obtain c D,
where
To write the image of our cycles under the Borel regulator, we refine notation by writing σ a (for σ :
, and one has the Corollary 3.7. Let N ≥ 3 and set
As an immediate consequence, we get a (rational) basis for the higher Chow cycles on a point over any abelian extension of Q:
Proof. In view of Lemma 2.5, for the first statement we need only check the linear independence of the vectors v (b) in Corollary 3.7. Let χ be one of the 
a∈A are independent (over C) provided they are nonzero, since their eigenvalues χ(α) under ρ α are distinct. By the computation in [Za, , if χ is induced from a primitive character χ 0 modulo N 0 = N/M, then (with µ = Möbius function, τ (·) = Gauss sum)
the last two factors of which are nonzero by primitivity of χ 0 ; the bracketed term is
The second statement follows at once, since the composition of γ∈Γ with CH n (E, 2n − 1) Q ֒→ CH n (F, 2n − 1) Q is a multiple of the identity.
Explicit representatives
We finally turn to the construction of the cycles described by Theorem 3.2. Here the benefit of using t N i (at least, if one is happy to work rationally) comes to the fore: it allows us to obtain uniform formulas for all N, and to use as few terms as possible; in fact, it turns out that for all n it is possible to take W 3 = · · · = W n−1 = 0. (While it is easy to argue abstractly that W n−1 can always be taken to be zero, this stronger statement surprised us.) For brevity, we shall use the notation (f 1 (t, u, v), . . . , f m (t, u, v) 
all precycles are defined over F = Q(ω), and we write ξ := ω b .
So we may take W = 0 andZ = Z .
In contrast, if we took Z =
and a nonzero W -term is required. 
We present the general n construction next, but include the n = 5 case as an appendix (as the authors only saw the pattern after working out this case).
That is, either before (i = 1), after (i = n − 2), or in the middle of the sequence
and ∂W
and for each i > j the reader will verify that X i,j = X j,i−1 , so that the terms on the right-hand side of (4.1) cancel in pairs.
4.5. Expected implications for torsion. One of the anticipated applications of the explicit AJ maps of [KLM, KL] has been the detection of torsion in higher Chow groups. While they provide an explicit map of complexes from Z p R (X, •) to the integral Deligne cohomology complex, the fact that Z p R (X, •) ⊂ Z p (X, •) is only a rational quasi-isomorphism leaves open the possibility that a given cycle with (nontrivial) torsion KLM-image is bounded by a precycle in the larger complex. So far, therefore, any conclusions we can try to draw about torsion are speculative, as they depend on the (so far) conjectural extension of the KLM map to an integrally quasi-isomorphic subcomplex.
Let us describe what the existence of such an extension, together with the cycles just constructed, would yield. . This checks out with what is known (cf. Prop. 6.9 and Remark 6.10 of [Pe2] ), and would make Z 
