Abstract-A fundamental problem in cognitive radio networks (CRN) is the following capacity maximization in CRN (CM-CRN) problem: given a set of primary links with a common transmitter, together with a set of secondary links, select a maximum cardinality subset of the links that can concurrently transmit successfully under the constraint that all primary links are selected. This problem is intrinsically different from the wellknown link scheduling (LS) problem in wireless mesh networks, which does not have the constraint to select all primary links. In this paper, we make both theoretical and practical contributions to the CM-CRN problem. To achieve deep theoretical understanding of the problem, we show that CM-CRN is NPhard and design a polynomial time approximation algorithm with a constant approximation ratio. In addition, we extend the designed algorithm to find approximate solutions to two variations of CM-CRN, one with the objective of maximizing the number of selected secondary links and the other with multiple primary users. To achieve good performance in practice, we design a simple but effective heuristic algorithm based on a greedy strategy. We also design an optimal algorithm based on integer linear programming, which serves as a benchmark for evaluating the performance of the approximation algorithm and heuristic algorithm, for problem instances of small sizes. Extensive evaluations show that our proved constant ratio of the approximation algorithm is considerably conservative and our heuristic algorithm produces results that are very close to the optimal solution. Our approximation algorithm for CM-CRN is motivated by and can be viewed as a non-trivial extension of the elegant approximation algorithm for the LS problem by Wan et al. to CRNs.
I. INTRODUCTION
T HE proliferation of wireless devices, e.g. smartphones, laptops, and tablets, and bandwidth-hungry applications drives the demand for spectrum to increase rapidly and has resulted in the severe problem of spectrum scarcity. However, in a report published by the Federal Communication Commission (FCC) [4] , one of the major and surprising findings is: "In many bands, spectrum access is a more significant problem than physical scarcity of spectrum, in large part due to legacy command-and-control regulation that limits the ability of potential spectrum users to obtain such access." According to another report [3] , temporal and geographic variations in the utilization of allocated spectrum range from 15% to 85%. These facts show that efficient spectrum allocation, which provides spectrum access to unlicensed users without affecting the function of licensed spectrum holders, has a great potential to ease the problem caused by spectrum scarcity.
To exploit the underutilized spectrum, the concept of Cognitive Radio (CR) was proposed more than a decade ago [13] , [14] . Since then, researchers around the world have devoted significant efforts to address different technical challenges of CR networks (CRNs), mainly covering fundamental problems associated with the cognitive procedures as well as technology enablers of CR concepts. A CRN architecture consists of primary users (PUs) and secondary users (SUs) [1] , [20] . The PUs are those who hold the licenses for their assigned spectrum, e.g. TV broadcasters. The SUs are those who do not have license but wish to access the spectrum when possible. Thus SUs would like to use CR technology to access the spectrum under the requirement that the transmission of SUs should not disrupt that of the PUs. This requirement makes the spectrum allocation problem more complex and challenging than that in the traditional wireless mesh networks, because the aforementioned constraint has to be satisfied.
One fundamental problem that we are interested in is to analyze the capacity of a CRN under the physical interference model [8] , also known as the SINR (signal-tointerference-plus-noise-ratio) model. In this model, a signal is received successfully if and only if the received signal at the receiver from the intended transmitter to the interference from non-intended transmitters plus the noise is above a hardware-defined threshold. Compared to other widely adopted interference models, e.g., the protocol interference model [8] , the physical interference model is considered more realistic. However, due to the accumulative characteristic of the interference in this model, as opposed to the binary relation in the protocol interference model, many optimization problems are notoriously challenging and often proved to be NP-hard problems. Theoretical results on the network capacity in a CRN under the physical interference model remain open.
In this paper, we fill this void by answering the following question: given a set of secondary communication requests, how many of them can transmit concurrently with the primary communication ? We first prove that this problem is NP-hard, and analyze the similarity and differences between this problem and the well-studied link scheduling problem. We next design an approximation algorithm that achieves a constant approximation ratio. We then develop an effective and simple heuristic algorithm with good performance in simulations. We also design an optimal algorithm based on integer linear programming, which can serves as a benchmark for evaluating the performance of the approximation algorithm and heuristic algorithm, for problem instances of small sizes.
The remainder of this paper is organized as follows. In Section II, we briefly review closely related works in the current literature. In Section III, we formally introduce the network model and formulate the capacity maximization problem. In Section IV, we study the computational complexity of the problem. We then present a constant ratio approximation algorithm in Section V and a simple heuristic algorithm in Section VI, respectively. In Section VII, we present an ILPbased optimal algorithm for comparison. In Section VIII, we evaluate the performance of both algorithms. We conclude this paper and outline possible future research in Section IX.
II. RELATED WORK
The closest problem to ours in the literature is the Link Scheduling problem in wireless mesh networks under the physical interference model, which is NP-hard [5] , [17] , [21] and has been extensively studied in the past decade [5] , [6] , [17] , [21] - [23] . Given a set of wireless links, the Link Scheduling problem (LS) seeks a maximum cardinality subset of links, which can transmit concurrently without causing enough interference to each other to disrupt any communication.
Brar et al. [2] presented a weighted coloring based scheduling algorithm and proved that under the uniform node distribution the algorithm guarantees an approximation ratio. Goussevskaia et al. [6] considered a weighted version of the LS problem, whose objective is to find a maximumweight subset of links to be scheduled in one time-slot. By assuming there is no noise, they proposed the first algorithm with a non-trivial approximation ratio, which depends on the ratio between the maximum link length and minimum link length and can become linear in the network size. Recently, Goussevskaia et al. [5] , [7] made the first effort to propose a constant approximation algorithm. Unfortunately, as observed in [17] and [21] , their constant approximate ratios and proofs are valid only when the background noise is 0. Another attempt was made by Xu and Tang [21] , who proposed another constant approximation algorithm. However, Wan et al. [17] later pointed out an incorrect proof in [21] . As the real icebreaker, Wan et al. developed the first constant approximation algorithm, which in addition has a significantly smaller approximation ratio than those in [5] , [7] , and [21] . For example, when the path-loss exponent is 4 and the SINR threshold is 16, the approximation ratio is 272, comparing to 138135 in [5] and [7] and 137890 in [21] . Although without any theoretical performance guarantee, Yang et al. [23] proposed a simple and efficient heuristic algorithm, which significantly outperforms the approximation algorithms. The LS problem has also been extended to multi-hop networks [16] and jointly considered with power control [9] , [12] , [16] . The key difference between the cognitive radio networks and wireless mesh networks is the coexistence of both primary user and secondary users. Therefore, while calculating the capacity of a cognitive radio network, the communication of both primary link and secondary links should be considered.
To the best of our knowledge, the only related problems in cognitive radio networks (CRNs) are studied in [15] and [24] . More specifically, Shi et al. [15] and Zhao et al. [24] investigated the capacity maximization problem in multihop CRNs under the physical interference model, with the objective of maximizing the rates of a set of user communication sessions. They formulated the optimization problem in the form of a mixed integer non-linear programming and followed the branch-and-bound framework to achieve a (1 − )-approximation algorithm. The difference between [15] and [24] lies in the system model, where the former allows power control and the latter considers channel allocation. However, the transmission of the primary user is not considered in their models. Thus the algorithms proposed in [15] and [24] do not apply to our problem in this paper.
III. NETWORK MODEL AND PROBLEM FORMULATION
We consider a cognitive radio network consisting of one primary user and n secondary users. We assume that the primary user is a network of one sender, denoted by S, e.g., TV tower, and a set
. . , L m } denote the set of primary links. In addition, we assume that each secondary user is a transmission link l j = (s j , r j ), where s j is the sender, and r j is the receiver of l j , respectively. Let L s = {l 1 , l 2 , . . . , l n } denote the set of secondary links. Throughout the rest of this paper, we use l = (s, r) to denote a generic link with sender s and receiver r, which could be either a primary link or secondary link and should be clear from the context.
To reflect the physical reality precisely, we adopt the physical interference model [8] to characterize the interference generated by concurrent transmissions. Under this model, when sender s of a link l = (s, r) is emitting a signal with power P (s), the strength of the signal perceived by receiver r is modeled by ηP (s)||sr|| −α , where η ∈ (0, 1) is the reference loss parameter, ||sr|| is the Euclidean distance between nodes s and r, and α is the path-loss exponent, which is a constant with the typical value 2 < α < 6. Then, the signal-to-interferenceplus-noise-ratio (SINR) of a link l = (s, r) with respect to a simultaneously transmitting set of nodes S s is the ratio of the signal strength perceived by r from s to the signal strength perceived by r from the nodes in S plus the inherent noise, denoted by N 0 . Mathematically, the SINR of link l = (s, r) in the presence of S s is given by ηP ||sr||
We say a link l is successful in the presence of S if and only if the SINR of l given S is at least a constant threshold σ ≥ 1, where σ is a given system parameter. The objective of this paper is to find a maximum number of links including all the primary links such that they can all be successful. Before formally defining the studied problem, we need to introduce the following concepts. Let I be a set of links and S I denote the set of senders in I. We say I is an independent set (IS) if every link l = (s, r) ∈ I is successful in the presence of S I \ {s}. In addition, we say a link l is feasible to a link set L l if the set L ∪ {l} is independent. As in the literature [5] - [7] , the capacity of a CRN can be defined as the size of the independent set. Now we are ready to formally define the problem of Capacity Maximization in Cognitive Radio Networks (CM-CRN) as follows. 
Definition 1 (Capacity Maximization in Cognitive Radio
In this paper, we assume that all nodes transmit at a fixed power P . This assumption can be relaxed to the case where nodes have different but fixed transmission power levels, provided that either the ratio of the maximum power level to the minimum power level or the number of possible power levels is bounded by a constant.
IV. COMPUTATIONAL COMPLEXITY OF CM-CRN
In this section, we study the computational complexity of the CM-CRN problem. We also analyze the difference between the CM-CRN problem and the Link Scheduling (LS) problem, both in computing exact solutions and in computing approximate solutions. Specifically, we show that any β-approximation algorithm for CM-CRN leads to a β-approximation algorithm for the LS problem, with an increase of an O(n) factor in worst-case running time, where n is the number of links in the instance of the LS problem. Finally, we present a simple example to show that approximation algorithms designed for the LS problem cannot be applied directly to CM-CRN.
The LS problem is defined as follows: Given a set L of wireless communication links, select a maximum cardinality set of links to transmit concurrently such that every selected link is successful. Since the LS problem is a special case of CM-CRN and known to be NP-hard [5] , [17] , [21] , we claim that CM-CRN is NP-hard as well.
Moreover, we conclude the following two facts: 1) If there is a f (m, n) time exact algorithm A for solving CM-CRN with m primary links and n secondary links, we can solve the LS problem in O(n · f (1, n − 1)) time, by applying A to n instances of CM-CRN, each of which takes one secondary link as a primary link, and picking the solution with the What about the other direction? We will show in the following that the algorithm for the LS problem in [17] cannot always be applied to CM-CRN. For ease of reference in the sequel, we shall refer to this algorithm as ALG-LS, which works as follows. Initially, all the links are sorted in a non-decreasing order of length. ALG-LS is iterative. In each iteration, the first link of sorted links (that is neither selected nor discarded) is selected and added to the output set. Then some of the remaining links are discarded in two steps. The first step discards all links whose senders are within distance ρ||l|| of the sender of the newly selected link l, where ρ > 1. The second step discards all links to which the relative interference (to be defined precisely in the next section) of the currently selected links exceeds a predefined threshold. This process repeats until no links are left.
Let
and let l min denote a link in L s that satisfies
When ||L max || < ||l min ||, we can apply a simple modification of ALG-LS 1 to compute an approximate solution to CM-CRN by taking L p ∪ L s as the input. Because of the sorting operation at the beginning of ALG-LS, all primary links will be considered before any secondary link. In addition, since primary links share the common sender, no primary links will be discarded.
When ||L max || ≥ ||l min ||, it is possible that some primary links could be discarded (and hence never be selected) by ALG-LS due to the selection of a secondary link. A simple example is shown in Fig 1 .
In this example, there is one primary link L = (S, R) and one secondary link l = (s, r), such that ||L|| > ||l|| and the Euclidean distance between S and s is smaller than ||l||. According to ALG-LS, l is selected first. Since the distance between S and s is smaller than ||l||, link L will be discarded by ALG-LS due to the selection of link l. Thus ALG-LS From the discussions in the above, we conclude that there is a need to design good algorithms for CM-CRN, as the algorithms for the LS problem do not apply to CM-CRN. Therefore, we focus on the case where ||L max || ≥ ||l min || in this paper. Since CM-CRN is NP-hard, it is unrealistic to design polynomial time exact algorithms. Therefore we aim at designing algorithms that are either theoretically sound or practically effective. In Section V, we will present a polynomial time algorithm with a constant approximation ratio. This fundamental theoretical contribution can be viewed as a non-trivial extension of the algorithm of Wan et al. [17] to cognitive radio networks. In Section VI, we will present a simple heuristic algorithm which produces close to optimal solutions in our test cases.
V. CONSTANT RATIO APPROXIMATION ALGORITHM
In this section, we design a constant ratio approximation algorithm for the CM-CRN problem. We refer to this algorithm as CMAX. We first introduce some necessary concepts and notations for the algorithm design. The main notations are listed in Table I . We then describe CMAX in detail and provide the pseudocode. Finally, we rigorously prove the correctness and approximation ratio of CMAX.
A. Necessary Concepts and Notations
Before turning our attention to the technical aspects of CMAX, we need to introduce some necessary concepts and notations. Because of the additive nature of interference under the physical interference model, we define the relative interference (RI) of a transmitting node on another link. We first consider the case where a link (s, r) is the only transmitting link. Then (s, r) is successful if
. In other words, the link is the maximum transmission radius. It is clear that, if a link has a length of Δ, then it cannot be successful in the presence of any other transmitting nodes. Thus, in the case where a primary link has a length of Δ, the optimal solution is trivially the set containing only the primary links, and in the case where one or more of the secondary links has a length of Δ, then none of these links can be included in the optimal set. Because of this, we will restrict our inputs to links whose lengths are strictly less than Δ.
We now consider the SINR of a link (s, r) in the presence of a set of senders S , and derive a necessary and sufficient condition for the success of (s, r) in terms of Δ. We see that
This leads to a natural definition of RI. We define the RI of a transmitting node s on a link l = (s, r) to be
and the RI of a set of transmitting nodes S on (s, r) to be
From above, we notice that the link l will be successful in the presence of a set S of transmitting nodes if and only if RI(S , l) ≤ 1. We would like to remark that the term "Relative Interference" was first introduced by Halldórsson et al. and Wattenhofer [10] and Goussevskaia et al. [7] . But in [7] and [10] , the RI of a transmitting node s on a link l = (s, r) is defined as ||sr|| ||s r|| α . The total RI of the transmitting nodes in a set S of transmitting nodes on link l is referred to as the affectance of link l caused by S . Note that our definition is actually a slight modification of that in [17] . In [17] , the case where the senders s and s are the same is not defined. This case happens because primary links have the same sender and should not cause interference to each other.
We use a parameter φ ∈ (0, 1] to control the selection of secondary links in CMAX. The approximation ratio of CMAX is valid for a specific range of values for φ, which will be discussed later.
We next define a function ρ : L p ∪ L s → R >0 that depends on φ and will be used throughout the remainder of this section.
where ζ is the Riemann Zeta function, defined as ζ(x) = ∞ n=1 1/n x , which is convergent for all values of x > 1. Thus, since α > 2, the function ρ is well-defined. Note that this definition generalizes the notation ρ in [17] , where ρ is defined for some specific links instead of a general function.
We notice that ρ is an increasing function of the length of l. Letρ be the smallest value of ρ(l) for any l ∈ L s , i.e.,
In addition, as in [17] , we define the constant
and notice that
Note that ω is also an increasing function of ||l|| and implicitly dependent on φ, as it containsρ.
B. Design of CMAX
We briefly give an overview of CMAX, shown in Algorithm 1. First, since the primary links must be included in the independent set, the output set I is initialized to be the set of primary links. Then, in Lines 2-6, a subset of the secondary links whose senders' distance to any of the primary receivers is within a carefully calculated threshold are discarded to ensure the interference on the primary links from the links selected later on is bounded. Finally, in Lines 8-9, the remaining secondary links that are unlikely to be successful due to the interference from the primary links are discarded as well. The algorithm then enters into a while-loop to select secondary links iteratively. Each iteration of the loop is the same as that in [17] , except the considered candidate link set is restricted to L s . First, the shortest remaining secondary link is added to the output set I. Then, in Lines 15-16, the remaining secondary links that are close to the newly selected link are discarded to ensure the newly selected link enough room to tolerate the interference from the future selected secondary links. In addition, in Lines 18-19, the remaining secondary links that receive more interference than a predefined threshold from the currently selected links are discarded. This process is repeated until all of the secondary links are either selected or discarded.
C. Analysis of CMAX
Though the design of CMAX is simple, the analysis, especially the proof of the constant approximation ratio, is quite involved. We need to derive a sufficient condition for the output set to be independent, so that the correctness of CMAX 
7 /* Secondary links that receive too much RI from the primary sender */ 
17
/* Secondary links that receive too much RI from all selected links' senders */
20 end 21 return I is guaranteed. In addition, we need to prove a nontrivial upper bound on the optimal solution. Different from [17] , we must consider the primary links during the derivation of the sufficient condition and their impact on the optimal solution. Due to the constraint that all the primary links have to be included in the output set, we need to show not only that the primary links are successful, but also that the secondary links in the output set are successful despite of the primary links. For the same reason, we have to bound the number of secondary links in the optimal solution but removed for assuring successful primary link transmissions. Let I opt denote the optimal solution. Let k denote the number of iterations of the while-loop. Then the set I consists of m primary links and k secondary links. Without loss of generality, let l j = (s j , r j ) be the link selected in the j-th iteration of the while loop for
where L j is in Line 6 and Line 15, and L j is in Line 8 and Line 18.
According to Algorithm 1, the set of primary links L p is included in the output set I. The following theorem asserts the correctness and gives the approximation ratio of CMAX.
Theorem 1: The output set I is independent, and the approximation ratio of CMAX is 1 + μ 1 + μ 2 , where μ 1 is defined in (11) and μ 2 is defined in (12) .
In order to prove Theorem 1, we need the following lemmas. More specifically, Lemmas 1-2 will be used for the correctness, and Lemmas 4-6 will be used for the approximation ratio of CMAX. Lemma 1 and Lemma 5 are [17, Lemmas 1 and 3], respectively. We restate them here to make this paper self-contained. The proofs for other lemmas can be found in the appendix. 
where μ 1 is defined in (9) , and m is the number of primary links.
, where μ 2 is defined in (12) .
Proof of Theorem 1: We first show that the output set I is independent. Consider the primary links. We notice that
Now consider each secondary link l j , 1 ≤ j ≤ k. Since l j is not removed in Line 8 or Line 18 during the (j−1)-th iteration, we know that RI(S j−1 , l j ) ≤ 1 − φ. Also, the mutual distance of the senders in S \ S j is at least ρ j ||l j ||, so, by Lemma 1,
Therefore I is independent. We now show that the approximation ratio is 1 + μ 1 + μ 2 . By Lemmas 4 and 5, we know
In addition, by Lemma 6, we know
We see that I, L , and L form a partition of L p ∪ L s . Thus,
Remark 1:
The parameter φ can be any value in the range (0, φ max ), where φ max is defined in the proof of Lemma 4.
It is unknown what values of φ will yield the best results for CMAX. One possible strategy would be to choose φ such that the corresponding approximation ratio is minimized. However, this is not guaranteed to produce the best results for CMAX. In addition, finding the value of φ to minimize the corresponding approximation ratio is challenging as the approximation ratio 1 + μ 1 + μ 2 is neither a convex nor a monotonic function of φ. Thus we sample values in (0, φ max ) with a small stepsize. Among these values of φ, we set φ to the one resulting in the minimum value of 1 + μ 1 + μ 2 . For example, with α = 4, σ = 16, and P = 20, we have φ max = 1. With a step-size of 0.001, we have φ = 0.901 and the upper bound 1 + μ 1 + μ 2 on the approximation ratio of CMAX is 3841.6.
The running time of CMAX is dominated by the forloop (Lines 2-5) and the while-loop (Lines 10-20), which take O(nm) and O(n 2 ), respectively. Therefore, the total running time of CMAX is bounded by O(n(n + m)).
D. Extensions
In this section, we will discuss how to extend CMAX to solve two important variations of the CM-CRN problem. The objective of the CM-CRN problem is to maximize the size of the independent set including the primary links. It is often of interest to maximize the number of secondary links alone.
Definition 2 (CM-CRN-SO): Given a set L p of primary links and a set L s of secondary links, the CM-CRN-SO problem seeks a maximum cardinality set I ⊆ L s of secondary links, subject to the constraint that I ∪ L p is independent.
The CM-CRN-SO problem can be solved by extending CMAX as follows. We denote this algorithm as CMAX + . Let β = 1 1+μ1+μ2 and ∈ (0, β) be any arbitrarily small constant. If n ≤ m (1 − β) , we use brute-force to find an optimal solution. Otherwise, we use brute-force to search all the secondary link sets of size 1 through m (1 − β) . Let I S bf be the set of maximum size. Note that the algorithm may terminate early once we are not able to find any feasible set of secondary links for a certain size. This is because if no secondary link set of size k is feasible, then no secondary link set of size k + 1 would be feasible. In addition, we apply CMAX to find a solution I CMAX . Let I 
Thus we have
Therefore, the approximation ratio of CMAX + is 1 β− for any given arbitrarily small constant ∈ (0, β).
We can also generalize the model of the CM-CRN problem to the case of multiple primary users with orthogonal channels. 
Definition 3 (CM-CRN-MP): Given a set of primary users, {L
Finally, we have
Therefore the approximation ratio of CMAX ++ is h β− .
Remark 2:
The derived approximation ratio of CMAX ++ is a function of the number of primary users h. Our result gives a constant approximation ratio under the assumption that the number of primary users is bounded by a constant. Since the value of h is usually small in practice, as it is limited by the number of orthogonal channels in the region, the above assumption is reasonable. In spite of this, designing a constant ratio (independent of h) approximation algorithm to solve the CM-CRN-MP problem is our future research direction.
VI. HEURISTIC ALGORITHM
Though theoretically sound, CMAX sacrifices some performance in the solution to guarantee the constant approximation ratio. This is because, to satisfy the sufficient conditions in Lemmas 1-2 while being able to bound the links removed from the optimal solution, we drastically remove more secondary links from future consideration than necessary for making the output link set independent. In this section we design a greedy algorithm, named GACM, for the capacity maximization problem. Although there is no theoretical performance guarantee, it will be shown in Section VIII that GACM significantly outperforms CMAX. The essential idea of GACM is that an ideal secondary link to select should be both resistant to interference and have low interference with currently selected links. To quantify the resistance to interference, we introduce the concept of Interference Tolerance.
Definition 4 (Interference Tolerance): Given a set of currently selected links L with the set of senders denoted by S and a considered link l = (s, r), the Interference Tolerance of l with respect to L, denote by τ (l, L), is defined as the amount of RI it can tolerate before the SINR falls below the threshold
where RI(S, l) is defined in (4). Links with higher interference tolerance are more desirable to select because they can handle more interference from other links. However, the interference that the link l i imposes on currently selected links also needs to be considered. Links that interfere the least with currently selected links are most desirable. To combine these two criteria, we define the Tolerance-to-Interference-Ratio (TIR) of link l = (s, r) as
, where RI(s, l ) is defined in (3). The link with the highest TIR ratio is both resistant to interference and has low interference with currently selected links. Next, we describe the heuristic algorithm, GACM, for the CM-CRN problem, as shown in Algorithm 2.
GACM starts by initializing I to L p as L p must be included in I. Then a subset of secondary links are selected and added into I iteratively. At the beginning of each iteration, all the secondary links with non-positive interference tolerance are first removed from consideration, as they cannot appear in the output independent set I. Then a secondary link with the maximum TIR is selected, added into I if it is feasible to I, and removed from the set of secondary links. This progress is repeated until the set of secondary links becomes empty.
The output set I is assured to include L p by the initialization and be independent because of the condition (Line 7) before 
Pick a link l j ∈ L s with the maximum TIR;
adding any link into I. In addition, the running time of GACM is bounded by O(n(n + m)), because each secondary link is selected at most once and it takes O(n + m) to select a link.
Remark 3: Note that GACM can be easily extended to more general cognitive radio network models, where nodes have different transmission power levels or secondary users are networks as well.
VII. OPTIMAL ALGORITHM
In this section, we design an optimal algorithm using the Integer Linear Programming (ILP) technique. For notational simplicity, we use P s,r = ηP ||sr|| −α to denote the received power at receiver r from sender s. For example, P S,Ri denotes the received power at R i from S of the primary user. Since the goal is to select a subset of secondary links to transmit with the primary links concurrently, we define a binary variable x j for each secondary link l j ∈ L s such that x j = 1 if l j is selected and 0 otherwise. The objective is then to maximize lj ∈Ls x j . For each primary link, we need to guarantee it to be successful. These constraints can be written as follows,
Similarly, we need to guarantee that each selected secondary link is successful. These constraints can be written as follows,
or equivalently
However, the above constraints are not linear in terms of the variables x j 's. We next rewrite them as equivalent but linear constraints. To make them linear, we should delete the variable x j on the right side of the inequalities. To assure the equivalence, we need to consider only two cases: x j = 0 and x j = 1. Because the constraints should be automatically satisfied when x j = 0, we add (1−x j )σ P S,rj + k =j P s k ,rj + N 0 to the left side of the inequalities. When x j = 1, the added term is equal to 0 and thus does not change the original constraints. Therefore, the new equivalent but linear constraints are
We are now ready to present the ILP-based optimal algorithm for the CM-CRN problem in its entirety as follows.
OPT : max lj ∈Ls
Since the above formulation is an ILP, it can be solved optimally using standard ILP solvers, for example, CPLEX [11] . No other algorithms have been developed for solving the CM-CRN problem in the current literature. Therefore, OPT also serves as a benchmark for evaluating the designed approximation algorithm, CMAX, and heuristic algorithm, GACM, in the performance evaluation.
VIII. PERFORMANCE EVALUATION
In this section we evaluate the performance of both CMAX and GACM by comparing them with OPT.
A. Simulation Setup
Our simulation setup was based on the parameters pertaining to cellular networks. In our simulations, we randomly distributed the primary user and secondary users in a 100,000 by 100,000 meters square area, which is roughly the size of the Los Angeles metropolitan area [19] . The length of links depends on the radius of the cells in cellular networks, which may vary from 1,000 to 30,000 meters [18] . Thus, all the links, including both the primary links and secondary links, were uniformly randomly generated in length between 1,000 and l max , where l max varied from 5,000 to 10,000 with the increment of 1,000. The number of primary receivers m was chosen to be 1, 2, 5, 10, 20, and 30. The sender was placed in the center of the square region. The number of secondary users n varied from 50 to 300 with the increment of 50. The transmission power P was set to 20 watts, since the typical transmission power of a cellular base station is from a few watts to 100 watts, which is the maximum power required by FCC. In addition, by default, we have the path loss exponent α = 4, background noise N 0 = 10 −16 , η = 1, and the threshold σ = 16. The value of φ was uniformly randomly selected in the range (0, φ max ), where φ max is defined in (32). All the results were averaged over 100 runs for each configuration of the parameters.
We are interested in two performance metrics: running time and the size of the independent set. We will show how the number of primary receivers m, the number of secondary users n, and the maximum link length l max impact the performance of the designed algorithms in terms of these two performance metrics. When m varied, n and l max were fixed at 300 and 5, 000, respectively. When n varied, m and l max were fixed at 2 and 5, 000, respectively. When l max varied, m and n were fixed at 2 and 300, respectively. The average approximation ratios for different settings are listed in Table II . In addition, we study the impact of model parameters α, η, and σ, when m = 2, n = 200, and l max = 5000.
B. Simulation Results
The simulation results are illustrated in Fig. 2 to Fig. 5 . In particular, Fig. 2 shows the impact of m, n, and l max on the runtime, whereas Fig. 3 shows the impact of η, α, and σ on the runtime. The runtime of OPT is not shown because for small instances of the CM-CRN problem where n = 50 or 100 and m = 2, the running time of OPT is still tolerable, with 0.09s for n = 50 and 0.51s for n = 100. However, when the instance size grows to n = 300 and m = 2, it takes more than 5000s to compute the optimal solution. Fig. 4 and Fig. 5 show the impact of them on the size of the independent set, respectively. Overall, GACM outperforms CMAX significantly with faster runtime in most cases and generates solutions that are very close to OPT.
Although both CMAX and GACM have the same theoretical time complexity O(n(n + m)), we have some notable observations in simulations. Fig. 2(a) shows the impact of the number of primary receivers on the runtime. As analyzed, the runtime of GACM is linear in m. But for CMAX, its runtime actually decreases with m. This is because when there are more primary receivers, more secondary would be removed during the first removal (Lines 2-6). The number of secondary links to be selected in the while-loop thus decreases, which makes the CMAX terminates faster. Fig. 2(b) illustrates the impact of the number of secondary links. We see that CMAX   TABLE II APPROXIMATION RATIOS needs more time than GACM to select an independent set. The reason is the constant hidden in the theoretical time complexity of CMAX is larger due to the link removal and the sorting operation before the while-loop. This also makes the runtime of CMAX grows faster than GACM. Finally, Fig. 2(c) plots the impact of the link length. As the link length increases, links are more vulnerable to interference, thus more links would be removed when a new link is selected and added to I. Fig. 3 shows the impact of η, α, and σ on the runtime. From Fig. 3(a) , we observe that η does not have a noticeable impact on the runtime. This is because η appears in both the numerator and denominator of the SINR and cancel each other to certain extent. From Fig. 3(b) , we observe that when α is small, CMAX runs faster than GACM, but when α increases, CMAX slows down until it becomes slower than GACM. This is because the smaller α is, the larger ρ(l) is. Therefore, CMAX removes more links in each iteration when α is smaller. In addition, both algorithms run slower as α increases, because the interference from other links decreases dramatically, which results in large sets of independent links. From Fig. 3(c) , we see that the runtime of both algorithms decreases slightly when σ increases. This is because a large σ results in small sets of independent links. 4 shows the size of the independent set I selected by CMAX, GACM, and OPT with varying m in Fig. 4(a) , varying n in Fig. 4(b) , and varying l max in Fig. 4(c) , respectively. In general, GACM outperforms CMAX in all cases. This is because, to satisfy the sufficient conditions in Lemmas 1-2 while being able to bound the links removed from the optimal solution, we drastically remove more secondary links from future consideration than necessary for making the output link set independent in CMAX. Whereas in GACM, we keep adding links into the output link set whenever we can based on the greedy criterion, i.e., maximum TIR. In Fig. 4(a) , all three algorithms show the similar trend where the size of I decreases slightly first and then increases. This is intuitive as more primary links would allow fewer secondary links to coexist, but then contribute to the size of I gradually. Among these three algorithms, GACM has very close performance to OPT. In addition, although CMAX produces the worse result, we can see that the proved approximation ratio is very conservative. These two observations can also be made in other simulation results. In Fig. 4(b) , we can see the impact of the number of secondary links n on the size of the independent size. We note that the gap between GACM and OPT widens with n, because the error resulted from the greedy selection strategy is amplified as n increases. Finally, Fig. 4(c) shows the impact of the link length. Relative to OPT, CMAX performs better when the links are shorter than it does when the links are longer, whereas GACM performs better when links are longer than it does when the links are shorter. This is because half of the link removals in CMAX are directly based on the link length and longer links result in more secondary links being removed from consideration (Line 15). On the other hand, GACM considers both the relative interference and the interference tolerance while selecting secondary links.
Finally, we show the impact of η, α, and σ on the size of independent set in Fig. 5 . For the same reason as in Fig. 3 , η does not have a noticeable impact and the increase of σ results in slightly smaller independent sets. CMAX performs worse when α is smaller than it does when α is larger, relative to the OPT, as CMAX removes more links in each iteration with a smaller α. In addition, all three algorithms output larger sets of independent links as α becomes larger, because the interference from others decreases dramatically.
IX. CONCLUSION
In this paper, we studied the problem of capacity maximization in cognitive radio networks, where the primary users and secondary users coexist. The goal is to select a maximum cardinality set of links, including all the primary links and a subset of the secondary links, to transmit concurrently without causing enough interference to each other to disrupt any communication. We proved that this problem is NP-hard. To solve this problem, we designed a suite of algorithms. We first designed an approximation algorithm, named CMAX, which is proved to generate solutions within a constant factor of the optimal solution. To achieve good performance in practice without any theoretical guarantee, we also designed a heuristic algorithm, named GACM, based on a greedy strategy. Finally, for the problem instances of small sizes, we designed an optimal algorithm based on integer linear programming. The ILP-based optimal algorithm was also used as a benchmark in the performance evaluation of our design algorithms. It was shown that the approximation ratio of CMAX is very conservative, and the performance of GACM is very close to the optimal algorithm. While the bound on the approximation ratio is quite large, CMAX is the first constant ratio approximation algorithm for this problem. Designing approximation algorithms with smaller bound on the approximation ratio is an interesting yet challenging research topic.
APPENDIX PROOF OF LEMMA 2
Proof: Note that the range of ω(l) is N. We can form a partition of S as follows, since ||s r|| ≥ ω(l)ρ||l min || for all nodes s ∈ S . For each integer j ≥ ω(l), define
The second inequality is due to the folklore area argument; that is, for j ≥ ω(l), we have |S j | ≤ 8(2j + 1). The third inequality is due to fact that the infinite sum is a midpoint approximation to the improper integral, and, since both 1/x α and 1/x α−1 are decreasing and convex for the entire range of integration, the midpoint approximation is an underestimate of the true value. The forth inequality is due to the fact that ω(l) − 0.5 > 1 for any l. The last inequality is derived from the definition of ω(l). This completes the proof.
PROOF OF LEMMA 4
Proof: Let S(I opt ∩ L 0 ) denote the set of senders in I opt ∩ L 0 . For clarity, we define the following notations:
f = (Λ/λ) 1/α (||l min ||/||L max ||).
We note the following:
where (29) 
where the second inequality is due to (28), the third is due to the fact that m −1/α ≤ 1, and the fourth is due to (26) and the fact that Λ < 1. This completes the proof.
PROOF OF LEMMA 6
Proof: The proof for this lemma is a simple modification of the proof of [17, Lemma 4] . The upper bound of |I opt ∩L | is equal to μ 2 multiplied by the number of times L j is removed from L s (Lines 8 and 18 in Algorithm 1).
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