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Abstract 
We investigate properties of flatwords and k-flatwords. In particular, these words are studied 
in connection with Post Correspondence Problem (PCP). An open problem occurs: where is the 
borderline between the decidability and the undecidability of k-flat PCP over an alphabet with 
n symbols? Our main results concern the related new types of prime solutions of PCP. 
1. Introduction 
Let C be an alphabet. The set of all words over C is denoted by C* and Iz denotes 
the empty word. The length of a word w over Z is denoted by [w I. 
Consider the following version of the Latin product, denoted by o. If u = al a2 . . . a, 
and v = bl b2 . . . b, are words over C, then 
uov= 
1 
ala2 . . .a,,bzbj . . . b, if a,, = bl, 
ala2 . . .a,blbz . ..b. if a, fbl. 
By definition, u o I = ,4 o u = u. It is easy to observe that the ordered system & = 
(Z*, o, 1) is a monoid, called the Latin monoid. Let FZ(C) be the submonoid of &Z 
generated by Z. For instance, if C = {a, b}, then Fl(C) = {A, a, b, ab, ba, aba, bab, . . .}, 
i.e. FZ(C) consists of all words free of square letters. Such words will be referred as 
jutwords. 
The Latin product, see [6,8] is particularly important in enumeration problems in 
graph theory. 
Flatwords occur in a natural way in problems concerning concurrent processes with 
re-entrant routines. A re-entrant routine may be executed concurrently by more than 
one process, see [l]. The trace of the parallel execution of two or more processes 
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with re-entrant routines is always a set of flatwords. For more details concerning this 
problem, see [7]. 
In this paper we introduce k-flatwords and investigate some of their properties. We 
also study the relationship between k-flatwords and the Post Correspondence Problem. 
This is done in two ways: we define a new type of Post Correspondence Problem, 
k-flat PCP, and new types of primitive solutions for the instance (g,h) = PCP. 
The suitability of the Post Correspondence Problem for reduction arguments is due 
to the fact that in some sense the essence of computations is captured by PCP. Thus 
simple solutions of PCP mean simplifications of computations and the results contribute 
on an abstract level to the understanding of computations. 
Definition 1.1. Assume that C = {ai, a2,. . . , a,} and let k 3 1 be a fixed number. A 
word w E ,E* is a k-flatword iff [WI < 1 or w = xix2 . ..x.,, where ma2 and x, E C, 
l<r<m, and for any io with 2diodm, 
for all j such that max(l,is - k)dj<io - 1. 
Remark 1.1. Observe that a word w is a k-flatword if and only if all subwords of w 
of length at most k + 1 have no multiple occurrences of letters. 
Example 1.1. Let _E = {a, b,c,d} and the words wi and w2 be the following: 
wi = abcbcad, w2 = cdabcad. 
It is easy to observe that wi is a 1-flatword but not a 2-flatword because x4 = b = x2. 
On the other hand, the word w2 is a 2-flatword but not a 3-flatword because X6 = a = 
x3. 
Remark 1.2. Note that 1-flatwords are exactly the flatwords. Hence, a word w is a 
flatword iff [WI < 1 or w = ~1x2.. .x,,,, where xj E C and xi # xi_ 1 for i = 2,. . . , m. 
Notation. The set of all k-flatwords over an alphabet C is denoted by FZk(E) and 
the set of all k-flatwords of length m by FZp)(z), i.e., 
FZp)(C) = {w E FZk(C) 1 IwJ = m}. 
Obviously, if k <k’, then 
FZk,(‘q c FZ/((C). 
Remark 1.3. If card(C) = n and k>n, then FZk(C) is a finite set. For instance, if 
C = {a, b}, then 
FEZ(C) = (2, a, b, ab, ba}. 
Moreover, for any k, k>n, FZk(C) = FZ,(C). 
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2. Properties of k-flatwords 
In this section we present some general properties of k-flatwords. 
Proposition 2.1. Let C be an alphabet such that card(C) = n. Then 
card (FZ,(C)) = n! I$0 j. 
. 
Proof. For any number j, 1 <j <n, the number of n-flatwords of length j can be 
counted as follows: There are n possibilities to choose the first symbol. For each, fixed, 
first symbol there are n - 1 possibilities to choose the second symbol, etc. Hence, the 
number of n-flatwords of length j is 
n(n-l)...(n-j+l). 
For j > n there are no n-flatwords of length j because card (C) = n. Notice that il is 
also an n-flatword. Therefore, 
card(FZ,(C))= l+n+n(n- l)+...+n(n- 1)...2.1 =n!]$$. q 
. 
By Remark 1.3 we have now: 
Corollary 2.1. If card(Z) = n, then for any k, kan, 
card (F&,(C)) = n! $ $. 
. 
It is easy to observe that for 1 <k < n the set F&(Z) is infinite. 
Proposition 2.2. Let C be an alphabet, card(C) = n, and let k be a jixed number, 
1 <k c n. The number of k-Jlatwords of length p, p >O, is given by the formula: 
card (8??)(C)) = 
if 0 < p Q k, 
if p > k. 
Proof. Assume that 0 < p <k. The number of k-flatwords of length p is counted as in 
the proof of Proposition 2.1. 
Let now p > k. In the same way as before the first k symbols can be chosen in 
n(n - 1). . . (n - k + 1) ways. By Definition 1.1, there are n - k ways to choose the next 
symbol. In fact, the same is true for all the remaining p - k symbols because every 
time the new symbol is compared to the previous k symbols. Therefore, the number 
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of k-flatwords of length p, p > k, is 
&(n - k)p-k. 0 
Example 2.1. Let C = {a, b} and k = 1. For any p, pb 1, there are exactly two flat- 
words of length p. If p is even, the flatwords of length p are (ab)P” and (ba)P”; 
otherwise, the flatwords of length p are (t~b)(P-~)‘~u and (bu)(P-‘)Pb. 
Proposition 2.3. Let C be an alphabet and k > 1. The language Flk(z) is a regular 
language. 
Proof. Consider the set 
F={uwu(u~C,w~C* and h+l<k-1). 
It is clearly finite. Using Remark 1.1, 
Flk(C) = .Xx - C*F.X*. 
Therefore Flk(C) is a regular language. 0 
Comment. According to the previous proof, every Flk(E) language can be defined 
by an extended star-free regular expression. From the Schiitzenberger’s theorem, the 
syntactical monoid of each such language is aperiodic, i.e., the monoid has only trivial 
subgroups. 
Moreover, for flatwords the set F has the property that F 2 .X2, and thus Fll(C) is 
a local set, see [5]. 
Definition 2.1. A k&t language is a language L such that L C Flk(C). 
Corollary 2.2. Given k 2 1, for every context-free language L the property of being 
a k-jut language is decidable. Given a context-free L, the smallest k such that L is 
k-jut is eflectively computable. 
Proof. The claims follow from Proposition 2.3, Remark 1.3 and from the fact that it 
is decidable whether a context-free language is a subset of a regular language. 0 
Comment. The family of k-flat languages is closed under union, intersection, left and 
right quotient, pref, suf and sub but it is not closed under catenation, Kleene star or 
complementation. 
Proposition 2.4. Let C be an alphabet, card(Z) = k + 1. Zf L is a context-free 
language and L C Flk(z), then L is a regular language. 
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Proof. Observe that the set C = {ui,u2,. . . , uk+l} has (k + l)! ordered subsets with 
exactly k + 1 distinct symbols. Denote these subsets by sl, s2,. . . , sp where p = (k + 1 )! 
and let S = {si, ~2,. . , sp}. It is easy to see that for each word w, w E FZk(Z), there 
exist a unique subset s E S, 
a unique number j, j 2 0, and a unique number r, 0 <r < k + 1, such that 
W = (Ui, Uh . . . Ug,, )‘Ui,Ui, . . . Ui,. 
If r = 0, then ai,ai, ...ai7 = 1. 
The converse is obvious. Therefore, FZk(C) has a finite decomposition of disjoint 
subsets: 
where 
Fs, r = { (ai, ai2 . . . Uik+l )‘Ui, Ui2 . . . Ui, 1 j > 0). 
Since L C F/k(C), we have 
L =LnFlk(C)=Ln =u ;, L n Fv). 
SES r=O 
Denote the set L n F,,, briefly by L,,. Let x,y be two new symbols and define the 
morphism h,, : {x,y}* -+ .Z*, 
h,,(x) = ai, aiz . . . a&+, 5 h,r(Y) = ai, ai f. f ai,. 
Then 
~,,‘G,.)lY = w I hs,r(XjY) E J&I 
is also a context-free language and since h,T,‘(L,,,)/y Gx*, it is a regular language. 
Consequently, 
(4%,JY)~ Y = qj(Ls,r) 
is a regular language, too. Thus L, r is a regular language for every s E S and 0 <Y < 
k + 1. Finally, being a finite union of regular languages, L is a regular language. 0 
The previous result does not hold if L is a context-free language, but L c Flk-l(C). 
Example 2.2. Let C = {a, b, c}. The language 
L = {(ub)“c(ub)” 1 n20) 
is, clearly, context-free and L C Fit(C). However, L is not a regular language. 0 
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Definition 2.2. Let C be an alphabet and w a word over C, w = .x:x; . . .xi, where 
Xj E C, ij>l, l<j<n andxj #xi-i, j = 2,3,...,n. The flat image of w, fl(w), is 
defined by 
J?(w) = x1x2.. .x,. 
By definition, J(n) = 1. 
Comment. Let cp be the inclusion function of C into the Latin monoid ~.4! = (C*, o, 2). 
Then the unique extension of cp to a morphism from Z* to &Z is exactly thep function. 
Moreover, a word w is a flatword if and only if w =J(w). 
Let u, v be two words over C, 
where xi, yj E C for all i, j. Define the relation 6 fl as follows: 
u <pv iff J(U) =$(v) and (il,i2,...,in)~(jl,jz,...,j,), 
where the inequality < is the usual componentwise order between two vectors of 
positive integers. The condition f Z(u) = f l(v) implies, clearly, that n = m. 
The following proposition shows that <fr is a partial order compatible with the 
monoid structure of C*. 
Proposition 2.5. The relation <p is a (partial) order between words. If u Q fl v, then 
for any word w, uw <pvw and wu <pwv. 
3. PCP and k-flatwords 
The Post Correspondence Problem (PCP) is one of the most common ways to prove 
undecidability in formal language theory. On the other hand, PCP provides a model of 
computation. The time and space complexity, the determinism and the nondeterminism 
can be expressed using PCP, see [2,3,17]. Therefore, relationships between PCP and 
k-flatwords might shed light also on the other concepts mentioned. 
Let C and A be two alphabets, card (Z) = n and card (A) > 2. 
Assume that 
g,h:Z*-A+ 
are two morphisms. The pair (g, h) is called an instance of PCP(n). The instance has 
a solution if there exists w E Z+ such that g(w) = h(w). 
It is known that PC?(n) with n<2 is a decidable problem, see [9], whereas KY’(n), 
with n > 9 is an undecidable problem, see [19, 181. For the remaining n, 3 bn < 8, the 
status of PCP(n) is still open, see [lo]. 
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Definition 3.1. Let k, n be integers such that k 2 1, n 2 1. k-flat PCP(n) is the usual 
PCP(n) problem except that an instance (g, h) has a solution if and only if there exists 
a nonempty k-flatword w, such that g(w) = h(w). 
Proposition 3.1. For any k, k > 1, k-flat PCP(k+9) is undecidable. 
Proof. By [4, 181 there is a family F = {(g,,h,) 1 u,u E B*} of pairs of nonerasing 
morphisms such that PCP is undecidable for these. Here the alphabet for the morphisms 
is a 9-letter alphabet A = C U {d, e}, and the minimal solutions are of the form dwe, 
where w does not contain d or e. In fact, for a # d the images gU(a) and h,(a) begin 
with a different letter. 
Let x1,x2 , . . . ,JZ~+~ be k + 1 new letters, and denote u = ~1x2.. xk+l. Define for each 
instance (g,h) from F a new pair (g’,h’) as follows. 
Let tx(qu2 . . .a,) = alua2t.4.. ua, for each ~1~2.. a,, where gi are letters, i = 
1,2,..., n. Now, in the alphabet A U {fl, f2,. . . , fk} define 
s’w = G7(U))xl? 
g’(d) = 4dd)h 
s’(e) = 4de)h 
d(fi) =-%+I, 
Letv=f,fz...fkand 
h’(a) = Xk+la(h(a)) for a E C, 
k’(d) = a(k(d)), 
k’(e) = xk+lNe)), 
h’(f i) = 4, 1 <i<k. 
let a’(alu2. . .a,) = alvuzv.. . vu, for each 111~2.. .a,, where 
Ui are letters, i = 1,2,. . . ,n. 
If (g’, h’) has a solution w’, then necessarily w’ = duqvu2.. . vane for some w = 
dulu2.. .u,e, i.e., w’ = a’(w). It is also easy to see that if w is a solution of (g,h), 
then a’(w) is a solution of (g’,h’). 
Hence, k-flat PCP(k + 9) is undecidable. 0 
In particular, 
Corollary 3.1. For any n,n> 10, l-jut PCP(n) is undecidable. 
Proposition 3.2. For any k, k > 1, there exists a number n, such that k-&t PCP(n) 
is a decidable problem. 
Proof. Define n = k. According to Proposition 2.1, the set Fl,(Z) is finite and hence 
we need to verify only for a finite number of k-flatwords w whether g(w) = h(w). 
0 
The previous result can be extended for some cases where Fl,(C) is an infinite set. 
Proposition 3.3. k-jut PCP(k + 1) is u decidable problem for any k, k 2 1. 
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Proof. Let Z = {ui,~,.. . , uk+l}. There are (k+ l)! ordered subsets of (k+ 1) distinct 
elements. In the same way as in the proof of Proposition 2.4, for each word w, w E 
Flk(Z), there exist a unique subset s = (ai,, ai,, . . . ,ab+, ), a unique number j, j 20, 
and a unique number Y, 0 <r < k + 1, such that 
W = (Ui, Ui2 . . . Uik+, )‘Ui, . . . air. (1) 
Let (g, h) be an instance of PCP(k + 1). We can now verify whether this instance has 
a solution of the form (1) in the following way: 
Case I: Assume that I = 0. Then 
g(w) = g((“i, Ui2 . . . %+I )‘) = (!J(% ai, . . . ai.k+j ))‘, 
h(W) = (h(Ui,Ui, . . . Uc+, ))‘. 
The equality g(w) = h(w) is possible iff g(ai,gi, . . . aik+, ) = h(ai,ai, . . . aik+, ), which is 
obviously decidable. 
Case II: Assume now that r > 0. Denote, briefly, lg(ai,giz . . . ait+, )I = tl and 
IN@, ai2 . . . ai,+, )I = t2. 
Case IIa: If ti = 12, then g(w) = h(w) if and only if g(ailgi, . . .ab+,) = h(ai,ai, . , . 
ab+, ) and g(gi, ai . . . ai,) = h(ai, ai . . . ai,) where the last two equalities are decidable. 
Case IIb: Assume now that tl # t2 and denote lg(gi, gi_, . . . ai,) = 41 and Jh(gi, ai2 . . . air)1 
= q2. The equation g(w) = h(w) implies that (g(w)1 = Ih(w i.e., 
jt1 + q1 = $2 + q2. 
Hence, j(t, - t2) = q2 - q1 and therefore, j has a unique value, j = (q2 - ql)/(tl - t2). 
If j is a positive integer we need to verify the equality g(w) = h(w) only for this 
particular j. Repeat this procedure for each ordered subset s. Again this is decidable. 
0 
Corollary 3.2. For all n, n > 10, l-jut PCP(n) is undecidable and (n - l)-jut PCP(n) 
is decidable. 
Open Problem. Assume that n 2 10 and let k be a fixed number, 1 < k < (n - 1). 
Is k-flat PCP(n) decidable or not? Where is the borderline between decidability and 
undecidability in this case? 
4. Flat prime solutions of the Post Correspondence Problem 
We now return to the usual Post Correspondence Problem. The study of prime 
solutions of PCP was initiated in [20] and later extended in [ll-161. 
A prime solution of an instance (g,h) = PCP is a solution that is somehow simpler 
than the other solutions. More specifically, we fix an order “G” between words. (The 
order can be defined in such a way that it satisfies some practical purposes.) If u < u, 
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we say that u is simpler than v. A prime solution of (g,h) = PCP is now a solution 
which is minimal with respect to this order. Explicit cases of this general idea will be 
discussed below. 
Let g and h be nonerasing morphisms of C” into A*, where C and A are finite 
alphabets. The equality set between g and h is defined by 
E(g,h) = {w E C+ 1 g(w) = h(w)}. 
For a word w over Z*, we now consider the sets of words obtained from w by 
removing a final subword, a subword or a scattered subword, respectively. Define 
fin(w) = {u ] w = vx, for some x E C’}, 
sub(w) = (~1~2 1 w = U~XZIZ, for some ui,u2,x E Z*}, 
scatsub( {a, “‘Vk 1 W =XlUl “‘XkllkXk+l, for SOme Xj,Ui E c’}. 
We can now determine three further sets, as follows: 
F(g,h) = {w E F(g,h) I fin(w) n &,h) = {w)}, 
Wg,h) = 1~ E -%h) I sub(w) n%,h) = {w}}, 
P(g,h) = {w E E(g,h) I scatsub (w) n E(g, h) = {w}}. 
Words in the three sets are called F-prime, S-prime and P-prime solutions for the 
instance PCP = (g, h), respectively. 
It is a direct consequence of the definitions that 
F(g,h) GS(g,h) cF(g,h) cF(g,h). 
One or both of the first inclusions may be strict whereas the third inclusion is always 
strict, provided E(g, h) is nonempty. If E(g, h) is nonempty then so must be the three 
other sets. In addition, each of the four sets is recursive. 
The triple (p, s, f), where p, s and f are the cardinalities of the sets P(g, h), S(g, h) 
and F(g, h), respectively, is defined to be the primality type of the instance PCP = 
(g, h). Thus p, s and f are nonnegative integers or 00. These triples were fully char- 
acterized in [20]. 
Proposition 4.1. A triple (p, s, f) is a primality type if and only if either p = s = 
f = 0, or else each of the following conditions (i)-(iii) holds: (i) 1 dp<sd f, (ii) 
p is jinite, (iii) if s < f then f = CQ An example for each possible type can be 
eflectively constructed. 
We now consider words that can describe a prime solution, for some instance of 
PCP. We say that a word w over C is a P-word if, for some instance (g, h), w is in 
P(g, h). S-words and F-words are defined similarly. 
The following result established in [ 15,131 gives a way of constructing words that 
are not F-words (and thus not S- and P-words either). Here $(w) means the Par&h 
vector. 
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Proposition 4.2. A word w is an F-word isf w has no nontrivial prejx WI satisfying 
+(wl) = r+(w) for some (rational) number r. 
The proposition gives, among others, the following examples: ab2a2b4, ab6a3b2. 
Denote the set of P-words by P, S-words by S and F-words by F. In [12] the 
following result was proved. 
Proposition 4.3. P C S c F where all the inclusions are proper if card (Z) 2 3. 
For instance, in a three-letter alphabet he word (ab)2(abc)3 is an F-word but not 
an S-word and a2b3c3a4b3c3a3 is an S-word but not a P-word. 
We now extend the definition of prime solutions to concern k-flatwords. 
Deli&ion 4.1. A solution c( E E(g, h) is Fk-s,t-prime iff no k-flat suffix of CI, that is, a 
.suIIix which is a k-flatword, can be removed and still obtain a solution. Analogously, 
&+-prime and Pk-s,t-prime solutions correspond to removing a k-flat subword and a 
k-flat scattered subword, respectively. 
Observe that an Fk-s,t-prime solution need not be a k-flatword. 
The sets of l-flat prime solutions are denoted briefly by Fg,(g, h), &,(g, h) and 
Pn,(g, h). By definition, 
pk-flat(% h) & Sk-fl&?, h) E Fk-aa&, h). 
Theorem 4.1. In every alphabet .YC, card(C) = n, we have the following hierarchy: 
P,-&s, h) --) Sn-az&,h) + F,-fl&,h) + E(g,h), 
T f T 
r r r 
Pz-flat@, h) -+ Sz-u&g, h) -+ Fz-flat(g, h), 
t t t 
f’idsh) -+ &e&h) + k&h), 
t 1 t 
P(g, h) -+ S(g,h) --f F(g,h). 
Proof. By Definition 1.1, k-flatwords are also (k - 1 )-flatwords. But this means that 
if no (k - 1)-flat suffix (respectively subword, scattered subword) can be removed this 
is true also for k-flat suffixes (resp. subwords, scattered subwords). Therefore, 
F(k-I)-aat(g,h) C Fk-dg, h), 
S(k-l)-lb&h) C Sk-fla& h), 
P(k-I)-flat(S,h)CPk-flat(g,h). 
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In the same way, 
F(g,h) c Ffl,t(g,h), S(g,h) c &at(g,h), P(g,h) c&,(g,h). 
Thus, the sets form an increasing hierarchy which is, however, finite because k- 
flatwords equal n-flatwords if k >/n (see Remark 1.3). 0 
Consider now the hierarchy of words. We prove that it is the same as in Theorem 4.1 
except that it is infinite, all the inclusions are proper (which is by Proposition 4.3 
already known for P, S and F) and that no other inclusions exist, that is, Pk_flat and 
S(k_l)-~~~ as well as &-flat and F(k_l)-flat are incomparable. 
Consider first some examples and an interesting property of Fk_fl,t-words which is 
not true for F-words. The following proof shows also that there exists words that are 
not Fk-u,-words for any k. 
Theorem 4.2. The property of being an Fk-flat-word is not preserved by mirror image. 
Proof. The word 112212 cannot be an Fk-tat-word because 112212 E E(g,h) im- 
plies that also 1122 E E(g, h) and 12 is a k-flatword. On the other hand, 2 12211 E 





Example 4.1. Let the instance (g,h) be defined by 
1 2 
I- 
g ab c 
h abc 
Clearly, E(g, h) = (12)+. Consider the word (12)“, n >2. It cannot be an Fk_a,-solution 
because 12 is a k-flatword and (12)“-’ is a solution. Thus, none of the words (12)“, 
n 2 2, is Fk_s,t-prime and 
Fk-fiat(g, h) = Sk-fiat(g,h) = &R&g, h) = F(g, h) = S(g, h) = P(g, h) = { 12). 
Example 4.2. Consider the instance (g, h) defined by 
Now E(g, h) = (112)+. A word (112)” is an Fk_n,-solution for all n because no k-flat 
suffix can be removed. On the other hand, 
(112)” = 1 & 12( 112)“_2 
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is not Ss,t-prime because 121 is a flatword (but not a k-flatword, k 22) and (112)“-’ 
is a solution. Thus, for k 32, 
Fk-R&l, h) = Sk-lb&h) = Pk-flat(g,h) = Fflat(g, h) = (1 w+, 
&(s,h) =fht(g,h) =F(g,h) = S(g,h) =P(g,h) = (112). 
Example 4.3. Consider now 
1 2 
t 
g a3b a3 
h a (ba3)3 
This time the words (1112)” are all Psat-primes because none of the flat scattered 
subwords can be removed. Therefore, 
Pk-Id&h) = Sk-d&h) =Fk-flat(g,h) = (lw+, 
P(g,h)=S(g,h)=F(g,h)={1112}. 
Theorem 4.3. The word w”, n 22, is Fk_g,t-prime ifs w is not a k-jlatword and w is 
an Fk-flat-prime. 
Proof. Clearly, w” is a solution iff w is a solution. Thus, if a k-flat suffix of w can 
be removed, it can be done for w” too. On the other hand, if w” has a k-flat suffix u 
and ]u] > jwj then w is also a k-flatword. 0 
Theorem 4.4. If w = al . . .akai+,, where ai E C and al . . .ak+l is a k-Jatword, then 
w” is not Sk-flat-prime, for n > 2. 
Proof. The technique is similar as in Example 4.2. Consider 
w2 = al . . . akak+l ak+lal . ..akak+l ak+l. 0 
can be removed 
Theorems 4.3 and 4.4 imply that there exists an Pk-sat-word that is not an Sk-sat-word. 
The same is true for Sk-sat-words and Pk_s,-words. For this we need the following result 
from [13]. A word w is periodicity forcing if w E E(g, h) implies that g and h are 
periodic, that is there exists a word u over A such that g(i),h(i) E u+ for each i E C. 
Proposition 4.4. Let Z = {a, b2,. . . , b,}, n 22 and il,. . . , i,,, j2,. . . j, be such that 
il + i,, # 0, jk # 0 for k = 2 ,... n and il # 0 for 1 = 2 ,... n - 1. Then the word 
w = avava where 
v = ail bj2ai2bj3 
2 
3 . . . aLl Qain 
is periodicity forcing. 
(2) 
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Theorem 4.5. For each k there exists an &-fiat-word that is not a Pk_nat-word 
Proof. Let n be the smallest number divisible by 3 and greater than k. Consider the 
following word w = avaua of the form (2). Let iI = 1 for 1 = 1,. . . , n and j, = 2r + 1, 
for s = 2,. . . , n where n = 3r. Then 
Il/(w)=(6~+3,2(2r+l) ,..., 2(2r+1))=(2r+1)(3,2 ,..., 2). 
By Proposition 4.4 there exists a scattered subword u = abzb3 . . . b,abzb3 . . . b,a which 
is an (n - 1 )-flatword and thus a k-flatword; hence, w is not a Pk_s,-solution. It is, 
however, an &+,-solution because it is an S-solution by [ 131. 0 
Example 4.4. Let n = 3. Then r = 1 and jr = 2r + 1 = 3. Consider the word w = auava 
where v = ab3ab3a i e. 2 ,. 9 
w = a2b:ab2a3b:abia2. 
Since u = abzb3abzbya is a 2-flatword and abzabia2b$ab:a is a solution, w cannot be 
P2_s,t-prime or Pfl,,-prime. 
Comment. Notice that in the previous example u is not a 3-flatword. This is why we 
have to choose n greater than k in the proof of Theorem 4.5. 
Theorem 4.6. Pk-fiat c Sk-flat c Fk-nat. 
Theorem 4.7. In every alphabet z’, card(C) = n, there exists a word w that is a 
P,_n,-word but not an F(,_l)-flat-word. 
Proof. Let C = {al,. . . ,a,}. The word 
w = (ala.2.. a,a1)2 
is not an F+i)_s,-solution because ala2 . . . ana1 is an (n - 1)-flatword; nevertheless, 
since no n-flat scattered subwords can be removed, w is a P,,-s,-solution for the fol- 
lowing instance: 
al a2 a3 a4 . . . h-1 an 
g hbzh b3 h bs . . . b, b,+l 
h bl bzbl b3 b4 . . . h-1 bnbn+lhb2 
where A = {bl,...,b,+l}. 0 
Theorem 4.8. The sets Pk-flat and S(k_l)+ are incomparable. 
Proof. By Theorem 4.7 there are words in Pk_&,t that are not in S(k_l)-flat. On the 
other hand, the word w in the proof of Theorem 4.5 is an S-solution and thus an 
Sk_s&olution for all k but not a &-flat-Word. 0 
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Theorem 4.9. The sets .$-a, and F(~-I)-A~~ are incomparable. 
Proof. By the proof of Theorem 4.7 there are words in Sk-flat hat are not in Fc+,-lj_flat. 
Consider now the word w in Theorem 4.4, 
w = (al ...akai+1)2. 
It is not an &-sat-word but it is an Fk_s,t-solution for the instance 
r 
where A = {bl,...,b,+l}. 
The relation between F-words and &,i-words still remains to be settled. By Propo- 
sition 4.2 we know that no word of the form wi, i 22 is an F-word. On the other 
hand, in [l l] we proved that the word w = 112122 is periodicity forcing. Therefore, 
if 112122 E E(g,h) also 12 E E(g, h); hence, w is not an L&-word. It is, how- 
ever, an F-solution for the instance (g, h) presented in the proof of Theorem 4.2. 
0 
The following result shows that our hierarchy may collapse. 
Theorem 4.10. If IFk-a&g, h)l < CC then Fk+t(g, h) = Sk-fldg, h) = F(g, h) = S(g, h). 
Proof. If (Fk_d&g, h)l < 00 then f < cm and s = f = n by Theorem 4.1 and Propo- 
sition 4.1. This implies that E(g, h) = {WI,. . . , wn}+. By Theorem 4.3 each word wi 
must be a k-flatword; hence, (Fk_&g, h)( = n and, moreover, Fk-s&g, h) = &_fl&(g, h). 
0 
Theorem 4.11. rf f < co then Sk-flat(g, h) = F(g, h) = S(g, h), or else I&_fl@(g, h)l = CO. 
Proof. In the same way as in the previous proof, f < co implies that s = f = n 
and E(g,h) = {WI,... , wn}+. Assume now that ]&-s&g, h)j < 03. If there exists an 
&-flat-solution that is not an F-solution, it must be of the form wiwj or wi for some 
wi, Wj, w E E(g, h). Consider first the case WiWi. If WiWj is an &!?k-s,t-solution but (WiWi)2 
is not, then (wiWj)* = uixu2 where uiv2 is a solution and x is a k-flatword. 
By Theorem 4.3 the words w;, wj cannot be k-flatwords; hence, wiwj E sub (~1~2). 
But this means that uiuz cannot be a solution w, w E {WI,. . . , w,,} or a catenation of 
solutions w since in both cases either Wi is a subword of w or vice versa, which is 
not possible since S(g, h) = F(g, h). 
The same is true for &s&-solutions of the type wi. Therefore, if there exists an 
&-&%-solution that is not an F-solution, then I&_s&(g, h)j = 00. 0 
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Theorem 4.12. Let z be an alphabet, card(Z) = n. There are no (n - l)-jlatwords 
w, IwI <n, in the equality set of the instance (g, h) ifs 
Fk-&g, h) = E(g, h) for k 3 n. 
Proof. By Theorem 2.1, the only k-flatwords, k 3 IZ, over C are (n - 1 )-flatwords. For 
instance, in the binary alphabet the only k-flatwords, k 32, are 
w = 1, 2, 12, 21. 
If none of these is a solution then no solution u can be divided in such way that the 
suffix is a k-flatword and the prefix is a solution. 
On the other hand, if there is such a solution w then by Theorem 4.3 the word w”, 
n > 2, cannot be an Fk-sat-solution; hence, Fk_&g, h) # E(g, h). 0 
Corollary 4.1. Zf Pn-uat(g, h) = E(g, h) (resp. S,,+&g, h) = E(g, h)) then there are no 
(n - l)-jatwords w, Iw( <n, in E(g,h). 
By Example 4.2 and Theorem 4.4 the converse is not true. 
Theorem 4.13. The property of being an Fk-flat-word is decidable. 
Proof. Let w E Z+. The following algorithm shows whether w is an Fk_s,-word or 
not. 
Step I: Find the shortest word u for which w = u”. 
Step II: If n > 1 and u is a k-flatword then w is not an Fk+r-word by Theorem 4.3. 
Step III: If u is an F-word (as in Proposition 4.2) then w is an Fk_sat-word by 
Theorem 4.3. 
Step IV: Check for each division u = uiuz, where Ic/(ui) = nl/(u) for some r < 1, 
whether u:! is a k-flatword. If this is not true for any u2 then w is an Fk-Rat-word; 
otherwise, w is not an Fk-sat-word. 
The morphisms g and h for which w E Fk_a&g, h) in steps III and IV can be effec- 
tively computed as shown in [ 131. 0 
We have thus characterized the set of Fk_sat-words. An important open problem, 
both in decidability theory and in combinatorics on words, is to find characterizations 
for &flat- and Sk-sat-words as well. At the moment, even the recursiveness of these 
sets remains open. 
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