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Abstract
In a previous paper, we have studied multi-brane solutions in the context of cubic super-
string field theory. The kinetic term of the action was computed for these multi-brane
solutions, and for the evaluation of the energy, the equation of motion contracted with the
solutions itself was simply assumed to be satisfied. In this paper, we compute the cubic
term of the action and discuss the validity of the previous assumption. Additionally, we
evaluate the Ellwood’s gauge invariant observable.
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1 Introduction
Schnabl’s work on the first analytic solution in open bosonic string field theory [1] can be
considered the first step towards the analytic understanding of string field theory. After
the publication of Schnabl’s seminal paper, a remarkable amount of work has been done
concerning the analysis of the tachyon vacuum solution and the construction of associated
solutions by algebraic techniques [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. For instance,
the tachyon vacuum solution was rewritten in terms of basic string fields constructed
out of elements in the KBc subalgebra [15, 16, 17, 18, 19, 20]. Using the elements of
this subalgebra, Murata and Schnabl have constructed a family of solutions known as
the multi-brane solutions [21]. Depending on the analytic properties of a function which
parameterizes the solutions, it has been shown that the evaluation of the energy leads to
an answer compatible with solutions that describe multiple coincident D-branes.
Although various calculations associated with the multi-brane solutions, such as the
evaluation of gauge-invariant observables, provide expected results, there are subtleties
involved in the computations. Since the solutions can have expressions which are either
divergent or anomalous, they must be treated with due care. In a recent set of papers [22,
23, 24], the authors have analyzed the existence of possible anomalies in the evaluation of
the gauge-invariant observables. The origin of these anomalies are related to the violation
of some regularity conditions imposed on the function that parameterizes the solutions
[22]. As Murata and Schnabl have pointed out the status of the multi-brane solutions
might be analogous to the tachyon vacuum solution without the phantom term.
The construction of analytic solutions in the modified cubic superstring field theory
[25] naively follows the prescriptions used in the bosonic case. Since these two theories
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have a similar cubic-like interaction term and the string field products are based on
Witten’s associative star product [26], the bosonic results admit quite straightforward
extensions to the superstring case [27, 28, 29, 30, 31]. For instance, the KBc subalgebra
can be extended to the KBcγ subalgebra which includes the superstring ghost field γ
[32, 33, 34, 35]. Using this subalgebra, we have studied the multi-brane solutions in the
context of the modified cubic superstring field theory [36].
As in the bosonic case, by evaluating the energy associated to these solutions, we have
shown that the solutions can be interpreted as describing multiple coincident D-branes.
Nevertheless, for the evaluation of the energy, the equation of motion contracted with the
solutions itself was simply assumed to be satisfied. In this paper, we compute the cubic
term of the action and discuss the validity of the previous assumption. Additionally, we
evaluate the Ellwood’s gauge invariant observable [37] for the multi-brane solutions. It
turns out that the energy computed from the action and from the Ellwood’s invariant will
agree provided that the function that parameterizes the multi-brane solutions satisfies
appropriate holomorphicity conditions that are similar to the bosonic case [22].
The paper is organized as follows. In section 2, we review the multi-brane solutions
in the modified cubic superstring field theory. In section 3, we compute the cubic term
of the action for the multi-brane solutions. In section 4, the Ellwood’s gauge invariant
overlap for the multi-brane solutions will be evaluated. In section 5, a summary and
further directions of exploration are given.
2 Review of the multi-brane solutions in the cubic
superstring field theory
In this section, a short review of the multi-brane solutions in the modified cubic su-
perstring field theory will be given. In our previous paper [36], using the prescription
developed in reference [34], we have derived the multi-brane solutions by performing a
gauge transformation over an identity based solutions. Here instead of employing that
prescription, we will adopt the standard procedure, namely we are going to write the so-
lutions as a pure gauge form. It turns out that solutions given in this way naively satisfy
the string field equation of motion [2].
Since the algebraic structure of the modified cubic superstring field theory is similar
to the open bosonic string field theory, the bosonic results admit quite straightforward
extensions to the superstring case. For instance, the KBc subalgebra of the bosonic string
field theory can be extended to theKBcγ subalgebra which includes the superstring ghost
field γ [19, 27, 30, 34].
Employing the elements of the KBcγ subalgebra, we construct a rather generic so-
lution which can be written as a pure gauge form Ψ = UQU−1 with the string field U
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defined by
U = 1− FBcF , U−1 = 1 +
F
1− F 2
BcF, (2.1)
where F is a function of K, and B, c are the elements of the KBcγ subalgebra. These
basic string fields satisfy the usual algebraic relations
{B, c} = 1 , [B,K] = 0 , B2 = c2 = 0 ,
∂c = [K, c] , ∂γ = [K, γ] , [c, γ] = 0 , [B, γ] = 0 , (2.2)
and have the following BRST variations
QK = 0 , QB = K , Qc = cKc− γ2 , Qγ = c∂γ −
1
2
γ∂c . (2.3)
Performing some algebraic manipulations with these basic string fields, and using
equations (2.1)-(2.3) we can write the following solution
Ψ = Fc
KB
1− F 2
cF + FBγ2F, (2.4)
which formally satisfies the string field equation of motion QΨ + ΨΨ = 0, where Q is
the BRST operator of the open Neveu-Schwarz superstring theory. Since the solution for
the superstring case (2.4) is almost similar to the bosonic solution Ψbos = Fc
KB
1−F 2
cF , the
second term on the right-hand side of equation (2.4) is commonly known as the superstring
correction [27].
In the framework of the modified cubic superstring field theory, the solution (2.4) has
been studied for the specific cases: F 2 = e−K and F 2 = 1/(1 +K), where it was shown
that the solution characterizes the tachyon vacuum solution [27, 30]. It is interesting to
note that, as argued in reference [27], from an analytic perspective the proposed tachyon
vacuum solution in the modified cubic superstring field theory appears to be as regular
as Schnabl’s original solution for the bosonic string. Nevertheless, from the perspective
of the level expansion the situation is unclear, though to be honest, the analysis of the
energy for the tachyon vacuum solution using the usual Virasoro L0 level expansion has
not yet been carried out. Relevant considerations related to the gauge equivalence of the
tachyon vacuum solutions were properly analyzed in reference [33].
The evaluation of the energy for a class of analytic solutions of the form (2.4) for a
generic function F (K) was performed in reference [36]. Nevertheless, for the computation
of the energy, the equation of motion contracted with the solution itself was simply as-
sumed to be satisfied. To test the validity of this assumption, we need to explicitly show
that
〈ΨQΨ〉+ 〈ΨΨΨ〉 = 0. (2.5)
In the previous paper [36], only the kinetic term 〈ΨQΨ〉 was computed. And therefore,
it remains the computation of the cubic term 〈ΨΨΨ〉. This calculation will be performed
in the next section.
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3 Evaluation of the cubic term of the action
Although the solution (2.4) can be written as a pure gauge form Ψ = UQU−1 such that
formally satisfies the string field equation of motion QΨ+ΨΨ = 0, it is not a trivial task
to test if the equation of motion contracted with the solution itself is satisfied. In general,
a priori there is no justification for assuming the validity of 〈ΨQΨ〉+ 〈ΨΨΨ〉 = 0 without
an explicit calculation. Therefore the cubic term of the action must be evaluated.
Before computing the cubic term of the action for the multi-brane solutions. We are
going to calculate a correlator that will be very useful for the evaluation of the cubic term.
The definition of the considered correlator is as follows〈
G1, G2, G3
〉
= 〈〈BG1(K)cG2(K)cG3(K)γ
2〉〉, (3.1)
for a general set of functions Gi(K). The inclusion of notation 〈〈 · · · 〉〉 refers for a standard
correlator with the difference that we have to insert the operator Y−2 at the open string
midpoint. The operator Y−2 can be given as the product of two inverse picture changing
operators, Y−2 = Y (i)Y (−i), with Y (z) = −∂ξe
−2φc(z).
Let us define all functions Gi(K) as an integral representation of a continuous super-
position of wedge states,
Gi(K) =
∫ ∞
0
dtigi(ti)e
−tiK . (3.2)
Formally equation (3.2) can be thought as a Laplace transform. The validity of this repre-
sentation depends on specific holomorphicity conditions imposed on the functions Gi(K).
Detailed discussions regarding to these conditions were studied in reference [8]. How-
ever at this point, let us simply assume that the functions Gi(K) satisfied the preceding
conditions.
Replacing the integral representation of the functions Gi’s (3.2) into (3.1), we obtain
the following triple integral
〈
G1, G2, G3
〉
=
∫ ∞
0
dt1dt2dt3g1(t1)g2(t2)g3(t3)〈〈Be
−t1Kce−t2Kce−t3Kγ2〉〉. (3.3)
The correlator 〈〈Be−t1Kce−t2Kce−t3Kγ2〉〉 has been evaluated in references [27, 30, 34]
〈〈Be−t1Kce−t2Kce−t3Kγ2〉〉 =
s
2π2
t2, where s = t1 + t2 + t3. (3.4)
Next we are going to use the s-z trick developed in [21, 22]. Essentially the trick tells
us to insert the identity
1 =
∫ ∞
0
dsδ
(
s−
3∑
i=1
ti
)
=
∫ ∞
0
ds
∫ +i∞
−i∞
dz
2πi
esze−z
∑
3
i=1
ti , (3.5)
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into the triple integral (3.3). This identity allows us to treat the variable s as independent
of the other integration variables ti. Employing the correlator (3.4) and inserting the
identity (3.5) into (3.3), we get
1
2π2
∫ ∞
0
dt1dt2dt3g1(t1)t2g2(t2)g3(t3)
∫ ∞
0
ds
∫ +i∞
−i∞
dz
2πi
s esze−z
∑
3
i=1
ti . (3.6)
Carrying out the integral over the variables ti and rewriting the result in terms of the
functions Gi(z), we obtain
〈
G1, G2, G3
〉
= −
1
2π2
∫ ∞
0
ds
∫ +i∞
−i∞
dz
2πi
s eszG′2(z)G1(z)G3(z). (3.7)
Note that this correlator is simpler than the one derived in the bosonic case, where
trigonometric functions are involved and produce lengthy results for the corresponding
correlator [21, 22]. With the aid of the above formula (3.7), we are in position to evaluate
the cubic term of the action for the multi-brane solutions.
Plugging the solution (2.4) into the cubic term of the action 〈ΨΨΨ〉 and employing
the relations (2.2), after performing some algebraic manipulations, we obtain
〈ΨΨΨ〉 = 3
〈K
G
(1−G), (1−G),
K
G
(1−G)
〉
, (3.8)
where G = 1− F 2.
For the correlator given on the right-hand side of equation (3.8) the functions Gi’s are
identified by G1 =
K
G
(1−G), G2 = (1−G) and G3 =
K
G
(1−G). Once this identification
has been made, the next step is to use the result (3.7). And hence we arrive at the
following expression for the cubic term
〈ΨΨΨ〉 = −
1
2π2
∫ ∞
0
ds
∫ +i∞
−i∞
dz
2πi
s eszz2
[6G′(z)
G(z)
−
3G′(z)
G(z)2
− 3G′(z)
]
. (3.9)
Since the term inside the brackets does not depend on the variable s, we can evaluate
the integral over this variable, which is well defined for values of the variable z such that
Re(z) < 0. Performing the integral over s, we obtain
〈ΨΨΨ〉 = −
1
2π2
∫ +i∞
−i∞
dz
2πi
[6G′(z)
G(z)
−
3G′(z)
G(z)2
− 3G′(z)
]
. (3.10)
At this stage, we are going to impose specific conditions on the corresponding func-
tions. The motivation for demanding these conditions, as we are going to see, will be the
fact that the energy computed from the action and from the Ellwood’s gauge invariant
will agree provided that the function that parameterizes the multi-brane solutions satisfies
holomorphicity conditions that are similar to the bosonic case [22].
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Let us assume that the function appearing in the expression of the cubic term of the
action (3.10), can be written as G(z) = 1+
∑∞
n=1 anz
−n, namely G is holomorphic at the
point at infinity z = ∞ and has a limit G(∞) = 1. Under this condition, it is possible
to make the integral along the imaginary axis into a sufficiently large closed contour C
running in the counterclockwise direction by adding a large non-contributing half-circle
in the left half plane such that Re(z) < 0, and consequently the integral (3.10) can be
written as
〈ΨΨΨ〉 = −
1
2π2
∮
C
dz
2πi
[6G′(z)
G(z)
−
3G′(z)
G(z)2
− 3G′(z)
]
. (3.11)
Moreover by demanding two additional requirements for the functions G and 1/G,
• G and 1/G are holomorphic in Re(z) ≥ 0 except at z = 0.
• G or 1/G are meromorphic at z = 0.
We can stretch the C contour around infinity, picking up only a possible contribution
from the origin,
〈ΨΨΨ〉 = −
1
2π2
∮
C0
dz
2πi
[6G′(z)
G(z)
+ 3∂z
{ 1
G(z)
−G(z)
}]
, (3.12)
where C0 is a contour encircling the origin in the clockwise direction. As shown explicitly,
the second term appearing in the integrand on the right-hand side of (3.12) is a total
derivative term with respect to z such that the contour integral of that term usually
vanishes. In fact, since we assume the meromorphicity of G(z) at the origin, this total
derivative term vanishes. Now inverting the direction of the contour C0, we finally obtain
〈ΨΨΨ〉 =
3
π2
∮
dz
2πi
G′(z)
G(z)
. (3.13)
In order to calculate the contour integral (3.13), we need to follow a closed curve encircling
the origin in the counterclockwise direction.
Let us remember that under the same holomorphicity conditions satisfied by the func-
tion that parameterizes the multi-brane solutions, the kinetic term of the action was
computed in reference [36]
〈ΨQΨ〉 = −
3
π2
∮
dz
2πi
G′(z)
G(z)
. (3.14)
Therefore adding equations (3.13) and (3.14), we conclude that the assumption of the
validity of the equation of motion contracted with the solution itself was correct provided
that the function that parameterizes the multi-brane solutions satisfies the aforementioned
holomorphicity requirements.
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3.1 Discussing the result for the cubic term
The final result (3.13) for the cubic term relies on the validity of the step from equation
(3.9) to (3.10). The integrand in equation (3.9) can have poles at z = 0 for a function G(z)
satisfying the three holomorphicity conditions previously given. To avoid the singularities
at z = 0, we have simply shifted the integration over z, which is originally along Re(z) = 0,
to that along Re(z) < 0. This procedure needs to be justified.
A similar observation for the result in the bosonic case [21, 22] has been made in
Hata and Kojita’s paper [24]. To treat the points at z = 0, we use the property that the
eigenvalue distribution of K is restricted to real and non-negative [23, 24], and so we can
replace K → K + ǫ, with ǫ being a positive infinitesimal. Now if we compute the cubic
term with K replaced by K + ǫ and take the limit ǫ→ 0, we obtain
〈ΨΨΨ〉 = −
1
2π2
∫ ∞
0
ds
∫ +i∞
−i∞
dz
2πi
s eszz2
[6G′(z)
G(z)
−
3G′(z)
G(z)2
− 3G′(z)
]
, (3.15)
where the integration over z is along a line parallel to the pure-imaginary axis with
Re(z) > 0. Since ǫ > 0, it is easy to see why in this case the integration must be along
Re(z) > 0.
In order to simplify the notation, let us define the function J(z) as
J(z) = −
z2
2π2
[6G′(z)
G(z)
−
3G′(z)
G(z)2
− 3G′(z)
]
. (3.16)
Employing this definition (3.16) into equation (3.15), we write the cubic term as follows
〈ΨΨΨ〉 =
∫ ∞
0
ds
∫
C>
dz
2πi
s eszJ(z), (3.17)
where the notation C> represents the curve corresponding to the line parallel to the pure-
imaginary axis with Re(z) > 0. Let us also denote C< as the curve corresponding to the
line parallel to the pure-imaginary axis with Re(z) < 0. Note that the integration over z
along the curve C< corresponds to the one used in passing of the step from equation (3.9)
to (3.10).
By inverting the direction of the curve C< and joining its end points with the end
points of curve C>, we construct a large closed curve running in the counterclockwise
direction. Since the integrand seszJ(z) can have poles at z = 0, the integration over z
along this large closed curve is equivalent to the integration along a closed curve encircling
the origin in the counterclockwise direction,∫ ∞
0
ds
∫
C>
dz
2πi
s eszJ(z)−
∫ ∞
0
ds
∫
C<
dz
2πi
s eszJ(z) =
∫ ∞
0
ds
∮
dz
2πi
s eszJ(z), (3.18)
where we have the minus sign because by construction the left hand side of the large
closed curve goes in the opposite direction of C<.
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Employing equations (3.17) and (3.18), we see that the cubic term of the action is
given by
〈ΨΨΨ〉 =
∫ ∞
0
ds
∫
C<
dz
2πi
s eszJ(z) +
∫ ∞
0
ds
∮
dz
2πi
s eszJ(z). (3.19)
The first term on the right hand side of equation (3.19) precisely corresponds to the term
on the right hand side of equation (3.9), with the integration over z along Re(z) < 0. The
desired result (3.10) is obtained provided that the second term on the right hand side of
equation (3.19) vanishes. Thus, we need to prove that I = 0, where I is defined as the
following integral
I =
∫ ∞
0
ds
∮
dz
2πi
s eszJ(z). (3.20)
The result given by equation (3.19) is quite similar to the one obtained in the bosonic
context [24]. Actually, using the Kǫ-regularization and the function
G(K) =
( K
1 +K
)n
, (3.21)
the evaluation of the cubic term leads to the result
π2
3
〈ΨΨΨ〉bosonic = n+An, (3.22)
with
An =
π2
3
n(1− n2)Re 1F1(2− n, 4; 2πi), (3.23)
where 1F1(a, b; z) is the confluent hypergeometric function. Note that the expected result,
π2
3
〈ΨΨΨ〉bosonic = n, is obtained only for values of n such that n = 0,±1. Let us see what
happens for the superstring case.
Performing the replacement K → K + ǫ, we obtain the following expression for the
integral I → Iǫ
Iǫ =
∫ ∞
0
ds
∮
dz
2πi
s e(z−ǫ)sJ(z), (3.24)
where the part e−ǫs comes from K → K + ǫ. To evaluate this integral (3.24), we are
going to use the function (3.21) which satisfies the aforementioned three holomorphicity
conditions. This is the same function that has been used in the analysis of multibrane
solutions in the bosonic case [21, 22, 23, 24].
Since the z-integration is a contour integral performed around a closed curve encircling
the origin in the counterclockwise direction, to compute the integral over this variable z,
we need to write the Laurent series of the integrand around z = 0
s e(z−ǫ)sJ(z) =
In(s, ǫ)
z
+
∑
p 6=−1
Ip,n(s, ǫ)z
p, (3.25)
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and pick up the coefficient In(s, ǫ) in front of the term 1/z. Then by performing the
s-integration, we obtain the value of the integral (3.24), namely Iǫ =
∫∞
0
ds In(s, ǫ).
With the aid of equations (3.16), (3.21) and (3.25), we are in position to explicitly
evaluate the coefficient In(s, ǫ) for various values of n. It turns out that the coefficient
In(s, ǫ) vanishes identically for values of n = 0,±1. Let us see what happens if |n| ≥ 2.
For instance, with the values of n = ±2,±3,±4, we obtain the following expressions for
the coefficients
I±2(s, ǫ) = ±
3se−sǫ
π2
, (3.26)
I±3(s, ǫ) = ±
9s(s+ 2)e−sǫ
2π2
, (3.27)
I±4(s, ǫ) = ±
3s (s2 + 6s+ 6) e−sǫ
π2
. (3.28)
Since Iǫ =
∫∞
0
ds In(s, ǫ), the value of the integral Iǫ → I in the limit ǫ → 0 is non-
vanishing and divergent except for the cases where n = 0,±1. In fact, with n = ±2
we obtain Iǫ = ±(3/π
2)
∫∞
0
ds se−sǫ ∝ 1/ǫ2. This result, together with equation (3.19)
implies that the validity of the step from equation (3.9) to (3.10) only follows when
n = 0,±1.
4 Evaluation of the Ellwood’s gauge invariant
In this section, the Ellwood’s gauge invariant overlap for the multi-brane solutions will be
evaluated. A similar computation was done in reference [31] for the half-brane solution.
The Ellwood’s gauge invariant overlap is given by
W (Ψ,V) = Tr(Ψ), (4.1)
where the notation Tr(· · · ) is defined in the same way as the correlator (3.1) except the
picture changing operator Y−2 is replaced by an on shell closed string vertex operator V(i)
inserted at the midpoint, Tr(Ψ) = 〈V(i)Ψ〉. We assume the same V used in reference [31],
this field is an NS-NS closed string vertex operator of the form
V(z) = cc˜e−φe−φ˜Om, (4.2)
where Om is a weight (1
2
, 1
2
) superconformal matter primary field. As argued by Ellwood
[37], the gauge invariant overlap represents the shift in the closed string tadpole of the
solution relative to the perturbative vacuum.
Replacing the multi-brane solution (2.4) into the definition of the gauge invariant
overlap (4.1), the term Tr(FBγ2F ) does not contribute since we need three c’s fields
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to saturate the corresponding correlator, and the insertion V already has two c’s fields.
Therefore, we obtain
W (Ψ,V) = Tr(Fc
KB
1− F 2
cF ). (4.3)
As for the evaluation of the cubic term of the action, let us write the functions F and
K/G as an integral representation of a continuous superposition of wedge states,
F =
∫ ∞
0
dtf(t)e−tK , (4.4)
K/G =
∫ ∞
0
dtg(t)e−tK , (4.5)
where G = 1 − F 2. The validity of this assumption depends on the holomorphicity
conditions satisfied by the functions. Replacing equations (4.4) and (4.5) into (4.3), we
obtain
W (Ψ,V) =
∫ ∞
0
dt1dt2dt3f(t1)g(t2)f(t3)Tr(e
−t1Kce−t2KBce−t3K). (4.6)
The correlator Tr(e−t1Kce−t2KBce−t3K) has been evaluated in reference [31] by using the
usual scaling argument [37]
Tr(e−t1Kce−t2KBce−t3K) = (t1 + t3)Tr(cΩ), (4.7)
where Ω = e−K and Tr(cΩ) = 〈V(i∞)c(0)〉C1 is the expected result of the closed string
tadpole on the disk.
Replacing the correlator (4.7) into (4.6), we obtain the following expression for the
gauge invariant overlap
W (Ψ,V) =
∫ ∞
0
dt1dta2dt3f(t1)g(t2)f(t3)(t1 + t3)Tr(cΩ). (4.8)
To evaluate the right-hand side of equation (4.8), we use again the s-z trick. Inserting
the identity (3.5) into the triple integral (4.8), we obtain
∫ ∞
0
dt1dt2dt3f(t1)(t1 + t3)g(t2)f(t3)
∫ ∞
0
ds
∫ +i∞
−i∞
dz
2πi
esze−z
∑
3
i=1
tiTr(cΩ). (4.9)
Evaluating the integral over the variables ti and rewriting the result in terms of the
functions F (z) and z/G(z), we get
W (Ψ,V) = −2
∫ ∞
0
ds
∫ +i∞
−i∞
dz
2πi
eszz
F (z)F ′(z)
G(z)
Tr(cΩ)
=
∫ ∞
0
ds
∫ +i∞
−i∞
dz
2πi
eszz
G′(z)
G(z)
Tr(cΩ), (4.10)
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where G(z) = 1−F 2(z). Evaluating the integral over the variable s, which is well defined
for Re(z) < 0, we obtain
W (Ψ,V) = −
∫ +i∞
−i∞
dz
2πi
G′(z)
G(z)
Tr(cΩ). (4.11)
Employing the same holomorphicity conditions used in the evaluation of the cubic
term of the action, we can take the integral along the imaginary axis into a sufficiently
large closed contour C running in the counterclockwise direction by adding a large non-
contributing half-circle in the left half plane Re(z) < 0. So that the Ellwood’s gauge
invariant overlap for the multi-brane solution (2.4) can be written as the following contour
integral
W (Ψ,V) = −
∮
C
dz
2πi
G′(z)
G(z)
Tr(cΩ). (4.12)
Furthermore we can stretch the C contour around infinity, picking up only a possible
contribution from the origin,
W (Ψ,V) = −
∮
C0
dz
2πi
G′(z)
G(z)
Tr(cΩ), (4.13)
where C0 is a contour encircling the origin in the clockwise direction. Now inverting the
direction of the contour C0, we finally obtain
W (Ψ,V) =
∮
dz
2πi
G′(z)
G(z)
Tr(cΩ). (4.14)
As in the case of the expression for the cubic term (3.13), to compute the contour integral
(4.14), we need to follow a closed curve encircling the origin in the counterclockwise
direction.
Note that the final result for the Ellwood’s gauge invariant (4.14) depends on the
holomorphicity conditions imposed on the function that parameterizes the multi-brane
solutions. As in the bosonic case, it should be nice to analyze if the violation of some of
these holomorphicity conditions leads to the appearance of anomalies associated to the
evaluation of the gauge-invariant observable [22, 23, 24].
4.1 Discussing the result for the Ellwood’s gauge invariant
The final result for the Ellwood’s gauge invariant (4.14) relies on the validity of the step
from equation (4.10) to (4.11). The integrand in equation (4.10) can have poles at z = 0
for a function G(z) satisfying the three holomorphicity conditions previously given. To
avoid the singularities at z = 0, we have simply shifted the integration over z, which is
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originally along Re(z) = 0, to that along Re(z) < 0. As in the case of the cubic term, we
need to justify this procedure.
Employing the same arguments developed for the case of the cubic term, we show that
the Ellwood’s gauge invariant can be written as
W (Ψ,V) =
∫ ∞
0
ds
∫
C<
dz
2πi
eszz
G′(z)
G(z)
Tr(cΩ) +
∫ ∞
0
ds
∮
dz
2πi
eszz
G′(z)
G(z)
Tr(cΩ). (4.15)
The first term on the right hand side of equation (4.15) precisely corresponds to the term
on the right hand side of equation (4.10), with the integration over z along Re(z) < 0.
The desire result (4.11) is obtained provided that the second term on the right hand side
of equation (4.15) vanishes. Therefore, we need to prove that K = 0, where K is defined
by
K =
∫ ∞
0
ds
∮
dz
2πi
eszz
G′(z)
G(z)
Tr(cΩ). (4.16)
As for the cubic term, by performing the replacement K → K + ǫ, we obtain the
following expression for the integral K → Kǫ
Kǫ =
∫ ∞
0
ds
∮
dz
2πi
es(z−ǫ)z
G′(z)
G(z)
Tr(cΩ). (4.17)
where the part e−ǫs comes from K → K + ǫ. To evaluate this integral (4.17), let us use
the function G(z) defined by equation (3.21).
Since the z-integration is a contour integral performed around a closed curve encircling
the origin in the counterclockwise direction, to compute the integral over this variable z,
we need to write the Laurent series of the integrand around z = 0
es(z−ǫ)z
G′(z)
G(z)
Tr(cΩ) =
[Kn(s, ǫ)
z
+
∑
p 6=−1
Kp,n(s, ǫ)z
p
]
Tr(cΩ), (4.18)
and pick up the coefficient Kn(s, ǫ) in front of the term 1/z. Then by performing the s-
integration, we obtain the value of the integral (4.17), namely Kǫ =
∫∞
0
dsKn(s, ǫ)Tr(cΩ).
With the aid of equations (3.21) and (4.18), we are in position to explicitly evaluate
the coefficient Kn(s, ǫ) for various values of n. It turns out that the coefficient Kn(s, ǫ)
vanishes identically for any integer value of n (while for the case of the cubic term, only
the coefficients with n = 0,±1 vanish identically). Since Kǫ → K in the limit ǫ → 0, we
conclude that K = 0. This result together with equation (4.15) justify the validity of the
step from equation (4.10) to (4.11).
5 Summary and conclusions
Given the following list of holomorphicity conditions imposed on the function that pa-
rameterizes the multi-brane solutions
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i) G and 1/G are holomorphic in Re(z) ≥ 0 except at z = 0.
ii) G or 1/G are meromorphic at z = 0.
iii) G is holomorphic at the point at infinity z =∞ and has a limit G(∞) = 1.
We have evaluated the cubic term of action for the multi-brane solutions. The result is
given in terms of a contour integral
〈ΨΨΨ〉 =
3
π2
∮
dz
2πi
G′(z)
G(z)
. (5.1)
Now by employing the result coming from the evaluation of kinetic term of the action,
which has been performed in reference [36]
〈ΨQΨ〉 = −
3
π2
∮
dz
2πi
G′(z)
G(z)
, (5.2)
we can write the following expression for the energy
E =
1
2
〈ΨQΨ〉+
1
3
〈ΨΨΨ〉 = −
1
2π2
∮
dz
2πi
G′(z)
G(z)
. (5.3)
Using the same holomorphicity conditions i)-iii), we have also computed the Ellwood’s
gauge invariant overlap for the multi-brane solutions and we have found the result
W (Ψ,V) =
∮
dz
2πi
G′(z)
G(z)
Tr(cΩ). (5.4)
Let us remember that to compute the above contour integrals, we need to follow a closed
curve encircling the origin in the counterclockwise direction.
Comparing equations (5.3) and (5.4), we conclude that the energy computed from
the action and from the Ellwood’s invariant will agree provided that the function that
parameterizes the multi-brane solutions satisfies the holomorphicity conditions i)-iii). This
conclusion turns out to be true as long as the values of the integer n appearing in the
definition of the function G(z) = [z/(1 + z)]n are restricted to the values n = 0,±1. This
result is similar to the bosonic case [24].
Prior the proposed multi-brane solutions, in the framework of the modified cubic
superstring field theory, solutions of the form
Ψ = Fc
KB
1− F 2
cF + FBγ2F, (5.5)
have been considered for the specific cases: F 2 = e−K and F 2 = 1/(1 + K), where it
was shown that the solutions characterize the tachyon vacuum solution [27, 30]. It is
14
interesting to note that, as argued in reference [27], from an analytic perspective the
suggested tachyon vacuum solution appears to be as regular as Schnabl’s original solution
in the open bosonic string field theory [1]. Nevertheless, from the perspective of the level
expansion the situation is unclear, though to be honest, the analysis of the energy for the
tachyon vacuum solution using the usual Virasoro L0 level expansion has not yet been
carried out. In this respect, the situation for the multi-brane solutions is similar and
therefore it should be a good research project to analyze the solutions using the Virasoro
L0 level expansion.
Finally, we would like to comment about Berkovits non-polynomial open superstring
field theory [39], since this theory is based on Witten’s associative star product, its math-
ematical setup shares the same algebraic structure of both string field theories, the open
bosonic string field theory and the modified cubic superstring field theory, and hence the
strategy and prescriptions studied in this work should be directly extended to that theory.
Recently, the construction of the tachyon vacuum solution in Berkovits superstring field
theory based on elements in the KBcγγ−1 subalgebra has been proposed by T. Erler [40].
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