This paper proposes a new image thresholding segmentation approach using the heuristic method, Convergent Heterogeneous Particle Swarm Optimization algorithm. The proposed algorithm incorporates a new strategy of searching the problem space by dividing the swarm into subswarms. Each subswarm particles search for better solution separately lead to better exploitation while they cooperate with each other to find the best global position. The consequence of the aforementioned cooperation is better exploration, convergence and it able the algorithm to jump from local optimal solution to the better spots. A practical application of this method is demonstrated for the problem of medical image thresholding segmentation. We considered two classical thresholding techniques of Otsu and Kapur separately as the objective function for the optimization method and applied on a set of brain MR images. Comparative experimental results reveal that the proposed method outperforms another state of the art method from the literature in terms of accuracy, computation time and stable results.
Introduction
Image processing techniques are used in any fields of science and technology such as astronomy, industry, and electronics. For medicine [1] [2] [3] [4] [5] [6] , image processing is a vital tool that helps the physicians to interpret images of the patients to diagnose diseases easier and assist the surgeons to perform the operation with more accuracy and effectiveness. Generally, the goal of these techniques is to extract the valuable information in the images that is usually a critical and challenging task. Image segmentation is an absolutely essential preparatory process in almost all image processing approaches in which the image is divided into classes, the background, foreground and region of interest (ROI) [7] [8] [9] . As an optimum segmentation, pixels that contribute in each class should be similar in terms of gray-or RGB-level intensities. Thresholding methods 10, 11 are the easiest image segmentation approaches that in their simplest case (bi-level) endeavor to identify one optimum threshold value b t for the pixels intensity. Thus, the pixels whose intensity values are bigger than b t are labeled as the first class and the rest labeled as the second class, usually one class is for the background and another for the foreground region 1 , accumulation of water in catchment basins (Inclined Planes system Optimization) 46, 47 and numerous more examples. In order to use aforementioned techniques for thresholding segmentation problem, the common technique is to use the extended version of one classical thresholding method and consider it as a fitness (objective or criteria) function, then heuristic optimization method can find the best threshold values set iteratively by maximizing or minimizing that fitness function 8, 28, [48] [49] [50] . In spite of the fact that heuristic methods are powerful enough in solving high dimensional problems but developing of these methods (better convergence, less sensitive to the parameters, more robust, more accurate and etc.) is still a hot topic for researchers. In this paper, application of a modified version of the Particle Swarm Optimization (PSO) algorithm with a new strategy of searching, named Convergence Heterogeneous Particle Swarm Optimization (CHPSO) 51 on the problem of multi-level thresholding segmentation of Brain T-2 Magnetic Resonance (MR) images is investigated. Otsu's and Kapur's method is considered as the objective functions and 10 test images are used for the experiments. The experimental results reveal that the proposed method can reach to the best solution within fewer iteration numbers in comparison to the similar approaches without sticking into local solutions. The rest of the paper is organized as follows: In Section 2, the CHPSO algorithms are introduced with details. In Section 3, the Otsu's and Kapur's methods explained in details and Section 4 shows experimental results and discussion about similar methods as a comparison study. Section 5 concludes the paper.
Methodology
Heuristic optimization algorithms are designed for solving sophisticated optimization problems (non-linear in most cases) without having knowledge about the problem. Using a reasonable number of constant parameters, computation time and cost lead to an accurate and convergent optimal solution. In almost all heuristic optimization algorithms, there is a trade-off between two methodologies of exploration and exploitation which help the algorithm to search for the best solution efficiently and liberate from capturing in local optima as much as possible. Exploration reinforces algorithm to search the whole range of the problem space by expanding agents (particles) as far as possible in the search space while the exploitation enables the algorithm to find more accurate solutions with better searching locally. One of the most popular heuristic population-based optimization method is the Particle Swarm Optimization (PSO) which is inspired by the behavior of a flock of birds or a school of fishes during the migration and foraging which their social network helps them to find the best place of food and accommodation. The first version of this algorithm was very powerful and easy to implement, but since 1995 that the PSO algorithm was introduced 33 , many improvements have been suggested to update and enhance this method. Convergence Heterogeneous Particle Swarm Optimization (CHPSO) Algorithm 41 is an enhanced version of the PSO which guarantees better optimal solution due to its new strategy of searching and better exploration and exploitation. In the following sections, the original version of the PSO and modified one CHPSO is explained clearly.
Particle Swarm Optimization
In the PSO algorithm, cooperation between particles causes to find the best solution for the search space and each of them can be a candidate for that position. Particles are random selected in the initialization step, then each particle compares its current position with two relative information to update its position and move to a new position, iteratively. The criterion for comparison is the fitness function and the information is the personal best position from the previous iterations and the best position between particles acquired so far. The position and velocity of particles are calculated respect to this two information in each iteration. Thus, if the position and velocity of 
, respectively, then the position of the particle in the next iteration ( 1  t ) is updated according to the following equations.
where 1 c and 2 c are two constants for controlling the exploration and exploitation affects, respectively, R is uniformly distributed random vector from zero to one,  is an inertia weight constant which scales the effect of the velocity in the previous iteration, ) ( t Pbest i and ) (t Gbest are the best personal position and the best position which have been acquired so far (from the time zero to t ). Note that the equations (1) and (2) are for the global version of the PSO and there is also the local version which is outside the scope of this report.
In a nutshell, for each particle, the corresponding score using the fitness function is calculated then the best personal particle position respect to the previous iteration is stored for using in the next iteration and also the best global particle position respect to the neighbor's particles is selected. This is one of the advantages of the PSO that it needs just one stack of memory and there is no need to calculate complicated formula such as gradient which caused the PSO become a fast and easy to implement the algorithm. The pseudocode of the PSO is tabulated in Algorithm 1. 
a.
If the termination criterion is satisfied stop.
The Gbest will be the output solution.
b. Else go to Step 3.
Update the velocity and position according to Equation (2) and (1) and check to be in the range space b. Evaluate fitness function of each particle. c.
Save the best personal and global fitness value and position if better than previous
End for
Update the
Convergent Heterogeneous Particle Swarm Optimization
The ideal optimization algorithm with a perfect convergence and accurate solution (not local solutions) in a reasonable computational time and cost is always desirable and attracts many researchers from all fields of science to have a contribution in this area, at least, make an update to enhance previous optimization methods for a particular application. Depends on the search strategy of the optimization algorithm, trapping in local optimum solutions is an inevitable event and less probability of local trapping better results. For the particles of a fast convergent algorithm such as the original PSO, due to its homogeneous searching behavior (diversity of particles is lost) and their weak exploration ability, it is more likely for the algorithm to capture in local optimal spots within the first iterations. One way to solve this problem is to use a big coefficient for the exploration part of the algorithm at the expense of losing of exploitation effect and losing of accuracy. A new approach to solving this issue is to use multiswarm techniques which are designed to improve the exploration ability of the original heuristic optimization algorithms as well as the exploitation. Cheung et al. 41 in 2014 proposed the CHPSO which uses the multiswarm technique to enhance the weakness of the PSO in jumping from local solutions to the global one. The main idea of the CHPSO is to divide particles into the four subswarms that each subswarm can search separately the problem space. Each subswarm moves heterogeneously in its local region but also share their information to the other two subswarms to explore new regions and specify the trajectory of the whole swarm in the solution domain. Totally, two subswarms are named basic subswarm which is used for exploitation search and the other two subswarms are called the adaptive subswarm and the exploration subswarm. The adaptive subswarm updates flight path adaptively with using the knowledge that was sent from the two basic subswarms in advanced. Unknown regions in the problem space are discovered by the exploration subswarm which uses the information of the other three subswarms. Because, in CHPSO cooperation between particles is different from the original PSO, new update rules based on positions, velocities and the value of fitness function are defined for CHPSO and are added to the original PSO. As mentioned before, although each subswarm searches the problem space individually and shares its information with other subswarms (except exploration subswarm), it also contributes in the global exploitation which is the goal of the optimization algorithm. Consequently, all four subswarms search the problem space for the optimum solution heterogeneously while two of them (basic subswarms) supply their velocity and fitness values information for the adaptive subswarm for determining a better trajectory for all particles and finally the velocity information of these three subswarms are shared with the exploration subswarm to enable the algorithm to jump from local optima in order to find the areas of the problem space which never checked. For better understanding the particles situations, Figure 1 represents a schematic of four subswarms contain five particles that try to find the global best position of the two-dimensional function (
). This cooperation between the particles is used for updating their positions in the next generation. As illustrated in Figure 1 , for minimization problem like this, the global position best G is calculated according to the global position in the four subswarms and defined as equation (3). (1). The velocity of the basic subswarms is updated using equation (4).
where 1 c and 2 c are two constants for controlling the exploration and exploitation effects, respectively, R is uniformly distributed random vector from zero to one,  is an inertia weight constant which scales the effect of the velocity in the previous iteration,
and Gbest are the best personal position in the subswarm and the best position which have been gained so far (from the time zero to t ). Using the information are acquired from basic subswarms sub can adjust the direction of the whole flight. Velocity of the th i  particle in the adaptive subswarm is updated using the following equation:
where 1  and 2  are the fitness values of the particles in the basic subswarms
sub , respectively and other parameters are similar to equation (2) . The strategy of using 1  and 2  can be explained in this way that the subswarm with better fitness values has a larger effect on the particles in the adaptive subswarm. As discussed, particles of the subswarm ) 4 ( sub should attempt to explore new areas as far as possible from other subswarms, thus, the velocity of the th i  particle in the subswarm ) 
(
sub is defined by the difference between the basic subswarms and adaptive one as the equation (6) . The th i  particle position in subswarm ) 4 ( sub is updated according to its previous information and velocity of the th i  particle in the other subswarm as bellow:
where 1  , 2  and 3  are named impact factors which indicate how much the previous information of the particle can contribute in updating process and they must satisfy this equation:
. The bigger impact factor 1  causes the previous information about the th i  particle effect more on updating process than information shared from other subswarms. Generally, diversity and fitness value of the particles in exploration subswarm is considerable because the particles use all the information in the whole swarm. In this paper, the impact factors 1  , 2  and 3  are set to 6 1 , (5) and (1) and check to be in the range space d. Update the velocity and position of subswarms 4 according to Equation (6) and (7) In the next chapter, using of the CHPSO for optimizing the Otsu and Kapur criteria is explained.
Otsu and Kapur Criteria
The aim of image thresholding techniques is to find the optimal threshold values and can be defined and formulated as equations (8) and (9) . Bi-level:
Multi-level: Otsu 52 proposed a thresholding technique based on probability principles such as zero-, first-and second-order statistics to find the thresholds which can maximize between-class variance. To calculate the probability of each gray-level occurrence in the image, the number of the pixels with 8 that intensities is needed. Histogram diagram is a way to find this numbers as a gray-level distribution. The probability of each gray-level is determined by equation (10) . Similar to the Otsu's method, Kapur 23 attempts to find the maximum entropy of the image after segmentation. Normalized Image histogram data again is used as the probability distribution of the pixels intensities. Equations for bi-level and multi-level Otsu's and Kapur's method are tabulated in Table 1 and Table 2 , respectively. From the tables, the objective function that is used for the CHPSO is defined by equations (11) and (12) for Otsu's and Kapur's methods respectively.
) is a series of thresholds values. (25) In this paper, we proposed a combination of the CHPSO and these two criteria to find the best threshold values of the test image. In the next chapter, the application of the proposed method for medical image threshold segmentation is investigated and compared to the similar method.
Experimental results and Discussion
In order to evaluate the performance of the CHPSO, it has been applied on 10 benchmark images and the results compared with a novel heuristic algorithm named Amended Bacterial Foraging (ABF) algorithm 53 . Images are T2-weighted Brain-hemispheric MR and downloaded from the whole brain atlas database 54 . Transaxial slices from 22 to 112 with 10 slice gap interval are selected from the database. All the images have the same size ( Figure 2 . Test images: A to J are Slices 22, 32, 43, 52, 63, 72, 82, 92, 102, 112 Table 3 . We try to make a similar situation to the ABF method for better comparison. Calculating the Standard Deviation (STD) from equation (26) is a desirable way to show the dispersion of the data after 50 times repetition and minimum STD for algorithms the better stability. (26) where N is the number of algorithm run
bestfit is the best fitness acquired from the th i  algorithm execution and Meanfit is the average result of all best finesses. Peak Signal to Noise Ratio (PSNR) is another way of assessing the proposed method in respect to quality and noise effects on the image. It compares the threshold delineated image with original one as a reference to find how much of original data are conveyed to the segmented image. The bigger PSNR the better signal quality and for defining the PSNR a common way is first to determine the mean squared error (MSE) by using both image data from the equation (27) , then PSNR in decibels unit (dB) can be calculated by equation (28) 17 .
 are the minimum and maximum gray level of pixels within the image respectively. The value of the uniformity measure is between 0 and 1 29 . Uniformity with higher value means the better thresholding. Also for having a comparison with ABF results, misclassification error (in present) which is the difference between the best thresholding with 1  u and the value calculated from equation (29) is considered as a criterion. The CHPSO is applied over the complete set of benchmark images first considering the Otsu's method (equation (12) as the fitness function) and then using the Kapur's method as the fitness function (equation (11)) to find the optimum thresholds. Note that, because of the CHPSO optimization algorithm has the type of minimization, fitness functions values are multiplied by minus to change the problem space from maximization to minimization.
A visualization of the results after applying the proposed method on the images are illustrated in Figure 3 and Figure 4 using Otsu's and Kapur's criteria, respectively. As we can see in the figures, the white matter, gray matter, and cerebrospinal fluid are delineated perfectly with more details. In the case of the bigger number of thresholds, the quality of the image is significantly considerable and reveals that the proposed method can save similar patterns in the original image and convey them to the segmented one. In medical applications, the details in the images mean better diagnosis and better treatment and the images proof that our method can be used for this purposes.
Figure 4. CHPSO results using Kapur's method -(a to d) are images after thresholding with m = 2, 3, 4 and 5, respectively
The performance of the CHPSO for image thresholding was astonishing and clearly shows the powerfulness of this method, but this results should be compared with other similar techniques to figure out the advantages and disadvantages of the CHPSO. For this reason, the results of the ABF algorithm are tabulated beside the CHPSO in the following tables.
From the Table 4 , we can assert that two methods have a similar amount of fitness function, especially for Kapur's method. In the case of Otsu, the results of the two proposed method are different but they could converge well. The difference between this results is that no pre-or postprocessing have been done on the images for the case of CHPSO. For instance, we can see threshold value of 0 in the slice 112 that is because in the original image there is a line with zero intensity. Although, the results for the Otsu's methods is different but we can compare them in terms of statistical analysis.
In terms of the Standard deviation, the Peak Signal to Noise Ratio, we can understand from Table  5 that the CHPSO is highly robustness and in almost all cases gained a better STD rather than ABF and consequently more trustable respect to changes of output in each execution of the algorithm. The difference of PSNR for all images about 2 times bigger, reveal another property of the proposed method. The performance of the CHPSO in skipping from the local minima to better solutions lead to outstanding results in compare to the ABF and proof the power of multiswarm optimization algorithms for better exploration of the search space. From the Error! Not a valid bookmark self-reference., we can see that the CHPSO is also significantly faster than ABF algorithm. In this report, the algorithm is implemented using MATLAB software on the PC with a dual core of 3GHz with 2 GB memory. Faster results mean the ability of the proposed method for using in the real-time application that is common in medicine. Table 7 .
In general, the experimental results reveals that the CHPSO approach using both Otsu and Kapur's criteria is a robust, fast and accurate for the problem of medical image thresholding segmentation in comparison to the similar methods. The CHPSO for getting perfect results owe to the multiswarm searching strategy and the behavior of the particles that able them to search more new regions in the problem space and jump from local minima to a global one and discover a bigger area. For the speed of the algorithm, it was predictable, because of the simple equations of the original PSO that have not any complex calculations. method Amended Bacterial Foraging (ABF). In terms of speed and accuracy also, the CHPSO outperforms the ABF. For visualization of the results, all segmented images have been illustrated. Images show that the details form the original image properly conveyed into the segmented image with more details. In future work, we hope to apply other kinds of multiswarm heuristic algorithms and provide more obvious demonstrations of this technique by applying it to more complex kinds of segmentation and images.
