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In [3] and [7] are described the Krichever map from the set of torsion free sheaves on curves with some additional datas to an infinite-dimensional Grassmanian manifold. In this note we investigate the images of (semi)stable rank 2 torsion free sheaves on curves via the Krichever map and verify some analog of G.I.T. Hilbert-Mumford numerical criterion (theorem 2) with respect to actions of some one-parametric subgroups of the group SL(2, k [[z] ] on the determinant bundle of the infinite-dimensional Grassmanian manifold.
Krichever map
Consider the following geometric datas:
1. C is a reduced irreducible complete algebraic curve defined over a field k .
2. p is a smooth k -rational point.
3. F is a torsion free coherent sheaf of O C -modules on C of rank 2 .
4. t p is a local parameter of point p , i. e.Ô p = k[[t p ]] , whereÔ p is the completion of local ring O p along the maximal ideal.
5. e p ia a basis of rank 2 free moduleF p over the ringÔ p , whereF p def = F ⊗ O CÔ p .
In the sequel we will call such collection (C, p, F , t p , e p ) a quintet. If the Euler characteristic χ(F ) = µ , then we will say, that the quintet have an index µ .
On the other hand, consider
. Then define the infinite Grassmanian Gr µ (V ) as the set of k -vector subspaces W of V , which are Fredholm of index µ , i. e., dim k V /(V 0 + W ) < ∞ , dim k W ∩ V 0 < ∞ , and
There exists the Krichever map K from the set of quintets of index µ to Gr µ (V ) , which can be shortly defined as the following chain of evident maps:
whereK p is the fraction field ofÔ p . The Krichever map K and its basic properties is considered in details by many authors. See, for example, [3] for an algebraic description. (But note that the definition in [3] is slightly different from our definition.) And see [7] for an analytic description.
For any W ∈ Gr µ (V ) define the ring
Lemma 1 (see [3] ) For any W ∈ Gr µ (V ) and any subring
Proof . The first statement follows from dim k W ∩ V 0 < ∞ . For the proof of the second statement consider the following subgroup of Z :
where ν is the discrete valuation of k((z)) and Frac A is the fraction field of the ring A . Then this subgroup is rZ for some integer r . Therefore
Now from (2), the first statement of this lemma, and
Thus the dimension of the ring A over k is at most two. Now let us assume that f and g are algebraically independent elements over k . Then for all pairs of integers n 1 > 0 and n 2 > 0 elements f n 1 g n 2 are included in one basis of vector space A over k . But it contradicts to (2) and this contradiction concludes the proof of lemma.
Notice also the following well-known statement.
is in the image of the Krichever map if and only if rank A W = 1 , i.e., there exist two elements f, g ∈ A W such that ν(f ) and ν(g) are relatively prime.
Proof . Note that the condition rank A W = 1 is equivalent to
Let W = K(C, p, F , t p , e p ) . By A C denote the image of the ring
From the Riemann-Roch theorem we have
From A C ⊂ A W it follows (3). Now let rank A W = 1 . Fix any subring A ⊂ A W such that k ⊂ A and dim k A W /A < ∞ . By lemma 1 the ring A has dimension 1 over k . Then from graded k -algebra
we construct the complete irreducible reduced curve C = Proj A * . And from (3) we see that the graded A * -module
determines the rank 2 torsion free coherent sheaf W * ˜o n C . Moreover, we have C = Spec A ∪ p , where p is a smooth k -rational point,
This lemma is proved.
Remark. If we fix a triplet (C, p, t p ) and identify (C, p, F , t p , e p ) with (C, p, F ′ , t p , e ′ p ) for every sheaf isomorphism α : F → F ′ such that α(e p ) = e ′ p ; then the Krichever map is an injective map. In this case W ∈ Gr µ (V ) is in the image of such map if and only if
We have the following proposition.
Proof . It is not difficult to see that the set R(F ) is in an one-to-one correspondence with
, where η ֒→ C is the general point. We have the canonical imbedding of F η into V as the third term H 0 (Spec O p \p, F ) = F η of chain (1) . And this imbedding gives us a one-to-one correspondence between R(F ) and R(W ) .
Moreover, we have the following explicit construction. Let L ∈ R(W ) . Then the (4) and
Determinant bundle
As was explicitly described in [1] , Gr µ (V ) admits a structure of an algebraic scheme, which represents a functor, which generalizes the usual finite-dimensional grassmanian.
There exists an open covering of Gr µ (V ) by means of Gr
is an infinite-dimensional affine space which is isomorphic to the spectrum of a polynomial ring of infinitely many variables. One can define a linear bundle (determinant bundle) Det on Gr µ (V ) such that for any W ∈ Gr µ (V )
Now let us describe the determinant bundle Det more explicitly ("in coordinats"). For this goal we identify the k -vector spaces V and k((t)) by means of the following continuous isomorphism:
Let S µ be the set of sequences {s −µ+1 , s −µ+2 , . . .} of integers such that: 1) these sequences are strictly decreasing; 2)
Note that for every µ ∈ Z the set S µ is in an one-to-one correspondence with the Young diagramms.
For every S = {s −µ+1 , s −µ+2 , . . .} ∈ S µ let
be the k -vector space generated by {t
be the smallest closed k -vector space generated by {t q | q ∈ Z\S} . Then
For any S ∈ S µ let p S : k((t)) → H S be the projection from the decomposition
We are now going to describe the determinant bundle Det in other words (see [6, §7.7] ). Given W ∈ Gr µ (V ) let us define an admissible isomorphism to be an isomorphism
has finite rank. (Note that for any W ∈ Gr µ (V ) we can always find the corresponding admissible isomorphism.) Then the determinant bundle Det consists of
which is identified with respect to the following equivalence relation:
where w ′ and w are two admissible isomorphisms for W ∈ Gr µ (V ) . (Note that
has finite rank as an endomorphism of H 0(µ) , and hence det(w ′−1 · w) is well defined with respect to the basis:
* be the dual vector bundle to Det . For every S ∈ S µ we can construct the global section
where p S · w − Id : H 0 → H S has finite rank. Therefore we can compute det(p S · w) with respect to basises
And as proven in [1] and [6] , we have a closed imbedding ("Plücker imbedding"):
is the k -vector subspace generated by the global sections {π S : S ∈ S µ } , and with every k -point W ∈ Gr µ (V ) we associate the 1 -
* , which is the same for all admissible isomorphisms w of W .
Note also that π S (w) = 0 if and only if W ∈ Gr
Consider the group
Note that "in coordinats" GL(V, V 0 ) corresponds to the group of invertible elements of the algebra of matrices (A ij ) i,j∈Z such that for every integer l the number of non-zero A ij with j ≥ l , i ≤ l is finite. And the action of (
(Here E ij is the matrix with a 1 on the (i, j) -th entry and zeros elsewhere.) Define the subgroup
Then we have the obvious action of GL 0 (V, V 0 ) on Gr µ (V ) . Let the groupĜL 0 (V, V 0 ) be the central extension of the group GL 0 (V, V 0 ) by means of k * , which is the group of all automorphisms of linear bundle Det on Gr 0 (V ) which cover actions of elements of group GL 0 (V, V 0 ) on Gr 0 (V ) . There exists an explicit description ofĜL 0 (V, V 0 ) and its action on Det | Gr µ (V ) (see [6] ). Let H be the group
where g −− def = (g) i,j≤−1 . Let N ⊂ H be the normal subgroup defined as N = {(1, E) ∈ H : det E = 1} . ThenĜL 0 (V, V 0 ) = H/N , and the projection on the first factor gives us the map onto GL 0 (V, V 0 ) . Now describe the action ofĜL 0 (V, V 0 ) on Det | Gr µ (V ) .
This expression gives us the correct action ofĜL 0 (V, V 0 ) on Det | Gr 0 (V ) .
where σ :
, where
, which is the subgroup of GL 0 (V, V 0 ) .
Lemma 3
The central extensionĜL 0 (V, V 0 ) splits over Γ .
Proof . Define a group homomorphism
(Observe that Γ keeps V 0 stable and hence
splits the central extension over Γ .
In V = k((z)) ⊕ k((z)) consider two lines:
which correspond to k((t 2 )) and tk((t 2 )) in k((t)) . For any S ∈ S µ let
Note that
Let α be the action of α
Proof follows from an explicit description of actions of α 0 0 1 and 1 0 0 ν on the determinant bundle. We get this description by means of direct calculations from formulas (8), (9) and (10).
For any S ∈ S µ let n(S) def = n 1 (S) − n 2 (S) .
Proof .
Remind that π S (W ) = 0 if and only if
Consider the second statement of this lemma. If
From (13) we obtain
From (11) we have n(S
The second statement of this lemma is proved. Now consider the first statement of this lemma. From min
For any integer m > 0 define
We will show that for every m > m 0
For this goal we consider the imagesW of
And the last formula follows from comparison of dimensions of finite-dimensional vector spaces:
where (16) is true by the following reason.
then we find a k -vector subspace K ⊂l 1 such that K is the span of {z i k } for some integers i k andl 1 = (W ∩l 1 ) ⊕ K . Then we can findL ∈ Gr(2m + µ, z −m V 0 /z m+µ V 0 ) such thatL is the span of {z i l } for some integers i l ,L ∩l 1 = K , and
Let L be the pre-image ofL in z −m V 0 . We can find the Plücker coordinate S ′ ∈ S µ such that L = A S ′ . Then, by construction,
and from (17) n 1 (S ′ ) ≤ τ < min 
Indeed, assume the converse. Then choose a finite k -basis e 1 , . . . , e n of W ∩ z τ V 0 such that ν 2 (e i ) = ν 2 (e j ) for all pairs i, j . (Here ν 2 (e k ) = p if e k ∈ B p but e k = B p+1 .) Then for any m > max i ν 2 (e i ) we have W ∩ B m = 0 . This contradiction concludes the proof of lemma 4.
and condition 1 or condition 2 of the previous lemma is true, then
Proof . From the proof of expression (14) we have that the left hand side of expression (19) is greater or equal to the right hand side of (19). Now fix some integer m > 0 such that
Then we can findL ⊂ z −m V 0 /z m+µ V 0 such thatL is the span of {z i l } for some integers i l ,L ∩l 1 = K , and
Denote by L the pre-image ofL in z −m V 0 . Then there exists some (20) and (21) we have n(S ′ ) = n(W ) . Lemma 5 is proved.
Stable and non-stable points
For torsion free sheaves on C one can define the notion of "stability" and "semistability". (See [4] .) Remind these definitions.
Definition 1 A rank 2 torsion free sheaf F on a curve C is called a semistable sheaf if for any subsheaf
G ∈ R(F ) 2χ(G) ≤ χ(F ) .
Definition 2 A rank 2 torsion free sheaf F on a curve C is called a stable sheaf if for any subsheaf
G ∈ R(F ) 2χ(G) < χ(F ) . Theorem 1 Let W = K(C, p, F , t p , e p ) .
Then the sheaf F is not a (semi)stable sheaf if and only if there exists some
Proof follows from proposition 1, lemmas 2, 4 and 5, and facts that 1) group SL(2, k[[z]]) acts transitively on the set of all 1 -dimensional over k((z)) vector subspaces in V ;
2) the group
Remark. From lemma 5 and formula (5) we can also obtain numerical datas of nonstability of the sheaf.
Example 1.
(See also [3, prop. 3.8] .) Let µ = 2ν for some integer ν , and W = K(C, p, F , t p , e p ) is a point of the big cell of Gr µ V , i. e.,
then the sheaf F is semistable. Indeed, if condition (22) is true, then
But n(0(µ)) = 0 , and we apply theorem 1.
We can generalize example 1 in the following way.
Example 2. With every W ∈ Gr µ (V ) one can associate (see [5] ):
2) the point
where i 1 , . . . , i l W are all the integers such that T W (i j ) = 1 , and the point
k from (23) have the canonical homogeneous coordinates, which are induced by z i j ⊕ 0 ∈ V and 0 ⊕ z i j ∈ V for the corresponding j . By means of these coordinates we can identify all P 1 k from (23) and consider x W as l W ordered points on a line.
There exists the natural diagonal action of the group SL(2, k) on (P
. There is a unique linear action of SL(2, k) on P 2l W −1 k which makes the Segre imbedding into a SL(2, k) -morphism (the l W -fold tensor represantation of SL(2, k) ). Also, SL(2, k) is a reductive group. Therefore G.I.T. determines (semi)stable points on (P l W with respect to the SL(2, k) action and the Segre imbedding. From [4] we have the following explicit description:
l W is a (semi)stable point if and only if no point of P 1 k occurs as a component of x ≥ l W /2 (> l W /2) times. Now we can formulate the following proposition. 
From theorem 1 and n(S ′ ) = 0 we see that F is a semistable sheaf. Now consider the case 2. Let
is a (semi)stable point, then from the explicit description of such points we can choose
The action of SL(2, k) on (P
. Now from this fact, formula (24), and theorem 1 we get that F is a (semi)stable sheaf.
l is not a semistable point with respect to the SL(2, k) action and the Segre imbedding. Then it is easy to construct quintets (C, p, F , t p , e p ) with stable, semistable, and nonstable sheaves F such that for W = K(C, p, F , t p , e p ) we have l W = l and x W = x .
Remark. One can introduce the cellular decomposition of Gr µ (V ) indexed by the set S µ (see [6] 
.) It is not difficult to see that the case 1 of proposition 3 corresponds to the following statement: if W = K(C, p, F , t p , e p ) belongs to the cell S ∈ S µ such that H S ∩ l 1 = H S ∩ l 2 , then F is a semistable sheaf. Now note that the action of the group
in the image of the Krichever map and does not change the curve C , the point p , the local parameter t p , and the sheaf F . So this action is an action only on "basises e p ". Therefore if we want to get something like "moduli spaces" of sheafs on C , we would need "to kill" the action of SL (2, It will be convinient to identify k * with a subset of P 1 k in the obvious manner. In fact, for any λ ∈ k , we identify λ with the point (1, λ) in P 1 k , and write ∞ for the extra point (0, 1) . Note that the morphism k * → Π(S µ ) * : λ → g T (λ)Ŵ may or may not extend to the points 0 , ∞ , but if it does extend to either or both of these points the extension is unique. Thus we can define the expressions lim 
