Abstract-Antenna selection for full-duplex communication between two nodes, each equipped with a predefined number of antennae and transmit/receive chains, is studied. Selection algorithms are proposed based on magnitude, orthogonality, and determinant criteria. The algorithms are compared to optimal selection obtained by exhaustive search as well as random selection, and are shown to yield performance fairly close to optimal at a much lower complexity. Performance comparison for a Rayleigh fading symmetric channel reveals that selecting a single transmit antenna is best at low signal-to-noise ratio (SNR), while selecting an equal number of transmit and receive antennae is best at high SNR.
I. INTRODUCTION

F
OLLOWING recent demonstrations in [1] and [2] e.g., Full-Duplex (FD) two-way communication (TWC) is now no longer considered impractical and is shown to have potentially double throughput than conventional half duplex (HD) communication [3] , [4] . This has made FD a key technology for 5G systems, and has lead to significant interest into finding novel and optimal ways for better resource utilisation.
Resource management is of significant importance for enhancing FD TWC systems [5] . Antenna selection is among resource management techniques of practical interest [6] , [7] . To the authors' knowledge, only few research works concentrating on FD TWC systems investigate antennae selection. For instance, [8] considers the selection of one transmit (Tx) and one receive (Rx) antenna at each node equipped with 2 antennae (Fig. 1a) . This has been generalised in [9] to the case with N-antenna nodes, where a nearly optimal lowcomplexity algorithm was proposed (Fig. 1b) . Those selection algorithms are suitable for nodes equipped with single Tx/Rx chains. What if nodes are equipped with multiple such chains?
In this letter, we consider the selection of a given number of Tx and Rx antennae at two nodes, each equipped with a given number of Tx/Rx chains and antennae that can be used for either transmission or reception (Fig. 1c) . This work thus Fig. 1 . Visualisation of the algorithms proposed in [8] and [9] and this letter showing selected channels and self-interference.
extends [9] to systems with multiple Tx/Rx chains, wherein the problem becomes that of sub-matrix selection. The scalar selection algorithms in [9] can not be used for this case. Our main contribution is thus proposing distributed nearoptimal polynomial-complexity antenna selection algorithms, where antennae are successively chosen so as to maximise the achievable rate following magnitude, orthogonality, or determinant selection criteria. The algorithms' low complexities make them suitable for computationally-limited systems with a fixed number of Tx/Rx chains and antennae at each node.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a TWC system with nodes 1 and 2 ( Fig. 1c) , where node i ∈ {1, 2} is equipped with N i antennae, l i Tx chains, and m i = N i − l i Rx chains. While these numbers are fixed, the association between Tx/Rx chains and antennae is flexible, and can be optimised depending on the channel between the two nodes.
The channel coefficient from the j th antenna at node 1 to the i th antenna at node 2 is denoted by h i j , and all coefficients are collected in the matrix H ∈ C N 2 ×N 1 . This matrix is known at both nodes, and preserves the same value during a transmission block. We assume channel reciprocity, i.e., the channel from node 2 to 1 is given by the H H . The selected channel matrix from node 1 to node 2 is denoted H 1 ∈ C m 2 ×l 1 , while that from node 2 to node 1 is denoted H 2 ∈ C m 1 ×l 2 . The transmit power of each antenna is denoted by P.
The nodes simultaneously transmit and receive signals at the same frequency band, resulting in self interference (SI). We assume that multi-antenna SI cancellation is employed at each node [10] . This can be a combination of passive 1558-2558 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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methods using directional antennae and/or shielding [11] or Balun transformers [12] , and active methods using analog and digital circuitry [13] . The residual SI is assumed to have equal average power σ 2 i at each antenna at node i , due to a symmetric design. The thermal noise power is σ 2 , and thus, the total noise power at each receiving antenna at node i is σ 2 + σ 2
i . An achievable rate under these conditions is
where I l denotes the l × l identity matrix and
This is obtained by invoking the worst-case noise lemma [14] leading to Gaussian noise (as in [10] , [12] , and [13] ), and by ignoring noise correlation in the decoding process.
The capacity of the resulting channel, modelled by H, is the solution of the following discrete maximisation problem:
Here, 0 m i ×l i is an m i × l i zero matrix. The matrices denoted by V j select the Tx antennae for each node, whilst the matrices denoted U i select the Rx antennae.
III. SELECTION ALGORITHMS The discrete optimisation (1) is a combinatorial problem. Solving this exhaustively by calculating the rate for each possible U 2 and V 1 has prohibitive complexity. Consider the scenario N 2 = N 1 = N and l 1 = m 2 = N 2 = (denoted worst case scenario henceforth). There are N different possibilities for U 2 and V 1 . Using Sterling's formula, the complexity of exhaustive search is O 2 2N , which is impractical even for moderate N. Instead, in this section we propose suboptimal polynomial complexity selection algorithms, which we later show to provide fairly good performance. We start with some analysis which motivates the algorithms.
Consider a channel matrix H ∈ C 4×4 where we wish to pick H 1 ∈ C 2×2 , i.e., l 1 = m 2 = 2. Notice that both I 2 and H 1 H H 1 are positive semi-definite. Then, by Minkowski's determinant theorem, we know that
increases the lower bound above. Now assume that the vector of channels h 1 = (h 11 , h 12 ) is initially selected. Then, we wish to pick a = (a 1 , a 2 ) to form
Now one can choose a based on one of the following criteria: 1) Magnitude: We pick a = argmax h i h i . This maximises the first term on the right-hand side (RHS) of (3). 2) Orthogonality: We pick a which is closest to orthogonal to h 1 , i.e., a = arg min h i h 1 h H i , minimising the second term on the RHS of (3). Alternatively, we can pick
The advantage is that this variant selects a which is potentially near orthogonal to h 1 and of large magnitude. We stick to this variant henceforth.
H , which maximises the left-hand side of (3). This intuition can be extended to matrices of higher dimensions. Based on this insight, we propose to construct H 1 by increasing its size gradually row by row, by selecting among vectors which share the same columns according to the above criteria. This can be also applied column-wise. This stepby-step procedure leads to polynomial complexity which is desirable. The same idea can be applied either for H 1 or H 2 . Although this discussion only takes one submatrix into consideration, numerical results show that this leads to nearoptimal results as we shall see. Furthermore, in a symmetric scenario (N 1 = N 2 , γ 1 = γ 2 , l 1 = l 2 ), we can transmit over channel H 1 (H 2 ) from node 1 to 2 (2 to 1) half the time, and over channel H H 2 (H H 1 ) from node 1 to 2 (2 to 1) half the time, leading to symmetric performance while preserving the sum rate R (H 1 , H 2 ) . We introduce the algorithms next. 
H a ←− H (row, col)
8:
A. Selection Algorithm Based Upon Magnitude
Since the algorithms we describe next share the same skeleton, we start by introducing this skeleton in Alg. 1. In this algorithm, we wish to select l 1 Tx antennae at node 1 and m 2 Rx antennae at node 2. We start similar to [9] by selecting the largest element of H (step 3). Then, we select the next l 1 − 1 largest elements in the same row, thus selecting l 1 Tx antennae at node 1 (step 5). This fixes V 1 in (1). To finalise the selection, we need to fix the Rx antennae at node 2, i.e., U 2 . This is done in step 6, which depends on the input alg ∈ {magSearch, nullSearch, detSearch}, corresponding to the 3 selection criteria above, respectively. Depending on alg, a number of rows will be selected, consequently fixing H 1 and H 2 by steps 7 and 8. Finally, the algorithm returns the achievable rate and the selected antennae.
The simple initialization in Alg. 1 (step 3) is chosen as a low-complexity compromise, instead of starting with the row which has the largest vector of length l 1 . Namely, for the worst case scenario, this initialization has complexity O(N 2 log(N)) whereas the latter alternative has exponential complexity. Thus, the overall complexity of Alg. 1 is O (N 2 log(N) ) plus the complexity of step 6.
Note that Alg. 1 starts by selecting Tx antennae at node 1 (steps 3-5). One could instead start by selecting Tx antennae at node 2, Rx antennae at node 1, or Rx antennae at node 2. The best solution is the best of the following 4 possibilities:
This only slightly affect complexity since it runs Alg. 1 four times independent of N 1 and N 2 . The magSearch algorithm is described in Alg. 2. Here, given the selected row in Alg. 1, we select an m 2 × l 1 submatrix by calculating the magnitudes of the remaining rows of HV 1 for g = 2, . . . , m 2 do 3:
if Length (col) > Length (row) then 5:
end if 7: for k = 1, . . . , N 2 do 8:
end for 10:
end for
B. Selection Algorithm Based Upon Null Space
Selection based on the null space criterion is achieved by setting alg = nullSearch in Alg. 1. As described in Alg. 3, nullSearch selects the best m 2 × l 1 submatrix by iteratively finding rows of HV 1 with the greatest projection onto the null space of the matrix formed by the previously selected rows of HV 1 . Since the null space of H (row, col) exists (almost surely) only if it has more columns than rows, Alg. 3 sets the variable nullSp to a constant scalar otherwise (step 3). In this case, step 8 computes the magnitude of the subrows, and the one with the largest magnitude is selected. The largest rate possible using this selection method is computed by running Alg. 1 with inputs (4) and alg replaced with nullSearch, and then selecting the best outcome. The overall complexity of Alg. 1 combined with Alg. 3 
C. Selection Algorithm Based Upon Determinant
This selection is performed by setting alg = detSearch in Alg. 1, where detSearch is described in Alg. 4. The algorithm fixes U 2 by iteratively finding rows of HV 1 which maximise |H 1H H 1 | whereH 1 is formed by appending a new row to the previously selected rows of HV 1 (step 4). The algorithm transposesH 1 if it has more rows than columns (steps 5-7) to guarantee a nonzero |H 1H H 1 |. This is permissible because
The largest rate is obtained by running Alg. 1 using the inputs in (4) with alg replaced with detSearch. The overall complexity of Alg. 1 combined with Alg. 4 for the worst case is O N 5 , owing to step 8 in Alg. 4 which has complexity O N 3 and is carried out at most N 2 times.
IV. SIMULATION RESULTS
To determine the effectiveness of the proposed algorithms, some simulations are in order. Herein, we consider a block fading scenario, where h i j is complex Gaussian with zero mean and unit variance (Rayleigh fading). Furthermore, as in [9] , we write the residual SI power as σ 2 i = η P i for some η ∈ [0, 1], where in our case P i = l i P is the total Tx power of node i , since each antenna receives SI from all Tx antennae. Interestingly, the detSearch and nullSearch algorithms achieve similar performance, achieving > 97% of the optimal rate, significantly better than random selection. On the other hand, the magSearch algorithm achieves performance fairly close to optimal, at a much lower complexity (see Table I ). This demonstrates the effectiveness of the proposed algorithms. Fig. 2b shows average rates versus SNR for a channel with N 1 = N 2 = 4, η = 0.1, and σ 2 = 1. The number of selected antennae satisfies and (l, m) = (1, 1) (SISO). We use the "serial-max" selection approach [9] in the last case, while we restrict our attention to the magSearch algorithm in the first 3 cases due to its good performance (Fig. 2a) and low complexity. For a fair comparison, we consider equal total Tx power P t for all systems, i.e., the power per antenna is
The SNR is defined as P t /σ 2 . Due to the system definition, all 4 cases have the same noise variance σ 2 + σ 2 i = 1 + η P. The SIMO and SISO cases have the same Tx power per antenna P t , but SIMO is superior due to its array gain. SIMO is also better than MIMO at low SNR due to the power gain; MIMO has Tx power per antenna P t /2. However, MIMO soon outperforms SIMO due to its higher multiplexing gain. The MISO case is inferior because it spreads P t over 3 antennae leading to lower Rx SNR. This suggests using a single Tx antenna at low SNR, versus an equal number of Tx and Rx antennae at high SNR.
V. CONCLUSION
We have proposed polynomial-complexity two-way link selection algorithms for FD MIMO scenarios that attempt to maximise the information transmission rate of the system. The algorithms provide near optimal performance at a reasonable complexity. This makes those algorithms suitable for implementation in systems with computational limitations. As an extension, it would be interesting to study a similar problem under a total power constraint instead of a per-antenna power constraint. The proposed algorithms can be used in this case, but better solutions can be obtained by considering antenna selection and power allocation jointly.
