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PRINCIPAL SUBSPACES FOR QUANTUM AFFINE ALGEBRA
Uq(A
(1)
n )
SLAVEN KOZˇIC´
Abstract. We consider principal subspace W (Λ) of integrable highest weight module
L(Λ) for quantum affine algebra Uq(ŝln+1). We introduce quantum analogues of the
quasi-particles associated with the principal subspaces for ŝln+1 and discover certain
relations among them. By using these relations we find, for certain highest weight
Λ, combinatorial bases of principal subspace W (Λ) in terms of monomials of quantum
quasi-particles.
Introduction
In [D] Drinfeld discovered a remarkable realization of quantum affine algebras in the
form of current operators. In this paper we will study such a realization of a quantum
affine algebra Uq(ŝln+1). Although being a Hopf algebra, Drinfeld proposed a new comul-
tiplication formula ([DF3], [DI]) for its new realization. This comultiplication formula
proves to be very simple, when expressed in terms of the current operators, while the
comultiplication formula induced from the usual Hopf algebra structure does not have a
closed form in terms of those operators. In [FJ] Frenkel and Jing found a realization of
level 1 integrable highest weight modules for quantum affine algebras of type (ADE)(1).
Similar realizations were obtained for integrable highest weight modules of some other
algebra types, see for example [I] and [J] (level 2 modules for Uq(A
(1)
1 )), [B] and [JM] (level
1 modules for Uq(B
(1)
n )), [JKM] and [JKM2] (level −1/2 and 1 modules for Uq(C
(1)
n )). In
[DM] Ding and Miwa discovered a condition of quantum integrability, another important
result formulated in terms of current operators. This is actually an analogue of integra-
bility relations for Lie algebra ŝl2, found by Lepowsky and Primc ([LP]) that states that
on every level c integrable module of Uq(ŝln+1) we have x
+
αi
(z1)x
+
αi
(z2) · · ·x
+
αi
(zc+1) = 0
if z1/z2 = . . . = zc/zc+1 = q
−2. Ding and Feigin formulated a similar result for their
commutative quantum current operators ([DF]). Most of the above-mentioned results for
algebra Uq(A
(1)
n ) will play an important role in proving the main result of this paper.
One fundamental problem concerning quantum affine algebras is to associate with them
a certain quantum vertex algebra theory in the similar way vertex algebras are associated
with affine Lie algebras. Several quantum vertex algebra theories were developed: [AB],
[B2], [EK], [FR], [L] and [L2]. At the end of this paper we will use quantum vertex
algebra theory discovered by Li ([L], [L2]) in order to generalize certain objects studied
in the preceding sections.
We will now briefly describe the main result of this paper. Let g be a simple Lie algebra
with a triangular decomposition
g = n− ⊗ h⊗ n+,
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where h is its Cartan subalgebra and n+ (n−) is a direct sum of its one dimensional
subalgebras corresponding to its positive (negative) roots. Denote by gˆ an (untwisted)
affine Lie algebra gˆ = g⊗ C[t, t−1]⊕ Cc⊕ Cd and consider its decomposition
gˆ = nˆ− ⊗ hˆ⊗ nˆ+,
where hˆ = h ⊗ C[t, t−1] ⊕ Cc ⊕ Cd and nˆ± = n± ⊗ C[t, t
−1]. For a dominant integral
highest weight Λ denote by L(Λ) an integrable highest weight module of gˆ whose highest
weight equals Λ. Define a principal subspace W (Λ),
W (Λ) := U(nˆ+) · vΛ,
where vΛ is a highest weight vector of L(Λ). Principal subspaces for an affine Lie algebra
of type A
(1)
1 were introduced by Feigin and Stoyanovsky ([FS]). The authors constructed
bases for the principal subspaces of L(Λ) consisting of the vectors of the form bvΛ, where
b is a monomial of quasi-particles. Georgiev ([G]) generalized their results on affine Lie
algebras of type A
(1)
n , n ≥ 1, by constructing bases of the same type for the principal
subspaces of L(Λ) for dominant integral weights Λ of type
(0.1) Λ = c0Λ0 + cjΛj,
where j = 1, 2, . . . , n, c0, cj ∈ Z≥0. The algebra Uq(gˆ) admits a decomposition
Uq(gˆ) ∼= Uq(nˆ−)⊗ Uq(hˆ)0 ⊗ Uq(nˆ+) (vector space isomorphism),
where Uq(nˆ±) and Uq(hˆ)0 are subalgebras generated by certain elements given by Drinfeld
realization. Abusing the notation we denote by L(Λ) an integrable highest weight module
of Uq(gˆ), whose highest weight equals Λ (and whose character is equal to the character
of gˆ-module L(Λ) ([L3])). Define a principal subspace W (Λ) of the integrable highest
weight module L(Λ) of Uq(gˆ),
W (Λ) := Uq(nˆ+) · vΛ,
where vΛ is a highest weight vector of L(Λ). The main goal of this paper is to construct
a monomial basis for W (Λ) for quantum affine algebra Uq(ŝln+1), where Λ is an integral
dominant highest weight as in (0.1). Such bases will be given in the following theorem:
Theorem 4.6 For a given highest weight Λ = c0Λ0 + cjΛj as in (0.1) the sets{
bvΛ | b ∈ BW (Λ)
}
and
{
bvΛ | b ∈ B¯W (Λ)
}
form the bases for the principal subspace W (Λ).
These sets, BW (Λ) and B¯W (Λ) consist of monomials of type 1 or type 2 quasi-particles
whose charges and degrees satisfy certain difference conditions (see (2.8) i (2.9)).
This paper is organized as follows. In Section 1 we recall some fundamental results
concerning quantum affine algebras and their representations.
In Section 2 we define a principal subspace as above and study its spanning sets. Next,
we introduce a notion of a quasi-particle of type 1 and 2. Both of the types can be
considered as a quantum analogue of quasi-particles studied in [G]. The quasi-particles
of type 1 will be defined with the use of Frenkel-Jing realization and they will allow us to
carry out the linear independence part of the proof of Theorem 4.6. Nevertheless, they
will lack an important property: type 1 quasi-particles of the same color do not commute.
This fact will be our main motivation for introducing the quasi-particles of type 2. They
will be defined by using Ding-Feigin commutative current operators ([DF]) and they will
commute when being of the same color. This property will prove to be crucial in the next
section.
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In Section 3 we study relations among quasi-particles and then use these relations to
construct a spanning set B¯W (Λ) of the principal subspace W (Λ) (Theorem 3.17). The
proof will be carried out in a similar way as in [G]. Altogether there will be three sets
of relations. First, we will formulate the condition of quantum integrability ([DM]) in
terms of the quasi-particles, thus getting a first set of relations. Next, we will discover
relations among quasi-particles of adjacent colors. Some of the intermediate results will
concern the type 1 quasi-particles, but the final result will be formulated in terms of type
2 quasi-particles only. Finally, we will find the relations among type 2 quasi-particles of
the same color.
Section 4 is devoted to the proof of linear independence of the set BW (Λ) (Theorem
4.5). Our main tools will be a certain projection pi
(r
(1)
n ,...,r
(c)
1 )
of the principal subspace
and an operator Y(eλi , z) that can be considered as a certain modification of the level 1
vertex operators realized by Koyama in [K2]. The proof will be carried out as in [G].
Our definition of quasi-particles of type 1, on an integrable highest weight module,
heavily relies upon Frenkel-Jing realization. However, we will show in Section 5 that type
1 quasi-particles can be generalized to an arbitrary restricted module. This generalization
will arise as a corollary of quantum vertex algebra theory discovered by Li ([L], [L2]).
1. Preliminaries
1.1. Quantum affine algebra Uq(gˆ). We recall some facts from the theory of affine
Kac-Moody Lie algebras (see [K] for more details). Let Aˆ = (aij)
n
i,j=0 be a generalized
Cartan matrix of affine type and let S = diag(s0, s1, . . . , sn) be a diagonal matrix of
relatively prime positive integers such that the matrix SAˆ is symmetric.
Let hˆ be a vector space over C(q1/2) with a base {α∨0 , α
∨
1 , . . . , α
∨
n , d}. Denote by α0, α1,
. . . , αn linear functionals from hˆ
∗ such that
αi(α
∨
j ) = aji, αi(d) = δi0
for i, j = 0, 1 . . . , n. Define a set of simple roots Πˆ and a set of simple coroots Πˆ∨ as
Πˆ := {αi | i = 0, 1, . . . , n} and Πˆ
∨ := {α∨i | i = 0, 1, . . . , n} .
Then the ordered triple (hˆ, Πˆ, Πˆ∨) is a realization of the matrix Aˆ. We will denote by gˆ
the affine Kac-Moody Lie algebra associated with the matrix Aˆ.
Define a root lattice Qˆ and a set Qˆ+ as
Qˆ :=
n⊕
i=0
Zαi and Qˆ
+ :=
n⊕
i=0
Z≥0αi.
Denote by Λ0, Λ0, . . . , Λn elements of hˆ
∗ such that
Λi(α
∨
j ) = δij , Λi(d) = 0
for i, j = 0, 1, . . . , n. The center of the Lie algebra gˆ is one-dimensional and it is generated
by the element
c = c0α
∨
0 + c1α
∨
1 + . . .+ cnα
∨
n ∈ hˆ
and imaginary roots of gˆ are integer multiples of
δ = d0α0 + d1α1 + . . .+ dnαn ∈ hˆ
∗,
where integers ci and di are given in [K]. If gˆ = ŝln+1 we have ci = di = 1. Define a
weight lattice Pˆ as a free Abelian group generated by the elements Λ0, Λ1, . . . , Λn and
3
1
d0
δ. Define an integral dominant weight as the element of Pˆ+,
Pˆ+ :=
{
Λ ∈ Pˆ |Λ(α∨i ) ∈ Z≥0 for i = 0, 1, . . . , n
}
.
The invariant symmetric bilinear form on hˆ∗ is given by
(αi, αj) = siaij , (δ, αi) = (δ, δ) = 0
for i, j = 0, 1, . . . , n.
Denote by g a simple Lie algebra associated with the Cartan matrix A = (aij)
n
i,j=1. Let
h ⊂ hˆ be a Cartan subalgebra of g, which is generated by the elements α∨1 , α
∨
2 , . . . , α
∨
n .
Denote by
Q :=
n⊕
i=1
Zαi ⊂ h
∗ and P :=
n⊕
i=1
Zλi ⊂ h
∗
the classical root lattice and the classical weight lattice (associated with g), where ele-
ments λi satisfy λi(α
∨
j ) = δij for i, j = 1, 2, . . . , n.
Fix an indeterminate q. For any two integers m and k, k > 0, define q-integers,
[m]q :=
qm − q−m
q − q−1
,
and q-factorials,
[0]q! := 1, [k]q! := [k]q[k − 1]q · · · [1]q.
For all nonnegative integers m and k, m ≥ k, define q-binomial coefficients as[
m
k
]
q
:=
[m]q!
[k]q![m− k]q!
.
We present a Drinfeld realization of the quantum affine algebra Uq(gˆ).
Definition 1.1 ([D]) The quantum affine algebra Uq(gˆ) is the associative algebra over
C(q1/2) with unit 1 generated by the elements x±αi(k), ai(l), K
±1
i , γ
±1/2 and q±d, i =
1, 2, . . . , n, k, l ∈ Z, l 6= 0, subject to the following relations:
[γ±1/2, u] = 0 for all u ∈ Uq(gˆ)0,
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1,
[ai(k), aj(l)] = δk+l 0
[aijk]qi
k
γk − γ−k
qj − q
−1
j
,
[ai(k), K
±1
j ] = [q
±d, K±1j ] = 0,
qdx±αi(k)q
−d = qkx±αi(k), q
dai(l)q
−d = qkai(l),
Kix
±
αj
(k)K−1i = q
±(αi,αj)x±αj (k),
[ai(k), x
±
αj
(l)] = ±
[aijk]qi
k
γ∓|k|/2x±αj (k + l),
x±αi(k + 1)x
±
αj
(l)− q±(αi,αj)x±αj (l)x
±
αi
(k + 1)
= q±(αi,αj)x±αi(k)x
±
αj
(l + 1)− x±αj (l + 1)x
±
αi
(k),
[x+αi(k), x
−
αj
(l)] =
δij
qi − q
−1
i
(
γ
k−l
2 ψi(k + l)− γ
l−k
2 φi(k + l)
)
,
Sym
l1,l2,...,lm
m∑
s=0
(−1)s
[
m
s
]
qi
x±αi(l1) · · ·x
±
αi
(ls)x
±
αj
(k)x±αi(ls+1) · · ·x
±
αi
(lm) = 0, for i 6= j,
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where m := 1− aij . The elements φi(−r) and ψi(r), r ∈ Z≥0, are given by
φi(z) :=
∞∑
r=0
φi(−r)z
r := K−1i exp
(
−(qi − q
−1
i )
∞∑
r=1
ai(−r)z
r
)
,
ψi(z) :=
∞∑
r=0
ψi(r)z
−r := Ki exp
(
(qi − q
−1
i )
∞∑
r=1
ai(r)z
−r
)
.
If qi = q we will usually omit the index qi and write [m] instead of [m]qi . Denote by
x±αi(z) the series
(1.1) x±αi(z) =
∑
r∈Z
x±αi(r)z
−r−1 ∈ Uq(gˆ)[[z
±1]].
We shall continue to use the notation x±αi(z) for the action of the expression (1.1) on an
arbitrary Uq(gˆ)-module V :
x±αi(z) =
∑
r∈Z
x±αi(r)z
−r−1 ∈ (EndV )[[z±1]].
Let i = 1, 2, . . . , n. Denote by Uq(nˆ
±
i ) a subalgebra of Uq(gˆ) generated by the elements
x±αi(m), m ∈ Z. Denote by Uq(nˆ
±) a subalgebra of Uq(gˆ) generated by the elements
x±αi(m), m ∈ Z, i = 1, 2, . . . , n. Finally, denote by Uq(hˆ)0 a subalgebra of Uq(gˆ) generated
by the elements ai(l), K
±1
i , γ
±1/2 and q±d for i = 1, 2, . . . , n, l ∈ Z, l 6= 0. Multiplication
establishes an isomorphism of C(q1/2)-vector spaces:
(1.2) Uq(gˆ) ∼= Uq(nˆ
−)⊗ Uq(hˆ)0 ⊗ Uq(nˆ
+).
Drinfeld gave the Hopf algebra structure for the realization 1.1 of the algebra Uq(ŝln+1).
Theorem 1.2 The algebra Uq(ŝln+1) has a Hopf algebra structure which is given by the
following formulas for the
coproduct ∆:
∆(qc/2) = qc/2 ⊗ qc/2,
∆(x+αi(z)) = x
+
αi
(z)⊗ 1 + φi(zq
c1/2)⊗ x+αi(zq
c1),
∆(x−αi(z)) = 1⊗ x
−
αi
(z) + x−αi(zq
c2)⊗ ψi(zq
c2/2),
∆(φi(z)) = φi(zq
−c2/2)⊗ φi(zq
c1/2),
∆(ψi(z)) = ψi(zq
c2/2)⊗ ψi(zq
−c1/2),
where qc1 means the action of the center qc on the first tensor component and qc2 means
the action of the center qc on the second component;
counit ε:
ε(qc) = 1, ε(x±αi(z)) = 0, ε(φi(z)) = ε(ψi(z)) = 1;
antipode S:
S(qc) = q−c,
S(x+αi(z)) = −φi(zq
−c/2)−1x+αi(zq
−c),
S(x−αi(z)) = −x
−
αi
(zq−c)ψi(zq
−c/2)−1,
S(φi(z)) = φi(z)
−1, S(ψi(z)) = ψi(z)
−1.
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The comultiplication structure requires a certain completion of the tensor space. How-
ever, the comultiplication is well defined if at least one of the tensor factors is a highest
weight module. The proof for the the above theorem for the case of Uq(ŝl2) is given in
[DI]. For l ∈ Z>0 set
∆(0) := 1 and ∆(l) := (1⊗ · · · ⊗ 1︸ ︷︷ ︸
l − 1
⊗∆)∆(l−1).
The coproduct formula applied on the tensor product of c highest weight modules gives
(1.3) ∆(c−1)(x+αi(z)) =
c∑
l=1
x+(l;c)αi (z),
where
x+(l;c)αi (z) = φi(zq
1
2 )⊗ φi(zq
3
2 )⊗ · · · ⊗ φi(zq
l− 3
2 )︸ ︷︷ ︸
l − 1
⊗x+αi(zq
l−1)⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
c− l
.
1.2. Frenkel-Jing construction. Let V be a Uq(gˆ)-module. The module V is called
a level c module if the central element γ acts as the scalar qc on V . We will study the
integrable highest weight modules L(Λ) associated with the integral dominant highest
weights Λ ∈ Pˆ+. The level of such a module L(Λ) is a positive integer. Some basic facts
about this modules can be found in [HK]. From now on we will assume that the Lie
algebra gˆ is of type A
(1)
n . We present the Frenkel-Jing construction of level 1 integrable
highest weight modules ([FJ]).
Let V be a Uq(gˆ)-module of level c. The Heisenberg algebra Uq(hˆ) of level c is generated
by the elements ai(k), i = 1, 2, . . . , n, k ∈ Z \ {0} and the central element γ
±1 = q±c
subject to the relations
(1.4) [ai(r), aj(s)] = δr+s 0
[aijr][cr]
r
for i, j = 1, 2, . . . , n, r, s ∈ Z \ {0}. V is also a Uq(hˆ)-module.
We define the following operators on V :
E±−(ai, z) := exp
(
∓
∑
r≥1
q∓cr/2
[cr]
ai(−r)z
r
)
,
E±+(ai, z) := exp
(
±
∑
r≥1
q∓cr/2
[cr]
ai(r)z
−r
)
.
The Heisenberg algebra Uq(hˆ) has a natural realization on the space Sym(hˆ
−) of the
symmetric algebra generated by the elements ai(−r), r ∈ Z>0, i = 1, 2, . . . , n via the
following rule:
γ±1 . . . multiplication by q±c,
ai(r) . . . differentiation operator subject to (1.4),
ai(−r) . . . multiplication by the element ai(−r).
We denote the resulted irreducible Uq(hˆ)-module as K(c).
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The associative algebra C {P} (of the classical weight lattice P ) is generated by the
elements eα2 , eα3 , . . . eαn and eλn subject to the relations
eαieαj = (−1)(αi,αj)eαjeαi ,
eαieλn = (−1)δineλneαi ,
i, j = 2, 3, . . . , n. For α = m2α2 + m3α3 + . . . + mnαn + mn+1λn ∈ P we denote
em2α2em3α3 · · · emnαnemn+1λn ∈ C {P} by eα. For example, we have
eα1 := e−2α2e−3α3 · · · e−nαne(n+1)λn ,
eλi := e−αi+1e−2αi+2 · · · e−(n−i)αne(n+1)λn
for i = 0, 1, . . . , n− 1.
One can easily verify the following relations:
Proposition 1.3 For i, j = 1, 2, . . . , n we have
(1) eα1eλn = (−1)neλneα1 ,
(2) eαieαj = (−1)(αi,αj)eαjeαi .
Denote by C {Q} the subalgebra of C {P} generated by the elements eαi , i = 1, 2, . . . , n.
Define the vector space
C {Q} eλi :=
{
aeλi | a ∈ C {Q}
}
.
For α ∈ Q define an action z∂α on C {Q} eλi by
z∂αeβeλi = z(α,β+λi)eβeλi .
Theorem 1.4 ([FJ]) By the action
x±αj (z) := E
±
−(−aj , z)E
±
+(−aj , z)⊗ e
±αjz±∂αj ,
j = 1, 2, . . . , n, the space
Li := K(1)⊗ C {Q} e
λi
becomes the integrable highest weight module of Uq(ŝln+1) with the highest weight Λi.
The vector 1⊗ eλi is the highest weight vector of Li.
1.3. Ding-Feigin operators. We briefly sketch the construction of the commutative
quantum current operators x¯+αi(z) from [DF]. First, we define the following operators on
any level c integrable highest weight module of Uq(ŝln+1):
k+i (z) := exp
(
(q − q−1)
∑
r≥1
−q2r+
cr
2
1 + q2r
ai(r)z
−r
)
,
i = 1, 2, . . . , n. Next, we define operators
(1.5) x¯+αi(z) := x
+
αi
(z)k+i (z).
Theorem 1.5 ([DF]) For i, j = 1, 2, . . . , n such that aij = 0, 2 we have
x¯+αi(z1)x¯
+
αj
(z2) = x¯
+
αj
(z2)x¯
+
αi
(z1).
At the end we list a few formulas which will prove to be useful in next sections. Most of
them can be found in [DM] or [DF] and also, they can be verified by a direct calculation.
Lemma 1.6 Let i, j = 1, 2, . . . , n such that aij = −1.
7
(1) On every level c integrable highest weight module we have
k+i (z1)x
+
αi
(z2) =
1− q2 z2
z1
1− z2
z1
x+αi(z2)k
+
i (z1),(1.6)
k+i (z1)x
+
αj
(z2) = exp
(∑
r≥1
qr − q−r
r(q2r + 1)
(
z2q
2
z1
)r)
x+αj (z2)k
+
i (z1).(1.7)
(2) On every level 1 integrable highest weight module we have
x+αi(z1)x
+
αi
(z2) = z
2
1
(
1−
z2
z1
)(
1− q−2
z2
z1
)
: x+αi(z1)x
+
αi
(z2) :,(1.8)
x+αi(z1)φi(z2q
1/2) = q2
1− q−2 z2
z1
1− q2 z2
z1
φi(z2q
1/2)x+αi(z1),(1.9)
x+αi(z1)x
+
αj
(z2) =
1
z1
1
1− q−1 z2
z1
: x+αi(z1)x
+
αj
(z2) :,(1.10)
x+αi(z1)φj(z2q
1/2) = q−1
1− q z2
z1
1− q−1 z2
z1
φj(z2q
1/2)x+αi(z1).(1.11)
2. Principal subspaces and quasi-particles
2.1. Principal subspaces. We introduce the notion of a principal subspace. Recall
decomposition (1.2).
Definition 2.1 Let vΛ be the highest weight vector of L(Λ), Λ ∈ Pˆ
+. We define a
principal subspace W (Λ) of the integrable highest weight module L(Λ) of Uq(ŝln+1),
W (Λ) := Uq(nˆ
+)vΛ.
Lemma 2.2 For every Λ ∈ Pˆ+ we have
W (Λ) = Uq(nˆ
+
n )Uq(nˆ
+
n−1) . . . Uq(nˆ
+
1 )vΛ.
Proof. It is sufficient to find a way to change the order in the product x+αi(l1)x
+
αj
(l2),
i, j = 1, 2, . . . , n, l1, l2 ∈ Z, when acting on a given vector v ∈ W (Λ). Fix an integer N
such that x+αj (l)v = 0 for l > N . Recall the formula
x±αi(k + 1)x
±
αj
(l)− q±(αi,αj)x±αj (l)x
±
αi
(k + 1) = q±(αi,αj)x±αi(k)x
±
αj
(l + 1)− x±αj (l + 1)x
±
αi
(k)
from Definition 1.1. By applying the formula on a vector v we get
x+αi(l1)x
+
αj
(l2)v
= q(αi,αj)x+αj (l2)x
+
αi
(l1)v − x
+
αj
(l2 + 1)x
+
αi
(l1 − 1)v + q
(αi,αj)x+αi(l1 − 1)x
+
αj
(l2 + 1)v.
The right hand side of the above equality contains two terms of the changed order,
x+αj (l2)x
+
αi
(l1)v and x
+
αj
(l2 + 1)x
+
αi
(l1 − 1)v, and one (last) term of the previous order,
x+αi(l1 − 1)x
+
αj
(l2 + 1)v. Notice that the degree of x
+
αj
in the last term equals l2 + 1 while
the degree of x+αj on the left hand side of the equality equals l2. Therefore, by applying
the same formula r more times, where r ∈ Z>0 is such that l2 + r ≥ N , we will get the
vector x+αi(l1)x
+
αj
(l2)v written as a linear combination of some vectors x
+
αj
(l)x+αi(k)v, thus
finishing the proof. 
For i = 1, 2, . . . , n and a vector v ∈ W (Λ) denote by U¯q(nˆ
+
i )v a subspace of W (Λ)
spanned by the vectors x¯+αi(l1) · · · x¯
+
αi
(lk)v, where k ∈ Z≥0, l1, . . . , lk ∈ Z.
8
Lemma 2.3 For every Λ ∈ Pˆ+ we have
W (Λ) = U¯q(nˆ
+
n )U¯q(nˆ
+
n−1) . . . U¯q(nˆ
+
1 )vΛ.
Proof. Every vector
w := x¯+αn(l1,n) . . . x¯
+
αn(lkn,n)x¯
+
αn−1
(l1,n−1) . . . x¯
+
α1
(l1,1) . . . x¯
+
α1
(lk1,1)vΛ
of the space U¯q(nˆ
+
n )U¯q(nˆ
+
n−1) . . . U¯q(nˆ
+
1 )vΛ is a product of kn + . . . + k2 + k1 factors of
the form
∑
m≥0 x
+
αi
(l − m)k+i (m), for some i = 1, 2, . . . , n and l ∈ Z, acting on the
highest weight vector vΛ. Furthermore, every k
+
i (m) equals certain linear combination of
products of the elements ai(s), s ≥ 1. Recall ai(s)vΛ = 0 for s ≥ 1. Therefore, by using
the formula
[ai(k), x
+
αj
(l)] =
[aijk]
k
γ−
|k|
2 x+αj (k + l)
(see Definition 1.1) we can write the vector w as a linear combination of the vectors of
the form
x+αn(l
′
1,n) . . . x
+
αn(l
′
kn,n)x
+
αn−1(l
′
1,n−1) . . . x
+
α1(l
′
1,1) . . . x
+
α1(l
′
k1,1)vΛ.
This implies U¯q(nˆ
+
n )U¯q(nˆ
+
n−1) . . . U¯q(nˆ
+
1 )vΛ ⊆W (Λ).
The opposite inclusion can be proven in the same way by using the formula
[ai(k), x¯
+
αj
(l)] =
[aijk]
k
γ−
k
2 x¯+αj (k + l)
for i, j = 1, 2, . . . n, k, l ∈ Z, k ≥ 1, and Lemma 2.2. The above formula can be easily
verified by a direct calculation. 
2.2. Quasi-particles of type 1. For a given vector space V and for any two Lau-
rent series a(z) =
∑
r∈Z arz
−r−1 and b(z) =
∑
s∈Z bsz
−s−1 in (EndV )[[z±1]] the prod-
uct a(z1)b(z2) is obviously well-defined element of (End V )[[z
±1
1 , z
±1
2 ]]. However, the
product a(z)b(z) may not be a well-defined element of (End V )[[z±1]]. With an addi-
tional assumption of a(z1)b(z2) being an element of Hom(V, V ((z1, z2))) we can conclude
that a(z)b(z) ∈ Hom(V, V ((z))) ⊂ (EndV )[[z±1]]. More generally, if a(z1, . . . , zm) ∈
Hom(V, V ((z1, . . . , zm))), we can carry out the substitution zp → z for p = 1, 2, . . . , n
and thus get the element a(z, . . . , z) ∈ Hom(V, V ((z))). We will denote the application
of such a substitution by a limit symbol, for example
lim
zp→z
a(z1, . . . , zm) = a(z, . . . , z) ∈ Hom(V, V ((z))).
Fix i = 1, 2, . . . , n. On any integrable level 1 module L(Λj) of Uq(ŝln+1) we have
(2.1) φi(z1) . . . φi(zr) : x
+
αi
(zr+1) . . . x
+
αi
(zm) :∈ Hom(L(Λj), L(Λj)((z1, . . . , zm))).
Therefore, there exists a limit zp → z, p = 1, 2, . . . , m, of the above expression:
lim
zp→z
(
φi(z1) . . . φi(zr) : x
+
αi
(zr+1) . . . x
+
αi
(zm) :
)
∈ Hom(L(Λj), L(Λj)((z))).
Denote by V a level c integrable highest weight module L(Λ) of Uq(ŝln+1), where c is a
positive integer. It is well-known fact that V can be realized as a submodule of a tensor
product of c level one modules, L(Λj1) ⊗ . . . ⊗ L(Λjc), generated by a highest weight
vector vΛ = vΛj1 ⊗ . . .⊗ vΛjc . Consider an action of x
+
αi
(z1) . . . x
+
αi
(zm) on V. A formula
for such an action consists of the summands x
+(l1;c)
αi (z1) · · ·x
+(lm;c)
αi (zm) (see (1.3)) whose
components are the products of the operators x+αi(zrq
l−1) and φi(zsq
l−1/2). Our goal is to
find a polynomial in
Pm := C(q)
[
zs
zr
: r, s = 1, 2, . . . , m, r < s
]
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such that a product of x+αi(z1) . . . x
+
αi
(zm) and this polynomial is a Pm[z1, . . . , zm−1]-linear
combination of summands whose each component is ordered as in (2.1).
Lemma 2.4 For every positive integer m we have(
m−1∏
r=1
m∏
s=r+1
(
1− q2
zs
zr
))
x+αi(z1) . . . x
+
αi
(zm) ∈ Hom(V, V ((z1, . . . , zm))).
Proof. Recall the formulas (1.8) and (1.9). They imply that by multiplying the operator
x+αi(z1) . . . x
+
αi
(zm) by polynomials 1 − q
2zs/zr, r < s, we obtain the order (2.1) on each
component of each summand x
+(l1;c)
αi (z1) · · ·x
+(lm;c)
αi (zm). Hence an l-th component (l =
1, 2, . . . , c) of each summand of(
m−1∏
r=1
m∏
s=r+1
(
1− q2
zs
zr
))
x+αi(z1) . . . x
+
αi
(zm)
is an element of Hom(L(Λjl), L(Λjl)((z1, . . . , zm))). We conclude that(
m−1∏
r=1
m∏
s=r+1
(
1− q2
zs
zr
))
x+(l1;c)αi (z1) · · ·x
+(lm;c)
αi
(zm) ∈ Hom(V, V ((z1, . . . , zm)))
thus proving the lemma. 
The statement of Lemma 2.4 and the discussion preceding the lemma allow us to define
an operator x+mαi(z) on V ,
(2.2)
x+mαi(z) := lim
zp→zq2(p−1)
(
m−1∏
r=1
m∏
s=r+1
(
1− q2
zs
zr
))
x+αi(z1) . . . x
+
αi
(zm) ∈ Hom(V, V ((z)))
for every positive integer m. Of course, for m = 1 we have x+1αi(z) = x
+
αi
(z). Notice that
lim
zp→zq2(p−1)
m−1∏
r=1
m∏
s=r+1
(
1− q2
zs
zr
)
=
m−1∏
r=1
m∏
s=r+1
(
1− q2(1+s−r)
)
6= 0.
Definition 2.5 For an integer r and a positive integer m define
x+mαi(r) := Resz
zm+r−1x+mαi(z) ∈ End(V ).
We call x+mαi(r) a quasi-particle of type 1, color i, charge m and degree r.
We have
x+mαi(z) =
∑
r∈Z
x+mαi(r)z
−r−m.
2.3. Quasi-particles of type 2. In this subsection we introduce the notion of a quasi-
particle of type 2 (of certain color, charge and degree) for every integrable highest weight
module V := L(Λ) of Uq(ŝln+1). These operators will be constructed using Ding-Feigin
operators (1.5) from [DF].
Fix i = 1, 2, . . . , n. For every positive integer m define an operator x¯+mαi(z) on V :
(2.3) x¯+mαi(z) := x¯
+
αi
(z)x¯+αi(zq
2) · · · x¯+αi(zq
2(m−1)).
Lemma 2.6 x¯+mαi(z) ∈ Hom(V, V ((z))).
Proof. Since the operator x¯+αi(z) ∈ Hom(V, V ((z))) commutes with itself (Theorem 1.5),
expression (2.3) is obviously well-defined on V and x¯+mαi(z) ∈ Hom(V, V ((z))). 
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Definition 2.7 For an integer r and a positive integer m define
x¯+mαi(r) := Resz
zm+r−1x¯+mαi(z) ∈ Hom(V ).
We call x¯+mαi(r) a quasi-particle of type 2, color i, charge m and degree r.
The next statement is an easy consuequence of Theorem 1.5 and definition of x¯+mαi(z).
Corollary 2.8 Let i, j = 1, 2, . . . , n such that aij = 0. We have on V
x¯+mαi(z1)x¯
+
kαi
(z2) = x¯
+
kαi
(z2)x¯
+
mαi
(z1),
x¯+mαi(z1)x¯
+
kαj
(z2) = x¯
+
kαj
(z2)x¯
+
mαi
(z1).
Denote by S¯W (Λ) a set of monomials of type 2 quasi-particles that satisfy following
assumptions:
(1) Product of quasi-particles has its quasi-particle colors nonincreasing from right to
left;
(2) Product of quasi-particles of the same color has its quasi-particle charges nonin-
creasing from right to left;
(3) Product of quasi-particles of the same color and charge has its quasi-particle
degrees nonincreasing from right to left.
The following lemma is an easy consequence of Lemma 2.3 and Corollary 2.8.
Lemma 2.9 For a given dominant integral highest weight Λ the set{
bvΛ | b ∈ S¯W (Λ)
}
spans the principal subspace W (Λ).
Georgiev introduced in [G] a strict linear (lexicographic) order “<” and a strict partial
order “≺” on a certain set of monomials of quasi-particles. We will recall his terminology
and then we will apply the above-mentioned orders on certain subsets of S¯W (Λ).
For given rn, . . . , r1 ∈ Z≥0, r :=
∑n
s=1 rs, consider color-ordered sequences of rn integers
of color n, . . . , r2 integers of color 2, r1 integers of color 1:
mr ≤ . . . ≤ m∑n−1
s=1 rs+1
, m∑n−1
s=1 rs
≤ . . . ≤ mr1+1, mr1 ≤ . . . ≤ m1,
such that only the entries of the same color are nonincreasing from right to left. For two
such sequences we write
(2.4) (mr, . . . , m1) < (m
′
r, . . . , m
′
1)
if there exists l ∈ Z, 1 ≤ l ≤ r, such that
m1 = m
′
1, m2 = m
′
2, . . . . ml−1 = m
′
l−1 and ml < m
′
l.
We write
(2.5) (mr, . . . , m1) ≺ (m
′
r, . . . , m
′
1)
if there exists l ∈ Z, 1 ≤ l ≤ r, such that
ml +ml−1 + . . .+m2 +m1 < m
′
l +m
′
l−1 + . . .+m
′
2 +m
′
1,
mk +mk−1 + . . .+m2 +m1 ≤ m
′
k +m
′
k−1 + . . .+m
′
2 +m
′
1 for k = 1, 2, . . . , r.
Fix a color i = 1, 2, . . . , n. We define a charge-type of a monomial
bi := x¯
+
m
r(1)
αi
(sr(1)) · · · x¯
+
m1αi
(s1) ∈ S¯W (Λ),
(consisting of quasi-particles of color i) as an r(1)-tuple
(mr(1) , mr(1)−1, . . . , m1).
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We define a dual-charge-type of a monomial bi as an m1-tuple
(r(1), r(2), . . . , r(m1))
if it is built out of r(1)−r(2) quasi-particles of charge 1, r(2)−r(3) quasi-particles of charge
2, . . . , r(m1) quasi-particles of charge m1.
Fix a monomial b ∈ S¯W (Λ), b = bn · · · b2b1, where bi ∈ S¯W (Λ) is a monomial consisting
of quasi-particles of color i. We define a color-charge-type of b as an r-tuple
(m
r
(1)
n ,n
, . . . , m1,n; . . . ;mr(1)1 ,1
, . . . , m1,1),
if bi is of a charge-type (mr(1)i ,i
, . . . , m1,i) for every i = 1, 2, . . . , n, where
0 < m
r
(1)
i
,i
≤ . . . ≤ m2,i ≤ m1,i for i = 1, 2, . . . , n,
and r = r
(1)
1 + r
(1)
2 + . . .+ r
(1)
n . We define a color-type of b as an n-tuple
(mn, . . . , m1),
where mi :=
∑r(1)i
s=1ms,i for i = 1, 2, . . . , n. We define a color-dual-charge-type of b as an
m-tuple
(r(1)n , . . . , r
(m1,n)
n ; . . . ; r
(1)
1 , . . . , r
(m1,1)
1 ),
if bi is of a dual-charge-type (r
(1)
i , . . . , r
(m1,i)
i ) for every i = 1, 2, . . . , n, where
r
(1)
i ≥ r
(2)
i ≥ . . . ≥ r
(m1,i)
i ≥ 0 for i = 1, 2, . . . , n
and m = m1,1 +m1,2 + . . .+m1,n. We will also say that the corresponding operator
x¯+m
r
(1)
n ,n
αn(zr(1)n ,n) · · · x¯
+
m1,1α1
(z1,1)
has the above color-charge-type, color-type and color-dual-charge-type. We define a color-
degree-type of b as an n-tuple (ln, . . . , l2, l1), where li, i = 1, 2, . . . , n, is the sum of degrees
of all the quasi-particles of color i in b.
Fix a color-type (mn, . . . , m1). Now we can define a linear order “<” and a partial
order “≺” on the subset of S¯W (Λ) that consists of monomials of color-type (mn, . . . , m1).
The order “<” is defined as follows: First apply Definition (2.4) to the color-charge-types
of the two monomials b and b
′
; if the color-charge-types are the same, aply (2.4) to the
degree sequences of the two monomials. The partial order “≺” is defined as follows: We
write b ≺ b
′
if b < b
′
and in addition
(ln, . . . , l2, l1) ≺ (l
′
n, . . . , l
′
2, l
′
1),
(see (2.5)), where (ln, ln−1, . . . , l1) and (l
′
n, . . . , l
′
2, l
′
1) are color-degree-types of quasi-particles
b and b
′
respectively.
2.4. The main theorem. We shall consider only the principal subspaces W (Λ) associ-
ated with the highest weights Λ ∈ Pˆ+ of the form
(2.6) Λ = c0Λ0 + cjΛj,
such that c0, cj ∈ Z≥0, c0 + cj > 0, j = 1, 2, . . . , n. The level c of the weight Λ equals
c0 + cj. For every j = 1, 2, . . . , n define
(2.7) js :=
{
0, if s = 1, 2, . . . , c0,
j, if s = c0 + 1, . . . , c0 + cj.
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For a given highest weight Λ ∈ Pˆ+ define a set BW (Λ) of monomials of quasi-particles
of type 1,
BW (Λ) :=
⋃
0≤m
r
(1)
n .n
≤...≤m1,n≤c
···
0≤m
r
(1)
1
,1
≤...≤m1,1≤c
(2.8)
{
x+m
r
(1)
n ,n
αn(lr(1)n ,n) · · ·x
+
m1,nαn(l1,n) · · ·x
+
m
r
(1)
1 ,1
α1(lr(1)1 ,1
) · · ·x+m1,1α1(l1,1)
∣∣∣
∣∣∣ lr,i ≤ r
(1)
i−1∑
s=1
min {mr,i, ms,i−1} −
mr,i∑
s=1
δijs −
∑
mt,i>mr,i
2mr,i −mr,i,
lr+1,i ≤ lr,i − 2mr,i if mr+1,i = mr,i,
for all lr,i ∈ Z, i = 1, 2, . . . , n, r = 1, 2, . . . , r
(1)
i
}
,
and a set B¯W (Λ) of monomials of quasi-particles of type 2,
B¯W (Λ) :=
⋃
0≤m
r
(1)
n ,n
≤...≤m1,n≤c
···
0≤m
r
(1)
1 ,1
≤...≤m1,1≤c
(2.9)
{
x¯+m
r
(1)
n ,n
αn(lr(1)n ,n) · · · x¯
+
m1,nαn
(l1,n) · · · x¯
+
m
r
(1)
1 ,1
α1
(l
r
(1)
1 ,1
) · · · x¯+m1,1α1(l1,1)
∣∣∣
∣∣∣ lr,i ≤ r
(1)
i−1∑
s=1
min {mr,i, ms,i−1} −
mr,i∑
s=1
δijs −
∑
mt,i>mr,i
2mr,i −mr,i,
lr+1,i ≤ lr,i − 2mr,i if mr+1,i = mr,i,
for all lr,i ∈ Z, i = 1, 2, . . . , n, r = 1, 2, . . . , r
(1)
i
}
.
The following theorem is the main result of this paper. Its proof will be given in the
next two sections.
Theorem 4.6 For a given highest weight Λ = c0Λ0 + cjΛj as in (2.6) the sets{
bvΛ | b ∈ BW (Λ)
}
and
{
bvΛ | b ∈ B¯W (Λ)
}
form the bases for the principal subspace W (Λ).
3. The spanning set of W (Λ)
3.1. Quantum integrability. Fix i = 1, 2, . . . , n. In [DM] J. Ding and T. Miwa discov-
ered a condition of quantum integrability for level c integrable Uq(ŝln+1)-modules:
(3.1) x+αi(z1)x
+
αi
(z2) · · ·x
+
αi
(zc+1) = 0 if z1/z2 = z2/z3 = . . . = zc/zc+1 = q
−2.
By using the above result J. Ding and B. Feigin ([DF]) proved that on every level c
integrable Uq(ŝln+1)-module
(3.2) x¯+αi(z1)x¯
+
αi
(z2) · · · x¯
+
αi
(zc+1) = 0 if z1/z2 = z2/z3 = . . . = zc/zc+1 = q
−2.
In the following proposition we formulate the relations of quantum integrability in terms
of the operators x+mαi(z) and x¯
+
mαi
(z).
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Proposition 3.1 On every level c integrable highest weight module
x+(c+1)αi(z) = 0 and x¯
+
(c+1)αi
(z) = 0.
Proof. The first equality, x+(c+1)αi(z) = 0, can be proved in the same way as (3.1) in [DM]
while the second equality, x¯+(c+1)αi(z) = 0, is equivalent to (3.2). 
Notice that the sets BW (Λ) and B¯W (Λ) contain only monomials of quasi-particles of
charge less than or equal to c. This is the direct consequence of the above proposition.
In fact, we can formulate a simple refinement of Lemma 2.9. Denote by S¯
(c)
W (Λ) a subset
of S¯W (Λ) containing all the monomials in S¯W (Λ) that are built out of quasi-particles of
charge less than or equal to c.
Lemma 3.2 For a given level c dominant integral highest weight Λ the set{
bvΛ | b ∈ S¯
(c)
W (Λ)
}
spans the principal subspace W (Λ).
3.2. Relations among quasi-particles of adjacent colors. Let i = 1, 2, . . . , n and
m ∈ Z>0. By applying the formula (1.3) on the operator x
+
mαi
(z) (defined by (2.2)) we
get
∆(c−1)(x+mαi(z)) =
c∑
l1,...,lm=1
(
lim
zp→zq2(p−1)
(
m−1∏
r=1
m∏
s=r+1
(
1− q2
zs
zr
))
x+(l1;c)αi (z1) . . . x
+(lm;c)
αi
(zm)
)
.
Set
x+(l1,...,lm;c)mαi (z) := lim
zp→zq2(p−1)
(
m−1∏
r=1
m∏
s=r+1
(
1− q2
zs
zr
))
x+(l1;c)αi (z1) . . . x
+(lm;c)
αi
(zm).
By using (1.6) we can analogously introduce the preceding notation for type 2 quasi-
particles. We have
x¯+mαi(z) = x¯
+
αi
(z)x¯+αi(zq
2) · · · x¯+αi(zq
2(m−1)) = lim
zp→zq2(p−1)
x¯+αi(z1)x¯
+
αi
(z2) · · · x¯
+
αi
(zm)
(3.3)
= lim
zp→zq2(p−1)
x+αi(z1)k
+
i (z1)x
+
αi
(z2)k
+
i (z2) · · ·x
+
αi
(zm)k
+
i (zm)
= lim
zp→zq2(p−1)
(
m−1∏
r=1
m∏
s=r+1
(
1− q2 zs
zr
1− zs
zr
))
x+αi(z1) · · ·x
+
αi
(zm)k
+
i (z1) · · ·k
+
i (zm).
Set
x¯+(l1,...,lm;c)mαi (z) :=
lim
zp→zq2(p−1)
(
m−1∏
r=1
m∏
s=r+1
(
1− q2 zs
zr
1− zs
zr
))
x+(l1;c)αi (z1) . . . x
+(lm;c)
αi
(zm)k
+
i (z1) · · · k
+
i (zm).
Lemma 3.3 On every level c integrable highest weight module we have
(1) If there exist integers r, s = 1, 2, . . . , c, r 6= s, such that lr = ls, then
x+(l1,...,lm;c)mαi (z) = 0 and x¯
+(l1,...,lm;c)
mαi
(z) = 0;
(2) If there exists an integer r = 1, 2, . . . , c− 1 such that lr < lr+1, then
x+(l1,...,lm;c)mαi (z) = 0 and x¯
+(l1,...,lm;c)
mαi
(z) = 0.
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Proof. (1) Fix m integers l1, . . . , lm = 1, 2, . . . , c and assume that there exist r, s =
1, 2, . . . , m such that lr = ls and r < s.
If r + 1 = s the equality x
+(l1,...,lm;c)
mαi (z) = 0 follows from quantum integrability (see
Proposition 3.1). If r+1 < s notice that there exists an integer u such that r ≤ r+u < s
and lr+u ≤ lr+u+1 (on the contrary we would have lr > lr+1 > . . . > ls−1 > ls and lr = ls).
If lr+u = lr+u+1 we can conlude that x
+(l1,...,lm;c)
mαi (z) = 0 in the same way as we did above.
If lr+u < lr+u+1 we observe, inside of a limit limzp→zq2(p−1), the lr+u-th tensor component
of x
+(l1,...,lm;c)
mαi (z):
. . . x+αi(zr+uq
lr+u−1)φi(zr+u+1q
lr+u−1/2) . . . .
By applying (1.9) we get
. . . q2
(
1− q−2
zr+u+1
zr+u
)
φi(zr+u+1q
lr+u−1/2)x+αi(zr+uq
lr+u−1) . . . .
The limit limzp→zq2(p−1) annihilates the lr+u-th tensor component because of the obtained
factor (1 − q−2zr+u+1/zr+u) so we conclude that x
+(l1,...,lm;c)
mαi (z) = 0. It is important to
emphasize that the formulas (1.8) and (1.9) guarantee that in x
+(l1;c)
αi (z1) . . . x
+(lm;c)
αi (zm)
will not appear any term that would cancel the annihilating term (1− q−2zr+u+1/zr+u).
Now we can prove that under the above assumptions x¯
+(l1,...,lm;c)
mαi (z) = 0. Define a Lau-
rent polynomial p(z1, . . . , zm) :=
∏m−1
r=1
∏m
s=r+1(1−zs/zr). The equality x
+(l1,...,lm;c)
mαi (z) = 0
implies
lim
zp→zq2(p−1)
(
p(z1, . . . , zm)
(
m−1∏
r=1
m∏
s=r+1
(
1− q2 zs
zr
1− zs
zr
))
· x+(l1;c)αi (z1) . . . x
+(lm;c)
αi
(zm)k
+
i (z1) · · ·k
+
i (zm)
)
= 0.
Since limzp→zq2(p−1) p(z1, . . . , zm) 6= 0 we conclude that
x¯+(l1,...,lm;c)mαi (z)
= lim
zp→zq2(p−1)
(
m−1∏
r=1
m∏
s=r+1
(
1− q2 zs
zr
1− zs
zr
))
x+(l1;c)αi (z1) . . . x
+(lm;c)
αi
(zm)k
+
i (z1) · · · k
+
i (zm) = 0.
(2) The second statement of the lema is an easy consequence of the proof of the first
one. The assumption that there exists an integer r = 1, 2, . . . , c − 1 such that lr < lr+1
implies that, inside of a limit limzp→zq2(p−1) , on the lr-th component of x
+(l1,...,lm;c)
mαi (z) we
have
. . . x+αi(zrq
lr−1)φi(zr+1q
lr−1/2) . . . .
Now we can proceed as in the first part of the proof. 
By putting m = c in the above lemma we are getting the quasi-particle analogue of
Lemma 2.7. in [DF2]. The proof technique we used is quite similar to the one in that
paper.
Fix an integer i = 2, 3, . . . , n.
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Lemma 3.4 On every level 1 integrable highest weight module we have
x+αi(z1q
2(r−1))φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )x+αi−1(z2q
2(s−1))
= q1−s
1
z1
1
1− q1−2r z2
z1
φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )
· : x+αi(z1q
2(r−1))x+αi−1(z2q
2(s−1)) :
for r, s ∈ Z>0.
Proof. Formula (1.11) implies
x+αi(z1q
2(r−1))φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )
(3.4)
= q1−s
(
s∏
t=2
1− q2(t−r)−1 z2
z1
1− q2(t−r)−3 z2
z1
)
φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )x+αi(z1q
2(r−1))
= q1−s
1− q2(s−r)−1 z2
z1
1− q1−2r z2
z1
φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )x+αi(z1q
2(r−1)).
Finally, by using (1.10) we get
x+αi(z1q
2(r−1))φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )x+αi−1(z2q
2(s−1))
= q1−s
1− q2(s−r)−1 z2
z1
1− q1−2r z2
z1
φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )
· x+αi(z1q
2(r−1))x+αi−1(z2q
2(s−1))
= q1−s
1− q2(s−r)−1 z2
z1
1− q1−2r z2
z1
φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )
·
1
z1
1
1− q2(s−r)−1 z2
z1
: x+αi(z1q
2(r−1))x+αi−1(z2q
2(s−1)) :
= q1−s
1
z1
1
1− q1−2r z2
z1
φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )
· : x+αi(z1q
2(r−1))x+αi−1(z2q
2(s−1)) : .

The next lemma is a consequence of (3.4).
Lemma 3.5 On every level 1 integrable highest weight module we have
x+αi(z1q
2(r−1))φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−1)+ 1
2 )
=
1− q2(s−r)+1 z2
z1
1− q1−2r z2
z1
φi−1(z2q
1
2 )φi−1(z2q
5
2 ) . . . φi−1(z2q
2(s−2)+ 1
2 )x+αi(z1q
2(r−1))
for r, s ∈ Z>0.
Fix a positive integer k. In order to simplify some of the formulas in this paragraph,
we will omit operator variables in some of them. If x
+(l1,...,lm;c)
mαi (z) 6= 0 then, by Lemma
3.3, every tensor component of x
+(l1,...,lm;c)
mαi (z) consists of zero or more operators φi and of
at most one operator x+αi that is positioned on the right of all the operators φi. Therefore,
a random tensor component consists of the operators positioned in the following order:
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φi . . . φix
+
αi
; possibly without any operator φi or without an operator x
+
αi
or without
any of the operators, being equal to 1. If x
+(l1,...,lm;c)
mαi (z1)x
+(t1,...,tk;c)
kαi−1
(z2) 6= 0 then every
tensor component of x
+(l1,...,lm;c)
mαi (z1)x
+(t1,...,tk ;c)
kαi−1
(z2) consists of the operators positioned
in the following order: φi . . . φix
+
αi
φi−1 . . . φi−1x
+
αi−1
; possibly without some operators or
without all the operators, being equal to 1. Notice that Lemma 3.4 and Lemma 3.5 allow
us to change the order of the operators on every tensor component. We will denote by
: x
+(l1,...,lm;c)
mαi (z1)x
+(t1,...,tk;c)
kαi−1
(z2) : an operator whose every tensor component consists of the
same operators as the corresponding tensor component of x
+(l1,...,lm;c)
mαi (z1)x
+(t1,...,tk;c)
kαi−1
(z2)
but with the operators on every tensor component positioned in the following order:
(3.5) φi . . . φiφi−1 . . . φi−1 : x
+
αi
x+αi−1 : .
Lemma 3.6 There exists a polynomial B(z) ∈ C(q1/2)[z] such that on every level c
integrable highest weight module
z
min{m,k}
1 B(z2/z1)x
+(l1,...,lm;c)
mαi
(z1)x
+(t1,...,tk;c)
kαi−1
(z2)
∈ C(q1/2)[z1, z2/z1] : x
+(l1,...,lm;c)
mαi
(z1)x
+(t1,...,tk;c)
kαi−1
(z2) :
for all integers l1, . . . , lm, t1, . . . , tk = 1, 2, . . . , c. The polynomial B(z) is given by
(3.6) B(z) =

m∏
r=1
(
1− q1−2rz
)
, if m ≤ k,
m∏
r=m−k+1
(
1− q1−2rz
)
, if m > k.
Proof. Without loss of generality we can assume l1 > l2 > . . . > lm and t1 > t2 > . . . > tk
because in the contrary Lemma 3.3 would imply x
+(l1,...,lm;c)
mαi (z1) = 0 or x
+(t1,...,tk;c)
kαi−1
(z2) = 0.
Suppose m ≤ k. For every l = 1, 2, . . . , c, l 6= lr, r = 1, 2, . . . , m, the l-th tensor
component of x
+(l1,...,lm;c)
mαi (z1)x
+(t1,...,tk ;c)
kαi−1
(z2) consists of the operators ordered as in (3.5).
On the remaining m components we can apply Lemma 3.4 or 3.5 as appropriate. By
multiplying the lr-th component by a factor z1(1− q
1−2rz2/z1), where r = 1, 2, . . . , m, we
order the operators of that component as in (3.5). Thereby we proved
z
min{m,k}
1
m∏
r=1
(
1− q1−2r
z2
z1
)
x+(l1,...,lm;c)mαi (z1)x
+(t1,...,tk;c)
kαi−1
(z2)(3.7)
∈ C(q1/2)[z1, z2/z1] : x
+(l1,...,lm;c)
mαi
(z1)x
+(t1,...,tk;c)
kαi−1
(z2) : .
Suppose m > k. Notice that by proceeding as in the case m ≤ k we can actu-
ally prove (3.7). However, we want B(z) to be a polynomial of degree min {m, k} =
k and (3.7) gives us a polynomial of degree m. Assume that the statement of the
lemma doesn’t hold i.e. assume that z
min{m,k}
1 B(z2/z1)x
+(l1,...,lm;c)
mαi (z1)x
+(t1,...,tk;c)
kαi−1
(z2) is
not an element of C(q1/2)[z1, z2/z1] : x
+(l1,...,lm;c)
mαi (z1)x
+(t1,...,tk;c)
kαi−1
(z2) : for some integers
l1, . . . , lm, t1, . . . , tk = 1, 2, . . . , c. This implies that when we order tensor components
of z
min{m,k}
1 B(z2/z1)x
+(l1,...,lm;c)
mαi (z1)x
+(t1,...,tk;c)
kαi−1
(z2) as in (3.5) (by using Lemma 3.4 and
Lemma 3.5), at least one factor (1− q1−2rz2/z1)
−1, r = 1, 2, . . . , m− k, appears so there
exists an integer s = 1, 2, . . . , k such that ts ≥ lr.
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Suppose tk > lr+k. Denote the variables in the following way
x+mαi(z1) = lim
z′p→z1q
2(p−1)
(
m−1∏
r=1
m∏
s=r+1
(
1− q2
z
′
s
z′r
))
x+αi(z
′
1)x
+
αi
(z
′
2) · · ·x
+
αi
(z
′
m),
x+kαi−1(z2) = lim
z′′p→z2q
2(p−1)
(
k−1∏
r=1
k∏
s=r+1
(
1− q2
z
′′
s
z′′r
))
x+αi−1(z
′′
1 )x
+
αi−1
(z
′′
2 ) · · ·x
+
αi−1
(z
′′
k ).
Then, inside of the limits limz′p→z1q2(p−1) and limz′′p→z2q2(p−1) , we can carry out the following
calculation on the lr+k-th tensor component:
x+αi(z
′
r+kq
l1−1)φi−1(z
′′
1 q
l1−1/2) . . . φi−1(z
′′
k q
l1−1/2)
= q−k
 k∏
s=1
1− q z
′′
s
z
′
r+k
1− q−1 z
′′
s
z
′
r+k
φi−1(z′′1 ql1−1/2) . . . φi−1(z′′kql1−1/2)x+αi(z′r+kql1−1).
Since
(3.8) lim
z
′
p→z1q
2(p−1)
z
′′
p→z2q
2(p−1)
 k∏
s=1
1− q z
′′
s
z
′
r+k
1− q−1 z
′′
s
z
′
r+k
 = 1− q1−2r z2z1
1− q1−2(r+k) z2
z1
would have canceled the term (1 − q1−2rz2/z1)
−1 and that would be in contradiction to
our initial assumption, we conclude tk ≤ lr+k. (Note that a denominator on the right
hand side of (3.8) is a factor of B(z2/z1).) Using the similar arguments and calculations
we can prove tk−1 ≤ lr+k−1, tk−2 ≤ lr+k−2, . . . , t2 ≤ lr+2, t1 ≤ lr+1. Since lr > lr+1 we
have lr > ts for s = 1, 2, . . . , k. Contradiction! 
Lemma 3.6 obviously implies:
Corollary 3.7 On every level c integrable highest weight module L(Λ) we havemin{m,k}∏
r=1
(
z1 − q
1−2(r+m−min{m,k})z2
) x+mαi(z1)x+kαi−1(z2) ∈ Hom(L(Λ), L(Λ)((z1, z2))).
As we will see later (see Definition 5.1), the corollary actually states that an ordered
pair (x+mαi(z), x
+
kαi−1
(z)) is quasi compatible.
Corollary 3.8 Let B(z) be a polynomial defined by (3.6) and let p be a positive integer,
p ≤ min {m, k}. Let C(z) ∈ C(q1/2)[z] be a polynomial such that
(1) C(0) = 1,
(2) B is divisible by C,
(3) For all integers l1, . . . , lm, t1, . . . , tk = 1, 2, . . . , c
zp1C(z2/z1)x
+(l1,...,lm;c)
mαi
(z1)x
+(t1,...,tk;c)
kαi−1
(z2)
∈ C(q1/2)[z1, z2/z1] : x
+(l1,...,lm;c)
mαi
(z1)x
+(t1,...,tk;c)
kαi−1
(z2) : .
Then p = min {m, k} and C = B.
Proof. By carrying out a proof of Lemma 3.6 for (l1, l2, . . . , lm) = (m,m− 1, . . . , 1) and
(t1, t2, . . . , tk) = (k, k − 1, . . . , 1) we can se that
zp1C(z2/z1)x
+(m,m−1,...,2,1;c)
mαi
(z1)x
+(k,k−1,...,2,1;c)
kαi−1
(z2)
∈ C(q1/2)[z1, z2/z1] : x
+(m,m−1,...,2,1;c)
mαi
(z1)x
+(k,k−1,...,2,1;c)
kαi−1
(z2) :
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implies p = min {m, k} and C = B. 
Lemma 3.9 There exist a Taylor series A(z) ∈ C(q1/2)[[z]], A(0) = 1, and a polynomial
B(z) ∈ C(q1/2)[z] such that on every level c integrable highest weight module
z
min{m,k}
1 A(z2/z1)B(z2/z1)x¯
+(l1,...,lm;c)
mαi
(z1)x¯
+(t1,...,tk;c)
kαi−1
(z2)
∈ C(q1/2)[z1, z2/z1] : x¯
+(l1,...,lm;c)
mαi
(z1)x¯
+(t1,...,tk;c)
kαi−1
(z2) :
for all l1, . . . , lm, t1, . . . , tk = 1, 2, . . . , c. The polynomial B(z) is given by (3.6).
Proof. Recall (3.3). We can employ (1.7) in order to shift the operators k+i (z
′
r), r =
1, 2, . . . , m, in
x¯+mαi(z1)x¯
+
kαi−1
(z2) =
lim
z
′
p→z1q
2(p−1)
z
′′
p→z2q
2(p−1)
(m−1∏
r=1
m∏
s=r+1
1− q2 z′sz′r
1− z
′
s
z′r
k−1∏
r=1
k∏
s=r+1
1− q2 z′′sz′′r
1− z
′′
s
z′′r

· x+αi(z
′
1) · · ·x
+
αi
(z
′
m)k
+
i (z
′
1) · · ·k
+
i (z
′
m)x
+
αi−1
(z
′′
1 ) · · ·x
+
αi−1
(z
′′
k )k
+
i−1(z
′′
1 ) · · · k
+
i−1(z
′′
k )
)
to the right of the operators x+αi−1(z
′′
s ), s = 1, 2, . . . , k. By doing this we will get a
product of Taylor series in variables z
′′
s /z
′
r, all of them having a constant term 1. A limit
z
′
p → z1q
2(p−1), z
′′
p → z2q
2(p−1) of this product is a Taylor series D(z2/z1). Obviously
D(0) = 1 so we can set A(z) := (D(z))−1. Now we can ensure, using Lemma 3.6, that
the series A(z) would satisfy the statement of the lemma. 
In the next two results we will maintain the same as above notation: B(z) will be a
polynomial given by (3.6) and A(z) will be a Taylor series from Lemma 3.9.
Lemma 3.10 Let Λ = c0Λ0+ cjΛj be a highest weight as in (2.6) and let vΛ be a highest
weight vector of L(Λ). We have
(3.9)
z
min{m,k}
1 A(z2/z1)B(z2/z1)x¯
+
mαi
(z1)x¯
+
kαi−1
(z2)vΛ ∈ z
∑m
s=1 δijs
1 z
∑k
s=1 δi−1 js
2 W (Λ)[[z1, z2]].
Proof. Since z
min{m,k}
1 A(z2/z1)B(z2/z1)x¯
+(l1,...,lm;c)
mαi (z1)x¯
+(t1,...,tk ;c)
kαi−1
(z2) is an element of a set
C(q1/2)[z1, z2/z1] : x¯
+(l1,...,lm;c)
mαi (z1)x¯
+(t1,...,tk;c)
kαi−1
(z2) : we conclude that, in (3.9), on a vector
vΛ = vΛj1 ⊗ . . .⊗ vΛjc are first applied the operators k
+
i and k
+
i−1. Of course,
(3.10) k+j (z)vΛ = vΛ
for j = 1, 2, . . . , n. Next, a normal ordered product : x+αix
+
αi−1
: or an operator x+αi or
an operator x+αi−1 or an identity is applied on every tensor component of vΛ. For any
l, j = 1, 2, . . . , n we have
(3.11)
(
E++(−aj , z)⊗ e
αjzαj
)
vΛl =
{
1⊗ eαjvΛlz, if j = l;
1⊗ eαjvΛl, if j 6= l.
Furthermore, all the operators E+−(−aj , z) and φj(z), j = 1, 2, . . . , n, consist of nonneg-
ative powers of z. Considering the preceding observation, as well as (3.10) and (3.11),
we conclude that the lowest power of a variable z1 in (3.9) equals
∑m
s=1 δijs and that the
lowest power of a variable z2 in (3.9) equals
∑k
s=1 δi−1js. 
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Although we are mainly interested in finding relations among type 2 quasi-particles,
we state a simple corollary, of a proof of Lemma 3.10, for type 1 quasi-particles.
Corollary 3.11 Let Λ = c0Λ0 + cjΛj be a highest weight as in (2.6) and let vΛ be a
highest weight vector of L(Λ). We have
z
min{m,k}
1 B(z2/z1)x
+
mαi
(z1)x
+
kαi−1
(z2)vΛ ∈ z
∑m
s=1 δijs
1 z
∑k
s=1 δi−1 js
2 W (Λ)[[z1, z2]].
The next lemma follows from Lemma 3.10 and a fact that the operators x¯+αi(z1) and
x¯+αj (z2), such that aij = 0, 2, commute (see Theorem 1.5). Its statement is an analogue
of lemma 5.1 from [G], proven for affine Lie algebras of type A
(1)
n .
Lemma 3.12 Let Λ = c0Λ0+ cjΛj be a highest weight as in (2.6) and let vΛ be a highest
weight vector of L(Λ). For every operator
x¯+m
r
(1)
n ,n
αn(zr(1)n ,n) · · · x¯
+
m1,1α1(z1,1)
of color-charge-type
(m
r
(1)
n ,n
, . . . , m1,n; . . . ;mr(1)1 ,1
, . . . , m1,1)
and color-dual-charge-type
(r(1)n , . . . , r
(k)
n ; . . . ; r
(1)
1 , . . . , r
(k)
1 )
there exist Taylor series A
(r,s)
i (z) ∈ C(q
1/2)[[z]], where i = 2, 3, .., n, r = 1, 2, . . . , r
(1)
i ,
s = 1, . . . , r
(1)
i−1, such that A
(r,s)
i (0) = 1 and
A(z
r
(1)
n ,n
, . . . , z1,1)
 n∏
i=2
r
(1)
i∏
r=1
r
(1)
i−1∏
s=1
min{mr,i,ms,i−1}∏
t=1
(
1− q2(t+mr,i−min{mr,i,ms,i−1})
zs,i−1
zr,i
)
(3.12)
· x¯+m
r
(1)
n ,n
αn(zr(1)n ,n) · · · x¯
+
m1,1α1(z1,1)vΛ
∈
 n∏
i=1
r
(1)
i∏
r=1
z
∑mr,i
s=1 δijs−
∑r
(1)
i−1
s=1 min{mr,i,ms,i−1}
r,i
W (Λ)[[z
r
(1)
n ,n
, . . . , z1,1]],
where the Laurent series A is given by
A(z
r
(1)
n ,n
, . . . , z1,1) :=
n∏
i=2
r
(1)
i∏
r=1
r
(1)
i−1∏
s=1
A
(r,s)
i (zs,i−1/zr,i) .
In the above formula (3.12) we assume r
(1)
0 := 0 and
∑0
s=1min {mr,i, ms,i−1} := 0.
3.3. Relations among quasi-particles of the same color. Fix a color i = 1, 2, . . . , n
and fix an integral dominant weight Λ ∈ Pˆ+.
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Lemma 3.13 For any positive integers m and k, m ≤ k, the following 2m relations hold
on every L(Λ):
(1) x¯+mαi(zq
−2m)x¯+kαi(z) =x¯
+
(m+k)αi
(zq−2m),
(2) x¯+mαi(zq
−2(m−1))x¯+kαi(z) =x¯
+
αi
(z)x¯+(m+k−1)αi(zq
−2(m−1)),
...
...
(m) x¯+mαi(zq
−2(m−(m−1)))x¯+kαi(z) =x¯
+
(m−1)αi
(z)x¯+(k+1)αi(zq
−2(m−(m−1))),
(m+1) x¯+mαi(zq
2k)x¯+kαi(z) =x¯
+
(m+k)αi
(z),
(m+2) x¯+mαi(zq
2(k−1))x¯+kαi(z) =x¯
+
αi
(zq2(k−1))x¯+(m+k−1)αi(z),
...
...
(2m) x¯+mαi(zq
2(k−(m−1)))x¯+kαi(z) =x¯
+
(m−1)αi
(zq2(k−(m−1)))x¯+(k+1)αi(z).
Proof. Relations (1)–(2m) of the lemma follow from the definition of the operator x¯+mαi(z)
(see (2.3)) and Corollary 2.8. For example, we have
x¯+2αi(zq
−4)x¯+3αi(z) = x¯
+
αi
(zq−4)x¯+αi(zq
−2)x¯+αi(z)x¯
+
αi
(zq2)x¯+αi(zq
4) = x¯+5αi(zq
−4),
which proves relation (1) when m = 2 and k = 3. 
For every vector v ∈ L(Λ) and for any integers m, k,N such that 1 ≤ m ≤ k we define
a set
(3.13) Sm,kN,v :=
{
x¯+mαi(l)x¯
+
kαi
(N − l)v | l ∈ Z
}
.
Lemma 3.14 For any integers m, k,N, r such that 1 ≤ m ≤ k the vectors
x¯+mαi(r)x¯
+
kαi
(N − r)v,
x¯+mαi(r + 1)x¯
+
kαi
(N − (r + 1))v,
...
x¯+mαi(r + 2m− 1)x¯
+
kαi
(N − (r + 2m− 1))v
of the set Sm,kN,v can be expressed as a linear combination of some other vectors of the set
Sm,kN,v and some vectors of the sets S
m′,k′
N,v , such that
0 ≤ m′ < m, m′ + k′ = m+ k.
(For m
′
= 0 we set x¯+0αi(z) := 1.)
Proof. Fix a vector v and integers m, k,N, r. First, we apply 2m relations of the Lemma
3.13 on the vector v. Next, we equate the coefficients of z−N in all this relations, thus
obtaining 2m equalities. Each of the equalities consists of vectors
(3.14) x¯+mαi(r)x¯
+
kαi
(N − r)v, . . . , x¯+mαi(r + 2m− 1)x¯
+
kαi
(N − (r + 2m− 1))v
and of other elements of the sets Sm,kN,v and S
m′,k′
N,v , where 0 ≤ m
′ < m and m′+k′ = m+k.
We can consider this equalities as a system of 2m linear equations in 2m variables (3.14).
Since coefficients of variables are nonzero, we can assume that coefficients of the variable
x¯+mαi(r)x¯
+
kαi
(N − r)v in all 2m equations are equal to 1. Then the coefficient matrix of
this system is a Vandermonde matrix whose determinant equals
(−1)m
∏
r,s∈J
r<s
(
q2s − q2r
)
, where J := {1, 2, . . . , m,−k,−k + 1, . . . ,−k +m− 1} .
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Finally, we conclude that the matrix is regular, thus proving the lemma. 
The following corollary is an easy consequence of the above lemma.
Corollary 3.15 For every vector v ∈ L(Λ) and for any two integers N and m, m ≥ 1,
the vector
(3.15) x¯+mαi(l)x¯
+
mαi
(N − l)v, where N − l − 2m < l ≤ N − l,
can be expressed as a linear combination of vectors
(3.16) x¯+mαi(s)x¯
+
mαi
(N − s)v, where s ≤ N − s− 2m,
and some vectors of the sets Sm
′,k′
N,v such that
0 ≤ m′ < m, m′ + k′ = 2m.
3.4. The spanning set of W (Λ). The following lemma gives us two important properies
of the orders defined at the end of Subsection 2.3.
Lemma 3.16 For every monomial b ∈ S¯
(c)
W (Λ) there are
(1) finitely many monomials b
′
∈ S¯
(c)
W (Λ) of the same color-charge-type and the same
degree as a monomial b, such that
b ≺ b
′
and b
′
vΛ 6= 0;
(2) finitely many color-charge-types of the same color-type as a monomial b, that are
greater, regarding partial order “≺” or linear order “<”, than color-charge-type
of a monomial b.
Proof. (1) Let b = b1b2 · · · bn ∈ S¯
(c)
W (Λ) (b
′
= b
′
n · · · b
′
1 ∈ S¯
(c)
W (Λ)) be a monomial written as
a product of monochrome monomials bi (b
′
i) of color i = 1, 2, . . . , n. Denote by li (l
′
i) a
degree of the monomial bi (b
′
i). Suppose b and b
′
are of the same color-charge-type and
b ≺ b
′
. Obviously, l1 ≤ l
′
1. The integer l
′
1 is also bounded from above (see Lemma 2.6)
so it can have only finitely many integer values. For every l
′
1 there exist finitely many l
′
1
degree monomials b
′
1 of the same color-charge-type as b1, such that b
′
1vΛ 6= 0.
We can analogously prove that for every monomial b
′
1 of color 1 there exist finitely
many monomials b
′
2 of the same color-charge-type as b2 and such that b2b1 ≺ b
′
2b
′
1 and,
more generally, that for every monomial b
′
i · · · b
′
1 of the same color-charge-type as bi · · · b1,
such that bi · · · b1 ≺ b
′
i · · · b
′
1, there exist finitely many monomials b
′
i+1 of the same color-
charge-type as bi+1 such that bi+1 · · · b1 ≺ b
′
i+1 · · · b
′
1. The proof follows by induction.
(2) The second statement follows from the fact that every positive integer has (only)
finite number of partitions. 
Theorem 3.17 For a given highest weight Λ = c0Λ0 + cjΛj as in (2.6) the set{
bvΛ | b ∈ B¯W (Λ)
}
spans the principal subspace W (Λ).
Proof. Lemmas 3.12 and 3.14 as well as Corollary 3.15 will allow us to prove the theorem
in the same way Georgiev proved Theorem 5.1 in [G]. Since the principal subspace W (Λ)
is a direct sum of its weight subspaces,
W (Λ) =
⊕
µ∈Pˆ
W (Λ)µ, W (Λ)µ =
{
v ∈ W (Λ) | qhv = qµ(h)v za sve h ∈ Pˆ ∨
}
,
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it is sufficient to prove that every homogenous vector v ∈ W (Λ) is a linear combination
of some vectors bvΛ, b ∈ B¯W (Λ). The proof will be carried out by an induction on
color-charge-types of monomials b ∈ S¯
(c)
W (Λ) (ordered by “≺”).
(I) Let b be a monomial in S¯
(c)
W (Λ) containing a quasi-particle of color i, charge mr,i and
of degree lr,i that violates a condition
(3.17) lr,i ≤
r
(1)
i−1∑
s=1
min {mr,i, ms,i−1} −
mr,i∑
s=1
δijs −mr,i.
Suppose b is of a color-charge-type (m
r
(1)
n ,n
, . . . , m1,n; . . . ;mr(1)1 ,1
, . . . , m1,1) and suppose
(l
r
(1)
n ,n
, . . . , l1,n; . . . ; lr(1)1 ,1
, . . . , l1,1) is sequence of degrees of its quasi-particles. Recall
Lemma 3.12. A coefficient of
(3.18) z
−l
r
(1)
n ,n
−m
r
(1)
n ,n
r
(1)
n ,n
· · · z
−l1,n−m1,n
1,n · · · z
−l
r
(1)
1 ,1
−m
r
(1)
1 ,1
r
(1)
1 ,1
· · · z
−l1,1−m1,1
1,1 .
in (3.12) equals a certain linear combination of monomials acting on the vector vΛ. One of
them is the vector bvΛ while the others, b
′
vΛ, satisfy b ≺ b
′
. Note that the relation b ≺ b
′
is actually an easy consequence of the following fact: quotients of variables z/w appearing
in (3.12) are such that the operator in variable z stands on the right side of the operator
in variable w. Since the monomial b does not satisfy the condition (3.17), Lemma 3.12
implies the above-mentioned linear combination (i.e. the coefficient of (3.18)) being equal
to 0. Therefore, we can express the vector bvΛ as a linear combination of vectors b
′
vΛ such
that b ≺ b
′
and such that the monomials b
′
∈ S¯
(c)
W (Λ) are of the same color-charge-type
and the same degree as the monomial b (but different color-degree-type).
(II) Suppose b ∈ S¯
(c)
W (Λ) satisfies (3.17) but contains a quasi-particle x¯
+
mr,iαi
(lr,i) that
violates a condition
(3.19) lr,i ≤
r
(1)
i−1∑
s=1
min {mr,i, ms,i−1} −
mr,i∑
s=1
δijs −
∑
mt,i>mr,i
2mr,i −mr,i.
By applying Lemma 3.14 on all pairs consisting of the quasi-particle x¯+mr,iαi(lr,i) and some
other quasi-particle of color i and charge greater than mr,i we can write a vector bvΛ as
a linear combination of
(1) vectors b
′
vΛ whose monomials b
′
satisfy (3.19) and have the same color-charge-type
and the same color-degree-type as b;
(2) vectors b
′′
vΛ whose monomials b
′′
satisfy b ≺ b
′′
and have the same color-degree-
type and the same color-type as b but they are not of the same color-charge-type
as b;
(3) vectors b
′′′
vΛ whose monomials b
′′′
do not satisfy (3.19) but have the same color-
charge-type and the same color-degree-type as b.
Now we only have to explain how to deal with the vectors b
′′′
vΛ. Notice that we could
have applied Lemma 3.14 in such a way that the obtained monomials b
′′′
not only violate
condition (3.19) but also condition (3.17). Therefore, we can apply step (I) on the
vectors b
′′′
vΛ, thus writing them as a linear combination of some new vectors b
′′′′
vΛ whose
monomials b
′′′′
satisfy b
′′′
≺ b
′′′′
and b ≺ b
′′′′
.
(III) Suppose that the monomial b = . . . x¯+mr+1,iαi(lr+1,i)x¯
+
mr,iαi
(lr,i) . . . does not satisfy
(3.20) lr+1,i ≤ lr,i − 2mr,i.
By applying Corollary 3.15 we can write a vector bvΛ as a linear combination of
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(1) vectors b
′
vΛ whose monomials b
′
satisfy (3.20) and have the same color-charge-type
and the same color-degree-type as b;
(2) vectors b
′′
vΛ whose monomials b
′
satisfy b ≺ b
′′
and have the same color-degree-
type as b.
Notice that the properties of the order “≺” given by Lemma 3.16 guarantee that,
after finitely many steps (I)–(III), we can write the vector bvΛ, b ∈ S¯
(c)
W (Λ), as a linear
combination of vectors of a set
{
bvΛ | b ∈ B¯W (Λ)
}
. Since the vectors bvΛ, b ∈ S¯
(c)
W (Λ),
span the principal subspace W (Λ) (Lemma 3.2), the statement of the theorem follows.

4. Linear independence of the set BW (Λ)
4.1. Projection pi. For every dominant integral highest weight Λ = c0Λ0 + cjΛj as in
(2.6) the principal subspace W (Λ) has a realization as a subspace of the tensor product
of c level one principal subspaces
W (Λ) ⊂ W (Λj1)⊗ . . .⊗W (Λjc),
where
vΛ = vΛj1 ⊗ . . .⊗ vΛjc
and indices js are defined by (2.7). Consider the direct sum decomposition
W (Λj1)⊗ . . .⊗W (Λjc) =
⊕
r
(1)
n ,...,r
(1)
1 ≥0
...
r
(c)
n ,...,r
(c)
1 ≥0
W (Λj1)(r(1)n ,...,r(1)1 )
⊗ · · · ⊗W (Λjc)(r(c)n ,...,r(c)1 )
,
where W (Λjs)(r(s)n ,...,r(s)1 )
:=W (Λjs)Λjs+
∑n
i=1 r
(s)
i αi
is the weight subspace
W (Λjs)Λjs+
∑n
i=1 r
(s)
i αi
:=
{
v ∈ W (Λjs) |Kiv = q
(Λjs+
∑n
i=1 r
(s)
i αi)(α
∨
i )v for i = 1, 2, . . . , n
}
.
For every color-dual-charge-type (r
(1)
n , . . . , r
(c)
n ; . . . ; r
(1)
1 , . . . , r
(c)
1 ) the decomposition above
gives us a projection
pi
(r
(1)
n ,...,r
(c)
1 )
: W (Λj1)⊗ . . .⊗W (Λjc)→W (Λj1)(r(1)n ,...,r(1)1 )
⊗ · · · ⊗W (Λjc)(r(c)n ,...,r(c)1 )
.
The projection can be in an obvious way generalized to the space of formal Laurent series
with coefficients in W (Λj1)⊗ . . .⊗W (Λjc). For an operator
(4.1) x+m
r
(1)
n ,n
αn(zr(1)n ,n) · · ·x
+
m1,1α1
(z1,1)
of color-dual-charge-type (r
(1)
n , . . . , r
(c)
n ; . . . ; r
(1)
1 , . . . , r
(c)
1 ) we can, by using Lemma 3.3,
write down the action of the projection pi
(r
(1)
n ,...,r
(c)
1 )
on the series
x+m
r
(1)
n ,n
αn(zr(1)n ,n) · · ·x
+
m1,1α1
(z1,1)vΛ = x
+
m
r
(1)
n ,n
αn(zr(1)n ,n) · · ·x
+
m1,1α1
(z1,1)vΛj1 ⊗ . . .⊗ vΛjc .
First, choose an operator in (4.1), for example x+ml,iαi(zl,i), where i = 1, 2, . . . , n, l =
1, 2, . . . , r
(1)
i . Recall Definition 2.2. In the formula
pi
(r
(1)
n ,...,r
(c)
1 )
(
x+m
r
(1)
n ,n
αn(zr(1)n ,n) · · ·x
+
m1,1α1
(z1,1)vΛj1 ⊗ . . .⊗ vΛjc
)
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the operator x+mαi(z) := x
+
ml,iαi
(zl,i) will correspond to the term
lim
zp→zq2(p−1)
((
m−1∏
r=1
m∏
s=r+1
(
1− q2
zs
zr
))
(4.2)
· φi(z1q
1
2 )φi(z2q
1
2 ) · · ·φi(zm−1q
1
2 )x+αi(zm)
⊗ φi(z1q
3
2 )φi(z2q
3
2 ) · · ·φi(zm−2q
3
2 )x+αi(zm−1q)
...
⊗ φi(z1q
m− 3
2 )x+αi(z2q
m−2)
⊗ x+αi(z1q
m−1)
⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
c−m
)
.
Notice that the projection pi
(r
(1)
n ,...,r
(c)
1 )
forces the operators x+αi(zj), j = 1, 2, . . . , m = ml,i,
to spread along the m leftmost tensor factors in an order established by Lemma 3.3. Each
of these m tensor factors contains exactly one operator x+αi(zj).
The projection was defined in a similar way as in [G]. The only difference is a fact that
by applying the original projection the operators x+αi(zj) in formula 4.2 spread along the
m rightmost tensor factors. This small modification will allow us to carry out the linear
independence proof at the end of this section, although the Hopf algebra structure on
Uq(ŝln+1) is somewhat more complicated then the one on U(ŝln+1).
4.2. Operator Y. In [K2] Y. Koyama found a realization of vertex operators for level one
integrable highest weight modules of Uq(ŝln+1). We will consider here a similar operator
defined on a space
W := K(1)⊗ C {P} .
The main properties of this operator will be relations given by Theorem 4.3. They will
allow us to use the operator in the linear independence proof in the next subsection.
The proofs of Lemma 4.1 and Theorem 4.3 follow from a direct calculation and they are,
therefore, omitted.
Let i = 1, 2, . . . , n and l ∈ Z, l 6= 0. Define elements a∗i (l) ∈ Uq(hˆ) by
a∗i (l) :=
[l][(n− i+ 1)l]
[(n + 1)l][l]
a1(l) +
[2l][(n− i+ 1)l]
[(n+ 1)l][l]
a2(l) + . . .
. . .+
[(i− 1)l][(n− i+ 1)l]
[(n + 1)l][l]
ai−1(l) +
[il][(n − i+ 1)l]
[(n+ 1)l][l]
ai(l)
+
[il][(n− i)l]
[(n+ 1)l][l]
ai+1(l) + . . .+
[il][l]
[(n+ 1)l][l]
an(l).
Lemma 4.1 For any colors i, j = 1, 2, . . . , n and integers l, k
[a∗i (l), aj(k)] = δijδl+k 0
[l]2
l
.
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Fix a color i = 1, 2, . . . , n. We define the following operators on the space W :
E−(a
∗
i , z) := exp
(
∞∑
r=1
qr/2
[r]
a∗i (−r)z
r
)
,
E+(a
∗
i , z) := exp
(
−
∞∑
r=1
qr/2
[r]
a∗i (r)z
−r
)
.
Denote by W {z} the space
W {z} :=
{∑
h∈C
vhz
h
∣∣∣ vh ∈ W for all h ∈ C
}
.
Definition 4.2 We define an operator Y(eλi , z) ∈ Hom(W,W {Z}) by
Y(eλi, z) := E−(a
∗
i , z)E+(a
∗
i , z)⊗ e
λi(−1)(1−δin)i∂λnz∂λi .
Notice that for every vector w ∈ W the series Y(eλi, z)w contains a finite number of
negative powers of variable z. The following theorem can be proved by a direct calcula-
tion.
Theorem 4.3 For any colors i, j = 1, 2, . . . , n the following relations hold on W :
(1) [x+αi(z1),Y(e
λj , z2)] = 0,
(2) [x−αi(z1),Y(e
λj , z2)] = 0 if i 6= j,
(3) (z1 − qz2)x
−
αi
(z1)Y(e
λi , z2) = (qz1 − z2)Y(e
λi, z2)x
−
αi
(z1),
(4) [φi(z1),Y(e
λj , z2)] = [ψi(z1),Y(e
λj , z2)] = 0 if i 6= j,
(5) (q1/2z1 − qz2)φi(z1)Y(e
λi, z2) = (q
3/2z1 − z2)Y(e
λi , z2)φi(z1),
(6) (z1 − q
3/2z2)ψi(z1)Y(e
λi, z2) = (qz1 − q
1/2z2)Y(e
λi, z2)ψi(z1).
4.3. Proof of linear independence. We begin with a list of relations we will use in
the proof of a linear independence (theorem 4.5).
Lemma 4.4 On every level one integrable highest weight module we have:
x+αi(r)e
λj = εije
λjx+αi(r + δij);(4.3)
x+αi(r)e
αj = (−1)(αi,αj)eαjx+αi(r + 2δij − δi j−1 − δi j+1);(4.4)
φi(s)e
λj = q−δijeλjφi(s);(4.5)
φi(s)e
αj = q−2δij+δi j−1+δi j+1eαjφi(s)(4.6)
for some εij = ±1 and for all i, j = 1, 2, . . . , n, r ∈ Z, s ∈ Z≤0.
All of the above relations can be proved by a simple calculation.
Theorem 4.5 For a given highest weight Λ = c0Λ0 + cjΛj as in (2.6) the set{
bvΛ | b ∈ BW (Λ)
}
is linearly independant.
Proof. Relations (1) and (4) of Theorem 4.3, as well as the projection pi
(r
(1)
n ,...,r
(c)
1 )
, allow
us to carry out the proof in the same way Georgiev proved Theorem 5.2 in [G].
Let b ∈ BW (Λ) be a monomial
b = x+m
r
(1)
n ,n
αn(lr(1)n ,n) · · ·x
+
m1,nαn(l1,n) · · ·x
+
m
r
(1)
1
,1
α1(lr(1)1 ,1
) · · ·x+m1,1α1(l1,1)
of color-charge-type
(m
r
(1)
n ,n
, . . . , m1,n; . . . ;mr(1)1 ,1
, . . . , m1,1)
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and corresponding color-dual-charge type
(r(1)n , . . . , r
(c)
n ; . . . ; r
(1)
1 , . . . , r
(c)
1 ).
First, we prove bvΛ 6= 0.
Suppose bvΛ = 0. Then pi(r(1)n ,...,r(c)1 )
bvΛ = 0. A positive integer m := m1,1 is a maximal
charge of the color 1 quasi-particles in the monomial b. Consider an action of
(4.7) 1⊗ . . .⊗ 1︸ ︷︷ ︸
m− 1
⊗Res
z
(
z−1−(λ1,λjm )Y(eλ1 , z)
)
⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
c−m− 1
on pi
(r
(1)
n ,...,r
(c)
1 )
bvΛ. The m-th tensor component of (4.7) commutes with all the oper-
ators of the m-th component of pi
(r
(1)
n ,...,r
(c)
1 )
bvΛ = pi(r(1)n ,...,r(c)1 )
b(vΛj1 ⊗ . . . ⊗ vΛjc ) acting
on the vector vΛjm (see (1) in Theorem 4.3). Therefore, we can move an operator
Resz
(
z−1−(λ1,λjm )Y(eλ1 , z)
)
all the way to the right. Notice that
Y(eλ1 , z)vΛjm = Ce
λ1vΛjm ,
where C ∈ C(q1/2) is a nonzero constant. By employing (4.3) and (4.5) we can move an
operator eλ1 all the way to the left, thus getting
Ceλ1pi
(r
(1)
n ,...,r
(c)
1 )
b
′
vΛ = 0,
where b
′
∈ BW (Λ) is obtained from the monomial b by adding 1 to the degrees of its color
1 quasi-particles,
b
′
= x+m
r
(1)
n ,n
αn(lr(1)n ,n) · · ·x
+
m1,2α2
(l1,2)x
+
m
r
(1)
1
,1
α1
(l
r
(1)
1 ,1
+ 1) · · ·x+m1,1α1(l1,1 + 1).
Removing the invertible operator eλ1 and the constant C 6= 0 we get
pi
(r
(1)
n ,...,r
(c)
1 )
b
′
vΛ = 0.
By repeating the above described algorithm we can, step by step, increase the degrees
of all the color 1 quasi-particles in b. Of course, in every step we get a new monomial
that is an element of BW (Λ). We stop the algorithm when the degree of the rightmost
quasi-particle becomes equal to −m −
∑m
r=1 δ1jr . Denote a corresponding monomial by
b
′′
. Since x+αi(−1 − δij)vΛj 6= 0 and x
+
αi
(−δij)vΛj = 0 for i, j = 1, 2, . . . , n, an integer
−m −
∑m
r=1 δ1jr is the maximal degree for which the corresponding quasi-particle does
not annihilate vΛ. Dropping the rightmost quasi-particle of the monomial b
′′
we get a
monomial b
′′′
of color-charge-type
(m
r
(1)
n ,n
, . . . , m1,n; . . . ;mr(1)2 ,2
, . . . , m1,2;mr(1)1 ,1
, . . . , m2,1)
and dual-color-charge-type
(r(1)n , . . . , r
(c)
n ; . . . ; r
(1)
2 , . . . , r
(c)
2 ; r
(1)
1 − 1, . . . , r
(c)
1 − 1).
We have
0 = pi
(r
(1)
n ,...,r
(c)
1 )
b
′′
x+mα1(−m−
m∑
r=1
δ1jr)vΛ
= Dpi
(r
(1)
n ,...,r
(c)
1 )
b
′′
(
eα1 ⊗ · · · ⊗ eα1︸ ︷︷ ︸
m
⊗1 ⊗ · · · ⊗ 1
)
vΛ
for some nonzero constant D. Formulas (4.4) and (4.6) allow us to move the operators
eα1 all the way to the left. Of course, by doing this we will change the degrees of the
monomial b
′′′
in the following way:
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• the degree of any color 1 quasi-particle will increase by a double value of its charge;
• the degree of any color 2 quasi-particle wil decrease by a value of its charge;
• the degree of any color i = 3, 4, . . . , n quasi-particle will remain the same.
Denote a (new) monomial, that has the modified degrees, by b
′′′′
and then notice that
b
′′′′
∈ BW (Λ). Dropping the invertible operators e
α1 and a nonzero constant we get
pi
(r
(1)
n ,...,r
(c)
2 ,r
(1)
1 −1,...,r
(c)
1 −1)
b
′′′′
vΛ = 0.
By comparing the monomials b and b
′′′′
we see that b
′′′′
lacks the rightmost quasi-particle
of b and that b
′′′′
has somewhat modified degrees of its other quasi-particles. In the same
way we remove, step by step, all the color 1 quasi-particles of the monomial b. Then we
remove all the color 2 quasi-particles of b and so on. At the end, by removing all the color
n quasi-particles we get vΛ = 0. Contradiction! We conclude bvΛ 6= 0 for b ∈ BW (Λ).
Now assume that
(4.8)
r∑
s=1
asbsvΛ = 0
for some b1, . . . , br ∈ BW (Λ) and a1, . . . , ar ∈ C(q
1/2) \ {0}. Since W (Λ) is a direct sum
of its weight spaces, we can assume that the monomials bs, s = 1, 2, . . . , r, have the
same color-type and the same degree. Suppose b1 < bs for s = 2, 3, . . . , r. Now we can
carry out the above described algorithm of charge reduction on (4.8) not stopping until
we remove all the charges of b1. By doing this the first summand a1b1vΛ is replaced by
Ca1vΛ for some C ∈ C(q
1/2), C 6= 0. Notice that all the other monomials get annihilated
at some intermediate stage of the charge reduction so (4.8) is replaced by Ca1vΛ = 0.
This implies a1 = 0. Contradiction! The theorem now follows. 
Now we can prove our main result.
Theorem 4.6 For a given highest weight Λ = c0Λ0 + cjΛj as in (2.6) the sets{
bvΛ | b ∈ BW (Λ)
}
and
{
bvΛ | b ∈ B¯W (Λ)
}
form the bases for the principal subspace W (Λ).
Proof. The theorem is a consequence of Theorem 3.17 and Theorem 4.5. For a monomial
b ∈ BW (Λ) denote by b¯ a monomial in B¯W (Λ) that has the same color-charge-type and the
same degrees of its quasi-particles as b. Notice that the vectors bvΛ and b¯vΛ are weight
vectors of the same weight. Since a principal subspace W (Λ) ⊂ L(Λ) is a direct sum of
finite dimensional weight subspaces, for every weight µ of W (Λ) there are finitely many
monomials b¯1, . . . , b¯s ∈ B¯W (Λ) such that vectors b¯1vΛ, . . . , b¯svΛ spanW (Λ)µ. Furthermore,
the vectors b1vΛ, . . . , bsvΛ, where b1, . . . , bs ∈ BW (Λ), are linearly independent elements
ofW (Λ)µ. We conclude that the vectors b¯1vΛ, . . . , b¯svΛ are linearly independent and that
the vectors b1vΛ, . . . , bsvΛ span W (Λ)µ. The theorem now follows. 
5. Quasi-particles of type 1 revisited
For an arbitrary vector space V set
E(V ) := Hom(V, V ((z))).
We recall two definitions from [L].
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Definition 5.1 An ordered sequence (a1(z), a2(z), . . . , am(z)) in E(V ) is said to be quasi
compatible if there exist a nonzero polynomial p(z1, z2) ∈ C(q)[z1, z2] such that(
m−1∏
r=1
m∏
s=r+1
p(zr, zs)
)
a1(z1)a2(z2) · · · am(zm) ∈ Hom(V, V ((z1, . . . , zm))).
Definition 5.2 Let (a(z), b(z)) be a quasi compatible (ordered) pair in E(V ). For α ∈
C(q) \ {0}, l ∈ Z, we define a(z)(α,l)b(z) ∈ (End V )[[z
±1]] in terms of generating function
Y
(α)
E (a(z), z0)b(z) =
∑
l∈Z
(a(z)(α,l)b(z))z
−l−1
0 ∈ (End V )[[z
±1
0 , z
±1]]
by
Y
(α)
E (a(z), z0)b(z) = ιz,z0
(
p(z0 + αz, z)
−1
)
(p(z1, z)a(z1)b(z))
∣∣
z1=αz+z0
,
where p(z1, z2) ∈ C(q)[z1, z2], p(z1, z2) 6= 0, is any polynomial such that
(5.1) p(z1, z2)a(z1)b(z2) ∈ Hom(V, V ((z1, z2))).
In the rest of this section the parameter α will be equal to 1 so we will omit it and
write
YE(a(z), z0)b(z) =
∑
l∈Z
(a(z)lb(z))z
−l−1
0 .
The following lemma has a straightforward proof and, therefore, we skip it.
Lemma 5.3 On every integrable highest weight module V we have(
m+1∏
s=1
(
z1 − q
2(s−m)z
))
x+αi(z1)x
+
(m+1)αi
(q−2mz)
=
(
m+1∏
s=1
(
q2z1 − zq
2(s−m−1)
))
x+(m+1)αi(q
−2mz)x+αi(z1)
for m ∈ Z≥0 and i = 1, 2, . . . , n. In particular, we have(
m+1∏
s=1
(
z1 − q
2(s−m)z
))
x+αi(z1)x
+
(m+1)αi
(q−2mz) ∈ Hom(V, V ((z1, z))).
The quasi compatiblity of an ordered pair (x+αi(z), x
+
(m+1)αi
(q−2mz)), established by the
above lemma, will be used in the proof of the following proposition.
Proposition 5.4 On every integrable highest weight module V we have
x+αi(zq
−2m)−1
(
. . .
(
x+αi(zq
−4)−1(x
+
αi
(zq−2)−1x
+
αi
(z))
)
. . .
)
(5.2)
=
(
m∏
r=1
m+1∏
s=r+1
(
1− q2(s−r)+2
))
x+(m+1)αi(q
−2mz).
for i = 1, 2, . . . , n and m ∈ Z>0.
Proof. The proposition is proved by induction. The basis of induction is a formula
x+αi(zq
−2)−1x
+
αi
(z) = (1− q4)x+2αi(q
−2z),
that can be easily verified by a direct calculation. We assume that (5.2) holds. Next, in
the step of induction we use the polynomial
p(z1, z) =
m+1∏
s=1
(
z1 − q
2(s−m)z
)
,
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obtained in Lemma 5.3, in order to calculate
x+αi(zq
−2(m+1))−1x
+
(m+1)αi
(q−2mz),
thus proving the proposition. 
Remark 5.5 The left hand side of equality (5.2) is well defined on every restricted module
of Uq(ŝln+1) (see [L2]) so we can employ it in order to generalize our Definition (2.2) of
the operator x+(m+1)αi(z) to restricted modules.
Therefore, on every restricted module we can define
x+(m+1)αi(z) :=
(
m∏
r=1
m+1∏
s=r+1
1
1− q2(s−r)+2
)
· x+αi(z)−1
(
. . .
(
x+αi(zq
2(m−2))−1(x
+
αi
(zq2(m−1))−1x
+
αi
(zq2m))
)
. . .
)
for m ∈ Z>0, thus generalizing (2.2) and Definition 2.5. Naturally, for m = 0 we set
x+1αi(z) := x
+
αi
(z).
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