The energy that is needed for operating a self-powered device is provided by the energy excess in the system in the form of kinetic energy, renewable energy, or a combination of both. This paper addresses the energy exchange issues pertaining to regenerative and renewable energy in the development of a self-powered dynamic system. A rigorous framework that explores the supply and demand of energy for self-powered systems is developed, which considers uncertainties and optimal bounds, in the context of optimal uncertainty quantification. Examples of regenerative and solar-powered systems are given, and the analysis of self-powered feedback control for developing a fully self-powered dynamic system is discussed. Keywords: Self-powered systems, self-powered sensors/actuators, regenerative, solar-powered systems, uncertainty quantification.
Introduction
A self-powered dynamic system [1] - [6] contains fully or partially self-powered devices, which require reduced or no external energy input. The self-powered devices use the excessive, unwanted, or renewable energy in the system, including kinetic energy and other forms of self-generated energy. The energy may be utilized by the self-powered device as it is generated in the system or captured and accumulated (e.g., in a rechargeable battery) for subsequent use as needed. Applications of such self-powered systems are typically associated with sensors and actuators for dynamic systems [1] - [8] . In a self-powered sensor or actuator, harvested or regenerated energy (e.g., vibration kinetic energy or renewable energy) is utilized to provide the required power for the operation of the sensor or actuator. In such a scenario, for example, mechanical kinetic energy/power is converted into electrical energy/power using piezoelectric, electromagnetic or electrostatic mechanisms. Sensors that require low levels of power can harvest the available/excess kinetic energy from the environment and use that energy as a power source [9] - [15] . There are various techniques for optimized harvesting of vibration kinetic energy in self-powered systems. They include frequency tuning using stiffness tuning mechanisms [16] , introducing nonlinear dynamics for harvesting energy over a wider frequency range of oscillation [17] , and technologies of maximum power point tracking [18] . Electric motors/generators can be used as regenerative actuators for converting kinetic energy into electrical energy [19] - [20] . When used as self-powered devices for vibration control, they can control the same vibration that is induced by the source of kinetic energy (e.g. [21] - [23] ). As an example, the power that can potentially be generated by a regenerative shock absorber is in the range of 10s of W to 1000s of W (e.g. [24] - [26] ). It can be used for controlling vehicle vibration (e.g. [27] ) or structural vibration in the form of a seismic monitoring and protection system [28] . Solar-powered vehicles, as self-powered dynamic systems, exploit renewable energy as a power source in a selfsustained scheme. Examples of some recent developments in this area include Multibody Advanced Airship for Transport (e.g. [29] - [31] ), and Brunel Solar-powered Airships ( [5] , [32] , [33] ).
Self-powered systems have attracted much attention recently. Many novel self-powered devices have been developed with application in dynamic systems and various other systems. Examples and applications of some recent self-powered systems include, a maximum power direction tracking system for maximizing the harvested energy of solar panels [34] , vanadium neutron detectors [35] , functional triboelectric generator as a vibration sensor or active sensor [36] , wastewater treatment system [38] , nonlinear harvester with a bistable generator [39] , autonomous bio-sensing actuator [40] , glucose sensor [41] , self-powered contact area and eccentric angle sensors [42] , metal surface anti-corrosion protection system using energy harvested from rain drops and wind [43] , cleaning of air pollution by wind driven triboelectric nanogenerator [44] , barcode based on sliding electrification identification systems [45] , rotation sensor based on electrification at rolling interfaces for multi-tasking motion measurement system [46] , ultra sensitive cytosensor [47] , seawater desalination and electrolysis [48] , and ultrasensitive pressure sensing system [49] .
In the present paper, a combined representation of regenerative and renewable energy exchange in the development of a self-powered dynamic system is provided. A rigorous framework that explores the energy supply and demand for a self-powered dynamic system, while considering uncertainties, is developed in the context of Optimal Uncertainty Quantification [50] , for the first time. The feasibility of developing fully selfpowered systems is investigated as a generalized approach, through numerical examples for dynamic systems with feedback control.
The organization of the paper is as follows. The concept of self-powered dynamic systems is presented. Renewable and regenerative energy exchange is formulated, and non-dimensional power parameter is investigated for self-powered dynamic systems. Dynamics and power for such systems is formulated in the framework of Optimal Uncertainty Quantification (OUQ), and uncertain parameters and optimal bounds are discussed. An example of self-powered vibration control is presented, and the conditions for self-sustainability of a system in terms of the input energy requirement are explored. Fig. 1 represents a regenerative multibody dynamic system with actuators (motors denoted by M) or generators (denoted by G) subjected to mechanical excitations and other forms of energy input. The "MG" components act as both actuators and generators through a regenerative mechanism (or energy transfer) such as electromagnetic, piezoelectric, and electrostatic schemes. A regenerative multibody dynamic system with motors and generators and energy inputs. Fig. 2 shows a regenerative electromechanical system and a solar-powered vehicle as examples of self-powered dynamic systems. The energy regeneration may power a vibration control system [1] - [6] in: a road vehicle with active suspension, aerial vehicle structures (e.g., wing vibration control of an aircraft), civil structures (e.g., structural vibration control for seismic safety), and so on. A solar-powered aerial vehicle (e.g., Brunel solar-powered airship [5] , [29] - [33] ) is a self-powered dynamic system, which uses renewable energy as the power source for the vehicle duty cycles. This concept is applicable to aerial, space and road vehicles. A solar-powered airship benefits from the buoyancy force, which assists in lowering the energy consumption associated with maintaining the vehicle in the air (particularly in the hovering mode) which is an advantage. Energy regeneration is also possible by kinetic energy recovery in a descending electric aerial vehicle where the propellers of the electric motors are used for both propulsion, and energy generation (as a wind turbine in descending). Examples of self-powered dynamic systems
Self-powered Dynamic Systems
The development of regenerative and renewable self-powered systems is presented in the next sections.
Regenerative and renewable energy exchange in dynamic systems
The equations of motion of a multibody system shown in Fig. 1 . } represents the equivalent external forces generated due to renewable energy inputs (e.g., solar energy) and/or regenerative forces realized by converting excessive kinetic energy to useable input energy (e.g., electrical energy generated by an electric generator in the system).
A renewable energy source and a regenerative actuation system with the corresponding electrical circuit is illustrated in Fig. 3 for a dynamic system. In this figure the dynamic system is assumed as an equivalent single degree of freedom mass-spring- 
Photovoltaic cells
The airship hull damper with input base excitation, ̈, and external force input, ( ). This system is used in analysing the self-powered system.
Fig. 3
A schematic for a self-powered dynamic system with renewable energy input and a regenerative system.
A more detailed presentation of this system (Fig. 3) is given in Fig. 4 . This system includes an equivalent circuit of a photovoltaic cell for the renewable energy source and a control schematic for the actuation and the regenerative system. A self-powered dynamic system with renewable energy input and regenerative actuation.
The equation of motion of mass, , in Fig. 4 is given by
This formulation can be modified for each specific case. For instance, for the solarpowered airship in Fig. 2(c) , the motion of the base excitation, stiffness, and damping can be ignored if required (internal stiffness of the blimp relative to the propellers can still be considered), and the actuator force may represent the propulsion force of the propellers applied to the aerial vehicle. For regenerative cases as in Fig. 2 (a) and (b) (e.g., applications to self-powered vibration control), the equation of motion of mass, , in Fig. 4 may be expressed by ̈+̇+ = −̈+ − ( ) (3) where ̈ denotes the acceleration excitations to the system. The relative displacement of the mass, , with respect to the base is = − , where is the absolute displacement of . Also, ( ) is the external force, is the actuator force generated by the motor, is the stiffness, and represents the damping coefficient. It is assumed that the conversion of torque, , to linear force, , for the motor/actuator can be given by = ( takes into account the lead/roller/ball screw, rotary to linear gear ratio, and efficiency). The equation of motion for the motor can be written as ̈+̇= (4) where is the moment of inertia of the rotor and is the coefficient of viscous friction. The applied torque to the rotor, , in terms of the armature current, , can be given by = , where is the torque constant of the motor. The back-electromotive force (back-emf) voltage, , in terms of the rotational velocity, ̇, of the shaft is given by = ̇, where is the electric constant (voltage constant) of the motor and ̇=̇/ may represent the rotary to linear motion relationship. It should be noted that if piezoelectric or electrostatic energy conversion mechanisms are used, instead of a motor/generator, the electromechanical relationships for velocity/voltage and force/current can be modified accordingly, for taking into account the corresponding mechanism.
The equation for the electric circuit of the motor can be expressed by
If the relative effect of inductance, , is negligible (Note: This is in fact the "leakage" inductance, which is relatively small in a good motor) compared to the effect of the resistance, then = −̇ (6) When the motor operates as a generator, Equation (6) can be written as = + (7) where = ̇. In a DC linear motor the relation between the force and velocity in terms of the motor parameters may be expressed by = ̇; = ̇ (8) The torque and the force can be obtained as = ; = (9) For a DC motor, = in consistent units (SI), assuming accurate energy conversion. In order to generate the force, , the consumed power by the voltage source can be determined by substituting Equations (8) and (9) into (6) as
The required force can be calculated by rearranging Equation (10) as
The consumed/required power can be obtained from Equations (9) and (10) as
If the equivalent damping constant for the motor is taken as the coefficient of velocity, , in the force equation, an expression can be extracted from Equation (11) as (when = ) = 2 2 (13) Note that in the regenerating mode, when the motor is used as a generator, the equivalent damping can be written as (if (7) is written as = + )
where corresponds to the equivalent electrical load of the battery due to the generator back-emf in the charging mode where = . The consumed power can be determined by
The parameter is defined as (for ̇≠ 0) [1] - [3] and [21] = −̇
by substituting in the power consumption equation in (15) . Then, the equation for can be rewritten as =̇2 ( − 1) (17) A dimensionless form of power, ,may be given by = /̇2. Then, it is seen from (17) that for 0 < < 1 we have < 0. Therefore for this range of the power consumption is negative, which indicates that the regenerative actuator functions as a generator.
may be used when the changes of non-dimensional power is desired with respect to the mechanical parameters (i.e., velocity and equivalent damping).
By taking into account the power received from renewable energy, i.e. the photovoltaic cells (PV cells) here (Fig. 4) , the total power consumption may be given by
The total power consumption in Equation (18) can be expressed in terms of the electromechanical parameters as
Here = 1 corresponds to the Drive Mode, and = −1 for the Regenerative Mode of the actuator. If is set to the fixed value of -1, the regenerative actuator functions only as a generator. The current-voltage characteristics of PV cells may be expressed by the following relation, for the equivalent PV circuit shown in Fig. 4 :
where is the current applied to the load in the PV circuit, is the short circuit current, and is the diode current (leakage currents arise). The equation for in (20) can be written in terms of the expressions of and as
is a parallel shunt resistance (Fig. 4 ), is the current through the shunt resistor , 0 is the reverse (dark) saturation current (the leakage current in the absence of light), is the electron charge (1.602 × 10 −19 C), and is the voltage across the diode. The voltage drop in the electrical contacts is modeled as series resistance . Also, is Boltzmann's constant (1.381 × 10 −23 J/K), is the junction temperature (K), and is the ideality factor with =1 for an ideal diode. The ideality factor varies from 1 to 2 depending on the fabrication process and the semiconductor material. An example of current-voltage (I-V) and power-voltage (P-V) curves for direct sun radiation to a 2 m 2 of monocrystalline semi flexible silicon solar panels with 22.5% efficiency for the PV cells is given in Fig. 5 (The specifications for the PV cells in the figure are, SunPower Maxeon with size: 125mm x125mm; power output: 3.42 watts, for 5.93A current and 0.58V voltage; Weight: 7g). I-V and P-V curves for a PV cell.
From equations (6), (8) and (18) the power may also be expressed in the form:
By expanding the equation we get = 2 + − − (23) Using = − / , the power can be expressed as (Note: The negative sign for is used to indicate the transition from motor to generator as given in equations (6) and (7) , and = , the power equation can be written as
, is given by
, is obtained with respect to the electrical current of PV, and the back-electromotive force (back-emf) voltage, . The plot of the dimensionless power, , in Equation (26) is shown in Fig. 6 for =0.4, 0.5, 2, 2.5. . Note that for = 1, the power is zero. This means that the generated power is equal to the consumed power by the actuator. The dimensionless power, , is also plotted with respect to and in Fig. 7 . This figure is the generalized form of the plot in Fig. 6 . Non-dimensional power, , versus and For = / , the non-dimensional expression for power, , may be expressed by
, is obtained with respect to the back-emf, , and resistance . The plot of the non-dimensional power, , in Equation (27) is shown in Fig. 8 , for =0.4, 0.5, 2, 2.5. Fig. 8 Non-dimensional power, , = / Fig. 8 shows that for − < < 1, the power consumption is negative, which corresponds to generating. The energy generation band can be expanded by increasing the value of , by increasing in the current generated by the PV cells, (when 2 is kept constant).
The maximum value of power generation for each value can be calculated as = 1− 2 . This non-dimensional power, , is also plotted with respect to and in Fig. 9 . This figure shows the generalized form of the plot in Fig. 8 . Non-dimensional power, , versus and Although and can be used interchangeably, , may be a more convenient way to express the non-dimensional power when is a constant. Fig. 6 to Fig. 9 show the result of energy exchange with regard to consumption and generation of energy for a dynamic system with regenerative and renewable energy inputs. In a self-powered system, it is required that the total energy generation is equal or larger than the total energy consumption at any time. The generated power (e.g., when is negative), should provide the desired actuation/motion (e.g., , as the term responsible for power consumption) for the system while considering the input energy and input excitations to the system (e.g., , ̈, ( ), ). The system inputs/outputs, , ̈, ( ), , , are usually constrained and uncertain. Analysis of the self-powered system in the presence of uncertainty is discussed in the next section as a constrained optimization problem in the framework of Optimal Uncertainty Quantification.
Optimal uncertainty quantification for self-powered systems A framework that explores energy supply and demand for a self-powered dynamic system, while considering uncertainties and the optimal bounds, is proposed now. Optimal Uncertainty Quantification (OUQ) [50] is used here to take into account uncertainty measures with optimal bounds, and incomplete information about the energy inputs to the dynamic system and response function. The self-powered dynamic system theory is formulated in the framework of OUQ as a well-defined optimization problem corresponding to extremizing the probabilities of system failure with respect to the required energy supply subject to the imposed constraints. The input energy and the excitations to a self-powered system (e.g., , ̈, ( ), ) are usually constrained and uncertain. The input energy is required to provide the desired actuation/motion (e.g., ) for the system. There exist bounded ranges of the input parameters to the system, while the output is also constrained according to the desired performance of the system. The desired performance can be defined in terms of displacement, velocity and acceleration (e.g., , , ) of the system. In order to consider this constrained and uncertain problem for the input and the output, the energy exchange for the dynamic systems is formulated in the OUQ framework, as presented below.
The available net power is determined by subtracting the total of consumed power, , by the actuator and the resistor energy loss, from the recoverable (generated) power by the generator. Therefore, the available net power is given by --2 . A self-powered control is achievable if ≥ + 2 .
If
= + 2 , assume : → ℝ, → ( ), with the probability of ℙ ∈ ℳ( ), where and denote the deterministic and the stochastic forms of the inputs, respectively. In a stochastic representation of a self-powered system, we require that the probability of the power consumption function, ( ) being larger than the power generation, , (i.e. the self-powered scheme to fail) is less than . This can be written as (where the net power is − ) ℙ[ ( ) ≥ ] ≤ (28) Assume that the probability function is a member of admissible extremal scenarios (or ( , ℙ ) ∈ ), where is defined as
Here denotes the number of inputs, for inputs , = 1, ⋯ , , [ ] is the bounded mean output power, is the probability measure of the input parameter ( ∈ ( )), and is a possible output function of for the corresponding inputs/parameters . The original problem entails optimizing over a collection of ( , ) that could be ( , ℙ).
is the output upper bound, if known. and parameters can be constrained values with corresponding lower and upper bounds for each .
The optimal bounds on the probability of power consumption according to the required performance can be described by the upper bound, ( ) as ( ) ∶= sup
and the lower bound, ℒ( ), corresponding to the minimum required power consumption can be stated as
These give the optimal bounds as where , , and are the feedback controller parameters, which for a PID controller correspond to proportional, derivative, and integral terms. In a three-dimensional motion each of the physical parameters ̈, ( ), can be considered as vectors with independent constraints for each motion direction. Therefore three independent values can be considered for each vector. The power consumption output depends on the desired performance and can be defined as a function of displacement, velocity and/or acceleration (e.g., , , ̈) of the system, where these performance parameters can considered as constrained values (e.g., ≤̈≤ ). Therefore may be given by
The optimization cost function can include multiple parameters. For example, it can include the consumed power and the power loss plus the output displacement, velocity, or acceleration (e.g., , , ) to be optimized.
In the analysis of a solar-powered airship (Fig. 2) , as a self-powered dynamic system, the parameters can be assigned as ̈= 0, for the maximum current generated by the solar cells, as the maximum aerodynamic load (which may include any other load applied by any external energy source; e.g., muscle force in human powered systems), and as the maximum thrust generated by the propellers. For a regenerative system, can exist if photovoltaics are used (e.g., solar-powered ground vehicles with regenerative suspension), where ̈ translates to the acceleration base excitations (e.g., due to a vehicle travelling on a road, or seismic load excitations to a structure), ( ) can be interpreted as external forces (e.g., aerodynamic loads, if exist), and is the maximum force that the regenerative actuator is required (for example, for a self-powered vibration control scheme).
If (experimental) sample data is available then the OUQ can be generalized to the Machine Wald [51] technique which is equivalent to performing Bayesian inference but optimizing the prior. In Machine Wald, if an estimation of a function Φ( ), is function of sample data , then the estimation error ( ) − Φ( ) is required to be equal to zero. Examples of the feasibility of developing fully self-powered dynamic systems are discussed in the next section.
Self-powered dynamics and control
A self-powered system is analyzed in this section as an example. The system illustrated in Fig. 4 , which can represent the physical systems shown in Fig. 2 , is considered for the analysis. The study of the system for self-powered capability is discussed. In particular, self-powered actuation is explored for feedback control of the system. Three different excitations: step, sinusoidal, and random, are considered as the inputs to the system. The response of the system is observed using a sensor (Fig. 4) . Specifically, the response is considered as the acceleration of the mass, and an LVDT (linear variable differential transformer/transducer) is used to monitor the response. The control task is to reduce the displacement (or acceleration, or velocity depending on the application) of the mass to an acceptable level, using the actuation force, while the actuator(s) draw the self-generated power in the system. A PID (proportional-integral-derivative) controller is used in this example with a proportional gain of = 859.4, derivative gain of =610, and an integral gain of =92.1. These PID coefficients are chosen to provide an acceptable performance for the system (i.e., to reduce the displacement/acceleration output to an acceptable level in the present example).
The level of input excitations and the acceptable performance serve as the constraints for the OUQ framework in this example. The parameter values of the system are: mass =280 kg, spring stiffness =16000 N/m, and the equivalent damping coefficient =423 Ns/m. The equivalent damping is the damping produced by the resistor and the battery load due to the generator back-emf in the electrical circuit of Fig. 4 , as given by Equation (14) . This equivalent damping can serve as a mechanical viscous damper, which is a passive controller, to control the system response. Equations (2) and (3) are used to obtain the response of the system. The single motor/generator regenerative system in Fig. 4 will control the motion in the actuator mode and produce power when performing as a generator. A switching circuit (e.g., the switches AC and BD in Fig. 4 ) is used to switch between the motor and generator functions. The switching logic strategy is based on the level of acceptable performance of the system. If the acceptable performance is not satisfied (e.g., displacement or acceleration is larger than the performance threshold) then the switch allows actuation only, until satisfactory performance is achieved through the actuator control force . A suitable control strategy (e.g., PID, fuzzy logic, etc.) may be used to control the actuation force. If the performance level is satisfied then the regenerative system is switched into the generator mode and the produced power is stored in the battery (Fig. 4) . The block diagram of such controller can be represented as in Fig. 4 where the motion in the dynamic system (i.e., the motion of the mass) is measured and used in feedback for the controller. The power consumed by the actuator, , for producing the force , is given by ×. The power generated by the regenerative system is obtained by the force applied to the generator (due to the kinetic energy of the mass) multiplied by the velocity .
This problem can be expressed by Equation (28) in the OUQ framework as ℙ[ ( ) ≥ ] ≤ , where is the total consumed power (i.e., = + 2 ) in the system, and denotes the generated power when the motor is in the generator mode. The OUQ problem requires that: the probability of the total consumed power is greater than the generated power (i.e., failure of the system to provide a positive net power), should be smaller than , while satisfying optimal bounds. In the following problem = 0 (i.e., ( ) < is desired). The optimal bounds in this problem can be expressed as ̈∈ 
is the maximum acceptable output displacement. In this problem is calculated and is minimized while the condition ( ) < is satisfied for various PID parameters. In fact, the bounds are not computed in the example in this section (the framework is only presented at a conceptual level). The results for an acceptable , and ( ) < condition corresponding to various PID parameters and actuator force, , are discussed next (the actuator force is not optimized in this example, and is discussed in the following examples).
Note that the generated power is determined only during the time that the controller is off and the switching logic provides the generator function. Also, the consumed actuation power is determined only while the switching logic allows the controller to provide actuation.
In the present example a sinusoidal excitation is applied to the system (Fig. 4) . Suppose that a self-powered control condition is required for the system, with an input acceleration amplitude of 0.39 (i.e., ̈=0.39), or we have ̈= 0.39 sin , and an excitation frequency of = 2 . A PID controller, with the parameters given before, is used in this example. It is found that the PID controller reduces the output relative displacement by about 16% (from 0.022m to 0.019m), which is considered to be an acceptable performance in this example ( Fig. 10(a) ). The results in Fig. 10 show that self-powered actuation is feasible for providing a relative displacement with amplitude 0.019m ( Fig. 10(a) ). This is due to the available positive net power, as shown in Fig. 10(f) . Therefore, the system is able to control the motion of the mass and use the generated power in the system in a self-powered scheme. However, there is a limit for the control level of the output acceleration and the required force in achieving self-powered control. The limits can be investigated in the OUQ framework, which deals with the constrained optimization problem. The following example studies these limits and constraints. In order to investigate the control limits, the PID controller parameters are changed and the simulation is repeated for each controller parameter set. As the proportional gain is the term responsible for the response and the agility of the system in suppressing the output (displacement, acceleration and/or velocity), this parameter has been chosen and scaled corresponding to various control parameter sets. The derivative and integral parameters of the controller are updated according to the same scaling factor as the proportional gain. The PID controller parameters given above are scaled by a factor of 0.01 and 10 separately, and the simulation in Fig. 10 is repeated. The resulting displacement response of the system is shown in Fig. 11 . Parameter options 1, 2, 3 in Fig.  11 correspond to the scale factors of 0.01, 1 and 10, respectively, for the PID parameters. Fig. 11 shows how the scaling of the controller parameter from 0.01 to 10 can suppress the output displacement level at the cost of increasing the required control actuation force. The power consumed by the actuation force for maintaining the output displacement level is plotted in Fig. 12(a) , together with the amount of power generated by the regenerative system. The total available net power corresponding to each controller parameters set is plotted in Fig. 12(b) . RMS (root mean square) of the power values are used in the plots. The available net power is equal to the power generated by the generator minus the sum of the power consumed by the actuator and the power loss of the resistor. As shown in Fig. 12 , the system is capable of providing self-powered control force by the actuator for the control parameter sets 1 and 2 (corresponding to PID scaling factors of 0.01 and 1). The self-powered control is achievable as the available net power is positive. However, in the control parameter option 3 (corresponding to a PID scaling factor of 10), the self-powered control is not feasible as the available net power is negative, or the consumed power for actuation force plus the power loss in the system is more than the generated power in the system. Note that if the system is used only as an energy harvester, the required power by the actuator is zero as there will be no active control. The control in this case will be only a passive control system due to the resistor equivalent damping and the battery load due to the generator back electromotive force. Next, a similar procedure is applied with other input excitations. In the following example, the response of the system to a step input with ̈=0.4 m/s 2 (̈=0.4 m/s 2 ), is determined. The results are shown in Fig. 13 . Further results for the present example are presented in Fig. 14 and Fig. 15 . It is seen that self-powered control is feasible with the controller parameter sets 1 and 2 but not with the parameter set 3. Fig. 17 Displacement of the system for 3 different control parameter sets, and the corresponding control force.
(a) (b) Fig. 18 (a) Generator power and consumed actuator power for different controller parameter sets, (b) Total available net power for different controller parameter sets.
The results in Fig. 18 show that the self-powered control is feasible for controller parameter sets 1 and 2 but not with the parameter set 3. The corresponding response for these controller sets is given in Fig. 17 . The above procedure can be automated for obtaining a suitable control parameters set, which satisfies the performance of the system and the self-powered condition, using OUQ. OUQ can give the tuned PID parameters set (or generalized control parameters) for self-powered condition and achieving acceptable system performance.
Conclusions
Self-powered dynamic systems and the feasibility of developing such systems were discussed in this paper. The regenerative and renewable energy inputs for the energy demand of a system were investigated in terms of a non-dimensional representation of the consumed power. A framework that explores the energy supply and demand while considering uncertainties, constraints, and their optimal bounds was formulated in the context of Optimal Uncertainty Quantification. The feasibility of developing a fully selfpowered system was investigated through numerical examples of a regenerative feedback control system. The effect of various control algorithms on the self-powered capability, and obtaining the limits of self-powered systems for specific applications (e.g., fully self-powered vehicles using renewable energy) are investigated in future work [33] .
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