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Abstrat
This paper proposes and ompares two new sampling shemes for sparse deonvolution using a Bernoulli-Gaussian
model. To takle suh a deonvolution problem in a blind and unsupervised ontext, the Markov Chain Monte Carlo
(MCMC) framework is usually adopted, and the hosen sampling sheme is most often the Gibbs sampler. However,
suh a sampling sheme fails to explore the state spae eiently. Our rst alternative, the K-tuple Gibbs sampler,
is simply a grouped Gibbs sampler. The seond one, alled partially marginalized sampler, is obtained by integrating
the Gaussian amplitudes out of the target distribution. While the mathematial validity of the rst sheme is obvious
as a partiular instane of the Gibbs sampler, a more detailed analysis is provided to prove the validity of the seond
sheme.
For both methods, optimized implementations are proposed in terms of omputation and storage ost. Finally,
simulation results validate both shemes as more eient in terms of onvergene time ompared with the plain
Gibbs sampler. Benhmark sequene simulations show that the partially marginalized sampler takes fewer iterations
to onverge than the K-tuple Gibbs sampler. However, its omputation load per iteration grows almost quadratially
with respet to the data length, while it only grows linearly for the K-tuple Gibbs sampler.
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1. Introdution
The problem of the restoration of a sparse spike train x distorted by a linear system h and orrupted by
noise ǫ suh that z = x ∗ h+ ǫ, arises in many elds suh as seismi exploration [1,2℄ and astronomy [3℄.
In this paper, we adopt a Bernoulli-Gaussian (BG) model for the spike train x, following [2℄ and many
subsequent ontributions suh as [1,4℄. A BG signal is an independent, identially distributed (iid) proess
dened in two stages. Firstly, the sparse nature of the spikes is governed by the Bernoulli law:
P (q) = λL(1 − λ)M−L (1)
with the Bernoulli sequene q = [q1, . . . , qM ]
t
and L =
∑M
m=1 qm, the number of non-zero realizations.
Seondly, amplitudes x = [x1, . . . , xM ]
t
are assumed iid zero-mean Gaussian onditionally to q:
x | q ∼ N (0, σ2x diag(q)), (2)
where diag(q) denotes a diagonal matrix whose diagonal is q.
The MCMC approah [5,6℄ is a powerful numerial tool, appropriate to solve omplex inferene problems
suh as blind deonvolution. In the eld of blind BG deonvolution, Cheng et al. pioneered the introdution
of MCMC methods [1℄. They proposed to rely on a plain Gibbs sampler, i.e., with a site-by-site updating
sheme for the spike train, for whih their algorithm onstitutes a simple and anonial example. However,
simulation results indiate that it laks reliability: from dierent initial onditions, signiantly dierent
estimations are obtained, even after a onsiderable number of iterations.
The reent ontribution of [7℄ already identied a onvergene issue linked to time-shift ambiguities, and
proposed an eient way to solve it. In addition, the sale ambiguities are treated by [8℄ by proposing a
sale re-sampling step to aelerate the onvergene rate of the Markov hain. In this study, we point out
another soure of ineieny, unrelated to the above-mentioned ambiguities: instead of exploring the 2M
ongurations of q at an aeptable speed, the Gibbs sampler tends to get stuk for many iterations around
some partiular ongurations of q, often orresponding to loal optimal ongurations of x of the posterior
distribution as illustrated by the example in Setion 2.2. This onlusion meets Bourguignon and Carfantan's
analysis [3℄: the Markov hain equilibrates rapidly around a mode (i.e., a loal optimal onguration), but
takes a long time to move from mode to mode.
In order to make up for this deieny, our rst proposition is to adopt a grouped Gibbs sampler [5℄, alled
a K-tuple Gibbs sampler, where bloks of K adjaent BG variables (qi, . . . , qi+K−1) and their assoiated
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amplitudes (xi, . . . , xi+K−1) are jointly sampled. A omparable idea rst appeared in [9℄, and more reently
in [3℄, under the form of a deterministi iteration aimed at produing an inrease of the posterior probability,
whereas our goal is to sample the latter.
We then propose a seond solution based on sampling the posterior distribution marginally to the ampli-
tudes x [10℄. A omparable idea is found in statistial signal segmentation [11℄ where some hyper-parameters
are partially marginalized. In fat, as Liu pointed out in [5℄, ompletely integrating out some omponents
(the Gaussian amplitudes x in our ase), leads to a more eient sampling sheme alled ollapsed Gibbs
sampling. However, a plain ollapsed Gibbs sampling on the marginal posterior distribution involves hardly
tratable sampling steps. In partiular, it is all but simple to sample h onditional on (z, q) and marginally
with respet to x. Our sheme solves this problem by ombining a step that samples q marginally with
respet to x and other sampling steps involving x. Suh a partially marginalized sampler is fully valid from
the mathematial point of view. In this paper, we show that it an be interpreted as a plain Gibbs sampler
with a partiular sanning order of the variables.
Simulation tests on toy examples and on the so-alled Mendel's sequene [2℄ onrm the eieny of both
methods in terms of omputation time before onvergene of the Markov hain. Further analysis shows the
data length as a riterion to hoose between the two proposed methods.
This paper is organized as follows. In Setion 2, after a brief formulation of the blind BG deonvolution
problem, the Gibbs sampler of the joint posterior distribution [1℄ is presented, and an example illustrates its
ineieny as regards the sampling of q. Setions 3 and 4 respetively introdue the generalized K-tuple
Gibbs sampler and the partially marginalized sampler. In both ases, a toy example is used to evaluate
the apability of the sampler to esape from loal optimal ongurations, and implementation issues are
arefully dealt with.
Finally, simulation results are presented in Setion 5 to ompare the eieny of the sampling shemes
aording to Brooks and Gelman's onvergene diagnosti [12℄, and onlusions are drawn in Setion 6.
2. Problem formulation
2.1. Statistial model
The mathematial model of onvolution reads
zn =
P∑
k=0
hk xn−k + ǫn (3)
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for all n ∈ {1, . . . , N}, where z = [z1, . . . , zN ]t denotes the observed vetor, x = [x1, . . . , xM ]t is the
unknown spike train, h = [h0, . . . , hP ]
t
the impulse response (IR) of the system (assumed nite here) and
ǫ = [ǫ1, . . . , ǫM ]
t
an noise vetor, often assumed white stationary Gaussian. The deonvolution problem is
said blind when h is unknown, whih is the studied ase here. Akin to [1℄, the following assumptions are
made:
 ǫ ∼ N (0, σ2ǫ I) is independent of x and h;
 x is a BG proess dened by Eqs.(1)-(2) with σ2x = 1;
 h ∼ N (0, σ2hIP+1).
Let us remark that by setting σ2x arbitrarily to one while imposing the Gaussian prior law h removes the
sale ambiguity inherent to the blind deonvolution problem [7℄. By adopting the zero boundary ondition
so that M = N − P , z an be rewritten in the form of a matrix multipliation z = Hx + ǫ, where H
denote the N ×M Toeplitz matrix of onvolution. It is also useful to introdue the Toeplitz matrix X of
size N × (P + 1) suh that Hx = Xh. Aording to the Monte Carlo priniple, a posterior mean estimator
of Θ = {q,x,h, λ, σ2ǫ , σ2h} given z an be approximated by:
Θ̂ =
1
I − J
I∑
k=J+1
Θ(k), (4)
where the sum extends over the last I − J samples. In the MCMC framework, the samples are generated
iteratively, so that asymptotially Θ(k) follows the joint posterior distribution [6℄:
P (Θ | z) ∝ g(z −Hx;σ2ǫ IN ) g(x;σ2xdiag{q}) g(h;σ2hIP+1)P (q;λ)P (σ2h)P (λ)P (σ2ǫ ) (5)
where g(·;R) denotes the entered Gaussian density of ovariane R. Conjugate prior laws are adopted for
the last three terms P (σ2h),P (λ) and P (σ
2
ǫ ):
σ2h ∼ IG(1, 1), λ ∼ Be(1, 1), σ2ǫ ∼ IG(1, 1),
where IG and Be respetively represent the inverse Gamma and Beta distributions. The at shapes of the
two distributions IG(1, 1) and Be(1, 1) (a uniform distribution on [0, 1]) an be interpreted as onveying no
spei prior information of the parameters.
2.2. Classial Gibbs Sampling
A Gibbs sampler irumvents the diulties of diretly inferening from the joint posterior distribution as
in Eq. (5) and instead draws eah parameter from its onditional law while all others are xed. The priniple
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of Cheng et al.'s Gibbs sampler is given in Table 1 and a pseudoode an be found in Table 2. The ve
simulation steps are iterated until onvergene toward the posterior distribution in Eq. (5), and Θ̂ is nally
built aording to (4). Let us remark than in Table 2, Step 1 is performed in two substeps: for eah i, qi is
rst sampled onditional on (Θ \ (qi, xi), z), and then xi onditional on (Θ \ xi, z). Taken jointly, these two
substeps perform the sampling of yi = (qi, xi) onditional on (Θ \ yi, z).
Table 1
Cheng et al.'s Gibbs sampler.
1© Let y = (q,x). For eah i = 1 . . . ,M,
draw y
(k+1)
i |y(k+1)1:i−1 ,y(k)i+1:M ,h(k), σ(k)ǫ , λ(k), z
2© draw h(k+1) |x(k+1), σ(k)h , σ(k)ǫ , z
3© draw σ(k+1)ǫ |x(k+1),h(k+1), z
4© draw λ(k+1) | q(k+1)
5© draw σ(k+1)h |h(k+1)
Table 2
A pseudoode for Cheng et al.'s Gibbs sampler (see [1℄ for implementation details).
% Initialization
h← 0; h(round(P/2))← 1
q ← 0; x← 0
σ2x ← 1
Sample σ2ǫ ∼ IG(1, 1); σ2h ∼ IG(1, 1)
repeat
% - Step 1: Sample yi = (qi, xi) -
σ21 ← σ2ǫσ2x/(σ2ǫ + σ2x ‖h‖2)
e← z −Hx
for i = 1 to M do
ei ← e+ hixi % hi is the i-th olumn of H
µi ← (σ21/σ2ǫ )htiei
νi ← λ(σ1/σx) exp
(
µ2i /(2σ
2
1)
)
λi ← νi/(νi + 1− λ)
Sample qi ∼ Bi(λi) % Step 1a
Sample xi ∼ N (µi, σ21) if qi = 1, xi = 0 otherwise % Step1b
end for
% - Step 2: Sample h -
S← σ−2ǫ XtX+ σ−2h eye(P + 1) % Inverse of ovariane matrix R
U← hol(S) % Cholesky fator of S = R−1, i.e., R = U−1U−t
h← U\ (σ−2ǫ Ut\Xtz + randn(P + 1, 1)) % h ∼ N (m,R) with m= σ−2ǫ RXtz
% - Step 3: Sample σ2ǫ -
Sample σ2ǫ ∼ IG(N/2 + 1, ‖z −Hx‖2 /2 + 1)
% - Step 4: Sample λ 
Sample λ ∼ Be(1 + L, 1 +M − L), with L =∑m qm
% - Step 5: Sample σ2
h
-
Sample σ2h ∼ IG(P/2 + 1, ‖h‖2 /2 + 1)
until Convergene
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Despite its simpliity, this sheme presents several drawbaks. In [7℄, it is pointed out that time-shift
ambiguities may lead to unreliable estimates, depending on the initialization of h. To make up for this
deieny, an additional Metropolis-Hasting (MH) step is proposed between Steps 1 and 2 in order to allow
moves to a time-shifted version of (y,h). Another ineieny in the Cheng et al.'s Gibbs sampler has been
disussed in [8℄ with regard to the sale fator between h and x. A sale re-sampling step is proposed
and tested to yield faster onvergene. In Table 3, the modied version of Step 2 inorporates the time-
shift operation and the sale re-sampling with an eient implementation in whih f
GIG
represents the
Generalized Inverse Gaussian law (see [7℄ and [8℄ for more details). In what follows, the resulting global
sheme is referred to as a hybrid sampler, sine there is a Metropolis Hastings step within the Gibbs sheme
and no more a pure Gibbs sampler.
Table 3
Modied version of Step 2 to inorporate the time-shift ompensation aording to [7℄ and the sale re-sampling aording
to [8℄ .
% - Time-shift ompensation (Labat et al. [7℄)
Propose y′ = (q′,x′) from y = (q,x) with probability
π(y′ |y) =


1− 2η if y′ = y,
η if y′ = (irshift(q, 1), irshift(x, 1)),
η if y′ = (irshift(q,−1), irshift(x,−1)),
where η ∈ (0, 1/2), e.g., η = 1/4.
S← σ−2ǫ XtX+ σ−2h eye(P + 1) % Inverse of ovariane matrix R
S
′ ← σ−2ǫ (X′)tX′ + σ−2h eye(P + 1) % Inverse of ovariane matrix R
U← hol(S)
U
′ ← hol(S′)
ρ← σ−4ǫ ‖(U′)t\(X′)tz‖2 − σ−4ǫ ‖Ut\Xtz‖2 + 2log|U|/|U′|
% ρ = (m′)t(R′)−1m′ −mtR−1m+ log |R′|/|R|
if 2log(rand)< ρ then % with probability min{1, exp(ρ/2)}
y ← y′
h← U′\ (σ−2ǫ (U′)t\(X′)tz + randn(P + 1, 1))
else
h← U\ (σ−2ǫ Ut\Xtz + randn(P + 1, 1))
end if
% - Sale re-sampling (Veit et al. [8℄)
λ← (∑ qi − P − 1)/2
α← |x|2/σ2x, β ← |h|2/σ2h
s2 ∼ f
GIG
(λ, α, β) % simulation by aeptation-rejetion
x← x · s, h← h/s
Despite the improvement brought by the timeshift and sale ressampling operations in the hybrid sampler,
we have identied another soure of ineieny, ompletely independent from the time-shift and/or sale
ambiguity problem. Figure 1 is an illustration based on simulated data generated from a single spike,
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onvolved with an IR dened by
h(i) = cos
(
(i− 10)π
4
)
exp
(−|0.225i− 2|1.5) , i = 0, . . . , 20,
whih is depited by bullets on Figure 2(b). A loal optimal onguration of x (two neighboring spikes
instead of a single one) is hosen as the initial state in Figure 1(a). The hybrid sampler generates a Markov
hain that typially takes several thousands of iterations (depending on the hosen random generator seed) to
visit the optimal onguration for the rst time. Figure 2 further illustrates that the hybrid sampler tends to
5 10 15 20−0.2
0
0.2
0.4
5 10 15 20−0.2
0
0.2
0.4
(a) Initial onguration. (b) 1000th iteration
5 10 15 20−0.2
0
0.2
0.4
5 10 15 20−0.2
0
0.2
0.4
() 2000th iteration (d) 2415th iteration
Fig. 1. Sampled BG sequenes obtained by the hybrid sampler on a simple example. From a loal optimal onguration hosen
as initial state, the Markov hain spends several hundreds of iterations before visiting the solution, i.e., a unique spike in
position 10 (marked as a bullet).
produe unreliable estimated values. Here, Mendel's well-known BG sequene is adopted as a test signal [2℄.
The same IR is used and the data are orrupted by Gaussian noise with σ2ǫ = 4 × 10−6, orresponding to
a signal-to-noise ratio (SNR) of 12.80 dB. The three estimation results in Figure 2 are obtained from the
same simulated data z, and the same initial states, the only dierene being the seed value of the random
generator. For eah Markov hain, 1000 samples are produed and the last 250 are averaged to ompute the
estimation. Substantial variations exist from one estimated result to another, espeially in the number and
the positions of spikes in Figure 2(a). Atually, it an be heked that eah sequene {q(k)} tends to remain
onstant for many iterations, instead of exploring the state spae eiently. It should be stressed that these
results are typial, i.e., they have not been seleted on purpose.
This phenomenon is basially due to Step 1 of the sampler. More preisely, the orresponding sampled
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50 100 150 200 250 300
−0.2
−0.1
0
0.1
0.2
5 10 15 20
−0.1
−0.05
0
0.05
0.1
0.15
50 100 150 200 250 300
−0.2
−0.1
0
0.1
0.2
5 10 15 20
−0.1
−0.05
0
0.05
0.1
0.15
50 100 150 200 250 300
−0.2
−0.1
0
0.1
0.2
5 10 15 20
−0.1
−0.05
0
0.05
0.1
0.15
(a) estimation of x (b) estimation of h
Fig. 2. Three dierent solutions of the hybrid sampler [7℄, obtained by hanging the random generator seed only. The atual
values are marked as bullets.
hains hardly esape from loal optima of the posterior distribution, beause the onseutive samples are
highly dependent.
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3. Generalized Gibbs on K-tuple variables
This ineieny in MCMC sampling shemes has been already notied by Bourguignon and Carfantan
in [3℄. They propose a solution involving shifts of deteted spikes to adjaent positions. However, suh a
solution is a deterministi proedure aimed at inreasing the posterior probability during the burn-in period
of the Markov hain. Therefore, it does not leave the posterior distribution invariant. In ontrast, our goal
here is to propose a valid sampling step that produes spike shifts.
Let us introdue the set Ω = {0, . . . ,K − 1}, and the notation i + ω = {i +m |m ∈ ω} for all ω ⊂ Ω.
For any vetor v, let us denote vω the subvetor formed by the entries vm, m ∈ ω, and v−ω the subvetor
formed by the remaining entries. Similarly, for any matrix V , we introdue the submatries Vω and V−ω
formed by olumns of V , indexed by ω in the rst ase, and gathering the remaining olumns in the seond
ase.
The priniple of the grouped Gibbs sampler to K-tuple variables onsists in updating vetor yi+Ω for eah
i = 1, . . . ,M −K + 1 instead of the salar updates of Step 1 in Table 1. In partiular, let us remark that
suh a joint update strategy allows a permutation of the Bernoulli vetor qi+Ω (from a onguration (0, 1)
to (1, 0) in the ase of K = 2) within one iteration.
The resulting sampling sheme is given in Table 4. The notation of q
(k+1/2)
i+Ω (and that of x
(k+1/2)
i+Ω ) denotes
the fat that y(k+1) is latter re-sampled in step 2(a). Compared to the hybrid version of the original Gibbs
sampler of Table 1, only Step 1 has been modied. It is lear that in the ase of K = 1, we are driven bak
to the hybrid sampler.
Table 4
Grouped Gibbs sampler updating K-tuple variables
1©For eah i = 1 . . . ,M −K + 1,
(a) draw q
(k+1/2)
i+Ω |y(k)−(i+Ω),h(k), σ(k)ǫ , λ(k), z
(b) draw x
(k+1/2)
i+Ω |y(k)−(i+Ω), q(k+1/2)i+Ω ,h(k), σ(k)ǫ , z
2© (a) draw y(k+1) aording to Table 3
(b) draw h(k+1) |y(k+1), σ(k)
h
, σ
(k)
ǫ , z
3© draw σ(k+1)ǫ |x(k+1),h(k+1), z
4© draw λ(k+1) | q(k+1)
5© draw σ(k+1)h |h(k+1)
It should be noted that the omplexity of the K-tuple sampler inreases rapidly (indeed, exponentially)
with K, while larger values of K are expeted to allow a more eient exploration of the state spae.
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The latter fat is illustrated by Table 5, whih reports the number of iterations needed to visit the exat
onguration of q for the rst time, for dierent values of K and of the random generator seed. For K = 1,
the required number of iterations varies in large amounts. Typially, several thousands of iterations are
required. In ontrast, the exat onguration of q is visited after a few tens of iterations for K = 2. For
K = 3 or K = 4, the rst time visit happens immediatly in most ases.
Table 5
Number of iterations for K-tuple samplers to visit the true onguration for the rst time in the example of Figure 1
seed value K = 1 K = 2 K = 3 K = 4
19 2415 21 4 1
29 1558 55 1 1
39 5137 12 1 1
49 7132 37 3 2
In pratie, the question remains to know what is the best trade-o between K = 1 or larger values of
K. In the rst ase, the onvergene is slow in terms of iteration number, but the omputing time for eah
iteration is relatively low. By inreasing values of K, the omputing time per iteration inreases rapidly,
while the iteration number dereases. Finding the best trade-o on a purely theoretial and general basis
is probably hopeless. More modestly, we examine this question in Setion 5 on the sole basis of Mendel's
example of Figure 2. However, a prerequisite is to rely on an optimized implementation of the K-tuple
algorithm. This is the goal of the next subsetion.
3.1. Numerial implementation
Steps 2 to 5 being idential to those of the hybrid sampler, only the algorithmi implementation of the
Step 1 is detailed in Table 6. In the K-tuple sampler, Step 1 draws (qi+Ω,xi+Ω) aording to their joint
onditional law:
P (qi+Ω,xi+Ω | rest) ∝ P (z |xi+Ω,x−(i+Ω),h, σ2ǫ )P (xi+Ω | qi+Ω, σ2x)P (qi+Ω |λ)
∝ exp
{
− 1
2σ2ǫ
‖eK,i −Hi+Ωxi+Ω‖2
}
g(xi+Ω;σ
2
xdiag(qi+Ω))
(
λ
1− λ
)1tqi+Ω
(6)
where eK,i = z −H−(i+Ω)x−(i+Ω), so that eK,i is a funtion of (x−(i+Ω),h, z) but not of xi+Ω.
Let ω ⊂ Ω be suh that qi+ω gathers the nonzero entries of qi+Ω, so that 1tqi+Ω = #ω. From (6), it is
straightforward to dedue that Step 1(b) amounts to draw a Gaussian law dened by xi+Ω\ω = 0 and, if
ω 6= ∅, xi+ω ∼ N (mi+ω,Ri+ω), where
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R
−1
i+ω = σ
−2
ǫ H
t
i+ωHi+ω + σ
−2
x I#ω, (7)
mi+ω = σ
−2
ǫ Ri+ωH
t
i+ωeK,i. (8)
By integration of (6) with respet to xi+Ω, it is then possible to express the marginal onditional law of
qi+Ω, along whih the latter vetor must be sampled aording to Step 1(a):
P (qi+ω = 1, qi+Ω\ω = 0) =
pi+ω∑
ω′ pi+ω′
where
pi+ω = σ
−(#ω)
x |Ri+ω|1/2 exp
{
1
2
mti+ωR
−1
i+ωmi+ω
}(
λ
1− λ
)#ω
(9)
Compared to a diret implementation using (7)-(9), several soures of omputational saving an be found.
The main one exploits the fat that both H and H
t
H are Toeplitz matrix in the zero boundary ase of
nite onvolution. As a onsequene, neither Hi+ω, nor H
t
i+ωHi+ω, nor Ri+ω depend on the position i. A
shorter notation where i+ω is replaed by ω will thus be adopted. More importantly, it beomes possible to
preompute and store R
−1
ω and |Rω| for all values of ω. An even more eient sheme manipulates Cholesky
fators as detailed in Table 6, suh that U
t
ωUω = Sω, Uω being an upper-triangular matrix.
Table 6
Implementation of K-tuple sampling, Step 1(a),(b) in Table 4.
for all nonempty ω ⊂ Ω = {0, . . . ,K − 1} do
Lω ← #ω
Sω ← σ−2ǫ HtωHω + σ−2x eye(Lω) % = R−1ω
Uω ← hol(Sω) % osts O(L2ω) sine R−1ω is Toeplitz
αω ← |Uω |−1 % = |Rω|1/2
end for
for i = 1 to M −K + 1 do
eK,i ← z −H−(i+Ω)x−(i+Ω)
for all nonempty ω ⊂ Ω = {0, . . . ,K − 1} do
cω ← Utω\HtωeK,i/σ2ǫ
pi+ω ← σ−Lωx αω exp(‖cω‖2 /2)(1/λ− 1)−Lω
end for
pi+∅ ← 1
% Step 1(a)
sample qi+Ω aording to (9)
% Step 1(b): xi+ω ∼ N (mω ,Rω)
xi+ω ← Uω\(cω + randn(Lω, 1))
xi+Ω\ω ← 0
end for
Using an implementation of Table 6, the iteration numbers of Table 5 an be onverted in omputer time.
This onrms that despite the larger time taken per iteration, the K-tuple sampler may be faster for K > 1
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than for K = 1. However, beause of the exponentially inreasing ost per iteration as a funtion of K, the
best trade-o annot be reahed for large values of K. Here and after, we have limited our study to values of
K not larger than 4. Some ritial results of the deonvolution problem of the Mendel's sequene in Fig. 2
are reported in Tab. 7: inluding the overall omputational osts using 4 samplers in the K-tuple family and
the orresponding number of iterations until onvergene. More omplete simulation results are provided in
Setion 5.
Table 7
Convergene rate of the K-tuple (K = 1, . . . , 4) Gibbs sheme for the example in Fig. 2 measured in iteration numbers and
time in seonds. Iteration numbers are noted in eah ase, e.g. 4600 for the simple hybrid sampler and 900 for the 2-tuple , et.
K = 1K = 2K = 3K = 4
Number of iterations 4600 900 700 600
Computation time (s) 915 202 285 452
4. Partially marginal Gibbs sampler
Here, another sampling sheme is proposed and studied, that indiretly takles the same ineieny by
marginalizing out x in the step that samples q.
4.1. Partial marginalization of x
In priniple, one alternative to the approah in Eq. (4) ould be to generate a Markov hain on Θ˜ =
(q,h, σ2ǫ , σ
2
h, λ) marginalizing x, and then build the estimates in two steps: (1) the marginal maximum
a posteriori estimate on eah binary parameter qi and the posterior mean estimate on the ontinuous
parameters Θ˜ \ q, (2) the posterior mean estimate of x onditional on (Θ˜, z), that is a linear estimation
problem. Furthermore, a Gibbs sampler with target distribution P (Θ˜ | z) is likely to be more eient than
the hybrid sampler, partiularly with respet to the sampling of q. Theoretial foundations are available
in [13℄ and [5, Chapter 6.7℄ regarding the onvergene rate of the so alled ollapsed Gibbs sampler, with the
marginalized equilibrium distribution P (Θ˜ | z) = ∫ P (Θ | z)dx. Aording to [5, Chapter 6.7℄, the ollapsed
Gibbs sampler produes a substantial gain in terms of onvergene rate if the marginalized parameters form
highly dependent pairs with other parameters of the Markov hain (see also [14℄ and referenes therein).
This is exatly the ase of the pair {x, q} in the spike train deonvolution problem. Park et al. [15℄ also
illustrates through three examples that suh a sampler must be implemented with are to be sure that the
desired stationary distribution is preserved.
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However, marginalizing x from the posterior distribution by P (Θ˜ | z) = ∫ P (Θ | z)dx leads to pratial
diulties. Tehnially, the marginalization of x is only feasible on onditional laws of (q, λ, σ2h). On the on-
trary, the onditional sampling of h beomes extremely diult if x is integrated out, sine P (h | q, σ2h, σ2ǫ , z)
is a multivariate, non Gaussian law with a omplex struture. The same observation is made on the sampling
of σ2ǫ if x is marginalized out. Instead of a plain ollapsed Gibbs sampler on Θ˜, the sampling sheme in
Table 8 is proposed to irumvent the diret onditional sampling of h and σ2ǫ . Compared with the hybrid
sampler, the main dierene appears in Step 1, where x has been analytially integrated out. Subsetion 4.2
provides an eient way to implement Step 1.
Table 8
The proposed partially marginal sampler.
1© (a) for eah i = 1 . . . ,M ,
draw q
(k+1/2)
i | q(k+1/2)1:i−1 , q(k)i+1:M ,h(k), σ(k)ǫ , λ(k), z
(b) draw x(k+1/2) | q(k+1/2),h(k), σ(k)ǫ , z
2© (a) draw y(k+1) aording to Table 3
(b) draw h(k+1) |x(k+1), σ(k)h , σ(k)ǫ , z
3© draw σ(k+1)ǫ |x(k+1),h(k+1), z
4© draw λ(k+1) | q(k+1)
5© draw σ(k+1)h |h(k+1)
We give here a mathematial justiation that the proposed partially marginal sampler identies with a
Gibbs sampler of the joint posterior law (Eq. (5), that inludes x), for a partiular sanning sheme. The
tehniques are similar to those denoted as marginalization and trimming in [15℄.
Let (q1,x), (q2,x), . . . , (qM ,x),h, σ
2
ǫ , λ, σ
2
h be the sanning sequene of the Gibbs sampler. For the sam-
pling of ouples (qi,x), a two-stage proedure is onsidered by applying the Bayes rule P (x, qi |Θ\{x, qi}, z) =
P (qi |Θ \ {x, qi}, z)P (x |Θ \ x, z):
 draw qi aording to P (qi | q1:i−1, qi+1:M ,h, σ2ǫ , λ, z);
 draw x aording to P (x | q,h, σ2ǫ , λ, z).
The seond stage is therefore repeated M times within eah iteration of the sampler, while all but the
last one are useless sine the orrespondingly sampled values of x do not enter any subsequent operation.
The M − 1 orresponding sampling operations an thus be skipped and the resulting sequene of operations
oinides exatly with the partially marginal sampler of Table 8. Another mathematial proof is given in [10℄
by onsidering Table 8 as a ollapsed Gibbs sampler with target distribution P (Θ˜ | z) and then heking the
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invariant ondition of the related Markov hain.
In the same onditions than that of Table 5, the partially marginal sampler takes about 20 iterations.
Figure 3 illustrates the way it esapes from a loal optimal onguration within an aeptable number of
iterations in the example of Figure 1. The true onguration is reahed after 20 iterations. Moreover, it is
observed from the ongurations obtained at the 18th and 19th iterations that our sheme is able to radially
modify x in one single step, a harateristi diretly related to the marginalization of x in Step 1(a) of the
sampler.
5 10 15 20−0.2
0
0.2
0.4
5 10 15 20−0.2
0
0.2
0.4
(a) 1st iteration (b) 18th iteration
5 10 15 20−0.2
0
0.2
0.4
5 10 15 20−0.2
0
0.2
0.4
() 19th iteration (d) 20th iteration
Fig. 3. Sampled BG sequenes obtained by our partially marginal sheme in the example of Figure 1. The Markov hain esapes
rapidly the initial onguration neighborhood.
4.2. Marginal posterior distribution
In this subsetion, a numerial implementation of Step 1 of Table 8 is proposed, inspiring from the
reursive method in [4℄ to evaluate P (qi = 0, 1|Θ˜\qi; z) sequentially. While the latter is based on the storage
and update of an L × L (L = ∑i qi) matrix, we introdue an even less burdensome strategy by handling
the Cholesky fator matrix. The issue of the omplexity per iteration is dealt here, whereas the overall
omputational osts are ompared in Setion 5 using simulation tests.
First, the onditional posterior distribution of qi takes the following form, as detailed in [4℄:
P (qi|Θ˜ \ qi; z) ∝ |B|−1/2 exp
(
−1
2
ztB−1z
)(
λ
1− λ
)qi
∝ exp (−f(qi)/2)
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where
B = Hdiag(q)Ht + σ2ǫ IN , (10)
f(qi) = z
t
B
−1z + log |B|+ 2qi log(1/λ− 1). (11)
After normalization, the marginal probability of qi reads:
P (qi | Θ˜ \ qi, z) = (1 + exp (−(f(1− qi)− f(qi))/2))−1 ,
whih redues to the evaluation of f(1− qi)− f(qi), using the following steps [4℄:
τi = δi + σ
−2
ǫ h
t
iB˜
−1
0 hi (12)
B˜
−1
i = B˜
−1
0 − σ−2ǫ B˜−10 hiτ−1i htiB˜−10 (13)
|B˜−1i | = |B˜−10 |δiτi (14)
with B˜ = B/σ2ǫ . δi = ±1 depends on whether 1 is added or removed at qi and B˜i and B˜0 dier only at qi.
Let us note that B˜0, B˜i > 0, so that it an be dedued from (14) that τi has the same sign as δi.
Further simpliations are also introdued in [4℄ by exploiting the sparse nature of B˜ and applying the
matrix inversion lemma. Notiing that the rank of Hdiag(q)Ht is only L, B˜ takes the alternate form B˜ =
σ−2ǫ GG
t + I, where G = HD is full rank, and D made of the nonzero olumns of diag(q). By applying the
matrix inversion lemma, we have
B˜
−1 = I− σ−2ǫ GC−1Gt (15)
where C = σ−2ǫ G
t
G+I is a L×Lmatrix. Therefore, C−1 (L×L) an be stored and updated instead of B˜−1
(N ×N). In the ase of adding a spike at qi, the formula for the update of C−1i up to a matrix permutation
operation is the following:
b = −σ−2ǫ τ−1i C−10 Gt0hi (16)
C
−1
i =


C
−1
0 + bτib
t b
bt τ−1i

 (17)
The ase of removing a spike is straightforward sine we have the following:
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C
−1
0 =


C
−1
i + bτib
t b
bt τ−1i

 (18)
Notie that in the ase of spike removal, b and τi are extrated from C
−1
0 rather than alulated as in
Eq. (16). These operations are invariant up to a matrix permutation in ases of adding/removing a spike at
an arbitrary loation.
Finally, we propose to further redue the omputation and memory load, by updating and storing the
Cholesky fator F of C
−1
(F
t
F = C−1 for an upper-triangular matrix F). It is derived from Equations (13)
and (15) that:
τi = δi + σ
−2
ǫ ‖hi‖2 − σ−4ǫ ‖F0Gt0hi‖2,
ztB˜−10 hi = z
thi − σ−2ǫ (F0Gt0z)t(F0Gt0hi)
and from Eq. (11) and (13) that:
f(1− qi)− f(qi) = log(δiτi)− σ−4ǫ τ−1i (ztB˜−10 hi)2 + 2δi log
(
1
λ
− 1
)
(19)
Two extra advantages of the Cholesky deomposition are:
 sine the onditional law in Step 1(b) reads
(x | Θ˜, z) ∼ N (σ−2ǫ C−1Gt0z,C−1), (20)
sampling x osts O(L2) using F (See Table 9);
 the inremental update of F also osts O(L2) using a rank-1 Cholesky update method. The examples
of adding and removing a spike at the last loation is given in the following for notational simpliity.
It is however detailed in the appendix that unlike adding a spike at at an arbitrary loation, the ase
of removing a spike at an arbitrary loation requires two operations of Cholesky rank-1 update.
For adding a spike at the last loation, τi > 0 and equation (17) also reads:
C
−1
i =


F
t
0 0
0
t 0




F0 0
0
t 0

+


bτ
1/2
i
τ
−1/2
i




bτ
1/2
i
τ
−1/2
i


t
(21)
In the ase of removing a spike at the last loation, from Eq. (18) and the denition of Cholesky deompo-
sition, we have:
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F
t
0F0 =


F
t
iFi + bτib
t b
bt τ−1i

 (22)
F0 =


S0 a
0
t m

 (23)
where S0 is also an upper triangular matrix. It is then diretly dedued that:
S
t
0a = b (24)
ata+m2 = τ−1i (25)
S
t
0S0 = F
t
iFi + bτib
t
(26)
Let holupdate(A,d,′±′) be the method that updates in O(L2) the Cholesky fator of AtA± ddt, where
A is already an upper triangular matrix. Then, Fi = holupdate(S0, bτ
1/2
i ,
′−′).
5. Simulation results
5.1. Convergene diagnosti
In order to ompare empirially the onvergene speed of the dierent samplers, we have resorted to
Brooks and Gelman's iterated graphial method to assess onvergene [12℄. This diagnosti method is based
upon the ovariane estimation of m independent Markov hains {Φjt, j = 1, . . . ,m; t = 1, . . . , n} of equal
length n. Let Φj. (respetively, Φ..) denote the loal (respetively, global) mean of the hains. The intra-hain
and inter-hain varianes are dened as ovariane matrix averages:
V
intra
=
1
m(n− 1)
m∑
j=1
n∑
t=1
(Φjt − Φj.)(Φjt − Φj.)t
V
inter
=
1
m− 1
m∑
j=1
(Φj. − Φ..)(Φj. − Φ..)t
that haraterize the onvergene behavior. Brooks and Gelman [12℄ proposed to evaluate the multivariate
potential sale redution fator (MPSRF):
MPSRF =
n− 1
n
+
m+ 1
m
λ(V−1
intra
V
inter
)
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Table 9
Step 1 of the partially marginal sampling sheme. The update of F is given here up to a matrix permutation.
Initialize F and G
% Step 1(a): sequential sampling of qi
for i = 1 to M do
δi ← (−1)qi
τi ← δi + σ−2ǫ ‖h‖2 − σ−4ǫ ‖FGthi‖2
φ← zthi − σ−2ǫ (FGtz)t(FGthi) % φ = ztBh
∆f ← log(δiτi)− σ−4ǫ τ−1i φ2 + 2δi log (1/λ− 1) % see Eq.(19)
sample u ∼ U([0, 1]) % Uniform distribution in [0, 1]
if u > (1 + exp(−∆f/2))−1 then
qi ← qi + δi % qi + δi is aepted
if δi = 1 then
b← −σ−2ǫ τ−1i FtFGthi % see Eq. (16)
F← holupdate([F 0;0t 0], [bτ1/2i ; τ−1/2i ],′+′) % see Eq.(21)
else % the ase of δi = −1 removing a spike, see appendix for detail
L← sum(q)
b← FtF(:, i),v ← b−i, τ−1 ← bi
if i < L then % other than the last loation, an extra update needed
e← F(i, 1 + i : L)t
F(1 + i : L, 1 + i : L)← holupdate(F(1 + i : L, 1 + i : L), e,′+′) % O((L − i)2)
end if
F(i, :)← [],F(:, i)← [] % Eliminate the ith row and olumn
F← holupdate(F, τ1/2v,′−′) % O(L2)
end if
G← H(: , find(q))
end if % No hange of (qi,F) otherwise
end for
% Step 1(b): sampling of x
x← 0
L← sum(q)
x(find(q))← Ft (σ−2ǫ FGtz + randn(L, 1)) % see Eq. (20)
where λ(·) returns the largest eigenvalue of the ovariane matrix. Convergene is diagnosed when MPSRF is
lose to one (e.g., MPSRF < 1.2 as proposed in [12℄). In order to get a graphial evolution of the onvergene,
eah hain is divided into bathes of b samples, and the MPSRF is alulated upon the seond halves of the
Markov hains {Φjt}, t = 1, . . . , kb of inreasing lengths kb, while the rst halves are regarded as a burn-in
period. From an empirial basis, it is also advised to selet b ≈ n/20 in [12℄.
5.2. Simulation tests
A test senario is designed here to ompare the generalized K-tuple Gibbs sampler (inluding the lassial
hybrid sampler in the ase K = 1) of Setion 3 and the partially marginal sampler of Setion 4, in terms
of robustness with respet to dierent random initial onditions. Time-shift and sale ambiguities are taken
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into aount in all the methods, as desribed in Setion 2.2. Let us reexamine the example of the benhmark
sequene (Mendel's sequene, for whih M = 300 and λ = 0.1.) in Figure 2. To onentrate on the onver-
gene quality of the Bernoulli sequene, we evaluate the MPSRF evolutions of {q(k)} for ten independent
Markov hains, i.e., m = 10. Figure 4 is ompares the onvergene rate of K-tuple samplers for dierent
values of K: while MPSRF falls under 1.2 after 515 seonds of simulation for the lassial hybrid sampler
(K = 1), this threshold is reahed after about 285 seonds for the 3-tuple sampler and in less than 202
seonds for the 2-tuple sampler. It is interesting to observe that both the 3 and 4-tuple sampler have a more
stable onvergene behavior in the onvergene zone while the hybrid sampler presents the most osillating
MPSRF values. These results onrm the disussion in Setion 3: augmenting K improves the onvergene
quality in terms of iteration numbers while in the meantime inreases the omputational load per iteration.
The overall performane relies on the trade-o between the two riteria. Thus, the best ompromise in the
K-tuple sampler series is reahed for K = 2 in the given example.
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⋄ K-tuple sampler, K = 1 (i.e., hybrid sampler)
+ K-tuple sampler, K = 2
◦ K-tuple sampler, K = 3
∗ K-tuple sampler, K = 4
time in seonds (in log-s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Fig. 4. Evolution of MPSRF for the K-tuple sampler family (K = 1, 2, 3) in the ase of Mendel's sequene (SNR = 12.80 dB).
Next we ompare the onvergene diagnosti results on the 2-tuple sampler and the partially marginal
sampler. Eah MPSRF in Figure 5 is evaluated for every b = 100 iterations. Altogether 300 iterations
(116 seonds of simulation) are required for the partially marginalized sampler to reah onvergene, not to
mention the overall lower level of MPSRF in the onvergene zone ompared with the 2-tuple sampler. Thus
the partially marginalized sampler takes fewer iterations and less time to onverge than the best seleted
K-tuple sampler in Figure 4. We also point out that the asymptoti omplexity per iteration of the partially
marginal sampler is lower than that of the 2-tuple sampler in the given simulation example, though the
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ontrary is observed for the rst 100 samples (orresponding to the heating period) in whih the number of
deteted spikes L is relatively important.
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Fig. 5. Evolution of MPSRF for the partially marginal sampler and the 2-tuple sampler in the ase of Mendel's sequene.
MPSRF has been omputed every 100 samples for both methods.
To further illustrate its robustness, deonvolution results obtained by the partially marginal sampler are
shown in Figure 6 under idential initial onditions as in Figure 2. Only one of the results is reported, as
they are undistinguishable from eah other (perfetly onsistent estimations). And this is true for all the
samplers one their MPSRF values drop below the 1.2 threshold.
50 100 150 200 250 300
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−0.05
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estimation of x estimation of h
Fig. 6. Estimation result using the proposed sampler, under the same onditions as in Figure 2. The 10 independent Markov
hains yield undistinguishable estimates.
In the given example of the Mendel's sequene (for whih M = 300), the partially marginal sampler
ahieves a better ompromise between the two riteria [5℄ than the most performant sampler in the gen-
eralized K-tuple family: the time required to reah onvergene is redued by half. However, the partially
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marginal sampler do not neessarily outperform the K-tuple sampler in dealing with longer datasets. Notie
that the omputational omplexity for a Cholesky update operation in the latter ase is O(L2) (L =∑ qi ≈
λM , the number of deteted spikes), thus proportional to the data length of the BG sequene, whereas the
omplexity per iteration of the K-tuple sampler is non-inreasing with respet to the number of deteted
spikes L. To illustrate the disadvantage of the partially marginal sampler, it is neessary to test on simula-
tion examples of longer observation data z while xing the Bernoulli parameter λ. Figure 7 ompares the
omplexity per iteration as a funtion of BG sequene length M for the two algorithms. The 2-tuple sampler
potentially outperforms the partially marginal sampler due to its linear growth of omplexity per iteration
with respet to M . Figure 8 resumes the onvergene time for all the 5 samplers (K = 1, . . . , 4 in solide
lines and the partially marginalised sampler in dashed line) on simulation data whose lengths vary from 100
to 1600 and λ = 10%. While the partially marginal sampler outperforms all the rest algorithms in areas
of shorter data length (M < 800), its quadrati omputation ost per iteration as shown in Fig. 7 yields
the ontrary in appliations with longer data lengths. We also note that for the given bernoulli parameter
λ = 10%, the hybrid sampler is never a good hoie inside the K-tuple family regardless of the data length.
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Fig. 7. Computation ost per iteration omparison between the 2-tuple Gibbs sampler and the partially marginal sampler. The
two methods are tested on the same simulated observation data z, for whih the length of the spike train ranges from 100 to
3000 and the Bernoulli parameter λ is xed to 10%. Polynomial interpolations (of degree 1 and 2 respetively) are traed to
show the quasi-linear and -quadrati evolution of omplexity per iteration with respet to the spike train length M .
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Fig. 8. Convergene time omparison for the 5 samplers applied on spike trains of inreasing length.
6. Conlusion
This paper proposes two distint methods in dealing with the identied ineieny onerning the
Bernoulli label q sampling in the BG deonvolution problem. Detailed algorithms are given for both methods
as well as their performane on simulation tests. It is shown that both methods are mathematially valid
MCMC sampling shemes and both ahieve better onvergene properties in omparison to the hybrid sam-
pler, the latter is based on Cheng et al.'s Gibbs sheme with time-shift ompensations and sale re-sampling.
Both proposed methods demonstrate better trade-o for the onvergene rate by reduing drastially the
iteration steps needed to onverge. On the simulation test of Mendel's sequene, the partially marginal sam-
pler is shown to out-perform the whole lass of K-tuple samplers, among whih the optimized parameter is
found at K = 2. This is however due to the relatively small size of the simulation problem and the ontrary
is observed by simply augmenting the simulated data length.
We onlude with some extensions of the proposed tehniques. By ombining the idea of a K-tuple joint
sampling and that of partial marginalization of x, i.e., updating qi+Ω | q−(i+Ω),h, σǫ, λ in Step 1 of Table 8,
one might further redue the number of iterations neessary to esape from loal optima at the ost of higher
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omputation load per iteration. Suh a solution should be adopted when the deonvolution problem presents
more diulties, haraterized by either low SNR, band-limited IR and/or less sparse spike trains.
APPENDIX To update the Cholesky fator R on removing a spike at the loation i suh that KtK =
R
t
R− vvt, we speify :
R =


A b C
0 δ et
0 0 F


,K =


G 0 H
0 0 0
0 0 J


, (A-1)


v =
√
τRt ·R(:, j)
τ−1 = btb+ δ2
(A-2)
where {A,F,G,J} are upper-triangular matries and δ = Ri,i the ith diagonal value of R. (K−i,−i) is
therefor the updated Cholesky fator.
A most evident solution onsists an operation K = Cholupdate(R,v,′−′) followed by an extration to
get the updated Cholesky fator (of lowered dimension) :

G H
0 J

 ,
whih however systematially fails due to the fat that K
t
K is no longer denite positive. In fat, one
neessary ondition [16℄ for a suessful rank-1 downdate operation (update by subtrating vvt) is that
ρ2 = 1− ptp > 0 for whih p is dened by
R
tp = v. (A-3)
Without inverting R
t
, it an be dedued from (A-2) that p =
√
τR(:, j) and thus ρ2 = 0. The algorithm of
Cholupdate by a series of Givens rotation should break down aording to [16℄.
The problem of non-denite positiveness is avoided by a strategy that rst lower the dimension and then
perform the Cholupdate algorithm. From (A-1), we obtain:
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R
t
R =


A
t
A A
tb AtC
btA τ−1 btC+ δet
C
t
A C
tb+ δe CtC+ eet + FtF


=


G
t
G 0 GtH
0 0 0
H
t
G 0 HtH+ JtJ


+ vvt
The submatries on both sides by eliminating the ith row and olumn yields :

A
t
A A
t
C
C
t
A C
t
C+ eet + FtF

 =


G
t
G G
t
H
H
t
G H
t
H+ JtJ

+ v−ivt−i
for whih v−i denotes v without the ith omponent. The following relation is key to the algorithm that we
propose : 

A C
0 F


t 

A C
0 F

+


0
e




0
e


t
=


G H
0 J


t 

G H
0 J

+ v−ivt−i (A-4)
The two steps that leads to a spike removing update are :
(i) an update on F (of redued dimension):
M = Cholupdate(F, e,′+′);
(ii) a downdate that keeps the positiveness of the produt matrix and will not fail:

G H
0 J

 = Cholupdate(


A C
0 M

 ,v−i,′−′).
it an be proven that ρ2 = 1− ptp is stritly positive in this ase.
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