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WHEN IS THE UNDERLYING SPACE OF AN ORBIFOLD A
MANIFOLD?
CHRISTIAN LANGE
Abstract. We classify orthogonal actions of finite groups on Euclidean vector spaces for
which the corresponding quotient space is a topological, homological or Lipschitz mani-
fold, possibly with boundary. In particular, our results answer the question of when the
underlying space of an orbifold is a manifold.
1. Introduction
The quotient of a finite-dimensional Euclidean vector space by a finite linear group action
inherits different structures from the initial space, e.g. a topology, a metric and a piecewise
linear structure. The question when such a quotient is a manifold has been asked in several
ways [Mik85, Dun94, Swa02, Pet12, Dav11]. Most notably, it was studied by Mikhaîlova
in the 70s and 80s. It led her to the investigation of finite groups generated by rotations,
i.e. by orthogonal transformations whose fixed-point subspace has codimension two. We
call such a group a rotation group. Examples of rotation groups are orientation preserving
subgroups of real reflection groups, and complex reflection groups considered as real groups.
Large subclasses of rotation groups were classified in a series of papers by Mikhaîlova [Mae76,
Mik78, Mik82]. In most of these cases she verified in [Mik85] that the corresponding quotient
is homeomorphic to the initial Euclidean space. In fact, she claimed to have proven an “if
and only if” statement. However, apart from the fact that some rotation groups are not
considered in [Mik85] (cf. [Lan16]), there is a counterexample in the topological category.
The binary icosahedral group admits a faithful realization P < SO4 and the quotient S3/P
is Poincaré’s homology sphere. We call a subgroup of the orthogonal group On conjugate
to P < SO4 ⊂ On a Poincaré group. It follows from Cannon’s double suspension theorem
[Can79] that R4/P ×R2 is homeomorphic to R6 (see Lemma 2.7), although the action of P
on S3 is free and thus not generated by rotations. Without being aware of Mikhaîlova’s work,
Davis conjectured in [Dav11] that, apart from the above mentioned examples, a Poincaré
group is the only exceptional group with a quotient space homeomorphic to a Euclidean
space.
In [LM16] new examples of rotation groups are described and a classification result is
proven based on the earlier work of Mikhaîlova and others. In fact, in [LM16] finite groups
generated by reflections and rotations are classified. Partly using this classification, the
author proves in [Lan16] that the quotient of Rn by a finite subgroup G of On is a piecewise
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2 CHRISTIAN LANGE
linear manifold with boundary if and only if G is a reflection-rotation group, i.e. it is
generated by reflections and rotations. In this paper we show that Davis’s conjecture holds
true if one allows for general rotation groups. Moreover, we generalize the result as to include
manifolds with boundary. More precisely, we prove the following statement.
Theorem A. Let G < On be a finite subgroup. The quotient space Rn/G with the quotient
topology is a topological manifold with boundary if and only if G splits as a product
G = Grr × P1 × · · · × Pk
of a reflection-rotation group Grr < O(Vrr) and Poincaré groups Pi < SO(Vi), i = 1, . . . , k,
that act in pairwise orthogonal spaces Rn = Vrr ⊕ V1 ⊕ · · · ⊕ Vk with the following additional
condition in the case n ≤ 5: We must have k = 0 if n ≤ 4, or if Grr contains a reflection.
In this case Rn/G is either homeomorphic to R≥0 × Rn−1 and G contains a reflection, or
Rn/G is homeomorphic to Rn and G does not contain reflections.
In particular, the underlying space of an orbifold is a topological manifold if and only if
all local groups (see Section 2.1) have this special form, answering a question published by
Davis [Dav11, p. 9].
The if direction of Theorem A is a corollary of the double suspension theorem (see Theorem
2.6), the generalized Poincaré conjecture and the result of [Lan16] (see Section 4). This paper
is mainly concerned with the proof of the only if statement. Roughly speaking, this proof is
divided into four steps. The case of manifolds without boundary is treated in the first three
steps. The general case is treated in the last step.
In the first step we observe that, if Rn/G is a topological manifold for a finite subgroup
G < On, then strata of Rn/G that are not contained in the closure of any higher dimensional
singular stratum either have codimension two or codimension four, and the corresponding
local (isotropy) groups are either cyclic groups or Poincaré groups (see Section 4.1). A key
ingredient in this step is a theorem by Zassenhaus that characterizes representations of finite
groups with certain properties related to the local homology groups of the corresponding
quotient space (see Section 3 and Proposition 4.6). In this way we obtain a normal subgroup
N of G generated by rotations and Poincaré groups that later turns out to be sufficiently
large. In the second step we use an elementary observation about spherical triangles and
the specific geometric structure of the 600-cell, i.e. the orbit of one point under the action
of the Poincaré group on S3, to show that the rotation group and all Poincaré groups that
generate N act in pairwise orthogonal spaces (see Section 4.2). In the third step we show
by induction on the dimension that G/N y Sn−1/N is a free action on a space with the
integral homology groups of a sphere. The algebraic information on G/N obtained in this
way suffices to identify G/N as a trivial group (see Section 4.3).
In the fourth step we show that if Rn/G is a topological manifold with boundary, then
G contains a reflection and the double of Rn/G is homeomorphic to the quotient of Rn by
the orientation preserving subgroup of G. This reduces the general case to the case of a
manifold without boundary and an analysis of the action of the reflection. In the proof of
this reduction step we apply general facts about Riemannian orbifolds and their coverings
(see Section 2.1).
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We state the following corollary from the proof of Theorem A since it answers a question
by Petrunin [Pet12] and puts an observation by Dunbar in a broader context, see [Dun94,
Final remarks].
Corollary B. Let G < On be a finite subgroup. The quotient space Sn−1/G with the quotient
topology is homeomorphic to the (n− 1)-sphere Sn−1 if any only if G splits as a product
G = Grot × P1 × · · · × Pk
of a rotation group Grot < O(Vrot) and Poincaré groups Pi < SO(Vi), i = 1, . . . , k, that act
in pairwise orthogonal spaces Rn = Vrot ⊕ V1 ⊕ · · · ⊕ Vk, with k = 0 if n ≤ 5.
The appearance of Poincaré groups in Theorem A involves “wild” homeomorphisms [Can78].
In case of manifolds without boundary it follows from a theorem of Siebenmann and Sulli-
van that this phenomenon cannot occur in the Lipschitz category (see Section 5). From this
statement, the result of [Lan16] and the fourth step in the proof of Theorem A we deduce
the following statement.
Corollary C. Let G < On be a finite subgroup. The quotient space Rn/G with the quotient
metric is a Lipschitz manifold with boundary if and only if G is a reflection-rotation group.
In this case Rn/G is bi-Lipschiz homeomorphic to R≥0×Rn−1 if G contains a reflection, or
Rn/G is bi-Lipschitz homeomorphic to Rn if G does not contain reflections.
In particular, (the underlying metric space of) a Riemannian orbifold is a Lipschitz man-
ifold with boundary if and only if all local groups are reflection-rotation groups.
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2. Preliminaries
2.1. Riemannian orbifolds. For a definition of a smooth orbifold we refer the reader to
e.g. [BH99] or [Dav11]. A Riemannian orbifold can be defined as follows [Lan18].
Definition 2.1. A Riemannian orbifold of dimension n is a metric length space O such
that for each point x ∈ O there exists an open neighborhood U of x in O and a Riemannian
manifold M of dimension n together with a finite group G acting by isometries on M such
that U and M/G are isometric.
Recall that a length space is a metric space in which the distance between any pair of
points can be realized as the infimum of the lengths of all rectifiable curves connecting these
points [BBI01]. Here M/G is endowed with the quotient metric, i.e. the distance between
two points of M/G is defined as the distance between the respective orbits in M . Behind
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the above definition lies the fact that an isometric action of a finite group on a simply
connected Riemannian manifold can be recovered from the corresponding metric quotient
[Swa02, Lan18]. In particular, every Riemannian orbifold admits a canonical smooth orbifold
structure and a compatible Riemannian structure that in turn induces the metric structure
[Lan18]. Conversely, every paracompact smooth orbifold admits a compatible Riemannian
structure that turns it into a Riemannian orbifolds [BH99, Ch. III.1].
For a point x on a Riemannian orbifold, the linearized isotropy group of a preimage of
x in a Riemannian manifold chart is uniquely determined up to conjugation. Its conjugacy
class in On is denoted as Gx and it is called the local group of O at x. The local group Gx
of a point x ∈ O determines the topology and geometry of O in a neighborhood of x via the
exponential map in the following way (see e.g. [Lan16b, Lem. 100]).
Lemma 2.2. For an n-dimensional Riemannian orbifold O and a point x ∈ O there exists
a neighborhood of x in O that is locally bi-Lipschitz homeomorphic to Rn/Gx.
Suppose that O is a global quotient of a manifold M by a smooth action of a finite group
G. Then the images of the sets
M(H) = {x ∈M |Gx is conjugate to H in G}
under the natural projection M → O, where H < G is a subgroup, define a stratification of
M by manifolds [Dav11, Prop. 1.12]. The stratum corresponding to the trivial subgroup is
called regular. All other strata are called singular.
For a general Riemannian orbifold O there exists a rougher stratification by manifolds
where the codimension i stratum Σi = ΣiO consists of all points x ∈ O with codimFix(Gx) =
i. In accordance with the terminology above, points in Σ0O are called regular whereas all
other points are called singular.
The remaining discussion is only relevant for the proof of Theorem A in case of manifolds
with boundary (see Section 4.4). In this case we are concerned with the closure of the
codimension 1 stratum of a Riemannian orbifolds O, which can be characterized as follows
(see [Lan18, Lem. 2.5]).
Lemma 2.3. A point x ∈ O belongs to the closure of the codimension 1 stratum of O, if
and only if its local group Gx contains a reflection.
We refer to the closure of Σ1O as the boundary of O and denote it as ∂O (since it coincides
with the boundary of O in the sense of Alexandrov geometry by Lemma 2.3, cf. [BGP92]).
The topological double 2∂OO can we endowed with a natural metric, which can be de-
scribed as the unique maximal metric that is majorized by the metrics on the two copies of
O in 2∂OO [BBI01, 3.1.24] (or, alternatively, as a gluing metric [BBI01, 3.1.12, 3.1.27], cf.
[Lan18] and Section 5). With respect to this metric the two copies of O are isometrically
embedded in 2∂OO (cf. [Lan18, Lem. 5.3.]) and 2∂OO is a length space [BBI01, 3.1.24]. We
call 2∂OO the metric double of O.
A covering p : O′ → O of complete Riemannian orbifolds O′ and O of the same dimension
can be defined as a submetry, i.e. a map that maps the closed ball Br(x) onto the closed ball
Br(p(x)) for any x ∈ O′ and any r > 0. Locally such a map is of the formM/H →M/G for
a subgroup H of G as in Definition 2.1 (see [Lan18]). In fact, Thurston’s original definition
is based on this property [Thu79]. The following statement is known and proven in [Lan18].
It will be applied in the proof of Theorem A (see Section 4.4).
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Proposition 2.4. Let O be a Riemannian orbifold with nonempty boundary. Then the
metric double of O along its boundary is a Riemannian orbifold with empty boundary and
the natural projection to O is a covering of Riemannian orbifolds.
2.2. Piecewise linear manifolds and admissible triangulations. A piecewise linear
triangulation of a subset U ⊆ Rn is a simplicial complex K in U whose underlying space is
all of U . Let G < On be a finite subgroup. We say that G acts simplicially on a piecewise
linear triangulation K of Rn if it maps simplices of K linearly onto simplices of K. We
call such a triangulation admissible (for the action of G on Rn), if the action of G on K is
in addition regular in the sense of [Bre72, Ch. III, Def. 1.2], and if K contains the origin
as a vertex. Regularity ensures that the quotient |K|/G is in a natural way a simplicial
complex which we denote by K/G [Bre72]. Regularity can always be assumed by passing
to the second barycentric subdivision. In particular, regularity implies that if some g ∈ G
fixes a point in the interior of a simplex of K, then g fixes this simplex pointwise.
Admissible triangulations always exist [Lan16, Lem. 3.2]. In particular, all quotients
Rn/G and Sn−1/G, G < On finite, that we are working with are homeomorphic to loc-
ally finite, finite-dimensional simplical complexes. Moreover, the simplicial complex K/G
provides the topological quotient Rn/G with a quotient piecewise linear structure [Lan16].
The quotient Rn/G being piecewise linear homeomorphic to a subset U ⊆ Rn means that
there exists a simplicial subdivision of K/G that is simplicially isomorphic to a piecewise
linear triangulation of U ; cf. [Lan16]. The following result is proven in [Lan16].
Theorem 2.5. Let G < On be a finite subgroup. The quotient space Rn/G with the quotient
piecewise linear structure is a piecewise linear manifold if and only if G is a reflection-
rotation group. In this case the quotient space Rn/G is piecewise linear homeomorphic to
R≥0 × Rn−1 and G contains a reflection, or Rn/G is piecewise linear homeomorphic to Rn
and G does not contain reflections. In particular, in these cases Sn−1/G is homeomorphic
to an (n− 1)-ball or an (n− 1)-sphere, respectively.
2.3. Poincaré groups. In the following we identify R4 and C2 with the algebra of qua-
ternions H via
(x1, y1, x2, y2) =̂ (x1 + iy1, x2 + iy2) =̂ x1 + iy1 + jx2 + ky2.
Moreover, we identify the special unitary group SU2 with the unit quaternions in H via(
z1 −z2
z2 z1
)
=
(
x1 + iy1 −x2 + iy2
x2 + iy2 x1 − iy1
)
=̂ x1 + iy1 + jx2 + ky2.
This identification defines an isomorphism of Lie groups. In particular, under these identi-
fications the natural action of SU2 on C2 translates to the action of unit quaternions on H
by left multiplication.
The subspace I = Ri⊕ Rj ⊕ Rk of H of purely imaginary quaternions is invariant under
conjugation by SU2. The map
ψ : SU2 → SO3 = SO(I)
g 7→ ϕ(g) : q 7→ gqg−1
is a twofold covering map of Lie groups. The preimage of the orientation preserving sym-
metry group of a centered icosahedron in R3 under the map ψ is called the binary icosahedral
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group and we denote it by I. It is isomorphic to SL2(5), the special linear group of a 2-
dimensional vector space over the finite field of order five, and a perfect group [Wol84, p. 196],
i.e. it coincides with its commutator subgroup. With a specific choice of coordinates the
binary icosahedral group is given by the union of the 24 Hurwitz units
{±1,±i,±j,±k, 1
2
(±1± i± j ± k)}
together with all 96 unit quaternions obtained from 12(±i±τ−1j±τk) by an even permutation
of coordinates, where τ := (1 +
√
5)/2 is the golden ratio [DuV64].
The natural action of SU2 on C2 =̂ R4 preserves the standard inner product of R4, and
so SU2 embeds into SO4. We refer to the image of the binary icosahedral group in SO4 as
a Poincaré group. In fact, we define a Poincaré group as a subgroup of P < On that is
conjugate in On to the image of the binary icosahedral group in SO4 ⊂ On.
Since I < SU2 acts by left multiplications on SU2 the action of a Poincaré group P < SO4
on the unit sphere S3 ⊂ R4 is free. Hence, the quotient S3/P is a manifold. Moreover, since
P is a perfect group, we have H1(S3/P ;Z) = 0 (cf. Section 3.1). Thus, Poincaré duality and
the universal coefficient theorem imply that S3/P is an (integral) homology sphere, i.e. a
topological manifold with the integral homology groups of a sphere. In fact, it is Poincaré’s
homology sphere [KS77].
2.4. Homology manifolds. The difficulty in proving the if direction of Theorem A com-
pared to the if direction of Theorem 2.5 and Corollary C (see Section 5.1) is that the quotient
Sn−1/G, G < On, does not need to be a topological manifold if Rn/G is so. Now we explain
this in more detail. In the following the symbol “∼=” between two topological spaces indicates
that the spaces are homeomorphic.
The join X∗Y of two topological spacesX and Y is defined as the quotient ofX×Y ×[0, 1]
obtained by collapsing {x}×Y ×{0} to a point for any x ∈ X, and collapsing X×{y}×{1}
to a point for any y ∈ Y (always with respect to the quotient topology). The suspension
ΣX of X can be defined as the join {0, 1} ∗X. The double suspension Σ2X := Σ(Σ(X)) is
homeomorphic to the join S1 ∗X.
The following result bases on work by Edwards and Cannon and was first obtained in full
generality by Cannon [Can79].
Theorem 2.6 (Cannon, Edwards). The double suspension Σ2X of any homology n-sphere
X is a topological (n+ 2)-sphere.
In particular, the double suspension Σ2(S3/P ) of Poincaré’s homology sphere is a to-
pological 5-sphere. However, Σ(S3/P ) ∼= S4/P , P < SO4 < SO5, is not a topological
manifold since complements of the suspension points in small neighborhoods are not simply
connected. The open cone of a topological space X is defined as the quotient CX =
(X × [0,∞))/(X × {0}). The following lemma gives an example of the phenomenon men-
tioned at the beginning of this section.
Lemma 2.7. Let P < SO4 be a Poincaré group. Then there are homeomorphisms R ×
R4/P ∼= C(S4/P ) ∼= R5.
Proof. Recall that the suspension ΣX of a topological space X is homeomorphic to the join
X ∗ S0. Moreover, the open cone CX is homeomorphic to the suspension ΣX with one
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suspension point removed. The lemma is a consequence of the following chain of homeo-
morphisms
R× R4/P ∼= R× (CS3)/P ∼= CS0 × C(S3/P ) ∼= C(S0 ∗ S3/P )
∼= CΣ(S3/P ) ∼= Σ2(S3/P )− {∗} ∼= S5 − {∗} ∼= R5.
Here we have used that (CS3)/P ∼= C(S3/P ), the property C(X1 ∗X2) ∼= CX1 × CX2 of
the join [BH99, Prop. I.5.15] and the double suspension theorem. 
In order to avoid this problem, we work with homology manifolds, instead of topological
manifolds. Homology manifolds are generalizations of topological manifolds and, for in-
stance, arise in the problem of recognizing the latter [Can78]. More precisely, we work with
the following definition like in [Mau96] where integer coefficients are understood.
Definition 2.8. Let X be a connected topological space homeomorphic to a locally finite,
finite-dimensional simplicial complex. Suppose that for all x ∈ X we have Hi(X,X−{x}) ∼=
Hi(B
n, Bn − {p}) for some point p ∈ Bn in the unit-ball in Rn, i.e.
Hi(X,X − {x}) =
{
0 for i 6= n
0 or Z for i = n.
Then we say that X is a homology n-manifold with boundary. The boundary ∂X of X is
defined to be
∂X := {x ∈ X | Hn(X,X − {x}) = 0}.
If the boundary of X is empty, then we call X a homology n-manifold.
Remark 2.9. There are definitions of homology manifolds with weaker assumptions on X
[Wei02, Mit90]. For instance, in [Mit90] the space X is only demanded to be locally compact
and of finite cohomological dimension. Since all spaces we are dealing with are homeomorphic
to finite-dimensional locally-compact simplicial complexes by Section 2.2, these variations
do not make a difference for us.
If the space X in Definition 2.8 is a topological manifold with boundary, then it is also
a homological manifold with boundary. Moreover, its boundary as a topological manifold
coincides with its boundary as a homological manifold.
For a topological space X and a subspace Y ⊂ X we define the double of X along Y to
be
2YX = X × {0, 1}/ ∼ where (y, 0) ∼ (y, 1) for all y ∈ Y.
We simply denote it by 2X if the meaning of the subspace is clear.
Each connected component of the boundary of a homology (n+1)-manifold with boundary
X is a homology n-manifold and closed in X, and the double 2X := 2∂XX is a homology
(n+ 1)-manifold [Mau96, Ch. 5].
An example of a homology manifold which is not a topological manifold is given by the
quotient space R4/P ∼= C(S3/P ), P < SO4 being a Poincaré group. Indeed, it is not a
topological manifold since complements of the coset of the origin in small neighborhoods
are not simply connected, and it is a homology manifold by the following lemma. Its proof
consists of standard computations in algebraic topology using the Künneth formula and long
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exact sequences for pairs (see e.g. [Lan16b, Lem. 101]). Moreover, the lemma shows that
the initially mentioned problem does not occur for homology manifolds.
Lemma 2.10. Let X and Y be topological spaces homeomorphic to locally finite, finite-
dimensional simplicial complexes. Then the following statements hold for integers n ≥ 0.
(i) X and Y are homology manifolds if and only if X × Y is a homology manifold.
(ii) CX is a homology (n + 1)-manifold if and only if X is a compact homology n-
manifold and H∗(X) = H∗(Sn).
(iii) If X is a homology manifold, then X × Y is a homology manifold with boundary, if
and only if Y is a homology manifold with boundary. In this case we have ∂(X×Y ) =
X × ∂Y .
(iv) CX is a homology (n+ 2)-manifold with nonempty boundary, if and only if X is a
compact homology (n+1)-manifold with nonempty boundary and H∗(X) = H∗({∗}),
H∗(∂X) = H∗(Sn). In this case we have ∂(CX) = C(∂X).
3. The singular role of the Poincaré groups
In Section 2.4 we have seen that Poincaré groups occur as examples in our Theorem A.
In this section we explain the algebraic origin of their singular role. Recall from Section
2.3 that a Poincaré group is abstractly isomorphic to the special linear group SL2(5). The
following statement is proven in [Sje73].
Theorem 3.1 (Sjerve). If Mn is a homology sphere which is covered by Sn and if n ≥ 3,
then either pi1(M) ∼= {1}, or n = 3 and pi1(M) ∼= SL2(5).
This theorem generalizes a result by Zassenhaus. Namely, in [Zas35, Zas] (cf. [Wol84])
he proves that the only non-trivial finite perfect group admitting an irreducible complex
fixed-point free representation ρ is SL2(5) and that the degree of ρ is two. A complete proof
of this statement can be found in Wolf’s book [Wol84, Thm. 6.2.1]. These results are pivotal
for our Theorem A. We will also need the following statement which is very much related to
Theorem 3.1.
Proposition 3.2. Let G < On+1 be a finite subgroup and let N/G be a normal subgroup such
that both Rn+1/G and Rn+1/N are homology manifolds and such that the action G/N y
Sn/N is free. Suppose that n ≥ 3. Then G/N is a perfect group. Moreover, either G = N ,
or n = 3 and G/N ∼= SL2(5).
In the following Section we explain the ingredients of the proofs of Proposition 3.2 and
Theorem 3.1, and reduce the proof of Proposition 3.2 to the proof of Theorem 3.1.
3.1. Proof of Proposition 3.2. As a first step, we need the following lemma.
Lemma 3.3. Under the assumptions on G and N in Proposition 3.2 we have G < SOn+1
and the induced action of G/N on Hn(Sn/N) ∼= Z is trivial. In particular, the conclusion
holds for a finite subgroup G < On+1 and trivial N if G acts freely on Sn and Rn+1/G is a
homology manifold.
Proof. By Lemma 2.10, (ii), we have H∗(Sn/G) = H∗(Sn/N) = H∗(Sn). There are trans-
fer maps τ∗ : Hn(Sn/G) → Hn(Sn) and t∗ : Hn(Sn/N) → Hn(Sn) for pi∗ : Hn(Sn) →
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Hn(S
n/G) and p∗ : Hn(Sn)→ Hn(Sn/N) with pi∗ ◦ τ∗ = |G| · id and p∗ ◦ t∗ = |N | · id [Hat02,
Ch. 3.G]. In particular, the maps pi∗ and p∗ are nontrivial. For every g ∈ G the diagrams
Hn(S
n)
g∗=deg(g)=det(g) //
pi∗ &&
Hn(S
n)
pi∗xx
Hn(S
n)
g∗ //
p∗

Hn(S
n)
p∗

Hn(S
n/G) Hn(S
n/N)
g∗ // Hn(S
n/N)
commute. All the spaces in these diagrams are isomorphic to Z, all the maps correspond to
multiplication by a nontrivial integer and the maps g∗ and g∗ are invertible. Therefore g∗
and g∗ are the identity. It follows that G < SOn+1 and that G/N acts trivially on H∗(Sn/N)
as claimed. 
For the further argument we first recall some facts about the cohomology of finite groups
from [AM94, Bro94]. Given a finite group G one can construct a contractible CW-complex
EG on which G acts freely and whose cells are permuted by G. The quotient BG = EG/G
is then a CW-complex as well. It is a K(G, 1) Eilenberg-MacLane space, meaning that
its fundamental group is isomorphic to G and all its higher homotopy groups vanish. The
homology and cohomology groups of G with coefficients in a G-moduleM are defined as the
homology and cohomology groups of BG with (local) coefficients in M , that is
H∗(G;M) := H∗(BG;M) and H∗(G;M) := H∗(BG;M).
Note that the homotopy type of a K(G, 1) space, and hence H∗(G;M) and H∗(G;M), is
determined by the group G [Hat02, Thm. 1B.8]. The (co)homology groups of G can be
computed from a projective resolution of Z over the group ring ZG. Namely, if F is such
a resolution and M is some G-module, then H∗(G,M) = H∗(F ⊗ZGM) and H∗(G,M) =
H∗(HomZG(F,M)) holds [Bro94, III.1]. The well-known identifications pi1(BG) ∼= G and
H1(G;Z) ∼= pi1(BG)ab ∼= G/[G,G] [Hat02, Thm. 2A.1] show that H1(G;Z) vanishes if and
only if the group G is perfect.
For d ≥ 1 a finite group G is said to have d-periodic cohomology if one of the following
conditions is satisfied [Bro94, Thm. VI.9.1], [CE56, Prop. XII 11.1].
Theorem 3.4 (Artin-Tate). For d ≥ 1 the following conditions are equivalent.
(i) There exists some n ≥ 1 such that Hn(G;M) and Hn+d(G;M) are isomorphic for
all G-modules M .
(ii) Hd(G;Z) ∼= Z/|G|Z.
If the conditions in the theorem are satisfied, then a generator u of Hd(G;Z) induces
isomorphisms
u ∪ · : Hn(G;M)→ Hn+d(G;M)
for all G-modules M . (In fact, this element u is invertible in the so-called Tate cohomology
ring of G, and the existence of such a u is usually taken as the definition of d-periodic
cohomology [Bro94, CE56]).
In the following the (trivial) coefficient ring Z is understood if not specified otherwise.
The next proposition can be applied in the situation of Theorem 3.1 to the action of the
deck transformation group on Sn, and in the situation of Proposition 3.2 to the action of
G/N on Sn/N by Lemma 2.10, (ii).
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Proposition 3.5. Let X be a compact topological space homeomorphic to an n-dimensional
simplicial complex, and let G y X be a free action of a finite group G. Assume that
H∗(X) = H∗(Sn) and that the action of G on Hn(X) is trivial. Then we have
H i(G) = H i(X/G), Hi(G) = Hi(X/G), for 0 ≤ i < n
and G has (n+ 1)-periodic cohomology.
Proof. We sketch an argument from [Bro94] which proves the claim in the case in which X
is a simplicial complex on which G acts simplicially and regularly (cf. Section 2.2). We give
a reference for another argument in the general case. Note however that, in the situation
in which we apply the present proposition, namely to the action of G/N on Sn/N for some
finite subgroups N / G < On+1, the additional assumptions can be easily arranged (cf.
Section 2.2).
Let C∗ = C∗(X) be the chain complex of the simplicial complex X. We have an exact
sequence of G-modules
0→ Z→ Cn → . . .→ C1 → C0 → Z ε−→ 0,
where each Ci is free, the G-action on the two copies of Z is trivial, the map Z→ Cn sends
1 ∈ Z to a generator of the cycle subgroup of Cn and ε is the augmentation map. Splicing
together an infinite number of copies of this sequence yields a periodic free resolution of Z
over ZG, see [Bro94, I.6]. In particular, G has periodic cohomology by Theorem 3.4, (i),
and the claim on the (co)homology groups of X/G follows because there are isomorphisms
of chain complexes C∗(X/G) ∼= Z ⊗ZG C∗(X) and C∗(X/G) ∼= HomZG(C∗(X),Z)) [Bro94,
Prop. II.2.4].
In the general case the proposition can be proven as in [CE56, Ch. XVI, §9, Appl. 4] by
an application of the Leray-Serre spectral sequence to the fibration X → X ×G EG→ BG
whose total space is homotopy equivalent to X/G, see also [DK01, Ch. 9.7]. 
Examples of finite groups with periodic cohomology are the finite subgroups of SU2 since
they act freely on S3. The binary dihedral groups among them have order 4n and can be
presented as
〈
x, y|x2n = 1, y2 = xn, y−1xy = x−1〉. For n being a power of 2 they are also
referred to as generalized quaternion groups. The following characterization is proven in
[CE56, Thm. XII 11.6]. The first equivalence is due to Artin and Tate [AT68]. The last
follows from work of Burnside, Hall, et. al., cf. [Bro94, Thm. VI.9.3].
Theorem 3.6 (Artin-Tate, Burnside, Hall, et. al.). Let G be a finite group. The following
conditions are equivalent.
(i) G has periodic cohomology.
(ii) Every abelian subgroup of G is cyclic.
(iii) The Sylow subgroups of G are either cyclic or generalized quaternion groups.
If all Sylow subgroups are cyclic then G is solvable by a theorem of Burnside [Bur11,
Ch. IX.128]. Finite groups with periodic cohomology have been classified by Suzuki and
Zassenhaus [Suz55, Zas35]. For any prime p, the group SL2(p) of 2×2 matrices of determin-
ant 1 over the prime field of order p has periodic cohomology [Bro94, p. 157]. The following
statement is an easy consequence of the classification as observed in [Sje73, Cor. 2.6] and
[Lan16b, Prop. 105].
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Corollary 3.7. Let G be a nontrivial finite perfect group. Then G has periodic cohomology
if and only if it is isomorphic to SL2(p) for some prime p > 3.
Let us explain how the proof of Theorem 3.1 and Proposition 3.2 can be completed in the
terminology of Proposition 3.2.
Proof of Proposition 3.2. We can assume that the quotient group G/N is nontrivial. By the
Lefschetz fixed point theorem applied to the free action of G/N on Sn/N the dimension n
must be odd. By Lemma 2.10, (ii), Lemma 3.3 and Proposition 3.5 the group G/N has
periodic cohomology and trivial (co)homology in dimension 0 < i < n. In particular, it is
perfect and thus isomorphic to SL2(p) for some prime p > 3 by Corollary 3.7.
On the other hand, one can either deduce from Schur’s work [Sch07] that H3(SL2(p);Z) 6=
0 for any prime p as in [Lan16b, Sec. 4.2.3], or based on [Swa60] that H4(SL2(p);Z) 6= 0 for
any prime p ≥ 5 as in [Sje73]. Because n is odd and G/N is nontrivial, it follows in both
cases that n = 3. In particular, the acting group has 4-periodic cohomology.
This is actually all we need (cf. Lemma 3.8). To conclude that, in the case G 6= N ,
the acting group is isomorphic to SL2(5) it is shown in [Sje73], based on [Swa60], that the
minimal cohomological period of SL2(p) is lcm(4, p− 1). 
3.2. Singular role of Poincaré groups as linear groups. In the preceding section we
gave a criterion to identify Poincaré groups as abstract groups. In this section we give
criteria to identify them as linear groups. Note that, for a finite subgroup G < On, the
subgroup Grot of G generated by all rotations in G is normal in G since the set of rotations
in G is closed under conjugation by G. Also note that a Poincaré group P < SO4 does not
contain any rotations since its action on S3 is free (cf. Section 2.3). We prove the following
two lemmas.
Lemma 3.8. Let G < SO4 be a finite subgroup and let Grot / G be the normal subgroup
generated by the rotations contained in G. If G/Grot is a nontrivial perfect group, then G is
a Poincaré group P < SO4. In particular, the conclusion holds if G/Grot is isomorphic to
SL2(5).
Lemma 3.9. Any finite subgroup G < SO4 isomorphic to SL2(5) is a Poincaré group.
The proofs of these lemmas can be deduced from the classification of finite subgroups of
SO4 [DuV64]. We first remind the reader of this classification.
Recall from Section 2.3 how we identify R4 with C2 and with the algebra of quaternions
H, and SU2 with the unit quaternions in H. There are twofold covering maps of Lie groups
ψ : SU2 → SO3 and ϕ : SU2×SU2 → SO4. The first map has been described in Section 2.3.
The second map is explicitly given by
ϕ : SU2 × SU2 → SO4 = SO(H)
(l, r) 7→ ϕ((l, r)) : q 7→ lqr−1
and has kernel {±(1, 1)}.
Using these covering maps, the finite subgroups of SO4 can be described based on the
knowledge of the finite subgroups of SO3. These are cyclic groups Cn of order n, dihedral
groups Dn of order 2n and the symmetry groups of a tetrahedron, an octahedron and
an icosahedron. The latter three groups are isomorphic to the alternating group A4, the
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symmetric group S4 and the alternating group A5, respectively. The finite subgroups of
SU2 are cyclic groups Cn of order n, binary dihedral groups Dn of order 4n and binary
tetrahedral, octahedral and icosahedral groups denoted by T, O and I, respectively. Except
for Cn with odd n, these are two-to-one preimages of respective subgroups of SO3. In other
words, the groups Cn with odd n are the only subgroups of SU2 that do not contain the
kernel of ψ.
The finite subgroups of SO4 can be described in terms of the finite subgroups of SU2 and
the covering map ϕ as follows [DuV64, p. 54], [LM16, Prop. 14].
Proposition 3.10. Let G < SO4 be a finite subgroup. Then there exist finite subgroups
L,R < SU2 with −1 ∈ L,R and normal subgroups LK /L and RK /R such that L/LK and
R/RK are isomorphic via an isomorphism φ : L/LK → R/RK for which
G = ϕ({(l, r) ∈ L×R|φ(piL(l)) = piR(r)})
holds. Here piL : L→ L/LK and piR : R→ R/RK are the natural projections. In this case
we write G = (L,LK ;R,RK)φ. Conversely, a set of data (L,LK ;R,RK)φ with the above
properties defines a finite subgroup G of SO4 by the equation above.
Given a group G = (L,LK ;R,RK)φ as in the proposition, the group
Γ := [L,LK ;R,RK ]φ := {(l, r) ∈ L×R|φ([l]) = [r]} < L×R
is mapped two-to-one onto G via ϕ and we have
|G| = 1
2
|L||RK | = 1
2
|R||LK |.
For a normal subgroup G˜ = (L˜, L˜K ; R˜, R˜K)φ of G we also have
G/G˜ ∼= [L,LK ;R,RK ]φ/[L˜, L˜K ; R˜, R˜K ]φ.
In particular, we have
(L,L;R,R)/(L˜, L˜; R˜, R˜) ∼= L/L˜×R/R˜.
Elements of SO4 of the form ϕ(l, 1) and ϕ(1, r) for l, r ∈ SU2 are called left- and
rightscrews, respectively. They commute mutually and act freely on S3.
Lemma 3.11. Let l, r ∈ SU2. Then ϕ(l, r) is a rotation if and only if Re(l) = Re(r) /∈ {±1}
where r and l are considered as unit-quaternions.
Proof. For l, r ∈ SU2 there exist a, b ∈ SU2 and α, β ∈ R such that a−1la = cos(α) + sin(α)i
and brb−1 = cos(β) + sin(β)i. Then, with respect to the basis B = {ab, aib, ajb, akb} of R4,
we have
ϕ(l, 1)B =
(
R(α) 0
0 R(α)
)
, ϕ(1, r)B =
(
R(β) 0
0 R(−β)
)
,
where R(α) is a rotation by the angle α. Hence,
ϕ(l, r)B =
(
R(α+ β) 0
0 R(α− β)
)
.
This shows that ϕ(l, r) is a rotation if and only if precisely one of the angles α + β and
α − β is contained in 2piZ. This is the case if and only if cos(α) = cos(β) 6= 1. Note that
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the real part of a quaternion is invariant under conjugation by SU2. Therefore, we have
Re(l) = cos(α), Re(r) = cos(α) and the claim follows. 
In the notation above a Poincaré group is given by P = (C2,C2; I, I) < SO4. Let us now
prove Lemma 3.8 and Lemma 3.9.
Proof of Lemma 3.8. Assume that G is a finite subgroup of SO4 such that the quotient
group G/Grot is nontrivial and perfect. In accordance with Proposition 3.10 we represent
this group as G = (L,LK ;R,RK)φ with −1 ∈ L,R. Likewise, we represent Grot as Grot =
(L˜, L˜K ; R˜, R˜K)φ˜ for normal subgroups L˜ /L and R˜ /R with −1 ∈ L˜, R˜. Since G is perfect,
for all k > 0 we have
G/Grot ∼= Γ/Γ˜ = Dk(Γ/Γ˜) ∼= Dk(Γ)/(Dk(Γ) ∩ Γ˜)
where Γ = [L,LK ;R,RK ]φ and Γ˜ = [L˜, L˜K ; R˜, R˜K ]φ˜, and whereD
k denotes the kth iterated
commutator subgroup operator. Moreover, since Cn, Dn, S4, A4 and C2 are solvable, so are
Cn, Dn, T and O. Hence, we have, perhaps after interchanging the factors, R = I. For,
otherwise Dk(Γ) would be trivial for sufficiently large k.
Since the alternating group A5 is simple, the only normal subgroups of I are the trivial
subgroup C1, I itself and its center C2. We claim that RK = I. Otherwise, we would
either have G = (I,C2; I,C2) or G = (I,C1; I,C1). The group (I,C1; I,C1) is generated
by rotations by Lemma 3.11. Hence, in both cases G/Grot has order ≤ 2 and can thus
not be nontrivial and perfect. Therefore, we have RK = I and G is one of the groups
(C2n,C2n; I, I), (Dn,Dn; I, I), (T,T; I, I), (O,O; I, I) or (I, I; I, I).
Let us examine the possibilities for Grot in these cases. In the case R˜ = R˜K = I we
would also have C2 < L˜ = L˜K < L < I and so the quotient group G/Grot ∼= L/L˜ would be
solvable. Hence, this case cannot occur. In the cases R˜ = I and R˜K = Ci, i = 1, 2, we would
have Grot = (I,Ci; I,Ci) and hence G = (I, I; I, I). However, this would contradict the fact
that Grot is normal in G since I has conjugacy classes (in I) with more than two elements.
Consequently, we must have R˜ = C2. Since transformations of the form ϕ((l,±1)) are never
rotations by Lemma 3.11, we deduce that Grot = (C2,C1;C2,C1) = {id} and thus that G
is perfect itself. The only nontrivial perfect groups among the remaining possibilities for
G are (C2,C2; I, I) and (I, I; I, I). The latter case can be excluded since (I, I; I, I) contains
rotations by Lemma 3.11, but Grot = {id} as shown above. Hence, we conclude that G is
given by (C2,C2; I, I), a Poincaré group isomorphic to SL2(5). 
Proof of Lemma 3.9. Similarly as in the preceding proof, the fact that G ∼= SL2(5) is a
prefect group implies that the only possibilities for G are (C2,C2; I, I) and (I, I; I, I). But
only (C2,C2; I, I) is isomorphic to SL2(5) and so the claim follows. 
4. When is the underlying space of an orbifold a topological manifold?
According to Lemma 2.2 the question in this section’s title amounts to proving Theorem
A. We begin by verifying the if direction of Theorem A and Corollary B. Let G < On be a
product of a reflection-rotation group Grr < O(Vrr) and a finite number of Poincaré groups
Pi < SO(Vi), i = 1, . . . , k, that act in pairwise orthogonal spaces Vrr and Vi, i = 1, . . . , k,
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as in the statement of Theorem A or Corollary B. We can assume that Vrot = Rn−4k and
Vi = R4. Elementary topological arguments show that
Sn−1/G ∼= Sn−1−4k/Grr ∗ S3/P1 ∗ · · · ∗ S3/Pk,
Rn/G ∼= Rn−4k/Grr × R4/P1 × · · · × R4/Pk.
By Theorem 2.5 we have Sn−1−4k/Grr ∼= Bn−1−4k or Sn−1−4k/Grr ∼= Sn−1−4k depending on
whether Grr contains a reflection or not. Also note that Sn ∗ Sm ∼= Sn+m+1 and Sn ∗Bm ∼=
Bn+m+1. Moreover, recall from Lemma 2.7 that, for a Poincaré group P < SO4, the space
R×R4/P is homeomorphic to R5, and that the join Sl ∗ S3/P is homeomorphic to Sl+4 by
the double suspension theorem if l ≥ 1. Given our additional assumptions on n depending
on k in Theorem A and Corollary B, this implies our claims in the case k ≤ 1.
For a finite subgroup G < On we have C(Sn−1/G) ∼= Rn/G. Moreover, the join operation
is associative and satisfies C(X ∗ Y ) ∼= CX ∗ CY [BH99, Prop. I.5.15]. Therefore, in the
case k > 1 our claims reduce to an application of the double suspension theorem and the
following corollary of it.
Lemma 4.1. Let P1, P2 < SO4 be Poincaré groups. Then S3/P1 ∗ S3/P2 is a 7-sphere.
Proof. We can assume that S3/P1 and S3/P2 are triangulated by simplicial complexes K1
and K2. Then K = K1 ∗ K2 is naturally a simplicial complex homeomorphic to X :=
S3/P1 ∗ S3/P2 (see e.g. [RS72]). Since S3/P1 and S3/P2 are manifolds, all links of vertices
of K1 and K2 are topological 2-spheres. Hence, for a vertex x ∈ K we have
|linkK(x)| ∼= S2 ∗ S3/P ∼= Σ3(S3/P ) ∼= S6
by the double suspension theorem, P < SO4 being a Poincaré group. Therefore X is a
topological manifold. Because of CX ∼= C(S3/P1)×C(S3/P2) the space X has the integral
homology groups of a sphere by Lemma 2.10. Moreover, X is simply connected as the join of
two path-connected spaces. As a compact, simply connected topological manifold with the
integral homology of a sphere the space X has to be a topological 7-sphere by the generalized
Poincaré conjecture [New66]. 
Hence, we have verified the if directions of Theorem A and Corollary B. To prove the only
if directions we begin by introducing some organizing concepts.
4.1. Minimal subgroups. Let G < On be a finite subgroup. For a subgroup H < G and
a linear subspace L ⊂ Rn we introduce the following notations
I(L) := GL := {g ∈ G | ∀x ∈ L : gx = x}
L(H) := Fix(H) := {x ∈ Rn | g ∈ G : gx = x}.
Moreover, we write
I := I(G) := {I(L) | L is a linear subspace of Rn}
L := L(G) := {L(H) | H is a subgroup of G}.
Inclusion induces partial orders on L and I. The group G acts by translation on L and by
conjugation on I. The correspondence
I
1:1←→ L
L : H 7−→ Fix(H)
I : GL ←− [ L,
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is order-reversing, one-to-one and G-equivariant. Since G is finite, so are I and L. Note that
I(L) is by definition the maximal subgroup of G that fixes L pointwise. The equivalence
classes under the action of G are in one-to-one correspondence to the strata of Rn/G and the
isotropy group of a point in a stratum is given by the corresponding subgroup in I. We say
that a subgroup H ∈ I is minimal if it is a nontrivial minimal subgroup in I with respect to
inclusion. Corresponding subspaces are called maximal subspaces in L. Conjugacy classes
of minimal subgroups and maximal subspaces correspond to strata of Rn/G that are not
contained in the closure of any higher dimensional singular stratum. We write
Lmax := {L ∈ L | L maximal}, Imin := {H ∈ I | H minimal}.
Moreover, we denote the subgroup of G generated by all minimal subgroups in I by Gmin.
We record some properties of minimal subgroups and Gmin in the following lemmas.
Lemma 4.2. The group Gmin is normal in G. If G is nontrivial, then so is Gmin.
Proof. The subgroup Gmin of G is normal in G since Imin ⊂ I is closed under conjugation
by G. If there are no proper subgroups of G that are minimal in I, then G itself is minimal.
Hence, if G is nontrivial, then so is Gmin. 
Lemma 4.3. For any point x ∈ Rn − {0} we have (Gx)min ⊆ (Gmin)x.
Proof. Every minimal subgroup in I(Gx) is also minimal in I(G). Hence, (Gx)min ⊆ Gmin ∩
Gx = (Gmin)x. 
Lemma 4.4. Let H ∈ I be nontrivial. Then the action H y Sd−1 ⊂ Rd = L(H)⊥ is free if
and only if H is minimal.
Proof. The action H y Sd−1 being free means that there is no nontrivial h ∈ H that fixes
a subspace strictly larger than L(H). This is the case if and only if H is minimal. 
Now we deduce necessary conditions on minimal subgroups in I in order for Rn/G to be
a homology manifold.
Lemma 4.5. Let G < On be a nontrivial finite subgroup. Assume that Rn/G is a homology
manifold. Then G < SOn and for every minimal subgroup H ∈ I the quotient Sd−1/H of
the action H y Sd−1 ⊂ Rd = L(H)⊥ is a homology sphere.
Proof. By Lemma 2.10 the quotient Sn−1/G has the homology groups of a sphere and is
again a homology manifold. The first condition is global and implies G < SOn by Lemma
3.3. The second condition is local and says that each point p = pi(x) ∈ Sn−1/G has a
neighborhood which is a homology manifold. A small neighborhood of x is homeomorphic
to TxSn−1/Gx ∼= Rn−1/Gx via the exponential map. Hence, also TxSn−1/Gx is a homology
manifold for every x ∈ Sn−1. Proceeding iteratively we find that for each H ∈ I the quotient
space of the action H y Rd = L(H)⊥ is a homology manifold. Moreover, if H is a minimal
subgroup of G, then Sd−1/H is also a manifold since, in this case, the action H y Sd−1 is
free by Lemma 4.4. Since Sd−1/H has the integral homology groups of a sphere by Lemma
2.10, (ii), it is a homology sphere as claimed. 
Now we can show that only very special minimal subgroups occur.
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Proposition 4.6. Let G < On be a nontrivial finite subgroup. Assume that Rn/G is a
homology manifold. Then, for every H ∈ Imin, denoting d = codimL(H), either:
(i) d = 2 and H = Ck < SO(L(H)⊥), a cyclic group of order k for some k ≥ 2.
(ii) d = 4 and H = P < SO(L(H)⊥), a Poincaré group.
Proof. By Lemma 4.5 we have G < SOn and the quotient Sd−1/H of the free action H y
Sd−1 ⊂ Rd = L(H)⊥ is a homology sphere with fundamental group isomorphic to H. In
the case d = 2 the group H has to be a cyclic group Ck < SO(L(H)⊥) of order k for
some k ≥ 2. The case d = 3 cannot occur since every nontrivial subgroup of SO3 has fixed
points on S2. In the case d ≥ 4 it follows either from Zassenhaus’s result [Zas35, Zas] (cf.
[Wol84, Thm. 6.2.1]) and the fact that H3(SL2(p);Z) 6= 0 (cf. proof of Proposition 3.2) or
by Theorem 3.1 that d = 4 and that H is isomorphic to SL2(5). Therefore H is a Poincaré
group by Lemma 3.9 and so the proposition is proven. 
Let Grot be the subgroup of G generated by all rotations contained in G. The subgroup
Grot is normal in G since the set of all rotations in G is invariant under conjugation by G.
Set IP := {H ∈ Imin|codim(L(H)) = 4}. We summarize the results of this section in a
proposition.
Proposition 4.7. Let G < On be a nontrivial finite subgroup. Assume that Rn/G is a
homology manifold. Then G < SOn, and the group Gmin is nontrivial and normal in G.
Moreover, the set IP is invariant under conjugation by G, it consists of a finite number of
Poincaré groups and we have Gmin = 〈Grot, IP 〉. In particular, for a rotation group G we
have G = Gmin.
Proof. The first two claims simply repeat the statements of Lemma 4.2 and Lemma 4.5.
By Proposition 4.6 every minimal subgroup H with codimL(H) = 2 is contained in Grot.
Conversely, because of G < SOn and the fact that any transformation g ∈ On with
codimFix(G) = 1 reverses the orientation, every rotation in G belongs to a minimal sub-
group H with codimL(H) = 2. Hence, Grot is generated by all minimal subgroups H with
codimL(H) = 2. Since the set of all minimal subgroups is finite and invariant under con-
jugation by G, so is IP . By Proposition 4.6 each P ∈ IP is a Poincaré group. The claim
follows since there are no other minimal subgroups by Proposition 4.6. 
4.2. Orthogonal splitting. In this section we show that the subgroups Grot and P ∈ IP
occurring in Proposition 4.7 act in pairwise orthogonal subspaces. More precisely, we show
that Rn splits as an orthogonal sum of subspaces
Rn = Vrot ⊕
⊕
L∈LP
L⊥
where we have set LP := {L ∈ L | codim(L) = 4} = {L(P ) | P ∈ IP }, and Vrot to be the
span of V0 := Fix(Gmin) and the orthogonal complements of all maximal subspaces in L of
codimension two.
We begin by showing that the Poincaré groups act in pairwise orthogonal spaces. The
claim that the rotation group Grot acts in a space orthogonal to all of them can then be
reduced to this case, see Lemma 4.14. The idea of the proof is to reach a contradiction to
the finiteness of LP on the assumption that there are two Poincaré groups that do not act
in orthogonal spaces. We achieve this by defining an auxiliary function D : LP × LP →
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L2K2
L1 ∩ L2
Figure 1. Intersection of two fixed-point subspaces.
[0, 5] and by showing that, if there are distinct subspaces L1, L2 ∈ LP whose orthogonal
complements are not orthogonal, then there exists another such pair L′1, L′2 ∈ LP with
D(L′1, L′2) < D(L1, L2) (see Lemma 4.13).
More precisely, we proceed as follows. For L1, L2 ∈ LP we set Ki := (L1 ∩ L2)⊥Li ,
i = 1, 2. Here ⊥Li denotes the orthogonal complement in Li. We can decompose L1 and L2
into orthogonal sums
L1 = (L1 ∩ L2)⊕K1 and L2 = (L1 ∩ L2)⊕K2.
The function D is defined as
D(L1, L2) := dimK1 + d(K1,K2)
where
d(K1,K2) :=
0 if dim K1 · dim K2 = 02
pi
∠(K1,K2) otherwise,
and
∠(K1,K2) := min {∠(v1, v2) | 0 6= v1 ∈ K1, 0 6= v2 ∈ K2} .
Here ∠(v1, v2) denotes the angle between the vectors v1 and v2 measured in radians. We
record some properties in a lemma.
Lemma 4.8. For subspaces L1, L2 ∈ LP the following properties are satisfied.
(i) K1 ∩K2 = {0} and dimK1 = dimK2 ∈ {0, 1, 2, 3, 4}.
(ii) d(K1,K2) ∈ [0, 1], and d(K1,K2) = 1⇔ (K1⊥K2 and Ki 6= {0}, i = 1, 2).
(iii) 0 ≤ D(L1, L2) ≤ 5.
(iv) D(L1, L2) = 0⇔ L1 = L2 ⇔ d(K1,K2) = 0.
(v) D(L1, L2) = 5⇔ (dimK1 = dimK2 = 4 and K1⊥K2)⇔ L⊥1 ⊥L⊥2 .
Proof. (i) The inclusions Ki ⊆ Li, i = 1, 2, imply K1 ∩K2 ⊆ L1 ∩ L2. On the other hand,
K1 ∩ K2 is orthogonal to L1 ∩ L2. Hence, the first claim follows. Because of codimL1 =
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uˆφ(uˆ)
vφ(v)
α
wˆ
Figure 2. Left: An isosceles spherical triangle with opening angle α ≤
pi/3, leg length β < pi/4 and base length γ. Right: An isosceles Euclidean
comparison triangle with opening angle α, leg length β and base length γ′.
In the figure we have set uˆ = u‖u‖ and wˆ =
w
‖w‖ .
codimL2 = 4 we have codim(L1 ∩ L2) ∈ {4, 5, 6, 7, 8}. Therefore, the second claim follows
from dimKi = dimLi − dim(L1 ∩ L2) = codim(L1 ∩ L2)− 4, i = 1, 2.
(ii) This is clear from the definition of d.
(iii) This follows from (i) and (ii).
(iv) We have D(L1, L2) = 0 if and only if dim K1 = 0. This is the case if and only if
L1 = L2. Because of K1 ∩K2 = {0} by (i), the condition dim K1 = 0 is also equivalent to
d(K1,K2) = 0
(v) We have D(L1, L2) = 5 if and only if dim K1 = 4 and d(K1,K2) = 1. Hence, the
first equivalence follows from (ii). In this case we have K1⊥K2. This implies K1 = L⊥2 and
K2 = L
⊥
1 by dimension reasons and thus also L⊥1 ⊥L⊥2 . On the other hand, L⊥1 ⊥L⊥2 implies
K1 = L
⊥
2 and K2 = L⊥1 and so the converse holds, too. 
To pursue our strategy we need the following elementary geometric lemma.
Lemma 4.9. Let V be a Euclidean vector space with a proper subspace W and let U = W⊥
be the orthogonal complement of W in V . Let v = w + u be the orthogonal decomposition
with respect to W and U of a unit-vector v ∈ V with 0 6= u ∈ U . Let φ ∈ O(V ) be such that
φ|W = idW . If α := ∠(u, φ(u)) ≤ pi/3, then γ := ∠(v, φ(v)) < ∠(v,W ) =: β.
Remark 4.10. It is crucial for our proof to have the strict inequality γ < β, see proof of
Lemma 4.13. In view of Remark 4.12 also note that the statement of the lemma is wrong
for every α > pi/3. Namely, in this case it fails for sufficiently small β.
Proof. The lemma can be proven by abstract calculations with inner products. Here, we
give a proof based on comparison geometry. It better reflects the geometric meaning of the
lemma, which was brought to our attention by Petrunin. Roughly speaking, the reason why
the lemma is true is the fact that the unit sphere in R3 with its induced Riemannian metric
has strictly positive curvature.
For w = 0 or φ(v) = v the claim is trivially true. Otherwise, the vectors wˆ = w‖w‖ , v
and φ(v) span a three-dimensional subspace of V and lie on an open hemisphere of the unit
sphere S2 of this subspace as depicted in Figure 2. In particular, they can be connected
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by unique minimizing geodesics on S2 and form the vertices of a nondegenerate spherical
triangle in S2. The angle α appears as the angle at wˆ of this spherical triangle. The angles
β and γ appear as side lengths β = dS2(wˆ, v) = dS2(wˆ, φ(v)) and γ = dS2(v, φ(v)) of this
triangle, cf. Figure 2, where dS2 denotes the induced length metric on S2. We can draw an
isosceles Euclidean comparison triangle in R2 with opening angle α and leg length β. Our
assumption α ≤ pi/3 implies that the base length γ′ of this Euclidean triangle satisfies γ′ ≤ β.
Hence, in order to prove the lemma it remains to show that γ < γ′. This follows from a
strict version of Rauch’s comparison theorem and the fact that the curvature of S2 is strictly
positive [DoC62, Ch. 10.2]. Here, we give a more elementary argument using trigonometry.
By the Euclidean and the spherical law of sine [Fen01], applied to our triangles, we have
sin(α)
γ′
=
sin(δ′)
β
and
sin(α)
γ
=
sin(δ)
β
,
and hence sin(δ)γ = sin(δ′)γ′. In particular, we have γ < γ′ if and only if sin(δ) > sin(δ′).
Now, the surface area of our spherical triangle is A = α + 2δ − pi [Fen01]. It is bounded
from above by the surface area B of the spherical triangle defined by wˆ, uˆ and φ(uˆ), which
is B = 12
α
2pi · 4pi = α. This implies α + 2δ − pi = A ≤ B = α and thus δ ≤ pi/2. Therefore,
the condition sin(δ) > sin(δ′) is equivalent to the condition δ > δ′ by the strict monotonicity
of the sine function on [0, pi/2]. Since the sum of all angles of a nondegenerate spherical
triangle is strictly bigger than pi, we have α+ 2δ > pi = α+ 2δ′. This implies δ > δ′ and so
the claim follows. 
In order to apply this lemma we need to understand the orbit geometry of the action
P y S3 of a Poincaré group P < SO4. First note that all orbits are isometric since the
canonical metric on S3 is S3-bi-invariant. So let x ∈ S3 be an arbitrary point and letX = Px
be its orbit under the action of P . Since P is finite, the sets Xα = {y ∈ X|∠(x, y) = α} ⊂ X
are empty except for a finite number of values of α. The points of Xα lie in the intersection of
S3 with a hyperplane of R4. This intersection is a point for α ∈ {0, pi} and a two-dimensional
sphere for α = (0, pi). From the explicit coordinate representation of P described in Section
2.3 one can read off the structure of X =
⋃
α∈[0,pi]Xα, which is summarized in Table 1
[Bue98, p. 98]. The last column specifies the geometric structure of the points in Xα. The
points in Xpi/5 form the vertices of an icosahedron. Therefore, their affine span is three-
dimensional. Since every point in Xpi/3 is not contained in this affine subspace, the following
lemma holds true.
Lemma 4.11. For any α ∈ [pi/3, pi] the set ⋃β∈(0,α]Xβ is not contained in an affine three-
dimensional subspace of R4.
Remark 4.12. Note that the lemma is wrong for any α < pi/3. For our proof it is crucial
that the set of α to which both Lemma 4.9 and Lemma 4.11 apply is nonempty; see proof
of Lemma 4.13. In fact, it consists of the single value α = pi/3.
Now we can prove the first splitting lemma.
Lemma 4.13. For distinct L1, L2 ∈ LP we have D(L1, L2) = 5. That is, L⊥1 ⊥L⊥2 holds by
Lemma 4.8. Thus the corresponding Poincaré groups P1, P2 < G act in orthogonal spaces.
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α |Xα| Xα
0, pi 1 point
pi/5, 4pi/5 12 icosahedron
pi/3, 2pi/3 20 dodecahedron
2pi/5, 3pi/5 12 icosahedron
pi/2 30 icosidodecahedron
Table 1. Geometric structure of the 600-cell.
Proof. Suppose we have distinct L1, L2 ∈ LP with D(L1, L2) < 5. Since L1 and L2 are
distinct, we also have 0 < D(L1, L2) by Lemma 4.8, (iv). We are going to find another pair
L′1, L′2 ∈ LP with
0 < D(L′1, L
′
2) < D(L1, L2) < 5.
By iteration this yields a contradiction to the finiteness of LP and thereby will prove the
lemma.
Since L1 and L2 are distinct, the subspaces K1 = (L1∩L2)⊥L1 and K2 = (L1∩L2)⊥L2 are
nontrivial. Therefore, we can choose v1 ∈ K1 and v2 ∈ K2 with ‖v1‖ = ‖v2‖ = 1 such that
the angle ∠(v1, v2) is minimal and such that d(K1,K2) = 2pi∠(v1, v2) holds. We decompose
v2 into orthogonal components with respect to L1 and L⊥1 , that is, v2 = w+u where w ∈ L1
and u ∈ L⊥1 . We claim that u 6= 0. Indeed, otherwise we would have v2 ∈ L1 ∩K2 = {0}, a
contradiction.
Since u is nontrivial, the set S := {g ∈ P1|0 < ∠(gu, u) ≤ pi/3} ⊂ P1 is well-defined. By
linearity we have
Sv2 = S(w + u) = w + Su.
By Lemma 4.11 the smallest affine subspace of V = Rn that contains Su is four-dimensional
and thus given by L⊥1 . Therefore, also the smallest affine subspace of V that contains Sv2
is four-dimensional and thus given by w + L⊥1 . Moreover, if dimK1 = dimK2 = 4, then
w + L⊥1 is not a linear subspace, that is w 6= 0. Indeed, if dimK1 = dimK2 = 4, then our
assumption D(L1, L2) = dimK1 + d(K1,K2) < 5 implies 2pi∠(v1, v2) = d(K1,K2) < 1 by
Lemma 4.8. This means that v1 and v2 are not orthogonal and so w is nontrivial in this
case.
Since K2 is a linear subspace of V of dimension dimK2 ≤ 4 by Lemma 4.8, (i), the
preceding paragraph shows that Sv2 is not contained inK2. In particular, there is some g ∈ S
such that gv2 /∈ K2. We set L′1 := gL2, L′2 := L2 and claim that 0 < D(L′1, L′2) < D(L1, L2)
holds. This would finish the proof of the lemma as explained above.
Let us first show that 0 < D(L′1, L′2). By Lemma 4.8, (iv), this amounts to showing that
L2 and gL2 are distinct. The fact that g fixes L1 ∩ L2 ⊂ L1 = Fix(P1) pointwise and that
v2 ∈ K2⊥(L1 ∩ L2) implies gv2⊥(L1 ∩ L2). Hence, because of gv2 /∈ K2, the vector gv2 is
also not contained in L2 = (L1∩L2)+K2. Now, v2 ∈ L2 and gv2 /∈ L2 shows that L2 6= gL2
as desired.
It remains to show that D(L2, gL2) < D(L1, L2) holds. Set K ′i := (L
′
1 ∩ L′2)
⊥L′
i , i = 1, 2.
Since g fixes L1 ∩ L2 pointwise, we have L1 ∩ L2 ⊆ L2 ∩ gL2. We distinguish two cases
according to whether we have a strict inclusion or not.
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Suppose that L1∩L2 is a proper subspace of L2∩gL2. Then we have dimK ′1+1 ≤ dimK1
and thus
D(L2, gL2) = dim(K
′
1) + d(K
′
1,K
′
2) ≤ D(L1, L2) + d(K ′1,K ′2)− d(K1,K2)− 1.
Our assumption L1 6= L2 entails 0 < d(K1,K2) by Lemma 4.8, (iv). Moreover, also by
Lemma 4.8 we have d(K ′1,K ′2) ≤ 1. This implies D(L2, gL2) < D(L1, L2) as desired.
Now suppose that L1 ∩ L2 = gL2 ∩ L2. In this case we have K ′1 = gK2, K ′2 = K2 and so
our claim is equivalent to d(gK2,K2) < d(K1,K2). We setW = L1, U = L⊥1 , v = v2 = w+u
and φ = g. Then all assumptions of Lemma 4.9 are satisfied. We obtain
d(gK2,K2) ≤ 2
pi
∠(v2, gv2) <
2
pi
∠(v2, L1) =
2
pi
∠(v2,K1) = d(K1,K2)
where we have applied Lemma 4.9 in the strict inequality and the fact that v2⊥(L1 ∩L2) in
the equality ∠(v2, L1) = ∠(v2,K1).
Consequently, in any case we have
0 < D(L′1, L
′
2) < D(L1, L2) < 5,
and so the lemma follows by contradiction as explained above. 
We have shown that all Poincaré groups act in orthogonal spaces. Now we claim that Grot
acts in a space orthogonal to all of them. We can assume that there are maximal subspaces
L2, L4 ∈ Lmax with codim L2 = 2 and codim L4 = 4. We denote the corresponding minimal
subgroups by C and P in accordance with Proposition 4.6. The claim follows from the
subsequent lemma.
Lemma 4.14. The subgroups C and P of G act in orthogonal spaces. That is, we have
L⊥2 ⊥L⊥4 .
Proof. For every nontrivial r ∈ C the intersection L⊥4 ∩rL⊥4 is nontrivial because of dim(L⊥4 ) =
4 and codim(Fix(r)) = 2. Hence L⊥4 is not orthogonal to rL⊥4 . Therefore, by Lemma 4.13
we can assume that C leaves L⊥4 and L4 invariant. Uniqueness of isotypical (canonical)
components of the action of C [Ser77, Thm. 2.6.8] yields orthogonal decompositions
L⊥4 =
(
L⊥2 ∩ L⊥4
)
⊕
(
L2 ∩ L⊥4
)
and L4 =
(
L⊥2 ∩ L4
)
⊕ (L2 ∩ L4) .
Therefore we have an orthogonal decomposition
L⊥2 =
(
L⊥2 ∩ L⊥4
)
⊕
(
L⊥2 ∩ L4
)
.
The subspace L⊥2 ∩L4 is nontrivial, because otherwise we would have L4 ⊆ L2 in contradic-
tion to the maximality of L4.
In order to show that L⊥2 ⊥L⊥4 it remains to exclude the case that L⊥2 ∩ L⊥4 is one-
dimensional. In this case C has order 2 since C acts nontrivially and freely on the unit
sphere in L⊥2 ∩ L⊥4 . More precisely, the only rotation r ∈ C is a product of a reflection s1
that inverts L⊥2 ∩ L⊥4 and fixes L4 pointwise and another reflection s2 within L⊥2 ∩ L4 that
fixes L⊥4 pointwise. Since the action of P on L⊥4 is irreducible, there exists some g ∈ P with
gs1g
−1 6= s1. For, otherwise Fix(s1)⊥ would be a proper P -invariant subspace of L⊥4 . The
transformations g and s2 commute since they act in orthogonal spaces. Since also s1 and s2
commute by the same reason, the transformation r′ := rgrg−1 = s1s2gs1s2g−1 = s1gs1g−1 is
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a rotation contained in G with L4 ⊂ Fix(s1)∩Fix(g) ⊂ Fix(r′). This implies r′ ∈ I(L4) = P .
However, a Poincaré group does not contain rotations since it acts freely on the unit sphere
in L⊥4 . Hence, we have L⊥2 ∩ L⊥4 = {0} by contradiction. The orthogonal decomposition
above implies that L⊥2 ⊥L⊥4 and so the lemma is proven. 
Let us summarize in a proposition what has been shown so far.
Proposition 4.15. Let G < On be a nontrivial finite subgroup. Assume that Rn/G is a
homology manifold. Then Gmin is a nontrivial normal subgroup of G and Gmin splits as a
product
Gmin = Grot × P1 × · · · × Pk
of a rotation group Grot < SO(Vrot) and Poincaré groups Pi < SO(Vi), i = 1, . . . , k, that act
in pairwise orthogonal spaces Vrot ⊕ V1 ⊕ · · · ⊕ Vk = Rn.
4.3. Free actions on homology spheres. We still assume thatG < On is a finite subgroup
for which Rn/G is a homology manifold. The aim of this section is to show that Gmin actually
coincides with G and so to deduce the only if directions of Theorem A and Corollary B in
the case of manifolds without boundary.
Lemma 4.16. Let Γ y X be a group action and let N /Γ be a normal subgroup. If Γx = Nx
for all x ∈ X, then the action
Γ/N y X/N
is free.
Proof. Assume there are g ∈ Γ, h ∈ N and x ∈ X such that gx = hx. Then h−1g ∈ Γx =
Nx ⊂ N and so g ∈ N . 
Now we can complete our proof.
Lemma 4.17. Let G < On be a finite subgroup such that Rn/G is a homology manifold.
Then we have G = Gmin.
Proof. The proof is by induction on n. By Lemma 4.5 we have G < SOn. For n = 2 and
n = 3 all finite subgroups of SOn are rotation groups. In this case the claim follows from
Proposition 4.7. So let n ≥ 4 be fixed and assume that the claim holds in all dimensions
lower than n. We are going to show that it also holds in dimension n.
Let x ∈ Sn−1. Since Rn/G is a homology manifold, so is (Rx)⊥/Gx = TxSn−1/Gx as
discussed in the proof of Lemma 4.5. Hence, we have Gx = (Gx)min by induction. Together
with Lemma 4.3 we obtain
Gx = (Gx)min ⊆ (Gmin)x ⊆ Gx,
and thus Gx = (Gmin)x for all x ∈ Sn−1. Therefore, the action G/Gmin y Sn−1/Gmin is free
by Lemma 4.16. Moreover, Rn/Gmin is a homology manifold by Proposition 4.15 and the if
direction of Theorem A, which has been proven at the beginning of this section. Therefore,
by Proposition 3.2 we either have G = Gmin, or n = 4 and G/Gmin is a perfect group.
We can assume that we are in the second case. Then, by Proposition 4.15, Gmin is either
a Poincaré group P or the rotation group Grot. If Gmin is a Poincaré group, then the
action of G on S3 ⊂ R4 must be free. For, otherwise there would be a minimal subgroup
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H < Gmin = P with dimL(H) < 4 contradicting the fact that the action of P on S3 ⊂ R4
is free. Therefore, in this case we have Gmin = P = I(L(P )) = I({0}) = G. On the
other hand, if n = 4, Gmin = Grot and G/Gmin is nontrivial and perfect, then Lemma 3.8
implies that G = P and Grot = {1}. This is a contradiction to Gmin 6= {1} by Lemma 4.2.
Consequently, in any case we have G = Gmin and so the claim follows by induction. 
Proof of Theorem A for manifolds without boundary and of Corollary B. At the beginning
of this section we have proven the if directions of Theorem A and Corollary B. Recall that a
topological manifold is also a homology manifold. Hence, by Lemma 2.10, (ii), Lemma 4.17
and Proposition 4.15 it remains to prove that the additional condition on k depending on
n is necessary. This amounts to noting that neither the quotient of R4 by a Poincaé group
P , nor the suspension Σ(S3/P ) ∼= S0 ∗ S3/P is a topological manifold. This completes the
proof of Corollary B and Theorem A in the case of manifolds without boundary. 
4.4. The case of manifolds with boundary. In this section we complete the proof of
Theorem A in the general case. First, we prove some preparatory statements.
Lemma 4.18. Let G < On be a finite subgroup. Suppose that Rn/G is a homology man-
ifold with boundary. Then the boundary of Rn/G is nonempty if and only if G contains a
reflection.
Proof. By Lemma 3.3 we have G < SOn if the boundary of Rn/G is empty. In particular,
the group G does not contain a reflection in this case.
We prove the converse implication by induction on n. For n = 1 the claim is clear.
Assume it holds for some fixed n ≥ 1. Let G < On+1 be a finite subgroup for which Rn+1/G
is a homology manifold with nonempty boundary. Then Sn/G is also a homology manifold
with nonempty boundary by Lemma 2.10. Let x ∈ Sn be a point whose coset x lies in
the boundary of Sn/G. Since a neighborhood of x is homeomorphic to TxSn/Gx the group
Gx ⊂ G contains a reflection by the induction assumption. This completes the proof by
induction. 
Corollary 4.19. Let G < On be a finite subgroup. Suppose that Rn/G is a homology
manifold with boundary. Then a point x ∈ Rn/G belongs to the boundary of Rn/G if and
only if the local group Gx contains a reflection. In other words, by Lemma 2.3 the boundary
of Rn/G as a homology manifold coincides with the closure of the codimension 1 stratum of
Rn/G as an orbifold.
Proof. A neighborhood of x in Rn/G is homeomorphic to Rn/Gx. Since the boundary of
Rn/Gx is nonempty if and only of the coset of the origin belongs to the boundary, the claim
follows from Lemma 4.18. 
Lemma 4.20. Let G < On be a finite subgroup and let G+ = G ∩ SOn be the orienta-
tion preserving subgroup of G. Suppose that Rn/G is a homology manifold with nonempty
boundary. Then Rn/G+ is equivariantly isometric to 2(Rn/G). In particular, Rn/G+ is a
homology manifold.
Proof. By Corollary 4.19 and Proposition 2.4 the topological double 2(Rn/G) of Rn/G along
its boundary as a homology manifold is homeomorphic to the double of Rn/G as an orbifold.
As mentioned in Section 2.4 the double 2(Rn/G) is a homology manifold [Mau96, Ch. 5].
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Moreover, the natural projection 2(Rn/G) → Rn/G is a covering of Riemannian orbifolds
(see Proposition 2.4). Therefore, by the covering space theory of (Riemannian) orbifolds
there exists an index 2 subgroup G˜ of G for which the identity map of Rn/G lifts to an
isometry from 2(Rn/G) to Rn/G˜ (see e.g. [Lan18]). Since the acting group is of order
two, this isometry must be equivariant. Moreover, since Rn/G˜ ∼= 2(Rn/G) is a homology
manifold, we have G˜ < SOn by Lemma 3.3. This implies G˜ ⊆ G+ and thus G˜ = G+ as both
G˜ and G+ are index 2 subgroups of G. This completes the proof of the lemma. 
Now we can complete the proof of Theorem A.
Proof of Theorem A. It remains to prove the only if direction of Theorem A for manifolds
with nonempty boundary. Suppose that G < On is a finite subgroup for which Rn/G is a
topological-, and hence a homology manifold with nonempty boundary. Then G contains a
reflection s by Lemma 4.18. The group G is generated by s and by its orientation preserving
subgroup G+. By Lemma 4.20 the quotient Rn/G+ is a homology manifold. In particular,
G+ is a product of a rotation group and a certain number of Poincaré groups that act in
orthogonal subspaces by the manifold version of Theorem A. Since s normalizes the group
G+ and has a codimension 1 fixed-point subspace, it can only act in one of these orthogonal
subspaces defined by G+. We have to show that it can only act in the subspace corresponding
to the rotation group. Suppose it acts in a four-dimensional subspace defined by a Poincaré
group. We are going to obtain a contradiction by showing that Rn/G is not a homology
manifold with boundary in this case. By Lemma 2.10 we can assume that n = 4, that
G+ = P , a Poincaré group, and that G = 〈P, s〉. Note that the normalizer of P in O4 indeed
contains reflections.
In this case the coset of s in G/P acts as an orientation reversing isometry on S3/P .
Hence, its fixed-point subspace is a disjoint union of isolated points and embedded surfaces.
By Corollary 4.19 the cosets of the isolated fixed points cannot lie in the boundary of S3/G.
Moreover, by Lemma 3.3 all local groups of S3/G as an orbifold corresponding to points in
the interior of S3/G as a homology manifold preserve the orientation. Therefore the action
of the involution s on G/P cannot have isolated fixed points at all. The remaining fixed
embedded surfaces project onto the boundary of S3/G by Lemma 4.19. Now Lemma 2.10,
(iv), shows that only a single embedded sphere S2 can occur as fixed point set. Therefore,
by Lemma 4.20 we can write S3/P as a double 2S2(S3/G). The theorem of Seifert and van
Kampen on fundamental groups [Hat02, Thm. 1.20] implies that pi1(S3/P ) ∼= P is a free
product of isomorphic groups. Such a free product is either trivial or has infinite order. This
gives the desired contradiction.
It remains to show that the additional condition on k depending on n is satisfied. More
precisely, we have to show that, for a Poincaré group P < SO4, the quotient R≥0 × R4/P
is not a topological manifold with boundary. To this end we observe that the boundary of
R≥0 × R4/P as a homology manifold is {0} × R4/P , which is not a topological manifold.
Therefore also R≥0×R4/P cannot be a topological manifold. Hence, in the case that n ≤ 5
and that G contains a reflection we must have k = 0 as claimed. This completes the proof
of Theorem A. 
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5. When is a Riemannian orbifold a Lipschitz manifold?
We say that a metric space X is a Lipschitz n-manifold with boundary if each point
has a neighborhood that is bi-Lipschitz homeomorphic to some open set in the half-space
R≥0×Rn−1. The boundary ofX is defined as in the case of a topological manifold. By Lemma
2.2 the question of when a Riemannian orbifold is a Lipschitz manifold with boundary
amounts to proving Corollary C, which we will do in the present section. To this end we
first recall the concept of a polyhedral metric.
Let K be a locally finite simplicial complex. A compatible choice of flat metrics on the
simplices of K induces a so-called polyhedral metric on K as the unique maximal metric on
K that is majorized by the metrics d∆ on each simplex ∆ of K [BBI01, Def. 3.2.4]. With
respect to this metric K is a length space [BBI01, 3.1.24]. Equivalently, this metric can be
described as a gluing metric where the distance between two points x, y ∈ K is defined as
the infimum of
∑k
i=0 d∆i(xi, yi) over all sequences xi, yi, i = 0, . . . , k with x = x0, y = yk,
xi, yi ∈ ∆i, ∆i a simplex of K, and xi = yi+1, i = 0, . . . , k − 1 [BBI01, 3.1.12, 3.1.27].
The following lemma shows that the question if the resulting metric space is a Lipschitz
manifold does not depend on the specific choice of the polyhedral metric.
Lemma 5.1. Let d0 and d1 be polyhedral metrics on a locally finite simplicial complex K.
Then the identity map between (K, d0) and (K, d1) is locally bi-Lipschitz. If K is a finite
complex, then it is (globally) bi-Lipschitz.
Proof. The claim follows easily from the observation that for each ∆ ∈ K there exists some
c > 0 for which the identity map (∆, d∆,i)→ (∆, d∆,i) is c-bi-Lipschitz. 
Given the correctness of the 3-dimensional Poincaré conjecture [Per02, Per03a, Per03b],
Siebenmann and Sullivan established the following necessary and sufficient condition for a
simplicial complex to be a Lipschitz manifold [SS79] (cf. [SS79, Remark (i), p. 507]).
Theorem 5.2 (Siebenmann-Sullivan). Let K be a locally finite simplicial complex with some
polyhedral metric. Then K is a Lipschitz n-manifold, if and only if the link of every vertex of
K with some polyhedral metric is in turn a Lipschitz (n−1)-manifold and has the homotopy
type of an (n− 1)-sphere.
In order to apply this result we would like to relate the quotient metric on Rn/G, for
a finite subgroup G < On, to a certain polyhedral metric. With respect to the quotient
metric dq on Rn/G the projection from Rn to Rn/G is 1-Lipschitz. We choose an admissible
triangulation K of Rn for the action of G as discussed in Section 2.2. Let L be the link of
the origin in K so that L/G is the link of the coset of the origin in K/G, cf. Section 2.2.
Since the action of G on Rn commutes with multiplication by real numbers, the quotient
Rn/G inherits a cone structure from Rn. For a simplex ∆ ∈ L/G and a preimage ∆ˆ ∈ L of
∆ we denote the flat metric on C∆ inherited from C∆ˆ ⊂ Rn by d∆. The metrics d∆ on the
cones C∆, ∆ ∈ L/G, induce a “polyhedral” metric dp on Rn/G in the same way as above
(we may also assume that the cones C∆ are subcomplexes of K/G and omit the quotation
marks). We work with the cones C∆ˆ, ∆ ∈ L/G, instead of the simplices of K/G in order
to obtain a global Lipschitz homeomorphism in the statement of Corollary C.
Lemma 5.3. The quotient metric dq and the polyhedral metric dp on Rn/G coincide.
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Proof. Since the projection map Rn → (Rn/G, dq) is 1-Lipschitz, on each cone C∆, ∆ ∈
L/G, the quotient metric dq is majorized by the metric d∆ on C∆ inherited from Rn. By
maximality of dp we thus have dq ≤ dp.
Let x, y ∈ Rn/G be two points. The distance dq(x, y) between the respective orbits in Rn
is realized by a straight line γ : [0, L] → Rn between representatives of these orbits. Since
Rn → (Rn/G, dq) is 1-Lipschitz, γ projects to a length minimizing path γ between x and y.
There exists a finite subdivision 0 = t0 < t1 < . . . < tk−1 < tk = L such that each restriction
γ|[ti,ti+1], i = 0, . . . , k − 1, is contained in a cone C∆ of a simplex ∆ ∈ L. Hence, also each
restriction γ|[ti,ti+1], i = 0, . . . , k − 1, is contained in a cone C∆i, ∆i ∈ L/G. It follows that
dp(x, y) ≤
k−1∑
i=0
d∆i(γ(ti), γ(ti+1))) = L(γ) = dq(x, y)
by the characterization of dp as a gluing metric and hence dq = dp as claimed. 
In order to treat the case of Lipschitz manifolds with boundary we need one more lemma.
Lemma 5.4. Let (X, d) be a metric space that is a Lipschitz manifold with boundary. Then
its metric double (2X, d2) of X along its boundary (cf. Section 2.1) is a Lipschitz manifold
with empty boundary.
Proof. By passing to the induced length metric (see [BBI01, 2.2.3]) we can assume that
(X, d) is a length space. We leave out the details since we only apply the lemma to a length
space anyway (see Section 5.1). Let x0 ∈ ∂X and let ϕ0 : Rn−1 × R≥0 → X be a locally
bi-Lipschitz chart with x0 = ϕ(0). There exists a unique extension ϕ : Rn → 2X of ϕ0 that
is equivariant with respect to the reflections of Rn at Rn−1 × {0} and of 2X at ∂X. The
two copies of X are isometrically embedded in 2X. Moreover, for some R > 0 the distance
between two points x, y ∈ BR/8(x0) that lie in different halfspaces of 2X satisfies
(1) d2(x, y) = inf
z∈BR(x0)∩∂X
(d(x, z) + d(z, y)).
Now standard arguments involving the triangle inequality show that ϕ is bi-Lipschitz in a
neighborhood of 0 (cf. older arXiv version of this paper for more details).

5.1. Proof of Corollary C. Now we can prove Corollary C. We begin with the if direction.
Proof of the if direction of Corollary C. Let G < On be a rotation group. By [Lan16] (cf.
Theorem 2.5) the quotient space Rn/G is piecewise linear homeomorphic to Rn. As explained
in Section 2.2, this means that there exists some admissible triangulation K/G of Rn/G that
is simplicially isomorphic to a piecewise linear triangulation K ′ of Rn. We can assume that
the coset 0 of the origin in Rn/G is identified with the origin in Rn. Then the simplicial
isomorphism between K/G and K ′ restricts to a simplicial isomorphism φ between the links
L := linkK/G(0) and L′ := linkK′(0). Since the complexes L and L′ are finite, it follows
(similarly as in the proof of Lemma 5.1) that there exists some c > 0 such that the linear
extension φ : Rn/G = C(L) → Rn = C(L′) is c-bi-Lipschitz with respect to the polyhedral
metrics induced by the flat cones C∆ and C∆′, ∆ ∈ L, ∆′ ∈ L′. Since the quotient metric
and the polyhedral metric on Rn/G coincide by Lemma 5.3, the claim follows in this case.
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If G < On is a reflection-rotation group that contains a reflection, then the quotient space
Rn/G is piecewise linear homeomorphic to R≥0 × Rn−1 by [Lan16] (cf. Theorem 2.5). In
this case it follows in the same way as above that the quotient space Rn/G is bi-Lipschitz
homeomorphic to R≥0 × Rn−1. 
Proof of the only if direction of Corollary C. Let us first prove the statement for manifolds
without boundary. In this case a proof can be given in the same spirit as in the piecewise-
linear category that works by induction on n, cf. [Lan16, Sect. 4]. For n ≤ 2 the claim is
trivially true. Assume it holds for some n ≥ 2 and let G < On+1 be a finite subgroup for
which Rn+1/G is a Lipschitz manifold. By Section 2.2 we can choose a triangulation K of
Rn+1 that is admissible for the action of G. By Theorem 5.2 the link L/G = linkK/G(0),
L = linkK(0), of the image 0 of 0 ∈ Rn in K/G is a Lipschitz manifold with respect to its
induced length metric. Let v be a vertex of linkK(0) and let v be its equivalence class in
L/G. Radial projection induces a bi-Lipschitz homeomorphism between a neighborhood of
v in L/G and a neighborhood of the coset of the origin in TvSn/Gv. In particular, for any
vertex v of linkK(0) the isotropy group Gv is a rotation group by our induction assumption.
The group Giso generated by all such isotropy groups is normal in G since G permutes
the vertices of linkK(0). Moreover, Giso is a rotation group by construction. We claim
that Giso contains every isotropy group Gx for x ∈ linkK(0). Indeed, if g ∈ G fixes a
point x ∈ linkK(0), then by regularity of linkK(0) (see Section 2.2), it fixes the smallest
dimensional simplex in linkK(0) that contains x pointwise. In particular, g fixes a vertex of
this simplex and is thus contained in Giso. Therefore, for every x 6= 0, we have
Gx ⊆ Gx ∩Giso = (Giso)x ⊆ Gx
and so (Giso)x = Gx. This means that the action of G/Giso on Sn/Giso ∼= (linkK(0))/Giso is
free by Lemma 4.16. Because of n ≥ 2, the quotient space (Sn/Giso)/(Giso/G) ∼= Sn/G ∼=
(linkK(0))/G ∼= linkK/G(0) is simply connected by Theorem 5.2 and our assumption that
Rn+1/G is a Lipschitz manifold. It follows that G = Giso. In particular, G is a rotation
group and the claim follows by induction.
Now suppose that Rn/G is a Lipschitz manifold with non-empty boundary for some finite
subgroup G < On. In this case it follows as in the proof of Theorem A at the end of Section
4, by an application of Lemma 5.4, that G contains a reflection and that its orientation-
preserving subgroup G+ is a rotation group. This shows that G is a reflection-rotation group
that contains a reflection and thus completes the proof of Corollary C. 
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