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Resumen
• El objetivo de la presentación es dar a conocer los 
últimos trabajos del Grupo de Investigación sobre       
Control Borroso.
• Obtención de modelos precisos de sistemas no lineales 





• Generalización del método propuesto por T-S
• Identificación iterativa basada en el Filtro de Kalman
• Sistemas de control basados en el modelo TS obtenido
– LQR
Método de Identificación T-S
• Propuesto por  Takagi y Sugeno, 1985
• Se buscan aproximaciones de la función
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Método de Identificación T-S
• La estimación de la salida será














































































2Método de Identificación T-S
• Si disponemos de un conjunto de muestras 
t d / liden ra a sa a  
• Los parámetros del sistema borroso se pueden 
calcular minimizando 








Método de Identificación T-S
• Donde
 
            
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• Si la matriz X es de rango completo
YXXXp tt 1)( 
Restricciones del método T-S
• No es aplicable en el más común de los casos, 
d d l f i d t i lon e as unc ones e per enenc a en e  


























3• En este caso es fácil demostrar que la matriz X
d l t t t XX t
Restricciones del método T-S
no es e rango comp e o y por an o           no es 
invertible, invalidando el método de T-S en este 
caso
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Restricciones del método T-S
• En el caso más sencillo: :f 
• Cada fila de la matriz es de la forma:
 



























Restricciones del método T-S
• Que verifica 1 
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• El rango de X en este caso es 3
• Este resultado se puede extender fácilmente a 
funciones n-dimensionales
Restricciones del método T-S
• La solución propuesta por (Takagi and Sugeno, 1985) 
evita esta situación  
• En el intervalo              se toman unos puntos intermedios
• Por lo que las funciones de pertenencia son































































4Análisis del Problema 
• Esta restricción del método de identificación de T-S no 
significa que no existan soluciones    
• Las soluciones deben cumplir
• Las columnas de      son linealmente dependientes, por 





• La misma dependencia lineal tendrán
yYX t XX t
Análisis del Problema 
• El rango de la matriz del sistema de ecuaciones lineales 
será el mismo que el de la matriz ampliada con el           
término independiente.
• El sistema de ecuaciones lineales tiene solución
• Por no ser de rango completo será un sistema
)()( YtXXtXrankXtXrank 
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compatible indeterminado:
INFINITAS SOLUCIONES
Análisis del Problema 
• Por tanto el problema no es la falta de una 
l ió i l i t i d i fi itso uc n s no a ex s enc a e n n as 
soluciones
• La idea clave es la posibilidad de encontrar una 
de ellas
• Un primer intento sería buscar la solución de 
í i
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m n ma norma
Primer intento
• Solución de norma mínima
minimizar




• Los métodos de resolución conocidos llevan a 




– Extender la función objetivo incluyendo una 
ponderación de la norma del vector de parámetros






















• La matriz ampliada Xa es de rango completo: 
S l ió ú io uc n n ca
• El vector P se calcula como:








• Sin embargo, para valores pequeños del factor 
de ponderación, la solución será cercana al 
óptimo
Ejemplo
• Sea la función  102













– El objetivo es calcular un modelo borroso T-S
Ejemplo
• Aplicando el método de ponderación de 
á t bti l d lpar me ros con               se o ene e  mo e o 
borroso:
















es . e-  
• No es la solución óptima
• Pero representa una muy buena aproximación
6Ejemplo
• Para comparar este método con el original de T-
S d fi i f t d b i i t, e n mos un ac or  e recu r m en o α que 

























• En el método de T-S, para                se obtiene:7.0
– Con un error de 0.0389
• Incrementando             el error se reduce a 0.0360
















                 
• Para                 el error es 0.014995.0
Ejemplo
• La identificación mejora cuando el factor α se 
aproxima a la unidad   
• Pero no puede alcanzar el óptimo, que es 
precisamente α=1, ya que, para este valor la 
matriz X no es de rango completo y por tanto es 
no invertible.
• Incluso, cuando α se aproxima a la unidad, el 
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número de condición de la matriz X tiende a 
infinito, lo que indica que X tX se aproxima a la 
singularidad y por tanto el cálculo de su inversa 
no es numéricamente fiable
Sintonía de parámetros
• Los parámetros obtenidos no tienen significado 
fí is co
• Podemos usar una primera estimación de los 
mismos
Linealización
 tnppppP 00201000 
–




• El vector de parámetros del modelo borroso se 
































• En el caso de funciones vectoriales
es equivalente a m funciones escalares
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modelar  mediante un sistema
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 


































• Aplicando la formulación anterior
 
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• Si los conjuntos borrosos de los antecedentes y 
l t i d d ió l ias ma r ces e pon erac n  son os m smos 
para todos los subsistemas
































• El método de identificación iterativa propuesto 
T k i d S 1985 b lpor a ag an  ugeno, , se asa en e  
método de mínimos cuadrados recursivos
• El método no es válido cuando las funciones de 
pertenencia está solapadas por pares
• Proponemos un método iterativo basado en el 
Fil d K ltro e a man
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Identificación con EKF
• Una de las aplicaciones del filtro de Kalman es la 
identificación de parámetros  
• Supongamos una función que depende de q parámetros
• El problema de la identificación de parámetros se puede











         









• Se puede utilizar entonces el filtro extendido de 
















































9Aplicación al modelo de T-S


































































Aplicación al modelo de T-S
• La función de salida es lineal respecto a los 





































Aplicación al modelo de T-S
• Por tanto, la matriz Jacobiana coincide con la 
fila de la matriz X antes definida 
• El problema puede ser formulado como la 
estimación del estado del sistema lineal
















Aplicación al modelo de T-S
• Si las funciones de pertenencia están solapadas 
d li t l itpor pares no se pue e ap car es e a gor mo 
• Como el problema no tiene una única solución 
aparecen problemas de convergencia
43
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Sintonía de parámetros EKF
• La propuesta es describir el problema como el 



































Sintonía de parámetros EKF
• La fórmula de predicción será por tanto

















– Si m es el número de muestras usadas, la 
equivalencia se produce cuando 





• Esta metodología se puede generalizar para 
bt l á t ó ti d lo ener os par me ros p mos e os 
antecedentes de las reglas, es decir, los 












• El objetivo que nos planteamos es diseñar un 
t l d ó ti l i t li lcon ro a or p mo para e  s s ema no nea , o 
bien descrito por
• O bien en forma discreta
mn uxtutxftx  ))(),(()(
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mn uxkukxfkx  ))(),(()1(
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Controlador borroso
• En el caso más sencillo sería diseñar un 
t l d ó ti l i t d itcon ro a or p mo para e  s s ema escr o por
• Aplicando el método de estimación propuesto, el 
sistema puede ser modelado por el modelo de 
T-S
),,,,( 1(( uxxxfx nn  
   
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• Muchas metodologías, p.e. “regla a regla” 
– Si el controlador se diseña de una forma semejante
– La metodología de diseño se basa en poder formular 
el sistema realimentado como
 
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   
     
































Diseño del término afín
• El término afín de la acción de control se usa 
li i l té i fí d l i tpara e m nar e  rm no a n e  s s ema
• El sistema realimentado se puede formular 
entonces como
















   























Control por realimentación 
del estado
• Se puede utilizar cualquier metodología para 
di ñ t l li t ió d l t dse ar un con ro  por rea men ac n e  es a o
– Método de asignación de polos
– Regulador lineal óptimo (LQR) en la regla central y 
asignación de polos en el resto
– Regulador lineal óptimo (LQR) aplicado a cada una 




• El sistema se representa mediante el modelo de 
t des a o
  tnxxxx 1(  
 









































































































• La metodología LQR se aplica para cada 
b i t d i t i Q dsu s s ema usan o unas m smas ma r ces  e 
de ponderación del estado y R de ponderación 
de las entradas para todas las reglas
• Entonces, la ecuación de Riccati se resuelve 
para cada subsistema
               tt
• Obteniendo el vector de realimentación 
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• Usando el método clásico de identificación de 
í i d d i t l l d dm n mos cua ra os en un n erva o a re e or 
del punto de equilibrio se obtiene el sistema
u.x.xx 41871000002665.15 212 
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Ejemplo










































• En primer lugar se diseña el término afín
• El resto de los términos se calculan mediante 
































































• Partimos de un sistema discreto
• Aplicando identificación multivariable
mn uxkukxfkx  ))(),(()1(
 





























• Equivalente al sistema discreto
donde las matrices vienen determinadas por el 
sistema borroso
)())(()())(())(()1( 0 kukxBkxkxAkxakx 
  nn iiiii MiskxandMiskxandMiskxifS  211 )()()(:
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• Se propone en cada paso utilizar el control que 
i i i (LQR )m n m ce  a un paso
obteniendo
)()()1()1( kRukukQxkxJ ttk 




• El péndulo con un período de muestreo de 0.1 s 





















































)1( kukukxkxJ ttk 








• Hemos estudiado el método de identificación 
t T k i d S 1985propues o por a ag an  ugeno en  
• El problema encontrado es que el método no se 
puede aplicar cuando las funciones de 




• Hemos desarrollado nuevos métodos de 
id tifi ió j l id d den cac n que me oran a capac a  e 
aproximación local y global de los modelos T-S 
a los sistemas dinámicos 
– Hemos desarrollado un método no iterativo de 
sintonía de parámetros
– Y un método iterativo basado en el filtro de Kalman         
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Conclusiones
• Hemos propuesto controladores borrosos 
b d l R l d Li l Ó ti (LQR)asa os en e  egu a or nea  p mo  
que demuestran la efectividad de los métodos 
de estimación desarrollados en aplicaciones de 
control
– Control “regla a regla” para sistemas continuos
Control global discreto–   
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