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USA
We present a multi-reference generalization of the algebraic diagrammatic construction theory (ADC) [J.
Schirmer, Phys. Rev. A 26, 2395 (1982)] for excited electronic states. The resulting multi-reference ADC
approach (MR-ADC) can be efficiently and reliably applied to systems, which exhibit strong electron cor-
relation in the ground or excited electronic states. In contrast to conventional multi-reference perturbation
theories, MR-ADC describes electronic transitions involving all orbitals (core, active, and external) and en-
ables efficient computation of spectroscopic properties, such as transition amplitudes and spectral densities.
Our derivation of MR-ADC is based on the effective Liouvillean formalism of Mukherjee and Kutzelnigg
[D. Mukherjee, W. Kutzelnigg, in Many-Body Methods in Quantum Chemistry (1989), pp. 257–274], which
we generalize to multi-determinant reference states. We discuss a general formulation of MR-ADC, perform
its perturbative analysis, and present an implementation of the first-order MR-ADC approximation, termed
MR-ADC(1), as a first step in defining the MR-ADC hierarchy of methods. We show results of MR-ADC(1)
for the excitation energies of the Be atom, an avoided crossing in LiF, doubly excited states in C2, and outline
directions for our future developments.
I. INTRODUCTION
Accurate description of excited electronic states and
strong electron correlation are among the greatest chal-
lenges in modern quantum chemistry. Theoretical ap-
proaches for excited states can be divided into the wave-
function and propagator (or linear-response) categories.
The wavefunction methods compute properties of each
electronic state individually, from the wavefunctions and
energies obtained by solving the Schro¨dinger equation.1,2
In contrast, the propagator methods directly compute
the energy differences and the transition amplitudes be-
tween electronic states, from the poles and residues of the
approximate propagators.3,4 Additionally, the wavefunc-
tion and propagator methods can be classified as single-
reference or multi-reference, based on their ability to de-
scribe strong electron correlation.
Among the single-reference approaches, many wave-
function and propagator methods have been developed
and their strengths and weaknesses have been well doc-
umented. The wavefunction theories5–13 offer a hierar-
chy of approximations that can be used to compute ac-
curate excitation energies for small molecules. Mean-
while, the propagator methods14–35 provide a direct ac-
cess to important spectroscopic properties, such as tran-
sition amplitudes and spectral densities, often at a lower
computational cost. Although the two types of meth-
ods significantly differ in their theoretical foundation,
it has been demonstrated that the propagator meth-
ods have a close connection to the wavefunction the-
ories formulated using effective Hamiltonians.22–28,36–40
For example, equation-of-motion coupled cluster theory
(EOM-CC), which is widely regarded as a wavefunc-
tion approach,10–13 yields excitation energies that are
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equivalent to those of linear-response coupled cluster
theory.41–43 Connections between EOM-CC and Green’s
function coupled cluster formalism23–28,37,38 have been a
matter of extensive study. A recent work established con-
nections between approximate EOM-CC and the random
phase approximation.40
For excited states of strongly correlated systems, a
wide range of multi-reference approaches have been
explored.44–71 These methods usually combine a high-
level description of strong electron correlation in a
small subset of near-degenerate (active) orbitals and
a lower-level description of weaker (dynamic) cor-
relation in the remaining (core and external) or-
bitals. Here, it is important to distinguish strong elec-
tron correlation in the ground and excited electronic
states. In the wavefunction-based multi-reference the-
ories, such as complete active-space self-consistent field
(CASSCF)44–46 or multi-reference perturbation (MRPT)
methods,47–55 strong correlation in the ground and ex-
cited states is described by constructing a different multi-
reference wavefunction for each state. While these ap-
proaches provide an unbiased description of strong cor-
relation in various states, they often lack accurate treat-
ment of dynamic correlation or become computationally
expensive for large active spaces, basis sets, or many
electronic states. For this reason, the MRPT methods
have become particularly popular as they combine the
description of dynamic correlation with a relatively low
computational cost and can be used to compute reason-
ably accurate excitation energies for large systems. Re-
cent developments enable simulations of excited states
using MRPT with large basis sets and many (more than
20) active orbitals.72–78 Although the MRPT methods
are computationally efficient, their application to other
excited-state properties is hindered by the complexity of
their analytic derivative expressions.79 Another limita-
tion is that the MRPT methods can only simulate elec-
1tronic states originating from the transitions between ac-
tive orbitals, and thus cannot be used to compute large
spectral regions where excitations into the higher-energy
(external) or from the lower-energy (core) orbitals may
be important.
A different strategy for describing strong correlation in
various electronic states is offered by the multi-reference
propagator,56–63 linear-response,64–67 and equation-of-
motion approaches.68–70 In these methods, a single elec-
tronic state (usually, the ground state) is chosen as the
reference (or “parent”) state and the remaining (“tar-
get”) states are expressed with respect to this refer-
ence. Here, the parent state is used to obtain infor-
mation about the dynamic correlation, and the corre-
lation in the target states is assumed to be similar.
This group of methods can be used to compute excita-
tion energies for many electronic states simultaneously,
including excitations outside of the active space, pro-
vided that the parent state is suitable for describing the
target states and that the reference and excited states
do not cross. For example, multi-reference equation-of-
motion coupled cluster theory (MR-EOM-CC) developed
by Nooijen and co-workers68–70 incorporates single ex-
citations involving core and external orbitals and can
describe many (100’s) electronic states simultaneously.
This method is, however, not size-extensive and has a rel-
atively higher computational cost compared to MRPT.
Alternatively, multi-reference propagator methods56–63
are computationally more efficient than MR-EOM-CC,
but lack accurate description of the two-electron dynamic
correlation effects outside of the active space. Addi-
tionally, most of the multi-reference propagator, linear-
response, and equation-of-motion theories are based the
non-Hermitian eigenvalue problems that can be sensitive
to various instabilities common in multi-reference theo-
ries, giving rise to unphysical excitation energies.
A special class of the single-reference propagator meth-
ods is the algebraic diagrammatic construction theory
(ADC).29–34 Among the attractive properties of ADC
are relatively low computational cost, Hermitian eigen-
value problem, and efficient access to excited-state prop-
erties. Although originally formulated from a perturba-
tive diagrammatic analysis of the time-dependent po-
larization propagator, ADC has been later rederived
in the time-independent context by starting with a
ground-state wavefunction from Møller-Plesset perturba-
tion theory using the so-called intermediate-state rep-
resentation approach.31–33 An alternative derivation of
ADC has been suggested by Mukherjee and Kutzel-
nigg within the framework of the effective Liouvillean
formalism.22 This framework has a close connection to
consistent propagator theory developed earlier by Prasad
et al.,16 the time-independent Fock-space Green’s func-
tion theory,80 and single-reference unitary coupled cluster
theory (UCC).81–83 Recently, it has been demonstrated
that ADC emerges as an approximation in the linear-
response UCC theory84,85 and self-consistent UCC-based
polarization propagator theory.35
One of the main limitations of ADC is its inherently
single-reference nature, which prevents applications to
systems with open-shell and multi-reference character in
the ground or excited electronic states. A spin-flip ver-
sion of ADC has been shown to provide accurate results
for some multi-reference systems that possess a single-
reference triplet ground state.86,87 However, a general
multi-reference formulation of ADC has not been devel-
oped, to the best of our knowledge.
In this work, we present a multi-reference formulation
of ADC (MR-ADC) for excited states of strongly corre-
lated systems. We demonstrate that such MR-ADC for-
mulation can be achieved by combining the effective Li-
ouvillean formalism of Mukherjee and Kutzelnigg22 with
multi-reference perturbation theory and can be consid-
ered as a natural generalization of the conventional ADC
theory for the multi-configurational reference wavefunc-
tions. In Section II, we give a brief overview of the
effective Liouvillean theory and outline the derivation
of single-reference ADC using this approach. Next, in
Section III, we describe a general formulation of MR-
ADC for the polarization propagator and provide a recipe
for constructing MR-ADC approximations at each order
in perturbation theory. As an example, in Section IV,
we present an implementation of the first-order MR-
ADC approximation (MR-ADC(1)). We outline com-
putational details in Section V, and benchmark MR-
ADC(1) for small systems in Section VI. Finally, in Sec-
tion VII, we present our conclusions and outline plans for
future developments.
II. THEORY: BACKGROUND
A. Propagators and the effective Liouvillean theory
All ADC schemes have a close connection to the prop-
agator theory. A general form of the retarded frequency-
dependent propagator can be written as:3,4
Gµν(ω) = G
+
µν(ω)±G
−
µν(ω)
= 〈Ψ| qµ(ω −H + E)
−1q†ν |Ψ〉
± 〈Ψ| q†ν(ω +H − E)
−1qµ |Ψ〉 (1)
where G+µν(ω) and G
−
µν(ω) are the forward and backward
components of the propagator and the wavefunction |Ψ〉
is an eigenstate of the Hamiltonian H with an eigenvalue
E. The frequency can be defined as ω ≡ ω′ + iη, where
ω′ is the real component of ω and iη is an infinitesi-
mal imaginary number. The operators q†ν depend on the
propagator of interest. For example, for the polarization
propagator, q†ν = a
†
paq−〈Ψ|a
†
paq|Ψ〉, where a
†
p and ap are
the usual creation and annihilation operators. The + or
− signs are chosen if q†ν are the products of an odd or even
number of creation/annihilation operators, respectively.
2Eq. (1) can be written in a more compact form
Gµν(ω) = 〈Ψ| [qµ, (ω −H)
−1q†ν ]± |Ψ〉 (2)
where [. . .]± denotes anti-commutator or commutator
(corresponding to + or − sign in Eq. (1), respectively)
and H is the Liouvillean superoperator88 with the fol-
lowing property: HA = [H,A] = HA − AH , where A is
an arbitrary operator. Introducing the binary product of
two operators89
(A|B) = 〈Ψ|[A,B†]±|Ψ〉 (3)
Eq. (2) can be expressed in a matrix form:
G(ω) = TXA
−1
X (ω)T
†
X (4)
where the TX and AX(ω) matrices are defined as:
TX =
[
(q|X+) (q|X
†
−)
]
(5)
AX(ω) =
[
(X+|ω −H|X+) (X+|ω −H|X
†
−)
(X†−|ω −H|X+) (X
†
−|ω −H|X
†
−)
]
(6)
Here, q denotes the full set of operators qµ and X
†
+ (X
†
−)
is the projection operator manifold90–93 for G+ (G−)
with elements X†+µ (X
†
−µ). Eq. (4) can be used to com-
pute G(ω) exactly, provided that the projection mani-
folds X†± are complete. Importantly, even for complete
X
†
±, the matrix AX(ω) in general contains elements that
couple G+ and G−,
22 i.e. (X+|ω −H|X
†
−) 6= 0. In or-
der to ensure that this coupling is zero, the operators
X
†
±µ must fulfill the “vacuum annihilation condition”
(VAC):14–17
X±µ |Ψ〉 = 0 (7)
However, in practice, satisfying VAC can be very difficult,
due to a rather complicated form of Eq. (7) for a general
correlated ground state |Ψ〉.
A procedure to construct (incomplete) operator man-
ifolds that satisfy VAC even for approximate correlated
wavefunctions was first proposed by Prasad et al.16 and
was later developed by Mukherjee and Kutzelnigg within
the framework of the effective Liouvillean theory.22 In the
first step of this approach, the ground-state wavefunction
is expressed using a unitary cluster expansion:
|Ψ〉 = eA |Φ〉 , A = T − T † (8)
where |Φ〉 is a single-determinant reference state and T
is an excitation operator. In the second step, a new op-
erator manifold h†±µ is defined that satisfies VAC with
respect to the model state: h±µ |Φ〉 = 0. Due to a simple
structure of |Φ〉, the form of h†±µ is also rather simple,
they can be expressed as products of creation and annihi-
lation operators with unoccupied and occupied orbital la-
bels, respectively. Finally, the operators h†±µ are used to
define another operator manifold X˜†±µ that fulfills VAC
for the correlated ground state:
X˜
†
±µ = e
Ah
†
±µe
−A (9)
X˜±µ |Ψ〉 = e
Ah±µ |Φ〉 = 0 (10)
Replacing X†± in Eqs. (5) and (6) by X˜
†
± decouples the
forward and backward components of the propagator,
which now takes the form:
G(ω) = T
X˜
A−1
X˜
(ω)T†
X˜
(11)
TX˜ =
[
{q˜|h+} {q˜|h
†
−}
]
(12)
AX˜ =
[
{h+|ω − H˜|h+} 0
0 {h†−|ω − H˜|h
†
−}
]
(13)
where h†± is a collection of h
†
±µ, q˜ is a set of transformed
operators q˜†µ = e
−Aq†µe
A, H˜ is a superoperator corre-
sponding to the effective Hamiltonian H˜ = e−AHeA, and
a new notation for the binary product of two operators
with respect to the model state |Φ〉 is introduced:
{A|B} = 〈Φ|[A,B†]±|Φ〉 (14)
Importantly, the operators X˜†±µ fulfill VAC and the de-
coupling in Eq. (13) is achieved even when the cluster
operator A is truncated at a low excitation rank, pro-
vided that the following condition is satisfied:
〈Φ|h+µh−νe
−AHeA|Φ〉 = 0 (15)
i.e. the corresponding projection of the effective Hamil-
tonian H˜ vanishes. In order to satisfy Eq. (15), the ex-
citation rank of the operator A must not be lower than
the total deexcitation rank of the operator h+µh−ν . For
example, if h+µ and h−ν are both single-deexcitation op-
erators, the operator A in Eq. (15) must include up to
two-body terms.
We note that, due to the unitary nature of the wave
operator eA, in the effective Liouvillean approach ex-
pression for H˜ = e−AHeA does not terminate. An al-
ternative formalism based on the extended coupled clus-
ter parametrization of the ground-state wavefunction has
been explored by Datta et al.17 This approach uses a
non-Hermitian effective Hamiltonian, but gives rise to
expressions with a finite number of terms.
B. Single-reference ADC from the effective Liouvillean
theory
In this section, we briefly describe how the effective
Liouvillean theory can be used to derive approximations
of single-reference ADC (SR-ADC). The conventional
derivation of SR-ADC uses the so-called intermediate
state representation (ISR) approach.31–33 While it has
been useful for developing new SR-ADC methods,86,94–98
3the ISR approach does not admit a straightforward gener-
alization for multi-reference wavefunctions. In contrast,
the effective Liouvillean approach has a close connection
to unitary coupled cluster theory and many-body pertur-
bation theory, making such generalization possible. For
the polarization propagator, both derivations lead to the
identical equations for the excitation energies and transi-
tion amplitudes of the SR-ADC approximations. A sim-
ilar approach developed by Liu et al.35 has been recently
used to derive the ADC(3) approximation for the polar-
ization propagator and its self-consistent variant.
Starting with a single-determinant reference wavefunc-
tion |Φ〉, the electronic Hamiltonian
H =
∑
pq
hqpa
†
paq +
1
4
∑
pqrs
vrspqa
†
pa
†
qasar (16)
can be expressed in the normal-ordered form
H = E0 +
∑
pq
(f0)
q
p{a
†
paq}+
1
4
∑
pqrs
vrspq{a
†
pa
†
qasar} (17)
where E0 = 〈Φ|H |Φ〉, h
q
p = 〈p|h|q〉, v
rs
pq = 〈pq||rs〉, and
(f0)
q
p = h
q
p +
∑occ
i v
qi
pi are, respectively, the reference
energy, the one-electron integrals, the antisymmetrized
two-electron integrals, and the canonical Fock matrix.
Notation {. . .} indicates that the creation and annihila-
tion operators are normal-ordered with respect to |Φ〉.
Indices p, q, r, s run over all spin-orbitals in a finite one-
electron basis set.
To derive the SR-ADC approximations, we partition
the Hamiltonian into the zeroth-order part
H(0) = E0 +
∑
p
εp{a
†
pap} (18)
and the perturbation V = H − H(0), where the Fock
matrix is assumed to be diagonal: (f0)
q
p = εpδ
q
p. This
leads to a perturbative expansion for the wavefunction
|Ψ〉 = eA
(0)+A(1)+...+A(n)+... |Φ〉 (19)
and the propagator
G(ω) = G(0)(ω) +G(1)(ω) + . . .+G(n)(ω) + . . . (20)
For the polarization propagator, truncating expansion for
G(ω) at the n-th order leads to the equations for the
single-reference ADC(n) approximation.29
If G(ω) is expressed in the form of Eq. (11), the for-
ward and backward components of G(ω) are decoupled
and thus can be considered separately. As an example,
we consider the nth-order contribution to G+(ω), which
can be written as:
G
(n)
+ (ω) = T
(n)
+ A
−1 (n)
+ (ω)T
(n)†
+ (21)
where the subscript X˜ that appears in Eq. (11) is omitted
for clarity. Here, T
(n)
+ is the n-th-order contribution to
the matrix of the SR-ADC effective transition moments
T
(n)
+ =
k+l=n∑
kl
{q˜(k)|h
(l)
+ } (22)
The matrix A
(n)
+ (ω) can be expressed as:
A
(n)
+ (ω) = ωS
(n)
+ −M
(n)
+ (23)
S
(n)
+ =
k+l=n∑
kl
{h
(k)
+ |h
(l)
+ } (24)
M
(n)
+ =
k+l+m=n∑
klm
{h
(k)
+ |H˜
(l)|h
(m)
+ } (25)
where M
(n)
+ and S
(n)
+ are the nth-order contributions to
the effective Liouvillean and overlap matrices, respec-
tively. The former matrix is usually called the effective
Hamiltonian matrix in the SR-ADC literature,34 it con-
tains information about the excitation energies.
To determineT
(n)
+ , S
(n)
+ , andM
(n)
+ , equations for q˜
(k)†,
H˜(k), and h
(k)†
+ are derived at each perturbative or-
der. Expanding q˜† and H˜ using the Baker–Campbell–
Hausdorff (BCH) formula
q˜†µ = q
†
µ + [q
†
µ, A] +
1
2!
[[q†µ, A], A] + . . . (26)
H˜ = H + [H,A] +
1
2!
[[H,A], A] + . . . (27)
and collecting the k-th-order terms on both sides of the
equations, allows to obtain q˜(k)† and H˜(k). Once q˜† is
determined up to the k-th order, the sum of its contribu-
tions can be expressed in the following form:
q˜(0)†µ + q˜
(1)†
µ + . . .+ q˜
(k)†
µ =
∑
ν
h
m,n †
±ν d
(k)
µν (28)
The r.h.s. of Eq. (28) is a sum of all operators hm,n †±ν that
appear in the BCH expansion (26) up to the k-th order,
d
(k)
µν are the linear coefficients. Each operator h
m,n †
±ν is
classified by its particle-hole rank, wherem and n are the
numbers of particle and hole labels, respectively. Eq. (28)
defines the operators hm,n †±ν that compose the operator
manifolds h
(k)†
± up to the k-th order. For example, h
(0)†
+
consists of the operators that have the same particle-hole
rank as q†. The operators h
(1)†
+ include all new operators
generated by the first commutator in Eq. (26) that are
not included in h
(0)†
+ . This procedure can be repeated to
obtain h
(k)†
+ at an arbitrary order.
Finally, the SR-ADC excitation energies are deter-
mined by truncating the perturbation expansion of M+
and S+ at the n-th order and solving the generalized
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FIG. 1: Orbital energy diagram showing the index
convention used in this work.
eigenvalue problem:
M+Y = S+YΩ (29)
M+ ≈M
(0)
+ + . . .+M
(n)
+ (30)
S+ ≈ S
(0)
+ + . . .+ S
(n)
+ (31)
where Ω is a diagonal matrix of excitation energies and
Y are the eigenvectors. To compute M
(k)
+ , the ampli-
tudes of the operators T and T † in Eq. (8) need to be
determined. Those are obtained by projecting the effec-
tive Hamiltonian according to Eq. (15). The details of
this procedure will be demonstrated in Section III, where
we will discuss the derivation of multi-reference ADC.
As pointed out to us by one of the Reviewers, an al-
ternative hierarchy for constructing approximations for
the propagator G(ω) is to consider the perturbation se-
ries for the forward and backward components of G(ω)
separately from the outset. This strategy has a close con-
nection to the intermediate state representation approach
and does not require the use of operator manifolds that
satisfy VAC, but is less attractive from a perturbative
standpoint.
III. THEORY: MULTI-REFERENCE ALGEBRAIC
DIAGRAMMATIC CONSTRUCTION (MR-ADC)
A. General aspects of MR-ADC for the polarization
propagator
Here, we present a general formulation of the multi-
reference ADC theory for the polarization propagator
(MR-ADC). We start by dividing the spin-orbitals into
three sets: core, active, and external. Figure 1 shows
the orbital spaces and the orbital index notation used in
this work. We now assume that we have solved the com-
plete active-space self-consistent field (CASSCF) varia-
tional problem and computed the reference wavefunc-
tion |Ψ0〉 for the ground state. In addition to |Ψ0〉,
our model space contains the excited-state wavefunc-
tions |ΨI〉 (I > 0), which we obtain from the com-
plete active-space configuration interaction computation
(CASCI) using the ground-state CASSCF orbitals. We
refer to this procedure of constructing the model space
as CASCI/CASSCF.
To guide our development of MR-ADC further, we in-
troduce two requirements:
• Requirement 1. At each order of perturbation
theory n, the n-th-order MR-ADC approximation
must reduce to the n-th-order SR-ADC approxima-
tion [ADC(n)] in the limit of the single-determinant
|Ψ0〉 and zero active orbitals.
• Requirement 2. The zeroth-order MR-ADC
approximation must yield exactly the
CASCI/CASSCF excitation energies and transi-
tion amplitudes between the ground- (|Ψ0〉) and
excited-state (|ΨI〉, I > 0) model wavefunctions in
the active space.
These two requirements make sure that MR-ADC pro-
duces the SR-ADC and the exact (i.e., full configuration
interaction) excitation energies and transition amplitudes
in the two limits, respectively: (i) zero active orbitals (re-
quirement 1), and (ii) all orbitals are active (requirement
2).
To satisfy the requirement 1, we derive MR-ADC us-
ing the effective Liouvillean approach described in Sec-
tion II that we generalize for multi-determinant reference
wavefunctions. Thus, we consider approximations to the
ground-state correlated wavefunction in the form:
|Ψ〉 = eA |Ψ0〉 = e
T−T † |Ψ0〉 , T =
N∑
k=1
Tk (32)
Tk =
1
(k!)2
∑
i′j′a′b′...
ta
′b′...
i′j′... a
†
a′a
†
b′ . . . aj′ai′ , t
wz...
xy... = 0
(33)
where the operator T generates all internally-contracted
excitations between core, active, and external or-
bitals. Eq. (32) is equivalent to the wavefunction used
in internally-contracted multi-reference unitary coupled
cluster theory and the related approaches.99–105 As we
will discuss in Section V, excitations generated by the
operator T are linearly-dependent and the redundant am-
plitudes need to be eliminated.68,102,106,107 A procedure
for removing the redundant amplitudes is described in
the Appendix.
To define the MR-ADC perturbative series, we must
choose the zeroth-order Hamiltonian H(0). While the
choice of H(0) is flexible, it must guarantee that the
requirement 2 is satisfied. This suggests that H(0)
must be an interacting Hamiltonian in the active space,
rather than a Fock-like one-electron operator. In our
MR-ADC development we choose H(0) to be the Dyall
Hamiltonian,53–55,108 defined as:
H(0) ≡ C +
∑
ij
f
j
i a
†
iaj +
∑
ab
f baa
†
aab +Hact (34)
5where
f qp = h
q
p +
∑
rs
vqsprγ
r
s , γ
p
q = 〈Ψ0|a
†
paq|Ψ0〉 (35)
Hact =
∑
xy
(hyx +
∑
i
v
yi
xi)a
†
xay +
1
4
∑
xywz
vzwxy a
†
xa
†
yawaz
(36)
C =
∑
i
hii +
1
2
∑
ij
v
ij
ij −
∑
i
f ii = Efc −
∑
i
f ii (37)
The Dyall Hamiltonian H(0) includes all active-space
terms of the full electronic Hamiltonian H (Eq. (16)),
satisfying the eigenvalue problem
〈ΨJ |H
(0)|ΨI〉 = 〈ΨJ |H |ΨI〉 = EIδIJ (38)
for all CASCI/CASSCF model wavefunctions |ΨI〉 with
eigenvalues EI , which is a necessary condition for fulfill-
ing the requirement 2. For convenience, we work in the
basis of the diagonal core and external generalized Fock
operators (f ji → εiδ
j
i , f
b
a → εaδ
b
a), where H
(0) takes the
form:
H(0) = C +
∑
i
εia
†
iai +
∑
a
εaa
†
aaa +Hact (39)
We now consider the expansion of the propagator with
respect to the perturbation V = H − H(0) that defines
the MR-ADC approximations. Conveniently, the gen-
eral form of the MR-ADC equations is equivalent to that
of SR-ADC presented in Section II B. The n-th order
MR-ADC approximation, which will be termed as MR-
ADC(n) henceforth, is defined by truncating the expan-
sion for G+(ω) in Eq. (20) after G
(n)
+ (ω). The n-th-order
contribution G
(n)
+ (ω) is given by Eqs. (21) to (25) and
the MR-ADC(n) eigenvalue problem can be written as
in Eq. (29). Despite general similarities, in MR-ADC,
the matrices T
(n)
+ ,M
(n)
+ , and S
(n)
+ that compose G
(n)
+ (ω)
are evaluated using the multi-reference model wavefunc-
tions |ΨI〉, which incorporate the information about the
active-space correlation and electronic states into the de-
scription of the propagator.
B. Perturbative analysis of the MR-ADC equations
In this section, we perform a perturbative analysis of
the MR-ADC equations to illustrate the most important
features of this theory. To compute the MR-ADC(n) ex-
citation energies and transition amplitudes, we need to
evaluate the M+, S+, and T+ matrices up to the n-th
order in perturbation theory. This requires: (i) deriving
expressions for the effective Hamiltonian H˜(k), (ii) con-
structing the operator manifolds h
(k)†
+ , (iii) solving equa-
tions for the k-th-order contributions to the ta
′b′...
i′j′... am-
plitudes (Eq. (33)), and (iv) evaluating the transformed
operators q˜(k)†. Since for the polarization propagator
G+(ω) andG−(ω) contain the same information, we will
only consider G+(ω) and drop the subscript + every-
where in the equations.
1. Zeroth-order contributions
The zeroth-order operators H˜(0) and q˜(0)† have a sim-
ple form:
H˜(0) = H(0) (40)
q˜(0)†µ = q
†
µ = a
p
q − 〈Ψ0|a
p
q |Ψ0〉 (41)
where we define apq ≡ a
†
paq. Following procedure out-
lined in Section II B, from Eq. (41) we determine that the
zeroth-order operators h(0)† have the form of the single-
particle operators apq . Importantly, h
(0)† must satisfy
VAC with respect to the ground-state model wavefunc-
tion |Ψ0〉, i.e. h
(0)
µ |Ψ0〉 = 0. Since |Ψ0〉 is a CAS-type
wavefunction, there is a total of nine different classes of
the operators apq , where indices p and q belong to different
orbitals subspaces (i.e., core, active, or external). Out of
nine classes, two classes with only core (aij) or only ex-
ternal (aab ) indices are redundant as they do not produce
excited configurations when acting on |Ψ0〉. We do not
include these operators in the operator manifold h(0)†.
Among the remaining types, the operators axi , a
a
i , and
aax can be added to h
(0)†, while their adjoints contribute
to h(0). The last operator class with all active indices
(axy) generates excitations in the active space, but does
not satisfy VAC with respect to |Ψ0〉, and thus cannot
be included in h(0)†. These operators require a special
treatment in our development.
Expanding the active-space operators in the form axy =∑
I Z
†
I cI,xy, where Z
†
I is a complete set of the active-
space eigenoperators80 with a property Z†I |Ψ0〉 = |ΨI〉,
we express the configurations generated by axy as:
axy |Ψ0〉 =
∑
I
Z
†
I |Ψ0〉 cI,xy =
∑
I
|ΨI〉 〈ΨI |a
x
y |Ψ0〉 (42)
where the r.h.s. of Eq. (42) is obtained by inserting the
resolution of identity over a complete set of the active-
space model states |ΨI〉 in the l.h.s. of that equation.
Eq. (42) suggests the form for the coefficients cI,xy =
〈ΨI |a
x
y |Ψ0〉 and the eigenoperators
88 Z
†
I :
Z
†
I = |ΨI〉 〈Ψ0| (43)
Since the CASCI/CASSCF model states |ΨI〉 are orthog-
onal, the excited-state eigenoperators Z†I (I > 0) auto-
matically fulfill VAC
ZI |Ψ0〉 = 0 (I > 0) (44)
and thus can be included in the operator manifold h(0)†.
6Importantly, choosing Z†I in the form of Eq. (43) to-
gether with the choice for the zeroth-order Hamiltonian
(Eq. (39)) ensures that the requirement 2 discussed in
Section III A is satisfied. The completeness of the opera-
tor set Z†I is equivalent to the availability of the complete
model space |ΨI〉. For small active spaces, it is possible
to operate with a complete set of |ΨI〉 such that the set
of Z†I is complete. However, in most computations, it
will be necessary to truncate the set |ΨI〉 to include only
the low-energy states of interest, introducing an approx-
imation (see Section V for details).
We summarize that the h(0)† operator manifold con-
sists of the four classes of operators:
h(0)† =
{
Z
†
I ; a
a
i ; a
x
i ; a
a
x
}
(45)
The zeroth-order MR-ADC matrices have the general
form:
M(0) = {h(0)|H˜(0)|h(0)} (46)
S(0) = {h(0)|h(0)} (47)
T(0) = {q˜(0)|h(0)} (48)
Explicit equations for M(0) and S(0) are shown in the
Supporting Information. In contrast to SR-ADC, these
matrices are non-diagonal, due to the non-orthogonal
nature of the internally-contracted configurations (e.g.,
axi |Ψ0〉) and the non-diagonal form of the Dyall Hamil-
tonian. However, the off-diagonal blocks ofM(0) and S(0)
corresponding to different types of h(0)† vanish.
2. First-order contributions
Expanding the BCH expansions in Eqs. (26) and (27)
to the first order, we obtain:
H˜(1) = V + [H(0), T (1) − T †(1)] (49)
q˜(1)†µ = [a
p
q , T
(1) − T †(1)] (50)
Since V is a two-electron operator, the first-order exci-
tation operator T (1) only includes up to the two-body
terms: T (1) = T
(1)
1 + T
(1)
2 . From Eq. (50) we determine
the first-order operator manifold h(1)†, which consists of
eight different types of double excitations:
h(1)† =
{
aabij ; a
ax
ij ; a
ab
ix ; a
xy
ij ; a
ab
xy; a
yz
ix ; a
az
xy; a
ay
ix
}
(51)
where apqrs ≡ a
†
pa
†
qasar. The MR-ADC matrices have the
following structure:
M(1) = {h(0)|H˜(1)|h(0)}+ {h(1)|H˜(0)|h(0)}
+ {h(0)|H˜(0)|h(1)} (52)
S(1) = {h(1)|h(0)}+ {h(0)|h(1)} (53)
T(1) = {q˜(1)|h(0)}+ {q˜(0)|h(1)} (54)
In the MR-ADC(1) approximation, where M ≈
M(0) + M(1), the terms that depend on the double-
excitation manifold h(1) do not contribute, since the
{h(1)|H˜(0)|h(1)} block of the effective Liouvillean matrix
is a contribution to M(2). However, these h(1) contribu-
tions need to be included in MR-ADC(2) and the higher-
order approximations. Evaluation of M(1) requires the
first-order single-excitation (t
a(1)
i , t
a(1)
x , t
x(1)
i ) and (semi-
internal) double-excitation (t
ay(1)
ix , t
aw(1)
xy , t
yw(1)
ix ) ampli-
tudes. These amplitudes can be obtained by solving a
system of the projected amplitude equations
〈Ψ0|a
p
qH˜
(1)|Ψ0〉 = 0 (55)
〈Ψ0|a
pq
rsH˜
(1)|Ψ0〉 = 0 (56)
where apq ∈ {a
i
a; a
x
a; a
i
x} and a
pq
rs ∈ {a
ix
ay; a
xy
aw; a
ix
yw}. We
discuss the solution of these equations in more detail in
the Appendix.
3. Second-order contributions
The second-order operators H˜(2) and q˜(2)† have the
form:
H˜(2) = [H(0), T (2) − T †(2)]
+
1
2
[V + H˜(1), T (1) − T †(1)] (57)
q˜(2)†µ = [a
p
q , T
(2) − T †(2)]
+
1
2
[[apq , T
(1) − T †(1)], T (1) − T †(1)] (58)
The second term in Eq. (58) generates the three-body
operators that compose the second-order operator mani-
fold h(2)†. The MR-ADC matrices contain the following
second-order terms:
M(2) = {h(0)|H˜(2)|h(0)}+ {h(1)|H˜(1)|h(0)}
+ {h(0)|H˜(1)|h(1)}+ {h(1)|H˜(0)|h(1)}
+ {h(2)|H˜(0)|h(0)}+ {h(0)|H˜(0)|h(2)} (59)
S(2) = {h(1)|h(1)}+ {h(2)|h(0)}+ {h(0)|h(2)} (60)
T(2) = {q˜(1)|h(1)}+ {q˜(2)|h(0)}+ {q˜(0)|h(2)} (61)
Terms containing h(2) need to be included only in MR-
ADC(4) and higher-order approximations. However, all
terms involving the double-excitation manifold h(1) must
be included already in MR-ADC(2). Computation of
M(2) requires solving for all amplitudes of the T
(1)
1 and
T
(1)
2 operators, as well as for the single- and semi-internal
double-excitation amplitudes of T
(2)
1 and T
(2)
2 .
Figure 2 compares the effective Liouvillean matrix M
for the single-reference ADC(n) and multi-reference MR-
ADC(n) approximations (n = 0, 1, 2). Although in
MR-ADC there are more excitation classes than in SR-
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FIG. 2: Structure of the effective Liouvillean matrix M in the ADC(n) and MR-ADC(n) approximations (n = 0, 1,
2). Non-zero elements of M are highlighted in color, numbers indicate the perturbation order at which the
expansion of effective Hamiltonian H˜ is truncated for each block. Wavefunctions |Φai 〉 and |Φ
ab
ij 〉 are singly and
doubly excited determinants, |ΨI〉 are excited CASCI model states, |Ψ
a′
i′ 〉 and |Ψ
a′b′
i′j′ 〉 are singly and doubly excited
multi-reference states with at least one core or external index.
ADC, the perturbative structure of the MR-ADC(n) and
ADC(n) matrices is very similar. These matrices become
equivalent in the limit of the single-determinant |Ψ0〉 and
zero active orbitals.
Finally, we comment about size-extensivity of the MR-
ADC(n) approximations. The commutator structure of
the MR-ADC equations ensures that all of the terms that
appear in these equations are fully linked, which formally
guarantees size-consistency of the MR-ADC excitation
energies and transition amplitudes at any level of approx-
imation, similar to that of the single-reference ADC. In
practice, however, size-consistency can be violated dur-
ing the numerical solution of the MR-ADC equations as
a result of removing redundant excitations of the oper-
ator T . These size-consistency errors originate from the
disconnected terms involving the single and semi-internal
amplitudes (e.g., t
a(1)
i and t
ay(1)
ix ) that become non-zero
when linear dependencies are eliminated.107,109 We will
investigate the size-consistency errors of the MR-ADC(1)
approximation in Section VIA.
IV. IMPLEMENTATION: MR-ADC(1)
We have derived and implemented equations for the
MR-ADC(1) approximation as a first step in construct-
ing the hierarchy of the MR-ADC methods. The gen-
eral structure of the MR-ADC(1) approximation was
described in Section III B and the explicit equations
are shown in the Supporting Information. Although
the single-reference ADC(1) energies are equivalent to
those obtained from the Tamm-Dancoff approximation3
(TDA), the MR-ADC(1) and the multi-configurational
TDA (MC-TDA)57,58,110–112 energies are in general dif-
ferent. This is because in MR-ADC(1) the effective Li-
ouvillean matrix contains additional non-zero terms that
depend on the single-excitation (t
a(1)
x , t
x(1)
i ) and semi-
internal (t
ay(1)
ix , t
aw(1)
xy , t
yw(1)
ix ) amplitudes that are not
present in MC-TDA. Neglecting these terms reduces the
MR-ADC(1) equations to those of MC-TDA.
The main steps of the MR-ADC(1) implementation for
a CASSCF reference wavefunction are summarized be-
low:
1. Choose active space, compute the ground-state
CASSCF wavefunction |Ψ0〉.
2. Using the optimized CASSCF orbitals, compute
the energies EI and the wavefunctions |ΨI〉 for
NCAS lowest-energy CASCI states.
3. Compute active-space reduced density matrices
(RDMs) for the ground state |Ψ0〉 and transition
8RDMs between |Ψ0〉 and the excited CASCI states
|ΨI〉 (I > 0).
4. Solve linear equations for the single-excitation
(t
a(1)
x , t
x(1)
i ) and semi-internal (t
ay(1)
ix , t
aw(1)
xy , t
yw(1)
ix )
amplitudes (see the Appendix for details).
5. Compute the overlap (S = S(0)) and the effective
Liouvillean matrices (M =M(0) +M(1)).
6. Solve the generalized eigenvalue problem (29) to
compute excitation energies.
In the algorithm outlined above, the model space should
contain all CASCI states |ΨI〉 that are important for the
problem and spectral region of interest. Evaluation of the
M matrix elements requires computation of up to the
three-particle ground-state RDM (3-RDM) and three-
particle transition RDM, which have O(NCAS × Ndet ×
N6act) computational scaling, where Ndet is the dimension
of the active-space Hilbert space and Nact is the num-
ber of active orbitals. In addition, solving the amplitude
equations for the semi-internal excitations with three
active-space indices (t
aw(1)
xy and t
yw(1)
ix ) requires comput-
ing the ground-state 4-RDM, which has O(Ndet × N
8
act)
computational cost. In our implementation, we avoid
computation and storage of 4-RDM using the imaginary-
time propagation algorithm outlined in the Appendix.
V. COMPUTATIONAL DETAILS
We implemented MR-ADC(1) in a standalone Python
program. To obtain one- and two-electron integrals and
the CASSCF reference wavefunctions, our program was
interfaced with Pyscf.113 The main steps of our im-
plementation are described in Section IV. In all MR-
ADC(1) computations, the CASSCF reference molecular
orbitals were optimized for the ground electronic state
with tight convergence parameters for the energy (10−8
Eh). These orbitals were used in the following CASCI
computation, which produced wavefunctions for the ex-
cited states in the active space. We refer to this proce-
dure as CASCI/CASSCF. We denote active spaces used
in CASCI/CASSCF as (ne, mo), where n is the num-
ber of active electrons and m is the number of orbitals.
The MR-ADC(1) results were benchmarked against ac-
curate reference data from full configuration interac-
tion (FCI) and density matrix renormalization group
(DMRG) and were compared to results from strongly-
contracted N -electron valence second-order perturbation
theory (sc-NEVPT2)53 and its quasidegenerate variant
(sc-QD-NEVPT2).55 The NEVPT2 computations were
performed using the Orca program114 and employed the
state-averaged CASSCF orbitals (SA-CASSCF).
In addition to choosing the active space, the MR-
ADC(1) results depend on three parameters: (i) the pa-
rameter ∆conv for the imaginary-time propagation used
to compute the semi-internal amplitudes of the effective
Hamiltonian, (ii) the thresholds η[0
′] and η[±1
′] for re-
moving linear dependencies in the overlap matrices, and
(iii) NCAS, the number of the CASCI states in the model
space.
We refer the interested readers to the Appendix for de-
tails about the imaginary-time propagation and the over-
lap matrices. In short, our imaginary-time algorithm fol-
lows the procedure described in Ref. 115. The time prop-
agation is performed using the embedded Runge-Kutta
algorithm, which automatically determines the time step
based on the accuracy parameter ∆conv.
116 Since the
imaginary-time propagation is a relatively inexpensive
step of our algorithm, we use a small value ∆conv = 10
−6
in all computations, which allows to compute numeri-
cally accurate semi-internal amplitudes with ∼ 10 to 40
imaginary-time steps.
To remove linear dependencies, we first diagonalize
the overlap matrices S[0
′], S[+1
′], and S[−1
′] defined in
Eqs. (75), (81) and (86), respectively. We then arrange
the resulting eigenvalues s
[i]
p (i = 0′, +1′, −1′) in the as-
cending order and project out the eigenvectors with the
smallest s
[i]
p that satisfy the following condition:
∑trunc
p s
[i]
p∑
p s
[i]
p
≤ η[i] (62)
where the sum in the numerator runs over the truncated
s
[i]
p and the denominator contains the total sum of s
[i]
p .
In practice, the diagonalization needs to be performed
only for the active-space blocks of S[0
′], S[+1
′], and S[−1
′]
with the same core (i = j) and external (a = b) indices.
Our numerical tests indicate that numerical instabilities
due to the linear dependencies can be completely elim-
inated when η[0
′] and η[±1
′] are chosen to be 10−8 and
10−3, respectively, which is consistent with the values
used in implementations of other internally-contracted
multi-reference theories.68,102,106,107 We use these values
in all of our computations. We note that the procedure
for removing linear dependencies used in this work treats
redundancies in single and double (semi-internal) excita-
tions on equal footing, but is not unique. Other strategies
for eliminating linear dependencies can be used, where
either one of the excitation classes is omitted or excita-
tions of one class are removed from excitations of another
class.107 We refer to the work by Hanauer and Ko¨hn in
Ref. 107 for a detailed numerical analysis of these al-
ternative methods within the framework of internally-
contracted multi-reference coupled cluster theory.
Finally, the MR-ADC(1) results depend on the number
of the CASCI states included in the model space (NCAS,
see Section IV). The optimal value of NCAS depends on
the system and should include all active-space states in
the energy range of interest. In our computations, we
usually start with NCAS = 10 and increase it until the
excitation energies for the relevant states are converged.
For the systems and active spaces considered in this work,
the optimal value of NCAS ranged from 20 to 50 states,
9TABLE I: Size-consistency errors of the MR-ADC(1) excitation energies (eV) for a system consisting of two
identical water molecules separated from each other by 10000 A˚ (cc-pVDZ basis set). The errors are computed as:
∆E = E(2H2O)− 2E(H2O), where E(2H2O) and E(H2O) are the dimer and monomer excitation energies for each
state. Results are shown for the fixed H–O–H angle (104.5◦), two different O–H bond lengths (r = 1.0 and 2.0 A˚),
different values of the overlap truncation parameter (η[±1
′], see Section V for details), and four lowest-energy singlet
states (Sn). The (8e, 8o) and (4e, 4o) active spaces were used for the dimer and monomer CASSCF reference
wavefunctions, respectively.
Overlap truncation threshold (η[±1
′])
State 10−1 10−2 10−3 10−4 10−5
r = 1.0 A˚
S1 4.7 × 10−3 8.0 × 10−3 −9.7 × 10−4 2.8 × 10−2 1.1 × 10−2
S2 8.7 × 10
−3 1.5 × 10−3 −6.2 × 10−3 4.2 × 10−2 −1.3 × 10−2
S3 4.3 × 10
−3 1.1 × 10−2 2.0 × 10−3 8.7 × 10−3 1.8 × 10−2
S4 5.0 × 10
−3 5.3 × 10−2 −1.3 × 10−2 −2.8 × 10−3 −4.0 × 10−3
r = 2.0 A˚
S1 4.0 × 10
−3 4.1 × 10−3 2.1 × 10−3 2.2 × 10−3 2.2 × 10−3
S2 5.3 × 10−3 1.5 × 10−3 −6.9 × 10−5 −4.2 × 10−5 −5.8 × 10−5
S3 2.2 × 10
−2 5.5 × 10−3 3.2 × 10−3 3.3 × 10−3 3.2 × 10−3
S4 1.0 × 10
−2 4.0 × 10−3 2.9 × 10−3 2.9 × 10−3 2.8 × 10−3
with the exception of the Be atom with the (2s3s2p3p3d)
active space, where we had to use NCAS = 80 to obtain
converged energies for all excited states. An important
feature of MR-ADC(1) is that the excited-state CASCI
wavefunctions are only used to compute the transition
reduced density matrices and thus can be discarded after
their computation is complete.
VI. RESULTS
A. Size-consistency of excitation energies
We first examine size-consistency of the MR-ADC(1)
energies for a system of two non-interacting water
molecules. As we discussed in Section III B, the MR-
ADC approximations are formally size-consistent, but
removing redundancies from the cluster operator T can
give rise to size-consistency errors. Table I shows size-
consistency errors (∆E in eV) of the MR-ADC(1) exci-
tation energies for the four lowest-energy singlet excited
states of the non-interacting water molecules with two
different O–H bond lengths (1.0 and 2.0 A˚). Our numer-
ical tests indicate that the size-consistency errors origi-
nate from the terms that depend on the core-active and
active-external amplitudes (denoted as [+1′] and [−1′] in
the Appendix) and vanish when these amplitudes are set
to zero. To study the effect of the overlap truncation
on the magnitude of the size-consistency errors, we com-
puted ∆E for different values of the overlap truncation
parameter η[±1
′] (Section V). For all values of η[±1
′], the
∆E errors are small (∼ 10−3 eV) with the largest er-
ror of only 0.053 eV. Changing η[±1
′] from 10−1 to 10−5
does not significantly affect the ∆E values, most of them
change by less than an order of magnitude.
We note that the observed size-consistency errors are
intrinsic to the procedure used to project out linear de-
pendencies and are not unique to MR-ADC. For exam-
ple, Hanauer and Ko¨hn107 demonstrated that eliminating
redundancies in the equations of internally-contracted
multi-reference coupled cluster theory also gives rise to
size-extensivity and size-consistency errors. They devel-
oped alternative truncation schemes that allow to reduce
or eliminate size-extensivity errors.109 These schemes
can be readily adopted in MR-ADC to remove size-
consistency errors, which will be the subject of our future
work.
B. Excitation energies of the Be atom
In this section, we study the dependence of the MR-
ADC(1) results on the size of the active space. In our
benchmark, we consider the beryllium atom (Be), for
which the accurate results from full configuration inter-
action (FCI) are available in the literature.117 We use
the same basis set as in Ref. 117 and employ three active
spaces in our reference CASSCF computations, includ-
ing all orbitals in parenthesis: (2s2p), (2s2p3s3p), and
(2s3s2p3p3d). The largest active space corresponds to
(2e, 13o).
We first investigate accuracy of the Be excitation en-
ergies computed using conventional methods, such as
CASCI and strongly-contracted NEVPT2 (sc-NEVPT2).
Table II shows results of CASCI and sc-NEVPT2 ob-
tained using the largest (2s3s2p3p3d) active space. The
CASCI energies were computed using the ground-state
CASSCF orbitals (CASCI/CASSCF), as well as the
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TABLE II: Excitation energies (eV) of the Be atom computed using CASCI and sc-NEVPT2 employing the
(2s3s2p3p3d) active space. The basis set and full configuration results (FCI) are from Ref. 117. The CASCI results
were computed using the ground-state CASSCF orbitals, as well as the CASSCF orbitals averaged over n
lowest-energy states [SA(n)-CASSCF, n = 9 and 20]. States included in state-averaging are indicated with asterisks.
Also shown are mean absolute errors (∆MAE) and standard deviations (∆STD) of the results, relative to FCI.
CASCI/ CASCI/ CASCI/ sc-NEVPT2/ FCI
State CASSCF SA(9)-CASSCF SA(20)-CASSCF SA(20)-CASSCF
2s12p1 1P 0 6.08 5.33∗ 5.38∗ 5.37∗ 5.32
2s13s1 1S 10.76 6.75∗ 6.69∗ 6.77∗ 6.77
2p2 1D 8.11 7.29 7.04∗ 7.14∗ 7.09
2s13p1 1P 0 17.21 8.81 7.75 7.53 7.46
2s13d1 1D 18.90 12.76 11.16 9.20 8.03
2s12p1 3P 0 2.92 2.69∗ 2.63∗ 2.73∗ 2.73
2s13s1 3S 11.94 6.41∗ 6.33∗ 6.46∗ 6.44
2s13p1 3P 0 7.93 7.42 7.24∗ 7.33∗ 7.30
2p2 3P 16.73 8.38 7.39∗ 7.45∗ 7.42
2s13d1 3D 16.47 11.54 9.44 8.30 7.74
∆MAE 5.07 1.13 0.56 0.20
∆STD 4.30 1.74 1.08 0.38
TABLE III: Excitation energies (eV) of the Be atom computed using MR-ADC(1) with three active spaces employed
in the reference CASSCF computation: (2s2p), (2s2p3s3p), (2s3s2p3p3d). The basis set and full configuration
results (FCI) are from Ref. 117. Also shown are mean absolute errors (∆MAE) and standard deviations (∆STD) of
the results, relative to FCI.
MR-ADC(1) MR-ADC(1) MR-ADC(1) FCI Experimenta
State (2s2p) (2s2p3s3p) (2s3s2p3p3d)
2s12p1 1P 0 5.43 5.31 5.37 5.32 5.28
2s13s1 1S 6.96 6.77 6.78 6.77 6.78
2p2 1D 7.18 7.15 7.15 7.09 7.05
2s13p1 1P 0 7.62 7.46 7.48 7.46 7.46
2s13d1 1D 8.24 8.07 8.07 8.03 7.99
2s14s1 1S 8.26 8.08 8.09 8.08 8.09
2s14p1 1P 0 8.48 8.30 8.32 8.30 8.31
2s14d1 1D 8.74 8.55 8.55 8.54 8.53
2s15s1 1S 8.79 8.60 8.61 8.60 8.60
2s15p1 1P 0 8.88 8.69 8.70 8.69 8.69
2s16s1 1S 9.17 8.98 8.99 8.98 8.84
2s12p1 3P 0 2.72 2.72 2.73 2.73 2.73
2s13s1 3S 6.52 6.43 6.44 6.44 6.46
2s13p1 3P 0 7.45 7.29 7.30 7.30 7.30
2p2 3P 7.65 7.65 7.55 7.42 7.40
2s13d1 3D 7.91 7.74 7.75 7.74 7.69
2s14s1 3S 8.15 7.98 7.99 7.99 8.00
2s14p1 3P 0 8.45 8.27 8.28 8.27 8.28
2s14d1 3D 8.63 8.45 8.46 8.45 8.42
2s15s1 3S 8.74 8.56 8.57 8.56 8.56
2s15p1 3P 0 8.87 8.68 8.69 8.69 8.69
2s16s1 3S 9.06 8.88 8.90 8.89 8.82
2s16p1 3P 0 9.14 8.96 8.97 8.96 8.89
∆MAE 0.16 0.02 0.02
∆STD 0.05 0.05 0.03
a See Ref. 117 for references to experimental results.
CASSCF orbitals averaged over n lowest-energy states
[CASCI/SA(n)-CASSCF, n = 9 and 20]. For sc-
NEVPT2, only the SA(20)-CASSCF orbitals were used.
For all electronic states, the CASCI excitation energies
strongly depend on the choice of molecular orbitals. In
particular, using the ground-state CASSCF orbitals leads
to very large mean absolute errors (∆MAE) and standard
deviations (∆STD) of 5.07 and 4.30 eV, respectively, rela-
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tive to FCI. These errors are substantially reduced when
using the state-averaged CASSCF orbitals. In this case,
the best agreement with the FCI benchmark results is
observed for states that were included in state-averaging
(errors of ≤ 0.11 eV), while much larger errors (up to ∼
3 eV) are obtained for the remaining states. Incorporat-
ing the description of dynamic correlation using the sc-
NEVPT2/SA(20)-CASSCF method further reduces the
errors, yielding excitation energies in excellent agree-
ment with FCI for states included in state-averaging. Al-
though sc-NEVPT2 improves the description of the re-
maining states, their computed transition energies are
significantly overestimated (up to 1.17 eV).
We now turn our attention to the MR-ADC(1) results
presented in Table III. Importantly, while CASCI and sc-
NEVPT2 can only be used to compute energies of tran-
sitions between orbitals in the active space, MR-ADC(1)
provides information about excitations between all or-
bitals. Although MR-ADC(1) is the simplest approxi-
mation in the MR-ADC hierarchy, its accuracy can be
improved by increasing the size of the active space. Ta-
ble III demonstrates that the MR-ADC(1) excitation en-
ergies converge towards the FCI limit as the active space
is expanded from (2s2p) to (2s3s2p3p3d). Including more
orbitals in the active space also improves the description
of excitations between active and external orbitals. For
example, the error in excitation energy for the 2s14p1 3P 0
state reduces from 0.17 eV to 0.01 eV by increasing the
active space from (2s2p) to (2s3s2p3p3d). Overall, for
the largest (2s3s2p3p3d) active space, the MR-ADC(1)
results are in a close agreement with FCI, with mean
absolute errors (∆MAE) and standard deviations (∆STD)
of 0.02 and 0.03 eV, respectively. Although the MR-
ADC(1) method used the ground-state CASSCF orbitals,
its ∆MAE and ∆STD computed using the smallest (2s2p)
active space (0.16 and 0.05 eV, respectively) are already
smaller than those of sc-NEVPT2/SA(20)-CASSCF em-
ploying the largest (2s3s2p3p3d) active space (0.20 and
0.38 eV).
Interestingly, the MR-ADC(1) excitation energies
agree very closely to the energies from multi-
configurational linear response theory (MC-LR) reported
in Ref. 117 for almost all states but the 2s12p1 1P 0 state,
where the difference of ∼ 0.05 eV is observed. Although
both theories are based on the first-order approximation
to the polarization propagator, MC-LR is formulated as
a non-Hermitian eigenvalue problem, whereas the MR-
ADC(1) energies are computed by diagonalizing a Her-
mitian matrix of a smaller dimension.
C. Avoided crossing in LiF
Next, we test MR-ADC(1) for the description of
an avoided crossing between the ground X 1Σ+g and
the excited 2 1Σ+g states of LiF.
50,55,118,119 At short
bond distances, the wavefunctions of these two states
are dominated by the ionic and covalent configura-
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FIG. 3: Excitation energy (eV) of LiF between the
X 1Σ+g and 2
1Σ+g states as a function of the bond
distance computed using FCI, SA-CASSCF,
sc-QD-NEVPT2, MC-TDA, and MR-ADC(1) (6-31+G*
basis set). The FCI energies were computed using the
SHCI algorithm,122–124 with the 1s orbital of fluorine
atom not included in the correlation treatment. All
active-space methods used the (6e, 6o) active space. In
SA-CASSCF and sc-QD-NEVPT2, both states were
included in state-averaging to compute the reference
CASSCF orbitals. In MC-TDA and MR-ADC(1), the
CASSCF orbitals were optimized for the X 1Σ+g state.
tions, respectively. As the bond distance increases,
the potential energy curves of the two states closely
approach each other and their wavefunctions strongly
interact, exchanging their character. In this sec-
tion, we use the 6-31+G* basis set120,121 and com-
pare the MR-ADC(1) results to those obtained from
FCI, state-averaged CASSCF (SA-CASSCF), strongly-
contracted quasidegenerate NEVPT2 (sc-QD-NEVPT2),
and multi-configurational Tamm-Dancoff approximation
(MC-TDA). As described in Section IV, MC-TDA can be
considered as an approximation to MR-ADC(1) where
all terms that depend on the single- and semi-internal
double-excitation amplitudes are neglected. The FCI
results were computed using the semistochastic heat-
bath configuration interaction algorithm (SHCI) imple-
mented in the Dice program.122–124 The 1s orbital of
fluorine was not correlated in the SHCI computations.
All active-space methods used the (6e, 6o) active space.
In SA-CASSCF and sc-QD-NEVPT2, both X 1Σ+g and
2 1Σ+g states were included in state-averaging to com-
pute the reference CASSCF orbitals. In MR-ADC(1) and
MC-TDA, the CASSCF orbitals were optimized for the
ground X 1Σ+g state.
Figure 3 plots the X 1Σ+g → 2
1Σ+g excitation energy
(∆E) for various bond distances computed using MR-
ADC(1), MC-TDA, sc-QD-NEVPT2, SA-CASSCF, and
FCI. The FCI curve exhibits a minimum corresponding
to an avoided crossing at 12.25 a0 with ∆E = 0.07 eV.
SA-CASSCF shows the worst agreement with FCI pre-
dicting an avoided crossing at 8.75 a0 with ∆E = 0.55
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TABLE IV: Vertical excitation energies (eV) for the low-lying electronic states of C2 (r = 2.4 a0) computed using
TDA, CASCI/CASSCF, MR-ADC(1), sc-NEVPT2, and DMRG (cc-pVDZ basis set). CASCI/CASSCF corresponds
to a CASCI computation using the CASSCF ground-state orbitals. In CASCI/CASSCF, MR-ADC(1), and
sc-NEVPT2, the CASSCF reference wavefunction used the (8e, 8o) active space. Also shown are mean absolute
errors (∆MAE) and standard deviations (∆STD) of the results, relative to DMRG.
State TDA CASCI/CASSCF MR-ADC(1) sc-NEVPT2 DMRGa
A 1Πu −1.30 2.31 1.97 1.42 1.29
B 1∆g
b 4.08 4.08 2.45 2.17
B′ 1Σ+g
b 4.07 4.04 2.73 2.45
C 1Πg 6.42 6.27 5.98 4.83 4.61
a 3Πu −2.41 0.97 0.64 0.34 0.21
b 3Σ−g
b 3.17 3.17 1.56 1.29
c 3Σ+u −1.08 1.39 1.28 1.35 1.29
d 3Πg
b 3.74 3.57 2.85 2.65
1 3∆u 7.35 8.03 7.17 7.02 6.66
∆MAE 2.01 1.27 1.03 0.21
∆STD 2.11 0.59 0.69 0.10
a The DMRG results employing the (12e, 28o) active space are from Ref. 125.
b Excited state with double excitation character, absent in TDA.
eV. MR-ADC(1) qualitatively reproduces the shape of
the FCI curve locating an avoided crossing at 15.25 a0
with ∆E = 0.12 eV. Although at each geometry the MR-
ADC(1) error in ∆E is large (0.3 to 0.5 eV), relative to
FCI, the MR-ADC(1) curve is quite parallel to FCI for
the short (< 10 a0) and long (> 16 a0) bond distances.
In addition, MR-ADC(1) demonstrates a significant im-
provement over the reference CASCI/CASSCF results,
which do not exhibit an avoided crossing at any geome-
try. The MC-TDA curve is quite close to MR-ADC(1) for
the short bond distances (< 14 a0), but significantly devi-
ates from MR-ADC(1) at the longer distances (> 16 a0),
showing larger non-parallelity errors relative to FCI. The
best results are shown by the sc-QD-NEVPT2 method,
which locates an avoided crossing at 11.5 a0 with ∆E
= 0.09 eV, indicating the importance of the two-electron
dynamic correlation effects that are not included in MR-
ADC(1).
D. Doubly excited states in C2
Finally, we consider a challenging example of the C2
molecule, whose excited states require very accurate de-
scription of static and dynamic correlation.124–129 Ta-
ble IV reports the MR-ADC(1) vertical excitation ener-
gies for C2 at near equilibrium bond distance (r = 2.4 a0)
computed using the cc-pVDZ basis set.130 In addi-
tion, we report results from the single-reference Tamm-
Dancoff approximation (TDA), CASCI computed using
the ground-state CASSCF orbitals (CASCI/CASSCF),
and strongly-contracted NEVPT2 (sc-NEVPT2). For
all active-space methods, the CASSCF reference wave-
function was computed using the (8e, 8o) active space.
As a benchmark, we employ the accurate density ma-
trix renormalization group (DMRG) results obtained by
Wouters et al.125
All low-lying electronic states of C2 considered in Ta-
ble IV have a significant multi-reference character. This
is evidenced by the TDA method, which incorrectly pre-
dicts the ground state and completely misses four out
of nine excited states, due to their doubly excited na-
ture. On the contrary, the MR-ADC(1) method cor-
rectly assigns the ground state to be X 1Σ+g and pro-
vides excitation energies for the doubly excited states.
However, for most of the electronic states, the MR-
ADC(1) energies significantly overestimate the DMRG
results and are close to CASCI/CASSCF. Although for
some states (e.g., B 1∆g or b
3Σ−g ) the MR-ADC(1) and
CASCI/CASSCF results are virtually identical, for other
states MR-ADC(1) predicts somewhat lower excitation
energies, reducing the error relative to DMRG by up to
0.35 eV, with an exception of the 1 3∆u state where a sub-
stantial improvement of 0.86 eV is observed. The large
errors of MR-ADC(1) are due to the missing description
of the two-electron dynamic correlation between core, ac-
tive, and external orbitals, which is very important in
the excited states of C2. This is evidenced by the results
of the sc-NEVPT2 method, which are in a much closer
agreement with DMRG (∆MAE = 0.21, ∆STD = 0.10
eV) than MR-ADC(1) (∆MAE = 1.03, ∆STD = 0.69 eV).
The two-electron dynamic correlation effects will be in-
corporated in the second-order MR-ADC approximation
(MR-ADC(2)) and are expected to significantly lower the
excitation energies, reducing the errors relative to refer-
ence values.
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VII. CONCLUSIONS
In this work, we considered a multi-reference formu-
lation of the algebraic diagrammatic construction the-
ory (MR-ADC) for excited states of strongly correlated
systems. The MR-ADC approach is an alternative to
multi-reference perturbation theories and multi-reference
propagator methods and has several attractive proper-
ties: (i) it allows for including and systematically im-
proving the description of the dynamic correlation ef-
fects outside of the active space, (ii) it describes elec-
tronic transitions involving all orbitals (i.e., core, ac-
tive, and external), (iii) it is based on the Hermitian
eigenvalue problem and thus ensures that the excitation
energies have real values, (iv) it enables efficient com-
putation of spectroscopic properties (such as transition
amplitudes and spectral densities), and (v) allows for
simulations of various spectroscopic processes (e.g., va-
lence or core excitations, photoionization). In contrast
to the original (single-reference) ADC theory, MR-ADC
is more reliable in situations where the multi-reference
effects are important in the ground or excited electronic
states. Our formulation of MR-ADC is based one the
effective Liouvillean formalism of Mukherjee and Kutzel-
nigg, originally developed for the single-determinant ref-
erence wavefunctions.22 By generalizing this formalism
to multi-determinant states, we arrived at the MR-ADC
formulation, which naturally reduces to the conventional
ADC theory in the single-reference limit. We performed
a perturbative analysis of MR-ADC and outlined a pro-
cedure for constructing MR-ADC approximations at each
order in perturbation theory.
As a first step in defining the hierarchy of the MR-
ADC methods, we presented an implementation of the
first-order MR-ADC approximation for the polarization
propagator (MR-ADC(1)) and benchmarked its results
for two non-interacting water molecules, excitation en-
ergies of the Be atom, an avoided crossing in LiF, and
doubly excited states in C2. For the water molecules, we
showed that the MR-ADC(1) excitation energies exhibit
small size-consistency errors, which originate due to re-
moving linear dependencies in the overlap metric. For
the Be atom, we demonstrated that the MR-ADC(1) re-
sults converge to the full configuration interaction limit
with increasing active space size. In a study of LiF,
we showed that MR-ADC(1) qualitatively correctly de-
scribes an avoided crossing due to the mixing of the ionic
and covalent configurations. For C2, MR-ADC(1) pre-
dicts excitation energies of the doubly excited states, but
shows large errors relative to reference values, missing the
description of the two-electron dynamic correlation out-
side of the active space. These correlation effects are in-
corporated in the second-order MR-ADC approximation
and are expected to significantly improve the results.
We envision many possible extensions of the current
work. An immediate extension is the development of the
second-order MR-ADC(2) approximation for the polar-
ization propagator, which will incorporate the descrip-
tion of the two-electron dynamic correlation effects that
are essential for accurate predictions of the excitation
energies and excited-state properties. A further direc-
tion is to develop the MR-ADC methods for simulations
of other spectroscopic properties, such as photoelectron,
X-ray absorption or two-photon absorption spectra. Al-
though the conventional ADC theory has been applied to
these problems,30,97,131 MR-ADC is expected to be more
reliable for systems with challenging electronic structure,
such as open-shell molecules and transition metal com-
plexes. Additionally, for systems containing heavy ele-
ments, it will be important to combine MR-ADC with the
description of relativistic effects. Finally, MR-ADC can
be combined with density matrix renormalization group
or selected configuration interaction approaches,132,133
which will enable simulations of spectroscopic proper-
ties of multi-reference systems with a large number of
strongly correlated electrons. Work along these direc-
tions is ongoing in our group.
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IX. APPENDIX: MR-ADC(1) AMPLITUDE EQUATIONS
Here, we describe how to solve the MR-ADC(1) am-
plitude equations. The general form of the equations is
shown in Eqs. (55) and (56). The action of the first-
order effective Hamiltonian on the reference state can be
written as:
H˜(1) |Ψ0〉 = V |Ψ0〉+ (H
(0) − E0)T
(1) |Ψ0〉 (63)
where T (1) = T
(1)
1 + T
(1)
2 and E0 is the ground-state
CASCI/CASSCF energy.
A. Core-external amplitudes
First, we consider equations for the core-external t
a(1)
i
and t
ay(1)
ix amplitudes. For brevity, we omit the pertur-
bation order in our notation, e.g. t
a(1)
i ≡ t
a
i . Projecting
Eq. (63) by aai |Ψ0〉 and a
ay
ix |Ψ0〉 on the left, the ampli-
tude equations can be written in a tensor form:
K[0
′]T[0
′] = V[0
′] (64)
where [0′] is a standard notation for the core-external
single excitations used in N -electron valence perturba-
tion theory (NEVPT)53–55 and the tensors are defined
14
as:
K[0
′] =
(
〈Ψ0| a
i
a[H
(0), abj ] |Ψ0〉 〈Ψ0| a
i
a[H
(0), abwjz ] |Ψ0〉
〈Ψ0|a
ix
ay[H
(0), abj ] |Ψ0〉 〈Ψ0| a
ix
ay[H
(0), abwjz ] |Ψ0〉
)
(65)
T[0
′] =
(
tbj
tbwjz
)
(66)
V[0
′] = −
(
〈Ψ0| a
i
aV |Ψ0〉
〈Ψ0| a
ix
ayV |Ψ0〉
)
(67)
The elements of K[0
′] reduce to
〈Ψ0| a
i
a[H
(0), abj] |Ψ0〉 = δ
j
i δ
b
a(εa − εi) (68)
〈Ψ0| a
i
a[H
(0), abwjz ] |Ψ0〉 = δ
j
i δ
b
a(εa − εi) 〈Ψ0|a
w
z |Ψ0〉
(69)
〈Ψ0| a
ix
ay[H
(0), abj] |Ψ0〉 = δ
j
i δ
b
a(εa − εi) 〈Ψ0|a
x
y |Ψ0〉
(70)
〈Ψ0| a
ix
ay[H
(0), abwjz ] |Ψ0〉 = δ
j
i δ
b
a
[
(εa − εi) 〈Ψ0|a
x
ya
w
z |Ψ0〉
+ 〈Ψ0|a
x
y [Hact, a
w
z ]|Ψ0〉
]
(71)
For the elements of V[0
′], we obtain:
〈Ψ0| a
i
aV |Ψ0〉 = h
i
a +
∑
j
v
ij
aj +
∑
zw
vizaw 〈Ψ0|a
w
z |Ψ0〉
(72)
〈Ψ0|a
ix
ayV |Ψ0〉 = h
i
a 〈Ψ0|a
x
y |Ψ0〉+
∑
j
v
ij
aj 〈Ψ0|a
x
y |Ψ0〉
+
∑
zw
vizaw 〈Ψ0|a
x
ya
w
z |Ψ0〉 (73)
To solve Eq. (64), we first consider the generalized
eigenvalue problem for the matrix K[0
′]:
K[0
′]X[0
′] = S[0
′]X[0
′]
ǫ
[0′] (74)
where the overlap metric has a general form
S[0
′] =
(
〈Ψ0|a
i
aa
b
j |Ψ0〉 〈Ψ0| a
i
aa
bw
jz |Ψ0〉
〈Ψ0| a
ix
aya
b
j |Ψ0〉 〈Ψ0| a
ix
aya
bw
jz |Ψ0〉
)
(75)
Defining X˜[0
′] = (S[0
′])1/2X[0
′], the K[0
′] matrix in
Eq. (74) can be expressed as:
K[0
′] = (S[0
′])1/2X˜[0
′]
ǫ
[0′]X˜[0
′]†(S[0
′])1/2 (76)
This allows us to obtain expression for the amplitudes
T[0
′] in terms of the eigenvalues ǫ[0
′], eigenvectors X˜[0
′]
and the overlap matrices:
T[0
′] = (S[0
′])−1/2X˜[0
′](ǫ[0
′])−1X˜[0
′]†(S[0
′])−1/2V[0
′]
(77)
Solving the eigenvalue problem (74) requires diagonaliz-
ing the overlap metric S[0
′] and projecting out the eigen-
vectors corresponding to small eigenvalues (see Section V
for details). Since the K[0
′] matrix elements in Eqs. (68)
to (71) are zero for i 6= j or a 6= b, Eq. (74) can be
solved for each block with i = j and a = b indepen-
dently, which greatly reduces the cost of computing the
amplitudes. Although in this work we only deal with
the first-order amplitudes, we note that in MR-ADC the
extraction of linearly independent amplitudes has to be
done separately at each order of perturbation theory.
B. Avoiding computation of 4-RDM for the core-active
and active-external amplitudes
Next, we consider the core-active amplitudes txi and
t
yw
ix belonging to the [+1
′] excitation class of NEVPT.
The amplitude equations can be obtained by project-
ing Eq. (63) by the axi |Ψ0〉 and a
xw
iz |Ψ0〉 configurations
and can be written in the form similar to Eq. (64):
K[−1
′]T[−1
′] = V[−1
′]. As previously, this system of lin-
ear equations can be solved by diagonalizing and invert-
ing the matrix K[−1
′]. However, evaluation of K[−1
′] re-
quires the four-particle reduced density matrix (4-RDM),
which has a steep O(Ndet ×N
8
act) computational scaling
with the number of active orbitals Nact and the dimen-
sion of the active-space Hilbert space Ndet.
Here, we present a different algorithm, which does not
require computation of 4-RDM. We start by multiply-
ing both sides of Eq. (63) by (H(0) − E0)
−1axi |Ψ0〉 and
(H(0) − E0)
−1axwiz |Ψ0〉 and set the corresponding projec-
tions to zero. For example, for the axi |Ψ0〉 projection we
obtain:
〈Ψ0| a
i
xT
(1) |Ψ0〉 = −〈Ψ0| a
i
x(H
(0) − E0)
−1V |Ψ0〉
= −
∫ ∞
0
〈Ψ0| a
i
xe
−(H(0)−E0)τV |Ψ0〉dτ
(78)
where we expressed the operator resolvent (H(0)−E0)
−1
using a Laplace transform as an integral over imaginary
time τ .115 The resulting amplitude equations can be writ-
ten in the matrix form:
T[+1
′] = (S[+1
′])−1W[+1
′] (79)
where the tensor product is carried out over the unique
sets of amplitudes only (i.e., tyujv , y > u) and the tensors
are defined as:
T[+1
′] =
(
t
y
j
t
yu
jv
)
(80)
S[+1
′] =
(
〈Ψ0| a
i
xa
y
j |Ψ0〉 〈Ψ0|a
i
xa
yu
jv |Ψ0〉
〈Ψ0| a
iz
xwa
y
j |Ψ0〉 〈Ψ0| a
iz
xwa
yu
jv |Ψ0〉
)
(81)
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W[+1
′] = −
( ∫∞
0 〈Ψ0| a
i
xe
−(H(0)−E0)τV |Ψ0〉dτ∫∞
0 〈Ψ0|a
iz
xwe
−(H(0)−E0)τV |Ψ0〉 dτ
)
= −
( ∫∞
0 e
εiτ 〈i(τ)| a†x |Ψ0〉dτ∫∞
0 e
εiτ 〈i(τ)|a†xa
†
waz |Ψ0〉dτ
)
(82)
The matrix elements of W[+1
′] can be evaluated by
the imaginary-time propagation of the active-space state
|i(τ)〉 = e−(H
(0)−E0)τ |i〉, where
|i〉 ≡
∑
y
hiya
†
y |Ψ0〉+
∑
yk
vikyka
†
y |Ψ0〉
+
1
2
∑
wzy
vizywa
†
ya
†
waz |Ψ0〉 (83)
and integrating Eq. (82) numerically over a set of time
steps τk. The details of the imaginary-time propagation
algorithm can be found in Section V and in Ref. 115.
Once W[+1
′] is determined, we diagonalize the overlap
metric S[+1
′], project out the linearly dependent eigen-
vectors with small eigenvalues, and compute the ampli-
tudes T[+1
′] according to Eq. (79).
For the active-external excitations tax and t
aw
xy corre-
sponding to the [−1′] excitation class of NEVPT, the
amplitude equations have a similar form:
T[−1
′] = (S[−1
′])−1W[−1
′] (84)
T[−1
′] =
(
tby
tbuyv
)
(85)
S[−1
′] =
(
〈Ψ0| a
x
aa
b
y |Ψ0〉 〈Ψ0| a
x
aa
bu
yv |Ψ0〉
〈Ψ0| a
xz
awa
b
y |Ψ0〉 〈Ψ0| a
xz
awa
bu
yv |Ψ0〉
)
(86)
W[−1
′] = −
( ∫∞
0 e
−εaτ 〈a(τ)| ax |Ψ0〉dτ∫∞
0
e−εaτ 〈a(τ)| a†wazax |Ψ0〉dτ
)
(87)
|a〉 ≡
∑
y
hyaay |Ψ0〉+
∑
yk
v
yk
akay |Ψ0〉
+
1
2
∑
wzy
vyzawa
†
wazay |Ψ0〉 (88)
Avoiding the evaluation of 4-RDM lowers the
computational cost of solving the core-active
and active-external amplitude equations from
O(Ndet × N
8
act) to O(Nτ ×Ndet ×Ncore ×N
4
act) and
O(Nτ ×Ndet ×Next ×N
4
act), respectively, where Nτ is
the number of time steps in imaginary time (∼ 10 to
40), Ncore is the number of core orbitals, and Next is the
number of external orbitals.
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