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On the Performance Limits of Scalar Coding
Over MISO Channels
Elad Domanovitz and Uri Erez, Member, IEEE
Abstract
The performance limits of scalar coding for multiple-input single-output channels are revisited in
this work. By employing randomized beamforming, Narula et al. demonstrated that the loss of scalar
coding is universally bounded by ∼ 2.51 dB (or 0.833 bits/symbol) for any number of antennas and
channel gains. In this work, by using randomized beamforming in conjunction with space-time codes,
it is shown that the bound can be tightened to ∼ 1.1 dB (or 0.39 bits/symbol).
Index Terms
Antenna arrays, capacity, diversity, MISO Gaussian channel, space-time coding, quasi-orthogonal
space-time block codes.
I. INTRODUCTION
We consider a multiple-input single-output (MISO) system, where a transmitter equipped
with M antennas communicates with a receiver equipped with a single antenna. We further
consider an open-loop mode of operation, i.e., the transmitter is assumed to have no knowledge
of the channel. The receiver is assumed to have perfect channel state information. The complex
baseband received signal at time t is
yrect = h
Txt + n
rec
t (1)
This work was supported in part by the Israel Science Foundation, grant ISF1234/09 and by the Binational Science Foundation,
grant BSF2008455. The results of this work appears in part in http://www.eng.tau.ac.il/∼uri/elad domanovitz Msc.pdf.
E. Domanovitz and U. Erez are with the Department of Electrical Engineering - Systems, Tel Aviv University, Ramat Aviv,
69978, Israel (Email: {domanovi,uri}@eng.tau.ac.il).
2where xt = [x1,t, ...., xM,t]T is the input vector and nrect is i.i.d. circularly-symmetric complex
white Gaussian noise with power N0. The components of xt are assumed to be uncorrelated
between antennas, each with power
E
[|xi,t|2] = εs
M
,
where εs is the total transmit power. Under these assumptions, the mutual information is maxi-
mized when x is i.i.d. circularly-symmetric Gaussian, yielding (see, e.g., [5])
IOPT(SNR) = log2
(
1 +
SNR||h||2
M
)
, (2)
where
SNR =
εs
N0
.
In the sequel we refer to IOPT as the WI mutual information. Without loss of generality we
assume that ||h||2/M = 1 and hence
IOPT(SNR) = log2 (1 + SNR) . (3)
We emphasize that IOPT(SNR) depends on the channel vector only through its norm ||h||.
Thus, IOPT is the maximal possible rate with isotropic transmission. We will refer to a modulation
scheme that maintains this property as a “norm dependant only” (NDO) modulation scheme.
In the sequel, we discuss linear modulation schemes that convert a MISO channel to a (possibly
time-varying) single-input single-output (SISO), over which a scalar code is utilized. Following
[6], we refer to such a coding and modulation approach as “scalar coding”. A measure for the
performance of a scalar coding scheme will be its mutual information.
We assume that the MISO channel remains constant throughout transmission of a codeword
and no statistical assumptions enter the analysis. Rather, we study the “worst-case” (WC) mutual
information loss of scalar coding schemes. That is, for a given number of transmit antennas and
a given scalar coding scheme, we consider the maximum gap in mutual information, over all
channels h for which ||h||2/M = 1 as well as all values of SNR, between IOPT and that achieved
3by the considered scheme.
The problem formulation is of interest in various communication setting. For instance, consider
a transmitter equipped with an antenna array, sending a common message (i.e., multicasting) to
a number of users, where each user is equipped with a single antenna and where all channels
coefficients are constant. In such a setting (for sufficiently large channel coherence time), not
much overhead would be required to allow the transmitter to obtain knowledge of the channels
via feedback links and thus one could work in a closed-loop mode. For a single receiver this
would allow to use beamforming. However, when the number of receivers is large (and their
channel vectors are uncorrelated), it is not hard to see that channel state information buys us
little, and isotropic transmission is optimal in the limit of many users. Thus, multicast (broadcast
of a common message) in such a setting essentially reduces to open-loop transmission.
The NDO property allows to obtain a bound on the performance loss (measured in dB or
bits/channel use) w.r.t. to the optimal possible performance which is independent of channel
statistics. For instance, in an open-loop single user scenario the outage capacity of scalar coding
will be lower bounded by the optimal outage capacity minus the obtainable universal bound
irrespectively of the outage probability as well as the channel statistics.
In [6] it was shown that the loss of mutual information incurred by scalar coding is no
greater than ∼ 2.51 dB. This was established by using randomized beamforming to transform
the MISO channel into a scalar one. Since the publication of [6], great progress has been made in
approaching the limits of MISO channels using scalar coding. Most notably, the gap was shown
by Alamouti [4] to be zero for the case of two transmit antennas. For more than two antennas,
many extensions of Alamouti modulation have been developed, but none allow to achieve the
information-theoretic limit of (3). In this work, we study to what extend the space-time coding
methods developed since the publication of [4] allow to tighten the bounds obtained by Narula et
al. The tightest bound we obtain, which holds for any number of antennas, and which we believe
is the tightest bound available to date, is obtained using Alamouti modulation in conjunction with
an extension of randomized beamforming to two dimensions. The scheme is a slight extension
of the modulation scheme proposed in [11] (where it was named TROMBI). Specifically, we
4show that the gap-to WI mutual information incurred by scalar coding is no greater than ∼ 1.1
dB.
The paper is organized as follows. In Section II, the framework considered for transforming
MISO channels to SISO channels (i.e., scalar coding) is described. In Section III we review
known scalar coding techniques. In Section IV we describe a generalized TROMBI modulation
scheme which projects the MISO to two “virtual” channels. We analyze its performance, and
derive an upper bound on the associated gap to WI mutual information. The paper concludes
with Section V.
II. SCALAR CODING
Scalar-coded antenna systems might be viewed as antenna systems where a scalar code is
used in conjunction with linear processing; see [6] for a detailed account. In essence, by linear
pre/post processing, the MISO channel is transformed into a SISO one, as depicted in Fig. 1,
and a scalar code is used for transmission over the resulting SISO channel. Such an approach
is attractive due to its modularity, i.e., coding and modulation are effectively decoupled and
standard coding techniques developed for SISO channels may readily be used.
Perhaps the most celebrated example of a linear modulation scheme, that transforms a MISO
channel into a scalar one, is that of Alamouti [4] modulation.1 For the case of two transmit
antennas, Alamouti modulation transforms the MISO channel via linear pre/post processing into
two orthogonal channels (for transmitting two data symbols over two channel uses), resulting in
an AWGN scalar channel with mutual information equal to IOPT.
Numerous extensions of Alamouti modulation have been developed for systems equipped with
more than two transmit antennas. Well known examples for quasi-orthogonal space-time block
codes (QOSTBC) which will be discussed in the sequel are ABBA [8], extended Alamouti (EA)
[9] and the Papadias-Foschini (PF) [14]). However, all of these extensions suffer some loss in
mutual information and do not achieve IOPT. Another extension of Alamouti modulation which
1Henceforth, we refer to the Alamouti scheme as a modulation scheme rather than a coding scheme as is more common in
the literature. We do so not only because it better reflects the nature of the scheme but also to differentiate it from the scalar
code that is applied to the resulting scalar channel. We adopt this nomenclature when referring to all space-time “codes” in the
sequel.
5sums two identical copies of the Alamouti modulation together with pseudo-random phase was
introduced in [11] and was referred to as TROMBI (or STTD-PHOP in subsequent works)
modulation and will also be discussed in the sequel.
In [3], Alamouti modulation was generalized to the family of orthogonal space-time block
codes (OSTBC), a family of modulation schemes that retains the orthogonality property but at
the price of a loss in the number of utilized degrees of freedom (i.e., reduced symbol rate).
Specifically, it has been shown in [15] that the maximal possible symbol rate that a complex
orthogonal design for M transmit antennas can achieve is m+1
2m
where m is a natural number
such that M = 2m or M = 2m − 1. As this means that the maximal symbol rate is strictly
smaller than one, it follows that the loss in mutual information is unbounded at high SNR. At
asymptotically low SNR, on the other hand, it is readily seen that OSTBC schemes approach
optimal performance. That is, the ratio of the mutual information achievable with OSTBC to
IOPT goes to one, as the SNR goes to zero. We further note that OSTBC modulation schemes
are NDO.
Prior to the development of orthogonal and quasi-orthogonal modulation schemes, Narula
et al. extensively studied scalar coding schemes for MISO channels in [6]. In particular, they
studied the information-theoretic limits of systems (having any number of transmit antennas)
employing isotropic randomized beamforming (IR-BF). It is observed in [6] that by applying
IR-BF, the MISO channel is converted to a SISO channel (with time-varying SNR) with NDO
mutual information. Of particular relevance to the present paper is the result of [6], that the gap
between the mutual information of the resulting scalar channel to IOPT is bounded by ∼ 2.51
dB (or approximately 0.833 bits per symbol). It is also shown that the bound is tight when both
the number of antennas M , as well as the SNR, go to infinity.
The bound derived in [6] is the starting point of the present work. We will employ the scalar
coding schemes which were developed since the publication of [6] to tighten the bound to ∼ 1.1
dB (or 0.39 bits/symbol). The concept of converting MIMO channel to scalar channel using
orhtogonal space-time block codes was presented in [12]. In order to compare the performance
of non-orthogonal methods (whose performance depends on the specific channel), we employ
6them in conjunction with IR-BF, resulting in an NDO scheme.
Applying IR-BF results in a time-varying SISO channel. Since we assume that the MISO
channel is constant over long coded transmission blocks, we take the ergodic mutual information
of the resulting SISO channel as the performance metric.
III. REVIEW OF KNOWN RESULTS
A. Randomized beamforming
We begin by reviewing “standalone” randomized beamforming as presented in [6]. In terms
of Fig. 1, this corresponds to having no linear/post processing beyond randomized beamforming.
IR-BF implements a (pseudo) random time-weighting strategy to transform the vector-input
channel into a scalar-input channel with time-varying SNR. A vector input is generated by
multiplying a scalar input by a complex-valued unit-magnitude vector b1,t, chosen randomly and
uniformly over the surface of the M-dimensional complex unit sphere, which is known also to
the receiver. The beamforming vector b1,t can also be interpreted as the first vector of a matrix
Bt, which is drawn from a “circular unitary ensemble” (see e.g. [1]) every channel use. Thus,
the transmitted vector at time instance t, is
x˜t = b1,txt = Bt
[
1 0 ... 0
]T
xt (4)
where xt, the “scalar input”, is a symbol from a codeword. The resulting (ergodic) mutual
information is
IRAN = Eb1,t
[
log2
(
1 +
||hT · b1,t||2εs
N0
)]
.
Since b1,t is isotropically distributed, it follows that the mutual information is NDO. Therefore,
combining (i.e., concatenating) any scalar coding scheme with IR-BF, yields a scheme with NDO
performance.
We consider the combination of IR-BF with linear modulation schemes. Thus, the modulation
(4), is generalized to be of the form
X˜k = BkPXk, (5)
7where k represents the modulation block index, P is a M×M unitary matrix and Xk is a M×M
matrix which corresponds to a linear space-time modulation represents the k’th modulation block
generated from M inputs. Generalizing (1) in this case results in
yrect = h
Txt + n
rec
t (6)
where t = kM + l, xt is the l’th column of the linear space-time modulation corresponding
to the k’th modulation block and yrect is the output at time l for the k’th modulation block.
Equation (6) can also be written as
yreck
T = hTXk + n
rec
k
T . (7)
As mentioned above, standalone IR-BF results in a WC gap-to WI mutual information no
greater than ∼ 2.51 dB. In the sequel, it is shown that this gap can be reduced by combining
(concatenating) IR-BF with further linear pre/post processing as just described. For ease of
notation we drop k in the sequel.
B. Alamouti Modulation
Alamouti modulation applies to the case of two transmit antennas (M = 2). In Alamouti
modulation, the linear2 pre-processing applied to the scalar input, as depicted in Fig. 1, is
XAlamouti =
1√
2

x1 x∗2
x2 −x∗1

 .
The received symbols can be written as (see e.g. [16])
y = HAlamoutix+ n, (8)
2Strictly speaking, Alamouti modulation, as well as QOSTBC, is “widely linear”, i.e., linear over the reals [13].
8where y =

 yrec1
yrec2
∗

, n =

 nrec1
nrec2
∗

, x =

x1
x2

 and HAlamouti is the equivalent virtual channel
matrix (EVCM)
HAlamouti =
1√
2

 h1 h2
−h∗2 h∗1

 .
Since HAlamouti is orthogonal, Alamouti modulation can be optimally demodulated by inverting
the EVCM. This operation corresponds to the linear post-processing operation depicted in Fig. 1.
This yields
y¯ =
(√
2HHAlamouti
‖h‖
)
· y = 1√
2

‖h‖ 0
0 ‖h‖

x+ n¯ (9)
where n¯ has the same statistics as n. The resulting scalar channel is
y =
‖h‖√
2
x+ n¯,
and its mutual information is
IAlamouti(SNR,M) = log2
(
1 +
‖h‖2
2
SNR
)
= IOPT(SNR).
Thus, for the case of two transmit antennas, Alamouti modulation provides an optimal solution
to the transmission problem considered in this work.
C. QOSTBC Modulation
As mentioned in Section II, Alamouti modulation is the only member of the OSTBC family
that does not sacrifice the number of utilized degrees of freedom (symbol rate). Several QOSTBC
schemes were proposed to circumvent the loss of symbol rate of OSTBC modulation, at the price
of giving up some of the orthogonality. For simplicity of exposition, we discuss here the case
of four transmit antennas. An extension to a larger number of antennas appears in, e.g., [8].
As a representative of QOSTBC schemes, we illustrate the ABBA scheme [14]. The linear
pre-processing applied to the scalar input, as depicted in Fig. 1, is thus taken to consist of ABBA
9modulation
XABBA =
1
2


x1 x
∗
2 x3 x
∗
4
x2 −x∗1 x4 −x∗3
x3 x
∗
4 x1 x
∗
2
x4 −x∗3 x2 −x∗1


.
As described, e.g., in [16], the received symbols can be written as
y = HABBAx+ n,
where the EVCM of ABBA is
HABBA =
1
2


h1 h2 h3 h4
−h∗2 h∗1 −h∗4 h∗3
h3 h4 h1 h2
−h∗4 h∗3 −h∗2 h∗1


.
Since we confine our attention to linear processing, we consider the linear post-processing (see
Fig. 1) to consist of a linear MMSE estimator
AABBA = (HABBAH
H
ABBA + SNR
−1I)−1HHABBA. (10)
The resulting scalar channel is
y¯ = AABBAHABBAx+ n¯ (11)
where (with abuse of notation), n¯ is now the resulting filtered noise. We note that the noise is
no longer white. We assume however that this dependance is not exploited by the scalar code
and therefore we measure the performance of the scheme by
IABBA(SNR,H) = log2 (1 + SNRABBA(SNR,HABBA)) (12)
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where
SNRABBA(SNR,HABBA) =
1
{(HABBAHHABBASNR + I)−1}i,i
− 1. (13)
We note that since the diagonal ofHABBAHHABBA is constant, the above value of SNRABBA(SNR,H)
is independent of the value of i. That is, the SNR experienced by all for modulated symbols is the
same. We also note that the −1 appears in the formula above since one needs to use the unbiased
MMSE estimator when computing SNR (see, e.g., [2]). The resulting mutual information is
IABBA(SNR,H) = log2
(
1{
(HABBA
H
HABBASNR + I)−1
}
1,1
)
. (14)
Concatenating IR-BF with QOSTBC modulation can be interpreted as applying the unitary matrix
B to the QOSTBC modulation matrix
X˜QOSTBC = BXQOSTBC.
Continue to use ABBA as a representative for QOSTBC modulation, the resulting EVCM of
concatenating IR-BF with ABBA can be written as
H˜ABBA =
1
2


h˜1 h˜2 h˜3 h˜4
−h˜∗2 h˜∗1 −h˜∗4 h˜∗3
h˜3 h˜4 h˜1 h˜2
−h˜∗4 h˜∗3 −h˜∗2 h˜∗1


,
where
h˜1 = h
Tb1
h˜2 = h
Tb2
h˜3 = h
Tb3
h˜4 = h
Tb4. (15)
The demodulator AABBA is the same as defined in (10), but now using H˜ABBA (per block) in
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place of HABBA. We note that the matrix B is drawn per QOSTBC block.
The resulting (ergodic) mutual information can be expressed as
IIR−ABBA(SNR,M) = EB
[
log2
(
1 + SNRABBA(SNR, H˜ABBA)
)]
(16)
We note that since all QOSTBC variants can be translated to each other by applying a linear
unitary transformation [16], it is not difficult to show that, the combination of any of the QOSTBC
variants discussed above with IR-BF, yields the same results.
D. TROMBI/STTD-PHOP
An alternative modulation approach (to QOSTBC) based on Alamouti modulation was pro-
posed in [11], where it was named TROMBI. In TROMBI modulation, two identical copies of
Alamouti modulation are summed together with pseudo-random phases. The pre-processing of
TROMBI can be viewed as applying the following beamforming matrix
XTROMBI = PTROMBIXAlamouti
where
PTROMBI =
1√
2


1 0
ejθ1 0
0 1
0 ejθ2


,
which results in
XTROMBI =
1
2


x1 x
∗
2
ejθ1x1 e
jθ1x∗2
x2 −x∗1
ejθ2x2 −ejθ2x∗1


. (17)
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The EVCM of TROMBI is
HTROMBI =
1√
2

 h1,TROMBI h2,TROMBI
−h∗2,TROMBI h∗1,TROMBI

 (18)
where
h1,TROMBI =
1√
2
(
h1 + h2 · ejθ1
)
h2,TROMBI =
1√
2
(
h3 + h4 · ejθ2
) (19)
and these can be used in the Alamouti demodulator in place of the actual channel coefficients.
The (ergodic) mutual information of TROMBI can be written as
ITROMBI(SNR,h) = Eθ1,θ2
[
log2
(
1 + SNR
‖hTROMBI‖2
2
)]
where hTROMBI is given in (19).
In the notations of Fig. 1, the linear pre-processing is a cascade of Alamouti modulation and
the beamforming operation PTROMBI. The linear post-processing operation amounts to applying
the Alamouti demodulator (9) to the equivalent channel, i.e., multiplying the received symbols
by
√
2HHTROMBI/‖hTROMBI‖2.
We note that the performance of TROMBI depends on the specific realization of the channel
and hence it is not NDO.3 We further note that TROMBI modulation applies random phases
rather than general orthogonal directions as done in IR-BF.
Combining TROMBI with IR-BF yields the following transmitted matrix
X˜IR−TROMBI = BPTROMBIXAlamouti.
3For example, in case of h1 = h2 = 0, h3 = h4 =
√
c , since the transmitted power is equally divided between the two
“virtual” antennas, the performance will be lower than for the case where h1 = h2 = h3 = h4 =
√
c
2
(whereas in both cases
‖h‖2 is the same).
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The EVCM can be written as
HTROMBI =
1√
2

 h˜1,TROMBI h˜2,TROMBI
−h˜∗2,TROMBI h˜∗1,TROMBI

 (20)
where
h˜1,TROMBI =
1√
2
(
h˜1 + h˜2 · ejθ1
)
h˜2,TROMBI =
1√
2
(
h˜3 + h˜4 · ejθ2
)
and h˜ is defined in (15). We note that the matrix B should be drawn per Alamouti block.
The resulting (ergodic) mutual information is
IIR−TROMBI(SNR,M) = Eθ1,θ2,B
[
log2
(
1 + SNR
‖h˜TROMBI‖2
2
)]
.
E. Comparison Of Different Methods
The ergodic mutual information obtained by combining IR-BF with QOSTBC/TROMBI is
plotted in Fig. 2. As a representative for QOSTBC, IR-ABBA was simulated. For reference, the
performance of standalone IR-BF is shown, as well as the WC performance of TROMBI without
IR-BF. We see that combining QOSTBC with IR-BF improves the mutual information with
respect to IR-BF only, and combining TROMBI with IR-BF results in the best WC performance
among the considered schemes.
IV. RANDOMLY BEAMFORMED ALAMOUTI
Thus far, the modulation method that results in the best WC performance is that of IR-
TROMBI. We note that in this construction, we actually apply two layers of randomization
to the data. When concatenated with IR-BF, the (partial) randomization of TROMBI becomes
redundant, i.e., setting θ1, θ2 to any constant value yields the same performance. We further note
that choosing any orthogonal two-column projection matrix will yield the same performance.
We now show that one can combine these two layers of randomization into a single layer
that performs projection onto two random orthogonal “directions”. We refer to this method
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as isotropic randomly beamformed Alamouti (IR-BF-A). IR-BF-A is illustrated in Fig. 3. We
designate by b1 and b2 the first two columns of a random unitary matrix B drawn from a circular
unitary ensemble (see [6]). The transmitted signal is
X˜IR−BF−A = B

1 0 0 ... 0
0 1 0 ... 0


T
XAlamouti.
This can be viewed as if the equivalent channel that the data streams experience is
[
h˜1 h˜2
]
=
[
h1 h2 ... hM
]
B

1 0 0 ... 0
0 1 0 ... 0


T
(21)
We have now reduced the 1 ×M system to an effective 1 × 2 system with channel gains
h˜1, h˜2, onto which we may next apply Alamouti modulation. The (ergodic) mutual information
of the scheme is
IIR−BF−A(SNR,M) = EB
[
log2
(
1 + SNR
‖h˜‖2
2
)]
. (22)
We note that because of the random rotation matrix B, the mutual information is NDO.
Fig. 2 depicts the corresponding mutual information as a function of SNR. As explained
above, the curve of IR-TROMBI coincides with the IR-BF-A curve. It exceeds IR-ABBA and
unlike QOSTBC with a linear MMSE front end,4 the front end for IR-BF-A does not require
matrix inversion.
To the best of the authors knowledge, IR-BF-A yields the best WC performance of scalar
coding known to date. Thus, by upper bounding the gap-to WI mutual information of IR-BF-A,
we obtain the tightest known bound on the gap-to WI mutual information of scalar coding.
To that end, denote the gap between IR-BF-A to the WI mutual information by
∆(SNR,M) = IOPT(SNR,M)− IIR−BF−A(SNR,M).
The following two lemmas are proved in the Appendix.
4In fact, simulations show that performance of IR-BF-A is nearly identical to that of ABBA with optimal (non-linear) front
end.
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Lemma 1: The gap-to WI mutual information ∆(SNR,M) is given by
∆(SNR,M) =(M − 1)(M − 2)
∫ 1
0
log2
(
1 + SNR
1 +M SNR
2
u2
)
× u3(1− u2)M−3du. (23)
Lemma 2: ∆(SNR,M) is monotonically increasing with SNR.
Denote ∆M = ∆(∞,M). Using (23), we obtain the asymptotic gap
∆M = lim
SNR→∞
∆(SNR,M)
= (M − 1)(M − 2)
∫ 1
0
log2
(
2
u2 M
)
u3(1− u2)M−3du. (24)
This asymptotic gap ∆M as a function of the number of transmit antennas is illustrated in Fig. 4.
As can be observed numerically, the maximal gap is attained when M → ∞. We denote the
maximal gap by
∆ = lim
M→∞
∆M . (25)
Combining the above we can show that substituting z = Mu2 in (24), we obtain
∆M =
∫ M
0
log2
(
2
z
)
(M − 1)(M − 2)
M2
z
(
1− z
M
)M−3
dz.
Taking M →∞ yields
∆ =
∫ ∞
0
log2
(
2
z
)
ze−zdz,
which may also be written as
∆ =
∫ ∞
0
ze−zdz +
∫ ∞
0
log2
(
1
z
)
ze−zdz
= 1 +
∫ ∞
0
log2
(
1
z
)
ze−zdz.
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Using integration by parts we get
∆ = 1− log2
(
1
z
)
ze−z|∞0 −
∫ ∞
0
(log2(e) + log2(z)) e
−zdz
= 1− (log2(e) +
∫ ∞
0
log2(z)e
−zdz)
= 1− (log2(e)− γ) ≈ 0.39.
where γ is Euler’s constant which is defined as
γ =
∫ ∞
0
log2
(
1
z
)
e−zdz ≈ 0.833.
We conclude that the maximal gap-to WI mutual information as defined in (25) satisfies
∆ = 1− (log2 (e)− γ) ≈ 0.39 bits/symbol.
A question the arises following our analysis is whether using more virtual antennas (in
conjunction with OSTBC modulation) may result in a smaller gap to the WI mutual information.
As discussed above, any OSTBC modulation beyond the case of Alamouti suffers from an
inherent loss in symbol rate. This suggests that using two “virtual antennas” will be the best at
least at high SNR. Numerical simulation shows that this is indeed the case at all SNR values. In
Fig. 5 below we simulated eight transmit antennas, and we present the gap from the WI mutual
information for various number of “virtual” antennas.
We compare reduction to single “virtual” antenna ([6]), to two “virtual” antennas (IR-BF-
A) and to four and eight “virtual” antennas. The reduction to four and eight was done by
extending the method developed in the paper, i.e., projecting the original channel onto more
orthogonal vectors from the matrix Bk (which is drawn from a circular unitary ensemble).
The instantaneous mutual information of the resulting “virtual” MISO channel is the mutual
information of optimal OSTBC for this number of antennas ([3]). The gap is calculated from
the ergodic mutual information attained by this method of projection and modulation. Using two
“virtual” antennas results with the smallest gap.
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V. CONCLUSION
In this paper, we compared scalar coding schemes and analyzed the worst-case performance of
these schemes. Combination of Alamouti and isotropic randomized beamforming was identified
as the scalar coded scheme achieving the best performance known to date and the gap-to WI
mutual information of scalar-coded channels was shown to be no more than 0.39 bits/symbol.
VI. APPENDIX
A. Proof of Lemma 1
The explicit formula for the gap-to WI mutual information is
∆(SNR,M) = IOPT(SNR)− IIR−BF−A(SNR,M). (26)
The WI mutual information is given in (3). Substituting (21) into (22), we get an explicit
expression for IIR−BF−A
IIR−BF−A(SNR,M) =
EB
[
log2
(
1 +
SNR
2
(|hTb1|2 + |hTb2|2))] . (27)
Now, define h¯i = hi√M . Since
‖h‖2
M
= 1 it follows that ‖h¯‖2 = 1. Substituting hi = h¯i
√
M in (27),
we get
IIR−BF−A(SNR,M) =
EB
[
log2
(
1 +M
SNR
2
(
|h¯Tb1|2 + |h¯Tb2|2
))]
. (28)
Denoting
r =
√
|h¯Tb1|2 + |h¯Tb2|2, (29)
equation (28) becomes
IIR−BF−A(SNR,M) = EB
[
log2
(
1 +M
SNR
2
r2
)]
. (30)
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We characterize the pdf of r using the following proposition which appears in [7].
Proposition 1: The pdf of a projection of a vector which is uniformly distributed over the
surface of a (real) M-dimensional sphere of unit radius, onto a (real) N-dimensional linear
subspace is given by
PM,N(u) =
2Γ(M
2
)
Γ(N
2
)Γ(M−N
2
)
uN−1(1− u2)(M−N−2)/2. (31)
In IR-BF-A modulation, since B is a random unitary matrix drawn from a circular unitary
ensemble, it follows that b1 and b2 are two orthogonal vectors, distributed uniformly over the
surface of the (complex) M-dimensional unit sphere. From symmetry, this is equivalent to fixing
b1 =
[
1 0 ... 0
]
and b2 =
[
0 1 ... 0
]
and taking h to be uniformly distributed over the
surface of a (complex) M-dimensional sphere with radius ||h¯|| = 1.
This means that fr(u) is the pdf of a projection of a vector which is uniformly distributed
over the surface of a (complex) M-dimensional sphere of unit radius, onto a (complex) two-
dimensional plane. Using Proposition 1, we get
fr(u) = P2M,4(u) = 2(M − 1)(M − 2)u3(1− u2)M−3, (32)
where we substitute 2M and 4 in (31) since we’re projecting from M complex dimensions to
two complex dimensions. The explicit expression for IIR−BF−A is
IIR−BF−A(SNR,M) = EB
(
log2
(
1 +M
SNR
2
r2
))
=
2(M − 1)(M − 2)
∫ 1
0
log2
(
1 +M
SNR
2
u2
)
× u3(1− u2)M−3du. (33)
Substituting (33) and (3) in (26) gives the explicit formula for the gap
∆(SNR,M) =2(M − 1)(M − 2)
∫ 1
0
log2
(
1 + SNR
1 +M SNR
2
u2
)
× u3(1− u2)M−3du.
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B. Proof of Lemma 2
For the sake of this lemma, we don’t need the explicit expressions developed in Lemma 1.
Rather, we consider directly the definition of the gap-to WI mutual information. Combining (3)
and (30), we observe that the gap-to WI mutual information of IR-BF-A is given by
∆(SNR,M) = IOPT(SNR)− IIR−BF−A(SNR,M) =
log2 (1 + SNR)−EB
[
log2
(
1 +M
SNR
2
r2
)]
.
where r is defined in (29). Integrating (32) we get EB [r2] = 2M . Differentiating ∆(SNR,M)
and exchanging the order of differentiation and expectation yields
d∆(SNR,M)
dSNR
=
1
1 + SNR
− EB
[
Mr2
2
1 + SNRM
2
r2
]
=
1
1 + SNR
− 1
SNR
(
1−EB
[
1
1 + SNRM
2
r2
])
.
Applying Jensen’s inequality, we get
EB
[
1
1 + SNRM
2
r2
]
≥ 1
EB
[
1 + SNRM
2
r2
] ,
which in term implies that
d∆(SNR,M)
dSNR
≥ 1
1 + SNR
− 1
SNR
(
1− 1
EB
[
1 + SNRM
2
r2
])
=
1
1 + SNR
− 1
SNR
(
1− 1
1 + SNR
)
= 0.
It follows that the gap is increasing with the SNR.
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Fig. 2. Guaranteed performance of quasi-orthogonal modulation for four antennas.
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