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ON THE GAP BETWEEN DETERMINISTIC AND STOCHASTIC ORDINARY DIFFERENTIAL EQUATIONS

Ru tgers University
We consider stochastic differential equations dx = f(x) dt + g(x) dw, where x is a vector in n-dimensional space, and w is an arbitrary process with continuous sample paths. We show that the stochastic equation can be solved by simply solving, for each sample path of the process w, the corresponding nonstochastic ordinary differential equation. The precise requirements on the vector fields f and g are: (i) that g be continuously differentiable and (ii) that the entries off and the partial derivatives of the entries of g be locally Lipschitzian. For the particular case of a Wiener process w, the solutions obtained this way turn out to be the solutions in the sense of Stratonovich.
1. Introduction. The purpose of this paper is to presenb some results which bridge the gap between the theory of deterministic ordinary differential equations driven by a scalar input, and that of stochastic equations driven by processes such as white noise.
We consider an equation
where the state variable x ranges over n-dimensional Euclidean space Rn, and where f and g are vector fields in I?? The "input" u is a real-valued function defined on some interval [0, T I . If f and g satisfy some reasonable technical hypotheses (e.g., a Lipschitz condition), then for every "nice" input u and every initial state x, there exists an E > 0 such that, on the interval [0, E ] , there is a unique solution t + x(t) of (1) for which the initial condition x(0) = x, holds. I f f and g satisfy some extra conditions (e.g., linear growth) then the solution x(t) is actually defined for all t E [0, T I . The most obvious stochastic version of equation (1) is obtained by regarding (1) as an "equation which depends on a random parameter." That is, we assume that the input is a stochastic process, and that the initial state is a random variable. The solution should then be a stochastic process. More precisely, we are given a probability space the "stochastic initial value problem" can be regarded, heuristically, as an initial value problem which depends on the random parameter w E Q. For each w E Q, the problem is an ordinary initial value problem which corresponds to an equation of the same type as (1). The solution is, therefore, a function t -+ X(t, w) which also depends on w , i.e., a family of random variables X = {X(t): t E [0, TI} parametrized by r. (More generally, there may be explosions, in which case the function t + X(t, w) will only be defined up to a measurable explosion time T(w), and therefore the random variable X(t) will be defined on a subset E(t) of Q.)
The preceding he<ristics can be transformed into rigorous mathematics if the input process U is not too irregular. For instance, it suffices to assume that, for almost every w E Q, the sample path t + U(t, w) is a bounded measurable function. Unfortunately, one wants to solve equation (2) for inputs that are much more singular. In fact, one wants to consider inputs that are so singular the "function" t + U(t, w) only exists in some generalized sense (e.g., as the distributional derivative of some nondifferentiable continuous function). In this case, (20) will only make sense formally, and our heuristics cannot be made rigorous in a direct way. If a theory is to be developed for such inputs, it IS clear that we must either (A) develop a theory of "solutions" of (1) for a class ?/ of "generalized inputs" u which is so large that (2w) has a solution for almost all w, in all cases of interest; or (B) develop a theory of solutions of (2) in which one can solve (2) without having to solve (2w) for each w .
The most important type of input U to which such a theory should apply is white noise. For such an input, there actually exist at least two nonequ~valent theories, due to It6 and Stratonovich, respectively. Both theories follow procedure (B).
In this paper, we show that procedure (A) can bepursued. The class ?/ of inputs u for which a satisfactory theory of solutions of ( I ) can be developed is, simply, the class of all derivatives of continuous functions. Therefore, we succeed in developing a theory of solutions of (2) when the input U is given by U = dW/dt, where W is an arbitrary process with continuous sample paths. In our opinion, the approach presented here is aesthetically superior to the traditional one and, in addition, it has the following advantages:
(i) Extra generality, since W can be any process with continuous sample paths, and
(ii) Simplicity, since most proofs are quite elementary.
Our definition of solution is "natural." Let us rewrite equation (1) in the
where w = [0, TI --t R is a primitive of u. Our definition satisfies: (a) if w is continuously differentiable, then our concept of solution is identical with the ordinary one; and (b) the solutions of (3) depend continuously on w, relative to the topology of uniform convergence.
Since the C1 functions on [0, TI are dense in the space of all continuous functions on [0, TI, it is clear that conditions (a) and (b) uniquely determine what the definition should be. What is surprising is that the ordinary existence and uniqueness theory is valid, i.e., that solutions exist for arbitrary continuous w and arbitrary initial states x,. This allows us to develop a theory of solutions of stochastic equations following the "most natural approach" sketched above. Moreover, our definition of solution is such that the ordinary rules of calculus are obeyed (since they are obeyed when w is C1). Therefore, it is reasonable to expect (and easy to prove) that the solutions in our sense of equation (4) coincide with the Stratonovich solutions, when W is a Wiener process. As an illustration of the usefulness of our approach, we give a completely trivial proof of a result of Wong and Zakai [ l l ] on the approximation of solutions of (4) (with W a Wiener process) by solutions of
where the Wm are more regular processes which converge to W as rn -t oo.
In the last section of this paper, we give a simple example which shows that the theory presented here does not carry over in a simple way to equations of the form
in which several inputs are involved. The reason for this is related to the "anomalies" that are known to occur when attempting to extend the WongZakai result to the case k > 1 (cf. McShane [5] ). It seems to us that the search for an appropriate extension of our results to k > 1 will require the use of substantially new methods and that, if such' an extension is found, it will lead to significant progress in our understanding of the above mentioned anomalies.
REMARK. For n = 1, a construction similar to ours is given in Lamperti [3] (cf, also Elliott [I] ). An announcement of our results has appeared in [9] . Related results appear in [8] .
Basic definitions.
If v E W", we write Ivi to denote the Euclidean norm of v, i.e., 1v1 = (Cr==, vt2)+. If M is a square matrix, then 1M1 denotes the matrix norm of M , i.e.,
If # is a scalar-, or vector-, or matrix-valued function defined on an open subset of R m , we say that $ is Lipschitzian on a set S g Enif there is a constant C such that I#(x) -$(y)l f Clx -yl for all x, y in S. We call $ uniformly Lipschitzian if q5 is Lipschitzian on R n , and locally Lipschitzian if it is Lipschitzian on every compact subset of the domain of q5. We say that q5 satisfies a linear growth condition if there is a constant C such that lq5(x)l s C(l + 1x1) for all x.
Iff is a vector field in Rnwhich is of class C1, then Df denotes the matrix of the partial derivatives of the components off. It is clear that, if Df is uniformly bounded, then f satisfies a linear growth condition, but the converse is not true.
We may consider vector fields f and g on an open subset U of E n , and a closed interval [a, b] 
x(t0) = xo and
Having defined what is meant by a iolution of (ivp) on a closed bounded interval I = [a, 61, we define the concept of solution for arbitrary intervals I in an obvious way. We say that the curve y : I -+ Q is a solution of (ivp,) if, for every closed bounded I' g I such that to E I', the restriction of y to I' is a solution of (ivp,). (ii) f, g are vector fields on U , (iii) f is locally Lipschitzian, (iv) g is of class C1 and its partial derivatives are locally Lipschitzian.
Let I be an interval of the real line, and let to e I, x, E U. Let w be a real-valued continuous function on I. Then (1) There exists an interval I', containing to in its interior, and a curve t -+x(t), t E I' & I, which is a solution of (ivp,).
(2) If I' is any such interval, then the solution of (ivp,) which is defined on I' & I is unique.
THEOREM With the same hypotheses as in Theorem 1 assume, in addition, that 2. U = R", that f satisfies a lineargrowth condition, and that D g is uniformly bounded.
Then, for every choice of I, to, x,, w, there is a solution of (ivp,) defined on the whole interval I.
Moreover, the solution depends continuously on to, x, and w.
REMARK. The assumption that D g is uniformly bounded implies, in particular, that g satisfies a linear growth condition. Theorem 2 is not true if the requirement that D g be bounded is eliminated, even if g is required to grow linearly (cf. Section 8).
PROOF OF THEOREMS
First, it is clear that both the existence and 1 AND 2. uniqueness results follow for arbitrary I if they are true for all compact I. Moreover, it clearly suffices to assume that to = 0. From now on, it is assumed that I is compact, and that to = 0.
The uniqueness is trivial. Indeed, if 7, : t -+xl(t) and 7, ;, J< to CO(I, W")such that, for i = 1, 2, rWi = yi and that, whenever RJE .Mi is of class C1, then rhi is a solution of (ivp,). Since the C functions are dense in JY; n N2, it follows that rW1 i.e., 7, = 7,.
= r W 2 , We now prove existence. We shall first prove the existence result of Theorem 2, and then use it to deduce the result of Theorem 1.
We begin by proving the existence of solutions in a special case. We assume that (I) g is a constant vector field, i.e., there exists a vector v e R",v = (vl, . a ., v,), such that g(x) = v for all x, (11) f is locally Lipschitzian, and 
It is understood that the x, also depend on and w. We now show that
The limit lim,,, x,(t) exists for all t E [a, b] , and for all (*)
. Moreover, the convergence is uniform in t, R, w , as long as R remains within a compact set K & R" and w within a bounded set B of CO [a, b] .
We claim that for all t E [a, b], all k , all w E B and all R E K.
To prove this, fix k , t with k > 0, t f 0 and put Then E(0) = R, [(t) = x,(t). Moreover, E is a C1 function, and
This completes the proof of (**) if k # 0, t # 0. If k = 0 or if t = 0 , then x,(t) = R so (**) holds as well. So (**) has been established in all cases. Now let T = A, + A,, and let A, = C,. Then (9 lf(xk(t))l a
for all 3 E K, all w E B, and all t , k (because of (III)(iii)). Let A, = sup {lRl :
From this it follows by induction on k that (in the first step, we use the fact that x,(t) = X E K and therefore Ix0(t)l 5 Ah).
It follows that
Therefore, if we let A, = A5eA5', we find that, for all k 
, and let R E R".We claim that L(R, w) is a solution of in the sense of our definition. Indeed, if $ is a C1 function on [a, b], then Therefore, the successive approximations t -t Lk(R, G)(t) satisfy So the L,(R, G) are the ordinary successive appoximations that are used to construct the solutions of It follows that, for every n, the function L(R, G) is the solution of (P) which has the value R when t = 0. Since the map w -t L(R, w) is continuous, it fol-
in the sense of our definition. Since L also depends continuously on 2, it is clear that the last assertion of Theorem 2 follows, if the special assumptions (I), (11) and (111) hold. We now prove Theorem 2 in the general case. The idea is to reduce it to the special situation considered above. In order to do this, it is convenient to introduce some notations.
If X is a locally Lipschitz vector field on W m ,we use OX to denote the flow of X. Precisely, let x E R m , and let t -+ y(t) denote the integral curve of X for which y(0) = x. We write OX(t)x for y(t). In general, OX is a local one-parameter group, i.e., is determined as follows: for a given x,, the matrix function t -+ (D,F)(t, x,) is the solution A(t) of the equation for which A(0) = identity.
In particular,. let us apply this with m = n , X = g. Define Then F is a C1map from R x Enonto R" (because g is complete and C').
Now define a vector fieldfon R x W nas follows:
Therefore, the following holds: 6 , is a C' real-valued function, and if
Let us assume for the moment that the conclusions of the theorem we are trying to prove hold forf, g on En+'. We claim that it follows that they hold for f , g on Rn.
Since we assume that the conclusion holds for f; g, there is a continuous map
which is such that, whenever w is C1,then L(E,,w) is a solution in the ordinary 
is invertible for all x then on each compact set K, the function x -+ IM(x)-ll is continuous and therefore bounded. So, F(t, x) ). (Dz F)(t, X) and (D,F)(O, x) = 1, (where 1, is the n x n identity matrix). So
Now let K Rn+'be a compact set of the form K, x K,, where K, & R is a compact interval which contains 0, and K, is a compact subset of Em. Since F is C1, and Dg is locally Lipschitzian, it follows that (Dg) o F ,is locally Lipschitzian, so that there exists a constant C, such that whenever x, y E K,, r E K,. Let C, = sup
: r E K,}. Then, if t E K,, and x, y e K,, we have: F(r, y) This shows that D , F is locally Lipschitz and therefore that f is locally Lipschitz.
We must now prove that (111) is satisfied. We take $(t, x) = t. (F(t, x ) ) ) , it follows that whenever It 1 2 T . So, if we let C, = E,eE5,, we find that (111) holds.
This completes the proof of Theorem 2. We now prove Theorem 1. Let r : U--t R be a C" function which vanishes in the complement of a compact subset of U , and which is equal to one in a neighborhood V of x,. Define f , g^
then clear that f and g^ satisfy all the assumptions of Theorem 2, so there is a 
The restriction y' of 7 to ( c , d ) is also a solution of dx
Moreover, f E f and g^ E g on a neighborhood of the set {~' ( t )
Therefore, by Lemma 3, y' is a solution of dx = f dt + g dw, x(0) = x,. Since y is also a solution of this initial value problem, it follows that y E y'. Now
~( t )
Since 7 is continuous, there exists an > 0 such that
Therefore the restriction of f to c < t < d + E is also a solution of dx = f dt + g dw, x(0) = x,, completing the proof.
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Now let f, g be vector fields on the open set U & R".Let xo e IR",let I be an interval, to e I, and let w : I -+ R be continuous.
Assume that f, g satisfy the hypotheses of Theorem 1. Then there exists an interval J I such that to is in the interior of J relative to I, and that there is a unique solution x, of dx = f dt + g dw, x(t,) = x,, defined on J. By the uniqueness of solutions, there is a maximal interval J,,, with that property, and if J is any other interval, then the restriction of xJmRX to J is x,.
DEFINITION The function xJmax
is the maximal solution of dx = x(t0)= X,.
Stochastic differential equations. We now consider a stochastic differential equation
Precisely, we assume that:
(a) A probability space 9= (51, 2 , P) is given (i.e., 2 is a a-algebra of subsets of Q,and P a probability measure on 51); (p) An interval I R,and a process W = {W,: t e I} are specified; (y) W has continuous sample paths (i.e., for almost every w e 51, the function REMARK. The assertion that only one solution exists means that, if {X,, t e I}, {Y,, t e I}, then there is a set A such that P(A) = 1 and that for all w E A, and all t E I, X,(w) equals Y,(w).
PROOF OF THEOREM The uniquefiess is trivial.
5. Indeed, if {X,} and {Y,} are two solutions, then there is a set A & 51 such that P(A) = 1 and that the following are true for w e A: (i) w, is continuous; (ii) t -+ X,(w) and t -,Y,(w) are solutions of (st,).
But then, by the uniqueness part of Theorem 2, the functions t -+ X,(w) and t -+ Y,(w) coincide for w e A. This clearly establishes the uniqueness.
The proof of existence is almost trivial. Let A be such that P(A) = 1 and that w, is continuous for all w e A. For each w E A, define the function xu to be the solution of (st,) (which, by Theorem 2, exists and is unique). Now put X,(w) = x,(t). It is then clear that {X, : t E I) satisfies all the desired properties, except for the fact that it is not completely obvious that the Xt are random variables (i.e., C-measurable). So we must prove that the Xt are measurable. This is most easily done by tracing through the steps of the proof of Theorem 2. Suppose first that f and g satisfy the very special conditions (I), (11), (111) that are described in the proof of Theorem 2. Then, for each w E A, the function x, is constructed by successive approximations:
x,(t) = limk-= ~, , k ( f ) where
It is clear from these formulas that all the functions w + x,,,(t) are C-measurable. Therefore w + x,(t) is C-measurable, and our proof is complete.
In the general case, we let f, g, F be as in the proof of Theorem 2. Let P ( w ) = (0,8(w)). Let %, be the solution of dx = f d t + g dw,, with initial condition R,(O) = p ( w ) . Then x,(t) = F(R,(t)). We already know that, for each t, w + %,(t) is measurable. Hence w + x,(t) is also measurable, and our proof is complete. : r between to be the a-algebra generated by {~W r -U r t O and t). Let .M: be the a-algebra generated by &' , and C,. Then X, is 2:-measurable for each t.
PROOF. The solutions of (st) do not change if the process {W,} is replaced by {W,'), where W,' = W, -W t o Therefore we might as well assume that Wto 0. Now assume, for simplicity, that t > to (the case t < to is similar). Let f = [to, t], % = M,, P = the restriction of P to % and m = {mr: .r E 1) where, for each r E I, mr = W,. Then all the conditions of Theorem 5 hold for the probability space .9 = (0,%, P), the input process m, and the initial condition 8. So there is a unique solution {X.) of dX = f(X) dt + g(X) dm, Xt0= 8 , defined for to g r 5 t. It follows easily from the definition of the terms involved that X. = Xr for r E I. But, by definition, 2,is %-measurable. Hence X, is 3:-measurable, and our proof is complete.
We now consider the more general case in which no linear growth assumptions are made on f, g. In this case, the solution X,(w) is going to be defined, for each w, on some interval Tl(w) < t < T,(w), which can depend on w. For simplicity, we shall only consider the case when to E f, the interior of I. (The cases t, = min I, to = max I are similar). is a function ( t , w ) -+ X,(w) defined on the set E = { ( t , w ) : T,(w) < t < T,(w)} such that (a) for each t , the function X , : w + X,(w) (which is defined on the measurable set E, = {w : T,(w) < t < T,(w)})is measurable, and (b) for each w , the function t + X,(w) (defined on the interval I, = { t E I,
ww(t) = W t ( w ) ) .
A solution { X , } defined between T I and T , is said to be an extension of a solu-
We say that { X , } is a strict extension of 
between T , and T,; ( 2 ) If {X,'} is another solution dejined between T I f and T,', then T , s T,', T,' 5 T , and { X , } extends {X,'}; ( 3 ) For almost all w , either ( i ) T,(w) = sup I or (ii) { X , ( w ): to s t < T,(w)} is not contained in a compact subset of U , Also, either T l ( w ) = inf I or {X,(w) : '~, ( w )
PROOF. Let A be such that P ( A ) = 1 and that w, is continuous for w G A. For each w E A , let J, I be the interval on which the maximal solution x , of We prove that T , is measurable (the proof for T , is similar). Take a sequence
and U;=lK, = U. For each m, choose a C" function $, which equals 1 on a neighborhood of K,,, and which vanishes in the complement of a compact subset
Define g, similarly. Now f , and g, satisfy the hypotheses of Theorem 2, so that for each w there is a solution
defined for all t E I. Let TZm(w) be the supremum of those t E I, t 2 tosuch that
in a neighborhood of K,, it follows from Lemma 3 that xwm(t)= x w ( t )= xWm+l(t) for to $ t <
Tzm(w). It is clear that T Z m ( w ) s T,"+l(w), and therefore F,(w) = lim,,, T Z m ( w )
exists. We show that F2(w)= T,(w). First, we observe that the solution t + x w ( t )
clearly exists for to T Z m ( w ) 2 t } is a countable intersection of measurable sets, and hence measurable.
This shows that T," is measurable. As explained before, the measurability of T , follows, and the measurability of T I is proved in the same way. The proof is now complete.
DEFINITION With f, g, etc., as in the statement of Theorem 7, the family 5. { X , } of (not necessarily everywhere defined) random variables described in the statement is called the maximal solution x ( t ) = x(t0) + Shf(x(.r)) d~ + Si g(X(.r)) dW (7) .
Then X is defined to be a solution of (st) iff X satisfies (ist). For this to make sense, one has to define what the integrals mean. Here the two ways differ. The first one, due to It8, uses ItB's definition of stochastic integrals, which has several advantages, but leads to some strange formulae, since the usual rules of calculus are not obeyed (and, consequently, identities such as S W dW = W2/2 are not true).
The second way uses the Fisk-Stratonovich integral. Though this integral may be objectionable on the grounds that it fails to have some desirable properties, it has a fundamental advantage: it obeys the rules of calculus. For this reason, it is natural to use here the Fisk-Stratonovich integral. We shall not repeat here how this integral is defined (cf. Fisk [2] , Stratonovich [6] ) but we shall state those properties of the integral that will be needed. They are:
and (2) the fact that the rules of calculus hold. Precisely, suppose that Y,(t) = Yj(tO) + \:,fj(Y1(~), . . . 7 Yk(7)) d7 + S: , g,(Y, (7)7 . . . , Y,(r)) dW(.r) (i.e., formally dY, = f jdt + g j dW) and that We leave it to the reader to state and prove an analogue of Theorem 8 for the case when f and g do not satisfy a linear growth condition, and therefore X may have explosions. Here we shall show how this result follows, trivially in our framework. Actually, there is no need to limit ourselves to a Wiener process W.
Let W = {W,},,, be a process with continuous sample paths, defined on the probability space 9= (Q, 2 , P). Let {Wm};=, be a sequence of processes defined on .3= (Q, Z, P), with Wm = {Wtm},,,. Assume that Wm converges to W in the sense that, for almost every w e Q, the function t + Wtm(w) converges to t + Wt(w) as m + co,uniformly for t in any compact subinterval of I. Let f, g be vector fields on R n , which satisfy the hypotheses of Theorem 2. Let be a random variable on 9. For each m, let Xm be the solution of (st,,). Let X be the solution of (st). Then THEOREM Xm+ X as m + cm,in the sense that, for almost every w E Q , the 9. functions t --t Xtm(w) converge to t --t Xi(@) as m + ca, uniformly on compact subintervals of I.
PROOF. Just apply our definition of solution.
REMARK. If W is a Wiener process, then we know that the solution in our sense coincides with Stratonovich solution (Theorem 8). Let the Wm be "regularized versions of W" (e.g., let {IIm} be a sequence of partitions of I, such that mesh (IIm) --t 0 as m + CO, and let the function t --t Wtm(o) coincide with t + Wt(w) at the partition points, and be linear on each partition interval). Then (st,) can be solved, for each m, in the ordinary sense (i.e., for each o E Q). Theorem 9 then shows that the Stratonovich solution of (st) is one that arises when W (which is a mathematical idealization) is regarded as the limit of the physically more realistic processes Wm. As indicated by Wong and Zakai in [ l 11 , by Wong in [lo] , and by McShane in [5] , this shows that the Stratonovich concept of a solution of (st) is the most adequate one for the purpose of modelling "systems driven by white noise."
As a second application, we improve upon a result of Stroock and Varadhan (cf. . g j -( D Q , )~, vanish), then a straightforward modification of our proofs for k = 1 will work in general. If the Q, do not commute, new phenomena appear. Heuristically, one should think of each input ui = dw,/dt as representing an "infinite sequence" of "kicks" separated by infinitesimal time intervals. The effect of these kicks on the state x is determined by the vector fields g,. The reason why our results fail is that the order in which the kicks are applied within each infinitesimal interval matters. The functions wi only measure the cumulative effect of the i-kicks. It is possible, for instance, for two "sequences uil, U: of kicks" to be such that their cumulative effect on any finite interval is the same, while the ordering of the kicks within infinitesimal intervals is different, in such a way that a visible "macroscopic effect" appears. The following example illustrates this. Let A, B, be two n x n matrices such that A B -B A = C # O .
For x E R"(written as a column), put g,(x) = Ax, g,(x) = Bx.
Let the interval [0, 11 be partitioned into n equal intervals Ijn= [ ( j -l)/n, jln], j = 1, . . . , n. Partition each Ij"into four equal intervals I;,, i = 1, 2, 3, 4.
Define u,(t) to be equal to 4nt for t E I;,, to -4n4 for r c I;,,, and to zero for all other t. Similarly, let u, be equal to 4nt for t c I;,, to -4n4 for t c I;,, and to zero for all other t. Let w,", w," be the indefinite integrals of u,, u, (chosen so that wlm(0) = wZn(O) = 0). It is easy to see that w," and w," converge to zero uniformly, as n -t co. On the other hand, the solution x" of has the limit a s n + c o . 
