This paper describes algorithms to generate trajectories for differentially flat systems with zero dynamics. Zero dynamics in flat systems occur when the flat outputs are not the tracking outputs. This means that the output trajectories can be fully parametrized by the flat outputs, but that there is some additional freedom left. This freedom can be exploited to minimize a cost criterion. We parametrize the differentially flat outputs by basis functions, and solve for the parameters so as to track a prescribed trajectory approximately while minimizing a cost function. We give examples of such systems, and present simulations and experimental data. We focus on implementation issues and point out the computational cost involved in the various problems.
Introduction
In this paper we describe algorithms to generate trajectories for a class of nonlinear systems. This is part of a general control paradigm for nonlinear systems depicted in Figure l . Paradigm for nonlinear control. In this framework, the operator gives a rate of change of the tracking variables, or a desired destination in tracking space. The trajectory generation module generates a nominal state space trajectory and a nominal control input. This part of the controller can be run at a rate lower than the sampling rate, since the dynamics of the operator are typically much slower than those of the plant. The plant is linearized around the nominal trajectory, and a linear controller is used to stabilize the plant around this trajectory and deal with uncertainty. The advantage of linearizing the plant around a trajectory as opposed to using a coordinate transformation is that in the latter case it is often impossible to get a good uncertainty description that makes physical sense. The linear controller runs at a higher rate, since it needs to stabilize the plant dynamics. Note that the linear controller needs to have information about the nominal state to compute the appropriate linearization. All this should happen in red time.
We only consider trajectory generation over a finite horizon. The infinite horizon asymptotic tracking problem was proven to be unsolvable in many interesting cases in [7] . Note that this finite horizon may shift as time proceeds, to accomodate real time trajectory generation. AH trajectory generation algorithms are to some extent acausal: we need some information about the trajectory in future time to obtain sufficient smoothness. The degree of acausality depends, among other things, on the computation time of the trajectory. If trajectory computation takes a long time, we need to know the trajectory a long time ahead. Therefore computation time is of prime influence on the nature of the generated trajectories.
In general, the trajectory generation problem cannot be solved analytically. An exception is formed by linear systems. For general systems we can only solve the generation problem by repeatedly integrating the system equations and trying to minimize some error between the computed trajectory and the desired trajectory. Differentially flat systems are systems in which all states and inputs can be expressed as functions of some outputs and their derivatives [6, 9, 161. They have the useful property that there is a 1 to 1 mapping between trajectories in output space and trajectories in state space. This means that we can plan a trajectory in the lower dimensional output space and lift it to state space. In the output space we have no dynamics, so trajectory generation is particularly easy.
In general the flat outputs that parametrize all system trajectories are not the outputs that we want to track. In [ll] it is suggested to redefine the outputs to the flat outputs, so that the tracking problem becomes trivial. However, this may have undesired effects for the zero dynamics of the original system. Tracking the flat ouputs will allow exact tracking but might drive the zero dynamics of the original outputs to undesirable magnitude. If we maintain the original outputs, we can still parametrize all system trajectories with the flat outputs, but in general for each trajectory of the tracking outputs, we can find more than one trajectory of the flat outputs. This freedom can be used to advantage to minimize an additional cost function. Typically, we pick this cost function to bound the magnitude of the coordinates describing the zero dynamics. We dis-CUSS advantages and drawbacks of this approach, and compare with the stable inversion proposed in [5, 3, 21.
Although the scheme in Figure 1 is quite common, [12, 111. implementation issues are usually ignored. We added an operator and an integrator box to the scheme to indicate emphasis on online input. We focus on digital implementation and real time feasibility. Work to this effect was presented in [12] , where trajectory computations were done in pseudo real time, which we will loosely define to mean update rates 4 orders of magnitude slower than the controller rate. All algorithms will describe which numerical computations have to be performed, and give an indication of the computational cost.
The organization of the paper is as follows. In section 2 we review flatness. In section 3 we give examples of physical systems that are flat with respect to different outputs than the natural tracking outputs. In section 4 we present different trajectory generation problems and show simulations. In section 5 we show experimental data for the Caltech ducted fan. In the last section we summarize our conclusions and indicate future research. Roughly, a prolongation of a control system corresponds to adding feedback. An independence condition for a PfaEian system is a one form that is not allowed to vanish on any of the solution curves of the system. This allows us to model time in physical systems, by adding dt as an independence condition to our system: time is restricted to always increase for a physical solution.
Differential Flatness
The trivial system is the Pfaf€ian system (0, dt), that is, a system with no constraints and with independence condition dt.
Two systems I1 and I2 axe absolutely equivalent if they have Cartan prolongations J1 and J2 defined on 2. n'(I) c J .
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fiber bundles B1, B2 respectively, that are equivalent, i.e. there is a diffeomorphism 4 : B1 -+ B2 such that ~" ( J z ) = J1. This allows us to establish a notion of equivalence between systems of different dimensions.
A system is dzferentially flat if it is absolutely equivalent to the trivial system. In particular this means that every curve in the flat output space has a unique counterpart in the state and input space of the original system. This allows us to generate trajectories in the flat output space where we don't have to deal with constraints, and then lift them to our original system.
Let z denote the flat outputs, which are functions of the states, the inputs and their derivatives. It can be shown that the above definition in exterior differential systems setting implies the following [16] for some 1. That is, we can express the state and the inputs as functions of the flat outputs and their derivatives. This was the original definition in the differential algebraic setting.
In [16, 101 it was shown that in an open and dense set differential flatness is equivalent to dynamic feedback lineariaability. At first sight differential flatness does not seem to introduce a new concept. However, feedback linearization is a notion that only applies to an equilibrium point. There are systems (e.g. some driftless systems) that are differentially flat away from an equilibrium point, but not feedback linearizable around that equilibrium point. This indicates that for the trajectory generation problem it is more interesting to look at the system structure around a trajectory, rather than around an equilibrium. Flatness means that around a trajectory the system looks like a linear system.
Even if a system is feedback linearizable around an equilibrium, it might be that the corresponding linearizing outputs are not the outputs we want to track. In this case the linearization does not help us to generate trajectories. This is the case we are particularly interested in. Tracking the outputs of interest will result in, possible unstable, zero dynamics. Parametrizing the flat outputs allows us to trade off the magnitude of the zero dynamics with the tracking error.
Examples
This section presents examples of flat systems with zero dynamics.
The kinematic car
Consider the well known equations of motion for a kinematic car (see Here, ( 2 ,~) is the position of the rear axle, B is the angle between the horizontal and the rear car, 4 is the steering angle, vi is the forward velocity of the front wheels, v2 is the steering angle velocity and E is the distance between front and rear axle. This system is flat with flat outputs (z, y), the position of the rear axle. If we want to back up a truck into a loading dock these outputs are the same as the tracking outputs. For other problems, e.g. when the driver is trying to negotiate a window at a drive-thru restaurant, it might be more appropriate to generate a trajectory for the front cab of the car. Then the tracking outputs are (z + I cos 0, y + E sin e), and the zero dynamics can be parametrized by $5. In general it is desirable to keep 4 small. This can be achieved by setting up a cost criterion that minimizes a weighted integral of the tracking error and the magnitude of 4. Note that 4 can be expressed in terms of the flat outputs as ( 5 ) 1 .
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$5 = arctan(-(2 + y 2 ) 3 ' 2 , i y -$5).
The Ducted Fan Engine
The ducted fan is a model of a thrust vectored aircraft mounted on a stand, (which introduces some parasitic dynamics), as shown in see The ducted fan is mounted on a stand with a counterweight that moves in as the fan moves up. This results in inertial masses mz and my in the z and y direction respectively, that change with the y coordinate. We do not take the variation of these inertial masses with y into account but take their value around hover. The counterweight also results in an effective weight mp different than the masses in z and y direction.
We can apply any force on the center of mass by adjusting the magnitude and the direction of the thrust. After shifting the control variables to compensate for gravity, and decomposing them into a parallel and per-4226 pendicular component, the equations of motion are:
where (z, y) are the coordinates center of the center of mass, 0 is the angle with the vertical, u1 is the force perpendicular to the fan body, u2 is the force parallel to the fan body, r is the distance between the center of mass and the point where the force is applied, g is the gravitational constant, mz,y is the inertial mass of the fan in the (z,y) direction respectively, mz is the gravitational mass of the fan, and J is the moment of inertia of the fan. The tracking outputs are the (z,y) coordinates of the center of mass.
Note that these equations are almost identical to the ones presented in [8] and [ll], except for the small parameter 6 multiplying the u2 term that occurs in those references. We do not impose this restriction here.
In ill] the flat outputs were shown to be:
Note that these outputs are not fixed in body coordinates We can dynamically feedback linearize this system by the following dynamic extension:
1. Add u2 as a state, and let U 2 = u3. ' (11) a(U1 I u5) ) = Jm,m, is nonzero around the origin. Therefore the extended system has well defined relative degree around the origin, and is feedback linearizable. It is interesting to note that both the decoupling matrix and the coordinate transformation become singular if no gravity is present. The system will still be flat in zero gravity, since flatness is not restricted to an equilibrium point:
in an open and dense set the system will still have linear structure. We will not explictly use the feedback linearization, since the form in equation (8) Due to the axial symmetry we ignore the rotation about the y-axis. We have no actuating torque there, and do not measure the angle. In the language of geometric mechanics, we reduce the dynamics by the symmetry around the y-axis. Recall Euler's equations for a rigid body in body coordinates [13], Where J is the inertia matrix which will be diagonal with J, = J, due to axial symmetry. wb is the rotational velocity in body coordinates. Put the origin at the center of mass, and let the forces act at the point (0, T , 0), (note that r is negative in the picture), then r = (rF,, 0, -rF,).
Suppose we observe the point pb = (0, -2 , O ) on the body. This is the equivalent of the center of oscillation for the ducted fan. Our observation in a spatial frame is J~~+~~x J W~= T~ (14) p" = pz + Rpb (15) where pz are the coordinates of the center of mass in the spatial frame, and R is the rotation matrix from body to spatial coordinates. Since we ignore rotation about y, R has 2 unknown parameters, say 4 and 0.
Differentiating equation (15) gives:
where Gp = w x p . Note that pb = 0, since pb is a body fixed point.
Differentiating equation (16) and using Euler's equations and F" = R F b = mpa gives p a = 6: + Rpb + EZljbpb
(16)
Now we need the extra assumption that wt 0. Then we know the direction of the second column of R, that is, we know the attitude up to a rotation about the y-axis, which we ignore. This gives us 0 and 4. One more differentiation gives WE, w:, then equation (17) gives us F,, and the Euler equations give us F,, F,.
If we want to track the center of mass instead of the center of oscillation, we will have unstable zero dynamics, entirely analogous to the ducted fan.
Note that even though we have no direct actuation of the roll rotation, we can rotate about the y-axis by performing a sequence of noncommuting rotations about the x and z axes.
Trajectory generation problems for differentially flat systems
In this section we will enumerate different trajectory generation problems and investigate their computational cost. All code is written in C, all computation times refer to an Intel 486 DX2 CPU, running at 66
MHz, while the numerical routines are slightly modified version of those provided in the Numerical Recipes in C [14] . Throughout this section we will denote flat outputs by z and tracking outputs by y. We will be looking at trajectories over a finite time interval ( t o , t l ) . We will approximate trajectories by polynomials, since this allows us to perform derivative calculations symbolically.
All examples are based on the ducted fan presented in section 3. The extended system for this example has 8 states and 2 inputs.
The values of the parameters for a ducted fan that was built in our lab are: g = 9.8 m/s2, r = 0.25 m, J = 0.0475mzkg, m, = 4.19 kg, m, = 3.71 kg, m, = 0.27 kg.
Point to point steering problems
The easiest tracking problem is where we want to steer from one point in state space to another point in state space. For this problem it is irrelevant whether the flat outputs are the tracking outputs or not, since we are given the entire state at two points in time. Suppose we want to steer from x(t0) = xo to x(t1) = 21. Assume the inputs and their derivatives at both times are also specified. Then we can compute the flat outputs and their derivatives at the initial and final times. We parametrize the flat outputs z as
(using implicit summation) where the + ] ( t ) are some basis functions. We need to solve for the coefficients Ai, in the following equations:
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We need enough basis functions so that these equations have a solution. If the dimension of the state is n and the dimension of the input is m, then we need 2(n + m(Z + 1)) coefficients. The point to point steering problem then amounts to solving a system of linear equations with 2(n + m(Z + 1)) unknowns.
After we compute the coefficients A;j we need to compute the trajectory at a number of time points for our real time implementation from equation (3). The more time points we have, the more accurate OUT controller will be. Solving for the states and inputs amounts to solving a nonlinear systems of equations for each desired trajectory point. S i c e this is an iterative process, the computation time is hard to predict. It is clear however that this computation will be much longer than the computation of the coefficients from equation (19). Table 1 lists the computation time vs. number of time points for the ducted fan when each flat output is parametrized by 8 polynomials. The numerical algorithm used is a Newton's method. If we don't require to fix the inputs at both ends, we need the flat outputs and 3 derivatives, so that we need 8 polynomials for each flat output for the equations (19) to have a solution. This minimization has the closed form solution:
where Mij = J : : fi(t)Wij(t),fj(t)dt and Lij = Jt: f;(t)Wij(t)zj(t)dt . Note that the problem is decoupled with respect to the different outputs: we can compute the coefficients for each flat output separately. In our implementation we approximate integration by summation. The computation of M-' only has to be performed once, so that there is no great savings in picking orthogonal basis functions. Since we are only minimizing an integrated error, the resulting trajectory does not necessarily start at the state we are at. However, we can fix initial and final conditions (or conditions at any time for that matter), by imposing linear constraints on the coefficients Aij exactly as in equation (19). Suppose the linear constraints on A are given by z = FA. Then we have to find a particular solution to these equations, say A0 = F t z , and we can reparametrize A = A0 + FLA1, where FL is a basis for the null space of F. The composed problem will still be linear in Al. where X trades off the tracking accuracy against the zero dynamics. With X = 0 we will track exactly, within the accuracy of the basis function parametrization, but we have no control over the zero dynamics. With X large we will have poor tracking but small zero dynamics. The minimization problem (22) is in general a nonconvex nonlinear minimization problem, so that we cannot guarantee convergence to a global minimum. We approximate the integral with a discrete sum. For each time point in this sum we need to compute the flat outputs and the states from the coefficients Aij, and then evaluate the integrand. This results in long computation times. Computation time depends on the particular problem and the required accuracy. After the coefficients Atj have been found, we still have to compute the state-input trajectory at a number of time points. This latter computation will only take a fraction of the time needed to compute the minimum of the For the ducted fan, the cost criterion we are trying Figure 6 shows the results for X = 0.1. Figure 7 shows the results for X = 1.0. The effect of increasing X is as expected: it decreases the magnitude of 6 at the expense of performance. Table 2 shows the computation time in seconds for this trajectory. The pair NPOL refers to the number of polynomials for each of the flat outputs. The column "cost" refers to the achieved value of the minimization criterion (23).
We used a Powell direction set method with numerical approximation of the gradient. This method is quite slow but resulted in lower values for the cost than conjugate gradient methods, where an explicit formula for the gradient is needed, and variable metric methods, which use an approximate Hessian. The latter two methods had a tendency to get stuck in local minima. If the computation time has to be short, we can settle for the higher cost value. As we can see, the computation times are quite long. They are definitely too long for real time applications, but are still feasible for pseudo real time applications. Also, increasing the number of basis functions very soon stops giving a lower cost function and increases computation time enormously. We expect that tuning the minimization method will result in much shorter computation times. The same remarks for fixing the initial conditions hold as in the previous subsection, except that we now have a nonlinear minimization problem with linear constraints. Using the same parametrization A = A0 + FLA1, we minimize over AI.
This approach is to be contrasted with [ll] where it is suggested to track the flat outputs disregarding the excursions of 6. It should also be contrasted with [3, 2, 51, where an iterative solution to the tracking problem with unstable zero dynamics is proposed. This solution offers exact tracking, and needs a preliminary input trajectory (prologue) to bring the state to a starting point on the unstable zero dynamics manifold, and an epilogue to bring the state from the stable zero dynamics manifold to an equilibrium. During the actual tracking no bounds on the zero dynamics are imposed. The solution presented here is computationally much simpler. The iterative solution in trajectory, since the zero dynamics are dependent on this trajectory and its derivatives. Our does not require a prologue to bring the zero dynamics to the unstable zero dynamics manifold. We can bound the zero dynamics during tracking, at the cost of a larger tracking error. The obvious drawbacks of our solution are that it only works with flat systems and only offers approximate tracking.
Experimental Data
In this section we present experimental data to validate the nonlinear control paradigm depicted in Figure  1 . The data is taken with the Caltech ducted fan, described in section 3. We compare a l degree of freedom design (Figure 9) , where only the desired output is fed forward, to a 2 degree of freedom design (Figure 8 ), where we feed forward the entire state and input space trajectory. In both cases we use the same LQR controller to stabilize the system around the trajectory. We use the point to point steering technique from section 4 repeatedly to compute the following trajectory for the approximate flat model of the ducted fan. 
Summary and Conclusions
This paper studies implementation issues related to a 2 degree of fredom nonlinear control paradigm. In this paradigm one module generates a trajectory around which another module stabilizes the system. We presented experimental data for the Caltexh ducted fan to validate this approach.
For differentially flat systems, we reviewed different trajectory generation problems and evaluated them on their computational cost. We presented approximate trajectory tracking for flat systems with zero dynamics as an alternative to stable system inversion and discussed its advantages and drawbacks.
