INTRODUCTION
Neural networks can imitate the human brain, and they have been used for a wide variety of applications, for example, target tracking, machine learning, system identification and so on [7, 25, 30] . Moreover, as we know, the applications of neural networks heavily depend on their dynamic behaviors. On the other hand, time delays are always unavoidably encountered in the implementation of neural networks due to the finite switching speed of neurons and amplifiers. Therefore, increasing attention has been paid to the problem of neural networks with various delays have been reported in [3, 4, 18, 12, 33] . Some criteria have been proposed to ensure the fixed-time synchronization for memristive neural network [3] . The H ∞ filtering problem for delayed discrete-time switched neural networks has been considered in [4] .
On the other hand, due to modeling and measurement errors, neural network is often disturbed by stochastic factors and the parameter uncertainties. Because in real nervous DOI: 10.14736/kyb-2018-1-0003 system, synaptic transmission is a noisy process and the connection weights of the neurons depend on certain resistance and capacitance values which include uncertainties. Hence, their presence must be considered in realistic dynamics and some results related to this problem have recently published in [8, 11, 14, 29] .
The concept of passivity has played an important role in the analysis of the stability of dynamical systems, nonlinear control, and other research areas. The essence of the passivity theory is that the passive properties of a system can keep the system internal stability. So it gives a way to study nonlinear system only by means of the general characteristics of the input-output dynamics. Recently, passivity analysis problem for various neural networks was widely investigated in the literature [5, 15, 20, 34, 37] . Cao and Li have investigated the stability of memristive neural networks with leakage delay, and the uncertainties was also considered [15] . In [5] , Chen et al. presented, both delayindependent and delay-dependent passivity conditions for stochastic neural network in the sense of mean square. Very recently Raja et al. [28] , discussed the passivity analysis for stochastic BAM neural networks with time-varying structured uncertainties.
As we know, time delay in the stabilizing negative feedback term has a tendency to destabilize a system [6, 16] . Like the traditional time delays, the leakage delays also have a great impact on the dynamics of neural networks and many works appeared in the literature, see [13, 17, 22, 31] . Based on this work, [31] pay attention to the passivity analysis of uncertain neural networks. In [22] , authors studied the equilibrium point of two classes fuzzy neural networks with delays in leakage terms; By use of the topological degree theory, delay-dependent stability conditions of neural networks of neutral type with time delay in the leakage term was proposed in [13] . Therefore, it is considerable to investigate the passivity analysis of neural networks with time delays in the leakage term and very little existing works appeared in the literature [1, 31, 36] . The passivity properties of uncertain neural networks with leakage delay and time-varying delay has been studied in [31] . In [1] , authors investigated the problem for passivity analysis of neutral type neural networks with Markovian jumping parameters and time delays in the leakage term. Unfortunately, in these works, authors neglected the effects of stochastic disturbances, which has also an important effect on the passivity analysis of neural networks. But in [36] , Zhao et al. presented the passivity problem for stochastic neural networks with time-varying delays and leakage delay using Lyapunov functional and free-weighting matrix method.
In addition, many physical systems undergo unexpected changes at certain moments due to instantaneous perturbations, which leads to impulsive effects [19, 21] . It is worth pointing out that neural networks are often subject to impulsive perturbations that in turn affect dynamical behaviors of the system. It frequently occurs in fields such as economics, mechanics, electronics, telecommunications, medicine and biology, etc. Therefore, it is necessary to consider the impulsive effects to the passivity problem of stochastic neural networks to reflect more realistic dynamics and several interesting results have been reported for continuous-time and discrete-time neural networks [26, 27, 19, 35] . More recently, in [27] , Raja et al. derived the dissipativity results for a class of uncertain discrete-time stochastic neural networks with impulsive parameters. However, to the best of our knowledge, the passivity analysis problem for stochastic neural network with the effects of leakage delays and impulsive perturbations has not been investigated in the previous literature. This motivates our present study.
In this paper, we deal with the passivity problem of impulsive stochastic neural networks with leakage, discrete and distributed delays. Then by using Lyapunov functional, Free weighting matrix method and stochastic analysis techniques, some sufficient conditions that dependent on the delays for passivity are obtained in terms of LMIs, which can be readily verified by using standard numerical software. Finally, two numerical examples are given to illustrate the effectiveness of the proposed criteria.
Notations. Throughout this paper, R n and R n×m denote the n-dimensional Euclidean space and the set of all n × m real matrices, respectively. The notation X ≥ 0 (respectively, X > 0), where X is symmetric matrices, means that X is positive semi-definite (respectively, positive definite). Let (Ω, F, {F t } t≥0 , P) be the complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i. e. the filtration contains all P-null sets and is right continuous). ω(t) be a scalar Brownian motion defined on the probability space. E[·] is the mathematical expectation operator with respect to the given probability measure P.
PROBLEM FORMULATION
Consider the following uncertain stochastic neural networks with both discrete and distributed time-varying delays described by
where x(t) = [x 1 (t), x 2 (t), . . . , x n (t)] T ∈ R n is the state vector associated with the neurons, g(x(t)) = [g 1 (x 1 (t)), g 2 (x 2 (t)), . . . , g n (x n (t))] T is the activation function, u(t) = [u 1 (t), u 2 (t), . . . , u n (t)] T is the input, y(t) = [y 1 (t), y 2 (t), . . . , y n (t)] is the output. σ ∈ R n×q is the diffusion coefficient vector and w(t) = (w 1 (t), w 1 (t), . . . , w q (t)) T is a qdimensional Brownian motion defined on a complete probability space (Ω, F, {F t } t≥0 , P) be the complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i. e.the filtration contains all P-null sets and is right continuous). The matrix A=diag(a 1 , a 2 , . . . , a n ) is a diagonal matrix with positive entries a i > 0. B, C, D are the interconnection matrices representing the weight coefficients of the neurons. I k ∈ R n×n , k ∈ Z + denotes the impulsive matrix. The discrete delay τ (t) and distribute delay d(t) satisfies
where τ 1 , τ 2 , d and µ are constants. The initial condition associated with model (1) is given by
Throughout this paper, it is assumed that the activation functions satisfy the following assumptions:
(H1) For any j ∈ 1, 2, . . . , n, f j (0) = 0 and there exist constants F − j and F + j such that
for all α 1 = α 2 .
(H2) Assume that σ : R n × R n × R + × S → R n is locally Lipschitz continuous and satisfies the linear growth condition [24] . Moreover, σ satisfies
for all x 1 , x 2 ∈ R n and x(t) = i, i ∈ S, where Σ 1i and Σ 2i are known positive constant matrices with appropriate dimensions.
Definition 1. The stochastic neural networks (1) is said to be stochastically passive from input u(t) to output y(t), if there exists a scalar γ ≥ 0 such that the following inequality holds:
for the solution of (1) with x(0) = 0. We introducing the following lemmas which are useful in the proof of the main results. → R n such that the integrations concerned are well defined, the following inequality holds: , the following conditions are equivalent: [2] ) For any matrices X, Y , the following matrix inequality holds:
MAIN RESULTS
In this section, we will present passivity criteria for stochastic neural networks with both discrete and distributed time delays in (1) . Based on Lyapunov function and stochastic analysis approach, delay-dependent passivity condition with impulsive perturbations is presented in the following theorem. For presentation convenience, we denote
Theorem 3.1. Assume that assumptions (H1) -(H3) hold. For given scalars τ 1 , τ 2 , d, δ and µ the stochastic neural network described by (1) is stochastically passive in the sense of Definition 1, for any time varying delay τ (t) and d(t) satisfying (2), if there exist constant scalars λ i > 0 (i = 1, 2, 3), γ > 0, positive definite symmetric matrices
. . , 8) such that the following LMI's holds:
and < 0,
where
r o o f . For simplicity, we denote
then system (1) can be rewritten as
Choose a Lyapunov functional candidate for the system (1) to be
.
Then, it can be obtained by Itô's formula that
From Lemma 2.1, one can obtain
For positive diagonal matrices L and S, we can get from Assumption (H1) that
From (11) -(13) the following equations are true for any matrices M, N, U, Z i (i = 1,2,3,4) we have the following equations:
On the other hand, from the Itô isometry in [24] , we can obtain
Substituting (16) -(44) into (15) , and by the mathematical expectation
where Ψ 1 is defined in (10). Since last three terms in (45) are less than 0 , and we can obtain
Now we consider the change of V (x t ) at impulse time t = t k , k ∈ Z + . From (1) we have
Moreover, it follows that from (9) that
Together with (47 ) and (48), it yields
It follows from (46) that
By applying Schur complement [2] , it is easy to see thatΨ is equivalent to (10), then we can obtain
By integrating (50) over the time period from 0 to t f , we have
From Definition 1, we know that the stochastic neural network (1) is passive in the sense of expectation. This completes the proof.
Remark 1. In the proof of Theorem 3.1, we introduce a new estimation on the upper bound of the time derivative of V(t). For this, we introduce the following inequalities,
where it is employed in [10] ; and τ (t) − τ 1 , τ 2 − τ (t) were enlarged to τ 2 − τ 1 . It is easy to see that this treatment is more conservative than the expression in the proof of Theorem 3.1.
Remark 2.
It should be pointed out that the range of the time-varying delays in [36] is varying from 0 to upper bounds. However, in many practical cases [5, 36, 37] , the time delays may typically exist on intervals, where the lower bounds of the time-varying delays are not restricted to be 0. In this work, the time-varying delays are assumed to be intervals, which means that the lower and upper bounds of interval time-varying delay is available, where τ (t) ∈ [τ 1 , τ 2 ]. On the other hand distributed delays, parameter uncertainties and impulsive perturbations are considered; see Theorem 3.1.
Remark 3.
In order to reduce the conservativeness, when obtaining the derivative of
α T (s)X 2 α(s) ds respectively, which is mainly based on the information about τ 1 ≤ τ (t) ≤ τ 2 , which may leads to less conservative results.
Remark 4. In Assumption (H1), the constants F − j and F + j j = 1, 2, . . . , n are allowed to be positive, negative or zero. However, in [5, 26, 35] , the Lipschitz constants are only allowed to be positive. Hence, Assumption(H1), first proposed by Liu et al.in [23] , is weaker than the assumption in [5, 26, 35] .
PASSIVITY FOR UNCERTAIN STOCHASTIC NEURAL NETWORKS WITH IMPULSES
In this section, we extend the previous passivity condition to the following uncertain stochastic neural network:
where ∆A(t), ∆B(t), ∆C(t), ∆D(t) are the time varying uncertainties of the form:
where H, G i (i = 1, 2, 3, 4) are known real constant matrices, F(t) is the time-varying uncertain matrices, which satisfies F T (t)F (t) ≤ I. 
, positive diagonal matrices L, S, real matrices Z 1 , Z 2 , M i , N i , U i (i = 1, 2, . . . , 8) such that the following LMI holds:
and 
where P r o o f . It is not difficult to check that system (52) is equivalent to the following form:
Then, from Theorem 3.1, we only need to estimate the following equalities:
g(x(s)) ds + u(t) +α T (t)P 1 α(t) (60)
g(x(s)) ds
Replace ∆A, ∆B, ∆C, ∆D with HF (t)G 1 , HF (t)G 2 , HF (t)G 3 , HF (t)G 4 respectively, and using Lemma 2.3 in (60) and (61), we can obtain
g(x(s)) ds (65)
Then along the same line as for Theorem 3.1, we can obtain the desired result by applying Lemma 2.2 and (62) -(77). This completes the proof of Theorem 4.1.
Remark 5. From proof of above Theorems 3.1 and 4.1, we can see that the novelty of the Lyapunov functional contains, quadratic Lyapunov-Krasovskii functional terms in V 4 (x t , t), and triple-integral terms in V 8 (x t , t) are introduced, which can be expected to reduce the conservatism. More specifically to improve the feasible region for the corresponding system, by taking the states
t t+θ α T (s) dsdθ, the passivity conditions in Theorems 3.1 and 4.1 sufficiently utilize more information on state variables, which can yield less conservatism. Remark 6. In [5, 20] , the authors discussed the passivity analysis of stochastic neural networks with time varying delay. But in this paper, we have studied passivity analysis of stochastic neural networks with leakage and distributed delays using impulse control. Moreover, different from the previous literature, our results are derived by constructing a new Lyapunov-Krasovskii functional with triple integral terms with bounding technique. In addition, some free weighting matrices are introduced in Theorem 3.1 for getting feasible solution. To ascertain the passivity for the stochastic neural network with time delays in the leakage terms, Theorem 4.1 further presents sufficient conditions for the correspondent system with unknown parameters (58). Hence, in our knowledge, passivity problem of stochastic interval neural network with distributed delays in the leakage terms using impulsive perturbations has never been studied in the previous literature and it is essentially new.
NUMERICAL EXAMPLES
In this section, we are analyzing examples showing the effectiveness of the proposed methods. 
The activation functions are taken as follows:
It can be verified that Assumption (H1) is satisfied with
Our main purpose in this example is to estimate the maximum allowable upper bound delay τ 2 , d for given lower bound τ 1 . For τ 1 = 1.6, µ = 0.5, δ = 0.1, by solving LMIs (6) Figure 1 gives the state trajectory of the neural network (1) under zero input, which shows that the neural network is stable. It can be verified that Assumption (H1) is satisfied with F − 1 = −0.1, F + 1 = 0.1, F − 2 = −0.2, F + 2 = 0.2. Thus 
CONCLUSION
In this paper we have studied the passivity issue for a new class of impulsive stochastic neural networks with time delays in the leakage terms and mixed time delays are studied under two cases: with known or unknown parameters. In order to prove the passivity for the suggested system, many techniques such as Lyapunov stability theory, stochastic analysis and linear matrix inequalities techniques have been successfully used in this paper. Finally, numerical examples have been provided to demonstrate the validity of the approach. By utilizing the proposed idea of this paper, future works will focus on stabilization for various dynamic systems with time-delays such as switched generalized neural networks and Memristor-Based Recurrent Neural Networks, Complex valued neural networks, Chaotic Lur'e Systems. The corresponding results will appear in the near future.
(Received May 10, 2017)
