Temporal point process is an expressive tool for modeling event sequences over time. In this paper, we take a reinforcement learning view whereby the observed sequences are assumed to be generated from a mixture of latent policies. The purpose is to cluster the sequences with different temporal patterns into the underlying policies while learning each of the policy model. The flexibility of our model lies in: i) all the components are networks including the policy network for modeling the intensity function of temporal point process; ii) to handle varying-length event sequences, we resort to inverse reinforcement learning by decomposing the observed sequence into states (RNN hidden embedding of history) and actions (time interval to next event) in order to learn the reward function, thus achieving better performance or increasing efficiency compared to existing methods using rewards over the entire sequence such as log-likelihood or Wasserstein distance. We adopt an expectation-maximization framework with the E-step estimating the cluster labels for each sequence, and the M-step aiming to learn the respective policy. Extensive experiments show the efficacy of our method against state-of-the-arts.
Introduction
Event sequences with time stamps in continuous domain are ubiquitous across different areas and applications. In e-commerce, online purchase records over time can form event sequences. In health informatics, a series of treatments taken by patient can be tracked as an event sequence. In seismology, a sequence of earthquakes can be recorded. Recognizing and understanding the structure in the event sequences is of vital importance for downstream applications.
Temporal point processes (TPP) [3] are useful tools for modeling event sequences whereby one key concept is to model the event occurrence rate over time using the conditional intensity function. Lots of literatures have been proposed for both data-mining like in [39, 14] and prediction task like in [36] .
In this paper, we are devoted to another important but relatively less studied scenario: event sequence clustering in the continuous time domain, which can be more challenging than the traditional (aggregated and discrete) time series clustering. Event sequence clustering can find its utility in many real-world applications. Given a number of event sequences, it is important to discover and learn the underlying clustering structure robustly. For example, the purchase records can help cluster ecommerce users into different groups to benefit a recommender system; clustering patients according to their treatment logs helps hospitals optimize medication resources.
However, despite the extensive existing works on event sequence modeling and prediction as mentioned above, event sequence clustering and especially learning mixture model of event sequences have rarely been addressed, except in [34] to our best knowledge. In [34] , a parametric likelihood based latent Dirichlet allocation model is proposed for event sequences clustering using Hawkes processes. In this paper, we propose a deep reinforcement learning (RL) based EM framework for event sequence clustering using likelihood-free temporal point processes learning, and the purpose is to discover and learn these underlying policies of experts which can be shared over similar sequences. he highlights of our work include:
1) We present a network based EM framework for TPP clustering, differing from previous work using parametric clustering models [34] . Under the EM scheme, clustering of the entire dataset and model fitting of each cluster are jointly performed rather than separated in two steps [9] .
2) We take an RL view to the TPP clustering problem, whereby each cluster corresponds to one of the latent expert policies that generates the observed sequences in the cluster. Our method can be seen as a meta learning approach by adopting IRL to learn policy's reward function. In particular, we employ generative adversarial imitation learning [11] as an efficient IRL embodiment for TPP.
3) We empirically show that our method exceeds peer models notably including a very recent one [34] . We also compare with the recent mixture GAN based (image) clustering model [37] and adapt it to temporal event sequences by using the Wasserstein distance between point processes according to [32] (see details in supplementary material), for a more fair comparison. The results show that our model outperforms significantly regarding training efficiency (one order faster), with similar performance.
Related Work
We review TPP methods in literature in two aspects: i) modeling of the intensity function; ii) learning objectives and algorithms. The relevance lies in that both the intensity function and learning objective relate to latent policy discovering and learning.
Temporal Point Process Intensity Modeling
Traditional TPP models are mostly developed around the design of the intensity function λ(t) which measures the instantaneous event occurrence rate at time t, like Reinforced Poisson processes [23] , Self-exciting process (Hawkes process) [10] , Reactive point process [6] , etc. An obvious limitation of these traditional models is that they all assume all the samples obey a single parametric form which is too idealistic for real-world data. This also suggests the need for learning clustered behaviors beyond single model based methods.
By contrast, in neural point process [4, 18, 33] , recurrent neural network (RNN) and its variants e.g. long-short term memory (LSTM) are used for modeling the conditional intensity function over time. As such, the learning can be generally fulfilled by gradient descent and no restriction on the form of the intensity function is imposed. More recently attention mechanisms are introduced to improve the interpretability of the neural model [30] . However, in all these models, the event sequences are all fed into the model without any discrimination to the groups they may differently belong to. In fact, the behind mechanisms for generating each event sequence can be very different, thus it may be a better idea to learn one model for each cluster of similar samples for more accurate modeling.
Temporal Point Process Learning
There are alternative objectives for TPP learning for both parametric models and neural models. Traditional methods mostly follow the maximum likelihood estimation (MLE) procedure under the probabilistic framework [22] . While the MLE objective may not be the only choice. This is because we are often given only a limited number of sequences which may further contain arbitrary noises. Recent efforts have been made for devising adversarial learning based objective inspired by generative adversarial networks (GAN) [8] and especially Wasserstein GAN [1] . In [35] , adversarial objective is developed in addition with MLE loss by approximating the continuous domain predictions using a discrete time series. In [32] , Wasserstein distance over temporal event sequences is explicitly defined to learn a deep generative point process model for temporal events generation. . In E-step, fix the learned {π n } N n=1 and update the N -class classifier h q by using N sets of event sequences {S n } N n=1 generated from π n with cluster label n. In M-step, fix classifier h q and update each of {π n } N n=1 by subset D i classified by h q .
Another line of works consider the challenge for learning high-dimensional TPP models, whereby the so-called infectivity matrix to be learned can be of squared size of the dimensionality. One popular technique is imposing low-rank regularizer [38] or factorization model [31] on the infectivity matrix. However, they do not explicitly deal with the sequence clustering problem. In fact, the observed dimension marker does not correspond to the underlying cluster.
The mostly related work to our method appears in [34] as it deals with a similar problem setting: grouping event sequences into different clusters and learn the respective TPP model parameters for each cluster. However, the technical approaches are completely different. First the parametric model [34] is tailored to Hawkes process while our network based model is more general; Second, the work [34] is under the Bayesian probabilistic framework while our method is likelihood-free and incorporates both adversarial learning and inverse reinforcement learning [20] for more effective objective design beyond MLE; We show in the experiments that our method significantly outperforms [34] on real-world data. Source code will be made public available for reproducible research.
As shown in Fig. 1 , this paper takes a reinforcement learning (RL) perspective on the modeling and clustering of temporal point processes for its dynamic sequence nature. Though there exist works [7, 15, 29] on (deep) RL and intervention of TPP, while little effort ( [34] does not involve deep model nor RL) has been paid on TPP clustering which calls additional careful treatment on disentangling the mixture of policies. Using the language of RL, suppose there is a number of event sequences generated (with noise) by N underlying expert policies, which can be reflected in the form of N clusters. In this sense, we formulate the event sequence clustering task as a reinforcement learning problem whereby the purpose is to discover the unknown event generation policies, and meanwhile the learning cost function for fitting event sequences is also automatically learned from data using IRL.
Proposed Model
We present our approach under the expectation-maximization (EM) framework -a natural way for disentangling the clustering and fitting of each cluster of event sequences which are assumed to be generated by a mixture of policies. In expectation step, each sequence is assigned with a cluster label corresponding to its latent policy that generates this sequence. The latent policy of each cluster is learned in maximization step. The model is illustrated in in Fig. 1 . The complete learning algorithm is shown in Alg. 1 which calls an IRL based subfunction GAIL-TPP described in Alg. 2.
EM Learning for Policy Mixture Model
Given a temporal event set X with M observed event sequences: X = {x 1 , x 2 , . . . , x M } and the discrete latents i.e. cluster labels Y = {y 1 , y 2 , . . . , y M } for y i ∈ {1, 2, . . . , N }, we suppose that X are generated by a mixture of N experts with a latent policy for each expert, parameterized by θ as a whole. The log likelihood is: training set size m = 256 for classifier h q ; learning rate α = 1e −4 , β = 1e
with probability
Algorithm 2: Generative Adversarial Imitation Learning [11] for TPP: GAIL-TPP (θ
with gradient computed by Eq. 5;
3 RL: update policy parameters from θ
with gradient computed by Eq. 6; Output: parameter of policy networks θ where p(X, Y |θ) is the conditional probability of observing X, Y given parameter θ, and θ is determined by maximizing the marginal log likelihood of observed X:
where p(X|θ) = p(X, Y |θ)dY is the marginal probability.
Suppose the latents Y are sampled from an arbitrary valid probability distribution q(Y ), then a lower bound F(q, θ) of the marginal log likelihood L(θ; X) can be obtained by Jensen's inequality as:
Given randomly initialized parameter θ (0) and arbitrary distribution q (0) , we iteratively update q (k) and parameter θ (k) by the following ExpectationMaximization procedure:
We iteratively perform E-step and M-step until θ * , and the distribution of the hidden variable Y is:
A detailed proof for the convergence of the EM procedure is presented in the supplementary material.
Specifically, the computational components in E-step and M-step are all implemented by neural networks as the Reinforcement Learning with Policy Mixture Model (RLPMM), including the E-step for policy clustering and M-step for policy learning. 2 The detailed derivation is presented in supplementary material in the EM learning convergence proof
Expectation Step for Policy Clustering
As mentioned above, in E-step, we match the hidden variable distribution q to posterior distribution p(Y |X, θ (k) ), and fill in values of latent variables Y for samples in observed data X according q(Y ), so that we can re-recompute the expectation of X given θ (k) , i.e., the likelihood function L(θ (k) ).
We compute the hidden variable distribution q as
where we restrict the distribution of hidden variable q (k) is in a bounded hypothesis space H k .
For mixture of policies, given parameter θ (k) and observed data X, the posterior distribution p (k) is:
where y ij = 1 if and only if x j is generated by the i-th policy.
Inspired by Eq. 3, to find q (k) in Eq. 2, we train a classifier to fit the current guess of the discrete hidden variable distribution q (k) to p (k) , i.e., holding the policies parameter θ (k) fixed, train a classifier h q by data generated by learned policies. Therefore, the E-step involves line 4, 5, 6 in Alg. 1.
In practical application, h q is a 3-layer classifier including sequence embedding layer, RNN layer and classification layer as used in [4, 33] . In addition, an implementation trick dealing with imbalanced classification at the beginning of the procedure is used, as presented in the supplementary material.
Maximization Step for Policy Learning
Given the hidden variable Y estimated by the classifier in E-step, each event sequence x in the training dataset D is classified to a specific policy with discrete hidden variable
Now we present an IRL based policy learning method. Differing from previous works imposing a specific form for sequence learning e.g. Wasserstein distance [32] , we assume the policy reward (cost) is unknown which need be learned via IRL. The rationale is that it is nontrivial to define the temporal event sequence fitting error with varying length in contrast to the vector-like data. To make the learning scalable to real-world data, the IRL procedure is efficiently fulfilled by a generative adversarial imitation learning scheme [11] . Given subset D i for policy π i , for reward (cost) function learning in IRL-step, discriminator is trained by Eq. 5 using generated fake sequences and real sequences. In RL-step, policy network is trained by policy gradient using Eq. 6, using the learned cost. Back to Fig. 2 , sequences {S i } generated by policy network are used to train classifier h q in E-step.
Policy network for sequence generation
The policy function π θ should have the capacity to capture the complex sequential dependency pattern and stochastic nature in the point process. We adopt RNN with stochastic neurons [2] as the policy network. Here action refers to the time to next event from current event timestamp and state refers to the hidden embedding of RNN for the history. Note action a is sampled from distribution π(a|θ(h i−1 )) as
where
is hidden state of RNN encoding history before t i , θ is nonlinear mapping from R to policy's parameter space, V ∈ R d and W ∈ R d×d are coefficients, ψ is nonlinear activation function, e.g., ψ(z) = e z −e −z e z +e −z as used in this paper. There are alternatives for parameterizing the policy function, i.e. the probability density function π, as long as they satisfy the constraint that the random variable sampled from π is positive since [37] which is adapted to TPP data in this paper.
a > 0, such as exponential distribution: π(a|θ(h i−1 )) = θ(h)e −θ(h)a and Rayleigh distribution:
2 /2 as used in this paper.
So far the RNN policy network with stochastic neurons is able to mimic the event generating mechanism of stochastic temporal point process by Eq. 4. Given a sequence of past events s t = {t i } ti<t , the next event time is generated as t i+1 = t i + a, with the inter-event time a sampled from stochastic policy π θ (a|s t ) as the action.
Inverse reinforcement learning for cost modeling
As shown in Fig.2 , we use the GAIL framework to learn the cost function for reinforcement learning, in which the IRL procedure is substituted by training a Discriminator D w , with the gradient of discriminator parameter w given by
where x θ ∼ π θ is the sequences sampled from learned policy π θ and x E ∼ π E is the sequences sampled from expert's true policy.
Given the cost function log D w (s, a), the RL procedure is implemented by the policy gradient descent with gradient of policy network parameter θ given by
And the gradient of the causal entropy regularizer is given by
In essence, by iteratively updating w using IRL in Eq. 5, and updating θ using RL in Eq. 6, the GAIL algorithm find a saddle point (π * θ , D * w ) of the expression
which is equivalent to find the optimal policy π * θ .
Experiments
We evaluate the performance of our Reinforcement Learning for Policy Mixture Model (RLPMM) on both synthetic and real-world data. To demonstrate the effectiveness and efficiency of our model, we compare with state-of-the-art methods for event sequence clustering.
As summarized in Table 1 , peer methods include: 1) Gaussian Mixture Model (GMM) includes 3 Two-step pipeline models that firstly extract features from sequential events using Vector AutoRegression (VAR) [9] , Ordinary Differential Equation (ODE) [13] or Least Squares (LS) [5] , the use the GMM to cluster the event sequences; 2) Dirichlet Mixture Model of Hawkes Processes (DMMHP) [34] which is the most related work to our knowledge; 3) Wasserstein Generative Adversarial Network Mixture Model (WGANMM) that we adapt from [37] . Due to page limit, we present the technical details of our adaption and the other baselines in the supplementary material.
Metrics used to measure clustering performance are 1) Clustering Purity (CP) [26] ; 2) Rand Index (RI) [24] ; 3) Empirical Intensity Deviation (EID) [32] ; 4) Clustering Consistency (CC) [28] . All the metrics except for clustering consistency (as CC itself already involves random trials) are computed by the average of 10 trials on the whole dataset by random initialization for clustering. 
Experiments on Synthetic Data
We experiment on several synthetic datasets with different K (number of clusters). We generate four kinds of synthetic event sequences in a time interval [0, T ] (T = 100) using the simulation method in [21] for TPP. We experiment with different K from K = 2 to K = 4, and the results are given by the average of 10 trails as also shown in Table 2 . The ratio of each cluster size is the same. To make a fair comparison with the Hawkes process based models, we experiment on synthetic datasets generated by both non-Hawkes processes and Hawkes processes.
Specifically, for non-Hawkes dataset, we have sequences generated by a mixture of K = 2 clusters from Sine intensity and N egative-sine intensity, then we add sequences generated by Constant intensity for K = 3, followed by the cluster from Bimdoal intensity for K = 4. We list the formulas of the intensity and plot the curve of the ground-truth intensity and learned intensity in supplementary material.
For Hawkes processes, we adopt the conventional Hawkes process as: λ(t) = γ 0 + α t∈τ e −w(t−t ) . We also experiment with different K from K = 2 to K = 4. In line with [34] , for each trial, the parameters of the intensity function for cluster k: {γ 
Experiments on MemeTracker Data
We collect real-world event sequences from public MemeTracker [12] as widely used in TPP works [38, 18, 32] . It tracks meme diffusion over public media, containing more than 172 million news articles or blog posts. The memes are sentences, such as ideas, proverbs, and the time is recorded when it spreads to certain websites. We randomly sample 35,000 cascades from MemeTracker to study the diffusion process of the meme since its creation. The memes are supposed generated from different latent policies for discovery. Note one can only use clustering consistency as metrics as there is no ground-truth cluster labels. The results are shown in Table 4 .
Findings and Discussion
We present interpretations to the results as follows. 1) Parametric point process vs. neural point process vs. discretized time series The two neural network based TPP models: RLPMM using reinforcement imitation learning and WGANMM using generative adversarial learning, in general outperform the (implicit) parametric intensity models 3 : ODE+GMM, LS+GMM and DMMHP using explicit intensity functions, on both clustering performance and modeling capability. While the performance of time series based method VAR+GMM is the worst. These results show the superiority of the neural model compared with parametric TPP which assume a predefined form with limited model capacity.
On the other hand, as shown in Table 2 , when the data is exactly generated from the predefined point process -Hawkes processes, the model DMMHP which is based on Hawkes processes model can benefit significantly and even (slightly) outperforms the network based methods including RLPMM and WGANMM. This also suggests the parametric model still have their value when the distribution can be (exactly) known to allow for model specification. The standard deviation in Table 2 also shows the higher stability of neural TPP methods against parametric ones.
2) Two-step pipeline vs. joint model On both synthetic and real-world datasets, joint modeling methods DMMHP, WGANMM and RLPMM outperform two-step VAR/ODE/LS+GMM models which run clustering first followed by learning within each cluster. This shows the utility of an elegant joint learning framework.
3) WGANMM vs. RLPMM It is shown that WGANMM and RLPMM perform relatively close to each other (though often RLPMM outperforms WGANMM) regarding with clustering performance on all metrics, for both synthetic data and real-world dataset. However, we find that the proposed RLPMM shows superior efficiency to WGANMM. In fact, WGANMM adopts the adversarial training framework based on Wasserstein divergence, where both the generator and the discriminator are modeled as dynamic RNN of multiple LSTM cells. In contrast, RLPMM only models the policy as a single LSTM cell, so for the discriminator with an extra Logistic regression layer. As such, RLPMM requires less parameters and computations. Moreover, we find the real-world MemeTracker need notably fewer iterations to converge than synthetic data. 4) Learning synthetic data generated by different numbers of policies Clustering purity, RI and EID all degenerate as the number of policies used for generating the testing data (i.e. intensity functions) grows from K = 2 to K = 4 (see the protocol in Section 4.1). This is no surprise as it becomes more challenging when the sequence set becomes more mixed. While the impact is lessened on the joint modeling methods DMMHP, WGANMM and RLPMM than the two-step models VAR/ODE/LS+GMM. This also holds for the comparison between RLPMM and WGANMM whereby RLPMM need much less additional iterations to converge than WGANMM when cluster number increases from K = 2 to K = 4.
4) Learning latent policies of MemeTracker data
Instead of using one less informative TPP model for the whole set of sequences as shown in Fig. 3(a) , we set K = 4 and plot the empirical intensity functions as discovered by the proposed RLPMM method in Fig. 3(b) . The memes patterns are marked as C 1 -C 4 , and we show the text statistics of these patterns in supplementary material which reveals a potential for joint modeling with topic model. For reproducibility, the source code for the proposed RLPMM model and adapted WGANMM model, and the synthetic and MemeTracker dataset is available on Github. Table 4 : Clustering consistency on MemeTracker (in average over trials).
Conclusion and Future Work
Clustering of event sequences in continuous time domain is challenging and has vast application for real-world problems. It is also useful for building event-driven simulators. We study this problem from the reinforcement learning perspective for learning mixture of policies. Our approach involves IRL to learn reward for policy rather than resort to ad-hoc cost for varying-length event sequences.
There are possible extensions in future: i) effective handling with multi-typed event sequences especially noticing the fact that the used generative adversarial imitation learning technique is directly applicable to multi-dimensional TPP. Note the RL method for multi-type TPP in [29] does not involve IRL technique; ii) joint learning for TPP and topic model for text data associated with events, which is useful in practice such as for MemeTracker; iii) exploring the way of model sharing among clusters for more effective policy learning.
Appendix
A Adapting [37] to WGANMM for TPP For notation clearness, we slightly abuse the notations by assuming the used notations in this subsection is separated to the rest of the paper. Suppose for the i-th cluster, training data D i = {x 1 , x 2 , . . . } is generated by the oracle TPP r and S i = {s 1 , s 2 , . . . } is generated by the learned TPP g, then the Wasserstein distance between the distributions of the two point processes is given by
where Φ(P r , P g ) denotes the set of all joint distributions φ(x, s) whose marginals are P r and P g , g is learned by minimizing W (P r , P g ).
As Eq.9 is computationally intractable, hence the dual form is used [1] to compute W (P r , P g ) as
where f w is the Lipschitz function with parameter w ∈ W, that assign a value to a event sequence satisfying 1-Lipschitz constraint f w (x) − f w (s)| ≤ ||x − s|| for all x and s. As we have supposed that event sequence s is generated by g θ with parameter θ using noisy input ζ ∼ P z , therefore the objective is to learn a generative model g θ by minimize W (P r , P g ) as
where f w is discriminator and g θ is generator. Similar to [19] , f w and g θ are fulfilled by RNNs.
The generator g θ transforms a noise input sequence ζ = {z 1 , . . . z n } to generated sequence s = {t 1 , . . . , t n } as g θ (ζ) = s using RNN with n LSTM cells:
In general, the adapted WGANMM and the proposed RLPMM use a similar EM clustering framework. The major differences for our method to WGANMM lie in that WGANMM learns TPP by using Wasserstein distance between event sequences as cost, which may not be optimum for the clustering task at hand. While RLPMM is more like a meta-learning method which adopts IRL -and the adversarial imitation technique to learn the cost function. Also, RL is used for learning policy of each cluster by RLPMM but WGANMM involves no RL. Moreover, instead of using RNN with multiple cells to learn the discriminators and generators in WGANMM for each cluster, we use RL to learn the latent policy for each cluster. We only need to learn a LSTM cell for the each latent policy, with another LSTM cell to learn the corresponding cost function by IRL. The empirical results in the paper show that our method runs one order faster against WGANMM.
B The proof of EM learning convergence
Due to page limitation, we present the detailed derivation of the EM learning framework and its convergence in this subsection.
Given a temporal event set X with M observed event sequences: X = {x 1 , x 2 , . . . , x M } and the discrete latents i.e. cluster labels Y = {y 1 , y 2 , . . . , y M } for y i ∈ {1, 2, . . . , N }, we suppose that X are generated by a mixture of N experts with a latent policy for each expert, parameterized by θ as a whole. The log likelihood is:
where p(X, Y |θ) is the conditional probability of observing X, Y given parameter θ, and θ is determined by maximizing the marginal log likelihood of observed X:
Suppose the latents Y are sampled from an arbitrary valid probability distribution q(Y ), then a lower bound F(q, θ) of the marginal log likelihood L(θ; X) can be obtained by Jensen's inequality:
where D KL (q||p) is the KL-divergence between q(Y ) and p(Y |X, θ), and we have the lower bound:
Equation 12 gives the relation between hidden variable distribution q(Y ) and the likelihood function of the observed data L(θ;
Based on Eq. 12, given randomly initialized parameter θ (0) and arbitrary distribution q (0) , we have the following EM procedure that iteratively updates q (k) and parameter θ (k) :
By Eq. 12, we have:
, which suggests that for each iteration with E-step and M-step, L(θ; X) converges to its maximum. Alternatively perform E-step and M-step iteratively, we can get the optimal solution θ * for the model. Figure 4 : Empirical convergence of RLPMM and WGANMM on synthetic data generated by K = 4 policies. We compute the clustering purity and rand index every 1 × 10 3 iterations for RLPMM and 2.5 × 10 3 iterations for WGANMM.
For an empirical verification of the convergence of the algorithm, we plot the convergence of the evaluation metric Clustering Purity and Rand Index on synthetic dataset in Fig.4 . As shown in Fig.4 , RLPMM model requires less iteration than WGANMM for convergence.
C Implementation Trick: Dealing with imbalanced classification
As we employed the E-step by training a classifier samples generated by the learned policies, the classifier is easy to assign clusters with imbalanced instances, particularly at the beginning of the procedure. The imbalance could get reinforced through the EM procedure. As a result, some policy models receives more and more data and the remaining gets fewer and fewer. Eventually the RLPMM model would converge to an imbalanced solution,
To fix this issue, at the beginning of the EM procedure, we allow a policy model to explore new by augmenting their training data. After the assignment of clusters D = {D 1 , . . . , D N }, we augment each cluster data set D i by adding an amount of instances from D − D i with the highest posterior probability of belonging to the i-th cluster according to the output of the classifier. The amount of the augmented data is reducing along the procedure for the convergence.
D Details of Baselines
For the convenience of reproducibility, we present the technical details of the baselines used in the paper as follows:
1) Gaussian Mixture Model (GMM) To tackle the sequential data clustering problem, traditional methods usually implement aggregated time series clustering with discrete time-lagged variable [16, 17] . These methods use a probabilistic mixture model to perform sequence clustering with two procedures: firstly extracting features from sequential data, then identifying clusters via GMM [27, 25] . We use three methods to extract features from sequential events for the Gaussian Mixture Model (GMM), including:
• Vector Auto-Regression (VAR) The VAR [9] model discretizes event sequences to time series, and learns a transition matrix as features for clustering.
• Ordinary Differential Equation (ODE) We also use a nonparametric Hawkes process model [13] based on Ordinary Differential Equation (ODE).
• Least Squares (LS) We also test another nonparametric Hawkes model based on contrast function in [5] relating to the Least Square (LS) problem.
Both ODE and LS learn a Hawkes process for each sequence. In line with the protocol in [34] , we use its parameter θ = [µ, α] as feature for each sequence, and employ GMM for clustering.
2) Dirichlet Mixture Model of Hawkes Processes (DMMHP) Learning mixture of policies for TPP has been rarely considered in literature, the most related work to our best knowledge is DMMHP [34] . It generates event sequences with different clusters from Hawkes processes of different parameters, and uses a Dirichlet distribution as clusters' prior.
Both our model and DMMHP are model-based methods that can accomplish temporal processes clustering. The differences lie in that DMMHP use conventional parameterized Hawkes process and cluster with Latent Dirichlet Allocation (LDA), we propose a novel generative adversarial imitation learning point process model.
3) Wasserstein Generative Adversarial Network Mixture Model (WGANMM) Similar to Gaussian mixture model (GMM), a GAN mixture model in [37] has been used for image clustering with fixed sized matrix-like data. In [37] N GAN models are trained to capture the each cluster's distribution respectively. To adapt its processing domain from image to event sequences in continuous domain (TPP), we modify vanilla WGANMM by replacing CNN with RNN and introduce the Wassertein distance between point processes as proposed by [32] for adversarial learning.
E Details of Evaluation Metrics
The detailed definitions of the metrics used in paper include:
1) Clustering Purity (CP): Purity is the average of portion of true positive class in each cluster [26] :
where W k is the learned index set belonging to cluster k, C i is the real index set of sequences belonging to class i, M is the total number of sequences. Purity lies in between 0 and 1. Higher purity indicates more concentration in each cluster.
2) Rand Index (RI): By treating the labels as a clustering ground truth, RI can be used as clustering accuracy (the higher the better), measuring the similarity between the learned sequence clustering and real labels, as given by [24] : RI = n11+n00 n ∈ [0, 1], where n 11 is the number of sequence pairs that are in the same cluster with the same label, and n 00 is the number of pairs that are in different clusters with different labels.
3) Empirical Intensity Deviation (EID): To measure the learned latent policy for each cluster, we follow the protocol in [32] to compute the deviation of empirical intensity function (accumulated absolute error over time for a windowed period) between the real event sequences and sequences generated by the learned policy, for which the lower the better. The empirical intensity is given by: λ (t) = E(N (t + δt))/δt, where N (t) is the count process for λ(t), and the expectation E (N (t + δt) ) is computed by sufficient number of generated sequences through counting the average number of events during [t, t + δt]. Note that it can be only applied to synthetic dataset where the ground-truth cluster label is known.
4) Clustering Consistency (CC):
Purity, RI and EID can be used to measure clustering performance when the cluster labels are known as for synthetic sequences. For real-world sequences without labels, we measure the clustering performance by clustering consistency via cross-validation as in [28] .
We test each clustering method with J = 100 trails. In trial j, all sequences are randomly divided into training fold and testing fold. After learning the model from the training fold, we apply the model to the corresponding testing fold. We enumerate all pairs of sequences within a same cluster in the j-th trial and count the pairs preserved in all other trials. The clustering consistency is the minimum proportion of preserved pairs over all trials computed by Consistency = min 
F Formulas and plots for non-Hawkes processes
In the experiments with non-Hawkes datasets, the sequences are generated by 4 kinds of intensity functions. The formulas of these functions are:
• Sine-like: λ(t) = sin( πt 50 ) 10 + 0.1, t ∈ (0, T ).
• Negative-sine-like: λ(t) = − sin( πt 50 ) 10 + 0.1, t ∈ (0, T ).
• Constant: λ(t) = 0.1, t ∈ (0, T ).
• Bimodal-like: λ(t) = ), t ∈ ( T 2 , T ).
We also plot the intensity of the ground-truth, and the estimated empirical intensity of RLPMM model and baseline models as shown in 
G Interpretation to clustering on MemeTracker
For the discovered memes patterns marked as C 1 -C 4 , their statistics of average meme diffusion length and word frequency are listed in Table 5 . We make the following interpretations which we believe can at least be partially supported by our results:
17.3 {people, life, God, woman, friend, country, right, America, faith, state, peace, party, earth, future, child} 33.9 {country, people, government, health, economy, campaign, war, market, system, situation, crisis, company, nation, power, market} 77.5 {people, government, election, McCain, decision, world, challenge, America, policy, security, Europe, law, election, force, Israel} 84.1 {people, world, state, Muslim, threat, industry, terrorist, money, enemy, citizen, Europe, event, America, safety, Afghanistan} Table 5 : Average length (in words) and the top 15 most frequent nouns of memes diffusion cascades, from the discovered four clusters (top to bottom: C1 -C4) on MemeTracker. i) C 1 : memes have a wide spread as soon as it is generated, and quickly disappear in around 30 days. These memes are mostly catchword, e.g. peace, child, being usually short and clear.
ii) C 2 : the diffusion intensity decays in 20 days and then holds in subsequent days. These memes are mostly hot topics like economy, health care, job opportunity, etc.. iii) C 3 : the diffusion intensity gradually decay for around 40 days. The memes are mostly long and complete statements and opinions. iv) C 4 : the diffusion suspends for short around 20 days, then begins to diffuse. Though the diffusion processes of C 3 and 4 are different, the average length and top frequent words of C 4 are similar to C 3 as in Table 5 . It suggests that the diffusion of the long statements and opinions contains two patterns that are quite different from each other.
Such results also show the potential and need for comprehensive modeling by combing RLPMM with topic models on meme content.
