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Introduction 
La grande majorité des utilisateurs d’interfaces multi-touch, que ce soit sur un smartphone, une tablette ou 
autres, a déjà subi un dysfonctionnement de l’application qu’il manipulait. Ces dysfonctionnements ne sont pas 
toujours très fréquents, mais leur occurrence est récurrente. Pour un utilisateur grand public, l’impact de ces 
dysfonctionnements est relatif. Du simple redémarrage du système à une perte de données plus importante, les 
conséquences de ces dysfonctionnements mettent  rarement leurs utilisateurs en danger. Si ils sont souvent 
tolérés, c’est qu’ils sont compensés par d’autres propriétés telles que le ressenti utilisateur 1  qui regroupe 
l’ensemble des perceptions qu’un utilisateur ressent en interagissant avec un système interactif. Ainsi, 
l’esthétique d’une interface, l’identification et les émotions qu’elle procure, peuvent être prépondérantes par 
rapport de l’aspect fiabilité pour la perception qu’un utilisateur a d’une application. Il en va de même pour leur 
utilisabilité qui regroupe les propriétés d’utilisé, d’efficacité et d’acceptabilité. En effet, des dysfonctionnements 
trop importants peuvent entraîner une baisse d’efficacité, de la frustration et lorsqu’une application est trop peu 
fiable, les utilisateurs ne peuvent pas effectuer leurs tâches et doivent l’abandonner.  
Dans le cas des systèmes critiques, l’occurrence de tels dysfonctionnements peut avoir des conséquences 
désastreuses une défaillance peut entraîner des pertes élevées tant en matériels qu’en vies humaines.  
L’intégration de techniques d’interaction  multi-touch dans des systèmes critiques interactifs nécessite donc de 
garantir la fiabilité des techniques d’interaction. C’est l’objectif principal de cette thèse qui propose une 
méthode, une notation et un outil pour concevoir et implémenter des techniques d’interaction multi-touch 
fiables. 
Un système offrant des interactions multi-touch repose sur l’association d’un périphérique d’entrées/sorties 
matériel et d’un système logiciel interactif. Il existe plusieurs technologies multi-touch (capacitives, infra-
rouge,…) qui permettent de mesurer des paramètres physiques différents. Notre approche est générique quant 
au matériel utilisé et de fait, les concepts que nous proposons dans cette thèse sont utilisables indépendamment 
de la technologie multi-touch utilisée.  
 
La complexité du développement des systèmes interactifs dépend notamment de la complexité des techniques 
d’interaction proposées par l’interface utilisateur du système considéré. La communauté scientifique en 
ingénierie des logiciels propose de gérer cette complexité au niveau de l’architecture de ces systèmes et au 
niveau de leur processus de développement.  
Le domaine de l’Interaction Homme-Machine propose un ensemble d’architectures logicielles dédiées aux 
systèmes interactifs. Selon les approches, ces architectures scindent les systèmes interactifs en un ensemble de 
couches (par exemple ARCH (UIMS 1992)) offrant les avantages de modularité et de localité des modifications. 
Cependant ces architectures logicielles ne décrivent pas la gestion des périphériques d’entrées. Elles ne détaillent 
pas non plus l’ensemble des composants multi-touch et en particulier les techniques d’interaction multi-touch 
qu’offrent ces systèmes. Or ces composants représentent une part importante dans le développement des 
systèmes interactifs, à la fois en termes de ligne de code et de complexité. Ils devraient donc être décrits 
explicitement dans les architectures logicielles. Cette thèse contribue sur ce sujet en proposant une architecture 
générique pour les applications interactives proposant des techniques d’interaction multi-touch décrivant 
explicitement chacun des composants qui la composent ainsi que leurs relations. 
 
Les processus de développement permettent de gérer la complexité du développement des systèmes en 
définissant et en organisant l’ensemble des activités nécessaires à leur développement. Ces processus visent à 
garantir certaines propriétés sur les systèmes qu’ils produisent. Comme vu précédemment, les systèmes 
interactifs grand public et les systèmes critiques ne donnent pas la même importance à leur fiabilité ou leur 
                                                                
1 User eXperience 
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caractère innovant entre autres. De manière générale, il est possible de proposer une vue abstraite d’un 
processus de développement selon trois grandes étapes : la conception, l’implémentation et enfin la vérification 
et validation. 
Ces différentes étapes nécessitent des compétences spécifiques et sont donc réalisées par des personnes/entités 
différentes. Un processus de développement nécessite d’échanger les caractéristiques du système considéré 
entre les différents acteurs. Cette description du système doit être complète et non ambigüe. En effet, il est 
nécessaire que la description d’un système soit exhaustive pour, par exemple, ne pas laisser les choix de 
conceptions aux développeurs chargés de l’implémentation. Elle doit être non ambigüe pour les mêmes raisons : 
une personne devant interpréter une telle description doit alors faire des choix de conception au moment de 
l’implémentation. Si cette description est réalisée avec une notation formelle, son analyse permet ensuite de 
vérifier le comportement du système en question et de s’assurer qu’il vérifie les propriétés définies durant la 
conception. 
Les notations formelles actuelles ne permettent pas de décrire de manière exhaustive le comportement de 
systèmes interactifs proposant des techniques d’interaction multi-touch. En effet, ces notations ne permettent 
pas, entre autres, de décrire l’instanciation dynamique de périphériques d’entrées et la réception des 
événements qu’ils postent. L’un des moyens pour atteindre l’objectif principal de cette thèse consiste à identifier 
un ensemble de caractéristiques fondamentales qu’une notation pour la description d’applications multi-touch 
doit posséder. Ces caractéristiques incluent celles nécessaires à la description d’autres types d’interactions telles 
que les interactions mono-touch ou les interactions de type W.I.M.P (Lampson 1986). Ainsi, une notation 
formelle pouvant décrire complètement l’ensemble des techniques d’interaction multi-touch peut aussi décrire 
les interactions mono-touch et W.I.M.P. 
Dans cette thèse nous proposons une notation formelle, ICO (Interactive Cooperative Objects) (Navarre, 
Palanque et Ladry, et al. 2009) qui possède ces caractéristiques et qui peut donc décrire de manière exhautive 
et non ambigüe les systèmes interactifs proposant des techniques d’interaction multi-touch. De plus, cette 
notation est incluse dans un processus de développement dédié aux systèmes interactifs critiques (Martinie, 
Palanque et Navarre, et al. 2012) allant de l’identification des besoins à la mise en opération du système. 
 
Lorsque l’on s’intéresse à des systèmes de taille réelle, la description, à base de modèles,  de systèmes interactifs 
nécessite un environnement pour l’édition, la simulation, et la vérification des modèles. Dans cette thèse, nous 
proposons ainsi une évolution de l’environnement associé à la notation choisie afin qu’il satisfasse ces exigences. 
 
Cette thèse est réalisée avec un objectif d’applicabilité aux cockpits interactifs pour les avions civils mais la 
généricité de notre approche permet d’appliquer  nos contributions à l’ensemble des systèmes interactifs qui 
proposent des interactions multi-touch. 
 
Les interfaces actuelles dans les cockpits des nouveaux avions civils sont de type W.I.M.P. (ARINC 661 2013). La 
maturité grandissante des interfaces multi-touch dans le domaine du grand public permet d’envisager leur 
intégration dans de futurs cockpits. En plus des gains de places (disparition du clavier et du trackball de chaque 
pilote), ces interfaces pourraient permettre d’augmenter la bande passante entre les pilotes et les systèmes 
qu’ils manipulent, grâce notamment à l’exécution de commandes plus complexes. Enfin, l’intégration des 
périphériques d’entrées sur des surfaces tactile accroît la modifiabilité du système de commande et contrôle du 
cockpit. 
 
La validation de notre approche a été réalisée en deux temps. Tout d’abord nous avons utilisé la notation ICO 
pour décrire un ensemble représentatif de techniques d’interaction multi-touch. Dans un second temps, nous 
avons décrit une étude de cas complexe pour valider l’architecture que nous avons proposée et l’applicabilité de 
notre approche sur une application entière. 
 
Cette thèse s’organise en trois parties. 
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La première partie détaille les principales contributions existantes traitant de l’ingénierie des systèmes interactifs 
critiques. Elle a pour but de situer notre travail par rapport aux travaux existants et permet de justifier du choix 
de l’approche exposée dans la suite du document. 
 
Le chapitre 1 présente le contexte de la thèse. Il décrit tout d’abord les principales évolutions des moyens de 
commande et de contrôle dans les cockpits d’avions civils et positionne l’intégration du multi-touch parmi les 
évolutions à venir. Ensuite il propose une taxonomie des techniques d’interaction multi-touch qui les 
décomposent en un ensemble de propriétés nécessaires à leur description complète. 
Le chapitre 2 présente un ensemble représentatif des différentes notations existantes dans le domaine de 
l’ingénierie des systèmes interactifs. Ces notations sont comparées avec les propriétés des interactions multi-
touch décrites dans le chapitre 1. De cette comparaison, nous choisissons la notation ICO qui est la plus proche 
de notre domaine d’application. 
Le chapitre 3 présente les principales architectures logicielles qui permettent de décrire et de structurer les 
systèmes interactifs et/ou critiques. Il décrit leurs structures ainsi que les problèmes qu’elles permettent de 
résoudre.  
Le chapitre 4 présente les principaux processus de développement dédiés aux systèmes interactifs et ceux qui 
sont dédiés aux systèmes critiques. Il présente enfin un processus qui combine à la fois les aspects fiabilité et 
utilisabilité. 
 
La seconde partie de ce mémoire présente les contributions que nous apportons dans le cadre de cette thèse. 
Elles permettent de résoudre les problèmes que nous venons d’identifier. 
 
Le chapitre 5 présente une extension de la notation ICO. Cette extension permet de décrire l’instanciation 
dynamique de périphériques d’entrée. Elle rend explicite dans les modèles la réception d’événements postés par 
des sources instanciées dynamiquement. 
Le chapitre 6 présente une architecture générique qui gère les aspects dynamiques du multi-touch. Cette 
architecture permet d’identifier les différentes couches nécessaires à la reconnaissance de techniques 
d’interaction multi-touch à partir d’événements bas-niveau. Elle permet également de décrire la production de 
ces événements haut-niveau ainsi que leur réception pour le déclenchement de commandes par le système. 
Le chapitre 7 présente l’environnement PetShop pour l’édition, la simulation et la vérification des modèles ICO 
selon notre extension. 
 
La troisième partie de ce mémoire démontre la validité de notre approche. 
 
Le chapitre 8 démontre comment la notation ICO permet de décrire de manière complète et concise l’ensemble 
des techniques d’interaction. De plus, nous présentons différentes méthodes pour la modélisation de ces 
interactions. Les modèles présentés permettent de couvrir l’ensemble des propriétés des interactions multi-
touch proposées dans le chapitre 1. 
Le chapitre 9 permet, à la fois, de valider l’architecture générique proposée dans le chapitre 5 mais aussi les 
capacités de l’environnement PetShop pour la notation ICO. Pour réaliser cet objectif, nous avons appliqué notre 
approche à une étude de cas liée à notre domaine d’application : une application multi-touch pour la visualisation 
d’informations météorologiques sur une carte interactive. 
 
Enfin la conclusion de ce mémoire résume les contributions apportées par cette thèse et présente un ensemble 
de limitations que nous avons identifiées. La section perspective décrit un ensemble d’étapes et d’activités pour 
prendre en compte ces limitations. 
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Premie re partie : É tat de l’art 
Résumé de la partie 
 
Cette première partie décrit les travaux existants pertinents dans le contexte de la thèse: les moyens de 
commande et de contrôle des systèmes interactifs des cockpits dans l’aéronautique civile, les techniques 
d’interaction multi-touch ainsi que les notations formelles qui permettent de les décrire. 
 
Le chapitre 1 présente une description des principales évolutions des moyens de commande et de contrôle 
dans les cockpits d’avions civils. De plus, ce chapitre décrit les évolutions à venir dans ces cockpits ainsi que 
dans les cockpits d’autres familles d’aéronefs. Ensuite, ce chapitre justifie l’opportunité d’introduire des 
interactions multi-touch comme moyen de commande et de contrôle des cockpits d’avions civils et la 
nécessité de les rendre suffisamment fiables pour les systèmes critiques. Enfin, le chapitre 1 propose une 
classification des techniques d’interaction multi-touch permettant la commande et le monitoring de systèmes 
interactifs. Cette classification nous permet d’identifier les propriétés nécessaires à la description complète 
de ces techniques d’interaction.  
 
Dans le chapitre 2, nous détaillons l’ensemble des différentes catégories de notations formelles qui 
permettent de décrire les systèmes interactifs. Nous proposons ensuite une classification de ces notations afin 
de comparer leur pouvoir d’expression. Cette comparaison inclus les propriétés proposées dans le chapitre 1 
qui sont nécessaires à la description des techniques d’interaction. 
 
Au travers du chapitre 3, nous explicitons les différentes architectures logicielles dédiées à la description et la 
structuration des systèmes interactifs et/ou critiques. Nous décrivons également les problèmes que ces 
architectures permettent de résoudre. 
 
Enfin, le chapitre 4 fournit une description des processus qui supportent les différentes activités allant de la 
conception à la mise en œuvre de logiciels. Ces processus proposent un ensemble d’étapes allant de 
l’identification d’un problème à une solution pour le résoudre. 
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Chapitre 1 : Contexte de la thèse 
 
 
Résumé du chapitre 
 
Ce chapitre présente le contexte de la thèse : les cockpits des avions civils et les techniques 
d’interaction multi-touch. Il décrit les évolutions des techniques d’interaction au sein des 
cockpits d’avions civils. Ces évolutions se traduisent par une intégration croissante des 
périphériques d’entrées et de sorties des systèmes dans ces cockpits. 
Ensuite ce chapitre justifie l’emploi des interactions multi-touch comme technique d’interaction 
pour les futurs cockpits d’avions civils. 
Enfin, ce chapitre analyse les taxonomies de techniques d’interaction pour proposer un 
ensemble de propriétés permettant de décomposer les techniques d’interaction multi-touch. 
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Dans ce chapitre nous décrivons le domaine d’application privilégié pour cette thèse : les techniques 
d’interaction dans les cockpits d’avions civils. Les contributions de la thèse sont applicables à d’autres domaines 
d’applications (ingénierie des systèmes interactifs de manière générale, par exemple). Néanmoins, notre 
domaine d’application privilégié pose des problèmes spécifiques tels que la certification des logiciels interactifs 
par exemple.  
Dans un premier temps, la section 1.1 présente l’évolution des périphériques d’entrées-sorties dans les cockpits 
d’avion civils ainsi que les techniques d’interaction associées (section 1.1.1) ; puis nous analysons leurs limites 
actuelles. Ensuite nous décrivons les potentielles techniques d’interaction tout en évaluant la possibilité de les 
employer dans les futurs cockpits (section 1.1.2). 
Suite à l’analyse de la section 1.1, la seconde partie de ce chapitre (section 1.2) caractérise les techniques 
d’interaction multi-touch. Cette analyse se déroule en deux étapes. La première étape (section 1.2.1) étudie les 
différentes taxonomies des techniques d’interaction. La seconde étape permet de caractériser les techniques 
d’interaction multi-touch grâce à leur décomposition en propriétés élémentaires. 
1.1. Le domaine d’application des cockpits civils 
Les périphériques d’entrées-sorties des cockpits d’avions civils sont en constante évolution. Ces évolutions sont 
réalisées en respectant les exigences de sûreté requises et suivant des processus dédiés aux systèmes embarqués 
critiques tels que celui de la (DO-178C 2011) présentés dans la section 4.3.1.  
Dans cette partie nous nous intéressons à l’évolution de ces périphériques d’entrées-sorties entre les pilotes et 
les systèmes avioniques. La première section décrit les principales étapes de ces évolutions et les compare avec 
les évolutions d’autres types de cockpits tels que les cockpits militaires; ces derniers étant soumis à des 
réglementations différentes. Nous analysons ensuite les limites de ces évolutions. Enfin, ce chapitre conclut sur 
la pertinence d’étudier les interfaces multi-touch pour les futurs cockpits d’avions civils.  
1.1.1. Les évolutions des périphériques d’entrées-sorties et des paradigmes d’interaction 
associés dans les cockpits d’avions civils 
Depuis les débuts de l'aviation commerciale, les périphériques d’entrées-sorties des cockpits d'avions civils sont 
en constante évolution. Ces évolutions ont contribué à fournir des périphériques d’entrées sorties de plus en 
plus intégrés. Les sous-sections suivantes décrivent ces évolutions de façon chronologique. 
 
 
Figure 1 - Cockpit d'un Airbus A300 
1.1.1.1. Les premiers cockpits : des interacteurs physiques 
Dans les premiers cockpits d’avions, qu’ils soient civils ou militaires, il y avait un moyen de contrôle dédié à 
chaque système ou partie d’un système avionique. En effet, chaque système avionique, s’il le nécessitait, 
proposait un affichage de ses paramètres ou de son état interne (par exemple une lampe pour une alarme ou un 
cadran affichant une vitesse, altitude…) et un mécanisme d'entrée d'informations (boutons ou rotacteurs 
physiques) au travers d’un ou plusieurs boitiers. Ces équipements intégrés aux cockpits offraient généralement 
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plusieurs avantages tels qu’une haute cohérence (l'équipement propose côte à côte, les mécanismes de 
commande et d'affichage liés aux paramètres du système avionique en question) et peu d’interdépendances (la 
défaillance d'un équipement n'a généralement aucun effet sur les autres équipements). Le cockpit type de cette 
période est proposé Figure 1 et correspond à celui de l’Airbus A300 qui a volé pour la première fois en 1972. 
Le contrôle des systèmes avioniques est réalisé en interagissant avec des boutons poussoirs, des rotacteurs ou 
la manette des gaz pour modifier les paramètres concernés. 
L’affichage dans le cockpit de l’A300 est principalement réalisé au travers d’indicateurs mécaniques qui affichent 
les paramètres des systèmes avioniques La Figure 2 illustre les cadrans dédiés à l’affichage des paramètres 
moteurs dans ce cockpit. 
 
Figure 2 - Extrait planche de bord d'un Airbus A300 - affichages des paramètres moteurs 
Les différentes évolutions du cockpit du l’A300 ont permis l’arrivée d’un cockpit à deux pilotes uniquement, sans 
mécanicien de bord. Ces évolutions sont les prémices du « glass cockpit » présenté dans la sous-section suivante. 
1.1.1.2. L’apparition du « glass cockpit » 
Dans les années 1980, avec l'augmentation du nombre d'équipements dans l’avion et des contraintes plus fortes 
en matière de sécurité imposées par les autorités de certification, une plus grande intégration de l'information 
vers l'équipage est devenue incontournable.  
 
  
Figure 3 - Cockpit d'un Airbus A320 
À la fin des années 1980 l’avionneur Airbus a développé une nouvelle génération de cockpits. Cette dernière 
dispose d’un nouveau système d'affichage intégrant de multiples écrans et est connu sous le nom de « glass 
cockpit ». L’utilisation d’écrans intégrés a rendu possible l’affichage sur un seul écran d’un grand nombre 
d'informations précédemment distribuées à travers le cockpit. La génération de « glass cockpit » présentée 
Figure 3 utilise six écrans. Ces écrans reçoivent les informations des systèmes de l’avion, les traitent et les 
affichent aux pilotes. La Figure 4 montre un tel écran, appelé Display Unit (DU), qui affiche les paramètres 
moteurs.  
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Figure 4 - Affichage des paramètres moteurs d'un Airbus A320 
Cependant, pour envoyer des commandes aux systèmes de l'avion, les pilotes doivent toujours utiliser les 
boutons physiques, généralement mis à disposition à côté de l’affichage.  
Les cockpits d’Airbus A320 et des avions qui lui succèdent, sont principalement composés des quatre ensembles 
distincts illustrés Figure 5 :  
1. le panneau plafond est composé d’interacteurs physiques, bouton, poignées coupe-feu … permettant 
le contrôle de systèmes critiques tels que l’alimentation en électricité, carburant de l’avion ; 
2. le glareshield fournit aux pilotes des moyens de contrôler la navigation de l’avion, notamment au travers 
du FCU (Flight Control Unit) qui permet d’interagir avec le pilote automatique ; 
3. le panneau principal composé de six écrans (aussi appelés DU pour Display Unit) et d’instruments de 
secours affiche, entre autres, les informations principales des systèmes et de navigation ; 
4. le pylône central est situé entre les deux pilotes. Il abrite les manettes des gaz et l’interface (MCDU –
Multi-Control Display Unit) avec le système de gestion de vol de l’avion : le FMS (Flight Management 
System). Le MCDU est composé des deux écrans et claviers situés en haut de chaque côté du pylône. 
 
Figure 5 - Décomposition d'un cockpit d'Airbus A320 
Cette génération de cockpit a donc principalement fait évoluer les périphériques de sorties au travers d’une plus 
grande intégration des paramètres avions dans des écrans. 
1.1.1.3. L’interactivité dans les cockpits 
1.1.1.3.1. Description 
En 2005, l’A380 est le premier avion commercial qui intègre des applications interactives dans son cockpit, 
présenté Figure 6. Parmi ses applications interactives, le FMS (Flight Management System) permet, entre autre, 
la gestion du plan de vol de l’avion.  
Cette évolution permet une plus grande intégration des périphériques d’entrées dans les cockpits. En effet, 
certains systèmes de l’avion peuvent être contrôlés au travers des écrans grâce un curseur qui permet d’interagir 
avec les applications interactives du cockpit. 
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L’introduction d’un curseur pouvant contrôler les applications interactives du cockpit, suit les avancées 
informatiques disponibles au grand public. La principale raison de cette évolution majeure est l’intégration de 
l'information provenant de plusieurs systèmes avioniques ainsi que leur commande dans une seule interface 
utilisateur au sein du cockpit.  
 
Figure 6 - Cockpit d'un Airbus A380 
Pour permettre aux pilotes d’interagir avec ces applications, le pylône du cockpit de l’Airbus A380 accueille deux 
modules clavier-trackball nommés KCCU (Keyboard Cursor Control Unit). Le KCCU de l’A380 est présenté dans la 
Figure 7. Chacun de ces deux périphériques d’entrées permet au commandant de bord et à son copilote de 
contrôler leur curseur respectif.  
 
Figure 7 - Exemple d'un KCCU 
1.1.1.3.1. Le standard ARINC 661  
Pour standardiser les applications interactives, et dans une démarche de réduction des coûts, les principaux 
acteurs du monde aéronautique, au travers du comité ARINC (Aeronautical Radio INCorporated) ont établi le 
standard ARINC 661. Ce standard définit la structure des interfaces cockpits, des widgets (ou composants 
graphiques interactifs) qui les composent ainsi que leurs attributs. De plus, le standard décrit l’architecture 
générale du système d’affichage du cockpit (CDS), la structure des User Applications (UA) que le CDS héberge 
ainsi que leurs échanges. Les UAs sont des applications interactives, composées de différentes pages. Elles 
permettent l’affichage et le contrôle des informations des systèmes avioniques auxquelles elles sont interfacées. 
Le dernier supplément 5 (ARINC 661 2013) a été publié en 2013. Ce supplément intègre entre autres, la définition 
de nouveaux widgets de la norme.  
La standardisation que propose l’ARINC 661 permet aux différents acteurs du développement de telles 
applications de diminuer leur coût et de développer des applications compatibles.  
Parmi les premiers cockpits se basant sur le standard ARINC 661, nous citerons le cockpit EASy du Dassault Falcon 
900EX (EASy Flight Deck s.d.), un avion d’affaire livré en 2003 ainsi que celui de l’A380, le premier des avions 
commerciaux à utiliser ce standard.  
 
1.1.1.4. Comparaison avec les autres catégories d’aéronefs 
Les avions sont classés en différentes catégories selon qu’ils transportent des passagers sur des bases 
commerciales (aviation de ligne), ou à la demande (aviation d’affaire). Les avions légers sont quant à eux destinés 
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aux loisirs, sport et tourisme aérien. Suivent enfin les ULM, les Ultra-Légers Motorisés. Chacune de ces catégories 
est soumise à une réglementation qui lui est propre, tout en restant compatible avec les règles générales du vol 
et du trafic aérien. Ces particularités réglementaires impactent notamment les équipements avioniques de ces 
différents types d’avions. De plus les contraintes de certifications sont moins importantes pour l’aviation légère 
que pour l’aviation commerciale. L’aviation militaire est une catégorie à part, dans la mesure où les enjeux 
stratégiques poussent les états à adapter les réglementations internationales à leurs propres besoins. Cette 
disparité s’illustre tout particulièrement dans les technologies embarquées dans ces différents types d’appareils. 
Pour preuve, certains modèles militaires comme le F-18 (Super Hornet 2015 s.d.) Figure 8-b ou l’hélicoptère de 
combat Merlin Mk2 (Merlin Mk 2 Helicopters s.d.) Figure 8-a sont déjà équipés d’écrans tactiles multi-touch et 
le Rafale, avion de combat multi rôles de Dassault Aviation propose un écran mono-touch depuis son premier 
vol en 1986 (Figure 8-c). Dans une autre catégorie, le fournisseur de cockpit Rockwell Collins propose notamment 
une suite avionique pour les business-jets comportant des écrans tactiles et dont la certification est en cours (Pro 
line Fusion s.d.). A titre de comparaison, aucun écran tactile n’est pour l’heure certifié pour un cockpit d’avion 
civil. Dans les avions civils, les écrans tactiles disponibles sont ceux des Electronic Flight Bags (EFBs) comme celui 
de l’A320 (A320 Class 2 Electronic Flight Bag s.d.) ou des applications pour iPad (FlySmart with Airbus EFB 
Manager s.d.). Ces systèmes permettent de visualiser des documents relatifs à l’avion ainsi que des cartes pour 
la navigation. Ces dispositifs ne sont pas liés directement à l’avionique des cockpits. 
  
  
Figure 8 - Exemples de cockpits tactiles 
Du point de vue de l’affichage, les technologies de SVS et EVS font leur apparition dans les cockpits. La première 
technologie, Synthetic Vision System, permet d’afficher en temps réel une représentation 3D de l’environnement 
de l’avion comme visible sur l’écran gauche du cockpit ProLine Fusion Figure 8-d. Cet affichage peut être 
substitué/complété par des visualisations de types Enhanced Vision System. Ces visualisations proposent un 
affichage réel de ce que voient les pilotes, mais de manière améliorée (par des caméras infra-rouges par 
exemple). Ces systèmes d’affichage sont aussi développés sur des dispositifs têtes hautes comme le Head Up 
Display (HUD) ou directement intégré au casque des pilotes (Helmet Thales s.d.), (Cupero, et al. 2009). À la 
différence des lunettes, le HUD est un système de projection d’informations fixé à l’avion. Il permet aux pilotes 
de voir certains paramètres de pilotage au travers d’une vitre semi-transparente tout en regardant à l’extérieur 
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de l’avion. Ces nouveaux types d’affichage devront, eux aussi, dans le futur être manipulés par le(s) pilote(s), au 
travers des techniques d’interaction à définir. 
1.1.1.5. Synthèse des évolutions observées 
La frise présentée en Figure 92 synthétise les principales évolutions des cockpits d’avions commerciaux décrits 
dans les sections précédentes. Ces derniers se sont progressivement enrichis de techniques d’interaction 
complémentaires. Il est important de noter que chaque évolution cohabite avec des technologies déjà existantes. 
Cette mixité a permis de profiter des avantages des nouvelles technologies tout comme ceux des technologies 
traditionnelles. Enfin, cette l’évolution de l’interactivité dans les cockpits est commune aux principaux 
avionneurs dans le secteur du transport commercial de passagers.  
 
Figure 9 - Principales évolutions des cockpits d’avions civils 
1.1.2. Les contraintes de développement dans les cockpits d’avions civils 
Pour pouvoir voler, tout nouvel avion doit obtenir un certificat de navigabilité. Ce dernier garantit que l’avion est 
conforme aux normes de sécurité internationales. Ces normes de sécurité sont définies par les autorités de 
certification qui se chargent aussi de vérifier leur application. Les deux principales agences de certification sont 
l’EASA (Agence Européenne de la sécurité Aérienne) et la FAA (Federal Aviation Agency) aux Etats-Unis. L’EASA 
et la FAA définissent des exigences concernant la conception de l’avion, leur exploitation commerciale ou les 
licences de pilotage. 
Parmi les normes établies au travers de groupes de travail on distingue : 
- L’ARP 4754 (Guidelines for Development of Civil Aircraft and Systems) (ARP4761 1996) fournit des 
recommandations pour le développement des systèmes avions en prenant en considération l’ensemble 
                                                                
2 Images Boeing : www.boeingimages.com  
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de l’environnement opérationnel de l’avion et ses fonctions. Ceci inclut la validation des exigences et la 
vérification de l’implémentation pour la certification et l’assurance du produit. 
- L’ARP 4761 (Guidelines and Methods for conducting the safety assessment process on civil airbone 
systems and equipment) (ARP4761 1996) propose des méthodes pour évaluer la sûreté de 
fonctionnement des systèmes d’un avion en vue de sa certification. 
De ces normes découlent des recommandations supplémentaires telle que la DO-178C (DO-178C 2011) pour le 
développement des logiciels et décrite section dans la section 4.3.1. De plus des CRI (Certification Review Item) 
spécifiques sont des documents qui décrivent comment certains points techniques doivent être réalisés. Pour la 
partie applicative du Cockpit Display System réalisée en langage formel, pour l’A350 d’Airbus, c’est le CRI F15 
(CRI_F15 2010) qui s’applique. 
 
L’ensemble des règles contenues dans ces documents impactent les notations et les outils nécessaires aux 
différentes étapes de la conception des systèmes interactifs des cockpits d’avions civils. Ils nécessitent entre 
autre de fournir une description détaillée des différents systèmes. Ces descriptions sont aussi à la base de la 
vérification et de la validation du bon fonctionnement de ces systèmes. Les méthodes formelles apportent donc 
des solutions compatibles avec les exigences de certification. 
1.1.3. L’évolution des interfaces embarquées critiques vers le tactile 
Les techniques d’interaction W.I.M.P. utilisées dans les cockpits interactifs que nous avons présentés, ont été 
définies par (Lampson 1986) et spécifiées par IBM (Taylor 1990) en 1990. Elles sont en décalage avec de nouvelles 
techniques d’interaction disponibles sur les interfaces disponibles grand public. Le retard entre l’apparition des 
interfaces de type W.I.M.P. et leur implémentation dans les cockpits d’avions civils est d’une vingtaine années. 
Aujourd’hui cela fait environ dix ans que les interfaces proposant des techniques d’interaction avancées 
similaires à celles ces premiers iPhones (Invention Of the Year: The iPhone s.d.) sont disponibles au grand public. 
Cette section explique pourquoi les interfaces multi-touch sont envisagées pour les futurs cockpits d’avions civils.  
1.1.3.1. Les limites de concepts de cockpits civils actuels et besoins d’évolutions liés aux futures 
IHMs des cockpits d’avions civils 
Au cours de dernières années, les surfaces d’affichage au sein des cockpits ont augmenté, aussi bien dans les 
avions commerciaux que dans les avions militaires. Même les navettes spatiales américaines ont bénéficié d’un 
programme de modernisation pour intégrer un glass cockpit comme celui présenté Figure 10. Dans tous ces 
« glass cockpits », les écrans sont couplés à des techniques d’interaction indirecte, que ce soient des boutons 
physiques sur le cadre des écrans (MCDU d’un A320 par e.g.) ou des KCCUs (A380, A350…) ou touchpad (B777).  
 
 
Figure 10 - MEDS cockpit pour la navette Atlantis (McCandless, Hilty et McCann 2005) 
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Même si les performances des pilotes peuvent en être augmentées (McCandless, Hilty et McCann 2005) tout 
comme leur « situation awareness », leur charge de travail diminuée (McCandless, Hilty et McCann 2005) , 
certaines études indiquent des résultats contraires selon les cockpits et le contexte du vol (Hughes 1989), (Roscoe 
1992).  
 
De plus des sources extérieures d’informations doivent être intégrées aux affichages. C’est le cas par exemple 
pour l’affichage de trajectoire 4D (SESAR 2012) pour laquelle les avions civils sont guidés sur une trajectoire dans 
le temps. Ces nouvelles informations impliquent soit une complexification des interfaces systèmes de bords dans 
les avions civils. (Beaudouin-Lafon 2004) affirme que cette complexité croissante n’est pas compatible avec les 
paradigmes d’interaction W.I.M.P. 
Il est donc nécessaire d’étudier de nouveaux concepts de cockpits s’appuyant sur des techniques d’interaction 
avancées qui permettent, notamment d’augmenter la bande passante entre les pilotes et les systèmes 
avioniques. 
1.1.3.2. Vers des interfaces multi-touch pour les futurs cockpits d’avions civils 
La généralisation des interfaces multi-touch dans le grand public ainsi que les nombreuses recherches autour des 
technologies tactiles ont permis leur maturation depuis des périphériques précurseurs tels que le Newton 
d’Apple (The Story Behind Apple’s Newton s.d.) en 1993 ou encore le premier écran tactile dans les années 1960s 
(Johnson 1965). De plus, les études existantes ne contrindiquent pas l’utilisation du tactile dans les cockpits. Cela 
permet de considérer les interactions multi-touch dans le contexte des systèmes critiques comme candidat pour 
les interfaces des futurs cockpits d’avions civils, et notamment utilisant des interactions avancées (manipulations 
directes, interactions multimodales…). De plus, les interactions multi-touch présentent, pour une utilisation dans 
un cockpit, des avantages importants tels que l'intégration d'entrées-sorties sur une même surface, donc une 
réduction de l'espace physique, et potentiellement des gains de poids. Ensuite, la migration des contrôles 
physiques vers des composants logiciels augmentera leur modificabilité et l’évolutivité des capacités des 
systèmes du cockpit.  
Enfin, cette migration peut permettre la réduction des distances d’exécution et d’évaluation, l’entrée et la sortie 
étant au même endroit. Ces distances représentent les efforts à faire de la part d’un utilisateur afin de 
comprendre les informations fournies par un système et ceux nécessaire à la réalisation de l’action qui en 
découle. Ces distances sont illustrées Figure 11. Plus précisément Norman (D. A. Norman 2002) est l’un des 
principaux modèles de l’action pour un utilisateur. Il définit les différentes étapes et les distances (efforts) entre 
chacune d’elles, tout comme (Rasmussen et Vicente 1989). 
Plus généralement la distance articulatoire peut être décomposée en deux distances comme illustré Figure 11.  
 
 
Figure 11 - Distances articulatoires (D. Norman 1988) 
Parmi les modalités existantes, seules les IHMs tactiles peuvent couramment répondre aux critères requis pour 
une intégration dans les futurs cockpits d’avions civils. En effet, malgré des recherches antérieures montrant que 
les interfaces multi-touch ne fournissent pas toujours avec un haut niveau d’utilisabilité (D. A. Norman, Natural 
User Interfaces Are Not Natural 2010), les spécificités du contexte aéronautique permettent de les envisager 
grâce à : 
- La formation des pilotes : les pilotes, principaux utilisateurs des interfaces du cockpit, sont sélectionnés 
pour leurs compétences et suivent des formations qui les rendent experts sur les systèmes qu’ils 
commandent. 
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- Les interactions multi-touch peuvent répondre aux contraintes environnementales du cockpit (Barbé, 
Wolff et Mollard 2013) et permettent d’envisager une refonte des interfaces des cockpits et de leur 
design. En effet, la modification de la modalité d’interaction seule et sans adapter le contenu et la 
structure IHM ne serait pas satisfaisant en terme d’utilisabilité et d'expérience utilisateur, notamment 
à cause d’une taille de widgets trop petite pour les interactions multi-touch. En ce qui concerne les 
fonctionnalités des systèmes, le multi-touch dans le cockpit permet de naviguer dans du contenu 2D ou 
3D en implémentant des interactions semblables à la translation verticale à trois doigts proposée par 
(Kin, Miller, et al. 2011). Ces interactions pourraient permettre une plus grande utilisabilité des 
applications de navigation dans les futurs cockpits. 
Ces interfaces sont catégorisées de type post-WIMP (van Dam 1997), dans le sens où elles permettent d’interagir 
avec des widgets non standardisés et manipuler des contenus plus riches comme des objets 3D. Certaines d’entre 
elles permettent à l’utilisateur de fournir plus rapidement des commandes au système et au système de 
présenter plus d’informations à l’utilisateur lui permettant par là-même de superviser des systèmes de 
complexité croissante.  
 
Les interactions multi-touch représentent donc une prochaine étape viable dans l’évolution des techniques 
d’interaction pour les cockpits civils. La suite de nos travaux se base sur l’hypothèse selon laquelle les interactions 
multi-touch seront utilisées à l’avenir dans des futurs cockpits d’avions civils. 
1.2. Les interactions multi-touch 
Pour embarquer des techniques d’interaction multi-touch dans les cockpits, il nous faut dans un premier temps 
les décrire et les classifier. Nous proposons donc dans cette partie un ensemble de propriétés, basées sur la 
littérature, pour décrire les techniques d’interaction multi-touch de manière exhaustive. À la différence des 
techniques interactions W.I.M.P. (Taylor 1990), les techniques d’interaction multi-touch ne sont pas 
standardisées. Dans cette section nous analysons donc les travaux de recherche effectués dans le domaine des 
interactions multi-touch afin d’identifier les propriétés qu’il est nécessaire de traiter pour permettre une 
description exhaustive de ces techniques d’interaction en vue de les classifier.  
Afin de réaliser de manière systématique cette analyse, nous étudions dans un premier temps les différentes 
taxonomies existantes afin d’en extraire ces propriétés. Ensuite nous étudions différentes techniques 
d’interaction proposées par la communauté IHM de manière à illustrer les différentes propriétés qui les 
composent. 
1.2.1. Etude des taxonomies d’interactions multi-touch 
Les interactions multi-touch font l’objet de plusieurs taxonomies. Ces classifications sont construites pour 
répondre à des problèmes particuliers : catégorisation selon un point de vue utilisateur, définition de l’espace de 
design ou d’une famille d’interactions… La classification de techniques d’interaction dépend de son utilisateur 
final et du problème qu’elle traite. En effet, des designers d’interactions n’ont ni besoin des mêmes 
caractéristiques ni les mêmes problèmes à résoudre que les développeurs. Tous les acteurs des interfaces multi-
touch sont potentiellement des utilisateurs de taxonomies. Il existe donc une grande variabilité dans les 
taxonomies d’interactions multi-touch. Ces acteurs sont principalement les utilisateurs des IHMs, leurs designers, 
développeurs logiciels ou matériels. Dans cette section nous analysons donc différentes taxonomies afin 
d’illustrer cette variabilité et de recueillir toutes les dimensions nécessaires à une description formelle exhaustive 
de des techniques d’interaction multi-touch.  
Cette section décrit précisément un sous-ensemble de taxonomies se focalisant sur les quatre types d’utilisateurs 
cibles précédemment mentionnés. De plus, ces descriptions sont complétées par des références à d’autres 
taxonomies, de manière à rendre exhaustive cette analyse. Nous avons choisi de ne pas présenter la taxonomie 
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de (Kammer, Keck et Groh 2014) dans la mesure où elle est encore informelle et non validée. En effet, son but 
est de servire de base pour des futurs travaux dans le cadre de ce workshop3. 
La première taxonomie est basée sur l’analyse d’interactions multi-touch par et pour les utilisateurs. La seconde 
taxonomie explore le design des interactions multi-touch collaboratives. Ensuite la troisième est construite pour 
différentier les interactions multi-touch qui réalisent des manipulations 3D sur les interfaces tactiles. Enfin la 
quatrième taxonomie adopte un point de vue orienté en partie vers l’ingénierie des techniques d’interaction. 
1.2.1.1. Une taxonomie orientée utilisateur 
Cette section propose la description d’une taxonomie orientée utilisateurs en termes de conception. (Wobbrock, 
Morris et Wilson 2009) ont conçu la taxonomie présentée Figure 12 comme première étape vers la définition 
d’un ensemble d’interactions multi-touch définis par les utilisateurs. Se basant sur la méthode d’évaluation 
décrite (Wobbrock, Aung, et al. 2005), (Wobbrock, Morris et Wilson 2009) ont analysé le modèle mental des 
utilisateurs pour concevoir cette taxonomie de sorte qu’elle soit une caractérisation quantitative et qualitative 
des interactions multi-touch. Cette classification présentée Figure 12 est composée des dimensions ci-dessous : 
- Form : catégorise le type de « chemin » parcourus par les doigts d’une main sur la surface tactile. Cette 
caractéristique peut s’appliquer, le cas échéant, à chaque main de manière indépendante. Ces 
dimensions sont explicitées de manière similaires dans (Freeman, et al. 2009) et mise en relation avec 
la trajectoire des doigts. 
- Nature : cette dimension relève du caractère sémantique des commandes liées aux interactions. Elle 
n’est pas pertinente pour la description des interactions multi-touch selon notre approche ingénierie 
dans la mesure où nous nous attachons à décrire le comportement d’une technique d’interaction d’un 
point de vue système et non humain. 
- Binding : cette dimension décrit les liens entre l’interaction considérée et des propriétés de l’interface ; 
que ce soit avec les objets qui la composent (object-centric) ou avec les aspects physiques de la surface 
elle-même (world-dependent) comme un lien avec son coin supérieur droit par exemple. 
- Flow : décrit des dimensions temporelles des interactions. Elles peuvent êtres discrètes (événement 
unique dans le temps) ou continues lorsque le mouvement des doigts impose une reconnaissance 
continue de l’interaction. C’est le cas par exemple des interactions qui permettent de redimensionner 
un objet telles que le pinch, shrink … 
 
Figure 12 - Taxonomie de gestuelles de (Wobbrock, Morris et Wilson 2009) 
                                                                
3 Workshop on Engineering Gestures for Multimodal Interfaces 
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1.2.1.2. Une taxonomie orientée design 
La taxonomie proposée par (Morris, et al. 2006) s’intéresse à la classification des interactions multi-utilisateurs 
sur une surface tactile commune autorisant des interactions multi-touch. Son but est de mieux s’approprier les 
possibilités de design d’interactions gestuelles collaboratives afin d’analyser leur impact sur leur apprentissage, 
leur mémorisation, leur utilisabilité et leur affordance.  
 
(Morris, et al. 2006) ont divisé l’espace de design en 7 dimensions : 
- Symmetric : est la dimension qui rend compte des aspects symétriques de l’interaction d’un point de 
vue coopératif. Si les utilisateurs réalisent la même interaction, l’interaction collaborative est 
symétrique. Elle est asymétrique sinon. Si un sous-ensemble des utilisateurs réalise une interaction 
identique, l’interaction collaborative est alors catégorisée comme partiellement symétrique. 
- Parallel : Cette dimension décrit si les différentes interactions individuelles sont effectuées 
simultanément ou non. Cependant, cette taxonomie ne prend en compte qu’un sous-ensemble de ces 
dimensions temporelles liées aux interactions multimodales qui sont explicitées dans (Vernier et Nigay 
2001). Ces dimensions temporelles s’appliquent tout particulièrement aux doigts qui sont utilisés dans 
les techniques d’interaction multi-touch dans la mesure où chaque doigt peut être considéré comme 
une modalité d’entrées à part entière. 
- Proxemic Distance : La proxémique (Hall 1990) ou étude des distances entre individus, est utilisée dans 
cette taxonomie afin de déterminer le niveau de proximité nécessaire à plusieurs utilisateurs afin de 
réaliser une interaction collaborative. Par exemple, une interaction qualifiée d’intime implique un 
contact physique entre les utilisateurs réalisant cette interaction collaborative. Dans notre contexte, 
cette dimension n’est pas nécessaire pour décrire le comportement des techniques d’interaction d’un 
point de vue ingénierie des techniques d’interaction.  
- Additivity : Cette dimension est une combinaison particulière des dimensions symétriques et parallèles. 
Une interaction est dite additive si elle a un sens lorsqu’elle est effectuée par un utilisateur, mais que 
ce sens est amplifié lorsque plusieurs utilisateurs la réalisent de manière simultanée. 
- Identify-Aware : Cette dimension de la taxonomie permet d’identifier les interactions pour lesquelles 
les utilisateurs doivent être reconnus par le système. C’est le cas par exemple lorsqu’un premier 
utilisateur veut donner l’autorisation à un autre utilisateur de manipuler un objet (image, …) (Morris, et 
al. 2006). 
- Nb of Users : Cette dimension indique le nombre d’utilisateurs nécessaires pour réaliser une interaction 
multi-touch collaborative. 
- Number of devices : Cette dimension indique le nombre de périphériques d’entrées nécessaires pour 
accomplir la technique d’interaction. Dans le cas de la taxonomie présentée à la Figure 13, les auteurs 
se sont limités à des interactions sur un seul périphérique ; ceci afin de faciliter la lecture de la table. 
 
Figure 13 - Taxonomie des interactions multi-utilisateurs proposée par (Morris, et al. 2006) 
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Cette taxonomie est établie pour décrire les interactions multi-utilisateurs. Par conséquent, comme le fait 
remarquer (Wobbrock, Morris et Wilson, User-defined Gestures for Surface Computing 2009), cette classification 
ne rend pas compte des dimensions relatives aux interactions mono-utilisateur.  
1.2.1.3. Une taxonomie sur une famille d’interaction multi-touch 
La taxonomie présentée dans cette sous-section est extraite des travaux de (Martinet, Casiez et Grisoni 2012). 
Elle vise à décrire les différentes propriétés des interactions multi-touch qui permettent de manipuler des objets 
3D. Cette taxonomie se base sur les travaux de (Card, Mackinlay et Robertson 1991) et, de plus prend en compte 
les relations d’indépendance entre les doigts. Tout d’abord, cette catégorisation décrit les interactions multi-
touch en fonction du nombre de doigts qu’utilisent les différents modes de cette interaction ainsi que les degrés 
de liberté de l’objet 3D qui sont modifiés par l’interaction. Les objets 3D possèdent six degrés de libertés (DOF 
pour Degree Of Freedom) : trois axes de translation (Tx, Ty, Tz) ainsi que trois axes de rotation (Rx, Ry, Rz). Selon 
les techniques d’interaction, les doigts peuvent modifier un ou plusieurs des axes précédemment mentionnés. 
De plus, ces doigts sont considérés directs ou indirects selon que la distance entre le point de contact physique 
du doigt et la projection sur l’écran de la position 3D de l’objet manipulé est petite (d) ou grande (i). Enfin, les 
techniques d’interaction peuvent, selon (Martinet, Casiez et Grisoni 2012) être composées de plusieurs modes 
suivant le nombre de doigts qui sont détectés par la surface tactile. Figure 14 représente la description d’une la 
technique d’interaction multi-touch « DS3 » proposée par (Martinet, Casiez et Grisoni 2012). Cette interaction 
est composée de quatre modes (1d, 1d+di, ≥2d, ≥2d+1i). Pour le mode 1d, l’unique doigt reconnu doit être 
positionné sur la projection de la position de l’objet manipulé et peut ainsi contrôler sa translation selon les axes 
Tx et Ty. Si un doigt « indirect » est rajouté, alors ce dernier permet le contrôle de la translation selon l’axe Tz ; 
le premier doigt ayant un comportement identique au premier mode d’interaction. 
 
 
Figure 14 - A Classification of 3D interaction from (Martinet, Casiez et Grisoni 2012) 
Les auteurs proposent d’étendre cette taxonomie en y incorporant de nouvelles dimensions comme le temps 
(ordre des doigts lors du contact avec la surface tactile) ou le nom de la main associée à chaque doigt. De plus, 
cette taxonomie ne prend pas en compte les dimensions relatives aux caractéristiques d’affichage des objets 3D 
manipulés. (Grossman et Wigdor 2007) traite ces dimensions, et ces dernières uniquement. Nous observons que 
ces deux taxonomies sont orthogonales : les deux descriptions sont composées de dimensions (ou 
caractéristiques) indépendantes. 
1.2.1.4. Une taxonomie orientée ingénierie 
Dans cette section, nous décrivons une taxonomie présentée dans (Scoditti, Blanch et Coutaz 2011) qui vise à 
décrire les interactions sur mobiles et basées sur les mesures d’accélération provenant d’accéléromètres installés 
dans des appareils mobiles comme les smartphones. Nous avons choisi de décrire cette taxonomie, présentée 
Figure 15, car son approche est orientée vers l’ingénierie des interactions et qu’elle peut décrire des interactions 
multi-touch. (Scoditti, Blanch et Coutaz 2011) démontrent déjà leur capacité à décrire des interactions W.I.M.P. 
en utilisant la souris comme périphérique d’entrée. Le passage à la description de techniques d’interaction multi-
touch peut se faire à la manière de la taxonomie (Martinet, Casiez et Grisoni 2012) présentée Figure 14 : c’est-à-
dire qu’une pastille du tableau représente un doigt et ces doigts sont reliés entre eux s’ils appartiennent à la 
même interaction. 
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La taxonomie de (Scoditti, Blanch et Coutaz 2011) se base sur l’hypothèse selon laquelle les interactions 
Hommes-Machines (en entrée et en sortie) se basent sur un langage. De plus, ce langage peut être décrit de 
manière formelle.  
Dans cette taxonomie, les dimensions qui composent son axe des ordonnées correspondent aux dimensions 
décrites par (Foley, Wallace et Chan 1984) qui sont les tâches réalisables au travers des différentes techniques 
d’interaction : 
- Text : l’utilisateur saisit une chaine de caractères. 
- Quantity : l’utilisateur spécifie une valeur, que ce soit au travers d’une frappe clavier ou d’une 
interaction sur un rotacteur par exemple. 
- Path : l’utilisateur génère un chemin, i.e. une séquence de positions ou d’orientations. 
- Orient : l’utilisateur oriente un objet en 2D ou en 3D. 
- Position : l’utilisateur indique une position sur la surface tactile qui peut ensuite être interprétée par le 
système comme une position 3D sur une interface 3D par exemple. 
- Select : l’utilisateur réalise une sélection. 
Ensuite, la classification rend compte du caractère « conscient » de l’utilisateur qui réalise l’interaction. En effet 
certaines interactions (background) interprètent des actions inconscientes de l’utilisateur à l’aide d’informations 
contextuelles afin de générer une commande. Par opposition, une action consciente (foreground) correspond à 
une geste de slide de la part de l’utilisateur.  
De plus, cette taxonomie décrit des dimensions perpendiculaires aux tâches liées aux techniques d’interaction. 
Il s’agit des propriétés liées aux évolutions des doigts sur la surface tactile ainsi que le type d’événement relié à 
la technique d’interaction. Une interaction est représentée par une pastille contenant son identifiant i (unique). 
Les dimensions relatives au type de contrôle décrivent si l’interaction utilise la vitesse (i1), l’accélération (i²), ou 
uniquement la position(i). De plus, la relation est soit « directe » : i.e. pour une modification de x en entrée, 
l’interaction est modifiée de x également ; soit indirecte lorsque d’une fonction mathématique est appliquée 
(représentée F(i)). De telles fonctions sont décrites pour l’interaction de scrolling comme dans (Quinn, et al. 2012) 
ou (Nacenta, et al. 2009) ou encore pour les interactions utilisant des rotations (Hancock, et al. 2006).  
Enfin la dimension continued vs. clutched représente le caractère discret vs. continue. Plus précisément, une 
interaction ayant un début et une fin est considérée comme continued. C’est le cas des interactions selon un 
path : le drag ‘nd drop d’une icône par exemple. A contrario, le clic sur la croix d’une fenêtre pour la fermer est 
une interaction clutched. 
 
 
Figure 15 - Une classification des interactions gestuelles basées sur des accéléromètres (Scoditti, Blanch et Coutaz 2011) 
Cette taxonomie a été conçue pour décrire les interactions mobiles utilisant des accéléromètres et ceci d’un 
point de vue ingénierie (se basant sur une décomposition des propriétés système permettant de décrire une 
technique d’interaction). De par les dimensions qui la composent elle est utilisable pour des interactions multi-
touch de manière générale. Cependant, cette classification ne fait pas le lien avec les objets de présentation dans 
les IHMs. Enfin, cette taxonomie se base sur des propriétés particulières de son périphérique d’entrée et n’est 
donc pas exhaustive. À contrario, (Mackinlay, Card et Robertson 1990) propose une classification des 
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périphériques d’entrées en fonction des propriétés qu’ils mesurent (pression, position, mouvement) ainsi que 
du nombre de dimensions qu’ils comportent.  
1.2.2. Les propriétés des interactions multi-touch 
Dans cette partie nous proposons un ensemble de propriétés élémentaires permettant de décrire de manière 
exhaustive l’ensemble des techniques d’interaction multi-touch d’un point de vue ingénierie des techniques 
d’interaction. Afin de constituer cet ensemble de propriétés, notre travail se base dans un premier temps sur 
une classification des notations des langages de description d’IHMs proposée dans (Hamon, Palanque et Silva, et 
al. 2013) et issue des travaux de (Navarre, Palanque et Ladry, et al. 2009). Ces travaux décrivent les dimensions 
principales que les langages de description d’IHMs doivent supporter afin de décrire les différentes propriétés 
des IHMs et plus particulièrement des interactions multi-touch. Si ces propriétés sont nécessaires dans les 
langages de modélisation, c’est que les techniques d’interaction à modéliser sont composées de ces propriétés. 
Ensuite, afin de s’assurer d’une couverture exhaustive des propriétés des interactions multi-touch, nous 
complétons ces dimensions par les propriétés issues des taxonomies présentées dans la section précédente 
(section 1.2.1).  
Dans la section suivante, nous détaillons l’ensemble de ces propriétés. Puis nous comparons ces dimensions avec 
celles des taxonomies précédemment décrites. Enfin, dans la section 1.2.2.1, nous décomposons un ensemble 
de techniques d’interaction multi-touch suivant ces mêmes propriétés de manière à toutes les couvrir. 
1.2.2.1. Description des propriétés 
Dans cette section, nous décrivons l’ensemble des propriétés que nous avons retenues. Ces propriétés, issues 
des taxonomies citées ci-dessus, ainsi que de (Navarre, Palanque et Ladry, et al. 2009) et de (Hamon, Palanque 
et Silva, et al. 2013), sont organisées selon des groupes cohérents explicités ci-dessous. 
1.2.2.1.1. Structure du comportement 
Ce groupement de propriétés, intitulé « Generic behavior support » dans le Tableau 1 regroupe les types de 
données nécessaires à la description du comportement des doigts appartenant à une technique d’interaction 
multi-touch. Si la description nécessite de décrire une valeur d’un objet, il s’agit de « Data Description ». Si elle 
nécessite la prise en compte de l’état d’un objet il s’agit de « State Representation ». Enfin, la dernière propriété 
est indispensable à la description de toute technique d’interaction : la description d’événements (« Event 
Representation »).  
1.2.2.1.2. Propriétés temporelles 
Deux représentations différentes du temps sont nécessaires pour la description des techniques d’interaction :  
- Les aspects quantitatifs permettent un ordonnancement entre les différents événements. Une 
description temporelle qualitative n’est uniquement possible qu’entre deux événements consécutifs 
(«Qualitative between two consecutive model elements ») et vise à représenter une priorité, la 
succession ou la simultanéité de deux éléments. 
- Les aspects qualitatifs permettent de décrire précisément les contraintes temporelles. La propriété 
(« Quantitative between two consecutive model elements ») représente l’évolution temporelle entre 
deux éléments consécutifs ainsi que la période de temps associée. Cette description temporelle est 
souvent exprimée en millisecondes. Cette description est nécessaire pour la modélisation des fenêtres 
temporelles dans un système de fusion des interfaces multimodales, où les actions de plusieurs 
dispositifs d'entrées ne sont fusionnées que si elles sont produites au sein d'une même période de 
temps. Enfin « Quantitative over non consecutive elements » permet de spécifier le temps entre deux 
événements non consécutifs. Cette description a été introduite par (Palanque, Barboni, et al. 2011) pour 
décrire des interactions multi-souris dont le « fusioned double click ».  
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Tableau 1 - Les différentes taxonomies par rapport aux dimensions caractéristiques des techniques d’interaction multi-touch 
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Link with HMI
Link with HMI's widgets
Link with outside properties
Multi-modality
Concurrent and parallel behavior
Fusion
Finger clustering
Other physical dimensions
Pression
Number of Fingers
Number of Hands
Number of Users
Users' identity
Space
Position
Movement
Time and Space combined
Speed
Acceleration 
Generic behavior support
Data description
State representation
Event representation
Time
Qualitative between two consecutive model elements
Quantitative  between two consecutive model elements
Quantitative over non consecutive elements
Taxonomies
Form Bindings
(Wobbrock, Morris et Wilson 2009)
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1.2.2.1.1. Propriétés spatiales 
Les propriétés spatiales énoncées dans le Tableau 1 permettent de décrire la « géométrie » du touché de chaque 
doigt d’une interaction multi-touch : soit le doigt reste à la même position (« Position »), soit cette dernière évolue 
(« Movement »). La notion de mouvement n’implique pas nécessairement une connaissance quantitative du temps. 
En effet, si le périphérique d’entrées fournit aux modèles d’interaction une liste de positions (non nécessairement 
indexée par un temps), les modèles d’interactions n’ont pas besoin de décrire les aspects temporels mais bien les 
caractéristiques de la liste de positions. Ainsi, le mouvement simple (« Simple »), selon une direction (« Direction ») 
ou selon un chemin prédéterminé (« Path ») sont bien des dimensions purement spatiales (et non spatio-
temporelles). 
1.2.2.1.2. Propriétés spatio-temporelles 
Les propriétés spatio-temporelles décrivent l’évolution dans le temps des positions des doigts : leur vitesse 
(« Speed ») et leur accélération (« Acceleration »). Ces propriétés se basent, à minima, sur les propriétés : 
- temporelle « Quantitative over non consecutive elements », 
- spatiale « Position ». 
1.2.2.1.3. Autres propriétés physiques 
Des propriétés additionnelles sont nécessaires pour décrire entièrement certaines techniques d’interaction multi-
touch. Ces propriétés sont relatives aux doigts impliqués dans lesdites techniques d’interaction. Il s’agit de la pression 
(« Pression »), du nombre de doigts nécessaires à la reconnaissance de la technique d’interaction (« Number of 
Fingers »), ainsi qu’au nombre de mains (« Number of Hands ») et au nombre d’utilisateurs (« Number of Users ») 
nécessaires. Ensuite, il faut tenir compte du nombre de périphériques d’entrées (« Number of Input Devices »). Enfin, 
la connaissance de l’identité des utilisateurs impliqués est utilisée pour la description de certaines de ces techniques 
d’interaction. 
1.2.2.1.4. Lien avec l’interface 
Certaines interactions multi-touch nécessitent la connaissance d’éléments de l’IHM pour être reconnues (« Link with 
HMI »). C’est le cas lorsque le contenu d’une application doit s’adapter avec la taille de sa fenêtre. De plus, les 
interactions directes manipulent directement les paramètres des widgets sur lesquels elles ont lieux. Pour décrire 
ces techniques d’interaction multi-touch, il est nécessaire de faire le lien entre les doigts de(s) l’utilisateur(s) et les 
composants interactifs des IHMs, les widgets, que l’utilisateur(s) veux manipuler. La propriété (« Link with HMI's 
widgets ») couvre ce besoin. Enfin, certaines interactions nécessitent de connaître des propriétés de périphériques 
(entrées et/ou sorties) : « Link with outside properties ». C’est le cas lorsqu’une application propose une rotation de 
l’écran en fonction de son orientation. 
1.2.2.1.5. Support à la multi-modalité 
Les interactions multi-touch sont, par nature multimodales. En effet, certaines de ces techniques permettent de 
fusionner les informations provenant de plusieurs doigts, chacun d’eux pouvant être considéré comme un 
périphérique d’entrées. Il est donc nécessaire, pour la description de ces techniques d’interaction, de permettre des 
comportements concurrents (« Concurrent Behavior ») et d’expliciter les différentes combinaisons de fusion de 
modalités (« Fusion ») (Vernier et Nigay 2001). Enfin certaines techniques d’interaction multi-touch, dont des 
interactions multi-user décrites dans (Morris, et al. 2006), nécessitent de décrire des regroupements de doigts 
(« Finger clustering »). En effet, certains systèmes interactifs infèrent des regroupements de doigts appartenant à 
une même main ou un même utilisateur pour proposer de nouvelles commandes. De tels regroupements peuvent 
se détecter grâce à une analyse sur leur position ou plus généralement sur des caractéristiques de leurs mouvements 
comme le décrit (Rekik, Roussel et Grisoni 2012). 
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Tableau 2 - Exemple de décomposition d'interactions en propriétés élémentaires 
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Concurrent behavior
Fusion
Finger clustering
Other physical dimensions
Number of Fingers
Number of Hands
Number of Users
Pression
Number of Imput Devices
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1.2.2.1. Comparaison avec les taxonomies d’interactions multi-touch 
Le Tableau 1 présente l’ensemble des propriétés des techniques d’interaction multi-touch décrites dans la section 
précédente (1.2.2). Les colonnes du tableau représentent les dimensions propres aux taxonomies précédemment 
décrites.  
Le Tableau 1 permet de comparer les taxonomies entre elles et d’évaluer leur couverture par rapport aux différentes 
propriétés (sur les lignes). Par exemple, la description de la dimension « static pose » dans (Wobbrock, Morris et 
Wilson, User-defined Gestures for Surface Computing 2009) nécessite de pouvoir représenter des événements, se 
basant sur la position d’un certain nombre de doigts.  
1.2.2.2. Exemples de décompositions d’interactions multi-touch en propriétés élémentaires 
Cette section propose, au travers du Tableau 2, une décomposition d’un sous-ensemble d’interactions multi-touch 
suivant les propriétés mises en évidences dans les sections précédentes. Si une technique d’interaction (colonne) 
nécessite la prise en compte d’une propriété pour être correctement décrite (ligne), la case correspondante est 
grisée. Enfin, le Tableau 2 est composé d’une propriété supplémentaire : « Space/Position/Area ». Cette propriété 
rend compte du fait que certaines techniques d’interaction se basent sur la forme de la zone de contact entre le(la) 
doigt/main pour être reconnues. C’est le cas notamment des techniques d’interaction proposées par (Wu et 
Balakrishnan 2003). Cette propriété n’était décrite dans aucune taxonomie de la littérature, ce qui ce qui nécessite 
son ajout dans le Tableau 2. 
Les techniques d’interaction présentées dans le Tableau 2 nécessitent, au minimum, la description des quatre 
propriétés principales qui sont : 
- La description de données ; 
- La représentation des états ; 
- La représentation des événements ; 
- La description qualitative des aspects temporels.  
En effet, les techniques d’interaction sont des modalités d’interaction pour transmettre des informations (données) 
émises pas des utilisateurs (des événements). Ces manipulations nécessitent la connaissance de l’état du système et 
de son évolution (aspects temporels). 
Enfin, toutes les techniques d’interaction nécessitent la description de la position des doigts/mains utilisés pour 
réaliser la technique d’interaction. Selon les techniques d’interaction, cette position est soit ponctuelle (le contact 
tactile est réduit à une point correspondant à généralement à un pixel de l’écran) soit une zone étendue de forme 
variable. 
Les paragraphes suivants illustrent la décomposition de techniques d’interaction selon les autres propriétés 
élémentaires du Tableau 2.  
1.2.2.2.1. Tap  
Cette technique d’interaction est utilisée dans la majeure partie des librairies d’interactions tactiles comme 
(GestureWorks, GestureML 2014), ainsi que dans (Wobbrock, Morris et Wilson 2009) dont est extraite l’illustration 
Figure 16. 
Cette technique d’interaction consiste à toucher un widget de l’interface utilisateur et à relever le doigt rapidement 
sans bouger. Dans le cadre de (Wobbrock, Morris et Wilson 2009), cette technique d’interaction est associée à une 
action de sélection sur le widget touché. Pour décrire cette technique d’interaction, il est nécessaire de décrire avec 
précision le nombre de doigts impliqués (un seul), combien de temps il reste appuyé (mesure quantitative du temps 
sur des éléments consécutifs), et le mouvement qu’il ne doit pas décrire. Enfin, la technique d’interaction doit être 
reliée avec le widget sur lequel elle a lieu afin de déclencher l’action correspondante. 
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Figure 16 - Tap from (Wobbrock, Morris et Wilson 2009) 
1.2.2.2.2. Drag off screen 
Cette technique d’interaction, proposée dans (Wobbrock, Morris et Wilson 2009) consiste à faire glisser (« drag ») 
un widget en dehors de l’écran tactile afin de le supprimer comme illustré Figure 17. 
Afin de décrire complètement cette technique d’interaction, il est nécessaire de décrire le nombre de doigts (un 
seul), la trajectoire de ce dernier ainsi que la position des bords de l’écran. Enfin, il faut décrire le widget manipulé 
pour pouvoir déclencher la suppression. 
 
 
Figure 17 - Drag off-screen (Wobbrock, Morris et Wilson 2009) 
1.2.2.2.3. Draw ‘?’ 
Cette technique d’interaction consiste à tracer un point d’interrogation sur l’interface utilisateur comme illustré 
Figure 18. La particularité de cette technique par rapport à celles précédemment décrites est la nécessité de décrire 
le chemin que parcoure le doigt afin de reconnaître la commande associée. 
 
 
Figure 18 - Draw '?' (Wobbrock, Morris et Wilson 2009) 
1.2.2.2.4. Sweeping two vertical hands 
Cette technique d’interaction, présentée dans (Wu et Balakrishnan 2003) consiste, pour un utilisateur, à rapprocher 
ses deux mains, comme l’illustre la Figure 19, afin de regrouper des objets de l’interface utilisateur. Ainsi, une 
description complète de cette technique d’interaction nécessite la prise en compte du nombre de mains, de la forme 
de leur zone de contact avec l’écran tactile. Ensuite il est nécessaire de pouvoir décrire de manière parallèle le 
comportement de chaque main utilisée et de les fusionner. Enfin, il est indispensable de décrire les widgets présents 
dans l’IHM. 
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Figure 19 - Sweeping two vertical hands (Wu et Balakrishnan 2003) 
1.3. Synthèse  
Nous avons décrit dans la section 1.1 comment les systèmes interactifs des cockpits d’avions civils ont évolué et 
pourquoi les techniques d’interaction multi-touch font partie des prochaines évolutions. Nous avons ensuite 
caractérisé différents types d’interactions multi-touch qui couvrent un large spectre d’interactions. La diversité des 
techniques proposées par la littérature n’est que très peu documentée. A notre connaissance, aucune description 
détaillée n’existe pour ces techniques d’interaction. Nous avons donc proposé un ensemble de propriétés qui 
permettent de les caractériser. Or, pour embarquer ces techniques d’interaction dans des cockpits il est nécessaire 
de les décrire formellement ( (ARP4761 1996), (DO-178C 2011)), ce qui implique l’emploi d’une notation. Ainsi, le 
chapitre suivant décrit les principales notations formelles existantes et propose de les classifier. 
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Chapitre 2 : Description formelle des systèmes interactifs  
 
Résumé du chapitre 
 
Ce chapitre explique le besoin d’utiliser des notations formelles pour spécifier les interfaces des 
systèmes interactifs embarqués critiques. 
 
Ensuite, ce chapitre décrit les différents types de notations pour les systèmes interactifs allant 
des notations textuelles aux réseaux de Petri. Chaque catégorie est illustrée avec plusieurs 
notations soit les plus représentatives soit les plus courantes. 
 
Enfin, la dernière section de ce chapitre propose une classification de ces notations. Cette 
classification repose sur les propriétés nécessaires à la description des techniques d’interaction 
multi-touch que nous avons décrites dans le chapitre 1. 
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Dans ce chapitre nous décrivons les notations formelles qui permettent de décrire tout ou partie des systèmes 
interactifs. 
Dans un premier temps, la section 2.1 explique pourquoi il est nécessaire d’utiliser une notation formelle dans notre 
domaine d’application. 
Ensuite, la section 2.2 décrit l’ensemble de types de notations formelles qui existent dans la littérature. Chaque type 
de notation y est illustré au travers de plusieurs exemples dont nous détaillons les propriétés. 
Enfin la section 2.3 propose une classification de ces notations. Elles y sont évaluées en fonction de leur capacité à 
décrire les propriétés des techniques d’interaction que nous avons décrites dans le chapitre précédent. 
 
2.1. Le besoin de notations formelles 
Dans cette section nous décrivons les besoins liés aux notations formelles dans notre contexte. En effet, nous 
mettons en évidence le besoin d’adopter une approche basée sur de telles notations afin de réaliser la description 
des interactions multi-touch pour les systèmes embarqués critiques. Dans un premier temps, nous analysons les 
raisons qui justifient l’emploi de notations formelles de manière générale pour la description des systèmes interactifs. 
Enfin nous analysons comment le contexte des systèmes embarqués critiques renforce et enrichi l’argumentaire 
développé. 
2.1.1. De l’utilisation des méthodes formelles pour la description des systèmes interactifs 
En 2004, (Beaudouin-Lafon 2004) faisait état de l’évolution des paradigmes d’interactions par rapport aux évolutions 
matérielles. Dans ce papier, il explique comment les avancées technologiques (augmentation de la puissance des 
processeurs, de la capacité des mémoires…) n’avaient pas profité aux interfaces utilisateurs alors que les travaux de 
recherches proposaient des techniques d’interaction plus performantes comme les pie-menus (Callahan 1988). Des 
techniques qui, pour la plupart, ne sont toujours pas proposées couramment par les systèmes interactifs aujourd’hui. 
Selon lui, le manque d’adhésion aux méthodes formelles en est l’une des causes principales. En effet, les chercheurs 
n’arrivant pas à décrire correctement leurs techniques d’interaction innovantes pour les développeurs, ces derniers 
ne pouvant pas reproduire dans leurs systèmes, les points de designs permettant de retrouver les bénéfices mis en 
lumières lors d’expériences en laboratoire. En effet, comme le souligne (Navarre 2001) les différentes notations 
formelles et les modèles qu’elles proposent sont un support à la communication entre les différents acteurs du cycle 
de développement.  
De plus, l’intérêt majeur dans l’utilisation de modèles réside dans le fait qu’elle permet de considérer un point de 
vue sémantique et permet de raisonner sur ces modèles. L’un des avantages principaux de l’utilisation de modèles 
résulte dans le fait qu’ils permettent de gérer des applications de grandes tailles (Martinie, Palanque et Winckler 
2011). Les concepteurs d’applications peuvent donc se concentrer sur les choix de conception et de formellement 
définir les plus pertinents. Les développeurs pourront par la suite utiliser des outils adaptés qui tirent parties des 
choix de conceptions et de leur description non ambiguë.  
L’utilisation de modèles présente, selon les types de notations, quatre avantages supplémentaires: 
- Elle fournit une description plus abstraite de l'interface utilisateur que les descriptions fournies par les 
autres outils de développement (Wiecha, et al. 1990) et (Puerta et Maulsby 1997) ; 
o à chaque niveau d’abstraction, les concepteurs s’assurent une description complète, précise et non 
ambiguë du système considéré ; 
- Elle facilite la création de méthodes pour concevoir et mettre en œuvre une interface utilisateur de façon 
systématique, puisque ces modèles offrent un soutien : 
o pour modéliser les interfaces utilisateur en utilisant différents niveaux d'abstraction ; 
o pour raffiner les modèles de manière incrémentale; 
o pour réutiliser les spécifications. 
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- Elle fournit l'infrastructure exigée pour automatiser les tâches liées aux processus de conception et à la mise 
en œuvre d’interfaces utilisateur (Szekely, et al. 1996). 
- Elle rend possible la vérification et la validation de propriétés sur le système lors des phases de conception 
et facilite ainsi son implémentation. 
Depuis la commercialisation des premiers iPhones, les interfaces multi-touch se sont très largement démocratisées. 
Leur utilisation est aujourd’hui quotidienne pour un grand nombre de personnes. Ces nouvelles interfaces reposent 
sur des paradigmes d’interactions plus riches et avancés que les paradigmes d’interaction W.I.M.P. Même si les 
interactions multi-touch sont plus nombreuses et variées que les interactions de type W.I.M.P., le potentiel de ces 
derniers est largement sous-exploité et les propos de (Beaudouin-Lafon 2004) restent pertinents encore aujourd’hui. 
En effet, la majorité des interfaces multi-touch sont développées grâce à des environnements de développement qui 
ne proposent par défaut qu’un ensemble réduit de techniques d’interaction aux développeurs. C’est le cas par 
exemple dans iOS 7, le système d’exploitation dont le SDK ne propose qu’initialement 8 techniques d’interaction 
(Apple 2014). 
2.1.2. Les notations formelles dans les systèmes embarqués critiques 
Pour un système interactif critique, une défaillance due à une erreur de conception peut résulter en pertes de vies 
humaines ou en coûts matériels élevés. La conception de tels systèmes impose donc une approche qui n’est pas 
seulement centrée sur l’utilisateur (Lacaze et Palanque 2007), mais qui intègre de manière systématique et 
exhaustive les problèmes décrits par (Martinie De Almeida 2011) qui sont : 
- Le passage à l’échelle : Il faut pouvoir décrire le comportement des futurs systèmes entiers afin de pouvoir 
démontrer la satisfiabilité des propriétés suivantes.  
- La fiabilité : Il faut ici trouver des moyens de garantir le bon fonctionnement du système interactif et ce, 
indépendamment des variations d’utilisation. Des approches telles que la vérification, la validation le test 
exhaustif sont les seules façons de prendre en compte cette propriété. 
- L’applicabilité : Il faut ici proposer des méthodes techniques et outils qui puissent s’intégrer dans les 
processus de développement et avec les outils de développement actuellement utilisés par les industriels. 
- L’exploitabilité : Des méthodes pour la conception de systèmes interactifs de taille réelle et utilisables sont 
proposées par (Martinie De Almeida 2011). De telles approches se basent sur les méthodes formelles afin 
de construire leurs résultats. 
- La tolérance aux erreurs : Les utilisateurs commettent des erreurs de manipulation souvent dues au design 
des IHMs (Maxion et Reeder 2005).Cette dimension est d’autant plus supportée par les méthodes formelles, 
quelle nécessite une étude systématique des déviations possibles des utilisateurs sur les interfaces. 
La prise en compte de ces problèmes est essentielle dans le cadre de l’étude des interactions multi-touch pour les 
cockpits interactifs. Il faut ajouter que de tels systèmes critiques sont soumis à des activités de vérifications et de 
certifications contraignantes détaillées dans les processus (cf. section 0). Ce contexte implique donc l’emploi de 
notations formelles pour la description des systèmes interactifs que nous étudions et plus particulièrement la 
description des techniques d’interaction multi-touch. 
2.2. Les différentes catégories de notations formelles 
Cette section décrit les différentes catégories de notations formelles permettant la description de systèmes 
interactifs. La décomposition présentée, proposée dans (Ladry, Une notation et un processus outillé pour le 
développement de systèmes interactifs multimodaux critiques 2010) reprend les différents types de formalismes 
définis par (Brun et Beaudouin-Lafon 1995), et sera illustrée au travers de notations représentatives de chaque 
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catégorie. Ces différentes catégories, décrites selon un ordre croissant par rapport à leur puissance d’expression 
sont : 
- Les notations textuelles ;  
- Les notations basées sur les flux ; 
- Les notations basées sur les états ; 
- Les notations basées sur les réseaux de Petri. 
Les sous-sections suivantes décrivent les notations les plus représentatives de chacune de ces catégories. Enfin, la 
dernière sous-section présentera la couverture de ces notations selon les propriétés des interactions multi-touch que 
nous avons présentées 1.2.2. 
2.2.1. Les notations textuelles  
Dans cette section, nous présentons quatre types de notations textuelles. Ces sous-catégories sont basées sur les 
travaux de (Navarre, Palanque et Ladry, et al. 2009) et enrichies de travaux plus récents présentés dans (Hamon, 
Palanque et Silva, et al. 2013). Cette division rend compte des différents types de notations textuelles de manière 
représentative et chaque sous-catégorie sera illustrée au travers d’un exemple.  
2.2.1.1. Algèbre de processus  
Un algèbre de processus est une notation permettant une description algébrique/axiomatique de comportement 
(actions et événements) d’un système (Baeten 2005). (Ladry, Une notation et un processus outillé pour le 
développement de systèmes interactifs multimodaux critiques 2010) et (Baeten 2005) répertorient les différents 
algèbres de processus, dont ceux qui sont utilisés pour la description de systèmes interactifs tels que Esterel dans 
(Fekete, Richard et Dragicevic 1998), Lotos dans (Coutaz, et al. 1993) et (Paterno et Mezzanotte 1994)ou CSP dans 
(Smith et Duke 1999) et (Van Schooten, Donk et Zwiers 1999). Enfin, dans cette section, nous présentons la notation 
Squeak (Cardelli et Pike 1985) qui a été spécifiquement créée pour la description de techniques d’interaction. 
 
La notation Squeak (Cardelli et Pike 1985), un algèbre de processus, est dédiée à la description de systèmes interactifs 
et plus particulièrement aux techniques d’interaction utilisant une souris et notamment, une modélisation du double 
clic décrit Tableau 3.  
Tableau 3 - Description d'un double click avec Squeak (Cardelli et Pike 1985) 
Le processus décrit par le Tableau 3 modélise la reconnaissance des clics et des doubles clics. Si le processus reçoit 
deux clics (DN UP DN UP) dans une fenêtre temporelle définie par doubleClickTime, ce dernier déclenche l’envoi d’un 
événement doubleClick (doubleClick !). Dans le cas contraire, il émet de simples événements clics (click !), pour que 
les autres processus puissent les recevoir. Si les clics et doubles clics n'ont pas de timeout, le processus peut appeler 
le processus click pour interpréter les simples clics. Si le délai d'attente est dépassé, l’action click est émise. 
Cette notation permet de décrire de manière parallèle, la reconnaissance de plusieurs techniques d’interaction. 
Cependant, cette notation n’a pas été appliquée à des systèmes réels et son passage à l’échelle n’a donc pas été 
démontré. 
 
DoubleClick =  
DN? .  
wait[clickTime] UP? .  
wait[doubleClickTime] DN? .  
wait[clickTime] UP? . doubleClick! . DoubleClick  
|| click! . down! . UP? . up! . DoubleClick  
|| click! . DoubleClick  
|| down! . UP? . up! . DoubleClick 
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2.2.1.2. Les notations de types XML  
Dans le paragraphe suivant, nous abordons des exemples de notations formelles qui se basent sur une structure XML. 
Une notation XML, pour eXtensible Markup Language, est une notation à balise. Elle est composée de structures 
(balises) qui s’imbriquent de manière récursive afin de décrire une structure de données. 
Dans cette sous-section nous présentons donc trois notations de type UML : UsiXML qui permet la description 
d’interfaces ; GeForMT et GestureML utilisées pour la description des techniques d’interaction mutli-touch. 
2.2.1.2.1. UsiXML 
La notation, de type XML, UsiXML (USer Interface eXtensible Markup Language) permet la description d'interfaces 
utilisateurs basés sur différents types de paradigmes d’interactions (Limbourg, et al. 2005). UsiXML permet la 
spécification d'interfaces utilisateurs indépendamment des caractéristiques physiques des systèmes sur lesquels 
elles reposent. De plus, la notation supporte la description à un haut niveau d'abstraction des composants interactifs 
qui forment l'interface d'une application: les widgets, les contrôles, les conteneurs, les modalités, les techniques 
d'interaction, ... 
 
Figure 20 - Principe de UsiXML (Limbourg, et al. 2005) 
UsiXML repose sur le principe de transformation de modèles présenté en Figure 20. La transformation de ces modèles 
(ou réification), permet d’obtenir des modèles de plus bas niveaux et ceci jusqu’à modéliser concrètement l’interface 
afin de générer le code correspondant. Les réifications sont telles qu’il est possible d’effectuer du reverse 
engineering, ce qui permet d’obtenir des modèles de plus haut niveau. La structure XML de la notation permet enfin 
de réutiliser des éléments d'autres interfaces utilisateur afin de recomposer une interface utilisateur pour de 
nouvelles applications. 
2.2.1.2.1. GestureML 
GestureML (GestureWorks, GestureML 2014) est un langage déclaratif de type XML. Il permet de définir les 
techniques d’interaction multi-touch, leurs événements et les actions qu’elles déclenchent. GestureML est 
actuellement utilisé comme langage pour la définition de plus de 300 techniques d’interaction et qui sont reconnues 
par un serveur d’interactions multi-touch (comme GestureWorks Core (GestureWorks, Gesture Core 2014)). Des 
plug-ins C++, Java et Python permettent d’intégrer un layer multi-touch dans des applications tierces, et qui 
communique avec le serveur pour envoyer aux applications des événements multi-touch. Cette approche permet 
aux designers d’interactions de spécifier les techniques d’interaction multi-touch de manière quasi indépendante du 
reste de l’application concernée. 
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La description d’une technique d’interaction multi-touch avec GestureML se décompose en quatre blocs : 
- La reconnaissance : le bloc « match » permet de décrire les propriétés requises par les doigts touchant 
l’interface pour qu’ils puissent être utilisés par la technique d’interaction. 
- L’analyse : le bloc « analysis » permet d’analyser les événements des doigts retenus en utilisant des 
algorithmes fourni par un ensemble d’algorithmes. 
- Le traitement des événements de bas niveaux : le bloc « processing » de corriger des écarts de trajectoire 
afin de lisser le tracé des doigts par exemple. 
- Le « mapping » permet de définir les événements émis par la technique d’interaction et leur lien potentiels 
avec des objets interactifs de l’application. 
Le Tableau 4 illustre une description possible du double Tap avec GestureML. Nous remarquons par exemple, que le 
bloc « match » indique que cette technique d’interaction nécessite deux appuis successifs d’un doigt, chacun 
inférieur à 300ms et séparés au maximum de 20 pixels et 300ms. 
 
 
<Gesture id="1-finger-double_tap" type="double_tap"> 
        <match> 
                <action> 
                        <initial> 
                                <point event_duration_max="300" interevent_duration_max="300" 
translation_max="20"/> 
                                <cluster point_number="1"/> 
                                <event gesture_event="tap"/> 
                        </initial> 
                </action> 
        </match>        
        <analysis> 
                <algorithm class="temporalmetric" type="discrete"> 
                        <library module="double_tap"/> 
                        <returns> 
                                <property id="double_tap_x" result="x"/> 
                                <property id="double_tap_y" result="y"/> 
                                <property id="double_tap_n" result="n"/> 
                        </returns> 
                </algorithm> 
        </analysis>     
        <mapping> 
                <update dispatch_type="discrete" dispatch_mode="batch" dispatch_interval="200"> 
                        <gesture_event type="double_tap"> 
                                <property ref="double_tap_x"/> 
                                <property ref="double_tap_y"/> 
                                <property ref="double_tap_n"/> 
                        </gesture_event> 
                </update> 
        </mapping> 
</Gesture> 
 
Tableau 4 - Description d'un double Tap avec GestureML (GestureWorks, GestureML 2014) 
2.2.1.2.2. GeForMT 
Le langage GeForMT proposé par (Kammer, Wojdziak, et al. 2010) n’est pas directement un langage de type XML. 
Cette notation est une forme de Backus-Naur (McCracken et Reilly 2003), c’est-à-dire un métalangage possédant une 
grammaire qui permet de décrire les règles syntaxiques d’un langage de programmation. Cependant, une telle 
grammaire est transformable en XML (Kammer, Wojdziak, et al. 2010).  
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Figure 21 - Description d’une technique d'interaction (spin) avec GeForMT (Kammer, Wojdziak, et al. 2010) 
La Figure 21 décrit une technique d’interaction (spin) grâce à la notation GeForMT. Cette technique d’interaction 
consiste à utiliser deux doigts statiques sur un widget et un troisième, en mouvement rectiligne pour faire tourner le 
widget désigné. Les éléments « 1F(HOLD (o)) » désignent un doigt réalisant une interaction HOLD (appui continu et 
statique) une un objet o. l’opérateur « * » indique que ces deux interactions doivent être simultanées. L’élément 
« 1F(LINE(a)) » désigne un doigt réalisant un déplacement selon une ligne au-dessus de l’application a. Enfin, 
l’opérateur « + » indique que cette interaction doit être effectuée à la suite des deux premières. 
 
Ce métalangage spécifie notamment des implémentations comme la librairie JavaScript (Kammer, Henkens et Groh, 
GeForMTjs: A Javascript Library Based on a Domain Specific Language for Multi-touch Gestures 2012) et disponible 
sur (Kammer, GeForMT web page 2013). Outre la description de techniques d’interaction multi-touch, GeForMT 
possède des extensions qui permettent de décrire : 
- Des interactions avec des écrans déformables : (Peschke, et al. 2012) ; 
- De nouveaux types d’interactions naturelles : (Brade, et al. 2011). 
Enfin, des travaux similaires à GeForMT et basés sur des formes de Backus-Naur (McCracken et Reilly 2003) 
permettent aussi de décrire des techniques d’interaction. Le langage BML (Behavior Markup Language) (Kammer, 
Wojdziak, et al. 2010) vise à standardiser la description d’interactions multimodales reposant sur l’eye-tracking, la 
parole ainsi que les gestes. Parallèlement, CoGesT se base sur un vecteur décrivant les propriétés des gestes (Gibbon, 
et al. 2003). 
2.2.1.3. Analyse des principales notations textuelles 
Les notations textuelles permettent de décrire des opérations de bases des systèmes interactifs avec des notations 
dont le lexique peut s’adapter facilement. Enfin, les notations XML sont particulièrement adaptées à la description 
de lien hiérarchiques et l’imbrication de différents composants. 
2.2.2. Les notations basées sur les flux 
Les notations basées sur les flux permettent de décrire l’évolution de variables au cours de ses traitements successifs 
dans une application. Ces variables ou plus généralement données peuvent représenter des paramètres liés aux 
interactions d’un utilisateur comme par exemple, les notations ICon (Dragicevic et Fekete 2004) et Squidy (König, 
Rädle et Reiterer 2010) et leurs ancêtres Marigold (Willans et Harrison 2001) et Wizz’ed (Esteban, Chatty et Palanque 
1995). Ces notations permettent aussi la description des widgets et du rendu, (Tatsukawa 1991) qui présente un 
exemple d’interaction bas-niveau. Elles sont basées sur le concept d’éléments de transformation d’information. Des 
composant sont ainsi liés entre eux par des arcs représentant les flux (continus ou à événements discrets) et 
permettent de filtrer ou fusionner ces flux ou événements et de transmettre le résultat produit aux composants 
suivants.  
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2.2.2.1. ICon  
Nous présentons ici, ICon (Dragicevic et Fekete 2004) une notation parmi les plus récentes dans cette catégories et 
qui permet la description de techniques d’interaction multimodales. La notation ICon, pour Input CONfigurator 
(configurateur de périphériques d’entrées) est une notation basée sur les flux et proposée par (Dragicevic et Fekete 
2004). Un environnement de modélisation permet de modéliser les périphériques d’entrées d’applications 
interactives avec ICon ainsi que des techniques d’interaction basées sur des dispositifs non-standards.  
Son éditeur visuel permet au développeur de créer rapidement des configurations pour des entrées appauvries ou 
enrichies, que les utilisateurs avancés peuvent ensuite adapter à leurs besoins. La Figure 22 (gauche) illustre la 
description d’un composant avec ces entrées (input slots) et ses sorties (output slots). La partie droite de la Figure 
22 propose un exemple d’une modélisation prenant en charge trois périphériques d’entrées pour une application. 
ICon se base sur une classification de composants parmi lesquels :  
- Les composants systèmes (mouse dans l’exemple) qui représentent en général un périphérique d'entrée 
physique.  
- Les composants utilitaires sont les composants de la bibliothèque d'ICon qui ne sont pas des composants 
systèmes. Ces composants peuvent être des opérateurs de calculs (sum dans l’exemple) qui effectuent 
essentiellement des transformations de données. Il existe aussi des composants graphiques (cursor et 
JComponent dans l’exemple) qui produisent un affichage graphique afin d’afficher les informations de 
l’application interactives à l'utilisateur.  
 
Figure 22 - Modèle d'un composant ICon (Dragicevic et Fekete 2004) 
L’interface graphique de l’outil lié à ICon permet la modélisation rapide de techniques d’interaction reposant sur 
plusieurs périphériques d’entrées. En revanche, cette modélisation est statique (ne peut être modifiée durant 
l’exécution du programme) et ne décrit pas les états dans lesquels l’application peut se trouver. 
2.2.2.2. Lustre  
Dans cette sous-section, nous présentons brièvement LUSTRE (Halbwachs, et al. 1991), une notation basée sur les 
flux. Un modèle utilisant cette notation est présenté dans la Figure 23 
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Figure 23 - Exemple d’un modèle LUSTRE (Halbwachs, et al. 1991) 
Cette notation est utilisée pour décrire des systèmes synchrones. Le comportement d’un système est obtenu en 
réalisant la séquence d’opérations décrites par le modèle. Les variables d’entrées sont utilisées pour faire évoluer 
l’état du système et calculer les variables de sorties. 
LUSTRE est à la base de la notation utilisée par l’outil de spécification de systèmes embarqués critiques, SCADE. 
2.2.2.3. Analyse et limitations des principales des notations basées sur les flux 
La principale limitation des notations sur les flux de données réside dans le fait qu’elles ne permettent pas la 
description de l’état d’un système, ainsi que son évolution au cours du temps, ou en réponses à des événements 
systèmes et utilisateurs, tout comme les notations textuelles. 
2.2.3. Les notations basées sur les états 
Dans cette section, nous présentons un ensemble de notations permettant de décrire l’état d’un système interactif 
en se basant sur des automates à états finis (ou machines à états). Nous décrivons ensuite des notations reposant 
sur des automates finis associés à des flux (2.2.3.3) ou des contraintes (2.2.3.4). 
2.2.3.1. Les notations basées sur les automates à états finis 
Parmi les différentes notations basées sur les automates à états finis (ou FSM : Finite state machines), il existe les 
réseaux de transitions de (Kieras et Polson 1983), le 3StateModel de (Buxton 1990), les automates à états finis réalisés 
dans IMBuilder (Bourguet 2002), les Hierarchical States Machine (HSM) (Blanch et Beaudouin-Lafon 2006), les 
SwingStates (Appert et Beaudouin-Lafon 2006) et HephaisTK (Dumas, et al. 2008). Dans cette section, nous 
explicitons deux notations en particulier : HephaisTK et Proton++ (Kin, Hartmann, et al. 2012). Les autres notations 
soit offrent des propriétés équivalentes (comme les SwingStates par rapport aux HSM), soit n’ont pas démontré leur 
capacité à un éventuel passage à l’échelle comme IMBuilder (Bourguet 2002). De plus, Proton++ supporte 
explicitement la description de techniques d’interaction multi-touch. 
2.2.3.1.1. HephaisTK 
HephaisTK (Dumas, et al. 2008) est un outil lié à une notation qui permet le prototypage d’applications multimodales 
basée sur un système multi-agents appelé JADE qui est explicité dans (Witten, et al. 1983). 
Chaque périphérique d’entrées (ou source) est monitoré par un agent qui lui est attribué et qui se charge de recueillir 
ses données, de les traiter si nécessaire et de les transmettre aux autres agents. Cet agent contient également une 
description des capacités de la source. Il permet de notifier les autres agents de manière dynamique. Le 
comportement des agents est modélisé à l'aide d'automates comme celui présenté dans la Figure 24. L’automate 
ainsi présenté modélise le comportement d’un système bibliothèque multimodale. Chaque cercle de la Figure 24 
représente un état du système et les flèches décrivent l’évolution du système en fonction des événements qu’il 
reçoit. L’état initial de la libraire multimodale est l’état « 0 ». Lorsque système reçoit un événement 
« SYSTEM_ACTIVATION », ce dernier passe dans l’état « 1 ». 
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Figure 24 - Modélisation du dialogue d’une application à l'aide d'HephaisTK (Dumas, et al. 2008) 
De par son lien avec JADE, HephaisTK permet de modéliser indépendamment chaque périphérique et ensuite de 
relier les événements de ces périphériques vers un agent de plus haut-niveau qui fusionnera leurs événements pour 
produire des événements d’interactions plus complexes.  
2.2.3.1.2. SwingState 
La réalisation de machine à état similaires à celles proposées dans HephaisTK (Dumas, et al. 2008) est aussi possible 
au travers d’autres librairies telles que SwingState (Appert et Beaudouin-Lafon 2006). Cette libraire permet 
l’implémentation de machine à états directement dans du code Java. La machine à états présentée Figure 25 ainsi 
que le code correspondant permet de décrire le déplacement (ou « drag ») d’un widget à l’aide d’une souris. 
QT (Qt project s.d.) est un libraire réalisée en C++ qui permet aussi de réaliser des machines à états au sein du code 
d’un programme. 
 
 
Figure 25 - Une machine à états en SwingState (droite) et sa description en Java (gauche) (Appert et Beaudouin-Lafon 2006) 
2.2.3.1.3. Proton++ 
Proton++ (Kin, Hartmann, et al. 2012) est une extension du langage Proton (Kin, Hartmann, et al. 2012) qui permet 
spécifiquement la reconnaissance de techniques d’interaction multi-touch. La description des interactions multi-
touch se fait au travers de leur définition, sous forme d’expressions régulières. Une expression régulière définit un 
pattern (ou motif d’une séquence) d’éléments.  
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Figure 26 - Syntaxe de Proton++ (Kin, Hartmann, et al. 2012) 
Dans le cas de Proton++, les expressions régulières sont composées d’événements utilisateurs bas niveaux qui sont 
recueillis par un transducteur bas niveau appelé « Stream Generator », directement en lien avec le périphérique 
d’entrées. Ce générateur échantillonne les événements tactiles et génères les événements constituant les 
expressions régulières et dont la syntaxe est présentée Figure 26. Cette notation repose donc sur des mécanismes 
synchrones, tant au niveau du « Stream Generator » qu’au niveau des modèles de techniques d’interaction. 
Une fois détecté, un doigt peut se déplacer sur la surface tactile. Si tel est le cas, et que la distance parcourue est 
supérieure à une valeur définie dans le « Stream Generator », un événement « move » est produit à la fin de la 
période. Chaque événement « move » est de plus associé à une d’une direction parmi les celles explicitées Figure 27. 
De plus, la notation permet de numéroter les doigts nécessaires pour réaliser les techniques d’interaction. 
 
 
Figure 27 - Les directions des mouvements sous Proton++ (Kin, Hartmann, et al. 2012) 
L’expression régulière présentée Figure 28 décrit une interaction « Drag » à un doigt. Cette interaction permet de 
translater un objet, l’étoile qui est dessinée, selon direction Nord-Sud. 
 
 
Figure 28 - Description d'un Drag vertical par Proton++ (Kin, Hartmann, et al. 2012) 
Les expressions régulières dans Proton++ correspondent à la description comportementale des techniques 
d’interaction qu’elles reconnaissent. Ce formalise est équivalent à celui des automates (Berry et Gonthier 1992), c’est 
pourquoi il est décrit dans cette section. Cependant, la notation ne permet pas d’expliciter directement l’état du 
système qu’elle décrit. Enfin, la notation d’événement asynchrone n’est pas supportée. 
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2.2.3.2. Les machines à états stochastiques et chaines de Markov 
Les machines à états stochastiques sont des machines à états dont les transitions possèdent une probabilité de 
franchissement. Plus particulièrement, pour une chaine de Markov, la probabilité de passer d’un état à un autre est 
indépendante des états précédents. 
Plusieurs études démontrent leur capacité à reconnaître des symboles (Webel, Keil et Zoellner 2008), des mots 
(Wohlmayr, Stark et Pernkopf 2011) ainsi que des gestes réalisés avec les mains des utilisateurs (Whitehead et Fox 
2009). Les chaines de Markov sont très efficaces dans ce domaine dans la mesure où elles permettent de décrire 
finement des probabilités de franchissement de transitions. Ceci permet de modéliser un moteur de reconnaissance 
en maximisant son taux de reconnaissance. 
2.2.3.3. Notations combinant des machines à états avec une description à base de flux  
Cette section décrit un exemple de notation (NiMMit (Coninx, et al. 2007)) qui combine une description basée sur 
des machines à états et une description basée sur les flux. D’autres notations présentent des caractéristiques 
similaires telles que Shadow (Jacob 1986) et IOG (Carr 1994) (Interface Object Graph).  
 
La notation NiMMit pour Notation for MultiModal Interaction techniques) (Coninx, et al. 2007) est une notation 
graphique basée sur le formalisme des statecharts (ou diagrammes d’états) et de data flow (ou flux de données). 
NiMMit permet ainsi de décrire les interactions multimodales dans des environnements virtuels. Tout comme pour 
HephaisTK, NiMMit est composée d’états (cercles) et de transitions recevant des événements (flèches). De plus, 
NiMMit permet de définir des opérateurs (appelés « task ») utilisées pour le traitement des flux de données. Ces 
blocs (voir Figure 29) sont inclus dans les différents états du modèle et peuvent communiquer entre eux. Les flèches 
rouges de la Figure 29 matérialisent ces communications entre ces blocs, qui appartiennent ou non au même état. 
Enfin, NiMMit permet entre autre une hiérarchisation des modèles et la gestion de sondes pour différentes 
évaluations. Les sondes sont des éléments permettant de recueillir des données et l’état d’un modèle afin d’en faire 
son évaluation lors d’expériences impliquant des utilisateurs. 
 
Figure 29 - Topmost-Level NiMMiT Diagram of the Object-In-Hand Metaphor (Coninx, et al. 2007) 
2.2.3.4. Notations combinant des machines à états avec une description de contraintes 
Cette section présente une notation qui combine l’utilisation de machines à états finis avec l’emploi de contraintes 
pour la description d’interfaces utilisateurs. Les contraintes sont des relations entre différentes données. Par 
exemple, prenons une contrainte entre ‘a’ et ‘b’, deux entiers et déclarons la contrainte ‘a=b+1’. Alors, si la valeur de 
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‘a’ évolue, le système mets à jour la valeur de ‘b’ de sorte que la relation reste vrai. Inversement, si ‘b’ est modifié, 
‘a’ sera recalculé. 
ConstraintJS (Oney, Myers et Brandt 2012) est une notation basée sur HTML, CSS et JavaScript qui permet de décrire 
des machines à états finis ainsi que des contraintes. Etant donné que les états de l’interface sont définis dans le code 
de l’application, et que leur formalisme est similaire aux langages précédents, nous ne les décrivons pas dans cette 
section. En revanche, nous détaillons les particularités liées à l’utilisation des contraintes dans le paragraphe suivant. 
Dans le cadre de ContraintJS, les contraintes sont déclarées une fois, puis ensuite maintenues par le système. De 
plus, ces contraintes sont « à sens unique ». Si nous reprenons notre exemple précédent, l’évolution de l’entier ‘b’ 
n’entrainera pas une mise à jour de ‘a’. L’exemple présenté Figure 30 permet d’illustrer de telles contraintes. Cet 
exemple décrit le lien entre les valeurs de trois sliders et le texte qui affiche la valeur hexadécimale de la couleur 
sélectionnée. Cette notation permet donc la description de techniques d’interaction comme le « drag » d’un slider, 
comme présenté Figure 30. 
 
Figure 30 - Visualisation de contraintes dans ContraintJS (Oney, Myers et Brandt 2012) 
2.2.3.5. Caractéristiques principales des notations basées sur les états 
2.2.3.5.1. Avantages 
Par rapport aux types de notations précédemment décrits, les notations basées sur des machines à états permettent 
de décrire l’ensemble des états d’un système. De plus, ce formalisme peut être combiné avec des notations de 
différents types (présentés dans les sections précédentes), ce qui permet d’en augmenter l’expressivité. 
2.2.3.5.2. Limitations 
La principale limitation des machines à états réside dans leur puissance d’expression. En effet, les machines à états 
ne sont pas adaptées à la description des comportements parallèles dans la mesure où un modèle ne peut décrire 
que deux tâches sont réalisées simultanément. Ceci implique que les modèles utilisant des machines à états 
modélisent les différentes séquences possibles pour l’exécution de plusieurs traitements.  
2.2.4. Les notations basées sur les réseaux de Pétri 
Un réseau de Petri (Petri 1962) est une notation formelle dans laquelle le comportement d’un système y est modélisé 
à travers des variables d’états, les valeurs des différents jetons qui peuplent les places (représentées par des ellipses) 
et par un ensemble d’opérateurs de changement d’état, les transitions (représentées par des rectangles). L’état d’un 
système décrit avec un réseau de Petri correspond à la distribution et la valeur des jetons qui le peuplent.  
Dans cette section, nous détaillons deux notations qui étendent les réseaux de Petri, les réseaux de Petri colorés et 
les réseaux de Petri à objets dans la mesure où ils sont les plus utilisés pour décrire des systèmes interactifs. 
Néanmoins, d’autres types de réseaux de Petri existent tout comme les réseaux stochastiques (Sheldon, Grenier et 
Benzinger 2000) qui définissent des probabilités pour chaque transition ou encore les réseaux de Petri continus 
comme par exemple (Recalde, Haddad et Silva 2007). Enfin nous pouvons aussi citer d’autres notations basées sur 
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les réseaux de Petri telles que (Hinckley, Czerwinski et Sinclair 1998) et OSU (Keh et Lewis 1991) mais aussi MIML 
(Latoschik 2002). Ces différents types de réseaux de Petri sont classifiés dans (Bernardinello et Cindio 1992). 
2.2.4.1. Réseaux de Petri colorés 
CPN (Jensen, Kristensen et Wells, Coloured Petri Nets and CPN Tools for Modelling and Validation of Concurrent 
Systems 2007), ou Coloured Petri Nets, est un langage de modélisation à événements discrets reposant sur la 
combinaison de réseaux de Petri avec un langage de programmation Standard ML (SML/NJ 2013).  
Ces réseaux de Petri haut-niveau permettent d’utiliser des types de données complexes dans les réseaux et de les 
manipuler. En effet, chaque jeton possède une valeur appelée couleur. Cette couleur (token colour) peut être utilisée 
et modifiée par le réseau. Dans le cas de l’exemple de la Figure 31, le symbole ‘f’, ou couleur du jeton, fait référence 
à un doigt, dont le modèle décrit le comportement. 
 
 
Figure 31 - Modélisation du comportement d'un doigt avec CPN dans (Silva, et al. 2013) 
CPN présente trois principaux avantages. Premièrement, leur visualisation des données échangées permet de 
faciliter leur lecture et cette notation est supportée par un outil qui analyse les réseaux de Petri colorés produits afin 
de réaliser différentes analyses sur ces réseaux. Ensuite, cette notation permet de hiérarchiser les modèles et de les 
composer de sorte qu’un modèle soit composé de plusieurs sous-modèles. En revanche, afin d’être exécutés, les 
modèles doivent être préalablement compilés ce qui ne permet donc pas de les modifier durant leur exécution, 
comme par exemple les modèles ICon (Dragicevic et Fekete 2004).  
Enfin (Rieder, Raposo et Pinho 2010), par exemple, utilise des réseaux de Petri colorés pour décrire des techniques 
d’interaction pour des environnements virtuels (EV). 
2.2.4.2. Réseaux de Petri à Objet 
Dans cette section, nous décrivons une notation à base de réseaux de Petri à objets à travers la notation présentée 
dans (Bastide et Palanque 1990). 
Les travaux de la thèse s’appuient sur une notation (ICO (Navarre, Palanque et Ladry, et al. 2009)) qui étends ce 
formalisme des réseaux de Petri à objets (cf.Chapitre 5 : ICO - un langage pour la spécification de systèmes interactifs 
critiques offrant des techniques d’interaction multi-touch). C’est pourquoi nous détaillons cette catégorie de réseau 
de Petri dans les annexes. Cependant, il est important de savoir que deux des différences majeures avec les réseaux 
de Petri colorés présentés dans la section précédente résident dans la nature des jetons et la structure des réseaux. 
Un exemple de transition est présenté Figure 32 et illustre la richesse des jetons qui peuvent composer un réseau de 
Petri à objets : des types variés, des jetons contenant plusieurs objets.  
()
()
()
f
f
fupdate(f)
ff
touchEventMove
rawtouchEventUp
rawtouchEventDown EVTmove
move
EVT
EVTup
up
EVT
EVTdown
down
EVT
Pressing
Pressing
FINGER
fingerPool
1`{id=1,posX=0,posY=0,timeSt=0}++
1`{id=2,posX=0,posY=0,timeSt=0}++
1`{id=3,posX=0,posY=0,timeSt=0}
FINGER
47 
 
 
 
Figure 32 - Description d'une transition d'un réseau de Petri à objets (Bastide et Palanque 1990) 
2.2.4.1. Analyse et limitations des principales des notations basées sur les réseaux de Petri 
La famille des réseaux de Petri propose des notations permettant de factoriser la description de systèmes complexes 
par rapport à leur description à bases d’automates. Ces notations permettent donc la description de l’état d’un 
système. Ensuite les réseaux de Petri permettent de décrire des comportements concurrents (parallélisme, 
synchronisation…) au sein d’un même modèle, ce que ne permettent pas les machines à états finis. Enfin, tout comme 
les automates, l’ensemble de ces formalismes permettent de vérifier des propriétés structurelles sur les réseaux de 
Petri qui les composent. Il est possible, entre autre, de vérifier si un réseau est vivant, c’est-à-dire qu’il sera toujours 
dans une configuration qui lui permet d’évoluer (Savi et Xie 1992). 
De par les avantages que les notations à base de réseaux de Petri procurent, il en découle un certain nombre 
d’inconvénients. En particulier, à la différence des machines à états finis, la compréhension de l’état dans lequel se 
trouve le réseau n’est pas immédiate. En effet, il est nécessaire de connaître la répartition et la valeur des jetons d’un 
réseau pour connaître son état à un instant donné.  
2.3. Synthèse 
Dans cette section, nous présentons une analyse comparative des différentes notations que nous avons décrites dans 
la section 1.2. Cette analyse comparative nous est nécessaire afin de déterminer la notation formelle la plus adaptée 
à la description des interactions multi-touch. Afin de remplir cet objectif, nous analysons la puissance d’expression 
de chaque notation ainsi que leurs capacités à décrire des interactions multi-touch en analysant leur prise en charge 
des dimensions qui caractérisent les interactions multi-touch (cf. section 1.2).  
Cette comparaison est illustrée Tableau 5. Chaque propriété peut avoir quatre valeurs différentes : 
- Yes : signifie que la propriété est explicitement supportée par la notation ; 
- No : signifie que la propriété n’est pas explicitement supportée par la notation; 
- Partly : signifie que la propriété est partiellement supportée ; 
- Code : signifie que la propriété est explicite mais décrite au niveau du code. 
Afin de prendre en compte la description des interactions multi-touch au sein d’un système interactif, nous avons 
complété les dimensions présentée section 1.2 par des propriétés additionnelles : l’instanciation dynamique, le 
support à l’analyse et la capacité des notations à décrire de telles techniques d’interaction qui sont présentées dans 
les sous-sections suivantes. 
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Tableau 5 - Expressivité des notations 
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2.3.1. L’instanciation dynamique 
Dans le cadre des techniques d’interaction multi-touch, les applications reconnaissent les événements provenant de 
doigts ou stylets. Ces derniers sont reconnus de manière dynamique. C’est-à-dire qu’ils ne sont connus qu’au début 
de l’interaction et non au lancement de l’application. 
L’instanciation dynamique est la capacité de créer de nouveaux objets pendant l’exécution d’un programme. Cette 
propriété est donc nécessaire pour décrire le comportement de doigts qui sont reconnus dynamiquement. Pour être 
exhaustive, la description d’un tel système interactif doit décrire cette instanciation dynamique d’objet et leur 
comportement. De plus, dans le cas de la création de widgets, il est nécessaire de pouvoir les lier aux interactions 
utilisateurs. Dans le cas du multi-touch, il est donc nécessaire que la notation utilisée puisse, à la fois, décrire la 
création de périphériques d’entrées logiques, mais aussi comment ils interagissent avec des composants de 
l’application eux aussi créés dynamiquement. 
Enfin il est nécessaire, dans le cadre d’un cockpit interactif par exemple, de pouvoir décrire le comportement du 
système si l’un des écrans tactile venait à ne plus fonctionner. La description du système doit donc permettre de 
décrire explicitement les mécanismes de sa reconfiguration et notamment, la reconfiguration de ses techniques 
d’interaction de manière à ce que toutes les commandes nécessaires aux pilotes demeurent disponibles. L’ensemble 
de ces propriétés liées à l’instanciation dynamiques sont explicitées dans le Tableau 5. 
2.3.2. Le support à l’analyse 
Du fait des exigences qui concernent la conception et le développement des applications embarquées critiques 
(décrites section 0) il est indispensable de pouvoir analyser les modèles qui décrivent les différents composants de 
ces applications. Nous avons donc comparé les outils qui supportent les différentes notations formelles 
précédemment décrites, afin de vérifier s’ils permettent l’analyse de leurs modèles. Ces résultats sont donc inclus 
dans le Tableau 5. 
2.3.3. La description d’interactions multi-touch 
Enfin nous avons exprimé dans le tableau, la capacité des différentes notations à décrire tout ou parties des 
techniques d’interaction multi-touch, que ce soit implicite ou explicite. En effet, certaines notations possèdent les 
propriétés qui leur permettraient de décrire de telles techniques d’interaction. En revanche, et à notre connaissance, 
aucune publication ne le démontre explicitement. 
2.3.4. Le choix d’une notation 
Les propriétés décrites dans les sous-sections précédentes sont nécessaires à la description exhaustive et non 
ambiguë des techniques d’interaction multi-touch. Par conséquent elles sont un prérequis pour la notation que nous 
utilisons. 
Cette classification permet donc d’identifier la notation la plus apte à décrire de manière exhaustive et non 
ambiguë les techniques d’interaction multi-touch, à savoir la notation ICO (Navarre, Palanque et Ladry, et al. 2009) 
que nous décrivons précisément dans le Capitre 5. En effet, c’est la seule qui supporte l’ensemble des propriétés 
nécessaires à la description de ces techniques d’interaction. 
De plus, cette notation permet de décrire des techniques d’interaction multimodales (Ladry, Une notation et un 
processus outillé pour le développement de systèmes interactifs multimodaux critiques 2010) et des systèmes 
interactifs complexes (Navarre, Palanque et Basnyat 2008). Néanmoins, pour décrire de tels systèmes, il convient de 
structurer leurs modèles au travers d’architectures adaptées. Le chapitre suivant décrit donc les principales 
architectures logicielles existantes. 
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Chapitre 3 : Les architectures logicielles 
 
Résumé du chapitre 
 
Ce chapitre présente les principaux types d’architectures logicielles qui permettent de décrire 
et de structurer les systèmes interactifs.  
 
La première section de ce chapitre décrit les architectures génériques basées sur une 
décomposition linguistique ou une approche par agent. 
La seconde section décrit une notation pour la description des architectures, AADL. 
Enfin, nous présentons une architecture concrète d’un système interactif critique, celle du CDS 
de l’Airbus A380. 
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Dans le chapitre précédent, nous avons détaillé les différentes notations permettant la description de systèmes 
interactifs. Elles sont utilisées pour décrire différents composants de ces systèmes interactifs ainsi qu’une partie de 
leurs échanges. Cependant, ces notations ne fournissent pas une description haut-niveau de l’architecture des 
composants qu’elles décrivent. 
 
Dans ce chapitre, nous abordons les architectures logicielles qui permettent de décrire les systèmes informatiques 
interactifs. Le but de ce chapitre est de proposer une description de ces architectures afin d’en extraire les différentes 
caractéristiques qui caractérisent leur capacité à décrire tel ou tel propriétés d’un système interactif critique.  
 
Ce chapitre contient les éléments suivants : 
o La présentation des deux familles d’architectures dédiées aux systèmes interactifs : les 
architectures basées sur des modèles linguistiques (section 3.1.1) ainsi que les sur les modèles à 
agents (section 3.1.2). 
o Un exemple de d’implémentation de l’architecture utilisée pour les systèmes embarqués critiques : 
l’architecture d’un CDS A380. 
3.1. Les architectures logicielles pour les systèmes interactifs 
Dans cette section, nous nous basons sur la définition d’architecture logicielle comme définit dans la norme 
(ISO/IEC/IEEE 2011):  
"Architecture is the fundamental organization of a system embodied in its components, their relationships 
to each other, and to the environment, and the principles guiding its design and evolution." 
Ce qui signifie : 
L'architecture (logicielle) est l'organisation fondamentale d'un système, qui incorpore ses composants, les 
relations entre chacun de ses composant et avec l'environnement, ainsi que les principes guidant sa 
conception et l'évolution de ce système. 
 
Une architecture logicielle est donc une modélisation de l’organisation interne d’un logiciel. Elle décrit le découpage 
de ce dernier en différents modules. La nature de chaque module y est décrite ainsi que les relations et les échanges 
entre les différents modules. 
Les activités de recherche, tout comme les travaux industriels, ont beaucoup contribués au développement 
d’architectures génériques et abstraites pour les systèmes interactifs. Ces modèles ont pour principaux objectifs 
d’obtenir une meilleur compréhension du fonctionnement des systèmes interactifs existants, d’établir des standards 
de conception qui répondent à des problèmes identifiées ; tout ceci dans le but d’orienter et de faciliter la conception 
de nouveaux systèmes interactifs ainsi que leur maintenance. 
Cette section décrit un ensemble d’architectures logicielles représentatives des différentes approches existantes 
dans la littérature utilisées pour structurer les systèmes interactifs. Ces architectures sont réparties en deux 
catégories : les architectures dites modèles linguistiques et les architectures dites modèles à bases d’agents. Ces deux 
groupes sont explicités et illustrés dans les sections suivantes. Cependant, indépendamment de la catégorie à 
laquelle elle appartient, une architecture logicielle d’un système interactif identifie au minimum deux parties : 
l’interface et le noyau fonctionnel (Figure 33). La dénomination exacte de ces entités ainsi que leur rôle sont décrits 
dans chaque exemple présenté par la suite. 
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Figure 33 - Modèle primitif d'un système interactif (Dragicevic 2004) 
3.1.1. Modèles linguistiques 
La première catégorie de modèles d’architecture logicielle est communément appelée modèles linguistiques ou 
modèles à couches. Cette catégorie de modèle s’intéresse à la description de la structure globale des systèmes 
interactifs sous forme de couches logiques. Pour ce faire, les modèles d’architecture linguistiques adoptent une 
décomposition linguistique de l’interaction Hommes-Machines et définie trois composantes : 
- composante lexicale : elle correspond aux entrées (clavier, souris) et aux sorties (affichage); 
- composante syntaxique: elle correspond à la partie responsable du dialogue en vérifiant que les divers 
éléments lexicaux s’enchaînent correctement ; 
- composante sémantique : elle correspond à la partie fonctionnelle d’une l’application. 
Ces modèles sont abstraits : ils décrivent le fonctionnement logique de systèmes interactifs mais ne définissent pas 
leur implémentation. Dans cette section, nous présentons deux types de modèles : les architectures génériques et 
les architectures des systèmes interactifs multi-touch.  
3.1.1.1. Les architectures linguistiques génériques 
Dans cette sous-section, nous décrivons les deux principales architectures linguistiques génériques sur lesquels de 
nombreux systèmes reposent : le modèle d’architecture Seeheim (Pfaff 1985) et le modèle d’architecture ARCH 
(UIMS 1992). 
3.1.1.1.1. Seeheim 
Le modèle d’architecture Seehemin (Pfaff 1985) est la première architecture logicielle linguistique à structurer les 
différents composants logiques des applications interactives. Il est composé de trois principales parties, chacune 
adressant une des composantes décrites dans l’introduction de la section 3.1.1. Ces trois composantes, illustrées 
Figure 34 sont : 
- Présentation : cette partie gère les périphériques des entrées et sorties utilisateur. Elle interprète les actions 
utilisateurs (clavier, souris) et génère les sorties que perçoivent les utilisateurs (écran . . .). Cette partie est 
souvent prise en charge par des Toolkits (Swing (Hoy, et al. 2002)++++) ; 
- Contrôleur de dialogue : cette partie gère les échanges (ou dialogue) entre l’utilisateur et l’application. Il 
continent une copie de l’état du système de manière à gérer les enchaînement s des écrans et les modes 
d’interactions ; 
- L’interface au noyau fonctionnel : cette la partie est en charge de convertir les entrées utilisateur en termes 
d’appels de fonctions pour le noyau fonctionnel. Dans le sens inverse, elle permet une abstraction des 
données de l’application en éléments présentables à l’utilisateur ; 
Enfin, un composant plus abstrait permet de court-circuiter la partie dialogue pour permettre un feedback rapide à 
l’utilisateur. En effet, le feedback graphique lors d’une interaction peut nécessiter d’être affiché rapidement comme 
par exemple la modification de l’affichage de l’icône cible lors d’un glisser déposer afin d’indiquer si celui-ci est valide 
ou pas. 
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Figure 34 - Modèle d'architecture Seeheim (Pfaff 1985) 
3.1.1.1.2. Arch 
Dans cette section, nous présentons le modèle d’architecture ARCH (UIMS 1992), qui étend le modèle Seeheim (Pfaff 
1985) précédemment décrit (sous-section 3.1.1.1.1). Ce modèle affine le précédent ajoutant la notion de plateforme 
de développement, en tenant compte des avantages de leurs différentes boîtes à outils. Le modèle Arch vise à limiter 
l’impact de changements technologiques sur les systèmes interactifs, notamment grâce à l’utilisation des boîtes à 
outils. Ce principe d’architecture est aussi celui du standard ARINC 661 qui vise à limiter l’impact des modifications 
d’un système avionique sur l’ensemble du système d’affichage et de contrôle des cockpits. Les cinq composants de 
cette architectures sont détaillés Figure 35 et définis ci-dessous : 
- Le noyau fonctionnel constitue la partie non interactive de l’application. Elle permet la manipulation de 
données grâce à l’exécution de fonctions spécifiques au domaine ; 
- L’adaptateur de domaine (ou adaptateur du noyau fonctionnel) consiste à rendre compatible les 
modélisations du domaine entre le noyau fonctionnel et le contrôleur du dialogue ; 
- Le contrôleur du dialogue assure le séquencement des tâches. Il décrit précisément en fonction de l’état du 
système interactif l’ensemble des tâches autorisées ainsi que l’effet de l’exécution d’une tâche sur l’état du 
système interactif ; 
 
Figure 35 - Modèle d'architecture ARCH (UIMS 1992) 
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La présentation (ou interaction logique) est une partie qui fournit au dialogue un ensemble d’objets de 
présentation (objets d’interaction sur la Figure 35), pour résoudre les différences de modélisation entre le 
contrôleur du dialogue et la présentation physique du système interactif ; 
- L’interaction physique (ou boîte à outils) représente les périphériques d’entrée-sortie. Cette partie récupère 
les événements de l’utilisateur et permet de mettre en œuvre les objets de l’espace d’interactions définis 
dans le composant présentation. 
 
De plus, le modèle d’architecture ARCH (UIMS 1992) définit trois nouveaux types d'objets qui décrivent la nature des 
informations transitant entre les composants (Figure 35) : 
- Les objets du domaine : ces objets contiennent les données provenant directement ou indirectement du 
noyau fonctionnel (par exemple, le résultat d'une requête dans une base de donnés). 
- Les objets de présentation : ces objets d'interaction sont virtuels. Ils décrivent les événements produits par 
l'utilisateur et les données qui lui sont présentées, indépendamment des techniques d'interaction 
disponibles et indépendamment de visualisation de ces informations. 
- Les objets d'interaction : ce sont des instances propres à une boîte à outils, et qui implémentent des 
techniques d'interaction et de visualisation spécifiques. 
La pratique a démontré que les composants du modèle d’architecture ARCH sont pondérés différemment et que la 
répartition de leurs fonctionnalités peut varier selon les types d'applications interactives et leur choix 
d’implémentation. Le méta-modèle Slinky (UIMS 1992) illustre la possibilité de telles variantes du modèle Arch 
(Figure 36). Il est inspiré du jouet de même nom.  
 
Figure 36 - Méta modèle Slinky (UIMS 1992)  
3.1.1.1. Les architectures linguistiques concrètes dédiées aux applications multi-touch 
Dans cette section, nous décrivons des architectures types dédiées aux applications multi-touch. Les architectures 
que nous présentons ne sont pas toutes abstraites et décrivent uniquement la prise en compte des interactions 
tactiles en entrées. De tels systèmes interactifs nécessitent de supporter des critères particuliers. Les critères décrits 
dans (Khandkar et Maurer 2010) sont initialement dédiés aux notations qui permettent la description et 
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l’implémentation des systèmes interactifs multi-touch. Néanmoins ils peuvent être définis et appliqués aux 
architectures logicielles pour les applications multi-touch comme suit: 
- La flexibilité : L’architecture doit permettre une évolution du système de manière simple. Les modifications 
doivent avoir un impact localisé et facilement identifiable. 
- « La séparation des problèmes » (separation of concerns) : L’architecture d’une application multi-touchdoit 
décomposer les couches du système de manière à ce que ces couches aient un rôle précis et délimité ; ceci 
dans le but de faciliter leur implémentation, leur modificabilité et permettre de gérer leur complexité. De 
plus, il est ainsi possible d’utiliser des notations adaptées à chaque couche. 
- L’extensibilité : L’architecture doit permettre d’enrichir les capacités multi-touch du système en prenant en 
compte l’ajout/suppression de techniques d’interaction ainsi que de périphériques d’interactions. 
- L’indépendance au hardware : Les technologies de surfaces tactiles évoluent constamment de périphériques 
d’entrées. En effet, les écrans tactiles, à la fois périphériques d’entrées et de sorties permettent de détecter 
un nombre variable de doigts. Pour chacun de ces doigts, l’écran peut fournir plusieurs types d’information, 
allant de la position au à pression exercée. Le système doit être capable de s’abstraire de ces différences et 
d’avoir un comportement approprié à chaque configuration. 
 
Figure 37 - Une architecture d'un système multi-modal (Kin, Hartmann, et al. 2012) 
L’étude de la littérature montre d’autres architectures reprenant certains de ces principes comme par exemple 
(Kammer, Freitag, et al. 2010), (Echtler et Klinker, A Multitouch Software Architecture 2008) ou encore (Echtler et 
Butz 2012). Ces dernières proposent toutes une décomposition en layer proches des architectures linguistiques 
présentées précédemment.  
En particulier, l’architecture présentée Figure 37, issue de (Kin, Hartmann, et al. 2012) expose les différentes couches 
permettant la prise en compte des événements utilisateurs, leur transformation en événements de plus haut niveau, 
leur interprétation en lien avec les widgets de l’IHM et enfin le feedback utilisateur.  
3.1.2. Modèles à agents 
Cette section s’intéresse au deuxième type d’architectures qui prédomine dans la littérature, les modèles 
d’architectures à agents. Comme les systèmes interactifs sont de plus en plus orientés objets, cette catégorie 
d’architecture se caractérise par sa méthode de décomposition de ces systèmes. Les objets de même nature y sont 
regroupés, ces architectures sont plus proches des langages de programmation à objets et donc de la majorité des 
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systèmes interactifs. Cette décomposition modulaire permet d’identifier les différents agents communicants. De 
nombreux modèles d’architectures à agents sont disponibles dans la littérature et au sein de l’industrie : Modified 
MVC, MVC 2, MVP, MVVM, PAC-Amodeus… Dans cette partie nous décrivons plus particulièrement les deux 
principales architectures. 
3.1.2.1. Model View Controller (MVC) 
Le modèle MVC (Modèle, Vue, Contrôleur) [ (Schmucker 1986), (Krasner et Pope 1988)] est l’architecture standard 
définissant l’implémentation des IHMs de l’environnement SmallTalk (Goldberg et Robson 1983). Cette architecture 
a été reprise par la suite avec de nombreux langages de programmation. Son objectif est de garantir le support à une 
conception itérative des applications qui implique une grande modificabilité et ainsi que la compatibilité avec les 
langages à objets.  
Ce modèle, illustré Figure 38, décompose les systèmes interactifs en trois composantes : 
- Le modèle : Il contient les données fonctionnelles ainsi que des objets potentiellement complexes et qui 
peuvent posséder des fonctions de base. Enfin il notifie les vues lorsque ses données sont modifiées. 
- La vue : Elle est en charge de fournir à l’utilisateur, une représentation du modèle (rendu graphique, sonore, 
. . .). Lorsqu’une vue reçoit une notification du modèle, la vue se met à jour en consultant les données du 
modèle. 
- Le contrôleur : Il interprète les événements l’utilisateur (depuis les périphériques d’entrées) et invoque les 
fonctions du modèle afin de le modifier selon les interactions de l’utilisateur. 
-  
  
Figure 38 - Modèle d'architecture MVC (Krasner et Pope 1988) 
Le modèle MVC est un modèle d’architecture générique. De nombreux modèles adaptent l’architecture MVC 
standard comme Modified MVC, MVC 2, MVP, MVVM. 
3.1.2.2. Presentation, Abstraction and Control (PAC) 
Dans cette sous-section, nous présentions le modèle PAC (J. Coutaz 1987). Ce modèle d’architecture permet de 
modéliser un système interactif comme une hiérarchie d’agents PAC (Figure 39). P, A et C (Présentation, Abstraction 
et Contrôle) sont des facettes qui représentent des points de vue différents d’une même entité. Les flèches 
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représentent le flot d’informations entre ces agents PAC. Il y a également un échange entre les facettes d’un même 
agent. 
Les trois facettes d’un agent PAC sont : 
- La partie présentation décrit les entrées et sorties de l’agent perçu par l’utilisateur (équivalent à une fusion 
contrôleur vue dans MVC) ; 
- L’abstraction représente les données et les méthodes de l’agent (équivalent au modèle dans MVC) ; 
- Le contrôleur qui assure la consistance entre l’abstraction et la présentation et permet la communication 
entre les agents. 
Une approche récursive permet de modéliser l’architecture complète d’une application interactive par une hiérarchie 
d’agents PAC. Cette hiérarchie est composée de plusieurs niveaux (ou couche) modélisant chacun un niveau 
d’abstraction diffèrent. L’agent du plus haut niveau modélise la partie noyau fonctionnel de l’application tandis que 
les agents feuilles modélisent les parties présentation qui correspondent au modèle d’architecture Seeheim de 
l’application. 
 
 
Figure 39 - Modèle d'architecture PAC (J. Coutaz 1987) 
Parmi les extensions du modèle d’architecture PAC, le modèle PAC-Amodeus (Nigay et Coutaz 1993)) est un modèle 
hybride, qui associe à la fois le point de vue linguistique (Arch) et le point de vue objet-agents(PAC). L’architecture 
résultante est illustrée par la Figure 40. 
 
 
Figure 40 - Le modèle PAC-Amodeus (Nigay et Coutaz 1993) 
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3.1.3. Patterns d’architecture 
Selon la définition de la norme ISO (ISO/IEC/IEEE 2011) une architecture, ou un pattern d’architecture, est une 
solution à un ensemble de problèmes et peut permettre de maximiser des propriétés du système logiciel dans sa 
globalité. L’ensemble de ces mécanismes est présenté dans (Bass et John, Achieving Usability Through Software 
Architectural Styles 2000). La synthèse de ce travail est présentée dans la matrice Figure 41 qui permet d’identifier 
quels patterns permettent d’améliorer telle ou telle propriété liée à l’utilisabilité du système final. 
Par exemple, utiliser une architecture qui rend indépendant les périphériques des couches supérieures du logiciel (6) 
au travers de modèles (dernière ligne de la matrice) permet, entre autres, de résoudre des problèmes plus facilement 
(colonne Supports problem solving) et permet aussi de se prémunir d’erreurs systèmes (colonne Prevents systems 
errors). 
 
 
Figure 41 - Matrice des patterns d'architectures et leurs bénéfices sur l'utilisabilité (Bass et John, Achieving Usability Through 
Software Architectural Styles 2000) 
3.2. Une notation de description d’architecture 
Dans cette section, nous décrivons, AADL (Architecture Analysis and Design Language (AADL 2012). Ce langage de 
description à la fois textuel et graphique a été standardisé en 2004 par la société SAE (Society of Automotive 
Engineers). Il permet de décrire différents composants logiciels et matériels d’une architecture. Il a pour but de 
faciliter la conception et l’analyse de l’architecture de systèmes complexes. 
Le langage AADL a principalement été utilisé pour décrire les systèmes temps réels complexes dans les domaines de 
l’avionique et du spatial. Nous l’utilisons dans cette thèse afin de représenter les différents composants du système 
sur lesquels se base notre étude de cas. 
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Tableau 6 - Composants AADL utilisés dans la thèse 
Nous avons adapté cette notation pour le domaine d’application du cockpit en ajoutant une représentation du pilote, 
de ses interactions avec le système ainsi qu’un symbole «engrenage » pour représenter le traitement des données. 
Le Tableau 6 décrit les composants et les connexions en AADL utilisés par la suite. 
3.3. Exemple d’application aux systèmes embarqués critiques : 
l’architecture logicielle du Cockpit Display System de l’A380 
Dans cette section, nous décrivons une architecture logicielle d’un système interactif embarqué critique : celle du 
système principal du cockpit de l’Airbus A380. 
 
  
Figure 42 - Architecture de communication ARINC 661 DU/UA de l’A380 extraite de (Fayollas, et al. 2014) 
La Figure 42 schématise l’architecture du CDS de l’Airbus A380 ainsi que les échanges entre les différents composants 
(CDS-UAs). Cette architecture est conforme au standard ARINC661 et est caractéristiques des cockpits interactifs 
dans les avions civils commerciaux d’aujourd’hui.  
Le système de l’A380 est composé d’un serveur et de plusieurs UAs clientes. Le serveur est lié aux périphériques 
d’entrées et de sorties. Il abrite une librairie de widgets qui lui permet d’instancier au démarrage, les IHMs des UAs. 
De plus, il fait le lien entre les actions pilotes sur les KCCUs, leur correspondance sur les widgets des IHMs et génère 
les événements ARINC 661 correspondants à destination des User Applications. Les User Applications sont, quant à 
elles, en lien avec le serveur et le(s) système(s) qu’elles représentent. Une UA régit le comportement des IHMs 
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du(des) système(s) au(x)quel(s) elle est rattachée ; elle commande, via les actions pilotes, le(s) système(s) en 
question. Lorsqu’elle reçoit un événement, son comportement déclenche les commandes nécessaires pour le 
système concerné et met à jour son IHM via une commande de type « setParameter » selon le standard ARINC 661. 
Lorsqu’il reçoit une commande « setParameter », le serveur complète la boucle en produisant le feedback visuel 
correspondant à l’évolution du widget modifié par l’évolution de l’UA. Le standard ARINC 661 (ARINC 661 2013) ne 
décrit pas l’apparence (look and feel) des widgets. Il appartient à chaque industriel de définir le Look&Feel de ses 
widgets au travers d’un document dont ils ont la propriété. 
 
 
Figure 43 - Exemple d'architecture Web 
L’architecture d’un CDS avec ses UAs et son principe de fonctionnement sont basés sur une logique de clients/serveur 
comparable à certaines architectures Web. La Figure 43 décrit une architecture Web existante constituée d’un 
serveur (« Web server ») et d’un client (« Browser »). Il s’agit ici d’échanger des données entre un serveur qui les 
contient et un client qui les affiche et les manipule. Dans le cas de l’ARINC 661, le CDS fourni ce service d’affichage 
et d’interactivité. Aussi correspond-il à la partie « Browser» de la Figure 43. De plus, comme il contient les Definition 
Files (DF) de chaque application et la librairie de widgets, le CDS englobe donc aussi les éléments « HTML » et « CSS » 
de l’architecture web Figure 43. Enfin, les composants restants du « Web server » constituent une UA. 
3.4. Synthèse  
Dans ce chapitre, nous avons présenté les principaux modèles d’architectures logicielles. Leur objectif est de 
proposer des solutions d’implémentations pour les systèmes interactifs grâce à différentes décompositions 
fonctionnelles ou structurelles. Les deux principales familles d’architectures sont celles basées sur des modèles 
linguistiques et celles basées sur les modèles à agents. Cependant, au travers des architectures présentées, nous 
n’avons pu trouver d’exemples qui prennent en comptent les problèmes liés aux applications multi-touch, comme 
l’instanciation dynamique de périphériques d’entrées ou encore la reconfiguration des techniques d’interaction qui 
se basent sur ces mêmes périphériques. La suite de nos travaux doit donc proposer une architecture générique pour 
les interactions multi-touch dans les systèmes interactifs. 
Ensuite, nous avons illustré, au travers du CDS de l’A380, une architecture d’un système critique. Elle est le résultat 
d’un processus de développement qui prend en compte les aspects interactifs et la criticité d’un tel système. Le 
chapitre suivant décrit donc les différents processus qui permettent de concevoir les applications qui se basent sur 
les architectures que nous venons d’aborder. 
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Chapitre 4 : Les processus de développement 
 
Résumé du chapitre 
 
Ce chapitre présente les principaux processus de développent existant dans la littérature. Ces 
processus permettent de fournir un support au développement de systèmes (informatiques ou 
non) selon plusieurs propriétés. 
 
Dans un premier temps, ce chapitre traite des processus génériques. Nous décrivons ensuite les 
processus dédiés aux systèmes interactifs. Puis nous abordons les processus interactifs qui 
traitent des systèmes critiques. 
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Au travers des sections précédentes, nous avons présenté les principaux types de notations formelles pour la 
description d systèmes interactifs. Ensuite nous avons explicité les principaux modèles d’architectures logicielles qui 
permettent de structurer ces systèmes interactifs. Dans ce chapitre, nous décrivons au travers de quels processus de 
développement, les applications peuvent être produites.  
Dans le contexte de ce manuscrit, le développement d’un logiciel signifie une suite d’étapes et d’activités nécessaires 
mises en œuvre pour produire un système logiciel.  
 
L’état de l’art proposé dans ce chapitre repose sur les travaux de (Ladry, Une notation et un processus outillé pour le 
développement de systèmes interactifs multimodaux critiques 2010) et (Martinie De Almeida 2011). Ce chapitre 
traite des différents types de processus de développement logiciels et s’articule selon trois sections : 
- La section 4.1 décrit les processus de développement logiciels génériques, c’est-à-dire qui ne présupposent 
pas de la nature du logiciel à produire et peuvent s’appliquer à d’autres domaines que l’informatique. 
- La section 4.2 se focalise sur la description des processus de développement qui traitent des systèmes 
interactifs. Ces processus mettent une plus grande importance aux aspects liés à l’utilisabilité du système 
par des utilisateurs. 
- La section 0 explicite les principaux processus liés aux systèmes critiques qui se concentrent 
particulièrement sur la fiabilité de ces systèmes. 
4.1. Les processus de développement génériques 
Dans cette section, nous décrivons les principaux types de processus de développement génériques afin d’identifier 
leur bonne applicabilité aux différents types de systèmes. 
4.1.1. Les processus séquentiels 
Les processus séquentiels identifient un certain nombre d’étapes à franchir pour évoluer dans le développement des 
systèmes. Ces étapes sont liées au travers d’une séquence unique ( (Royce 1987)) ou qui permettent de revenir à des 
étapes antérieures ( (McDermid et Ripken 1983)). 
4.1.1.1. Processus de développement en cascade 
Le processus de développement en cascade présenté par la Figure 44, a été définit par (Royce 1987), comme une 
séquence ordonnée d’activités permettant à chaque activité de bénéficier des concepts et des artefacts produits par 
l’activité précédente. 
 
  
Figure 44 - Processus de développement en cascade (Royce 1987) 
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La principale limitation liée à ce processus de développement réside dans la chronologie des activités qui ne permet 
pas de prendre en compte l’ensemble des problèmes durant les premières étapes. En effet, des problèmes 
d’utilisabilité, des problèmes techniques ou des évolutions de besoins ne sont potentiellement détectés que très tard 
dans le développement du système. C’est notamment le cas lors de tests utilisateurs qui ne découvrent le système 
que tardivement.  
Afin d’assurer une meilleure couverture lors de chaque activité, des versions plus récentes de ce cycle introduisent 
une activité de vérification au sein de toutes les étapes (McConnell 1996). 
Ce processus en cascade est aujourd’hui utilisé dans des projets de très grande envergure pour lesquels une 
spécification solide des besoins est nécessaire, rendant peu probable la redéfinition de ceux-ci. Cependant, quel que 
soit le système développé, des retours dans ce processus sont toujours observés. 
4.1.1.2. Processus de développement en V 
Le processus de développement en V, présenté Figure 45 (McDermid et Ripken 1983) décompose le processus de 
développement afin qu’à chaque étape de la partie descendante du V (gauche) corresponde une étape de vérification 
dans la partie remontante (droite). Ainsi trois catégories d’étapes se dégagent :  
- Les étapes de la phase descendante permettent de raffiner des besoins, des exigences haut niveau en 
spécifications détaillées pour l’implémentation de l’application. 
- Le codage de l’application (la base du V) correspond à l’implémentation du système. 
- Les étapes de la phase ascendante, (le bras droit du V), correspondent à la vérification de la phase 
descendant à laquelle elles associées. Elles permettent de vérifier sur l’application, l’adéquation avec ses 
différents niveaux de spécification. 
 
Figure 45 - Processus de développement en V (McDermid et Ripken 1983) 
Le processus de développement en V est l’un des plus répandu grâce notamment à un certain équilibre entre la 
flexibilité et sa structure qui lui permet de passer à l’échelle. 
Cette approche apporte un support éprouvé pour la traçabilité des choix de conception et des exigences du système 
tout au long du cycle de développement. Ainsi, combinées à d’autres moyens, elles sont actuellement utilisées dans 
le domaine des systèmes critiques (section 0). Cependant, elles ne permettent pas la prise en compte de l’utilisabilité 
des systèmes développés. 
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4.1.2. Les processus itératifs et/ou incrémentaux 
Cette section décrit les processus incrémentaux et itératifs conçus pour palier à la nature trop rigide des processus 
séquentiel présentés précédemment. 
4.1.2.1. Processus de développement en spirale 
Le processus de développement en spirale (Boehm 1986) consiste en une suite sur quatre étapes (Figure 11) dont le 
contenu évoluera au fil des itérations, mais dont la nature est définie comme suit :  
- Définition des objectifs, des différents choix possibles et des contraintes du projet 
- Évaluation des choix (design, conception, implémentation) pour tenir compte à la fois des besoins et des 
contraintes établies durant l’étape précédente : cette phase comporte un travail de prototypage qui sera de 
plus en plus opérationnel au fur et à mesure des itérations 
- Conception d’une solution : Il s’agit de développer la solution identifiée comme la meilleure des alternatives 
étudiées au vue des phases précédentes : cette phase englobe les étapes de conception et de vérification 
déjà observées dans les cycles de développement en cascade et en V (spécification, conception préliminaire 
puis conception détaillée, tests unitaires puis tests d’intégration et déploiement). 
- Planification de la phase suivante : cette étape permet notamment l’affectation des tâches à réaliser au sein 
de l’équipe de conception. 
 
 
Figure 46 - Processus de développement en spirale (Boehm 1986) 
Une des particularités de ce processus de développement réside dans le fait qu’il permet ainsi d’explorer plusieurs 
choix différents (conception, implémentation). Son principe repose sur une définition itérative des besoins. Ces 
itérations permettent un degré de raffinement permettant la prise de décision. La conception se déroule selon un 
processus de développement en cascade ou en V. 
Bien qu’il prenne en compte l’utilisabilité finale du système développé, ce cycle de développement est long et 
coûteux à mettre en place et surtout ne permet pas forcement de définir un planning prévisionnel fiable. 
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4.1.2.2. Rational Unified Process 
Le processus de développement Rational Unified Process (Kruchten 2003) (que nous notons « RUP » par la suite) est 
dédié aux systèmes logiciels. Son but est de garantir la production d’un logiciel qui réponde aux besoins des 
utilisateurs. RUP est un processus qui combine une démarche incrémentale et itérative avec des techniques de 
modélisations. En effet, un projet est séquencé en itérations de courte durées produisant chacune une version 
incrémentale et exécutable de l’application. Ensuite, le processus RUP repose sur une modélisation de l’architecture 
logicielle au travers de la notation UML (Unified Modeling Language), (OMG Unified Modeling Language (OMG UML), 
Infrastructure,Version 2.4.1 s.d.). 
 
 
Figure 47 - Processus de développement RUP (OMG Unified Modeling Language (OMG UML), Infrastructure,Version 2.4.1 s.d.) 
La Figure 12 présente une vue d’ensemble du processus. Afin de combiner les aspects itératifs et séquentiels, le 
processus est décomposé en deux dimensions : 
- Le temps est représenté selon l’axe horizontal. Il permet de décomposer la chronologie du processus en 
différentes phases, chacune de ces phases étant elle-même composée d’une ou plusieurs itérations  
- Les disciplines sont représentées selon l’axe vertical. Cette dimension regroupe aussi les différents acteurs 
du processus autour de la production de certains artefacts au cours d’activités telles la modélisation des 
processus de gestion, les exigences, la conception et analyse, l’implémentation, les tests, le déploiement, la 
gestion de projet, la gestion des changements et l’environnement. 
Ce processus proposé par IBM4 est aussi outillé de manière à ce qu’il soit une approche «clef en main». L’écosystème 
d’outils mis en place pour supporter le processus est propriété d’IBM et engendre des couts importants liés aux 
achats de licences. 
4.1.2.3. Méthodes AGILES 
Les méthodes AGILE (Cockburn 2002) ont été officialisées en 2001 par le Manifeste Agile (Manifesto for Agile 
Software Development s.d.). Ces méthodes regroupent des processus dont le but est de développer des systèmes 
                                                                
4 http://www-01.ibm.com/software/awdtools/rup/  
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applicatifs qui satisfassent les clients en les impliquant tout au long de ces processus. Ces méthodes reposent et 
promeuvent quatre valeurs fondamentales : 
- L'équipe (« Personnes et interaction plutôt que processus et outils ») 
- L'application (« Logiciel fonctionnel plutôt que documentation complète ») 
- La collaboration (« Collaboration avec le client plutôt que négociation de contrat ») 
- L'acceptation du changement (« Réagir au changement plutôt que suivre un plan ») 
Parmi les méthodes AGILE, les méthodes les plus répandues sont SCRUM pour la gestion du développement et 
eXtreme Programming pour la programmation logicielle. De par leur nature itérative et incrémentale et par 
l’implication qu’elles requièrent de la part du client, sont intéressantes pour maîtriser les coûts et temps de 
développement et améliorer la satisfaction du client. Cependant, elles ne fournissent aucun cadre pour s’assurer de 
la fiabilité ou de l’utilisabilité du produit livré. 
4.1.2.3.1. La méthode SCRUM 
Le processus régi par la méthode SCRUM (Schwaber et Beedle 2001) consiste à régir et suivre l’avancement du 
développement logiciel. Son principe est de segmenter le développement en « Sprints ». Ces sprints correspondent 
au développement d’une fonctionnalité ou à la résolution d’un bug et durent entre trois et quatre semaines de façon 
à assurer une évolution rapide et flexible. Cette segmentation est présentée Figure 48. Pour déterminer le calendrier 
de ces sprints, un représentant du client est nommé propriétaire du produit (product owner). Il est responsable de 
transmettre à l’équipe en charge du projet son orientation du projet, de définir les fonctionnalités et de suggérer 
l’ordre dans lequel ces fonctionnalités devraient être développées de manière à produire un logiciel qui réponde au 
mieux aux besoins clients tout au long des sprints. Pour ce faire, le product owner consigne ces informations dans le 
carnet de produit (product backlog) qui constitue une liste d'éléments, correspondant aux besoins ou fonctionnalités 
désirées par le propriétaire du produit. Ces éléments y sont ordonnés selon la valeur d'affaire accordée par le 
propriétaire du produit. Cette pondération est fonction du retour sur investissement (ROI), de la criticité d'une 
fonctionnalité dans le système ou pour les utilisateurs, du coût en effort de développer la fonctionnalité, etc. Le 
carnet de produit constitue un moyen de communication efficace entre les différents membres de l’équipe de par 
son contenu et sa visibilité de tous. Ce carnet est, de plus, modifiable au court du développement du logiciel afin 
d’assurer une meilleure adéquation avec les besoins. Les versions incrémentales du logiciels sont donc livrées 
rapidement et selon la plus grande valeur ajoutée à la fin de chaque sprint, selon les critères du propriétaire du 
produit.  
Cette approche de développement est fortement centrée sur les besoins du client mais, dans le cas où le client n’est 
pas l’utilisateur final, elle ne prend pas en compte l’utilisabilité du produit. 
 
 
Figure 48 - Déroulement des phases de développement logiciel avec l’approche SCRUM (Schwaber et Beedle 2001) 
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4.1.2.3.2. L’eXtreme Programming 
L’eXtreme Programming (XP) (Beck 2000) (présentée sur la Figure 49) propose un processus itératif ainsi qu’un 
ensemble d’activités techniques destinées à guider la production du logiciel. Ces activités sont : 
- Les scenarii utilisateurs (user stories) sont équivalents des cas d’utilisation définis par UML mais en langage 
naturel et se substituent spécifications des clients. Ces scenarii utilisateurs permettent l’évaluation (par les 
concepteurs) et choisissent les scénarii à intégrer dans la prochaine itération ce qui permet aux concepteurs 
d’évaluer la durée de la prochaine itération.  
- Transition architecturale : permet de repartir des versions précédentes du logiciel. 
- Itération : Une itération sur une fonctionnalité ne doit pas durer plus de trois semaines. Une itération est 
composée des phases suivantes  
o La planification release : cette phase consiste à réunir les acteurs du développement su système et 
définir les scenarii implémentés ainsi que les tests associés. 
o Transition : cette étape permet de reboucler rapidement et de modifier le planning en cas de 
besoin. 
- Test d’acceptance : Ces tests permettent de vérifier la conformité du logiciel vis-à-vis des spécifications 
systèmes elles-mêmes définies grâce aux scenarii. Un test représente donc l’évaluation d’un comportement 
spécifique attendu du système. Le succès de tous les tests unitaires d’un scénario permet la validation de ce 
scénario. Lorsque les tests sont réalisés avec succès pour un scenario, la version courante de l’application 
est mise à jour avec ses dernières fonctionnalités (small releases). 
 
 
Figure 49 - Processus de développement eXtreme Programming (Beck 2000) 
L’eXtreme Programming définit en plus du processus de conception des règles et des pratiques à associer au 
processus (planification, codage, conception et tests). Le principal avantage de cette méthode est sa facilité de mise 
en œuvre, son faible coût, ainsi que la fréquence élevée des itérations qui amène à des versions rapidement livrées. 
Le temps est principalement investi dans les aspects techniques: développement et tests.  
La principale limitation de ce processus réside dans le fait qu’il ne couvre pas les phases en amont et aval au 
développement comme la capture des besoins utilisateurs, le support et la maintenance. 
4.1.3. Les approches basées sur l’ingénierie dirigée par les modèles 
L’Ingénierie Dirigée par les Modèles (IDM) ou « Model Driven Engineering » (Schmidt 2006) permet de modéliser de 
définir les types de modèles qui sont utilisés pour la modélisation des applications que l'on souhaite créer de manière 
indépendante de l'implémentation cible (niveau matériel ou logiciel). Cette approche vise à améliorer la productivité 
ainsi que l'évolutivité (le développement d'un nouveau module, l’implémentation sur une nouvelle plate-forme) liés 
au développement des systèmes informatiques. L’IDM fait l’objet de nombreuses recherches dans le domaine de 
l’IHM (Hussmann, Meixner et Zuehlke 2011) mais aussi dans le domaine du génie logiciel. (Selby 2009) identifie les 
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principes importants pour la conception de systèmes critiques complexes et décrit comment la modélisation en fait 
partie. 
 L’IDM est composée de trois types de modèles. Les modèles indépendants de l’implémentation (PIM - Platform 
Independent Model) sont associés à des modèles de plate-forme (PM - Platform Model) et transformés pour obtenir 
un modèle d'application spécifique à la plate-forme (PSM - Platform Specific Model). Des outils de génération 
automatique de code permettent ensuite de déployer le programme directement à partir des modèles. 
 
Les étapes d’une approche incrémentale de l’ingénierie des modèles sont décrites par (Martinie De Almeida 2011) 
et repose sur des activités allant du prototypage à la validation du système et ses évolutions. (Martinie De Almeida 
2011) met notamment en évidence le manque de description de l’analyse des besoins ; et l’utilité des modèles 
(outillés) qui permettent la gestion de la complexité des systèmes. 
4.1.4. ISO/IEC - IEEE 12207 : recommandations pour les processus de développement 
Dans cette section, nous présentons brièvement la norme (ISO/IEC/IEEE Standard for Systems and Software 
Engineering - Software Life Cycle Processes 2008). Cette norme standardise le cycle de vie des systèmes 
informatiques et identifier les différentes parties prenantes impliquées. Ce standard intègre le logiciel comme une 
partie intégrante du système et de ses processus de conception. La Figure 50 classifie les différents types de 
processus supportant le développement de systèmes informatiques.  
 
 
Figure 50 - Cadre conceptuel des processus de développement issu du standard ISO/IEC-IEEE 12207 :2008 
Cette norme a pour but de donner des recommandations quant à l’établissement d’un processus de développement 
d’un système, mais sans contraindre la succession des étapes dans le nouveau processus en question. 
De plus, ce standard définit la notion de vue processus (« Process view ») qui permet de personnaliser le processus 
global en fonction des objectifs de développement du système. Par exemple, dans le cas d’un système interactif 
centré utilisateur, si la vérification de la propriété d’utilisabilité est l’objectif principal lors de la conception du 
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système, ce standard propose d’appliquer d’autres standards IEEE fournissant des recommandations 
supplémentaires sur les processus de développement centrés utilisateurs. Ainsi, le standard ISO TR 18529 (ISO TR 
18529:2000 Ergonomics of human system interaction: Human-centred lifecycle process description. 2000) est 
recommandé pour la mise en place d’un processus de développement centré utilisateur.  
4.2. Les processus de développement dédiés aux systèmes interactifs 
Les systèmes interactifs se différencient des autres systèmes par la présence d’un ou plusieurs utilisateurs. Ainsi, les 
processus dédiés aux systèmes interactifs doivent prendre en compte ces utilisateurs et donc intégrer des nouvelles 
étapes dont en particulier :  
- L’analyse des besoins utilisateurs : Cette étape permet de décrire les besoins liés aux activités/tâches des 
utilisateurs, de leur comportement afin de concevoir un système qui leur corresponde. 
- Le prototypage du système et son évaluation informelle: Ces étapes ont pour but de confronter l’utilisateur 
à des versions intermédiaires du système tôt dans le processus de développement, avant que le 
développement ne devienne trop couteux pour mettre le système en adéquation avec les besoins 
utilisateurs. 
Les techniques courantes employées dans la conception centrée utilisateur sont décrites par (Dix, et al. 2003). Enfin, 
les recommandations relatives aux processus de développements des systèmes interactifs (ISO), sont synthétisées 
dans (Martinie De Almeida 2011). 
Les sections suivantes décrivent les principaux processus de développement dédiés aux systèmes interactifs. 
4.2.1. Le processus de développement en étoile 
Le processus de développement en étoile, présenté Figure 51 est décrit par (Hartson et Hix 1989). Il repose sur une 
évaluation des livrables à la fin de chaque itération de chaque étape. Sur le schéma, chaque flèche aller-simple 
représente un point d’entrée possible dans le processus, et les flèches aller-retour représentent la nécessité d’une 
évaluation après chaque phase. Ainsi les phases du processus constituent les branches de l’étoile. 
 
 
Figure 51 - Processus de développement en étoile (Hartson et Hix 1989) 
Ce processus, particulièrement ouvert, est très flexible mais ne décrit pas la séquence des activités à réaliser afin de 
compléter le processus. 
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4.2.2. Le processus de développement en couches 
Le processus en couches de (Curtis et Hefley 1994) repose sur une séparation en deux parties de chaque phase du 
développement des systèmes interactifs. La Figure 52 illustre les activités de la partie développement logiciel au sens 
classique ((« SOFTWARE ENGINEERING », partie de droite) et de la partie interaction Hommes-Machines (« USER 
INTERFACE ENGINEERING », partie de gauche). Ainsi, à chaque phase du processus, les activités des deux points de 
vue sont mises en relations précisément. 
 
 
Figure 52 - Processus de développement en couches (Curtis et Hefley 1994) 
4.2.3. Le processus de développement en cercle 
A la différence du processus en couches (section précédente : 4.2.2), le processus de développement en cercle 
(Collins 1995) présenté Figure 53 est un processus itératif. Ce processus repose d’avantage sur l’analyse des tâches 
utilisateurs que les processus précédents et reconnaît l’importance de cette étape clé dans une conception centrée 
sur l’utilisateur. Ce processus décrit les relations entre facteurs humains et génie logiciel et leur intégration au sein 
d’un processus commun. En revanche, ce processus ne décrit pas explicitement les moyens précis de développer un 
système interactif. 
 
 
Figure 53 - Processus de développement en cercle (Carr 1994) 
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4.2.4. Le processus itératif-cyclique 
Le processus de développement itératif-cyclique (Rauterberg 1992) est un processus participatif centré sur 
l’utilisateur. Il est composé de quatre quadrants (Figure 54) : 
- En haut à gauche : L’analyse permet de recueillir les exigences utilisateurs au travers de l’analyse de leurs 
tâches. 
-  En bas à gauche : La spécification de l’interface est créée ainsi que la description conceptuelle et 
organisationnelle de l’interface 
- En bas à droite : L’implémentation permet de développer l’application. 
- En haut à droite : Les essais et la validation permettent de s’assurer que les exigences utilisateurs sont 
vérifiées. 
 
 
Figure 54 - Processus de développement itératif-cyclique (Rauterberg 1992) 
Comparé aux processus précédemment décrit, le processus de développement itératif-cyclique identifie les activités 
liées: 
- Aux exigences de l’utilisateur final en phase d’analyse des besoins 
- A l’utilisation de prototypes dans la phase de spécification 
- A la spécification formelle dans la phase de spécification 
- Aux tests d’utilisabilité en phase de validation 
Ce processus privilégie l’utilisabilité des systèmes interactifs au détriment de leur fiabilité pour lesquelles il ne 
propose pas de support. En effet, la spécification formelle n’est indiquée que pour la description des fonctions haut-
niveau et non pour la description du système dans son intégralité. 
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4.2.5. Le processus User-Centered System Design 
Cette section décrit le User-Centered System Design (UCSD) (Göransson, Gulliksen et Boivie 2003) qui est un 
processus qui permet d’identifier les potentiels problèmes d’utilisabilité tout au long du processus de développement 
et plus généralement tout au long du cycle de vie du système. Ce processus implique donc les utilisateurs travers de 
ses étapes itératives et incrémentales ainsi qu’une équipe pluridisciplinaire avec notamment des experts en 
utilisabilité.  
 
 
Figure 55 - Usability Design Process (Göransson, Gulliksen et Boivie 2003) 
Ce processus met en valeur les éléments suivants : 
- L’orientation utilisateur. 
- L’engagement actif de l’utilisateur : dès le début du processus et tout au long de celui-ci. 
- Le développement itératif et incrémental. 
- La représentation simple du développement : compréhensible par les utilisateurs et les autres parties 
prenantes. 
- La mise en place de prototypes. 
- Les objectifs d’utilisabilité doivent conduire le développement. 
- Les activités de développement explicites et claires. 
- Le processus de développement devra être conduit par une équipe pluridisciplinaire comprenant 
notamment des experts en utilisabilité pour toute la durée du processus. 
- Un développement holistique : développement en parallèle des aspects qui influenceront la future 
utilisation. 
- Une customisation du processus selon l’organisation. 
Ce processus vise à donner la même importance au design d’interaction, à l’analyse et à l’évaluation. Ce processus 
peut être divisé en trois phases (Figure 55) : l’analyse des besoins, la conception du logiciel avec un développement 
itératif, et le déploiement. Ce processus impose de livrer un Usability Design Guide, qui recueille les résultats de 
l’analyse des besoins ainsi que les différents choix de conception durant le processus. 
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Durant la phase d’analyse des besoins, l’équipe se consacre à la compréhension des objectifs de l’entreprise, des 
tâches et des besoins des utilisateurs finaux et établit les objectifs du système du développement et d’utilisabilité. 
Cette partie évolue continuellement durant le processus de développement tant que des informations nécessaires 
peuvent y être ajoutées.  
La deuxième phase se décompose en trois boucles itératives principales : le design conceptuel, le design d’interaction 
et le design détaillé.  
Enfin la phase de déploiement contient les différentes aides à l’utilisation du système : manuels, aides en ligne, 
entrainements. Cette phase n’est pas nécessairement finale. Elle peut simplement être la fin d’un cycle de ce 
processus itératif. Le déploiement à chaque cycle permet de présenter des sous-parties du système et donne 
l’opportunité de réaliser des ajustements sur le système ou le processus. 
Malgré son objectif en termes d’utilisabilité, ce processus ne traite pas de certaines phases de conception. Il doit 
donc être intégré dans un autre processus plus complet. 
4.3. Les processus de développement dédiés aux systèmes critiques 
De par leurs caractéristiques, les systèmes critiques développement nécessitent des étapes supplémentaires dédiées 
à la satisfaction des propriétés de sûreté et fiabilité. Par rapport aux approches et processus génériques présentés 
dans les sections précédentes, des étapes détaillées de vérification, validation et certification sont nécessaires 
(Storey 1996). 
4.3.1. DO 178 C 
Pour le développement de logiciels embarqués dans des avions de lignes, le processus de référence d’un point de 
vue légal est défini le standard (DO-178C 2011). Ce processus est présenté en Figure 56 provenant d’une 
documentation Esterel sur ce standard. 
 
 
Figure 56 - Processus de développement lié au standard (DO-178C 2011) 
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Ce processus est composé de quatre phases : 
- La phase d’analyse des exigences (« SW Requirements process ») qui conduit à la définition des exigences 
logicielles de haut niveau (HLR) 
- La phase de design (« SW Design process ») dont ressortent les exigences logicielles de bas niveau (LLR) ainsi 
que l’architecture du logiciel à partir des exigences de haut niveau(HLR) 
- La phase de codage (« SW Coding process ») qui produit le code source et le code de l’application  
- La phase d’intégration (Integration Process) qui fournit le code exécutable et lie le logiciel au système 
intégré. 
Les exigences logicielles de haut niveau (HLR) sont produites directement par l'analyse des exigences du système et 
l'architecture du système. Elles comportent des spécifications d'exigences fonctionnelles et opérationnelles, les 
contraintes de mémoire, les interfaces entre les différents composants, qu’ils soient matériels ou logiciels ainsi que 
les détections de panne et les exigences de sécurité. Les HLR sont ensuite développées au cours du processus de 
conception de logiciels, produisant ainsi l'architecture logicielle et les exigences de bas niveau (LLR). Il s'agit 
notamment des descriptions des entrées / sorties, les données et les flux de contrôle, la limitation des ressources, la 
planification et des mécanismes de communication, ainsi que des composants logiciels. 
Grâce au processus de codage, les exigences bas-niveau sont mises en œuvre sous forme de code source. Le code 
source est compilé et lié par le processus d'intégration en un code exécutable lié à l'environnement cible. À toutes 
les étapes, la traçabilité est requise: entre les exigences du système et HLR, HLR et LLR, entre LLR et le code, et aussi 
entre les essais et les exigences.  
De plus, le standard DO-178C fournit des lignes directrices pour les processus de vérification du logiciel, de gestion 
de la configuration du logiciel et d’assurance qualité du logiciel. 
4.3.1.1. Application du processus DO-178 à Airbus 
Le processus de développement appliqué par Airbus pour le développement des logiciels embarqués critiques est 
schématisé Figure 57. Ce processus reprend les différents niveaux de spécifications jusqu’à la production du logiciel 
lui-même.  
Ce processus assure une traçabilité des exigences de haut niveau de l’avion depuis la conception jusqu’aux étapes de 
vérifications et de validation pour aboutir à la certification du logiciel. 
 
 
Figure 57 - Processus de développement Airbus DO-178 
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4.3.2. ESA PSS-05 
Le processus de développement PSS-05 (ESA PSS-05-0. Software Engineering Standards 1994), nommée « Software 
Engineering Standard », est mise en œuvre pour différents projets de l’ESA (European Space Agency). Ce standard 
décrit les étapes nécessaires au développement et à la maintenance d’applications logicielles. 
 
 
Figure 58 - Processus de développement issu de la norme PSS-05 (ESA PSS-05-0. Software Engineering Standards 1994) 
Le processus de développement issu de la norme PSS-05 (ESA PSS-05-0. Software Engineering Standards 
1994)(présenté en Figure 58) de l’ESA (European Space Agency) est composé de six phases : 
- La définition des exigences utilisateurs (UR), 
- La définition des exigences logicielles (SR), 
- La conception de l’architecture (AD), 
- La conception détaillée et la production (DD) 
- Le transfert (TR), 
- La phase d’opérations et maintenance (OM). 
La particularité de ce processus par rapport aux processus déjà mentionnés réside dans l’explicitation des phases de 
transferts et de maintenances lors de l’utilisation réelle du logiciel. Le détail de chacune de ces phases est explicité 
dans (Martinie De Almeida 2011). 
4.3.3. Spécificité des systèmes critiques : la certification 
Les responsables de la conception et du développement d’un système critique doivent démontrer que le système est 
suffisamment sûr pour que les autorités de certification émettent l’autorisation de mise en circulation du système. 
Storey (Storey 1996) indique trois aspects techniques importants pour accéder aux phases de certification : 
- La démonstration que les risques majeurs ont été identifiés et pris en compte. 
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- La preuve que le système est conforme aux standards en vigueur. 
- L’argumentation montrant que le système est sûr et qu’il le restera au cours de son cycle de vie. 
Les étapes-clés des approches de développement des systèmes critiques fournissant un support pour les phases de 
certification sont : la vérification, la validation et le test. 
La vérification permet de démontrer que les ressources produites par une phase du cycle de développement sont 
conformes aux exigences soumises en entrée de cette phase du cycle.  
La validation permet de démontrer que les exigences émises au début du cycle de vie du cycle de développement 
sont appropriées et cohérent avec les besoins du client et/ou de l’utilisateur. 
Le test est une manière de vérifier et valider tout ou partie du système (les revues de spécifications et de code en 
sont d’autres). Dans le cas d’un système interactif, il est impossible de couvrir toutes les possibilités de combinaisons 
d’interactions avec le test. Ainsi, la modélisation formelle est une activité de plus en plus utilisée et faisant l’objet de 
nombreuses recherches (Miller, et al. 2006) 
4.4. Un processus de développement dédié aux systèmes interactifs 
critiques 
Les processus de développement décrits dans les sections suivantes ne prennent pas en compte simultanément les 
aspects interactifs et critiques des systèmes sur lequels ils sont appliqués. Dans cette section, nous décrivons donc 
un processus de développement qui prend en compte ces problèmes. Ce processus (Martinie, Palanque et Navarre, 
et al. 2012)est présenté en Figure 59. 
 
 
Figure 59 - Un processus de développement dédié aux systèmes interactifs critiques (Martinie, Palanque et Navarre, et al. 
2012) 
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Ce processus de développement se décompose en quatre activités principales : 
- l’analyse des besoins, 
- la conception du système critique interactif, 
- le développement des programmes de formations 
- le déploiement du système. 
Ce processus permet, de plus, d’utiliser les avantages des modèles de tâches dans les activités de conception des 
systèmes interactifs critiques. Ceci permet de modéliser les activités des utilisateurs et de garantir : 
- qu’elles correspondent aux besoins de ces derniers, 
- que le système permet de les réaliser, en tenant compte des cas d’utilisation.  
Enfin, ce processus de développement repose sur l’utilisation de notations formelles ce qui permet de l’envisager 
pour les futurs développements de systèmes interactifs utilisant des techniques d’interaction multi-touch. C’est, à 
notre connaissance, le seul processus qui prenne en compte l’ensemble de ces problèmes, ainsi ques les aspects liés 
à la formation des utilisateurs. 
Les travaux de cette thèse n’ont pas mis en défaut ce processus de développement. Au contraire, nous avons proposé 
dans (Hamon, Palanque et Deleris, et al. 2012), un exemple concret de l’étape 7 (Figure 59) pour la spécification des 
techniques d’interaction multi-touch. Nous ne détaillerons pas ce processus, celui-ci ne faisant pas directement 
partie du périmètre de cette thèse. Cette contribution scientifique a été réalisée afin de rendre possible la suite de 
nos travaux. Pour cette thèse, nous considérons donc que le processus (Martinie, Palanque et Navarre, et al. 2012) 
est applicable aux systèmes critiques qui proposent des techniques d’interaction multi-touch. 
4.5. Synthèse 
Dans ce chapitre, nous avons présenté les principaux processus de développement. La grande majorité de ces 
processus se divise en deux familles : les processus pour les systèmes interactifs et les processus pour les systèmes 
critiques. (Martinie, Palanque et Navarre, et al. 2012) illustre comment ces deux familles ne permettent pas, 
séparément, le bon développement d’un système interactif critique. De plus, (Martinie, Palanque et Navarre, et al. 
2012) propose un processus de développement qui fusionne ces deux familles en un seul processus qui est donc 
dédié aux systèmes interactifs que nous ciblons. Nous n’avons pas, à ce jour, déterminé de spécificités des interfaces 
multi-touch qui ne nous permettent pas d’utiliser un tel processus. Néanmoins, la réalisation en détail de ce 
processus pourra être amenée à s’adapter à notre domaine d’application, tout en restant compatible avec le 
processus original.  
 
Ainsi au terme de cette première partie, nous avons défini notre domaine d’application. Cette analyse a démontré la 
nécessité d’utiliser une notation formelle pour décrire de manière exhaustive et non ambiguë les techniques 
d’interaction multi-touch, objets de nos recherches. Ensuite nous avons proposé une décomposition de ces 
techniques d’interaction. Puis nous avons analysé les différentes notations qui permettent de décrire des systèmes 
interactifs. Nous avons mis cette analyse en perspective avec les propriétés des techniques d’interaction multi-touch 
afin de déterminer l’ensemble des notations, ayant un pouvoir d’expression suffisant pour décrire ces techniques 
d’interaction. Ceci nous a conduit à baser nos travaux sur la seule notation qui vérifie tous ces critères : ICO (Navarre, 
Palanque et Ladry, et al. 2009). Cette notation est, de plus, applicable dans le processus proposé par (Martinie, 
Palanque et Navarre, et al. 2012) qui permet de prendre en compte à la fois les contraintes des aspects interactifs 
mais aussi des aspects critiques des interfaces que nous visons. Cependant, le chapitre 3 nous a permis d’identifier 
le fait que les architectures logicielles existantes ne répondent pas à nos exigences et que nous devons en proposer 
une nouvelle par la suite.  
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Deuxie me partie : Mode lisation des 
applications multi-touch 
 
Synthèse de la partie 
 
L’état de l’art de la première partie nous a permis de mettre en évidence le besoin d’une notation pour décrire de 
manière exhaustive et non ambiguë les techniques d’interaction multi-touch. De plus, nous avons pu identifier le 
besoin d’une architecture logicielle qui supporte la conception des applications multi-touch. 
 
Dans cette seconde partie, nous proposons une notation, une architecture et un outil qui répondent à ces besoins 
et nous illustrons comment ces contributions permettent la description des interactions multi-touch que nous 
envisageons. 
 
Le chapitre 5 présente une extension de la notation ICO qui permet de l’adapter à la description de ces techniques 
d’interaction. Ce chapitre décrit les besoins d’évolutions de cette notation que nous avons choisie à l’issu de l’état 
de l’art. Enfin nous décrivons les nouveaux éléments de cette extension. 
 
Dans le chapitre 6, nous décrivons les spécificités des applications multi-touch qui impactent leur architecture. 
Nous en déduisons ensuite les besoins pour une telle architecture que nous proposons par la suite. Enfin nous 
proposons une seconde architecture permettant une plus grande flexibilité par rapport à la première qui vise à 
standardiser le comportement des widgets d’une application. 
 
Enfin le chapitre 7 décrit l’outil qui supporte la notation ICO et la simulation de ses modèles. 
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Chapitre 5 : ICO - un langage pour la spécification de systèmes 
interactifs critiques offrant des techniques d’interaction multi-touch 
 
Résumé du chapitre 
 
Ce chapitre présente une extension de la notation ICO pour décrire de manière complète, non 
ambiguë et concise, les systèmes interactifs offrant des techniques d’interaction multi-touch.  
 
Tout d’abord, la section 5.1 définit les besoins qui nécessitent cette extension ainsi que les 
primitives qu’elle doit comporter pour l’émission (5.1.1) et la réception des événements (5.1.2 
et 5.1.3). 
 
La section 5.2 décrit l’extension que nous proposons en définissant les différents éléments qui 
la compose (5.2.1) puis en illustrant avec un exemple (5.2.2).  
 
Enfin, nous généralisons l’utilisation de cette extension (5.2.3). 
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Dans ce chapitre, nous considérons que le lecteur connaît les réseaux de Petri à Objets et plus particulièrement les 
ICO (Objets Coopératifs Interactifs). Dans le cas contraire, nous proposons une présentation succincte de ces 
notations en Annexe 1 - . De plus, ce chapitre ne compare pas les mécanismes que nous proposons avec ceux existant 
auparavant. Cette comparaison est réalisée en Annexe 2 – . 
 
La notation ICO propose deux canaux de communication différents : les services et les événements. Les services 
permettent une communication de type client-serveur. Le modèle client invoque un service sur un modèle qui le 
réalise. Le modèle appelant doit alors connaitre le modèle qui réalise le service. La communication entre deux 
modèles via des services est décrite en Annexe 1 - . 
Le second canal de communication entre modèles consiste à envoyer des événements. Il permet de communiquer à 
partir d’un vers plusieurs modèles. Il s’agit du canal de communication privilégié par les différents périphériques  
d’entrées pour transmettre les interactions des utilisateurs du fait de sa nature asynchrone et multicast. Ce chapitre 
décrit donc une extension de la notation ICO, se basant sur les événements, pour décrire les techniques d’interaction 
multi-touch.  
5.1. Définition des primitives nécessaires à la description des événements 
multi-touch  
Cette section a pour objectif de transformer l’ensemble des propriétés élémentaires des techniques d’interaction 
multi-touch du Tableau 7 en un ensemble minimal de primitives nécessaires à la description de ces interactions. 
Afin de décrire de manière exhaustive et non ambigüe les techniques d’interaction multi-touch, il est nécessaire que 
la notation supporte la description de l’ensemble des propriétés de ces techniques d’interaction. Ces propriétés sont 
extraites de la décomposition des techniques d’interaction multi-touch proposées dans l’état de l’art au travers du 
Tableau 1.  
De plus, ces techniques d’interaction reposent sur des périphériques d’entrées qui sont instanciés dynamiquement. 
Nous devons donc proposer des mécanismes qui permettent de décrire la nature dynamique de ces périphériques 
d’entrées, dans notre cas, les doigts. 
 
 
Tableau 7 - Propriétés élémentaires des techniques d’interaction multi-touch 
Point
Area
Simple
Direction
Path
Generic behavior support
Data description
State representation
Event representation
Time
Qualitative between two consecutive model elements
Quantitative  between two consecutive model elements
Quantitative over non consecutive elements
Space
Position
Movement
Time and Space combined
Speed
Acceleration 
Other physical dimensions
Pression
Number of Fingers
Number of Hands
Number of Users
Number of Input Devices
Users' identity
Link with HMI
Link with HMI's widgets
Link with outside properties
Multi-modality
Concurrent behavior
Fusion
Finger clustering
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Les propriétés du Tableau 7 ont trois impacts différents sur la notation :  
- La description des données liées aux événements multi-touch. 
- La description du lien entre les périphériques d’entrées instanciés dynamiquement et les modèles des 
applications multi-touch. 
- La description du comportement. 
Les sous-sections suivantes analysent ces différents impacts sur la notation et décrivent les besoins pour notre 
extension. 
5.1.1. Explicitation des paramètres des événements  
Les techniques d’interaction multi-touch nécessitent la description de nombreuses propriétés des événements qui 
les constituent. Ces dernières sont recensées dans le Tableau 7. Une partie de ces propriétés porte sur les données 
nécessaires à la description de la technique d’interaction. Elles sont principalement : 
- temporelles quantitatives: le nombre de millisecondes des différentes temporisations ou fenêtres 
temporelles, ce qui nécessite de connaitre la date exacte de l’événement. 
- spatiales : la position des doigts ou leur surface de contact ainsi que la direction de leurs déplacements. 
- spatio-temporelles : les vitesses, accélérations  
- physiques additionnelles : la pression du doigt sur la surface tactile, l’inclinaison du doigt… Ces propriétés 
ne sont pas exhaustives. En effet, de nouvelles technologies de périphériques d’entrées peuvent, à l’avenir, 
mesurer des propriétés physiques additionnelles.  
La diversité et le nombre de ces données sur les événements multi-touch impliquent que les modèles ICO puissent 
décrire des événements avec une grande variabilité dans les paramètres qui les composent. Ainsi, dans ICO, la 
création des événements à partir des valeurs des jetons doit être explicite. Il en va de même pour la réception. 
Lorsqu’une transition synchronisée reçoit un événement, celle-ci doit rendre explicite les valeurs reçues pour qu’elles 
puissent ensuite être utilisée dans le modèle.  
5.1.2. Description du lien avec les périphériques d’entrées instanciés dynamiquement 
En principe, en programmation événementielle, les objets recevant des événements ne connaissent pas leur source. 
Cependant, dans le cas des interactions multi-touch, certains cas nécessitent cette connaissance pour réaliser le lien 
entre les événements multi-touch, les périphériques d’entrées et les widgets sur lesquels les techniques d’interaction 
sont reconnues (notamment lorsque l’on compose des techniques d’interactions et que ces dernières sont reconnues 
en paralèle : exemple du Flick à deux doigts dans le Chapitre 8). Nous détaillons ces principes dans les chapitres 
suivants. Plus généralement, la partie présentation d’une application peut envoyer des événements à la partie 
dialogue qui a besoin de connaître la source de l’événement qu’elle reçoit. C’est le cas de l’application de contrôle 
aérien dans (Bastide, Navarre et Palanque 2003). 
 
De plus, lors d’une interaction avec une application et via une surface tactile, les périphériques d’entrées ne sont pas 
détectés avant qu’ils ne touchent ou survolent de très près la surface en question. Par exemple, un écran tactile 
standard ne détecte un doigt que lorsque l’utilisateur touche l’écran. Pour décrire de manière complète et non 
ambigüe les techniques d’interaction multi-touch, il est nécessaire de décrire l’instanciation dynamique des 
périphériques d’entrées et décrire la réception des événements qu’ils postent. La notation ICO permet déjà 
d’instancier dynamiquement des périphériques d’entrées comme l’illustre la Figure 60.  
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Figure 60 - Exemple d'une transition instanciant un périphérique d'entrées 
La transition createNewFinger de la Figure 60 permet d’instancier un nouveau modèle. Le symbole « C » à droite du 
nom de la transition indique que cette dernière crée un modèle. Le modèle en question, ici Finger, décrit le 
comportement d’un périphérique d’entrées particulier. Lors du franchissement de la transition, une référence vers 
ce modèle est déposée dans un jeton dans la place p0. Ce modèle de périphérique d’entrées dynamiquement 
instancié poste des événements pour lesquels nous devons décrire la réception dans les différents modèles qui 
composent les applications multi-touch. Notre extension se doit de décrire la réception de ces événements et leur 
lien avec le périphérique d’entrées qui les a postés. 
5.1.3. La description du comportement des techniques d’interaction multi-touch 
Le Tableau 7 décrit des propriétés sur le comportement des techniques d’interaction multi-touch parmi lesquels leur 
nature concurrente et la fusion des événements provenant de multiples périphériques d’entrées. Les travaux 
existants ont démontré la capacité de la notation ICO à décrire de tels comportements, notamment (Ladry, Une 
notation et un processus outillé pour le développement de systèmes interactifs multimodaux critiques 2010) qui 
décrit des interfaces multimodales.  
Cependant, les techniques d’interaction multi-touch nécessitent de décrire des comportements complexes ainsi que 
des réglages très fins nécessaires pour garantir leur bonne utilisabilité. Le traitement des événements produits par 
les périphériques d’entrées multi-touch doivent être traités différemment selon la valeur de leurs paramètres. Par 
exemple, le déplacement d’un doigt va, selon le contexte, être reconnu pour une technique d’interaction différente. 
Il est donc essentiel de décrire le traitement de ces événements au plus proche de leur réception. Pour une 
description plus proche du domaine d’application, nous devons décrire les conditions liées à ces événements en 
minimisant l’impact de cette évaluation sur le modèle. Les actions des transitions permettent de réaliser des 
traitements conditionnels à l’aide de blocs « if …then else ». Cependant, pour réaliser une telle action, la 
transition doit être franchie, ce qui déplace les jetons des places d’entrées et fait évoluer l’état du réseau même si 
les conditions ne sont pas remplies. Notre extension doit fournir un moyen de décrire et conditionner le 
franchissement des transitions synchronisées selon les valeurs de l’événement reçu, au même titre que la 
précondition de la transition évalue les jetons en entrée sans franchir la transition. 
5.2. Une extension ICO pour la description des techniques d’interaction 
multi-touch 
Dans cette section nous proposons une extension afin de décrire les techniques d’interaction multi-touch avec des 
modèles ICOs. Dans un premier temps, nous définissons cette extension (section 5.2.1). Puis nous expliquons son 
fonctionnement au travers d’un exemple simple (section 5.2.2). Enfin nous généralisons l’utilisation de cette 
extension (section 5.2.3). 
5.2.1. Définition 
Dans les sous-sections suivantes, nous définissons les différents mécanismes de l’extension que nous proposons pour 
ICO : l’abonnement, le postage et la réception d’événements dans les modèles ICO.  
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5.2.1.1. L’abonnement à des événements 
La Figure 61 illustre le mécanisme d’abonnement à des événements. Lors de l’initialisation, la place Receveur contient 
un jeton avec une référence vers le modèle devant s’abonner au modèle émetteur dont une référence est contenue 
dans la place Emetteur, pour un événement dont le nom est contenu dans la variable eventName du jeton de la place 
EventName. 
 
Figure 61 - Abonnement à un événement dans ICO 
Dans cet exemple, le nom  de l’événement est contenu dans la variable eventName mais il peut aussi être écrit de 
manière statique avec une chaine de caractère directement dans l’action de la transition. Les variables emetteur et 
receveur sont, dans le cas de la Figure 61, tous deux des modèles ICO. Cependant, la syntaxe autorise les émetteurs 
(resp. receveurs) à être des classes java quelconques du moment qu’elles implémentent l’interface correspondante 
de l’API : « fr.irit.petshop.api.capability.EventSource » (resp. 
« fr.irit.petshop.api.capability.EventSink »). 
Nous détaillons dans la sous-section sur la réception des événements quelles sont les contraintes associées aux 
classes émettrices dans certains cas.  
5.2.1.2. Postage d’événements 
La Figure 62 illustre une transition qui permet d’envoyer un événement. Le symbole « E-> » à droite du nom de la 
transition signifie que la transition poste un événement lors de son franchissement.  
 
 
Figure 62 - Transition postant un événement dans l'extension ICO 
L’action de cette transition est composée de trois parties : 
- Le mot clé permettant d’identifier la transition comme émettrice : « raiseEvent » 
- Le nom de l’événement émis lors du franchissement : « update », dans le cas de la transition illustrée dans 
la Figure 62.  
- Les paramètres de l’événement, énoncés entre parenthèses et séparés par une virgule : « (a,b) » , dans le 
cas de la transition illustrée dans la Figure 62.  
Cette nouvelle syntaxe permet de décrire directement dans la transition émettrice tous les paramètres de 
l’événement à poster. Ces paramètres proviennent des variables contenues dans les places d’entrées de la transition 
émettrice. Elles peuvent également être des valeurs prédéfinies ex : « raiseEvent update(0) ». 
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Notre syntaxe permet également de décrire le postage de plusieurs événements lors du franchissement d’une 
transition comme l’illustre la Figure 63. Les  différents blocs de postage d’événements doivent être séparés par une 
virgule. Les événements ainsi postés n’ont pas nécessairement les mêmes noms. 
 
 
Figure 63 - Transition postant plusieurs événements dans l'extension ICO 
5.2.1.3. Réception d’événements 
Dans cette sous-section, nous définissons la primitive du langage ICO qui permet de décrire la réception 
d’événements au travers d’un exemple illustré dans la Figure 64. Puis nous décrivons les contraintes d’utilisation de 
cet opérateur avant de détailler son comportement. 
5.2.1.3.1. Définition d’une transition synchronisée dans ICO 
Dans la notation ICO, les opérateurs de changements d’états sont les transitions. En effet, elles définissent l’évolution 
des jetons dans un réseau en fonction de l’état du système. Cette évolution est définie grâce aux notions de 
franchissabilité et de franchissement. Nous rappelons ici ces deux notions, expliquées en Annexe 1 - Des réseaux de 
Petri à ICO, explications. 
 
Franchissabilité d’une 
transition 
La franchissabilité d’une transition correspond à sa disponibilité (c’est-à-dire 
que le changement d’état qu’elle définit est possible). Elle est vraie ou 
fausse.  
Franchissement d’une 
transition 
Le franchissement ou tir d’une transition dans un réseau de Petri est une 
opération locale, qui ne met en jeu que les jetons contenus dans les places 
d’entrée et de sortie de la transition franchie 
 
La Figure 64 illustre une transition qui permet de recevoir les événements dans ICO. Une telle transition est composée 
des différents blocs définis dans le Tableau 8. 
 
Figure 64 - Exemple de transition réceptrice d'événements dans l'extension d'ICO 
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Bloc 
Nom du champ à 
décrire 
Description du champ 
Correspondance Figure 64 
1: Block nom name 
Le nom de la transition. Ce nom n’est 
pas nécessairement lié au nom de 
l’événement reçu. 
receiveUpdate 
2 : Bloc de 
précondition 
precondition 
Expression booléenne indépendante 
de l’événement mais dépendante du 
marquage des places d’entrées. 
true 
3 : Bloc événement 
eventName 
Nom de l’événement écouté par la 
transition. 
update 
eventSource 
La source de l’événement reçu par la 
transition 
emetteur 
eventParameters 
L’ensemble des paramètres de 
l’événement reçu. 
a,b 
eventCondition 
Expression booléenne dépendante des 
valeurs des paramètres de l’événement 
reçu. Cette expression peut aussi 
dépendre du marquage des places 
d’entrées de la transition.  
true 
4 : Bloc d’action action L’action à réaliser par la transition. 
{System.out.println(
"a::"+a+" b::"+b); 
Tableau 8 - Définition des blocs constituant une transition synchronisée dans l’extension d’ICO 
5.2.1.3.2. Les contraintes sur les différents blocs d’une transition synchronisée 
L’utilisation d’une transition synchronisée pour recevoir des événements impose certaines contraintes sur les champs 
des différents blocs qui sont décrits dans le Tableau 8. Il est indispensable que la transition porte un nom, et que 
celui-ci soit unique dans le réseau. De plus, les champs précondition et eventCondition doivent correspondre à une 
expression booléenne valide. Ces expressions booléennes ne doivent être composées que de variables d’opérateurs 
logiques et d’appels de méthodes statiques en Java. La sémantique interdit l’invocation de service pour évaluer une 
l’expression. En effet, l’appel d’un service nécessite la consommation de jeton, ce qui est interdit lors de l’évaluation 
de ces conditions.  
Ensuite, il est nécessaire de renseigner le nom de l’événement que la transition doit recevoir. En revanche, il n’est 
pas nécessaire de décrire la source de l’événement. En effet, la source de l’événement n’est en général pas connue 
du modèle qui le reçoit. Dans le cas du multi-touch, il est cependant indispensable de décrire le périphérique 
d’entrées source, comme nous l’illustrons dans le chapitre 8 sur la modélisation ICO des techniques d’interaction 
multi-touch. De plus, les paramètres de l’événement reçus ne sont pas forcément décrits dans la transition. Si tel est 
le cas, ils ne peuvent être récupérés par ladite transition. 
Enfin, l’action exécutée lors du franchissement de la transition est aussi optionnelle. L’action d’une transition 
synchronisée n’est pas différente d’une action d’une transition standard. Elle peut donc être une invocation de 
service sur un autre modèle, l’exécution d’un code Java ou le postage d’un événement. 
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5.2.1.3.3. Description du comportement d’une transition synchronisée 
La franchissabilité d’une transition synchronisée est identique aux transitions « standard ». En effet, elle est définie 
par les substitutions de ses places d’entrées. Si l’une de ces substitutions vérifie la précondition de la transition, cette 
dernière est franchissable.  
 
Notre extension permet de décrire la réception d’un événement et de conditionner le franchissement de la transition 
correspondante aux valeurs de l’événement ainsi qu’au modèle qui l’a posté. 
 
Le comportement des transitions synchronisées diffère par ses conditions de franchissabilité. Tout d’abord, le 
franchissement de la transition n’est évalué qu’à la réception d’un événement correspondant à l’eventName 
renseigné. De plus, chaque transition réceptrice est évaluée séparément. Ceci permet de décrire un fonctionnement 
multicast des événements dans ICO qui et expliqué dans la sous-section suivante. 
De plus, lors de la réception d’un tel événement, une transition synchronisée n’est franchie que si les deux conditions 
suivantes sont remplies : 
- Si la source de l’événement est décrite dans la transition, il faut qu’un arc d’entrée porte le même nom de 
variable que l’eventSource et qu’une substitution en entrée permette une unification des deux variables. 
Ceci revient à dire que la transition ne sera franchie qu’avec un jeton avec une variable ayant le même nom 
et contenant la source de l’événement. 
- Si les paramètres de l’événement sont décrits et sont utilisés dans l’eventCondition, il faut que cette 
eventCondition soit vérifiée avec les paramètres reçus. 
Il est important de noter que les paramètres de l’événement appartiennent à l’espace des variables de la transition. 
Ces paramètres sont donc disponibles dans le bloc d’action de la transition et peuvent être utilisés pour construire 
les jetons des places de sorties de la transition. 
 
Dans le cas de la transition receiveUpdate dans la Figure 64, la précondition est vraie. Si les places p0 et p1 
contiennent un jeton, la transition est alors franchissable. Dans le cas de la Figure 64, lorsque la transition reçoit un 
événement update, elle vérifie si le jeton contenu dans la place p0 contient un jeton dont la variable « emetteur » 
est bien la source de l’événement. Si tel est le cas, la transition est franchie car, de plus, l’eventCondition est vraie. 
Elle retire le jeton de la place p1, récupère les paramètres a et b de l’événement, exécute l’action 
{System.out.println("a::"+a+" b::"+b);} et dépose un jeton contenant les paramètres de l’événement 
dans la place p2. 
5.2.1.3.4. Définition du multicast des événements 
Notre extension permet de définir plusieurs transitions synchronisées à un même événement, franchissables au 
même moment et pouvant différer seulement d’une eventCondition. Un exemple d’un tel modèle est présenté dans 
la Figure 65. Pour évaluer séparément le franchissement de ces transitions, notre extension utilise un mécanisme 
d’envoie des événements de type multicast : chaque transition synchronisée franchissable d’un modèle abonné à un 
événement reçoit cet événement. 
 
Nous illustrons le nouvel algorithme d’évaluation du franchissement des transitions synchronisées grâce au modèle 
de la Figure 65. Ce modèle ne décrit pas un comportement particulier mais un cas théorique. Il est composé de deux 
places et de cinq transitions synchronisées à l’événement fire. Dans son état initial, les places p0 et p1 possèdent 
toutes les deux un jeton contant un entier a=0.  
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Figure 65 - Modèle illustrant le multicast des événements, dans son état initial 
Il apparait clairement que les transitions t0, t1 et t2 sont en conflit structurel c’est-à-dire que ces trois transitions ont 
une place d’entrée en commun. De la même façon, les transitions t3 et t4 sont en conflit. 
 
L’extension que nous avons proposée permet un fonctionnement multicast des événements. Chaque groupe de 
transition en conflit doit être évalué séparément. Pour chaque groupe, il faut évaluer et franchir les transitions qui le 
peuvent sachant qu’entre chaque évolution, les jetons peuvent se déplacer mais qu’il ne faut pas que les jetons 
produits soient utilisés pour évaluer le franchissement. Par exemple, t3 et t4 sont en conflit. Si t3 est franchie lors de 
la réception d’un événement, si l’algorithme prend en compte le jeton redéposé dans la place p1, l’algorithme peut 
tourner indéfiniment. Cette évaluation complexe a nécessité la création d’un pas non élémentaire pour évaluer 
l’évolution du réseau suite à la réception d’un événement. Le paragraphe suivant détaille ce pas (ou step) 
d’évaluation lors de la réception d’un événement fire. 
 
Lorsque le modèle présenté dans la Figure 65 reçoit un événement fire, il y a deux possibilités : 
- Soit a+b>0. L’interprète évalue les deux groupes de transitions en conflit : 
o t0, t1 sont franchissables et t2 ne l’est pas. L’algorithme tire au sort une des deux transitions 
franchissables et la franchit. Comme il n’y avait qu’un jeton dans la place p0, une seule transition a 
pu être franchie. 
o t3 et t4 sont franchissables ; l’algorithme tire au sort une de ces deux transitions et la franchit. Au 
début du step d’évaluation, il n’y avait qu’un jeton dans p1, donc un seul franchissement possible, 
même si le franchissement de t3 redépose un jeton dans p1. 
o Dans ce cas (a+b>0), il y a quatre possibilités de franchissement : t0, t3 ou t0,t4 ou t1,t3 ou t1,t4. 
Le réseau est alors respectivement dans l’état B ou C ou A ou B de la Figure 66. 
- Soit a+b<=0. L’interprète évalue les deux groupes de transitions en conflit : 
o t2 est franchissable, t0 et t1 ne le sont. L’algorithme franchit alors t2. 
o t3 et t4 sont franchissables ; l’algorithme tire au sort une de ces deux transitions et la franchit. Au 
début du step d’évaluation, il n’y avait qu’un jeton dans p1, donc un seul franchissement possible, 
même si le franchissement de t3 redépose un jeton dans p1. 
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o Dans ce cas (a+b<=0), il y a deux possibilités de franchissement : t2, t3 ou t2,t4. Le réseau est alors 
respectivement dans l’état A ou B de la Figure 66. 
 
Figure 66 - Les marquages possibles du modèle de la Figure 65 
Cet exemple montre comment l’interprète permet de simuler le comportement des modèles ICO qui utilisent notre 
extension, en évaluant lors d’un pas non atomique, le franchissement des transitions synchronisées à un événement. 
5.2.2. Illustration au travers d’un exemple simple 
Dans cette section nous décrivons comment notre extension peut être utilisée afin de décrire une technique 
d’interaction multi-touch : le « Hold » à un doigt.  
Mais cette section ne vise pas à démontrer la capacité de cette extension à décrire l’ensemble des dimensions 
présentées dans notre taxonomie (voir section 1.2.2). Cette couverture est démontrée dans le Chapitre 8 : 
Modélisation ICO de techniques d’interaction multi-touch. 
5.2.2.1. Définition de l’interaction « Hold »  
La définition haut-niveau à l’origine de cette technique d’interaction est la suivante : 
L’utilisateur doit pointer un point sur l’écran avec un seul doigt et doit le garder approximativement à la 
même position pour une durée minimum de xx secondes avant de relâcher. 
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Cette description haut-niveau est incomplète. En effet, elle ne définit pas le temps d’appui nécessaire avant de 
déclencher le rendu de la technique d’interaction,ni la distance maximale pour le déplacement du doigt, ni l’impact 
de ce déplacement sur le rendu. Suite au processus de développement5 que nous avons mis en place (décrit dans 
(Hamon, Palanque et Deleris, et al. 2012)), nous avons détaillé la technique d’interaction comme suit6 : 
L’utilisateur doit pointer un point sur l’écran avec un seul doigt. Pour éviter l’effet “sapin de noël”, le rendu 
graphique associé n’est déclenché qu’après 150ms. Pour que l’interaction soit reconnue, le doigt doit : 
o Rester appuyé au minimum 1,5s 
o Ne pas se déplacer à une distance de plus de 15 pixels du point de contact initial. 
Si le doit se déplace à une distance de plus de 10 pixels, le rendu graphique change de couleur afin de prévenir 
l’utilisateur qu’il se déplace proche de la limite autorisée pour la reconnaissance de l’interaction. 
L’événement hold1F est envoyé lorsque l’utilisateur relève son doigt et si l’interaction est reconnue.  
La modélisation que nous proposons correspond à une implémentation de l’interface InteractionTechnique 
décrite dans le  Chapitre 8. Le modèle possède donc le service addFinger qui lui permet de recevoir les doigts qu’il 
doit évaluer. De plus, ce modèle est paramétrique : il possède quatre paramètres qui permettent d’instancier la 
technique d’interaction avec différentes valeurs pour ses paramètres. Ces derniers sont représentés dans le Tableau 
9. Ils correspondent aux paramètres mis en évidence lors du design de la technique d’interaction. 
 
Elément Type Unité 
warningDistance Distance Pixels 
maxDistance Distance Pixels 
feedbackThreshold Time ms 
maxDuration Time ms 
Tableau 9 - Paramètres du Hold 1F (1F = 1 doigt) 
Les paramètres du tableau correspondent aux éléments suivants : 
- warningDistance : la distance par rapport au point de contact initial du doigt à partir de laquelle tout 
mouvement du doigt entrainera l’affichage d’un rendu « warning ». 
- maxDistance : la distance par rapport au point de contact initial au-delà de laquelle le doigt ne doit pas se 
déplacer. Dans le cas contraire, la technique d’interaction ne sera pas reconnue pour ce doigt. 
- feedbackThreshold : le temps nécessaire après le toucher du doigt pour commencer l’affichage du rendu 
graphique de l’interaction. Cette durée permet d’éviter d’avoir des clignotements lorsqu’un doigt touche 
rapidement la surface tactile.  
- maxDuration : le temps minimal d’appui pour un doigt avent qu’il ne puisse être reconnu comme un 
« hold ». 
                                                                
5 Cette thèse ne vise à proposer un processus de développement pour les applications multi-touch dans les cockpits 
interactifs. Nous avons proposé ce processus afin d’illustrer l’utilisation de la notation ICO pour décrire des 
techniques d’interactions multi-touch.  
6 Les valeurs numériques sont données à titre d’exemples et ne correspondent pas aux résultats expérimentaux 
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Figure 67 - Modélisation de la technique d'interaction Hold avec l'extension 
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5.2.2.1. Description du modèle de la technique d’interaction 
Le modèle présenté dans la Figure 67 décrit entièrement le comportement de cette technique d’interaction. 
Le service addFinger permet d’ajouter un doigt au modèle de la technique d’interaction. Ceci permet au modèle 
d’évaluer ce doigt pour essayer de reconnaître cette technique d’interaction « Hold ». Lorsque ce service est invoqué, 
un jeton contenant une référence au nouveau doigt est déposée dans la place SIP_addFinger. La transition addFinger 
est ensuite franchie. Elle permet d’abonner le modèle Hold1F aux événements qu’émet le doigt. Elle dépose ensuite 
un jeton dans la place SOP_addFinger, ce qui termine l’invocation du service ; et dépose un jeton dans la place 
newFinger avec une référence du doigt ajouté. Ensuite, la transition getInitParameters permet de récupérer les 
informations contenues dans le modèle du doigt (position,…). Lors de son franchissement, cette transition dépose 
trois jetons, chacun dans une partie du modèle. Ces trois parties sont : 
- La partie gestion du rendu associé à la technique d’interaction. (boîte 1). 
- La partie gestion du temps d’appui du doigt (boîte 2) 
- La gestion de la distance parcourue par le doigt. Cette partie commence à partir de la place FingerAndInfo 
(boîte 3). 
Ces différences parties sont explicitées dans les sous sections suivantes. 
5.2.2.1.1. Gestion du rendu du Hold 
Cette partie décrit la visibilité du rendu associé à la technique d’interaction « Hold » à un doigt. Lorsqu’une référence 
d’un doigt est contenue dans la place FeedbackProcessing, ce dernier ne doit pas afficher le rendu du hold1F. En 
revanche, si le jeton contenant cette référence est déposé dans la place feedbakcAvailable, le rendu est alors 
autorisé. 
Après l’ajout d’un nouveau doigt dans le modèle d’interaction, un jeton contenant une référence vers ce doigt est 
déposé dans la place FeedbackProcessing. Deux cas sont alors possibles :  
- Soit le doigt reste dans la place FeedbackProcessing pendant au moins la valeur de la variable 
feedbackThreshold en millisecondes. Dans ce cas la transition feedbakcTimer_ devient franchissable. 
Lorsqu’elle est franchie, elle retire le jeton de la place FeedbackProcessing pour le déposer dans la place 
FeedbackAvailable. Cette place sera vidée du jeton lorsque le doigt ne touchera plus la surface tactile 
(franchissement de la transition flushFinger2). 
- Le doigt est relevé avant feedbackThreshold millisecondes et transition flushFinger1 est alors franchie. 
Elle retire le jeton correspondant au doigt relevé de la place FeedbackProcessing. 
La valeur de la durée est stockée dans la place PARAM :: feedbackThreshold. Si cette valeur de temporisation doit 
être modifiée, il suffit de modifier la valeur du jeton initialement dans cette place. La modification est limitée à ce 
changement et n’impacte pas le reste du modèle.  
Par la suite, il en va de même pour toutes les valeurs de temporisation et de déplacement. Elles sont chacune 
contenues dans une place et leur modification n’impacte pas le reste du modèle. Le réglage fin de la technique 
d’interaction ne modifie pas le comportement de cette dernière. 
5.2.2.1.2. Gestion du temps d’appui dans le Hold 
Cette partie du modèle décrit la durée minimum d’appui nécessaire pour qu’une interaction « Hold » soit reconnue 
pour un doigt. Après l’ajout d’un nouveau doigt dans le modèle d’interaction, via le service addFinger, un jeton 
contenant une référence vers ce périphérique d’entrées est déposé dans la place TimeProcessing. La transition timer_ 
devient franchissable. Elle ne peut être franchie que si le jeton reste dans la place TimeProcessing au moins une durée 
égale à la valeur de la variable maxDuration en millisecondes. Si tel est le cas, la transition est franchie et le jeton 
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est alors retiré de la place TimeProcessing et il est déposé dans la place HoldAvailable. Cela signifie que le doigt est 
resté appuyé suffisamment longtemps pour qu’il puisse être utilisé pour l’interaction « Hold ». 
5.2.2.1.3. Gestion de la distance dans le Hold 
Cette partie du modèle décrit les mouvements autorisés pour que le doigt puisse être reconnu comme une 
interaction « Hold ». 
Après l’ajout d’un nouveau doigt dans le modèle d’interaction, un jeton contenant une référence vers ce doigt est 
déposé dans la place DistanceOK. Il y a alors trois possibilités : 
- Le doigt se déplace et parcourt une distance supérieure à warningDistance par rapport au point qu’il a 
touché initialement. Alors la transition movingAway est franchie et dépose le jeton en question dans la place 
DistanceWarning. 
- Le doigt se soulève. Il y a deux possibilités : 
o Le doigt est resté appuyé suffisamment longtemps (un jeton avec une référence au même doigt est 
dans la place HoldAvailable). Alors la transition ok est franchie, consommant le jeton dans la place 
DistanceOK. Lors de son franchissement, elle émet l’événement « hold1F » avec comme 
paramètres, la position initiale du doigt (premier point du touché). 
o Le doigt n’est pas resté appuyé suffisament longtemps (un jeton avec une référence au même doigt 
est dans la place FeedbackProcessing). Alors, la transition tooSoon1 est franchie, consommant le 
jeton dans la place DistanceOK et rien ne se passe. 
Lorsqu’un jeton contenant une référence de doigt se trouve dans la place DistanceWarning, il y a quatre possibilités : 
- Le doigt se déplace et revient à une distance inférieure à warningDistance par rapport au point qu’il a 
touché initialement. La transition movingBack est alors franchie et dépose le jeton correspondant dans la 
place DistanceOk. 
- Le doigt se déplace à une distance supérieure à maxDistance par rapport au point qu’il a touché 
initialement. La transition movingOutOfBounds est alors franchie et dépose le jeton correspondant dans la 
place OUT. 
- Le doigt se relève après être resté suffisamment longtemps en contact avec la surface tactile. La transition 
ok2 est alors franchie, consommant le jeton dans la place DistanceWarning. Lors de son franchissement, elle 
émet l’événement « hold1F » avec comme paramètres, la position initiale du doigt (premier point du 
touché). 
- Le doigt se relève trop tôt (un jeton avec la même référence ce doigt est dans la place FeedbackProcessing). 
La transition tooSoon2 est franchie, consommant le jeton dans la place DistanceWarning. Aucune action 
n’est alors réalisée.  
Lorsqu’un jeton contenant une référence de doigt se trouve dans la place OUT, il y a deux possibilités : 
- Le doigt se relève après être resté suffisamment longtemps en contact avec la surface tactile. La transition 
tooFar1 est alors franchie, consommant le jeton dans la place OUT. Aucune action n’est alors réalisée.  
- Le doigt se relève trop tôt (un jeton avec la même référence ce doigt est dans la place FeedbackProcessing). 
La transition tooFar2 est franchie, consommant le jeton dans la place OUT. Aucune action n’est alors 
réalisée.  
Lorsqu’un doigt s’est déplacé trop loin, une référence vers son modèle est contenue dans la place OUT. Le modèle 
décrit bien qu’il n’est plus possible de reconnaître un hold1F avec ce doigt. En effet, aucune transition ne permet de 
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déplacer ce jeton dans d’autres places du modèle. De plus, les transitions tooFar1 et tooFar2 n’émettent aucun 
événement et ne prennent en compte que le soulèvement du doigt en question. 
5.2.2.2. Représentation en ICOmpoNet 
Cette description est utilisée dans le reste de cette thèse et notamment lors de la description de l’architecture que 
nous proposons dans le chapitre 6. Elle permet de représenter les différents canaux de communications entre les 
modèles qui décrivent les applications multi-touch. En particulier, cela permet de visualiser graphiquement la 
production et la consommation des événements multi-touch par les différents modèles et fournit une vue plus haut-
niveau pour raisonner sur ces modèles. Cette notation est dérivée des approches par composants. Elle fournit une 
vue abstraite qui cache le détail du fonctionnement de ces composants. De plus cette notation  ne décrit que les 
aspects statiques. Dans le cas des applications multi-touch, nous ne pouvons donc l’utiliser pour décrire les aspects 
dynamiques liés à l’instanciation des différents périphériques d’entrées. Néanmoins, nous l’utilisons pour décrire, à 
un instant donné de l’exécution, les différents modèles ainsi que leurs liens. 
 
La Figure 68 représente la modélisation en ICompoNet du modèle Hold1F. Cette vue du modèle décrit dans la Figure 
67 explicite les différents ports de communications fournis et utilisés par le modèle : 
- Un service : addFinger. Ce service permet à un autre modèle d’ajouter des doigts au Hold1F. 
- Des événements reçus : toucheventf_update et toucheventf_up. Ces événements sont émis par les modèles 
de doigts. Ils sont explicités dans la section 6.3.2.1. 
- Une invocation : getTouchInfo. Cette invocation permet de récupérer les informations que contient un 
modèle de doigt. 
- Un événement émis : hold1F. Cet événement est produit par le modèle dans une ou plusieurs de ses 
transitions. 
 
Figure 68 - Représentation ICompoNet du Hold1F 
5.2.2.3. Synthèse 
Le modèle décrit dans cette section illustre comment l’extension de la notation permet de décrire une technique 
d’interaction tactile. Cette description est complète et non ambiguë. Ensuite, les modèles des doigts, qui sont des 
périphériques logiques instanciés dynamiquement, sont reconnus lorsqu’ils sont ajoutés, c’est-à-dire de manière 
dynamique. Il est important de noter qu’aucune référence statique à ces doigts n’est contenue dans le modèle. De 
plus, le modèle que nous proposons dans la Figure 67 n’est composé que d’éléments (places, transitions et arcs) qui 
décrivent vraiment le comportement de la technique d’interaction et non des constructions intermédiaires qui 
seraient nécessaires pour combler un potentiel manque d’expressivité de la notation. 
5.2.3. Généralisation de l’utilisation de l’extension  
Dans les chapitres suivants nous décrivons différentes techniques d’interaction tactile. Ces modèles démontrent 
comment la notation ICO permet de décrire de manière exhaustive et non ambiguë les techniques d’interaction 
multi-touch.  
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Dans cette section, nous illustrons comment la notation ICO permet de décrire tout type d’interfaces utilisateurs. Les 
techniques d’interaction multi-touch illustrent comment nous pouvons décrire des interactions de type manipulation 
directe. Notre étude de cas, ainsi que les nombreux travaux existants sur ICO démontrent sa capacité à décrire des 
widgets pour les différents types d’interfaces. Au travers de l’exemple du radioButtonGroup de cette section, nous 
démontrons comment notre extension est utilisable pour la description du comportement de groupes de widgets. 
Nous avons choisi cet exemple car il permet d’exploiter la puissance des réseaux de Petri par rapport aux autres 
formalismes et qu’il permet d’utiliser la nouvelle sémantique événementielle de manière intuitive. 
Le radioButtonGroup est un container particulier qui permet de grouper des radioButtons. De plus ce container 
garantit qu’il y a au plus un radioButton sélectionné à tout instant. Dans cette section nous proposons un modèle du 
radioButtonGroup avec notre extension. Ce modèle est présenté Figure 69. Il décrit entièrement le comportement 
du radioButtonGroup. De plus, ce modèle permet d’ajouter et de supprimer des radioButtons et ceci de manière 
dynamique. 
 
La première particularité de cet exemple vient du fait qu’un tel comportement ne peut être décrit à l’aide 
d’automates finis. En effet, un automate fini ne peut décrire qu’un nombre borné d’états. Par conséquent il limite le 
nombre de radioButton dans un tel container. Le nombre de places et de transitions dans le modèle Figure 69 est 
faible. Ce nombre est d’autant plus faible qu’un automate fini, lui, doit décrire la combinatoire de tous les cas 
possibles pour un nombre de radioButton fixé ; ce qui implique un grand nombre d’états à représenter. 
La deuxième particularité de cet exemple repose sur le fait que sa description complète dans un modèle lisible est 
rendue possible par notre extension. La décription que nous proposons est relativement simple à appréhender, ce 
qui nous permet d’illustrer comment notre extension permet de décrire de manière complète et concise les systèmes 
interactifs en général.  
Le modèle présenté propose deux services : 
- L’ajout de radioButton (addRadioButton) : Lors de l’invocation de ce service, un jeton contenant une 
référence du radioButton à ajouter est placé dans la place SIP_addRadioButton. A la suite de l’invocation de 
ce service, la transition getSelectionStatus permet de récupérer l’état du radioButton à ajouter. Cette valeur 
est stockée dans la variable selected. Deux cas sont alors possibles :  
o Le radioButton n’est pas sélectionné : La transition toUnselected est franchie et dépose le jeton 
correspondant au radioButton dans la place UNSELECTED. 
o Le radioButton est sélectionné : Deux cas sont alors possibles : 
 Aucun radioButton n’est sélectionné : la transition setSelected3 dépose le jeton 
correspondant au radioButton dans la place SELECTED 
 Il y a déjà un radioButton sélectionné : la transition setSelected4 retire aussi le jeton du 
radioButton sélectionné et le désélectionne. La transition dépose alors le radioButton 
ajouté dans la place SELECTED et le désélectionné dans la place UNSELECTED. 
- La suppression de radioButton (removeRadioButton) : Lors de l’invocation de ce service, un jeton 
contenant une référence du radioButton à supprimer est placé dans la place SIP_removeRadioButton. Deux 
cas sont alors possibles : 
o Si le radioButton correspondant est sélectionné, la transition removeRadioButtonSelected est 
franchie. Cette transition retire le jeton correspondant au radioButton de la place SELECTED.  
o Si le radioButton correspondant n’est pas sélectionné, la transition removeRadioButtonNotSelected 
est franchie. Cette transition retire le jeton correspondant au radioButton de la place UNSELECTED.  
Dans les deux cas, un jeton contenant la référence de l’invocation est déposé dans la place 
SOP_removeRadioButton. 
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Figure 69 - Modèle du radioButtonGroup 
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Dans notre exemple, lorsqu’un radioButton est touché par un utilisateur, il émet un événement « touched ». 
Lorsque des radioButtons peuplent les places SELECTED et UNSELECTED les transitions réceptrices reçoivent les 
événements « touched » émis par les radioButtons. Ces transitions permettent de changer l’état de sélection des 
radioButtons concernés. Il y a trois cas possibles : 
1- L’événement provient d’un radioButton non sélectionné et aucun autre radioButton n’est sélectionné. La 
transition changeSelected2 est alors franchie. Elle sélectionne le radioButton en question et le dépose dans 
la place SELECTED. 
2- L’événement provient d’un radioButton non sélectionné et un autre radioButton est sélectionné. La 
transition changeSelection1 est alors franchie. Elle sélectionne le radioButton qui a émis l’événement et 
désélectionne l’autre. La transition dépose ensuite les radioButtons dans les places correspondant à leur 
état. 
3- L’événement provient d’un radioButton sélectionné. La transition unSelect est alors franchie et 
déselectionne le radioButton en question et le dépose dans la place UNSELECTED. 
La franchissabilité des transitions de la Figure 69 illustre bien le fait que sur l’IHM Figure 70 il y a deux possibilités : 
désélectionner le radioButton « instance4 » ou sélectionner un autre radioButton. 
 
 
Figure 70 - IHM associée au modèle du radioButtonGroup  
5.3. Synthèse 
Suite à l’état de l’art présenté dans la première partie de ce manuscrit, nous avons montré la nécessité d’utiliser la 
notation ICO pour décrire les techniques d’interaction multi-touch.  
Dans ce chapitre, nous proposons une extension de la notation ICO afin d’adapter cette notation à notre domaine 
d’applications, les techniques d’interaction multi-touch. En effet, nous avons montré dans la première section de ce 
chapitre que, même si ICO permet la description exhaustive de ces techniques d’interaction, cette notation n’est pas, 
en l’état, adaptée au multi-touch. En effet, la notation ICO ne permet pas de décrire simplement toutes les 
caractéristiques des événements : leur source, les paramètres reçus… que nous avons mis en évidence. 
Nous avons donc proposé une extension de la notation ICO qui permet d’expliciter ces paramètres et qui redéfinit 
les mécanismes d’émission et de réception d’événements dans les modèles ICO. 
Ensuite nous avons comparé une modélisation avec l’extension à une modélisation sans l’extension pour une 
technique d’interaction mono-touch donnée. Cette comparaison montre que l’extension permet de décrire 
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naturellement une technique d’interaction et simplifie le modèle obtenu. Ce résultat est d’autant plus significatif que 
la technique d’interaction est complexe. 
Enfin, nous avons démontré que cette extension est aussi avantageuse pour décrire le comportement de widgets et 
par extension d’applications interactives qu’elles que soit les modalités d’interactions utilisées. 
Comme expliqué dans les chapitres 2 et 3, une fois la notation choisie, il est nécessaire de définir l’architecture 
logicielle qui structure les modèles réalisés avec cette notation. Le chapitre suivant propose donc une architecture 
dédiée aux applications multi-touch. 
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Chapitre 6 : Une approche générique pour la définition d’architectures 
logicielles pour les applications multi-touch 
 
Résumé du chapitre 
 
Ce chapitre présente une architecture logicielle qui structure des modèles ICO afin de concevoir 
des applications multi-touch.  
 
Tout d’abord, la section 6.1. définit les spécificités des applications multi-touch et la section 6.2 
décrit le besoin d’une architecture logicielle pour ces applications. 
 
La section 6.3 propose une architecture logicielle prenant en compte ces spécificités. Cette 
architecture se base sur le modèle ARCH (UIMS 1992) et vise à standardiser les applications 
multi-touch. De plus, elle décrit des exemples modèles ICO qui réalisent cette architecture ainsi 
que les liaisons entre ces différents modèles grâce à leur représentation en ICOmpoNet. 
 
Ensuite, la section 6.4 propose une architecture qui privilégie la flexibilité et autorise une plus 
grande modificabilité des applications multi-touch. Cette architecture reprend les principes de 
la première tout en permettant un paramétrage des techniques d’interaction qui permettent de 
contrôler les widgets d’une application. 
 
Enfin la section 6.5 compare ces deux architectures avec l’architecture dominant les applications 
Java : Swing. 
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Dans les chapitres précédents nous avons défini une notation pour la description des interactions multi-touch. Afin 
de décrire le fonctionnement d’une application multi-touch, il est nécessaire de structurer les différents modèles qui 
composent cette application et de décrire comment ils communiquent. Dans ce chapitre, nous proposons de 
structurer les modèles ICO afin de concevoir des applications multi-touch. 
6.1. Les impacts des spécificités des systèmes interactifs multi-touch sur 
leur architecture 
Dans le chapitre précédent, nous avons analysé l’impact des spécificités des techniques d’interaction multi-touch sur 
une notation capable de les décrire de manière exhaustive et non ambigüe. Dans cette sous-section nous décrivons 
les principales spécificités d’exécution de ces applications interactives multi-touch. Ces spécificités doivent être prises 
en compte et décrites au travers d’une architecture. L’architecture que nous proposons dans ce chapitre permet 
explicitement de supporter ces spécificités. 
6.1.1. L’instanciation dynamique des périphériques d’entrées 
Lorsque tous les périphériques d’entrées ne sont pas connus lors de l’initialisation, ils doivent être pris en charge 
durant l’exécution du système. Ainsi, les périphériques d’entrées détectés de manière dynamique doivent être 
instanciés à la volée. De plus le système doit les relier avec les autres composants de l’architecture. Ceci est 
nécessaire pour que les événements émis par les périphériques d’entrées puissent être interprétés et utilisés pour 
manipuler le système interactif. 
La prise en compte de l’instanciation dynamique des périphériques d’entrées est particulièrement importante pour 
les applications multi-touch. En effet, les doigts des utilisateurs sont considérés comme les périphériques d’entrées. 
Ces derniers ne sont détectés que lorsqu’ils touchent les surfaces tactiles (certaines technologies permettent une 
reconnaissance juste au-dessus de la surface tactile).  
L’architecture que nous proposons dans ce chapitre permet d’expliciter ces mécanismes d’instanciation dynamique 
des périphériques d’entrées. 
6.1.2. Les doigts : des caractéristiques différentes suivant la technologie (variabilité des 
périphériques d’entrées)  
Les interactions multi-touch sont très liées aux technologies qui permettent de détecter les points de contact. Suivant 
les technologies employées, il est possible de détecter une pression exercée sur la surface ou encore l’angle que 
réalise le doigt (le stylet,…) avec cette surface. Ces informations, qui complètent les informations de position, doivent 
être décrites, et donc supportées, par les notations utilisées. Actuellement, les périphériques tactiles se limitent à 
l’envoi de coordonnées sous la forme d’une paire (x,y) pour chaque point de contact. Néanmoins, des applications 
peuvent nécessiter de connaître la zone de contact en entier afin de proposer de nouvelles techniques d’interaction 
comme, par exemple, dans les travaux de (Bonnet, Appert et Beaudouin-Lafon 2013).  
Dans tous ces cas, l’architecture et les modèles qui la composent doivent permettre de s’adapter à ces scénarii. 
6.1.3. Reconfiguration dynamique des techniques d’interaction  
Il est impératif de proposer aux utilisateurs d’un système interactif des techniques d’interaction adaptées et qui lui 
permettent de contrôler la totalité de ce système même en cas de cas de panne affectant les périphériques d’entrées. 
En effet, la couche tactile d’un écran peut tomber en panne, fournir des indications erronées ou ne plus détecter 
qu’un seul doigt par exemple. Dans de telles situations, le système doit se reconfigurer de manière à ce que chaque 
commande utilisateur reste accessible. Cette opération, la reconfiguration dynamique des techniques d’interaction, 
nécessite des techniques de spécifications adaptées (Navarre, Palanque et Basnyat 2008). La notation ICO permet 
une telle spécification (Navarre, Palanque et Basnyat 2008). 
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6.1.4. Fusion en entrée et en sortie  
L’utilisation du multi-touch permet aux designers de techniques d’interaction de définir des techniques d’interaction 
complexes. Ces techniques peuvent nécessiter le regroupement de plusieurs doigts en clusters (groupes). De tels 
regroupements exigent de fusionner les événements provenant de plusieurs doigts mais aussi de réaliser une fusion 
en sortie. En effet, il est nécessaire d’adapter le rendu pour toujours afficher un feedback utilisateur qui rende 
compte de l’état de l’interaction reconnue par le système. Il est donc nécessaire de pouvoir dynamiquement modifier 
le rendu associé à chaque doigt selon les techniques d’interaction reconnues. La résolution de ce problème nécessite 
un couplage entre entrées et sorties dynamiques qui doit donc être décrit dans l’architecture. 
6.2. Les besoins d’une architecture multi-touch 
Notre besoin principal est de proposer une architecture logicielle qui permette de faciliter le développement 
d’applications multi-touch. Cette architecture doit prendre en compte l’ensemble des spécificités décrites dans la 
section précédente. En effet, notre but est de fournir une architecture qui permette de gérer la multiplicité des 
périphériques d’entrées, dans notre cas, les doigts des utilisateurs et permettre une reconfiguration des techniques 
d’interaction. Ainsi, elle doit expliciter les différents composants nécessaires à la description d’un tel comportement. 
De plus, étant donné l’évolutivité des technologies multi-touch, l’architecture doit être réutilisable et adaptable à 
des périphériques d’entrées différents.  
Ensuite, nous devons proposer une architecture qui prenne en compte la grande variabilité des widgets tactiles, mais 
aussi permettre de standardiser, le cas échéant, les techniques d’interaction sur ces widgets. 
En revanche, le gestionnaire de fenêtres, ou window manager, ne fait pas partie de notre périmètre d’applications 
cibles. Le window manager est une application particulière qui permet de lancer et gérer différentes applications 
fonctionnant sur un système d’exploitation. Nous prenons comme hypothèse que la conception et l’implémentation 
du window manager sont réalisées et que son fonctionnement n’interfère pas avec la reconnaissance d’interactions 
pour les autres applications. De plus, nous expliquons, dans ce chapitre, pourquoi les fonctions liées aux picking et à 
la fusion des événements sont des fonctions génériques qui sont distribuées dans les différents composants de 
l’architecture. 
Enfin, l’architecture doit décrire des applications multi-touch et par conséquent expliciter, à chaque traitement 
réalisé, les différents événements émis et reçus par les composants. Ceci a pour but de faciliter la modificabilité de 
ces derniers et, par conséquent, l’évolutivité des applications que l’architecture décrit. Nous n’adressons pas 
l’ensemble des propriétés des architectures logicielles décrites dans (Bass, Clements et Kazman 2012) telles que la 
disponibilité au la testabilité. Notre objectif, au travers de cette approche générique, est d’identifier les différents 
composants et comment leurs communications permettent de développer des applications multi-touch. 
6.3. Proposition d’une architecture pour les applications multi-touch 
Notre objectif est de proposer une architecture générique pour les applications multi-touch. Nous ne souhaitons pas, 
dans un premier temps, présenter une architecture qui ne corresponde qu’à des implémentations particulières. Ainsi, 
nous avons choisi de nous baser sur le modèle d’architecture ARCH (UIMS 1992) qui est présenté Figure 35. Ce 
modèle d’architecture propose une décomposition fonctionnelle qui permet d’être générique et donc applicable à 
différentes implémentations. Nous proposons donc un ensemble de composants nécessaires aux applications multi-
touch et qui correspondent aux différentes couches du modèle ARCH qui nous intéressent. Seuls le noyau fonctionnel 
et son adaptateur sont en dehors de notre périmètre.  
La correspondance entre les différents composants que nous proposons et les couches du modèle ARCH est illustrée 
par le schéma de la Figure 71.  
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Figure 71 - Correspondance entre le modèle d'architecture ARCH (UIMS 1992) et les composants de notre architecture 
Dans les sous-sections suivantes, nous décrivons l’application qui illustre notre architecture puis ses différents 
composants. Nous ne décrirons cependant pas la couche Interaction techniques : ces techniques d’interaction sont 
abordées dans le chapitre suivant. La partie dialogue n’est abordée qu’uniquement dans l’exemple qui illustre cette 
architecture car notre contribution ne se situe pas à ce niveau. 
Pour chaque composant, nous proposons une description de leur comportement à l’aide de modèles ICOs ainsi que 
leur représentation en ICOmpoNets car elles sont complémentaires. La représentation en ICOmpoNets fourni une 
vue orientée composant et explicite les différents ports de communications offerts par chaque composant. Ceci nous 
permet par la suite d’expliciter les différents flux entre ces composants qui constituent notre architecture. En 
particulier, cela nous permet d’expliciter les flots de données via les événements, leur production et leur 
consommation  En revanche, cette représentation ne permettant pas de représenter les aspects dynamiques, nous 
proposons, en parallèle, une description en ICO de ces composants. Ces modèles ICOs décrivent des exemples de 
comportements mais ne n’adressent pas toutes les implémentations possibles dans la mesure où ils nous permettent 
d’illustrer notre approche générique. 
6.3.1. Présentation de l’application multi-touch illustrant notre architecture 
Dans cette section nous décrivons une application minimaliste qui permet d’instancier les différents composants de 
chaque couche de notre architecture. Elle est représentative en termes d’échanges entre ces différentes couches 
dans la mesure où elle est composée de plusieurs widgets qui sont contrôlables avec plusieurs techniques 
d’interaction mono et multi-touch. 
Cette application est composée de deux widgets : un pushButton et une image. Une capture d’écran de cette 
application est présentée dans la Figure 72. Lorsque le pushButton est enfoncé, l’image est visible et l’on peut 
interagir sur cette dernière. Il est alors possible de faire tourner l’image et de l’agrandir. L’ensemble de l’application 
est donc composé de la partie dialogue qui gère la visibilité de l’image, de deux widgets, et de trois techniques 
d’interaction. 
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Figure 72 - Capture d'écran de l'application illustrant notre architecture 
Sur la capture d’écran dans la Figure 72, trois doigts sont en train d’interagir sur l’interface : un doigt sur le 
pushButton et deux autres sur l’image. Cette capture correspond au scénario illustré dans les sous-sections suivantes. 
6.3.2. La partie Interaction Toolkit 
Pour rappel, la boîte à outils (ou l’interaction physique), Interaction Toolkit dans la Figure 71, représente les 
périphériques d’entrées-sorties. Cette partie récupère les événements de l’utilisateur et permet de mettre en œuvre 
les objets de l’espace d’interaction définis dans le composant présentation. 
6.3.2.1. Description et décomposition 
Selon cette définition, ce composant doit donc, dans le cas des applications multi-touch, remplir les fonctions 
suivantes : 
- Réaliser le lien avec les périphériques d’entrées physiques : couche Touch Provider dans la Figure 71, 
- Gérer l’instanciation dynamique des périphériques d’entrées logiques : couche Low-level Transducer dans 
la Figure 71, 
- Représenter les périphériques d’entrées logiques (les doigts) : couche Logical Input Devices dans la Figure 
71. 
De plus, cette partie de l’architecture est en lien avec la partie présentation. Comme la partie boîte à outils gère 
l’instanciation dynamique des périphériques, elle est logiquement la plus à même d’instancier les modèles qui leur 
correspondent. 
L’implémentation de l’architecture ARCH que nous proposons est donc une décomposition en couches qui permet 
de décrire les spécificités liées aux applications multi-touch que nous avons décrites plus tôt dans ce chapitre. 
Ces trois couches qui forment le composant ARCH « Interaction Toolkit » sont décrites dans les sous-sections 
suivantes. 
6.3.2.2. La couche Touch Provider 
 La couche Touch Provider est la partie de l’architecture en lien avec les 
périphériques physiques. Pour les études de cas que nous présentons, nous 
utilisons un écran tactile. Elle envoie des événements bas niveaux appelés 
rawToucheventf_. Dans le cas de notre application, la couche Touch Provider 
produit et poste les événements 
rawToucheventf_down, rawToucheventf_update  et rawToucheventf_up qui 
correspondent à la détection, la mise à jour et le soulèvement des doigts sur la surface tactile. 
108 
 
 
Figure 73 - Description en ICOmpoNet de la couche Touch Provider 
La Figure 73 décrit la représentation en ICOmpoNet de cette couche de l’architecture. Cette représentation fait bien 
apparaître les événements disponibles pour les couches supérieures. Cette couche n’est pas décrite en ICO. En effet, 
comme c’est elle qui fait le lien avec le périphérique physique, selon le cas, il est nécessaire de développer une classe 
dédiée, capable de réaliser cette connexion. 
Le périphérique physique que nous utilisons ne propose pas de services particuliers. Il n’est par exemple par possible 
de contrôler son état de fonctionnement. Si tel est le cas, ses ports de communication (services de contrôle, messages 
d’erreurs) pourront être utilisés par les autres couches de l’architecture. 
6.3.2.1. La partie Logical Input Devices 
 Nous appelons périphériques logiques les objets d’interaction de plus bas 
niveau, c’est-à-dire les périphériques qui sont la source des événements 
nécessaires pour l’interactivité de l’application. Dans cette section, nous 
décrivons le cas particulier des doigts qui sont les périphériques d’entrées 
logiques principaux pour le multi-touch. Cette description est placée avant 
celle de la couche Low-Level Transducer car elle est nécessaire à l’explication 
de cette dernière.  
 
Un doigt n’existe qu’à partir du moment où il est détecté, c’est-à-dire  lorsqu’il touche la surface tactile (ici la couche 
Touch Provider). Ensuite, deux cas sont possibles : soit le doigt bouge, soit il cesse de toucher la surface tactile. Cette 
sous-section présente donc succinctement un modèle simple de doigt.  
 
 
Figure 74 - Exemple de spécification du comportement d'un doigt 
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Le modèle présenté dans la Figure 74 décrit le comportent simple d’un doigt. A l’initialisation (lorsque le doigt touche 
la surface), tous les paramètres de ce point de contact sont stockés dans la place Info. Afin de rester le plus générique 
possible, nous avons choisi d’encapsuler tous les paramètres des événements tactiles dans un seul objet de type 
TouchInfo. Ceci nous permet de nous abstraire des différences entre les périphériques physiques. Ainsi, nul besoin 
d’ajouter un service pour connaître la pression du point de contact. Un accesseur sur la classe TouchInfo donne 
accès à la valeur si elle existe et renvoie null sinon. 
 
Une fois reconnu, un doigt peut être mis à jour ou arrêté. La mise à jour du doigt est effectuée via le service update. 
Ce service permet de mettre à jour les différents paramètres du doigt lorsqu’ils évoluent (le doigt se déplace sur la 
surface tactile par exemple). Lors d’une invocation normale de ce service, la transition update permet de propager 
l’événement toucheventf_update contenant les paramètres mis à jour de ce doigt. Le franchissement de cette 
transition permet également de mettre à jour les paramètres du doigt dans la place Info.  
L’invocation du service terminate permet d’arrêter le doigt. Cela signifie que le doigt ne touche plus la surface 
tactile. Lorsque l’écran tactile « perd » le contact avec un doigt, le modèle correspondant reçoit une invocation du 
service terminate avec les dernières informations connues sur ce doigt. Le modèle Figure 74 génère alors un 
événement toucheventf_up lorsque la transition terminate est franchie. Le franchissement de cette transition permet 
également de mettre à jour les paramètres du doigt dans la place Info. 
La transition updateEx (resp. terminateEx) permet de renvoyer une exception lorsque le service update (resp. 
terminate) est invoqué alors que le doigt est arrêté. 
Enfin, le service getTouchInfo permet à d’autres modèles ICO de demander les paramètres du doigt à tout instant. 
 
Un doigt tel que le décrit le modèle Figure 74 se comporte comme un transducteur de bas niveau qui ne consomme 
aucun événement. Il émet tous les événements qu’il reçoit et permet une abstraction sur laquelle il est possible de 
raisonner, d’analyser. Sa représentation en ICOmpoNet est présentée dans la Figure 75 et sera utilisée par la suite. 
 
 
Figure 75 - Description en ICOmpoNet d'un périphérique logique 
Dans l’architecture que nous proposons, nous avons encapsulé les paramètres des doigts dans une classe TouchInfo. 
Cette encapsulation permet de définir une architecture générique. L’alternative est de faire apparaitre explicitement 
dans des places, chacune des propriétés des doigts. Dans ce cas, le modèle du périphérique logique est dépendant 
de la technologie tactile utilisée. 
6.3.2.2. La partie Low-Level Transducer 
 Le transducteur de bas niveau, ou Low-Level Transducer, est la couche de 
plus bas niveau décrite en ICO. C’est aussi la clé de voute de la partie boîte à 
outils de notre architecture. En effet, il s’agit du composant qui permet 
d’instancier les périphériques logiques à partir des événements bas niveaux 
émis par la couche Touch Provider. De plus, comme il possède les références 
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vers ces périphériques logiques, le composant de cette couche est aussi en charge de faire le lien entre ces 
périphériques logiques et les couches supérieures de l’architecture. Il est ainsi lié à la fonction de picking, fonction 
qui permet de connaître sur quel widget un point de l’écran se trouve. Un exemple de modélisation du transducteur 
de bas niveau est présenté dans la sous-section suivante. Enfin, la sous-section d’après décrit le fonctionnement de 
ce transducteur avec les autres couches de la partie boîte à outils que nous avons définies plus tôt.  
6.3.2.2.1. Une modélisation du transducteur de bas niveau 
Cette section décrit une modélisation simple d’un transducteur de bas niveau. Cette modélisation est présentée dans 
la Figure 76. La modélisation que nous proposons décrit un transducteur de bas niveau qui instancie et mets à jour 
des périphériques logiques en fonction des événements qu’il reçoit d’un Touch Provider. Cette modélisation est un 
exemple qui décrit une implémentation possible tout en restant générique. 
Le transducteur propose deux services : addLowLevelProvider et addPicker.  
 
 
Figure 76 - Modèle du Low-Level Transducer 
Le service addLowLevelProvider permet au modèle d’être relié à la couche basse de la partie boîte à outils, le 
Touch Provider. Lorsque ce service est invoqué, un jeton contenant une référence vers ce provider est ajouté dans 
la place SIP_addLowLevelProvider. La transition addLowLevelProvider est ensuite franchie et permet au transducteur 
de s’abonner aux événements émis par le provider (rawToucheventf_down, rawToucheventf_update et 
rawToucheventf_up). Comme le provider est une classe Java particulière pouvant être complexe, la transition 
getMyInstance, récupère la référence de l’objet qui envoie réellement les événements au sein de cette classe. Une 
fois franchie, cette transition dépose un jeton avec la source des événements du provider dans la place 
TOUCHSCREEN. La transition FingerInstantiation est alors franchissable et permet de recevoir les événements 
rawToucheventf_down émis par la source à l’intérieur du provider. 
 
Le service addPicker permet de relier le transducteur de bas niveau avec la partie présentation au travers d’un 
modèle qui est responsable de réaliser le picking. Ce modèle est décrit brièvement dans la section 6.3.3.2. 
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Lorsque le transducteur de bas niveau reçoit un événement rawToucheventf_down, cela signifie qu’un nouveau doigt 
est détecté par le Touch Provider. La transition FingerInstantiation est alors franchie. La transition crée alors une 
instance de périphérique logique (doigt) avec les paramètres de l’événement reçu. Une référence du modèle ainsi 
instancié est déposée dans la place Fingers et dans la place NewFinger. La transition retreivePosition permet de 
récupérer les coordonnées (en pixels) du point de contact du doigt. Ensuite, la transition pickingWidget permet de 
savoir sur quel widget le doigt se trouve. Cette opération est réalisée grâce à l’invocation pickAt sur le modèle du 
picking. Une fois le widget connu, la transition addingFinger permet de notifier le widget en question qu’un doigt 
interagit sur lui, en lui transmettant sa référence. 
 
Lorsqu’un doigt se trouve sur la dalle tactile, le modèle de périphérique logique associé se trouve dans la place Fingers 
du transducteur de bas niveau. Deux cas sont alors possibles. 
- Le doigt se déplace sur la surface tactile. Alors, le transducteur reçoit un événement 
rawToucheventf_update provenant du provider. La transition updatingFinger est alors franchie avec le 
périphérique logique associé et permet de le mettre à jour avec les nouveaux paramètres reçus. 
- Le doigt se soulève de la surface tactile. Alors, le transducteur reçoit un événement rawToucheventf_up 
provenant du provider. La transition freeFinger est alors franchie avec le périphérique logique associé et lui 
notifie que le doigt n’est plus en contact avec la surface tactile. 
Le composant de cette couche est décrit en ICOmpoNet dans la Figure 77 et permet de représenter l’ensemble des 
communications possibles effectuées par et avec le transducteur. 
 
 
Figure 77 - Description en ICOmpoNet du transducteur de bas niveau 
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Figure 78 - Exemple de séquence d'événements conduisant à la configuration décrite dans la Figure 79 
 
 
 
Figure 79 - Représentation de la partie boîte à outils lorsque trois doigts sont détectés 
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6.3.2.2.1. Liaisons entre le transducteur de bas niveau et les autres couches de la partie boîte à outils 
Dans cette section, nous décrivons les liaisons entre les différentes couches de la partie boîte à outils pour une 
séquence d’événements particulière. Cette séquence d’événements est décrite par le diagramme de séquence 
simplifié dans la Figure 78. 
 
Tout d’abord, un premier doigt touche la surface tactile. Ensuite il se déplace d’un pixel vers la droite et vers le bas. 
Puis un second doigt touche l’écran. Enfin un troisième doigt est détecté et se déplace un peu sur la surface tactile. 
 
La représentation en ICOmpoNet dans la Figure 79 illustre comment les différentes instances des composants de la 
boîte à outils sont connectées entre elles. L’écran tactile envoie des événements au transducteur de bas niveau qui 
instancie et met à jour les périphériques logiques. Ces derniers émettent les événements correspondant à l’évolution 
des doigts sur la surface tactile. 
6.3.3. La partie Presentation  
Pour rappel, la partie présentation est une partie qui fournit au dialogue un ensemble d’objets de présentation pour 
résoudre les différences de modélisation entre le contrôleur du dialogue et la présentation physique du système 
interactif. Cette couche de l’architecture est donc composée des différents widgets de l’application considérée ainsi 
que de la fonction picking. En effet, cette fonction, qui permet de déterminer le widget sur lequel un doigt interagit, 
est nécessaire à la transmission des différents événements à destination des widgets. 
6.3.3.1. Les Widgets  
 Les widgets réagissent aux différentes interactions réalisées par les 
périphériques logiques. Il est donc nécessaire de décrire la couche qui traite 
les événements des périphériques logiques et reconnaît les techniques 
d’interaction. Dans notre architecture, cette couche est constituée des 
différents modèles de techniques d’interaction. La description de ces 
modèles constitue un chapitre entier (voir chapitre 7).  
 
Pour définir notre architecture, nous avons privilégié l’homogénéisation des techniques d’interaction au détriment 
de la flexibilité d’utilisation de ces dernières. Nous avons fait ce choix afin de garantir que les différentes interactions 
soient cohérentes au sein d’une application mais aussi entre les différentes applications d’un système. Une 
philosophie opposée est présentée au travers de la variante de notre architecture que nous proposons dans la section 
6.4 
 
Par exemple, un pushButton réagit à une interaction hold1F. Nous avons choisi dans notre architecture de faire en 
sorte que chaque pushButton réagisse au même hold1F et non à une interaction hold1F paramétrée différemment. 
Afin de garantir cette propriété, nous avons imposé à chaque widget d’instancier les modèles de techniques 
d’interaction auxquels il doit s’abonner. Un extrait de ce modèle est présenté dans la Figure 80. Le modèle ainsi 
instancié n’est pas directement visible et n’est pas modifiable par un autre modèle de l’architecture. 
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Figure 80 - Extrait d'un modèle décrivant le comportement d’un pushButton 
Ainsi, dans le modèle de la Figure 80, lors de l’initialisation du pushButton, le franchissement de la transition 
createHold1F permet d’instancier un modèle hold1F et de déposer une référence vers ce modèle dans la place 
Hold1FCreated. Ensuite, la transition listenHold1F retire ce jeton, abonne le widget au modèle hold1F et dépose la 
référence dans la place Hold1F dans la variable myHold1F.  
La partie droite du modèle de la Figure 80 décrit comment l’état du pushButton évolue en fonction des événements 
émis pas le modèle hold1F ainsi instancié. Lorsque le pushButton est dans l’état NotSelected et qu’il reçoit un 
événement hold1F du modèle myHold1F, la transition toSelected est franchie. Elle retire le jeton de la place 
NotSelected, poste un événement stateChanged et dépose le jeton dans la place Selected. Le paramètre de 
l’événement (« true ») indique que le pushButton passe dans l’état appuyé. Lorsque le pushButton est dans l’état 
Selected et qu’il reçoit un événement hold1F du modèle myHold1F, la transition toNotSelected est franchie. Elle 
retire le jeton de la place Selected, poste un événement stateChanged et dépose le jeton dans la place NotSelected. 
Le paramètre de l’événement (« false ») indique que le pushButton quitte l’état appuyé.  
  
Figure 81 - Représentation en ICOmpoNet des échanges entre un pushButton et sa technique d'interaction hold1F 
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Cette approche nécessite donc une architecture adaptée pour que le modèle hold1F, encapsulé à l’intérieur du 
pushButton puisse recevoir les événements des périphériques logiques (les doigts). Ainsi, de manière générale, 
chaque widget doit proposer un service addFinger qui lui permet de recevoir ces périphériques logiques. Le widget 
a alors la charge de transmettre le périphérique logique reçu aux modèles de techniques d’interaction concernées. 
La représentation en ICOmpoNet de cette communication est illustrée dans la Figure 81 
 
6.3.3.2. Le lien entre les widgets et l’application : le picking 
Le picking est l’action qui consiste à déterminer sur quel objet de l’interface 
se trouve un point en particulier. Cette couche doit donc faire le lien entre 
les périphériques logiques et les objets de la présentation que sont les 
widgets et fait partie du window manager. Cette couche est aussi reliée à la 
partie dialogue qui lui notifie les widgets qui sont « pickables » c’est-à-dire à 
la fois visibles et interactifs.  
 
Figure 82 - Représentation en ICOmpoNet d'un modèle réalisant le picking 
La représentation en ICOmpoNet (Figure 82) illustre une modélisation possible de cette fonction grâce à la notation 
ICO. Le modèle correspondant, décrit dans l’Annexe 3 - Une description de la fonction de picking, est utilisé pour 
décrire les connexions entre les différents composants de notre architecture dans un exemple proposé dans la 
section suivante. 
6.3.4. La partie Application 
 Pour rappel, l’application que nous utilisons est composée de deux widgets : 
un pushButton et une image. Une capture d’écran de cette application est 
présentée dans la Figure 83.  
 
Sur la capture d’écran dans la Figure 83, trois doigts sont en train d’interagir 
sur l’interface : un doigt sur le pushButton et deux autres sur l’image. Cette 
capture correspond à un scénario au cours duquel un utilisateur essaie de masquer l’image alors qu’il la fait tourner. 
La fonction de picking a attribué le premier doigt au pushButton. Ce dernier l’a transmis au modèle qui reconnaît 
l’interaction hold1F. 
 
Les deuxième et troisième doigts touchent l’image, qui les a transmis aux modèles d’interactions qui reconnaissent 
le zoom (scale2F) et la rotation (rotate2F). Dans le cas d’une rotation, suite aux premiers déplacements de ces deux 
doigts, le modèle du zoom ne peut reconnaître un zoom et se défait de ces deux doigts. Ils sont en revanche reconnus 
pour réaliser une rotation de l’image par le modèle correspondant.  
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Figure 83 - Capture d'écran de l'application illustrant notre architecture 
Le modèle de la Figure 84 décrit cette application. Lors de son instanciation, il y a deux jetons dans le modèle : le 
premier, vide, dans la place Init et le second, contenant une référence vers le Low Level Transducer, dans la place 
LowLevelTransducer. La transition init est alors franchissable. Son franchissement retire le jeton de la place Init et en 
dépose un dans les places CreatePickingProvider et CreateWidgets.  
 
Figure 84 - Modèle de l'application 
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Les transitions suivantes deviennent franchissables et leurs franchissements sont exécutés en parallèle : 
- La transition createPickingProvider retire le jeton de la place CreatePickingProvider, instancie un modèle du 
PickingProvider et dépose un jeton avec une référence vers ce modèle dans la place 
PickingProviderNotLinked. La transition addPickingProvider devient franchissable. Son franchissement retire 
le jeton de la place PickingProviderNotLinked, ajoute le modèle du picking au modèle du Low Level 
Transducer et dépose le jeton dans la place PickingProvider. 
- La transition createWidgets retire le jeton de la place CreateWidgets et en dépose un dans les places 
PushButtonCreation et ImageCreation. Les transitions suivantes deviennent franchissables et leurs 
franchissements sont exécutés en parallèle : 
 
o La transition createPushButton retire le jeton de la place PushButtonCreation, instancie le modèle 
du pushButton de l’application et dépose un jeton avec une référence vers ce modèle dans la place 
PushButton_StandAlone. Lorsque le modèle du picking est déposé dans la place PickingProvider, la 
transition addPushButton devient franchissable. Son franchissement permet, grâce à l’invocation 
du service addWidget, d’ajouter le pushButton dans le modèle du picking pour que celui-ci puisse, 
à terme, recevoir les événements des périphériques logiques. Puis le jeton des déposé dans la place 
PushButtonToListen. La transition listenPushButton est alors franchissable. Son franchissement 
retire le jeton de la place PushButtonToListen, abonne le modèle de l’application aux événements 
« stateChanged » postés par le modèle du pushButton. Ensuite, le jeton est déposé dans la place 
PushButton. 
o La transition createImage retire le jeton de la place ImageCreation, instancie le modèle de l’image 
de l’application et dépose un jeton avec une référence vers ce modèle dans la place 
ImageStandAlone. Lorsque le modèle du picking est déposé dans la place PickingProvider, la 
transition addImage devient franchissable. Son franchissement permet, grâce à l’invocation du 
service addWidget, d’ajouter l’image dans le modèle du picking pour que celle-ci puisse, à terme, 
recevoir les événements des périphériques logiques. Puis le jeton des déposé dans la place 
ImageNotVisible. 
Une fois le modèle initialisé, les places PushButton et ImageNotVisible contiennent un jeton avec une référence vers 
le modèle du pushButton, respectivement de l’image. La transition setVisibleTrue est alors franchissable. Lorsqu’un 
événement « stateChanged », avec comme paramètre, un booléen à vrai, est posté par le modèle du pushButton, 
cette transition est franchie. Elle retire le jeton de la place ImageNotVisible, invoque le service setVisible pour 
afficher l’image et dépose le jeton dans la place ImageVisible. La transition setVisibleFalse est alors franchissable. 
Lorsqu’un événement « stateChanged », avec comme paramètre, un booléen à faux, est posté par le modèle du 
pushButton, cette transition est alors franchie. Elle retire le jeton de la place ImageVisible, invoque le service 
setVisible pour masquer l’image et dépose le jeton dans la place ImageNotVisible.  Cette partie du modèle décrit 
le comportement de l’application une fois cette dernière initialisée.  
 
La représentation en ICOmpoNet de ce modèle est présentée dans la Figure 85. Il permet de visualiser que le modèle 
de l’application consomme des événements « stateChanged »  et invoque les trois services addWidgets, addPicker 
et setVisible.  
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Figure 85 - Représentation en ICOmpoNet du modèle de l'application 
La sous-section suivant décrit l’instanciation de ce modèle d’application ainsi que les liens avec les couches de la 
partie Interaction Toolkit. 
6.3.5. Connexion entre l’application et la partie Interaction Toolkit 
Dans cette sous-section, nous décrivons, dans un premier temps, comment nous initialisons notre architecture. Puis 
nous illustrons le flot complet de données dans cette architecture lors du cas d’exécution qui est représenté par la 
Figure 83.  
6.3.5.1. Initialisation de l’architecture 
Nous traitons la phase d’initialisation de l’architecture spécifiquement dans cette sous-section car il s’agit d’un 
comportement différent de celui de l’exécution normale.  Nous y  décrivons une initialisation possible au travers du 
modèle présenté dans la Figure 86. Ce modèle décrit une implémentation possible mais pas unique. Elle se contente 
d’instancier les composants nécessaires des différentes couches de l’architecture et de les relier. Ainsi, ce modèle 
instancie un Touch Provider, le Low Level Transducer et l’application. Cette dernière instancie les widgets qui eux-
mêmes instancient les techniques d’interaction qui les concernent. Les choix de modélisations tels que l’utilisation 
de paramètres de construction ou les invocations de services servent à illustrer les différents mécanismes dans ICO.  
 
Figure 86 - Modèle décrivant l'initialisation de l'architecture 
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Afin de rester générique, nous ne détaillons pas le code de la transition createTouchProvider, dont le rôle est 
d’instancier le Touch Provider. L’étude de cas du chapitre 9 illustre une implémentation particulière basée sur du 
JavaFX. 
 
Lors de l’initialisation du modèle présenté dans la Figure 86, la place Init contient un jeton vide. La transition init est 
alors franchissable. Son franchissement retire le jeton de la place Init et dépose un jeton dans les places 
CreateTouchProvider, CreateLowLevelTransducer et CreateApplication. 
 
Les deux transitions suivantes sont alors franchissables et sont franchies en parallèle : 
- La transition createTouchProvider retire le jeton de la place CreateTouchProvider, crée le Touch Provider et 
dépose un jeton avec une référence vers ce provider dans la place TouchProvider. 
- La transition createLowLevelTransducer retire le jeton de la place CreateLowLevelTransducer, instancie un 
modèle de Low Level Transducer (Figure 76) et dépose un jeton avec une référence vers ce transducteur 
dans la place LowLevelTransducerStandAlone. Lorsque le Touch Provider est stocké dans la place 
touchProvider, la transition addTouchProvider est alors franchissable. Son franchissement retire le jeton de 
la place LowLevelTransducerStandAlone, ajoute le Touch Provider au transducteur et dépose le jeton dans 
la place LowLevelTransducer. L’invocation du service addLowLevelTouchProvider permet de relier le 
Touch Provider au Low Level Transducer pour que ce dernier instancie les périphériques logiques (Logical 
Input Devices).  
Une fois l’ensemble de ces transitions franchies, la transition createApplication devient franchissable. Son 
franchissement retire le jeton de la place CreateApplication, instancie le modèle de l’application et dépose un jeton 
avec une référence vers ce modèle dans la place Application. Lors de la création, le Low Level Transducer est passé 
en paramètre de sorte que l’application puisse lui ajouter le modèle qui gère le picking. Ce modèle fait le lien entre 
les périphériques logiques et les widgets de l’application. 
 
6.3.5.2. Représentation des flux de données lors d’une exécution de l’application 
Dans cette sous-section, nous décrivons les connections entre les différents composants de notre architecture. 
Comme la notation ICOmpoNet est orientée composant et ne décrit pas les aspects dynamiques, les modèles 
ICOmpoNet présentés correspondent à un cliché instantané lors de l’exécution de l’application qui correspond à la 
capture d’écran de la Figure 83. Les différents composants, ainsi que leurs connexions, sont illustrés dans la Figure 
87.  
 
Cette figure permet de visualiser les liens entre les différentes couches et la manière dont l’architecture permet de 
partir d’événements bas niveaux pour arriver à des commandes pour l’application concernée. 
 
L’invocation du service addPicker par l’application correspond à la phase d’initialisation. Il est nécessaire afin de 
faire le lien entre le picking et le Low Level Transducer. Passé la phase d’initialisation, la Figure 87 illustre bien la 
séparation entre les différentes couches. 
 
Cette architecture logicielle repose sur l’hypothèse d’un processus de développement qui se base sur une librairie 
de widgets pour concevoir les applications. En effet, une fois les widgets modélisés, les techniques d’interaction qui 
permettent leur manipulation sont masquées des autres composants. Elles ne peuvent donc pas être modifiées. La 
section suivante décrit comment adapter cette architecture si cette hypothèse n’est pas faite. 
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Figure 87 - Représentation en ICOmpoNet, sur un exemple d’exécution, des connexions entre les composants de notre architecture 
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Enfin, il est important de noter qu’il n’apparait pas de modèle de moteur de fusion dans cette architecture. 
Néanmoins, cet exemple simple d’application fusionne les événements de plusieurs périphériques d’entrées. En 
effet, les interactions Rotate et Scale réalisent une telle fusion. La fusion des événements provenant des différents 
périphériques n’est pas décrite dans un seul modèle mais sa description est répartie dans les modèles qui la réalisent. 
6.4. Une architecture permettant de customiser les techniques 
d’interaction multi-touch en lien avec les widgets 
 
Dans cette section, nous prenons une hypothèse différente sur le processus de conception des applications multi-
touch. A l’inverse des sections précédentes, nous supposons que les spécificités des interfaces multi-touch 
nécessitent de modifier les techniques d’interaction en fonctions des applications. Par la suite, et pour une lecture 
facilitée, nous nommons cette architecture l’architecture flexible. 
 
La conception des applications se base alors sur une libraire de widgets et une librairie de techniques d’interaction 
paramétriques. En effet, selon le contexte d’utilisation, les designers peuvent être amenés à modifier les techniques 
d’interaction en lien avec les widgets. Par exemple une application donnée peut nécessiter une interaction différente 
sur un pushButton que sur une autre application. 
 
Dans cette architecture, nous illustrons la façon dont les techniques d’interaction peuvent être instanciées dans les 
applications et non plus comme des boîtes noires à l’intérieur des widgets. Nous montrons ainsi comment la partie 
dialogue de l’application est alors en charge de lier les widgets aux techniques d’interaction appropriées et proposer 
aux concepteurs d’applications une plus grande flexibilité.  
En contrepartie de cette flexibilité, le modèle qui fait le lien entre les widgets et les techniques d’interaction devient 
plus complexe dès lors que l’interface est composée d’un grand nombre de widgets.  
Il est important de noter que cette variante est, pour la partie boîte à outils, identique à l’architecture précédente. 
En revanche, chaque widget doit proposer les services qui permettent de le lier aux techniques d’interaction dont il 
a besoin. Dans l’exemple de la Figure 88, le pushButton propose ainsi un service setHold qui permet de lui attribuer 
un modèle reconnaissant une technique d’interaction Hold1F.  
 
Les sous-sections suivantes décrivent les deux types de modèles impactés pour cette nouvelle architecture : le 
modèle de l’application et celui des widget, et en particulier celui du pushButton. 
 
6.4.1. Modification de la partie Application 
Dans cette sous-section, nous présentons  une modélisation de l’application (partie dialogue) décrite précédemment 
mais qui repose sur notre variante de l’architecture. Le modèle correspondant est présenté dans la Figure 88.  
 
Lors de l’instanciation du modèle de la Figure 88, un jeton se trouve dans la place Init. La transition init peut alors 
être franchie. Lors de son franchissement, cette transition init retire le jeton présent dans la place Init et en dépose 
un dans la place CreateWidgets et un autre dans la place CreateInteractions. Ensuite, les actions suivantes sont 
effectuées en parallèle : 
- La transition createWidgets est franchie et retire le jeton présent dans la place CreateWidgets et en dépose 
un dans la place PushButtonCreation et un autre dans la place ImageCreation. Les deux widgets de l’interface 
sont alors instanciés en parallèle : 
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o Lorsque la transition createPushButton est franchie, elle retire le jeton de la place 
PushButtonCreation, instancie un modèle de pushButton, et dépose une référence vers ce modèle 
dans la place PushButton_StandAlone. 
o Lorsque la transition createImage est franchie, elle retire le jeton de la place ImageCreation, 
instancie un modèle d’image, et dépose une référence vers ce modèle dans la place 
Image_StandAlone. 
- La transition createInteractions est franchie et retire le jeton présent dans la place CreateInteractions et en 
dépose un dans la place CreateHold, un dans la place CreateRotate2F et un autre dans la place 
CreateScale2F. Les trois techniques d’interaction sont alors instanciées en parallèle : 
o Lorsque la transition createHold est franchie, elle retire le jeton de la place CreateHold, instancie 
un modèle Hold1F, et dépose une référence vers ce modèle dans la place Hold. 
o Lorsque la transition createRotate2F est franchie, elle retire le jeton de la place CreateRotate2F, 
instancie un modèle du Rotate2F, et dépose une référence vers ce modèle dans la place Rotate. 
o Lorsque la transition createScale2F est franchie, elle retire le jeton de la place CreateScale2F, 
instancie un modèle du Scale2F, et dépose une référence vers ce modèle dans la place Scale. 
 
 
Figure 88 - Exemple d'une application liant les techniques d’interaction aux widgets 
Une fois les modèles du pushButton et du Hold1F instanciés, la transition setHold1 est franchie. Elle retire le jeton de 
la place PushButton_StandAlone, invoque le service setHold sur le pushButton avec en paramètre, la référence vers 
le modèle du Hold1F et dépose un jeton avec une référence vers le pushButton dans la place PushButton. 
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Une fois les modèles de l’image et du Rotate2F instanciés, la transition setRotate est franchie. Elle retire le jeton de 
la place Image_StandAlone, invoque le service setRotate sur le modèle de l’image avec en paramètre, la référence 
vers le modèle du Rotate2F et dépose un jeton avec une référence vers l’image dans la place Image_Rotate. Ensuite, 
et lorsque le modèle du Scale2F est instancié, la transition setScale est franchie. Elle retire le jeton présent dans la 
place Image_Rotate et invoque le service setScale sur l’image avec en paramètre, la référence vers le modèle du 
Scale2F. Le reste du modèle est identique à celui de l’architecture présentée auparavant. 
 
Figure 89 - Représentation en ICOmpoNet de l'application pour l'architecture flexible 
 
La représentation en ICOmpoNet de ce modèle est présentée dans la Figure 89. Elle illustre en partie la complexité 
de l’application pour cette architecture. En effet, l’application doit instancier les modèles des techniques 
d’interaction pour ses widgets et les leur ajouter.  
La personnalisation des techniques d’interaction par une application entraine une plus grande complexité de leur 
initialisation. Cette complexité résulte en une description plus lourde de la partie initialisation de l’application, mais 
ne modifie pas la partie comportement de cette dernière. 
6.4.2. Modification des modèles décrivant les widgets : l’exemple du pushButton 
Dans cette sous-section, nous présentons  une modélisation d’un widget, le pushButton, qui est compatible avec 
l’architecture flexible. Le modèle correspondant est présenté dans la Figure 90.  
 
Figure 90 - Extrait d'un modèle décrivant le comportement d'un pushButton proposant le service setHold 
 Cet extrait de modèle, décrit l’intégralité des différences avec le modèle du pushButton compatible avec la première 
architecture. Dans l’état initial, la place Hold ne contient aucun modèle reconnaissant le « Hold1F ». Lorsque 
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l’application invoque le service setHold pour la première (et seule) fois, un jeton contenant une référence vers le 
modèle instancié par l’application est déposé dans la place SIP_setHold. La transition setHold est alors franchissable. 
Son franchissement permet au modèle du pushButton de s’abonner aux événements hold1F postés par le modèle 
« Hold1F » passé en paramètre. Puis la transition dépose un jeton avec cette référence dans la place Hold et clôt le 
service par un dépôt de jeton dans la place SOP_setHold. Le modèle garanti qu’au plus un seul modèle « Hold1F » 
soit écouté grâce à la transition setHoldErr. 
Grâce à notre extension, le reste du modèle n’est pas impacté par cette modification. En effet, la source des 
événements hold1F reçus par le modèle fait référence à la variable myHold1F qui représente le modèle ajouté par 
l’application.  
6.4.3. Représentation en ICOmpoNet de l’architecture flexible 
Dans cette sous-section, nous décrivons la représentation en ICOmpoNet de cette architecture flexible présentée 
dans la Figure 91. Comme nous l’avons expliqué dans les sous-sections précédentes, seuls les composants des 
widgets et de l’application sont différents de ceux dans la première architecture. 
 
Les composants des techniques d’interaction ne sont plus contenus dans les composants des widgets qui les utilisent. 
Cependant, les communications entre ces différents composants restent identiques. En effet, le flot d’informations, 
aux travers des événements, reste le même. Plus généralement, les communications entre la partie 
InteractionToolkit et Presentation sont inchangées. Chaque composant garde réalise les mêmes fonctions en termes 
de traitement des événements utilisateurs. 
 
Ainsi, seules les communications entre la partie Presentation et la partie Application sont modifiées. Es modifications 
correspondent aux liens nécessaires lors de l’initialisation de l’architecture seulement. Les techniques d’interaction 
n’ont aucun échange direct avec l’application au cours de l’exécution de cette dernière. Le flot d’événements est 
inchangé. 
6.5. Comparaison des deux architectures  
Dans cette section, nous ne décrivons pas le fonctionnement des différents composants dans JavaFX. JavaFX est une 
librairie Java (incluse dans le Java Development Kit, JDK) qui permet d’implémenter des interfaces pour des 
applications bureau et web, compatibles avec des interactions multi-touch. La partie graphique de l’étude de cas du 
chapitre 9 utilise et décrit cette librairie.   
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Figure 91 - Représentation en ICOmpoNet, sur un exemple d’exécution, des connexions entre les composants de notre architecture orientée customisation  
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Avec la dernière version de Java (version 8), le fonctionnement de JavaFX a évolué : son API a changé ainsi que ses 
mécanismes internes. Des modifications sont prévues pour les versions suivantes de Java. Comme cette librairie n’est 
encore pas tout à fait stable, nous avons choisi de comparer les approches que nous proposons avec la libraire la plus 
répandue pour les interfaces en Java : Swing 
Dans un premier temps, cette section décrit le fonctionnement des widgets dans Java Swing. Puis nous comparons 
ce fonctionnement avec celui de nos deux architectures. 
6.5.1. Le fonctionnement des widgets dans Java Swing 
Dans Java Swing, les composants reposent sur un pattern d’architecture MVC (Krasner et Pope 1988). Les composants 
Swing séparent la partie modèle de la partie vue et de la partie contrôleur en utilisant le mécanisme d’UI Delegate. 
L’UI Delegate est un composant responsable de la partie vue et de la partie contrôleur du composant. La Figure 92 7 
illustre cette décomposition dans le cas d’un JButton. 
 
 
Figure 92 - Exemple de décomposition d'un JButton en Swing 3 
Prenons l’exemple d’un bouton : 
- Indépendamment de sa représentation graphique, il possède un état interne qui correspond au modèle du 
bouton. 
- La représentation de ses deux états est gérée par la vue déléguée. 
- Lorsqu’un utilisateur clique sur le bouton, le contrôleur délégué doit notifier la demande de changement 
d’état au modèle du bouton. La vue est alors mise à jour en fonction de l’évolution de l’état du bouton. 
6.5.2. Comparaison des deux architectures avec celle de Java Swing 
Cette sous-section compare les architectures que nous avons proposées avec celle des composants Java Swing en se 
basant sur des propriétés des architectures.  
Selon (Khandkar et Maurer 2010), une architecture pour un système multi-touch doit être flexible et compartimentée 
de telle sorte que chaque problématique soit adressée séparément. 
                                                                
7 http://cs.smith.edu/~jfrankli/220s04/Day4/MVCnotes.html  
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La structure en couche de nos deux architectures assure cette propriété de segmentation et notamment 
l’indépendance de l’architecture par rapport aux périphériques matériels. Les deux architectures que nous proposons 
s’appuient sur une partie boîte à outils (ARCH) similaire qui permet de s’abstraire des périphériques matériels et 
minimiser l’impact d’une évolution matérielle sur l’ensemble de l’architecture logicielle. En effet, si une surface 
tactile expose une propriété en plus lors d’un contact (par exemple la pression), aucun modèle n’est à modifier. Seule 
la couche TouchProvider doit évoluer et rajouter la pression du doigt parmi les informations à faire passer au 
LowLevelTransducer. Cette compatibilité est assurée par l’utilisation d’une classe Java qui contient les informations 
des périphériques logiques (voir section 6.3.2.1). Nous avons fait ce choix pour proposer une architecture générique. 
Cependant, la notation ICO permet de décrire ce comportement à l’aide de places et de services dédiés à chaque 
propriété des périphériques logiques comme par exemple avec une place X contenant la position du périphérique 
logique selon l’axe X et un service getX()permettant de récupérer sa valeur. 
 
La plus grande différence entre les deux architectures que nous proposons est liée à leur flexibilité. La seconde 
architecture se rapproche de l’implémentation des composants Java Swing que nous avons décrits dans la sous-
section précédente. Cette architecture permet une plus grande modificabilité des techniques d’interaction 
disponibles pour un widget et donc une plus grande flexibilité. En revanche elle ne garantit plus l’homogénéité du 
comportement des widgets d’une même classe, ce qu’assure la première architecture grâce à la standardisation de 
ses widgets et donc une plus grande réutilisabilité de ces derniers.  
 
Enfin, la philosophie de notre seconde architecture se rapproche de celle d’ARINC 661 dans la mesure où 
l’instanciation et les liaisons entre les différents widgets et techniques d’interaction sont réalisées lors de 
l’initialisation de l’application. Ainsi, les librairies de widgets et de techniques d’interaction peuvent être contenues 
dans le Définition File (DF) qui permet d’instancier les applications. 
 
Le choix d’une des deux architectures est donc lié au processus mis en œuvre pour la conception des applications 
multi-touch. 
6.6. Synthèse 
Suite à l’état de l’art présenté dans la première partie de ce manuscrit, nous avons montré la nécessité de proposer 
une architecture générique pour la conception d’applications multi-touch.  
Dans ce chapitre, nous proposons donc une architecture qui permet de structurer les modèles ICO afin de concevoir 
des applications multi-touch. Cette architecture est composée de couches structurées selon le modèle d’architecture 
ARCH (UIMS 1992). 
Elle permet de décrire formellement les périphériques logiques (ici les doigts), leur instanciation dynamique ainsi que 
leurs liens avec les différentes techniques d’interaction et les widgets qu’ils manipulent. Cette architecture générique 
permet de standardiser le comportement des différents widgets d’une interface multi-touch. 
Enfin, nous avons proposé une variante de cette architecture qui permet plus de flexibilité quant aux techniques 
d’interaction qui font évoluer le comportement des widgets. Ceci nous a permis de démontrer comment la notation 
ICO peut être utilisée pour réaliser différentes architectures logicielles pour des applications multi-touch. 
 
Le chapitre suivant démontre comment l’outil PetShop supporte la notation ICO et permet la simulation 
d’applications structurées selon les deux architectures que nous avons proposées. 
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Chapitre 7 : PetShop : un environnement pour la spécification, 
l’exécution et l’analyse des ICOs 
 
Résumé du chapitre 
 
Ce chapitre présente l’environnement PetShop, qui permet l’édition et la simulation des 
modèles ICO avec l’extension que nous avons proposée. 
 
 
 
  
130 
 
L’outil logiciel PetShop, pour Petri Net workShop (Navarre 2001), est un environnement d’édition, d’exécution et de 
vérification des réseaux de Petri à haut-niveau ICO. Ce chapitre décrit les différentes fonctionnalités de cet outil ainsi 
que ces dernières évolutions. 
 
La modélisation d’un système interactif est une activité décrite dans plusieurs processus de développement comme 
décrit dans le chapitre 3. Elle permet de mettre en valeur certaines informations concernant le système (structure, 
comportement, flux de données, états, architecture…). Les activités de modélisation d’un système permettent de 
définir, à chaque niveau d’abstraction, les informations pertinentes afin de raisonner sur les modèles et les 
fonctionnalités qu’ils décrivent pour le système en question.  
 
Etant donné la complexité des systèmes interactifs et le nombre d’informations à définir, un outil logiciel de 
modélisation associé à la notation est nécessaire pour la gérer. C’est dans ce cadre que nous présentons l’outil 
PetShop dans les sections suivantes. 
7.1. Les besoins d’un environnement pour les activités de modélisation des 
systèmes interactifs 
Dans cette section, nous décrivons les besoins liées à un environnement pour la modélisation du comportement des 
systèmes interactifs multi-touch avec la notation ICO.  
 
Tout d’abord un tel environnement doit permettre d’éditer des modèles ICO qui décrivent le comportement des 
différents composants du système interactif à modéliser. Pour rappel, un réseau de Petri décrivant le 
comportement d’un objet est appelé ObCS (pour Structure de Contrôle de l’Objet, Object Control Structure). 
Un Objet Coopératif (ou CO) est une instance d’une CO-classe qui implémente une interface Java et dont le 
comportement est décrit avec un ObCS. Enfin, un modèle ICO est un Objet Coopératif complété de ses fonctions 
de rendu et d’activation. 
 
Etant donné que la notation ICO ne décrit pas le rendu concret de l’interface, il est nécessaire d’implémenter ce 
rendu par un autre moyen. L’environnement doit ensuite assurer la compatibilité entre l’implémentation du rendu 
est les modèles ICO qui décrivent le comportement animant ce rendu. 
 
Ensuite, l’environnement doit permettre la modélisation d’applications entières. Ceci nécessite de gérer plusieurs 
modèles ainsi que leurs connections. 
 
Enfin, pour l’évaluation des systèmes ainsi modélisés, il est, dans un premier temps, nécessaire que l’environnement 
permette de simuler les modèles et le rendu associé. Ceci implique la simulation de chaque modèle ainsi que des 
différents moyens de communications synchrones et asynchrones entre ces modèles (services et événements). De 
plus, l’implémentation du rendu doit être connectée aux modèles et notamment aux fonctions de rendu et 
d’activation. Enfin, l’évaluation de ces systèmes nécessite l’accès aux fichiers de logs générés lors des simulations. 
7.2. Un environnement intégré complet 
Dans cette section, nous décrivons PetShop, une implémentation d’un environnement de modélisation tel que décrit 
dans la section précédente. PetShop est un outil logiciel de recherche lié à la notation ICO. En effet, il permet l’édition 
et l’exécution de modèles ICO. De plus, les travaux de (Barboni 2006), (Tankeu-Choitat, et al. 2011), notamment, ont 
démontré la capacité de l’outil PetShop à supporter des processus de développement centrés utilisateurs ou dédiés 
à des systèmes critiques. 
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Les différentes fonctionnalités qui permettent cette compatibilité sont décrites précisément dans les sous-sections 
suivantes. 
7.2.1. Présentation générale 
Dans cette sous-section, nous décrivons une vue générale de l’environnement PetShop dont une capture d’écran est 
présentée dans la Figure 93.  
 
 
Figure 93 - Copie d'écran de l'environnement logiciel PetShop 
Cet agencement de l’espace de travail est personnalisable et permet de visualiser les différentes fonctionnalités 
d’éditions nécessaires à la modélisation d’un système interactif avec ICO : 
- Un navigateur de projets qui contient les modèles ICO ainsi que la modélisation de leurs interfaces et les 
classes de rendu (pastille 1). Cette partie permet de structurer les différents modèles d’une application. 
- Une fenêtre centrale pour la visualisation et l’édition des  modèles ICO (pastille 2). 
- Une palette d’édition permet de glisser/déposer les éléments de la notation (pastille 3). 
- Un éditeur de code Java (pastille 4) permet d’éditer les interfaces pour de communications synchrones des 
modèles ICO ainsi que les classes de rendus et de liens avec les périphériques d’entrées sorties. 
- Un débuggeur (pastille 5). 
Ces différentes parties permettent de répondre aux besoins que nous avons énumérés précédemment dans ce 
chapitre. 
7.2.2. Principes de fonctionnement de l’environnement PetShop 
Dans cette sous-section, nous décrivons les principes de fonctionnement de cet environnement PetShop qui est 
illustré par le schéma de la Figure 94.  
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Figure 94 - Schéma illustrant les principes de fonctionnement de l'environnement PetShop 
L’environnement PetShop est développé avec le langage Java. Il s’agit en effet du langage utilisé pour décrire les 
interfaces pour les communications synchrones entre modèles. De plus, ce langage est utilisé au sein des transitions 
pour définir les expressions booléennes et effectuer certaines actions. De plus cela rend possible son déploiement 
sur les systèmes d’exploitation les plus répandus, de Windows 8.1 à des distributions Linux telles qu’Ubuntu. 
 
La dernière version de l’outil a évolué pour devenir une application Netbeans8. Netbeans est un environnement de 
développement logiciel (ou IDE) qui propose des modules pour la création d’applications. Ainsi, une application basée 
sur les modules intégrés à Netbeans bénéficie des mêmes fonctionnalités. Parmi ces dernières, PetShop intègre un 
gestionnaire de versions qui permet à plusieurs personnes de travailler sur un même projet. De plus PetShop dispose 
d’un éditeur de code Java et intègre la notion de projets et de versionning pour le travail en équipe. Le support que 
fourni la plateforme NetBeans permet d’éditer et de compiler les différentes classes et interfaces nécessaires à la 
modélisation et à la simulation des systèmes interactifs.  
 
L’éditeur de modèles ICO est spécifique à l’environnement PetShop. Cependant, il utilise le résultat de la compilation 
des interfaces qui décrivent les services des ICOs. Cet éditeur est en lien avec l’API de sorte que les modèles produits 
soient des modèles ICO et soient sauvegardés dans des fichiers ObCS.  
 
La partie analyse statique analyse les fichiers ObCS pour vérifier différentes propriétés statiques des réseaux. Cette 
partie est détaillée dans la sous-section 7.2.4 
                                                                
8 Netbeans : https://netbeans.org/ (au 1er septembre 2014) 
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Le manager permet de gérer les modèles d’une application pour que l’interprète des modèles ICOs instancie ceux 
qui sont nécessaires. 
 
Ensuite, l’interprète permet de relier les instances des modèles d’une simulation aux classes qui décrivent le rendu 
de l’interfaces et définissent les liens avec les périphériques d’entrées sorties. L’interprète permet également de 
relier ces instances au logger qui va enregistrer les évolutions, événements de ces différents modèles. Enfin 
l’interprète assure la communication synchrone et asynchrone entre les différents modèles et les différentes classes 
Java du projet. 
 
Cette architecture de l’environnement ainsi que des mécanismes qui lui sont propres permettent d’éditer les 
modèles durant une simulation.  
 
Enfin, cet outil logiciel est développé par l’équipe de recherche en systèmes interactifs critiques9 de l’Institut de 
Recherche en informatique de Toulouse en France. 
 
Dans les sous-sections suivantes nous détaillons les différentes fonctionnalités proposées par l’outil PetShop. 
7.2.3. L’édition de la modélisation comportementale 
La dernière version de PetShop  permet de modéliser directement dans l’outil les CO-classes dans leur ensemble. En 
effet, l’environnement de développement sert de support à la fois pour l’édition des ObCS mais aussi des interfaces 
Java qui décrivent les services des CO-classes. 
 
Les interfaces pour les CO-classes sont éditées dans le module du projet au travers de l’éditeur Java (pastille 4 sur la 
Figure 93. Lorsque le module est recompilé puis rechargé dans l’environnement PetShop, cette interface peut alors 
être utilisée pour un ObCS grâce à la fenêtre présentée dans la  Figure 95. Cette fenêtre recense toutes les interfaces 
disponibles pour un projet donné. Lorsqu’un utilisateur en sélectionne une pour l’utiliser sur un ObCS, 
l’environnement génères les places d’entrée et de sorties de ce service dans le modèle en question. 
 
 
Figure 95 - Fenêtre de sélection d'interface pour un modèle ICO 
                                                                
9 Equipe ICS : http://www.irit.fr/recherches/ICS-site/ (au 1er septembre 2014) 
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De plus, l’outil PetShop permet de gérer l’édition de plusieurs modèles ICOs au sein d’un même projet. Cette édition 
des ObCS est possible grâces à la visualisation graphique de ce dernier et à l’aide de la palette d’édition (pastilles 2 
et 3 sur la Figure 93). Le glisser déposer des éléments de la palette sur la visualisation de l’ObCS permet d’ajouter ces 
éléments à l’ObCS édité.  
 
Cette version de PetShop différencie deux types de transitions : les transitions standards et les transitions 
synchronisées à des événements. L’édition de ces transitions ce fait au travers d’une fenêtre d’édition commune. 
Une capture de cette fenêtre est présentée dans la Figure 96. La transition qui y est éditée est celle décrite par la 
Figure 64. Cet éditeur de transition est adapté à chaque type de transition de sorte que seuls les champs disponibles 
puissent être renseignés. 
 
Enfin, pour chaque modèle, l’outil fourni sa représentation en ICOmpoNet (Barboni 2006). Cette vue permet de 
synthétiser les différents ports de communications que propose une CO-classe. Il est alors possible de comparer plus 
facilement ces ports de communications avec les spécifications haut-niveau des CO-classes. 
7.2.4. L’analyse mathématique/statique des modèles 
Un module d’analyse des réseaux de Petri est implémenté dans l’outil PetShop. Une copie d’écran de la vue affichant 
les résultats d’une telle analyse est présentée dans la Figure 98. Ce module permet de vérifier certaines propriétés 
des modèles. La vérification de ces propriétés passe par l’analyse de la matrice d’incidence du réseau (définition en 
Annexe 1) qui décrit l’évolution des ressources de ce réseau (jetons) lors du franchissement des différentes 
transitions. Elle correspond à la partie 1 de la Figure 98.  
Le module d’analyse permet de déterminer les invariants de place (pastille 2), de transition (pastille 3) et plus 
récemment, les places puits et les places sources (pastilles 4 et 5). 
Cette analyse formelle est accessible directement pendant la conception des modèles. Elle ne nécessite pas de 
compilation ou de lien vers un outil extérieur. De plus, cette analyse est mise à jour à chaque modification du modèle, 
même lors de son exécution. 
 
 
Figure 96 - Fenêtres d'édition des transitions dans l’outil PetShop 
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Figure 97 - Visualisation d'un modèle ICO en ICOmpoNet 
 
 
Figure 98 - Copie d'écran du résultat du module d'analyse dans l'outil PetShop 
7.2.5. L’interprétation et le débogage des modèles 
PetShop intègre un interprète de modèles ICO. L’outil propose un couplage fort entre l’édition et l’interprétation des 
modèles. Ainsi il est possible d’exécuter une simulation en interprétant les modèles tout  en conservant la possibilité 
de les éditer au cours de cette simulation. Ceci permet aux utilisateurs de PetShop de tester de manière interactive 
le comportement des systèmes qu’ils conçoivent. Cette capacité de l’interprète à évaluer un modèle dynamiquement 
permet de s’affranchir des contraintes liées à la compilation des modèles.  
De plus, dans PetShop l’interprète est associé à chacune des instances d’ICO. L’exécution d’une instance est pilotée 
au moyen d’un contrôleur d’instances, semblable à une commande de magnétoscope. La Figure 99 illustre les 
contrôles disponibles sur ces instances.  
 
 
Figure 99 - Palette de simulation de modèle dans l'outil PetShop 
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PetShop permet d’interpréter les modèles de façon continue ou à la manière d’un débuggeur. Dans ce cas, 
l’interprétation est en mode manuelle. L’utilisateur peut alors évaluer pas à pas le franchissement des transitions et 
choisir les substitutions valides qui sont alors utilisées. 
 
De plus, sachant que les jetons dans les modèles ICO peuvent contenir des références vers d’autres instances de 
modèles ICO, l’interprète évalue les appels aux services offerts par ces modèles. Il est également possible d’instancier 
dynamiquement de nouvelles instances d’un modèle au cours de la simulation. 
Lors d’une simulation, l’interprète est capable de générer un fichier de log contenant toutes les informations 
nécessaires à une évaluation d’utilisabilité (Palanque, Barboni, et al. 2011). 
 
Enfin, PetShop propose une couche de communication via le bus logiciel IVY (Buisson, et al. 2002). Cette couche 
permet de faire communiquer, sur plusieurs ordinateurs en réseau, plusieurs environnements PetShop pour une 
simulation multiposte (Martinie, Barboni, et al. 2014). Cette capacité permet de simuler des architectures logicielles 
similaires à celle d’un cockpit d’avion civil (Fayollas, et al. 2014).  
 
7.3. Les évolutions apportées à PetShop pour supporter la notation ICO 
Dans cette section nous expliquons comment nous avons fait évoluer l’outil de sorte qu’il supporte notre extension 
ICO. Plus précisément, nous décrivons les points clés de l’évolution de l’interprète ICO de PetShop qui sont le support 
à l’édition des nouveaux modèles ainsi que leur simulation. Cette évolution permet de définir la sémantique 
d’exécution de notre extension et son implémentation dans l’outil PetShop. 
 
La première étape pour supporter notre extension d’ICO a consisté à développer les nouveaux éléments ainsi que 
leurs interfaces d’éditions associées (voir Figure 96 pour l’édition des transitions par exemple). Parallèlement, nous 
avons modifié la sauvegarde de ces modèles tout en conservant la rétrocompatibilité avec les précédents formats de 
sauvegarde.  
 
 
Figure 100 - Modèle illustrant le multicast des événements, dans son état initial 
Nous avons ensuite modifié l’interprète des modèles de sorte qu’il puisse évaluer les modèles ICO avec l’extension. 
Ce travail n’a pas eu un gros impact sur le nombre de ligne de codes de ce dernier mais l’a néanmoins complexifié. 
137 
 
En effet, une des grandes différences avec l’utilisation de l’extension est que l’envoi des événements est de type 
multicast. Dans la précédente version, lorsqu’un modèle reçoit un événement  il n’avait, au plus qu’une transition de 
franchie. Avec notre extension, plusieurs transitions peuvent être franchies suite à la réception d’un unique 
événement. L’évaluation et le franchissement de ces transitions est donc plus complexe. L’interprète permet de 
simuler le comportement de tels modèles comme celui de la Figure 100 (qui est décrit dans la section 5.2.1.3.4). Nous 
avons ainsi défini dans l’algorithme d’interprétation la notion de « step » permettant un gel temporaire des places 
d’entrées/sorties des transitions synchronisées à un événement pour évaluer sa réception. Nous avons ainsi définit 
un certain nombre d’étapes qui permettent de résoudre les conflits potentiels lors de la réception d’événements. De 
l’analyse et du franchissement intermédiaire des transitions concernées à franchissement effectif, ces étapes 
permettent de franchir aléatoirement les transitions franchissables et de ne pas considérer les ressources produites 
pour le franchissement des autres transitions. Ceci permet de ne pas créer de jeton, et de terminer l’algorithme à 
chaque réception d’événement. 
 
 
Nous avons présenté dans ce chapitre un environnement de développement associé à la notation ICO. Il permet de 
modéliser des réseaux ICO mais aussi de simuler les applications interactives qu’il permet de décrire.  
 
Le chapitre suivant démontre la capacité de la notation ICO à décrire des techniques d’interaction multi-touch de 
manière exhaustive et non-ambigüe. 
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Troisie me partie : Mise en œuvre et 
validation de l’approche 
 
Synthèse de la partie 
 
Dans la partie précédente, nous avons défini une approche pour la description exhaustive et non ambigüe des 
techniques d’interaction multi-touch. Cette partie valide cette approche grâce à une mise en œuvre en deux 
temps.  
 
Le chapitre 8 permet de démontrer comment l’extension que nous avons proposée permet à la notation ICO de 
décrire différents types d’interactions multi-touch. Nous décrivons un sous-ensemble de techniques d’interaction 
multi-touch qui permettent de couvrir la taxonomie présentée dans la première partie. 
 
Enfin le chapitre 9 décrit une étude de cas qui met en œuvre l’ensemble des contributions de la partie 2. Cette 
étude de cas est une application multi-touch pour un cockpit interactif. Il s’agit d’une application qui permet la 
gestion et la visualisation des informations météorologiques au travers d’une carte interactive. 
 
 
 
  
140 
 
  
141 
 
Chapitre 8 : Modélisation ICO de techniques d’interaction multi-touch 
 
Résumé du chapitre 
 
Ce chapitre illustre comment notre extension d’ICO permet de décrire des techniques 
d’interaction multi-touch.  
 
Dans un premier temps, la section 8.1 définit le choix des techniques d’interaction multi-touch 
que nous décrivons pour couvrir l’ensemble des propriétés de la taxonomie proposée dans le 
chapitre 1. 
 
Ensuite, la section 8.2 décrit des modèles de périphériques logiques (dans notre cas des doigts) 
à partir desquels les techniques d’interaction peuvent être reconnues (section 8.2 ). 
 
Ensuite nous décrivons comment la notation ICO permet de modéliser de telles techniques 
d’interaction de plusieurs manières : des modèles qui reconnaissent une technique 
d’interactions et des modèles qui en reconnaissent plusieurs en parallèle (section 8.3). Nous 
illustrons ensuite au travers de la section 8.4, comment la notation ICO permet de fusionner des 
événements en entrée et leurs rendus en sortie.  
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Dans la première section de ce chapitre nous décrivons comment la modélisation de techniques d’interaction multi-
touch nous permet de valider notre approche. 
La deuxième section de ce chapitre décrit des modèles de périphériques logiques (les doigts dans notre cas). Puis la 
troisième section explicite différents types de modélisation pour les techniques d’interaction. Ensuite nous décrivons 
un exemple de fusion en entrée et en sortie. Enfin nous statuons sur la couverture d’ICO. 
 
Figure 101 - Rappel de l'architecture logicielle proposée dans le chapitre 6 
Les modèles de ce chapitre reposent sur l’extension d’ICO et sur la première architecture que nous avons décrite 
dans le chapitre 6 (section 6.3) qui est représentée dans la Figure 101, pour rappel. Cette architecture, reposant une 
ARCH (UIMS 1992), décrit de manière générique l’ensemble des différentes couches nécessaires pour reconnaitre les 
interactions multi-touch des utilisateurs pour manipuler une application. 
8.1. Couverture de la taxonomie 
Ce chapitre a pour but de démontrer les capacités de la notation ICO à décrire les techniques d’interaction multi-
touch. Pour ce faire, nous avons sélectionné plusieurs techniques d’interaction afin de couvrir le plus grand ensemble 
possible parmi les dimensions caractéristiques des techniques d’interaction. Pour rappel, ces dimensions sont 
présentées dans le Tableau 1 qui se trouve dans la section 1.2.2.  
 
Dans les sections précédentes nous avons décrit différentes techniques d’interaction. Nous avons analysé ces 
interactions par rapport aux dimensions du Tableau 1. Le résultat est présenté dans le Tableau 10 décrit la capacité 
d’ICO à décrire les interactions multi-touch. 
 
Par extension, ICO permet d’adresser les dimensions suivantes : 
- La surface de contact : ICO est capable de décrire les paramètres des événements tactiles avec des objets 
arbitrairement complexes comme par exemple la surface de contact. 
- L’Accélération : le modèle de périphérique logique proposé dans la Figure 104 décrit l’accélération. 
- La pression est un paramètre supplémentaire des événements qu’ICO peut décrire au même titre que la 
vitesse d’un doigt. 
- Le nombre de mains, utilisateurs, périphériques : comme l’extension d’ICO permet d’identifier formellement 
les sources des événements dans les transitions correspondantes, la notation peut donc décrire des 
périphériques logiques de plus haut niveau (main, …) et leur lien avec les événements multi-touch. 
- L’identité des utilisateurs est une valeur qui peut être décrite dans les réseaux, au même titre que des 
données systèmes. 
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- Le lien avec des propriétés externes de l’IHM : la notation a démontré sa capacité à fusionner des 
informations provenant de plusieurs périphériques instanciés dynamiquement. Elle peut donc décrire des 
événements provenant de capteurs additionnels qui fourniraient de telles informations. 
 
 
Tableau 10 - Couverture des dimensions des techniques d’interaction multi-touch par la notation ICO 
8.2. Spécification des périphériques d’entrées logiques  
La spécification des techniques d’interaction multi-touch nécessite la 
description des périphériques logiques sur lesquels elles se basent : les doigts 
par exemple. Cette description doit contenir les événements produits par les 
doigts. En effet, ce sont eux qui peuvent être reçus par les techniques 
d’interaction.  
 
De manière générale, il est indispensable de connaître l’état du périphérique d’entrée et quels événements il peut 
générer dans chacun de ses états. Cela permet de garantir que les techniques d’interaction peuvent être reconnues. 
Dans cette section, nous décrivons le cas particulier des doigts qui sont les périphériques d’entrées logiques 
principaux pour les interactions multi-touch.  
Un doigt n’existe qu’à partir du moment où il est détecté c’est-à-dire quand il touche la surface tactile. Ensuite, deux 
cas sont possibles : soit le doigt bouge soit il cesse de toucher la surface tactile. Un exemple de spécification simple 
du comportement d’un doigt est décrit dans la section 6.3.2.1. Sa représentation en ICOmpoNet est rappellée dans 
la Figure 102. La section 8.2.1 décrit un exemple de modélisation d’un comportement similaire à un doigt dans 
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Proton++ (Kin, Hartmann, et al. 2012) tandis que le modèle que nous utilisons par la suite (section 8.2.2) décrit un 
comportement plus proche de celui d’un doigt et qui repose sur le modèle présenté dans la section 6.3.2.1.  
 
Figure 102 - Description en ICOmpoNet d'un périphérique logique (rappel section 6.3.2.1) 
Nous présentons ces deux modélisations pour les raisons suivantes. Tout d’abord, les deux modèles présentés 
correspondent à une description d’un périphérique logique de l’architecture rappelée dans la Figure 101. Ces 
modèles possèdent donc les mêmes services (ports d’entées) et sont substituables dans l’architecture. Ensuite, les 
deux descriptions décrivent des comportements de nature différente. En effet, dans Proton++ de (Kin, Hartmann, et 
al. 2012), les doigts postent des événements de manière synchrone. Ils traitent les événements qu’ils reçoivent et en 
postent d’autres, en plus petit nombre et avec des informations différentes. La seconde modélisation que nous 
proposons décrit un fonctionnement asynchrone qui poste tous les événements qu’elle reçoit. Ces deux mécanismes 
étant opposés, nous montrons ainsi comment la notation ICO permet de décrire différents comportements de 
périphériques logiques. 
8.2.1. Exemple de modélisation d’un comportement similaire à un doigt dans Proton++ (Kin, 
Hartmann, et al. 2012) 
Cette sous-section décrit un deuxième modèle comportemental d’un doigt vu par le système. Cette spécification est 
basée sur les travaux de (Kin, Hartmann, et al. 2012) qui décrivent l’environnement Proton++. Cet environnement 
propose une abstraction de la couche tactile via un ensemble d’événements. Ces événements sont envoyés de façon 
synchrone par un générateur d’événements bas niveau. Ce générateur échantillonne les événements du 
périphérique physique et les enrichit de certains paramètres comme la direction du mouvement par exemple.  
Le modèle Figure 103 propose un extrait de la spécification d’un comportement analogue. Ce modèle reproduit le 
comportement du générateur d’événements bas niveau tel que nous avons pu le comprendre au travers de (Kin, 
Hartmann, et al. 2012). Lorsqu’un doigt se déplace sur la surface tactile, le modèle correspondant évalue la direction 
du déplacement. Parallèlement, toutes les 30ms, le modèle envoie un événement avec les informations de 
déplacement. 
 
La description précise et complète du modèle Figure 103 n’est pas utile. Cette modélisation a avant tout pour but 
d’illustrer comment ICO permet de décrire des périphériques logiques asynchrones qui fusionnent et consomment 
les événements qu’ils reçoivent. 
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Figure 103 - Extrait d’une modélisation d’un comportement similaire à un doigt dans Proton++ 
8.2.2. Modèle du doigt pour la spécification des techniques d’interaction multi-touch 
Dans cette sous-section nous décrivons le modèle de périphérique logique que nous utilisons pour décrire les 
techniques d’interaction multi-touch dans ce chapitre. Ce modèle est illustré par la Figure 104. Contrairement au 
modèle présenté dans (Kin, Hartmann, et al. 2012), notre modèle décrit un comportement asynchrone, comme la 
majeure partie des périphériques d’entrées multi-touch. En revanche, notre modèle fournit la direction du 
mouvement du doigt, selon la même spécification que pour (Kin, Hartmann, et al. 2012). 
Ce modèle décrit le comportement d’un périphérique logique, dans notre cas un doigt. Il est mis à jour chaque fois 
que son périphérique se déplace, i.e. ici à chaque mouvement du doigt auquel il est relié. Ce modèle calcule la 
direction du doigt, sa vitesse et son accélération et poste les événements correspondants à son évolution. 
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Figure 104 - Modèle du doigt pour la spécification des techniques d’interaction multi-touch 
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Lorsqu’un doigt est détecté, un modèle lui correspondant est instancié (celui de la Figure 104). Le marquage initial 
du modèle est donné par l’Équation 1. Pour plus de lisibilité, nous n’avons pas indiqué le marquage des places liées 
aux différents services (SIP_, SOP_, SEP_) car ces dernières sont toutes vides à l’initialisation. 
 
𝑀0 =
|
|
|
𝐼𝑁𝐼𝑇_𝐼𝑁𝐹𝑂
𝐼𝑛𝑓𝑜
𝑆𝑃𝐸𝐸𝐷
𝐴𝐶𝐶𝐸𝐿𝐸𝑅𝐴𝑇𝐼𝑂𝑁
𝐷𝐼𝑅𝐸𝐶𝑇𝐼𝑂𝑁
𝐷𝐼𝑅𝐸𝐶𝑇𝐼𝑂𝑁_𝐹𝑅𝑂𝑀_𝑆𝑇𝐴𝑅𝑇
𝐹𝐸𝐸𝐷𝐵𝐴𝐶𝐾_𝑂𝑁
𝐹𝐸𝐸𝐷𝐵𝐴𝐶𝐾_𝑂𝐹𝐹
𝑛𝑒𝑤𝑇𝑜𝑢𝑐ℎ𝐼𝑛𝑓𝑜
𝑑𝑢𝑚𝑚𝑦𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒
𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑
|
|
|
=
|
|
|
1 ∗< 𝑖𝑛𝑖𝑡𝐼𝑛𝑓𝑜 → 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟′𝑠 𝑣𝑎𝑙𝑢𝑒 > 
1 ∗< 𝑖𝑛𝑓𝑜 → 𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟′𝑠 𝑣𝑎𝑙𝑢𝑒 >
1 ∗< 𝑠𝑝𝑒𝑒𝑑 → 0 >
1 ∗< 𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛 → 0 >
1 ∗< 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 → 𝑂 >
1 ∗< 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝐹𝑟𝑜𝑚𝑆𝑡𝑎𝑟𝑡 → 𝑂 >
1 ∗<>
0
0
0
0
|
|
|
  
Équation 1 - Marquage initial de la Figure 104 
Un fois le modèle initialisé, il peut recevoir les notifications qui traduisent l’évolution du doigt sur la surface tactile : 
- Update : le doigt se déplace ou l’un de ses paramètres évolue. En effet, lorsque la surface tactile détecte la 
pression exercée par le doigt, si celle-ci varie, il faut mettre à jour le modèle même si le doigt ne s’est pas 
déplacé. Lorsque le service update est invoqué, un jeton contenant les nouveaux paramètres du doigt est 
déposé dans la place SIP_update. La transition updating est alors franchie. Elle retire le jeton de la place 
SIP_update, ceux des places SPEED, ACCELERATION, DIRECTION, DIRECTION_FROM_START et Info. Son 
action (masquée sur la Figure 104) calcule les nouvelles valeurs de ces différents paramètres. Puis la 
transition peuple ses places de sorties. La transition fireUpdate devient alors franchissable. Lors de son 
franchissement, elle retire le jeton de la place newTouchInfo, émet un événement toucheventf_update et 
dépose un jeton avec les paramètres du doigt dans la place Init. 
- Terminate : le doigt s’est soulevé et ne touche plus la surface tactile. Un jeton contenant les dernières 
valeurs connues du doigt est déposé dans la place SIP_terminate. La transition terminate retire ce jeton et 
le dépose dans la place dummyTerminate et termine l’invocation du service. La transition newTrigggerUp 
est alors franchissable. Elle retire le jeton de la place dummyTerminate et émet un événement 
toucheventf_up puis dépose un jeton dans la place terminated. 
Ce modèle de doigt décrit donc un comportement générique et simple d’un doigt sur une surface tactile. 
8.2.3. Utilisation d’un modèle de périphérique d’entrées logique  
Dans les sous-sections précédentes nous avons présenté deux modèles de périphériques logiques et leurs 
spécifications respectives. Ces deux modélisations possèdent des propriétés différentes comme par exemple la 
consommation d’événements. Néanmoins, ces deux modélisations implémentent les mêmes interfaces. Elles sont 
compatibles avec les mêmes architectures. De plus, les deux modèles postent des événements à des techniques 
d’interaction qui s’y abonnent. Dans la suite de ce document, nous utilisons le modèle de périphérique logique de la 
Figure 104. Ce modèle ne consomme pas d’événements et donne accès aux primitives dont nous avons besoin pour 
décrire complètement les techniques d’interaction. Toutefois, la structure des modèles des techniques d’interaction 
n’est pas impactée pas ce choix. Ainsi, l’approche que nous proposons est compatible avec tous les périphériques 
d’entrées, sous réserve que le modèle qui les décrit implémente les services requis. 
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8.3. Spécification de techniques d’interaction 
Pour la suite de ce chapitre, nous nous basons sur le modèle du cas simple. 
Mais il est tout aussi possible d’appliquer ces résultats à une autre 
modélisation dans la mesure où les modèles qui décrivent les doigts (ou 
autres périphériques d’entrées) implémentent les mêmes services.  
Dans cette section nous décrivons comment les modèles de techniques 
d’interaction sont reliés avec les modèles des périphériques logiques (ici les 
doigts). Ensuite nous proposons deux façons de modéliser ces techniques d’interaction multi-touch. Ces deux types 
de modélisations diffèrent par le lien entre les doigts qu’elles « écoutent » et les interactions quelles sont capables 
de reconnaître. La première sous-section explicite ces différences. Les sous-sections suivantes décrivent plus en détail 
ces deux cas. 
8.3.1. Le lien avec les périphériques logiques 
Dans cette section nous expliquons comment les modèles de techniques d’interaction sont reliés aux modèles des 
périphériques logiques et comment ce lien amène à considérer deux types de modélisation. 
Pour qu’un modèle de technique d’interaction puisse reconnaître une technique d’interaction, il faut qu’il reçoive les 
évènements des périphériques logiques. En effet, dans notre cas, un tel modèle récupère les évènements des doigts 
pour reconnaître une technique d’interaction et produire, le cas échéant le(s) événement(s) correspondant(s).  
 
Il est donc nécessaire de notifier à ce modèle qu’un nouveau doigt est détecté. Pour ce faire, chaque modèle de 
technique d’interaction doit implémenter le service addFinger(Finger f) décrit par l’interface Figure 105. 
 
 
   public interface InteractionTechnique { 
 
     void addFinger(Finger finger); 
 
   }  
 
Figure 105 - Interface décrivant le service addFinger 
Ce service permet d’ajouter un modèle de doigt à un modèle de technique d’interaction. Ce dernier a pour 
responsabilité d’en tenir compte, de s’abonner aux événements du doigt et de reconnaître ses mouvements.  
Une fois les doigts ajoutés aux modèles d’interactions, nous devons définir comment ils vont être traités. Deux cas 
sont notamment possibles : soit le modèle de technique d’interaction ne permet de reconnaître qu’une interaction 
à la fois, soit il permet de reconnaître plusieurs fois la même technique de façon de façon concurrente. Ces deux cas 
sont plus amplement décrits dans les prochaines sous-sections. Dans le premier cas, le modèle d’interaction peut 
être vu comme une brique spécialisée alors que dans le second cas elle est statique. Enfin, la section 8.3.4 aborde la 
modélisation de techniques d’interaction qui se basent sur les évènements d’autres techniques d’interaction. 
8.3.2. Un modèle pour une instance d’une technique d’interaction 
Dans cette sous-section nous décrivons un modèle de technique d’interaction permettant de reconnaître une 
interaction. Cela signifie que le modèle définit comment le mouvement des doigts sur la surface tactile permet de 
reconnaître cette interaction. 
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Figure 106 - Modèle d’interaction capable de reconnaître une technique d'interaction à sept doigts 
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Par exemple, le modèle de la Figure 106 permet de reconnaître une technique d’interaction similaire à l’interaction 
« Z-translate » dans (Kin, Miller, et al. 2011). Cette technique d’interaction permet d’utiliser sept doigts pour 
translater un objet d’une scène 3D selon l’axe Z. Pour cela, il faut que cinq doigts définissent un point d’ancrage et 
deux doigts réalisent un « drag » vertical pour réaliser la translation. L’écartement moyen entre les cinq premiers 
doigts définit le ratio utilisé pour translater l’objet : pour un déplacement vertical donné (pour les deux autres doigts) 
plus ces cinq doigts sont proches, plus l’objet est translaté. 
 
Figure 107 - ICOmpoNet correspondant au modèle de la Figure 106 
La Figure 107 représente l’ICOmpoNet correspondant à ce modèle. Il nest nommé Z_Translate_L5_T2 car il permet 
de réaliser une translation selon l’axe Z en utilisant 5 doigts pour définir la position du cluster 1 (lock) et 2 doigts pour 
le cluster 2 (translate). 
 
Ce modèle est composé de trois parties, décrites dans les paragraphes suivants, qui sont numérotées sur la Figure 
106 : 
1. l’ajout de doigts au modèle, 
2. le premier cluster de doigts, 
3. le second cluster de doigts. 
Le marquage initial du modèle de la Figure 106 est décrit par l’Équation 2. Celle dernière permet de définir le nombre 
de doigts nécessaires à la technique d’interaction : 5 pour le premier cluster et 2 pour le second cluster. 
 
𝑀0 =
|
|
|
|
𝑆𝐼𝑃_𝑎𝑑𝑑𝐹𝑖𝑛𝑔𝑒𝑟
𝑆𝑂𝑃_𝑎𝑑𝑑𝐹𝑖𝑛𝑔𝑒𝑟
𝑆𝐸𝑃_𝑎𝑑𝑑𝐹𝑖𝑛𝑔𝑒𝑟
𝑃𝑜𝑜𝑙𝐶𝑙𝑢𝑠𝑡𝑒𝑟1
𝑃𝑜𝑜𝑙𝐶𝑙𝑢𝑠𝑡𝑒𝑟2
𝐶𝑙𝑢𝑠𝑡𝑒𝑟1
𝐶𝑙𝑢𝑠𝑡𝑒𝑟1_𝑁𝑜𝑡𝐹𝑢𝑙𝑙
𝐶𝑙𝑢𝑠𝑡𝑒𝑟1_𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠
𝐶𝑙𝑢𝑠𝑡𝑒𝑟2
𝐶𝑙𝑢𝑠𝑡𝑒𝑟2_𝑁𝑜𝑡𝐹𝑢𝑙𝑙
𝐶𝑙𝑢𝑠𝑡𝑒𝑟2_𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝐹𝑖𝑛𝑔𝑒𝑟𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒
𝑇𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒
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1 ∗< 𝑠𝑡𝑑𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 → 250 >
0
|
|
|
|
 
Équation 2 - Marquage initial de la Figure 106 
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Figure 108 - L'ajout d'un doigt 
Lorsqu’un doigt est ajouté à la technique d’interaction (Figure 108), un jeton contenant une référence vers ce doigt 
est déposé dans la place SIP_addFinger. Il y a alors trois possibilités : 
- Le premier cluster n’est pas plein : la transition addFingerToCluster1 est alors franchissable. Le 
franchissement de cette transition retire le jeton de la place SIP_addFigner et un jeton de la place 
PoolCluster1, abonne le modèle aux événements émis par le doigt (action masquée de la transition) et 
dépose un jeton avec une référence vers le doigt dans la place Cluster1.  Si ce doigt est le cinquième du 
cluster, la transition calculateCluster1Parameters est alors franchissable. Lors de son franchissement, elle 
permet de calculer le barycentre des cinq doigts du cluster et de définir la distance moyenne entre ces doigts 
(code masqué dans la transition). Un jeton contenant ces paramètres est alors déposé dans la place 
Cluster1Parameters. 
- Le premier cluster est plein mais pas le second : la transition addFingerToCluster2 est alors franchissable. Le 
franchissement de cette transition retire le jeton de la place SIP_addFigner et un jeton de la place 
PoolCluster2, abonne le modèle aux événements émis par le doigt (action masquée de la transition) et 
dépose un jeton avec une référence vers le doigt dans la place Cluster2.  Si ce doigt est le deuxième du 
cluster, la transition calculateCluster2Parameters est alors franchissable. Lors de son franchissement, elle 
permet de calculer le barycentre des deux doigts du cluster et de définir la distance moyenne entre ces 
doigts (code masqué dans la transition).  Un jeton contenant ces paramètres est alors déposé dans la place 
Cluster2Parameters. 
- Les deux clusters sont pleins : la transition discardFinger est alors franchie. Le modèle n’accepte pas le 
nouveau doigt. 
Lorsqu’un doigt est dans le cluster 1 (resp. 2) la transition removeFingerFomCluster1 (resp. 
removeFingerFromcluster2) est franchie lorsque le doigt se soulève de la dalle tactile. Lorsqu’elle est franchie, la 
transition removeFingerFromCluster1 (resp. removeFingerFromCluster2) retire le jeton contenant une référence vers 
le doigt en question depuis la place Cluster1 (resp. Cluster2) et dépose un jeton dans la place poolCluster1 (resp. 
PoolCluster2). Ceci permet de recevoir un nouveau doigt pour le cluster 1 (resp. 2). 
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Figure 109 - Comportement du premier cluster  
 
Lorsque le cluster 1 est plein (Figure 109), la transition updatingClusterParameters est franchissable. Elle permet de 
recevoir les événements toucheventf_update émis pas les doigts du cluster. Son franchissement permet de recalculer 
les paramètres du cluster. 
 
 
Figure 110 - Comportement du second cluster 
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Lorsque le cluster 2 est plein (Figure 110), la transition updateCluster2 est franchissable. Elle permet de recevoir les 
événements toucheventf_update émis pas les doigts du cluster. Son franchissement permet de recalculer les 
paramètres du cluster et de calculer la valeur de la translation à effectuer. Un jeton contenant cette valeur est déposé 
dans la place TranslationValue. La transition raiseTranslation est ensuite franchie. Elle permet d’émettre un 
événement  ztranslate qui contient la valeur de la transition à réaliser selon l’axe Z. 
 
Dans ce premier type de modélisation, le modèle ne prend en compte que le nombre de doigts nécessaires à la 
reconnaissance de l’interaction qu’il décrit. Par construction, le modèle ne peut émettre des évènements que pour 
une seule interaction à chaque instant. Il y a donc une correspondance 𝑛 𝑑𝑜𝑖𝑔𝑡𝑠 → 1  𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛. 
 
Dans la sous-section suivante, nous explicitons un autre type de modélisation qui permet une correspondance 
différente. 
 
Figure 111 - Modèle d’interaction capable de reconnaître plusieurs évènements FLICK en parallèle 
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8.3.3. Un modèle pour plusieurs instances d’une technique d’interaction 
Dans cette sous-section nous décrivons un modèle de technique d’interaction permettant de reconnaître plusieurs 
interactions en parallèle. Cela signifie que pour une technique d’interaction donnée, le modèle est capable de 
reconnaître plusieurs fois cette technique en fonction du nombre de doigts qu’il contient. Par exemple, le modèle de 
la Figure 111 peut reconnaître l’interaction « Flick » pour plusieurs doigts en même temps. 
 
Dans cet exemple, le modèle décrit une technique d’interaction mono-touch, le « Flick ». Cette interaction consiste 
à déplacer un doigt rapidement en ligne droite sur une surface tactile. Le modèle que nous présentons Figure 111 
peut prendre en charge un nombre quelconque de doigts. Pour chacun de ces doigts, le modèle va évaluer les 
déplacements pour tenter de reconnaître l’interaction « Flick » à un doigt. 
 
Ce modèle se décompose en deux parties, numérotées sur la Figure 111 : 
1. l’ajout d’un doigt, 
2. la reconnaissance du « Flick » à un doigt. 
Lors de l’initialisation du modèle, toutes les places du réseau sont vides excepté la place SpeedThreshold qui contient 
un jeton avec la valeur de la vitesse à dépasser par un doigt pour qu’il puisse être reconnu comme un « Flick ». 
 
Lorsqu’un doigt est ajouté au modèle, un jeton contenant une référence vers ce doigt est déposé dans la place 
SIP_addFinger. La transition addFinger est alors franchissable. Il est important de noter que ce modèle traite tous les 
doigts qui lui sont ajoutés, sans nombre limite. Le franchissement de la transition addFinger retire le jeton présent 
dans la place SIP_addFinger et dépose un jeton avec la référence de ce doigt dans la place NewFinger. La transition 
listenFinger devient franchissable. Lors de son franchissement, elle retire le jeton de la place NewFinger, abonne le 
modèle du « Flick » à un doigt aux événements émis par le doigt en question et dépose un jeton avec une référence 
vers ce doigt dans la place Finger.  
La transition firstMove est franchie lors du premier déplacement du doigt sur la surface tactile. Son franchissement 
retire le jeton de la place Finger qui contient la référence vers le doigt qui vient de bouger. Elle dépose ensuite un 
jeton dans la place MovingFinger avec une référence vers ce doigt, sa vitesse et la direction de son déplacement.  
 
Trois cas sont alors possibles : 
- Le doigt se déplace selon une direction différente de celle de son premier déplacement. La transition 
moveNotLinear est alors franchie. Elle retire le jeton contenant une référence vers ce doigt de la place 
MovingFinger et dépose un jeton dans la place FAIL. 
- Le doigt se relève. La transition nothing est alors franchie. Elle retire le jeton contenant une référence vers 
ce doigt de la place MovingFinger et dépose un jeton dans la place NOTHING. 
- Le doigt se déplace selon la bonne direction et sa vitesse dépasse celle fixée par le seuil (speedTreshold). La 
transition speedOK est alors franchie. Elle retire le jeton contenant une référence vers ce doigt de la place 
MovingFinger et le dépose dans la place SpeedOK. Deux cas sont alors possibles : 
o Le doigt se déplace selon une direction différente. La transition moveNotLInear est alors franchie. 
Elle retire le jeton contenant une référence vers ce doigt de la place SpeedOK et dépose un jeton 
dans la place FAIL2. 
o Le doigt se relève. La technique d’interaction est reconnue et la transition recognized est alors 
franchie. Elle retire le jeton contenant une référence vers ce doigt de la place SpeedOK et dépose 
un jeton contenant la référence du doigt et la direction du mouvement dans la place ToRaiseFlick. 
La transition raiseFlick1F est alors franchissable. Lorsqu’elle est franchie, elle émet un événement 
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flick1F ayant comme paramètres le doigt reconnu et la direction de son mouvement. Un jeton 
contenant la direction du « Flick » est alors déposé dans la place SUCCESS. 
Ainsi ce modèle permet de reconnaître plusieurs interactions en parallèle. Plus généralement ce type de modélisation 
permet une correspondance 𝑛 𝑑𝑜𝑖𝑔𝑡𝑠 → 𝑚 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠. 
8.3.4. Un modèle de techniques d’interaction qui encapsule un autre modèle 
Dans cette section nous décrivons comment il est possible de factoriser la description des techniques d’interaction. 
En effet, certaines techniques d’interaction reposent sur la reconnaissance de plusieurs doigts qui évoluent de 
manière similaire, par exemple, dans le cas de la Figure 113, le « Flick » à deux doigts. 
Il est possible de modéliser cette technique d’interaction de plusieurs façons différentes. Nous pouvons en effet nous 
baser sur les deux types de modèles que nous avons présentés dans les deux sous-sections précédentes. La discussion 
dans cette sous-section a pour but de montrer comment, indépendamment des modélisations précédentes, il est 
possible de factoriser un modèle d’interaction. 
 
Le modèle de la Figure 113 présente une description d’un « Flick » à deux doigts qui peut être défini comme deux 
doigts réalisant un « Flick » dans une même fenêtre temporelle. La notation ICO permet de composer des modèles 
de techniques d’interaction pour en reconnaître d’autres. Cette composition est illustrée par la représentation 
ICOmpoNet dans la Figure 112. Dans le modèle présenté Figure 113 nous décrivons exactement la définition d’un 
« Flick » à deux doigt dans un modèle. Ce dernier fusionne les événements d’un modèle « Flick » à un doigt qu’il 
instancie.   
 
Figure 112 - Représentation en ICOmpoNet du Flick à deux doigts 
Ceci est un choix de modélisation. Nous aurions pu également instancier le modèle « Flick » à un doigt à l’extérieur 
du modèle pour le « Flick » à deux doigts. La lecture d’un tel modèle n’est pas aussi immédiate que celui que nous 
proposons Figure 113 mais cela permet de réutiliser le modèle du « Flick » à un doigt pour composer d’autres 
techniques d’interaction.  
 
Ce modèle est composé de trois parties, numérotées sur la Figure 113 : 
1. l’ajout de doigts,  
2. l’instanciation du modèle qui reconnaît les « Flick » à un doigt, 
3. la fusion des événements flick1F pour reconnaître un « Flick » à deux doigts. 
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Figure 113 - Modèle d'interaction du « Flick » avec deux doigts 
Lors de l’initialisation du modèle de la Figure 113, toutes les places du réseau sont vides, excepté la place INIT_FLICk1F 
qui contient un jeton vide. La transition createFlick est donc franchissable. Lors de son franchissement, la transition 
instancie un nouveau modèle reconnaissant le « Flick » à un doigt présenté dans la sous-section précédente, et 
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dépose un jeton avec une référence vers ce modèle dans la place FlickNotListened. La transition listenFlick est alors 
franchissable. Lors de son franchissement, elle abonne le modèle du « Flick » à deux doigts aux événements flick1F 
envoyés par le modèle précédemment instancié. La transition dépose ensuite un jeton contenant une référence vers 
ce modèle de « Flick » à un doigt dans la place FLICK1F. Le modèle du « Flick » à deux doigts est alors initialisé 
correctement et prêt à reconnaître la technique d’interaction correspondante. 
 
Lorsqu’un doigt est ajouté au modèle, un jeton est déposé dans la place NewFinger, via l’invocation du service 
addFinger. Deux cas sont alors possibles : 
- Aucun jeton n’est présent et aucun autre n’est rajouté dans la place NewFinger dans les 500ms qui suivent. 
La transition discardFinger est alors franchie et retire le jeton de la place NewFinger.  
- Il y a déjà un jeton dans la place newFinger. Dans ce cas le modèle peut tenter de reconnaître un « Flick » à 
deux doigts comme étant deux « Flick » à un doigt car les deux doigts ont touché la surface tactile à moins 
de 500ms d’écart. Dans ce cas, la transition acceptFingers est alors franchie. Elle retire les deux jetons de la 
place NewFinger et les dépose dans la place FingerToFlick. Ensuite, et pour les deux jetons, la transition 
addFingerToFlick retire un jeton dela place FingerToFlick, ajoute le doigt contenu dans le jeton dans le 
modèle du « Flick » à un doigt et dépose le jeton dans la place Finger. Deux cas sont alors possibles : 
o Rien ne se passe dans les 5 secondes qui suivent (aucun événement flick1F n’est reçu). Alors la 
transition discardFingerForFlick_ est franchie pour les deux jetons contenus dans la place Finger. 
o Un événement flick1F est reçu et le doigt reconnu est contenu dans la place Finger. La transition 
manageFlick1F est alors franchie. Elle retire le jeton contenant la référence du doigt impliqué de la 
place Finger et dépose un jeton contenant la direction du « Flick » dans la place 
WaitingSecondFinger. Deux cas sont alors possibles : 
 Le deuxième doigt réalise lui aussi un « Flick » dans la même direction dans les 500ms qui 
suivent. Le « Flick » à deux doigts est alors reconnu. La transition mergeFlicks est alors 
franchie avec les deux jetons de la place WaitingSecondFinger. Cette transition émet un 
événement flick2F avec comme paramètre la direction de l’interaction reconnue. 
 La condition précédente n’est pas vérifiée après 500ms, la transition discardFlick1F_ est 
franchie et retire tour à tour les jetons de la place WaitingSecondFlick. 
Ainsi ce modèle, qui permet de reconnaître plusieurs interactions en parallèle, reconnaît une technique d’interaction 
à partir d’événements produits par un autre modèle de techniques d’interaction. 
8.3.5. Un modèle pour reconnaître le tracé du « Z » 
Dans cette section, nous décrivons comment la notation ICO permet de reconnaître des interactions de type 
« stroke ». Les « strokes » sont des interactions qui reconnaissent un tracé particulier, comme une lettre, pour 
déclencher une commande. Ces interactions sont spécifiques dans la mesure où elles nécessitent de reconnaître des 
formes particulières à partir des déplacements d’un doigt. Il existe plusieurs méthodes pour reconnaître ces tracés, 
parmi lesquelles l’algorithme du 1$ recognizer de (Wobbrock, Wilson et Li 2007). Nous proposons dans cette section 
une approche pour reconnaître ces techniques d’interaction avec la notation ICO. Cette approche repose sur une 
décomposition de ces interactions en éléments simples : les strokes. Tout comme (Kammer, Wojdziak, et al. 2010), 
nous considérons que les lignes tracées par les doigts sont des gestes élémentaires. Combinés à d’autres gestes 
élémentaires (cercles,…) (Kammer, Wojdziak, et al. 2010) décrit différentes « strokes » multi-touch. Nous 
considérons donc qu’une partie des « strokes » peut être décrite à partir d’un ensemble de lignes. La section suivante 
propose un modèle qui permet de convertir le mouvement des doigts en segments élémentaires selon les huit 
directions (N, NE, …) identiques à celles de (Kin, Hartmann, et al. 2012). Ensuite la sous-section 8.3.5.2 démontre 
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comment reconnaître le tracé d’un « Z » grâce à ces « strokes » élémentaires. Enfin, la sous-section 8.3.5.1 généralise 
notre approche.  
8.3.5.1. Le générateur de « strokes » 
Cette sous-section décrit un modèle particulier de transducteur : il permet de convertir le mouvement des doigts sur 
une surface tactile en une séquence de segments élémentaires, selon huit directions. Le modèle correspondant est 
présenté dans la Figure 114. 
 
Le modèle du générateur de « strokes » est composé des trois parties numérotées sur la Figure 114 : 
1. l’ajout de doigts, 
2. l’ajout de modèles qui reconnaissent des « strokes » plus complexes à partir des événements postés par le 
générateur, 
3. la reconnaissance de « stroke » élémentaires. 
Le modèle propose deux services : 
- addFinger : permet au modèle du Low Level Transducer (voir Chapitre 6) de lui rajouter les doigts qu’il doit 
analyser. 
- addRecognizer : permet d’ajouter des modèles qui vont écouter les événements envoyés par le 
générateur de « strokes » et qui vont reconnaître des « strokes » plus complexes. 
Lorsqu’un doigt est ajouté au modèle, un jeton est déposé dans la place SIP_addFinger. La transition addFinger est 
alors franchissable. Lorsqu’elle est franchie, elle abonne le modèle du générateur de « strokes » aux événements 
émis par le modèle du doigt. Puis elle dépose un jeton avec une référence vers ce doigt dans la place FingerIsListened 
et clôture l’invocation du service addFinger. Ensuite la transition getFingerInfo retire ce jeton, récupère les 
paramètres du doigt et dépose le jeton dans la place FingerInfo en lui ajoutant ces informations. La transition 
initStrokeParameters permet d’initialiser la direction du doigt à O (aucune). Deux cas sont alors possibles : 
- le doigt se relève. La transition fingerUp est alors franchie. Elle retire le jeton correspondant au doigt dans 
la place Fingers, calcule les paramètres de la « stroke » (positions de début et de fin, la longueur et la 
direction du segment). Elle dépose ensuite un jeton avec tous ces paramètres dans la place 
StrokeParameters. Enfin, la transition raiseNewStroke permet d’émettre l’événement correspondant à la 
« stroke » reconnue et dépose le jeton dans la place STROKES_RECOGNIZED. 
- le doigt se déplace sur la surface tactile. La transition receiveUpdates est alors franchie. Elle retire le jeton 
correspondant au doigt de la place Fingers et calcule la nouvelle direction du trait. Elle calcule si les 
directions avant et après le déplacement sont presque alignées. Cette fonction renvoie vrai si les directions 
sont les mêmes ou si l’une d’elles est O. Les paramètres calculés, avec la référence du doigt, sont ensuite 
déposé dans un jeton dans la place PROCESS_UPDATE. Trois cas sont alors possibles : 
o le doigt se déplace selon la même direction. La transition sameStroke est alors franchie. Elle retire 
le jeton de la place PROCESS_UPDATE et dépose un jeton avec les bons paramètres dans la place 
Fingers. 
o Le doigt se déplace selon une nouvelle direction, mais l’une des deux est O. La transition 
initStrokeDirection est alors franchie, produisant le même résultat que dans le cas précédent. 
o Le doigt change de direction. La transition enOfStroke est alors franchie. Elle retire le jeton 
correspondant de la place PROCESS_UPDATE, calcule la longueur du segment et dépose un jeton 
dans la place StrokeParameters avec les paramètres correspondant et un jeton dans la place Finger. 
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Ceci permet continuer à reconnaître des « strokes » pour ce doigt et d’envoyer l’événement 
correspondant à la « stroke » reconnue.  
 
 
Figure 114 - Modèle convertissant le mouvement des doigts en segments 
Il est important de noter que ce modèle permet de reconnaître simultanément des « strokes » pour un nombre 
quelconque de doigts. 
8.3.5.2. Un modèle pour décrire le tracé du « Z » 
Dans cette sous-section, nous décrivons comment notre approche permet de reconnaître des « strokes » telles que 
celles qui réalisent un « Z ». Pour cela, nous utilisons le générateur de « strokes » élémentaires (lignes) décrit dans la 
sous-section précédente. De plus nous avons décomposé la lettre « Z » en trois lignes comme l’illustre la Figure 115. 
Ainsi, un »Z » peut être reconnu comme un enchaînement  de trois « strokes » élémentaires selon les directions Est, 
Sud-Ouest et Est. 
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Figure 115 - Décomposition de la stroke "Z" en lignes 
 
Le modèle présenté dans la Figure 116 permet de reconnaître le tracé d’un « Z » selon la décomposition précédente. 
Il analyse un flot de « strokes » émis par le générateur présenté dans la sous-section précédente. 
 
Lorsqu’un premier segment (« stroke » élémentaire de forme rectiligne) est détecté, le modèle reconnaissant le « Z » 
le reçoit via le franchissement de la transition strokeReceived qui dépose un jeton contenant les paramètres de la 
« stroke » élémentaire dans la place FirstStrokeReceived. Deux cas sont alors possibles : 
- La direction de la « stroke » est l’Est. Dans ce cas, la transition startOK est franchie, retire le jeton de la place 
FirstStrokeReceived et le dépose dans la place StartZ. 
- La direction est différente de l’Est. Dans ce cas, la transition notStart est franchie, retire le jeton de la 
placeFirstStrokeReceived. 
 
 
Lorsqu’un jeton contenant une référence à un doigt se trouve dans la place StartZ, il y a trois cas possibles : 
- Le doigt se soulève. La transition removeFinger1 est franchie et retire le jeton en question de la place StartZ. 
- Le générateur de « strokes » a reconnu un segment dans la direction 2 réalisé par le doigt. La transition 
receivedStroke2 est alors franchie. Elle retire le jeton correspondant de la place StartZ et le dépose dans la 
place Z_Step2. 
- Le générateur de « strokes » a reconnu un segment réalisé par ce doigt mais selon une direction différente. 
La transition receivedStroke3 est alors franchie et retire le jeton de la place StartZ. 
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Figure 116 - Modèle reconnaissant le tracé d'un "Z" 
Lorsqu’un jeton contenant une référence à un doigt se trouve dans la place Z_Step2, il y a trois cas possibles : 
- Le doigt se soulève. La transition removeFinger2 est franchie et retire le jeton en question de la place 
Z_Step2. 
- Le générateur de « strokes » a reconnu un segment dans la direction 3 réalisé par le doigt. La transition 
receivedStroke4 est alors franchie. Elle retire le jeton correspondant de la place Z_Step2 reconnaît le tracé 
du « Z ». Elle émet donc un événement « Z » avec le doigt utilisé comme paramètre. 
- Le générateur de « strokes » a reconnu un segment réalisé par ce doigt mais selon une direction différente. 
La transition receivedStroke5 est alors franchie et retire le jeton de la place Z_Step2. 
De plus, et parallèlement aux évolutions décrites précédemment, la transition strokeReceived est aussi franchie à 
chaque nouveau segment reconnu. Ceci permet de reconnaître des « strokes » dont on ne connaît pas le point de 
départ. Le modèle présenté permet de reconnaître un pattern de déplacement dans un flot d’événements. 
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Enfin, ce modèle permet de reconnaître simultanément les tracés réalisés par un nombre infini de doigts. 
8.3.5.1. Généralisation de l’approche 
Dans cette section nous avons montré comment la notation ICO peut être utilisée pour reconnaître des « strokes » 
basées sur des segments de droites. Le principe consiste à convertir les déplacements des doigts en segment et de 
reconnaître les patterns formés par ces derniers.  
Les « strokes » composées de segments constituent un sous-ensemble de « strokes » de manière générale. 
Cependant, elles peuvent toutes être décomposées selon un ensemble de « strokes » élémentaires (Kammer, 
Wojdziak, et al. 2010). La notation ICO permet ensuite de fusionner les « strokes » ainsi reconnues pour reconnaître 
des tracés plus complexes. 
 
8.4. Fusion en entrées et sorties : exemple du finger clustering 
Dans cette section nous démontrons comment la notation ICO permet de décrire une fusion en entrée et en sortie 
d’événements émis par des sources instanciées dynamiquement. L’exemple de la Figure 117 montre un modèle qui 
décrit le regroupement dynamique de doigts (finger clustering) sur une surface tactile. Ce modèle permet de 
reconnaître des groupes de deux et trois doigts selon la distance qui les sépare.  
 
Le modèle présenté dans la Figure 117 est composé d’un service addFinger, de trois places pour les différents 
groupes de doigts, de deux places pour les distances qui permettent le regroupement et des transitions pour mettre 
à jour les groupes de doigts en fonction de leurs déplacements. 
 
A chaque fois qu’un modèle d’un doigt est ajouté au modèle, ce dernier s’abonne aux événements qu’il émet via le 
code de la transition addFinger et le jeton contenant une référence vers le modèle du doigt ainsi que sa position est 
déposé dans la place SINGLE_FINGERS. La transition updating1Finger permet de mettre à jour la position du doigt en 
fonction de ses déplacements. Si le doigt se soulève, la transition remove1 est alors franchie et retire le jeton 
correspondant de la place SINGLE_FINGERS. 
Lorsqu’un doigt de la place SINGLE_FINGERS se rapproche suffisamment d’un autre doigt de la place 
SINGLE_FINGERS, la transition merge2Fingers est alors franchie. Les jetons de ces deux doigts sont retirés de la place 
SINGLE_FINGERS et sont groupés dans un seul jeton déposé dans la place FINGERS_MERGED_BY_TWO. 
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Figure 117 - Modèle reconnaissant des groupes de 1, 2 ou 3 doigts 
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Lorsque ces deux doigts sont groupés dans un jeton dans la place FINGERS_MERGED_BY_TWO, deux transitions 
permettent de mettre à jour leur position. En effet, la première transition (updateFingerX) permet de recevoir les 
événements toucheventf_update provenant du premier doigt qui compose la paire. La deuxième transition 
(updateFingerY) réalise la même chose pour le second doigt de la paire. Comme il y a deux doigts dans un seul jeton, 
et que ces deux doigts ont un nom de variable différent, il est nécessaire d’avoir ces deux transitions. De la même 
manière, il est nécessaire d’avoir deux transitions écoutant les événements toucheventf_up pour les deux doigts de 
cette place (les transitions remove2 et remove3). 
 
Le reste du modèle est construit selon le même principe et permet de reconnaître des groupes de trois doigts (2+1 
ou 1+1+1). 
 
Lorsqu’une paire est détectée, l’interface doit afficher un rendu graphique qui corresponde à ce regroupement. La 
fonction de rendu associée à ce modèle permet cet affichage. Elle est détaillée dans le Tableau 11. 
 
Nom de la place Evénement  Méthode de rendu 
SINGLE_FINGERS tokenAdded showFingerRendering 
SINGLE_FINGERS tokenRemoved hideFingerRendering 
FINGERS_MERGED_BY-TWO tokenAdded createPairedFingerRendering 
FINGERS_MERGED_BY-TWO tokenRemoved removePairedFingerRendering 
FINGERS_MERGED_BY_THREE tokenAdded createGroupedByThreeFingerRendering 
FINGERS_MERGED_BY_THREE tokenRemoved removeGroupedByThreeFingerRendering 
Tableau 11 - Fonction de rendu associée au modèle du finger clustering 
 
Lorsque deux doigts sont groupés, les jetons faisant référence à ces deux doigts sont retirés de la place 
SINGLE_FINGERS. La méthode hideFingerRendering est alors appelée avec comme paramètre le jeton 
correspondant. La partie présentation peut ainsi masquer le rendu associé au doigt contenu dans le jeton qui vient 
d’être retiré de la place SINGLE_FINGERS. Ensuite, un jeton contenant une référence vers chacun de ces doigts est 
déposé dans la place FINGERS_MERGED_BY_TWO.  La fonction createPairedFingerRendering est alors appelée 
avec comme paramètre, le jeton contenant les références vers les deux doigts groupés. La partie présentation peut 
ainsi afficher le rendu correspondant. 
Il est important de noter que la fusion en sortie est réalisée sur les mouvements de jetons, tandis que l’évolution de 
la fusion en entrée est réalisée grâce aux transitions. 
 
Le rendu associé au modèle de la Figure 117 est présenté dans la Figure 118-D. Sur cette illustration, les carrés 
représentent la position des doigts sur l’interface. Les ellipses vertes représentent le rendu associé aux doigts non 
groupés. Ils sont trois, et correspondent aux trois doigts contenus dans la place SINGLE_FINGERS. L’ellipse bleue 
correspond au rendu du groupe de deux doigts décrit par le jeton de la place FINGERS_MERGED_BY_TWO. Enfin, le 
triangle rouge correspond au rendu associé au groupe de trois doigts décrit par le jeton dans la place 
FINGERS_MERGED_BY_THREE. 
La Figure 118-A représente le rendu lorsque deux doigts non groupés touchent l’interface. Suite à leur 
rapprochement, ils sont regroupés comme l’illustre la Figure 118-B. Enfin, la Figure 118-C correspond à une situation 
dans laquelle cinq doigts sont détectés et quatre d’entre eux sont regroupés en paires. 
 
Il est important de noter que le modèle permet de définir une infinité de groupes de un, deux ou trois doigts, tous 
évoluant en parallèle sur une ou plusieurs surfaces tactiles. 
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Figure 118 - Rendu associé au modèle décrivant le groupement de doigts 
Pour que le modèle de la Figure 117 puisse reconnaître des groupes de quatre doigts les modifications sont limitées. 
En effet, il faut dans un premier temps définir une place qui puisse contenir des jetons possédant quatre doigts ainsi 
que leurs positions respectives (FINGERS_MERGES_BY_FOUR). Ensuite il convient de rajouter les transitions qui 
correspondent à la reconnaissance d’un tel groupe (passage de 1+3 à 4, 2+2 à 4, …). Enfin, il faut quatre transitions 
qui reçoivent les mouvements des doigts se situant dans la place FINGERS_MERGED_BY_FOUR ainsi que quatre 
transitions pour récupérer leur éventuel soulèvement de la surface tactile. 
Cet exemple illustre comment la notation ICO permet de décrire de manière naturelle, complète et non ambiguë des 
comportements complexes liés aux interactions multi-touch. 
8.5. Conclusion 
Dans ce chapitre, nous avons identifié plusieurs types de modèles de techniques d’interaction : des modèles qui n’en 
reconnaissent qu’une, des modèles qui reconnaissent des interactions plus complexes en se basant sur les 
événements d’autres techniques d’interaction. Pour chaque type de modèle nous avons illustré un exemple de 
modélisation. Nous avons ainsi montré comment des modèles de techniques d’interaction peuvent en instancier 
d’autres et que certains peuvent traiter un nombre quelconque de doigts à tout instant. 
 
Suite à l’état de l’art du chapitre 1, nous avons proposé un ensemble de dimensions qu’il est nécessaire de prendre 
en compte pour pouvoir décrire l’ensemble des techniques d’interaction multi-touch. Les modèles présentés dans ce 
chapitre ont démontré la capacité de la notation ICO à adresser l’ensemble de ces dimensions. 
 
Le chapitre suivant décrit comment la notation ICO permet de décrire une application complète qui propose des 
techniques d’interaction multi-touch, tout en implémentant une des architectures que nous avons proposées. 
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Chapitre 9 : WXR touch : application à une IHM tactile pour le contrôle 
est la visualisation des données météorologiques pour un cockpit 
interactif 
 
Résumé du chapitre 
 
Ce chapitre présente l’étude de cas principale de cette thèse : une application critique multi-
touch de cockpit d’avion : la gestion du radar météorologique à travers le Navigation Display (ou 
écran de navigation). 
 
Au travers de cette étude de cas nous montrons comment les différentes contributions de cette 
thèse permettent la modélisation d’une telle application interactive proposant plusieurs 
techniques d’interaction multi-touch sur plusieurs widgets.  
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Dans ce chapitre, nous validons les contributions décrites dans les chapitres précédents au travers d’une étude de 
cas. Cette étude de cas consiste à décrire le comportement d’une application tactile dans un cockpit interactif : le 
contrôle et la gestion des informations météorologiques. Elle permet de modéliser et de simuler un écran pour 
chacun des deux pilotes ainsi que les systèmes de l’avion associés. 
9.1. Objectifs et mise en garde 
Cette étude de cas a trois principaux objectifs : montrer la faisabilité de notre approche sur une application critique10, 
intégrer à cette application des techniques d’interaction multi-touch mono utilisateur et prendre en compte les 
aspects multi-utilisateurs. La démonstration de la faisabilité de la modélisation avec ICO et ses extensions est 
structurée selon l’architecture que nous avons décrite dans le chapitre 6. 
En revanche cette étude de cas n’a pas pour objectif de justifier de l’utilisabilité ni du design d’une telle application. 
En effet, notre approche se base sur l’hypothèse selon laquelle les interfaces multi-touch sont une solution 
pertinente pour les prochains cockpits (voir chapitre 1). Notre travail n’est pas de proposer un nouveau design 
d’application, mais il consiste à proposer des moyens pour décrire les comportements de tels designs.  
Le cas particulier des animations n’est pas non plus abordé dans cette étude de cas. En effet, (Mirlacher, Palanque 
et Bernhaupt 2012) a démontré la capacité d’ICO à décrire les animations sur une interface. Le design de l’application 
proposée n’est donc pas représentatif d’une application tactile critique pour un cockpit. Néanmoins, le design que 
nous proposons dans ce chapitre prend en compte les problèmes liés à la spécification des comportements 
complexes des widgets tactiles. 
Enfin, notre approche n’est pas liée à la spécification ARINC 661. Nous ne prenons donc pas en compte les différentes 
contraintes de cette spécification. 
9.2. Présentation 
Cette étude de cas présente une application multi-utilisateurs des glass cockpits : la gestion du radar météorologique 
de l’avion avec une interface multi-touch sur le ND (Navigation Display). Pour cette étude nous avons rendu tactile 
un sous-ensemble des fonctions de cette application. Le choix de ces fonctions ainsi que le design de l’IHM 
correspondante ne provient pas de concepts opérationnels. Cependant, nous avons réalisé ces choix de design de 
manière à rendre compte des problèmes suivants : 
- Modélisation de widgets tactiles non standards de par leur forme où leur complexité. Certains de ces 
widgets doivent proposer plusieurs techniques d’interaction possibles pour les manipuler.  
- Modélisation de techniques d’interaction complexes nécessitant plusieurs doigts (3+) afin d’être réalisées. 
- Mise en évidence des problèmes liés aux multi-utilisateurs tels que les interactions concurrentes sur un 
système donné. 
- Démontrer le passage à l’échelle de notre approche. 
Les sections suivantes expliquent les fonctions modélisées dans notre design et leur correspondance dans le cockpit. 
9.2.1. Présentation des systèmes avions existants 
L’étude de cas se base sur des systèmes avions existants. Les sous-sections suivantes décrivent ces systèmes tels 
qu’ils existent aujourd’hui dans un cockpit d’Airbus A350. 
                                                                
10 Le terme « critique » ne fait pas référence à un niveau de criticité particulier de l’application selon la classification 
dans la (DO-178C 2011). 
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9.2.1.1. Le Navigation Display 
Le ND, pour Navigation Display est l’application cockpit qui permet de visualiser différentes informations liées au vol 
comme sa trajectoire, les aéroports environnants ainsi que les avions en vol. De plus, cette application permet 
d’afficher les informations provenant du radar météorologique de l’avion. La Figure 119 illustre l’interface de cette 
application et son possible positionnement dans le cockpit (dans le cockpit de l’A350 il est possible de reconfigurer 
les applications pour les positionner sur des écrans différents). Pour cette étude de cas, nous nous focalisons sur la 
partie latérale du ND. En effet, le VD (Vertical Display) qui affiche le profil de vol vertical n’est pas pris en compte 
pour cette étude car nous n’avons pas besoin de cette partie pour atteindre les objectifs fixés.   
 
Figure 119 - Ecrans d'un cockpit A350 
Enfin, pour simuler l’application, nous avons relié le Navigation Display à un modèle de radar qui simule la présence 
d’avions à proximité. Les informations envoyées par ce modèle de radar ne sont pas représentatives de données 
envoyées au cockpit, mais leur but est uniquement de montrer une situation qui évolue au cours du vol.  
9.2.1.2. Le FCU (Flight Control Unit) et le FMS (Flight Management System) 
Le FCU (pour Flight Control Unit) est un panneau de commande composé de plusieurs contrôles physiques. Il est situé 
à l’avant du cockpit, au-dessus des écrans  et est divisé en deux types de panneaux : 
- Deux panneaux de commande de type EFIS (Electronic Flight Information system) qui permettent de 
configurer les écrans de pilotage et de navigation (PFD et ND) et de régler l’altitude barométrique. On 
distingue, un panneau pour le capitaine (CAPT EFIS control Panel) et un pour le co-pilote (F/O EFIS Control 
Panel). 
- D’un panneau de commande de type AFS (Auto Flight System) qui permet le paramétrage du pilote 
automatique. 
Pour les besoins de notre étude, nous reprenons les fonctions suivantes du FCU : 
- Le mode d’affichage du ND ainsi que son range. Nous avons choisi de représenter deux visualisations de la 
carte : un mode ARC et un mode ROSE. Ces deux modes définissent une vue particulière de la carte sur le 
Navigation Display. Dans les deux cas, le range est la distance maximale affichée. 
- Le choix du cap de l’avion. La sélection de ce cap se fera directement sur la carte mais sa validation par un 
pushButton particulier sur l’IHM. 
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9.2.1.3. Le radar météorologique 
Le radar météorologique est un radar qui permet de détecter la présence de gouttes d’eau dans l’air. De tels radars 
sont installés dans les avions de lignes, dans la pointe avant. Grâce aux informations qu’il recueille, les systèmes de 
l’avion sont capables de générer une image de la météo devant l’avion, suivant le faisceau de l’antenne radar.  
De plus les radars météorologiques n’ont qu’une seule antenne. Dans cette étude de cas, nous avons fourni un moyen 
de contrôler directement l’orientation de cette antenne. Cette fonctionnalité n’est pas représentative du 
fonctionnement normal de tels radars. Mais nous avons introduit cette commande afin d’illustrer les problèmes liés 
à la commande simultanée par plusieurs utilisateurs d’une ressource unique, dans notre cas, l’antenne elle-même.  
9.2.2. Fonctionnement de l’application pour l’étude de cas 
Dans cette sous-section nous détaillons l’ensemble de fonctions que propose notre étude de cas ainsi que les 
techniques d’interaction qu’elle propose. L’IHM finale est présentée Figure 120. L’application est composée d’une 
partie qui permet la visualisation de la carte (en bas), d’une partie qui permet le contrôle du radar météorologique 
(en haut à droite) et d’une partie pour la gestion de la trajectoire de l’avion (en haut à gauche). Ces différentes parties 
sont présentées en détail dans les prochaines sous-sections. Enfin, la simulation permet de faire fonctionner deux 
écrans simultanément. Ces deux écrans sont décrits avec des modèles identiques et correspondent à l’écran du 
commandant de bord ainsi que celui du copilote. Ces modèles sont structurés selon l’architecture qui est décrite 
dans la section 9.3. 
 
Figure 120 - IHM de l'étude de cas du ND tactile 
9.2.2.1. Partie Flight Control Unit  
La partie en haut à gauche de l’interface (Figure 120), ou FCU tactile, est composée de trois pushButtons et un range 
sélecteur customisé. Ils permettent de réaliser les fonctions suivantes : 
- La validation du cap présélectionné. Cette commande est réalisée par un appui sur le pushButton 
« HEADING » (celui du haut). 
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- Le changement de mode d’affichage de la carte. Cette commande permet de passer de la visualisation type 
ARC (Figure 121-A) à la visualisation type ROSE (Figure 121 -B) et inversement. Les deux pushButtons « ARC » 
et « ROSE » sont les interacteurs pour ce changement de mode. Le mode ARC permet d’afficher 
principalement l’espace devant l’avion tandis que le mode ROSE propose une vue centrée sur la position de 
l’avion. 
- Le changement du niveau de zoom de la carte. Le range, ou distance maximale affichée sur la carte est 
modifiable grâce à l’interacteur « RANGE SLIDER ». Il permet de sélectionner un niveau de zoom 
correspondant à l’un des ranges disponibles (10, 20, 40, 80, 160, 320 et 640). Ces valeurs correspondent à 
celles des ranges dans les cockpits Airbus 
 
Figure 121 - Modes d'affichages ARC (A) et ROSE (B) 
Le changement du range et du mode d’affichage n’impactent que l’écran sur lequel se fait l’interaction, tout comme 
dans un cockpit actuel. Ceci permet à chaque pilote de régler l’affichage de la carte selon les besoin de sa mission. 
9.2.2.2. Partie Weather Radar Control 
La partie en haut à droite de l’interface présentée dans la Figure 120 permet de contrôler certains paramètres du 
radar météorologique. Le pushButton « WXR » permet d’activer ou de désactiver le radar et d’affichage le cas 
échéant les informations qu’il envoie. Enfin, le slider « TILT » permet de modifier l’orientation de l’antenne du radar. 
Sur la capture d’écran de la Figure 120, ce slider est enabled (actif) car le radar est allumé. Il n’est en effet possible 
de modifier l’orientation de l’antenne que si le radar est allumé. Inversement, les captures d’écran de la Figure 121 
montrent le slider désactivé. 
9.2.2.3. Partie Navigation Display 
La partie centrale basse de l’interface présentée dans la Figure 120 affiche la carte de navigation de l’avion dont est 
issue la capture d’écran de la Figure 122. Cette application permet d’afficher les avions (symboles bleus) ainsi que les 
aéroports (symboles blancs) présents à proximité. Pour complémenter la fonction de changement de range via le 
FCU tactile, la carte est interactive : une interaction de zoom à deux doigts est modélisée. Les différents cercles en 
pointillés correspondent aux différentes distances qui servent de point de repères pour les pilotes. Le symbole jaune 
au centre de ces cercles représente l’avion. Le trait vert à l’arrière du symbole de l’avion correspond à sa trajectoire. 
Cette carte permet aussi l’affichage des informations météorologiques si le radar est actif. Le cône coloré représente 
le faisceau du radar météorologique. Il affiche en marron une atmosphère neutre. Les couleurs évoluent du vert au 
rouge à mesure que la densité de gouttes d’eaux est élevée. Une interaction de type « Flick » à deux doigts permet 
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d’activer (de droite à gauche) ou de désactiver (de gauche à droite) ce radar. Ensuite une interaction à trois doigts 
sur cet affichage permet d’en modifier l’opacité. Cette interaction est similaire au « Z-translate » (Kin, Miller, et al. 
2011). 
 
 
Figure 122 - Capture d'écran de la carte interactive 
Enfin, le cercle bleu transparent est un interacteur qui permet de présélectionner un cap pour la navigation. Sa 
manipulation se fait grâce à un glissé déposé.  
9.3. Architecture et fonctionnement de l’étude de cas 
Comme cette étude de cas vise, entre autres, à démontrer la mise à l’échelle de notre approche, nous implémentons 
l’architecture que nous avons définie dans la section 6.3 et utilisons la notation ICO pour modéliser toutes les couches 
du modèle ARCH (UIMS 1992), et en particulier la gestion des interactions multi-touch. Ainsi chaque composant de 
l’application est modélisé en utilisant la notation ICO.  
Notre étude de cas ne vise cependant pas à produire une architecture dédiée aux systèmes interactifs embarqués 
critiques. Les travaux de (Ladry, Une notation et un processus outillé pour le développement de systèmes interactifs 
multimodaux critiques 2010) et (Tankeu-Choitat, et al. 2011) ont démontré cette capacité. Cependant, nous nous 
basons en partie sur une architecture similaire à celle d’un cockpit.  
 
La Figure 123 décrit l’architecture générale de notre étude de cas en utilisant la notation AADL (voir section 3.2). 
 
Ce système est composé de deux écrans tactiles, trois systèmes avions (FMS, le radar, et le radar météorologique) et 
un bus de communication qui permet les différents échanges. Chaque écran tactile héberge trois composants 
logiciels : une carte interactive, un calque pour l’affichage des informations météorologiques et un FCU tactile qui 
sont représentés dans la Figure 120. 
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Figure 123 - Les différents composants de l'application ND tactile 
Cette architecture expose les liens nécessaires entre les différents composants pour que les fonctionnalités décrites 
dans la section précédente soient possibles : 
- Le FMS (Flight Management System) permet de gérer la trajectoire de l’avion. Il reçoit les demandes de 
changement de cap et notifie leur prise en compte. Il informe également périodiquement sur l’attitude de 
l’avion (position, cap). Le FMS est donc relié en sortie et en entrée aux deux DUs. 
- Le radar est autonome. Il envoie périodiquement la position des avions qu’il détecte. Il n’a donc qu’un port 
de sortie qui le relie au deux DUs. 
- Le radar météorologique est contrôlable par les DUs auxquels il envoie les données météorologiques. Il est 
donc relié en entrée et en sortie à ces deux DUs. 
- Les DU sont des unités qui ne communiquent pas entre elles. En effet, aucune fonction ne prévoit de telles 
communications. Les échanges sont réalisés au travers des systèmes. Ce sont les systèmes qui, une fois 
modifiés par un pilote, notifient les deux DUs du changement correspondant. 
Chaque DU est composé des différents widgets qui sont énoncés dans la section précédente. Ils permettent de 
décrire les différentes commandes réalisables avec notre application. Ils sont ajoutés aux différentes parties de 
l’application comme illustré dans la Figure 124. Les sections suivantes décrivent l’ensemble de ces modèles. 
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Figure 124 - Enumération des widgets qui composent chaque DU 
Les différents modèles présentés dans cette section sont architecturés selon l’architecture que nous avons proposée 
dans le chapitre 6. Chaque DU instancie un LowLevelTransducer.  Les widgets sont donc notifiés des nouveaux doigts 
qui touchent la surface tactile sur l’écran en question et font le lien avec les techniques d’interaction qui permettent 
de manipuler ces widgets.  
9.4. Modélisation du comportement des widgets 
Dans cette section nous décrivons l’ensemble des widgets qui sont utilisés pour notre étude de cas. Dans un premier 
temps nous décrivons les différents services que les widgets implémentent ainsi que ceux des containers. Les 
containers sont des widgets particuliers qui permettent de contenir d’autres widgets. 
9.4.1. Description générale des widgets 
Pour notre étude de cas, nous avons défini les services nécessaires à chaque widget. Le Tableau 12 décrit l’ensemble 
des services que doit implémenter un widget. 
 
Ces services permettent : 
- D’activer et de désactiver le widget (setEnabled) ; 
- De modifier la visibilité du widget (setVisible) ; 
- De connaître sa position dans son parent (getX et getY) ; 
- De notifier le widget d’un nouveau doit qui le touche (addFigner) ; 
- De savoir si un point touche le widget, lorsque sa position est donnée par rapport au parent du widget 
(contains) ; 
- De savoir si le widget est un container (isContainer). 
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   public interface Widget { 
 
    /** 
     * @param enabled the enabled state to put the widget into 
     */ 
    void setEnabled(boolean enabled); 
 
    /** 
     * @param visibility the visible state to put the widget into 
     */ 
    void setVisible(boolean visibility); 
 
    /** 
     * @return the x position of the widget in its parent 
     */ 
    int getX(); 
 
    /** 
     * @return the y position of the widget in its parent 
     */ 
    int getY(); 
 
    /** 
     * @param finger binds the widget to the finger 
     */ 
    void addFinger(Finger finger); 
 
    /** 
     * @param x the x position in the parent coordinates 
     * @param y the y position in the parent coordinates 
     * @return if the point (x,y) hits the widget 
     */ 
    boolean contains(int x, int y); 
 
    /** 
     * @return if the widget is a container so recursive picking can 
be applied 
     */ 
    boolean isContainer(); 
   }  
 
Tableau 12 - Services proposés par un widget 
Le comportement lié à ces services n’est pas décrit par la suite dans la mesure où ils n’aident pas à la compréhension 
des modèles. 
 
   public interface WXRcontainer extends WXRWidget{ 
 
    /** 
     * @param x the x position in the container parent coordinates 
     * @param y the y position in the container parent coordinates 
     * @return the hit widget from the container's children if exists, 
null 
     * otherwise 
     */ 
    WXRWidget pickAt(int x, int y); 
 
Tableau 13 - Services proposés par un container 
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Figure 125 - ICOmpoNet du sélecteur de cap 
 
Figure 126 - Modélisation en ICO du sélecteur de cap 
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Enfin, comme les containers sont des widgets pouvant en contenir d’autres, ils doivent permettre au picking de 
déterminer si l’un de leurs enfants est touché par un nouveau doigt. C’est pour cela que ces modèles doivent 
implémenter le service pickAt décrit dans le Tableau 13. 
9.4.2. Lien avec le rendu 
Pour la simulation, la partie rendue associée à chaque widget est réalisée en JavaFX. Cette librairie Java permet 
nativement de récupérer la position des doigts qui touchent ses composants. Une particularité de JavaFX réside dans 
le fait que les classes de rendu sont exécutées dans un thread différent que celui de Swing ou de PetShop. Or ces 
classes de rendu sont abonnées à des événements ICO produits par les modèles de nos widgets. Pour s’assurer que 
la partie présentation d’un widget est prête, nous suspendons l’initialisation du widget associé tant que cette 
dernière n’a pas envoyé un événement getDrawing. Cet événement permet de franchir la transition 
presentationIsReady dans le modèle du widget et de continuer l’initialisation du modèle du widget. Nous nous 
assurons ainsi que la présentation est bien abonnée aux événements ICO dont elle a besoin. 
9.4.3. Le modèle de l’interacteur pour la présélection du cap 
Dans cette sous-section nous décrivons un widget particulier qui définit lui-même son interactivité. Il s’agit de du 
sélecteur de cap (« Heading Plug ») qui permet de modifier le cap présélectionné pour l’avion. Ce sélecteur de cap 
correspond à la ligne discontinue bleue et au cercle semi-transparent dans la Figure 127. La poignée (ou partie 
interactive du widget) correspond au cercle et permet de déplacer le sélecteur.  
 
La Figure 125 présente la représentation en ICOmpoNet du sélecteur de cap. Ce composant étant un widget, il décrit 
les services décrits dans la section précédente. En particulier, ce widget propose le service contrains pour le picking 
ainsi que le service addFinger pour recevoir les doigts qui le touchent. 
 
 
Figure 127 - L'interacteur pour la sélection du cap 
La spécification de ce widget est présentée dans la Figure 126. La partie de gauche du modèle ICO (encadré n°1) 
décrit la spécification des comportements génériques liés au fait que ce soit un widget : la gestion de la position, de 
la visibilité, du picking… La partie de droite du modèle (encadré n°2) décrit l’interactivité de ce sélecteur de cap.  Le 
comportement de la partie initialisation n’est pas décrit elle ne fait qu’implémenter les services décrits dans la section 
précédente. Le paragraphe suivant détaille la gestion de l’interactivité de ce widget et qui est présentée dans la Figure 
128 pour plus lisibilité. 
 
Le sélecteur possède deux « états interactifs », qui évoluent en fonction des doigts qui interagissent sur lui : IDLE et 
GRABBED. Soit le sélecteur est au repos, soit il est saisi par un doigt. Deux places du modèle représentent ces états 
et leur évolution possible. Cette évolution est liée au nombre de doigts que le modèle gère. 
Le service addFinger permet d’ajouter un doigt au sélecteur de cap. Cependant, le sélecteur de cas n’en gère qu’un 
à la fois. 
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Figure 128 - Gestion de l'interactivité dans le modèle du sélecteur de cap 
Lorsque le service est invoqué, un jeton contenant une référence vers le nouveau doigt est ajouté dans la place 
SIP_addFinger. Deux cas sont alors possibles : 
- Le sélecteur de cap ne gère aucun doigt : la transition addFinger1 est alors franchie. Elle dépose un jeton 
dans la place NewFinger et un autre dans la place Locked. Puis la transition listenFinger est franchie à son 
tour. Elle permet au modèle du sélecteur d’écouter les événements produits par le modèle du doigt. A la 
suite du franchissement de cette transition, un jeton contenant une référence à ce doigt est ajoutée dans la 
place NewFingerListening et un autre dans la place ToBehavior. Ensuite, la transition toGrabbed permet de 
retirer le jeton de la place IDLE et celui de la place ToBehavior pour en déposer un dans la place GRABBED. 
Ceci correspond au changement de l’état interactif du sélecteur.  
- Le sélecteur de cap gère déjà un doigt. La place Locked contient un jeton ce qui rend la transition addFinger 
non franchissable et permet à la transition addFinger d’être franchie.  
Il est important de noter que dans notre spécification, l’état enabled ou disabled du sélecteur ne modifie pas son 
interactivité. Ce choix délibéré permet de décrire que ce sélecteur sera toujours interactif pour que les pilotes 
puissent modifier le cap de l’avion. 
 
Lorsque de le sélecteur est dans l’état GRABBED, il peut recevoir les événements toucheventf_update du doigt auquel 
il est relié.  
- Lorsqu’il reçoit un événement toucheventf_update, la transition updatingPresentation est franchie. Son 
action a pour effet de mettre à jour le rendu graphique du sélecteur. Comme les calculs d’angles pour ce 
sélecteur peuvent être complexes, nous avons décidé de les implémenter directement dans la classe de 
rendu pour plus de lisibilité. Ainsi, lorsque le rendu est mis à jour avec la position du doigt, celui-ci calcul le 
nouvel angle indiqué par le sélecteur et le lui envoie. La transition newHeadingFromPresentation est alors 
franchie. Cette dernière récupère la nouvelle valeur de cap et la remplace dans la place Heading. 
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Lorsque le modèle reçoit un événement toucheventf_up, les transitions toIdle et removeFinger sont franchies. Cela a 
pour effet de faire passer le sélecteur dans l’état IDLE et de libérer la place Locked du jeton qu’elle contenait. Ainsi, 
le sélecteur pourra accepter le prochain doigt ajouté. De plus, un jeton est déposé dans la place 
beforeRaisingNewTargetHeading. Ceci permet ensuite le franchissement de la transition forwardEvent, qui permet 
de notifier, par événement, les modèles qui écoutent, qu’un nouveau cap est sélectionné. 
 
Nom de la place Evénement Méthode de rendu 
IDLE tokenAdded setIdle 
GRABBED tokenAdded setGrabbed 
Heading tokenAdded updateHeading 
ENABLED_STATUS tokenAdded setEnabled 
Tableau 14 -Fonction de rendu associée au modèle du sélecteur de cap 
Le Tableau 14 liste fonctions de rendu qui mettent à jour la partie présentation du sélecteur de cap. 
 
Etant donné la spécificité de l’interaction sur ce sélecteur, la spécification de son comportement interactif est décrite 
dans le modèle ICO et ne fait pas appel à une technique d’interaction. Le comportement que nous avons décrit est 
relativement simple et ne prend pas en compte les contraintes d’utilisabilités qui pourront être rajoutées 
directement à ce modèle.  
Ce type de modélisation illustre comment notre architecture permet de décrire le comportement de widgets 
spécifiques. 
9.4.4. Le modèle du pushButton 
Dans cette sous-section nous décrivons le modèle du comportement pour le pushButton. Ce modèle est présenté 
dans la Figure 129. L’encadré n°1 du la figure représente principalement la partie initialisation et l’encadré n°2 le 
comportement du pushButton. 
9.4.4.1. Initialisation 
Dans l’état initial, les places  InitParentX, InitParentY et IDLE possèdent un jeton vide. Les places POSITION, SIZE, 
VISIBILITY et ENABLED_STATUS contiennent l’ensemble des paramètres du pushButton. La transition 
makeParentListen  est alors franchie et permet d’abonner le parent du pushButton aux événements que ce dernier 
émet. Les transitions getParentX et getParentY sont également franchies et permettent de récupérer la position 
absolue du parent. Le pushButton est affiché comme l’indique la Figure 130-B. Le rendu A est celui associé à l’état 
désactivé. Les autres rendus sont explicités lors de la description des différents états. 
9.4.4.2. L’invocation du service contains  
Le service contains est invoqué par le modèle qui réalise le picking. Il permet de savoir si le widget se trouve sous 
le pixel dont la position est donnée en paramètre. Pour cela, le widget invoque la méthode contains sur sa 
présentation dont une référence est stockée dans la place Presentation. La position transmise à la présentation est 
la position relative au widget dans son parent. En effet, la présentation ne se trace que dans le parent et ne connaît 
pas sa position absolue. Le résultat obtenu est déposé dans la place SOP_contains ce qui clôt l’invocation. 
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Figure 129 - Modèle décrivant le comportement du pushButton 
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9.4.4.1. La gestion des doigts et les différents états 
Lorsqu’un doigt touche le pushbutton (le service contains a répondu vrai) ; le modèle de LowLevelTransducer 
ajoute le doigt en question au modèle du pushButton en invoquant le service addFinger.  
 
Figure 130 - Rendus graphiques du pushButton 
Le Tableau 15 liste fonctions de rendu qui mettent à jour la partie présentation du sélecteur de cap. 
 
Nom de la place Evénement Méthode de rendu 
IDLE tokenAdded setIdle 
TOGGLED tokenAdded setToggled 
IDLE_PRESSED tokenAdded setPressed 
TOGGLED_PRESSED tokenAdded setPressed 
ENABLED_STATUS tokenAdded setEnabled 
Tableau 15 -Fonction de rendu associée au modèle du pushButton 
Lors de l’invocation du service addFinger, un jeton contenant une référence vers le doigt est déposé dans la place 
SIP_addFinger. Deux cas sont alors possibles : 
- Le pushButton est désactivé : la transition addFinger3 est alors franchie et clôt l’invocation. Le pushButton 
étant désactivé, il n’est pas interactif. 
- Le pushButton est activé : la transition addFinger0 est alors franchie. Elle retire le jeton de la place 
SIP_addFinger et le dépose dans la place addFinger2. Deux cas sont alors possibles : 
o Le pushButton est déjà verrouillé pour un autre doigt. La transition addFinger2 est alors franchie et 
clôt l’invocation. 
o Le pushButton n’est pas verrouillé. La transition addFinger est alors franchie. Elle retire le jeton de 
la place addFinger2, clôt l’invocation et dépose un jeton dans la place Locked, la place ToBehavior 
et dans la place NewFinger. La transition listenFinger est alors franchie. Elle retire le jeton de la 
place NewFinger, abonne le modèle du pushButton aux événements émis par le doigt et dépose le 
jeton dans la place NewFingerListening. En parallèle deux évolutions sont possibles : 
 Un jeton est présent dans la place IDLE. La transition toIdlePressed est alors franchie. Elle 
retire le jeton de la place IDLE et le dépose dans la place IDLE_PRESSED. Le rendu associé 
est celui de la Figure 130-C. Lorsque le doigt se relève, la transition toToggled est franchie. 
Elle retire le jeton de la place IDLE_PRESSED et le dépose dans la place TOGGLED ; le rendu 
associé est celui de la Figure 130-E. Cette transition dépose également un jeton dans la 
place TowardsRaiseSelected. La transition raiseSelected est alors franchie et permet 
d’émettre un événement selected. 
 Un jeton est présent dans la place TOGGLED. La transition toToggledPressed est alors 
franchie. Elle retire le jeton de la place TOGGLED et le dépose dans la place 
TOGGLED_PRESSED. Le rendu associé est celui de la Figure 130-C. Lorsque le doigt se 
relève, la transition toIdle est franchie. Elle retire le jeton de la place TOGGLED_PRESSED 
et le dépose dans la place IDLE ; le rendu associé est celui de la Figure 130-B. Cette 
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transition dépose également un jeton dans la place TowardsRaiseUnSelected. La transition 
raiseUnselected est alors franchie et permet d’émettre un événement UnSelected. 
Le service setSelected permet de forcer le pushButton dans l’état IDLE ou l’état TOGGLED.  
9.4.5. Le modèle du pushButton activable 
Dans cette section nous décrivons le comportement du pushButton activable. Ce widget est un pushButton enrichi 
qui permet de contrôler la sélection du cap de l’avion. Les trois états supplémentaires (ACTIVATED, 
BEING_ACTIVATED et NOT_ACTIVATED) permettent de décrire l’état du FMS pour la sélection du cap. Ces trois états 
sont représentés dans la Figure 131. Les services setActivated et setBeingActivated permettent de commander parmi 
ces trois états. 
 
Si l’avion suit le cap sélectionné, ce pushButton est dans l’état ACTIVATED. Si l’avion est en train de tourner pour 
suivre le nouveau cap sélectionné, l’état correspondant est BEING_ACTIVATED. Si un cap est présélectionné mais que 
l’avion ni ne tourne ni le suit, l’état est alors NOT_ACTIVATED. 
 
 
Figure 131 - Description des trois états supplémentaires du pushButton activable 
Nom de la place Evénement Méthode de rendu 
ACTIVATED tokenAdded setActivated 
BEING_ACTIVATED tokenAdded startActivationAnimation 
NOT_ACTIVATED tokenAdded stopActivationAnimation 
Tableau 16 -Fonction de rendu associée au modèle du pushButton activable 
Le Tableau 16 liste fonctions de rendu qui mettent à jour la partie présentation du sélecteur de caps et qui se 
rajoutent à celles du pushButton. 
9.4.6. Le modèle du range sélecteur du radar météorologique 
Dans cette section nous décrivons le widget qui permet de contrôler l’orientation de l’antenne du radar 
météorologique, un sélecteur particulier. Le modèle correspondant est présenté dans la Figure 132. Son rendu 
graphique est présenté dans la Figure 133. Ce sélecteur permet de choisir entre neuf valeurs différentes qui 
correspondent aux valeurs affichées sur la capture d’écran de la Figure 133. 
Le comportement de ce widget ne différence de celui du pushButton que par sa gestion des doigts qui le manipulent. 
Nous ne décrivons donc que cette partie du modèle. 
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Figure 132 - Modèle décrivant le comportement du range sélecteur 
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Figure 133 - Rendu graphique du range slider du radar météorologique 
Lorsqu’un doigt est ajouté au modèle, qu’aucun autre doigt n’interagit avec le sélecteur et qu’il est activé, un jeton 
est déposé dans la place ListeningNewFinger et dans la place Locked. La transition toGrabbed est alors franchie. Elle 
retire le jeton de la place IDLE et le dépose dans la place GRABBED. Trois cas sont alors possibles : 
- Le doigt se déplace : la transition onMove est franchie et notifie la présentation du déplacement du doigt 
de sorte que cette dernière calcule la nouvelle valeur pour le sélecteur. 
- La présentation émet un événement sliderValueChange. La transition updateingSliderValue est alors 
franchie. Elle permet de mettre à jour la valeur du sélecteur contenue dans la place VALUE. 
- Le doigt se relève : la transition toIdle est alors franchie. Elle retire le jeton de la place GRABBED et le dépose 
dans la place IDLE. 
Nom de la place Evénement Méthode de rendu 
ACTIVATED tokenAdded setActivated 
BEING_ACTIVATED tokenAdded startActivationAnimation 
NOT_ACTIVATED tokenAdded stopActivationAnimation 
Tableau 17 -Fonction de rendu associée au modèle du pushButton activable 
La présentation écoute les événements tokenAdded sur les places IDLE, GRABBED et VALUE pour mettre à jour le 
rendu graphique du sélecteur. Elle est notifiée grâce aux fonctions de rendu présentées dans le Tableau 17. 
9.4.7. Le modèle de la carte interactive  
Dans cette sous-section, nous décrivons le modèle de la 
carte interactive. La carte interactive est un container : 
elle possède plusieurs widgets enfants dont l’interacteur 
de présélection de cap présenté dans la sous-section 
précédente ainsi que le calque pour les informations 
météorologiques. De fait, il propose l’ensemble des 
services décrits dans le Tableau 12et le Tableau 13.  
La suite de la sous-section se concentre sur la gestion des 
techniques d’interaction, de leur instanciation à la 
réception des événements qu’elles envoient. 
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Figure 134 - Modèle décrivant le comportement de la carte interactive
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Ce modèle se décompose en cinq parties, numérotées sur la Figure 134 : 
1. l’initialisation et l’instanciation des widgets de la carte, 
2. l’instanciation des techniques d’interaction, 
3. la gestion du « flick »  à deux doigts, 
4. la gestion du niveau de zoom, 
5. la gestion de l’opacité du calque présentant les informations météorologiques, 
6. le lien enteres doigts et les techniques d’interaction. 
9.4.7.1. Instanciation des widgets 
Une fois la partie présentation prête, la transition presentationReady est franchie et dépose un jeton contenant une 
référence vers cette présentation est déposé dans la place Presentation et dans la place InitPlaces. La transition 
initPlaces est alors franchissable. Son franchissement dépose un jeton dans la place initFCU1 et un jeton dans la place 
ToCreateWidgets. 
 
Ensuite, le franchissement de la transition listenFCU permet d’abonner le modèle de la carte interactive aux 
événements updateRange émis par le FCU. Ceci permet de mettre à jour le zoom de la carte suite aux changements 
dans le FCU. 
 
Parallèlement, le franchissement de la transition initWidget permet de déposer un jeton dans la place 
BeforeCreatePickingProvider ; ce qui va conduire à l’instanciation du modèle réalisant le picking sur les éléments de 
la carte. La transition initWidget dépose également un jeton dans la place BeforeCreateHeadingPlug, ce qui permet 
ensuite de franchir la transition createHeadingPlug pour instancier l’interacteur pour modifier le cap de l’avion. Cette 
transition dépose un jeton avec la référence de l’interacteur dans la place HEADING_PLUG et AddToPickingProvider 
(pour l’ajout au modèle du picking). Un jeton est également déposé dans la place BeforeListeningPlug. Ceci permet, 
ensuite, le franchissement de la transition listenHeadingPlug pour que le modèle de la carte s’abonne aux 
événements émis par l’interacteur. Ces événements sont reçus par la transition headingModified. 
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Figure 135 - Extrait du modèle de la carte interactive : instanciation des techniques d’interaction 
9.4.7.2. Instanciation des techniques d’interaction 
Comme les modèles de notre étude de cas sont structurés selon la première architecture que nous proposons dans 
le chapitre 6, le modèle de la carte interactive est responsable des techniques d’interaction dont il a besoin. Lors de 
son initialisation, ce modèle doit donc instancier les modèles des techniques d’interaction qui permettent de le 
manipuler. La capture d’écran présentée dans la Figure 135 illustre cette partie du modèle. 
 
Ainsi, à l’initialisation, un jeton est présent dans la place CreateInteractionTechniques. La transition createInteractions 
est alors franchissable. Lors de son franchissement, la transition retire le jeton de cette place et en dépose un dans 
les places CreateFlick, CreateZoom et CreatePreciseTilt. Les instanciations de ces trois techniques d’interaction sont 
alors réalisées en parallèle. Puis le modèle de la carte s’abonne aux événements émirs par les modèles ainsi 
instanciés.  
9.4.7.3. Le lien entre les doigts et les techniques d’interaction 
Lorsqu’un doigt touche la carte, le modèle réalisant le picking renvoie au transducteur de bas niveau la référence du 
modèle de la carte. Ensuite, toujours selon notre architecture du chapitre 6, le transducteur de bas niveau notifie le 
modèle de la carte qu’un nouveau doigt touche ce widget en invoquant le service addFinger sur le modèle de la 
carte. Lors de l’invocation de ce service, le modèle de la carte notifie l’ensemble des modèles de techniques 
d’interaction qu’il a instancié, qu’un nouveau doigt doit être pris en compte. L’extrait de modèle présenté dans la 
Figure 136. Le traitement effectué à la suite de l’invocation de ce service permet de transmettre la référence du 
nouveau doigt à chaque modèle de technique d’interaction. De cette façon, si le doigt réalise une des trois 
interactions sur la carte, cette dernière sera reconnue. 
 
Sur la capture d’écran de la Figure 136, les trois places contenant un jeton sont en réalité des places virtuelles. Elles 
représentent les places qui portent le même nom dans le réseau mais se situent à un autre endroit du modèle. Cet 
artifice visuel permet de simplifier, le cas échéant, la lecture d’un modèle.  
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Figure 136 - Extrait du modèle de la carte interactive : gestion des doigts 
Lors de l’invocation du service addFinger, un jeton contenant une référence vers le modèle du doigt est déposé 
dans la place SIP_addFinger. La transition addFinger est ensuite franchie. Elle retire le jeton de la place SIP_addFinger, 
en dépose un dans la place NewFinger (avec une référence vers le modèle du doigt) et termine l’invocation du service 
en déposant un jeton dans la place SOP_addFinger. La transition toInteractions est alors franchissable. Elle retire le 
jeton présent dans la place NewFinger et en dépose un avec la  même référence dans les places toFlick2F, toZoom2F 
et toPTilt. Les trois transitions restantes (addToFlick2F, addToZoom2F et addToPTilt) sont alors franchissables. En 
effet, toutes les places d’entrées de ces transitions possèdent un marquage qui permet ce franchissement. Ces trois 
transitions sont alors franchies, elles retirent les jetons des places toFlick2F, toZoom2F, toPTilt et ajoutent le nouveau 
doigt aux trois modèles d’interactions correspondants. 
9.4.7.4. Gestion des événements émis par les techniques d’interaction 
Cette sous-section décrit comme le modèle de la carte interactif traite les événements produits par les modèles de 
techniques d’interaction instanciés précédemment. Pour cela nous prenons l’exemple du « Flick » à deux doigts qui 
permet d’activer et de désactiver le radar météorologique. La description de ce comportement est décrite dans la 
Figure 137.  
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Figure 137 - Extrait du modèle de la carte interactive : gestion du « Flick » 
Sur la capture d’écran de la Figure 137, les places Flick2F_Ok et WXR sont des places virtuelles. Elles représentent les 
places qui contiennent respectivement une  référence vers le modèle qui reconnaît le Flick2F pour la carte interactive 
et une référence vers le modèle du radar météorologique. 
 
Lorsque le modèle du « Flick » à deux doigts reconnaît cette technique d’interaction, il émet un événement flick2F 
(voir 8.3.4). La transition flick2F du modèle de la carte interactive est alors franchie (Figure 137) et dépose dans la 
place Flick_direction, un jeton contenant la direction du « Flick » reconnu. Trois cas sont alors possibles : 
- La direction correspond à celle qui permet d’activer le radar météorologique. La transition setWXRON est 
alors franchie. Son franchissement retire le jeton de la place Flick_direction, invoque le service switchON 
sur le modèle du radar météorologique. 
- La direction correspond à celle qui permet de désactiver le radar météorologique. La transition setWXROFF 
est alors franchie. Son franchissement retire le jeton de la place Flick_direction, invoque le service 
switchOFF sur le modèle du radar météorologique. 
- La direction ne correspond dans aucun cas, la transition notGoodDirectionForFlick _ est franchie 30ms plus 
tard. 
Le modèle du radar météorologique est, lui, décrit dans la section 9.6.3. 
 
9.4.7.5. Lien avec le rendu 
La fonction de rendu (Tableau 18) permet à la partie présentation de créer les rendus associés aux différents modèles 
instanciés par la carte interactive, comme le sélecteur de cap. Cette fonction permet également de faire varier le 
niveau de zoom de la carte et l’opacité du calque présentant les informations météorologiques. Enfin, elle permet 
de relier la partie présentation aux événements produis pas le FMS, par le radar et par le FCU. 
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Nom de la place Evénement  Méthode de rendu 
HEADING_PLUG tokenAdded createHeadingPlug 
WXR tokenAdded setWXR 
FMS tokenAdded setFMS 
FCU tokenAdded setFCU 
Radar tokenAdded setRadar 
newZoomRatio tokenAdded setZoom 
WEATHER_OPACITY tokenAdded SetWeatherLayerOpacity 
Tableau 18 -Fonction de rendu associée au modèle de la carte interactive 
9.5. Modélisation du comportement des applications 
Cette section décrit les modèles de chaque application nécessaire à l’exécution de l’étude de cas. Ces modèles 
instancient les modèles des widgets décrits dans la section précédente. De plus, les applications sont des containers. 
En effet, ils contiennent d’autres widgets. Ils implémentent donc les services décrits dans la Tableau 13. 
9.5.1. L’application du Display Unit 
Dans cette sous-section, nous décrivons le 
comportement du modèle d’un Display Unit. Le modèle 
correspondant est présenté dans la Figure 138. Instancie 
les différents modèles de l’architecture que nous avons 
proposée dans le chapitre 6 : le LowLevelTransducer pour 
la gestion des périphériques d’entrées, le modèle pour le 
picking ainsi que les applications. Le modèle du DU 
instancie aussi la fenêtre qui assure le rendu graphique 
et contient un TouchProvider qui détecte les différents 
contacts sur la surface tactile. 
Lors de l’initialisation du modèle, la place Init contient un jeton. La transition init est alors franchie. Elle dépose un 
jeton dans ses places de sorties. Les transitions suivantes sont alors franchies parallèlement : 
- createLowLevelTransducer : le franchissement de cette transition retire le jeton de la place 
BeforeCreateLowLevelTransducer, instancie un modèle de LowLevelTransducer et dépose un jeton avec une 
référence vers ce modèle dans la place LLTnotLinked. 
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Figure 138 - Modèle décrivant le comportement d'un Display Unit 
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- createPickingProvider : le franchissement de cette transition retire le jeton de la place 
BeforeCreatePickingProvider, instancie un modèle de picking et dépose un jeton avec une référence vers ce 
modèle dans la place PickingProvider. 
Lorsque la fenêtre est correctement instanciée, elle émet un événement frameReady qui permet de franchir la 
transition et de récupérer le touchProvider (couche tactile) et de stocker sa référence dans la place 
LowLevelTouchProvider.  
Suite au dépôt de jeton dans la place LowLevelTouchProvider, la transition addLowLevelTouchProvider devient 
franchissable. Son franchissement retire le jeton de la place LLTnoLinked, ajoute le TouchProvider au modèle du 
transducteur de bas niveau (invocation du service addLowLevelTouchProvider) et dépose le jeton dans la place 
LLTnotAddedToPicking. La transition addPickingToLLP est alors franchie. Elle retire le jeton de la place 
LLTnotAddedToPicking, ajoute le modèle du picking au modèle du transducteur de bas niveau (invocation du service 
addPicker) et dépose le jeton dans la place LLTLinked. La transition linkFrameToLowLevelTransducer devient alors 
franchissable. Son franchissement retire le jeton de la place Presentation,  relie le transducteur de bas niveau à la 
fenêtre et dépose le jeton dans la place PresentationOK. 
 
Le comportement décrit ci-dessus permet de faire le lien entre les différents modèles de la partie boîte à outils 
(décrite section  6.3.2). Les événements reçus par la fenêtre sont ainsi transmis au transducteur de bas niveau 
(LowLevelTransducer) qui peut alors invoquer le modèle qui réalise le picking pour déterminer sur quel widget les 
doigts interagissent. 
 
Ensuite, lorsque le modèle du FMS est ajouté (un jeton contenant une référence au FMS est déposé dans la place 
FMS suite à l’invocation du service linkFMS), la transition createFCU  devient franchissable. Son franchissement 
retire le jeton de la place BeforeCreateFCU, instancie un modèle de FCU et dépose un jeton avec une référence vers 
ce modèle dans la place FCUToPicking. Puis la transition addingFCUtoPicking est franchie. Elle retire le jeton de la 
place FCUToPicking, ajoute le modèle du FCU au modèle du picking et dépose un jeton dans les places FCU et 
FCUToAddToMAP 
 
Ensuite, lorsque les modèles du radar et du radar météorologique sont ajoutés, la transition createMap devient 
franchissable. Son franchissement retire le jeton de la place BeforeCreateMap, instancie un modèle de la carte 
interactive et dépose un jeton avec une référence vers ce modèle dans la place MAPToPicking. Ce modèle est ensuite 
ajouté au modèle du picking lors du franchissement de la transition addingMapToPicking. . Au plus tôt 4500ms plus 
tard, le modèle du FCU est ajouté au modèle de la carte. 
Une fois un jeton contenant une référence au modèle de la carte déposé dans la place MAP, la transition 
createWXRLocal devient franchissable. Son franchissement retire le jeton de la place BeforeCreateWXRLocal, 
instancie un modèle de contrôle du radar météorologique et dépose un jeton avec une référence vers ce modèle 
dans la place WXRLocalToPicking. Enfin, la transition addingWxrToPicking ajoute ce modèle à celui du picking. 
 
Le modèle du Display Unit est alors correctement initialisé et les différentes applications qu’il a instanciées sont 
reliées avec les différents systèmes de l’avion, conformément à l’architecture décrite dans la Figure 123. La Figure 
140 illustre l’affichage d’un Display Unit alors que le radar météorologique est activé et que le pilote a présélectionné 
un cap. Le détail du rendu associé au cap est présenté dans la section qui décrit le FMS (section 9.6.1). 
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Figure 139 - Modèle de l'application contrôlant le radar météorologique  
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Figure 140 - Capture d'écran d'un Display Unit lorsque le radar météorologiques est activé et un cap présélectionné. 
 
9.5.2. L’application de contrôle du radar météorologique 
Dans cette sous-section nous décrivons le comportement 
de l’application FCU tactile. Cette application, décrite 
dans la section 9.2.2.2 permet de contrôler le radar 
météorologique. Le modèle correspondant est présenté 
dans la Figure 139. 
9.5.2.1. Initialisation du modèle 
Lors de l’initialisation de ce modèle, les places Init et 
TILT_UNLOCKED contiennent un jeton vide, les places 
WXR et WXR_0 contiennent un jeton avec un référence 
vers le modèle du radar météorologique (ce radar est un 
paramètre de construction du modèle). Enfin, la place CURRENT_WXR_TILT contient un jeton avec la valeur de 
l’orientation de l’antenne du radar météorologique (0 rad). 
La transition init est alors franchissable. Elle retire le jeton de la place Init et en dépose un dans la place 
BeforeCreateComponents et un dans la place BeforeCreatePickingProvider. La transition createPickingProvider est 
ensuite franchie. Elle retire le jeton de la place BeforeCreatePickingProvider, instancie une nouveau modèle de 
picking et dépose un jeton contenant une référence vers ce nouveau modèle dans la place PickingProvider. Ce modèle 
sert pour l’invocation du service pickAt qui détermine si un widget de la présentation est à une position (passée en 
paramètre). 
L’évolution du reste du modèle est liée à la réception de l’événement getDrawing par la transition 
presentationIsReady. Le franchissement de cette transition dépose un jeton dans la place Presentation avec une 
référence vers la présentation. La transition beforeCreateComponents devient alors franchissable. Son 
franchissement retire le jeton de la place BeforeCreateComponents et en dépose un dans les places GetWXRStatus, 
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BeforeCreateActivationPB et BeforeCreateTiltInteractor. Les trois transitions suivantes sont alors franchies en 
parallèle : 
- getWXRStatus : le franchissement de cette transition retire le jeton de la place GetWXRStatus, invoque le 
service isActivated sur le modèle du radar météorologique et stocke le résultat dans un jeton dans la 
place WxrStatus. La transition initChildren1 devient alors franchissable. Lors de son franchissement, elle 
retire le jeton de la place WxrStatus et en dépose un dans la place InitActivation et un dans la place InitTilt1. 
Les transitions initTilt, initActiovationPB et initActivationPB1 ne deviennent franchissables qu’après 
l’instanciation des modèles correspondants. 
- createActivationPB : le franchissement de cette transition retire le jeton de la place 
BeforeCretaeActivationPB, instancie un pushButton et dépose un jeton contenant une référence vers ce 
modèle dans la place ActivationPB et dans la place BeforeAddToPicking. 
- createTiltInteractor : le franchissement de cette transition retire le jeton de la place 
BeforeCreateTiltInteractor, instancie un modèle contrôlant le tilt (modèle similaire au range sélecteur), et 
dépose une référence vers ce nouveau modèle dans la place TiltInteractor et dans la place 
BeforeAddToPicking. 
Lorsqu’un jeton contenant une référence vers un widget est déposé dans la place BeforeAddToPicking, la transition 
addingWidgets devient franchissable pour ce widget. Elle permet d’ajouter le widget au modèle qui réalise le picking. 
 
Lorsque le pushButton de l’application est instancié, la transition initActivationPB ou la transition initActivationPB2 
devient franchissable selon l’état du radar météorologique. Le franchissement associé permet de faire évoluer le 
pushButton dans l’état correspondant à celui du radar. 
 
Lorsque le tiltInteractor est instancié, la transition initTilt devient franchissable. Son franchissement permet de faire 
évoluer le range sélecteur dans l’état correspondant à celui du radar. 
9.5.2.2. Gestion de l’allumage du radar météorologique 
La capture d’écran présentée dans la Figure 141, décrit le comportement de la partie qui gère l’allumage du radar 
météorologique. 
 
Figure 141 - Extrait du modèle de l'application météo décrivant la gestion de l'allumage du radar 
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Une fois instancié, le modèle contrôlant l’allumage du radar météorologique, deux cas sont possibles : 
- Le radar est éteint : la place OFF est vide et la place ON possède un jeton. La transition switchOFF est alors 
franchissable. Elle est franchie lorsque le modèle du radar météorologique envoie un événement wxrOFF. 
Son franchissement retire le jeton de la place ON, dépose un jeton dans la place OFF, un autre dans la place 
EnabledControl et un autre dans la place EnabledTilt. Ces deux jetons contiennent une variable fausse qui 
permet de désactiver l’interacteur pour le tilt (transition enabledTilt) et de désélectionner le pushButton 
(transition enablingActivationFalse). 
- Le radar est allumé : la place ON est vide et la place OFF possède un jeton. La transition switchON est alors 
franchissable. Elle est franchie lorsque le modèle du radar météorologique envoie un événement wxrON. 
Son franchissement retire le jeton de la place OFF, dépose un jeton dans la place ON, un autre dans la place 
EnabledControl et un autre dans la place EnabledTilt. Ces deux jetons contiennent une variable vraie qui 
permet d’activer l’interacteur pour le tilt (transition enabledTilt) et de sélectionner le pushButton (transition 
enablingActivation).   
La partie de droite de la Figure 141 décrit comment le modèle de l’application change l’état du radar météorologique. 
Lorsqu’un événement selected (resp. unSelected) est reçu par le modèle, la transition requestON (resp. requestOFF) 
est franchie. Elle dépose alors un jeton dans la place requestON (resp. requestOFF). Ensuite, la transition trySwitchON 
(resp. trySwitchOFF) est franchie ce qui invoque le service switchON (resp. switchOFF) sur le modèle du radar 
météorologique. Selon si le radar change d’état, émet un événement wxrON ou wxrOFF qui sert à faire évoluer la 
présentation de cette application. 
9.5.2.3. Gestion de l’orientation de l’antenne 
L’extrait de modèle présenté dans  la Figure 142 illustre comment l’application met à jour l’orientation du l’antenne. 
Lorsque que le modèle du radar météorologique change l’orientation de l’antenne, il émet un événement newTilt 
qui permet de franchir la transition updateTilt. La nouvelle valeur remplace alors l’ancienne dans la place 
CURRENT_WXR_TILT. Ainsi, la présentation qui écoute les événements tokenAdded est notifiée du changement. 
 
 
Figure 142 - Extrait du modèle de l'application météo récupérant l'orientation de l'antenne du radar 
L’orientation de l’antenne du radar est un paramètre qui ne devrait être modifié que par un seul pilote à la fois. C’est 
pourquoi le modèle de l’application permet de verrouiller l’interacteur du tilt. L’extrait de modèle présenté dans la 
Figure 143 illustre ce comportement. 
 
Suite à l’initialisation, la place TILT_UNLOCKED contient un jeton. Lorsque le pilote touche l’interacteur modifiant le 
tilt, ce dernier envoie un événement grabbed. La transition notifyTiltGrabbed est alors franchie. Son franchissement 
émet un événement requestLockTilt et dépose un jeton dans la place Interacting. Lorsque le pilote relève son doigt, 
l’interacteur émet un événement release qui franchi la transition notifyTiltReleased. Cette dernière retire le jeton de 
la place Interacting et émet un événement requestUnlockTilt. 
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Lorsqu’aucune interaction n’est en cours sur l’interacteur, mais qu’un autre pilote commence à interagir sur son 
interacteur, le radar météorologique émet un événement lockTilt. La transition lock1 est alors franchie. Elle désactive 
l’interacteur du premier pilote et dépose un jeton dans la place TILT_LOCK (après avoir retiré celui de la place 
TILT_UNLOCK). De cette manière, un seul pilote peut modifier l’orientation de l’antenne. Lorsqu’il a terminé, le 
modèle du radar émet un événement unlockTilt. La transition unlock est alors franchie. Elle active l’interacteur du 
premier pilote et dépose un jeton dans la place TILT_UNLOCK (après avoir retiré celui de la place TILT_LOCK) 
 
 
Figure 143 - Extrait du modèle de l'application météo décrivant le verrouillage du tilt 
 
9.5.3. L’application FCU tactile (Flight Control Unit) 
Dans cette sous-section nous décrivons le comportement 
de l’application FCU tactile. Cette application, décrite 
dans la section 9.2.2.1 permet de contrôler l’affichage de 
la carte interactive et de sélectionner le cap de l’avion. Le 
modèle correspondant est présenté dans la Figure 144. 
9.5.3.1. Initialisation du modèle 
Dans son état initial, la places INIT contient un jeton vide 
la place BeforeFMSListened  une référence vers le modèle 
du FMS et la place RANGE qui contient la valeur du range 
à afficher. Les places POSITION et SIZE contiennent les valeurs de la position et de la taille de la présentation du FCU. 
Suite à l’initialisation du modèle, la transition init est franchie. Elle retire le jeton de la place INIT et dépose un jeton 
dans la place BeforeCreatePresentation et un autre dans la place BeforeCreatePickingProvider. Seule la transition 
createPickingProvider devient franchissable. Son franchissement retire le jeton de la place 
BeforeCretaePickingProvider, instancie un nouveau modèle réalisant le picking, et dépose une référence vers ce 
modèle dans la place PickingProvider. Lors de l’invocation du service pickAt, le modèle du FCU invoquera le service 
correspondant sur le modèle du picking ainsi instancié. 
Parallèlement, la transition listenFMS est franchie. Elle retire le jeton de la place BeforeFMSListened, abonne les 
modèles du FCU et du FMS aux événements qu’ils émettent et dépose le jeton dans la place FMSListened. 
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Figure 144 - Modèle décrivant le comportement du FCU tactile 
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L’évolution du reste du modèle est liée à la réception de l’événement getDrawing par la transition 
presentationIsReady. Le franchissement de cette transition dépose un jeton dans la place Presentation avec une 
référence vers la présentation. La transition beforeCreatePresentation_ devient alors franchissable. Au plus tôt 
150ms après, elle retire le jeton de la place BeforeCreatePresentation et dépose un jeton dans les places 
BeforeCreateHeadingButton, BeforeCreateArcPB, BeforeCreateRosePB et BeforeCreateRangeInteractor. 
 
Les quatre transitions suivantes sont franchies en parallèle : 
- La transition createHeadingPushButton instancie un modèle de pushButton. Ce modèle contrôle la sélection 
du cap de l’avion. Une référence vers ce modèle est déposée dans la place HeadingButton et un  jeton vide 
est déposé dans la place SetHeadingDisabled et un autre dans la place SetHeadingSelected. Les transitions 
disableHeading et preselectHeading sont alors franchissables. Une fois franchies, ces deux transitions ont 
déposé les jetons retirés dans les places DummyHPB et DummyHPB0. La transition setActivated est alors 
franchissable. Lors de son franchissement, elle retire les jetons de ces deux places, active le pushButton et 
dépose un jeton dans la place ON_COURSE_NO_PRESET. Les trois transitions initialisent le pushButton dans 
un état qui correspond à celui du FCU. 
- La transition createArcPB instancie un modèle de pushButton. Ce modèle permet d’activer le mode de 
visualisation ARC sur la carte interactive. Une référence vers ce modèle est déposée dans la place ArcPB et 
un jeton vide dans la place InitMode. La transition setArc est alors franchie. Elle retire le jeton de la place 
InitMode, sélectionne le pushButton et dépose un jeton dans la place ARC. 
- La transition createRosePB instancie un modèle de pushButton. Ce modèle permet d’activer le mode de 
visualisation ROSE sur la carte interactive. Une référence vers ce modèle est déposée dans la place RosePB.  
De plus, ces quatre transitions dépose un jeton avec une référence vers le modèle qu’elles viennent d’instancier dans 
la place BeforeAddToPicking. La transition addingWidgetToPicking permet alors d’ajouter les widgets du FCU au 
modèle réalisant le picking. 
9.5.3.2. Gestion du mode d’affichage 
Dans cette sous-section, nous décrivons la gestion des modes d’affichage de la carte interactive. Ces modes sont 
commandés par le FCU tactile grâce à deux pushButtons portant un label qui correspond à leur mode d’affichage. La 
capture d’écran de la Figure 145-A illustre le mode ARC tandis que la Figure 145-B illustre le mode ROSE. 
 
Suite à la phase d’initialisation, la partie du modèle du FCU tactile qui décrit le comportement lié au mode d’affichage 
est présentée dans la Figure 146. La place ArcPB (resp. RosePB) contient alors une référence vers le modèle du 
pushButton pour le mode ARC (resp. ROSE). De plus la place ARC possède un jeton vide. Deux cas sont alors possibles : 
- Le modèle reçoit un événement unSelected provenant du pushButton « Arc » (le pilote a appuyé sur le 
pushButton « Arc »). Comme le FCU est déjà dans le mode ARC, ce mode ne change pas. De plus la transition 
cancelArcUnselected force le modèle du pushButton « Arc » à rester sélectionné. En effet, il faut toujours 
qu’un des deux modes soit activé et le rendu graphique doit est cohérent avec l’état du FCU. 
- Le modèle reçoit un événement selected provenant du pushButton « Rose » (le pilote a appuyé sur le 
pushButton « Rose »). La transition switchToRose est alors franchie. Elle retire le jeton de la place ARC, 
désélectionne le pushButton « Arc » et dépose un jeton dans la place ROSE. Le FCU est alors dans le mode 
correspondant. Deux cas sont alors possibles : 
o Le modèle reçoit un événement unSelected provenant du pushButton « Rose ». Comme le FCU est 
déjà dans le mode ROSE, ce mode ne change pas. De plus la transition cancelRoseUnselected force 
le modèle du pushButton « Rose » à rester sélectionné.  
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o Le modèle reçoit un événement selected provenant du pushButton « Arc » La transition 
switchToArc est alors franchie. Elle retire le jeton de la place ROSE, désélectionne le pushButton 
« Rose » et dépose un jeton dans la place ARC, ce qui permet de revenir dans l’état de départ. 
 
Figure 145 - Comparaison entre le mode d'affichage ARC et le mode ROSE 
 
 
Figure 146 - Extrait du modèle du FCU décrivant la gestion du mode d'affichage 
Dans un cockpit, chaque pilote contrôle son mode d’affichage séparément. La Figure 145 représente les deux Display 
Unit de notre étude de cas au même moment d’une simulation. Contrairement à la gestion du cap décrite dans la 
sous-section suivante, la gestion du mode d’affichage est locale au DU. 
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9.5.3.1. Gestion de la section du cap 
Suite à la phase d’initialisation, la partie du modèle du FCU tactile qui décrit le comportement lié à la sélection du 
cap de l’avion est présentée dans la Figure 148.Le rendu graphique associé à cet état est présenté dans la Figure 147-
A. Le sélecteur de cap est aligné avec le tracé du cap courant (trait vert épais). La place ON_COURSE_NO_PRESET 
contient alors un jeton. Lorsque le modèle du FMS envoie un événement preselectionHeadingAvailable, la transition 
canSelectHeading est franchie. Elle retire le jeton de la place ON_COURSE_NO_PRESET et en dépose un dans la place 
updateHeadingPB1 et updateHeadingPB2. Les transitions updateHBP1 et updateHPB2 sont alors franchies 
parallèlement.  
 
Ces transitions permettent de changer l’état du pushButton en non sélectionné et actif. Ensuite, la transition 
dummyHPB1 retire les jetons de ses places d’entrées et dépose un jeton dans la place 
NOT_ON_COURSE_AND_PRESELECTION. La transition selectHeading est alors, franchissable. Cet état de la sous-
partie du modèle correspond au fait qu’un cap est présélectionné mais l’avion ne le suit pas encore. La Figure 147-B 
représente le rendu associé. Sur la carte, le sélecteur de cap (trait discontinu bleu) indique 108°. Le trait discontinu 
jaune symbolise la valeur de cap présélectionnée par le FMS. 
 
 
Figure 147 - Les différents états pour la gestion du cap de l'avion 
202 
 
 
 
Figure 148 - Extrait du modèle du FCU décrivant la sélection du cap 
 
Lorsque le pilote sélectionne le cap déjà présélectionné, le modèle du pushButton correspondant envoie un 
événement selected. La transition selectHeading est alors franchie et le modèle du FCU émet un événement (que le 
FMS écoute) selectHeading. Le jeton de la place NOT_ON_COURSE_AND_PRESELECTION est retiré et ajouté dans la 
place HEADING_SELECTED. Trois cas sont alors possibles : 
- Un nouveau cap est présélectionné : la transition newPreselectionAvailable est franchie. Elle retire le jeton 
de la place HEADING_SELECTED et en dépose un dans la place updateHeadingPB1 et un dans la place 
updateHeadingPB2. Ceci est nécessaire afin de pouvoir sélectionner le nouveau cap présélectionné. 
- Le pilote appuis à nouveau sur le pushButton et met en pause l’acquisition du nouveau cap pour que l’avion 
s’arrête de tourner. La transition stopAcquiring est alors franchie. Elle retire le jeton de la place 
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HEADING_SELECTED et le dépose dans la place NOT_ON_COURSE_AND_PRESELECTION. Elle dépose 
également un jeton dans les places DeactivateHPB et RaiseStopAcquire. Les transitions tempDeActivateHPB 
et raiseStopAcquire permettent respectivement de mettre à jour l’état du pushButton et de notifier le FMS 
via l’émission d’un événement stopAcquireHeading. 
- L’avion a suffisamment tourné pour suivre le cap sélectionné. Le modèle du FCU reçoit alors un événement 
onSelectedHeading. La transition onCourse est alors franchie. Elle retire le jeton de la place 
HEADING_SELECTED et en dépose un dans la place updateHPB3 et un autre dans la place updateHPB4. Les 
transitions updateHBP3 et updateHPB4 sont alors franchies parallèlement. Elles permettent de changer 
l’état du pushButton en sélectionné et inactif. Ensuite, la transition dummyHPB7 retire les jetons de ses 
places d’entrées et dépose un jeton dans la place ON_COURSE_NO_PRESET. Cet état de la sous-partie du 
modèle correspond au fait qu’un cap est présélectionné et l’avion suit son cap. 
La Figure 147-C représente une capture d’écran durant le virage de l’avion. Le trait vert discontinu indique le cap 
sélectionné par le FMS. Il est discontinu car l’avion n’est pas établi sur ce cap. La Figure 147-D quant à elle illustre 
l’état du FCU lorsque le pilote interrompt le virage. Le pushButton « HEADING » est alors « éteint ». Les différents 
modes de capture du cap sont expliqués dans la section suivante. 
 
9.6. Modélisation du comportement des systèmes 
Cette section décrit les modèles qui représentent les systèmes de l’avions nécessaires à l’exécution de l’étude de cas. 
9.6.1. Le FMS (Flight Management System) 
Dans cette sous-section, nous décrivons le modèle qui 
décrit le comportement du FMS, le système qui permet 
de gérer la trajectoire de l’avion. Pour notre étude de cas, 
nous n’avons décrit que la gestion du cap de l’avion car 
c’est le paramètre qui est contrôlé grâce à la carte 
interactive. Ce modèle est présenté dans la Figure 149.  
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Figure 149 - Modèle décrivant le comportement du FMS 
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Équation 3 - Marquage initial du modèle de la Figure 149 
Le marquage initial du modèle du FMS est décrit dans l’Équation 3. Six secondes après sa création, la transition 
inittimerFMS_ devient franchissable. Lors de son franchissement, elle retire le jeton de la place INIT_TIMER et le 
dépose dans la place TimerCoordinates. Ensuite, au plus tôt toutes les 40ms, la transition refreshParamters_ est 
franchie, retire le jeton de la transition TimerCoordinates et le dépose dans la place UpdateNotification. La transition 
timerCoordDummy est ensuite franchie. Elle retire le jeton de la place UpdateNotification et en dépose un dans les 
places TimerCoordinates, BeforeCoordinatesCalculation et BeforeHeadingCalculation. Cette « boucle » permet de 
déclencher les calculs de mise à jour des paramètres de l’avion (cap, vitesse). Suite à l’exécution de cette boucle, cinq 
cas sont possibles : 
- La place HOLDING_TEMP_HEADING contient un jeton. Le FMS doit garder le cap malgré une autre valeur de 
cap présélectionnée et stockée dans la place HOLDING_TEMP_HEADING. La transition holdingTempHeading 
est alors franchie. Le cap est inchangé. 
- La place TURNING contient un jeton dont la variable clockwise est vraie et l’écart entre le cap courant et 
le cap sélectionné est supérieur à 0.02 radians. Le FMS continue de tourner dans le sens horaire. La transition 
turningRight est alors franchie. Elle retire les jetons des places BeforeHeadingCalculation et CurrentHeading, 
calcule le nouveau cap et dépose un jeton avec ce nouveau cap dans la place CurrentHeading.  
- La place TURNING contient un jeton dont la variable clockwise est fausse et l’écart entre le cap courant 
et le cap sélectionné est supérieur à 0.02 radians. Le FMS continue de tourner dans le sens trigonométrique. 
La transition turningLeft est alors franchie. Elle retire les jetons des places BeforeHeadingCalculation et 
CurrentHeading, calcule le nouveau cap et dépose un jeton avec ce nouveau cap dans la place 
CurrentHeading.  
- La place TURNING contient un jeton et l’écart entre le cap courant et le cap sélectionné est inférieur à 0.02 
radians. Le FMS arrête de tourner. La transition backOnCourse2 est alors franchie. Elle retire les jetons des 
places BeforeHeadingCalculation, CurrentHeading et TURNING, émet un événement pour notifier que le cap 
sélectionné est atteint. Ensuite elle dépose un jeton avec ce nouveau cap dans la place ON_COURSE.  
- La place ON_COURSE contient un jeton. L’avion suit le bon cap. La transition keepHeading est alors franchie 
et retire le jeton de la place BeforeHeadingCalculation. 
Suite au franchissement d’une de ces cinq transitions, la transition calculateNewCoordinates devient franchissable. 
Elle est ensuite franchie, retire le jeton de la place BeforeCoordinatesCalculation et celui de la place COORDINATES, 
calcule les nouvelles coordonnées de l’avion et les stocke dans la place COORDINATES.  
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Dans l’état initial, la place NO_HEADING_PRESELECTION contient un jeton. La transition gotPreselection est alors 
franchissable. Elle est franchie lorsque le modèle de FMS reçoit un événement newTargetHeading qui signifie qu’un 
pilote vient de présélectionner un cap. Un jeton contenant la valeur du cap présélectionné et la source de 
l’événement est déposé dans la place HEADING_PRESELECTED et un jeton vide est déposé dans la place 
RaiseHeadingPreselectionAvailable. La transition preselectionHeadingAvailable est alors franchie. Son 
franchissement retire le jeton de la place RaiseHeadingPreselectionAvailable et envoie un événement 
preselectionHeadingAvailable. Cet événement permet aux modèles abonnés de modifier leur état en conséquence. 
Suite à l’événement précédent, deux transitions deviennent franchissables : 
- updatingPreselection : cette transition permet de mettre à jour le cap présélectionné si les pilotes le 
modifient. 
- startTurning : cette transition est franchie lorsque le modèle reçoit un événement selectHeading, signifiant 
la sélection du cap présélectionné. L’avion va alors commencer à tourner. Lors de son franchissement, 
cette transition retire le jeton de la place HEADING_PRESELECTED, calcule le sens de rotation pour l’avion, 
dépose trois jetons, un dans la place RaiseStartHeadingAcquisition, un dans la place 
NO_HEADING_PRESELECTED et un jeton contenant le sens de rotation et la valeur du cap sélectionné dans 
la place TURNING. Deux transitions deviennent alors franchissables : 
o gotPreselection : comme décrite ci-dessus, cette transition permet de présélectionner un 
nouveau cap pour l’avion. 
o stopAcquiring : cette transition est franchie lors de la réception d’un événement 
stopAcquiringHeading. Son franchissement retire le jeton de la place TURNING et le dépose dans 
la place HOLDING_TEMP_HEADING. Ceci permet aux pilotes d’arrêter de tourner 
momentanément. Les transitions reStartAcquiring et changeTargetWhileHolding permettent de 
recommencer à tourner et de mettre à jour le cap sélectionné (transition 
changeTargetWhileHolding). 
Enfin, la transition changeTargetHeading permet de changer le cap sélectionné alors que l’avion est en train de 
tourner.  
9.6.2. Le radar 
Dans cette section, nous décrivons le modèle qui décrit le 
comportement du radar. Dans notre étude de cas, le 
radar reconnaît les avions évoluant autour de notre 
avion. Pour simuler ce comportement, notre modèle du 
radar instancie les avions qui peuplent la simulation, 
envoie des événements refresh qui permettent à ces 
modèles d’avions de notifier leur position. Ce modèle est 
décrit dans la Figure 150. 
Dans l’état initial, la place Init contient un jeton, tout 
comme la place INIT_TIMER. La place AIRCRAFT_PARAMS 
contient les jetons qui vont servir à l’instanciation des modèles d’avion et ils contiennent les paramètres de ces 
avions. 
 
La transition presentatioReady est alors franchissable. Elle permet de récupérer des événements getDrawing. Le 
modèle du radar est abonné aux présentations des DUs qui émettent ces événements lorsque ces fenêtres sont 
correctement initialisées. Lors de la réception d’un de ces événements, un jeton est déposé dans la place 
PresentationReady. Comme l’étude de cas instancie deux DUs, il faut deux jetons dans la place PresentationReady 
pour que la transition createAircraft soit franchissable. La transition createAircraft est alors franchie avec les jetons 
207 
 
contenus dans la place AIRCRAFT_PARAMS. Les références des modèles ainsi créés sont déposées dans la place 
AIRCRAFT_CREATED. La transition linkEvents est ensuite franchie. Elle retire, un par un les jetons de la place 
AIRCRAFT_CREATED, abonne les modèles et dépose le jeton retiré dans la place AIRCRAFTS. La transition 
receiveNewCoordinates est alors franchissable. Elle est franchie lorsqu’un modèle d’avion émet un événement 
newCoordinates et permet de mettre à jour les coordonnées de l’avion correspondant dans la place AIRCRAFTS. 
 
 
Figure 150 - Modèle décrivant le comportement du radar 
Au minimum cinq secondes après sa création, la transition initTimer_ est franchie. Elle retire le jeton de la place 
INIT_TIMER et le dépose dans la place WaitingRefresh. Dès lors, et ceci au plus tôt toutes les 40ms, la transition 
timerRefresh_ est franchie. Lors de son franchissement, elle retire le jeton de la place WaitingRefresh et le dépose 
dans la place NeedRefresh. Ensuite, la transition raiseRefresh est franchie. Elle retire le jeton de la place NeedRefresh, 
émet un événement refresh et dépose le jeton dans la place WaitingRefresh 
9.6.3. Le radar météorologique 
Dans cette section nous décrivons le modèle qui décrit le 
comportement du radar météorologique. Il est présenté 
dans la Figure 151.  
Dans son état initial, la place TILT_ANGLE contient un 
jeton avec une variable tilt dont la valeur est 0, et un 
jeton dans la place OFF. 
 
Ce modèle implémente quatre services : 
- setTiltAngle : ce service permet contrôler 
l’orientation de l’antenne du radar météo. 
Lorsque ce service est invoqué, un jeton avec la nouvelle valeur de l’angle est déposé dans la place 
SIP_setTiltAngle. La transition setTiltAngle est alors franchissable. Son franchissement retire le jeton de la 
place SIP_setTiltAngle, celui de la place TILT_ANGLE et dépose un jeton avec la nouvelle valeur dans la place 
TILT_ANGLE et un autre dans la place ToTriggerTilt. La transition raiseNewTilt est alors franchissable. Lors 
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de son franchissement, elle retire le jeton de la place ToTriggerTilt et émet un événement newTilt contenant 
la nouvelle valeur du tilt. 
 
 
Figure 151 - Modèle décrivant le comportement du radar météorologique 
- switchON : ce service permet d’allumer le radar météorologique. Lors de son invocation, un jeton est 
déposé dans la place SIP_switchON. Deux cas sont alors possibles : 
o le radar est déjà allumé : la transition alreadyON est alors franchie et termine l’invocation. 
o Le radar est éteint : la transition switchON1 est alors franchie. Elle retire les jetons des place 
SIP_switchON et OFF. Elle dépose un jeton dans la place ON et clôt l’invocation en déposant un 
jeton dans la place SOP_switchON. 
- switchOFF : ce service permet d’éteindre le radar météorologique. Lors de son invocation, un jeton est 
déposé dans la place SIP_switchOFF. Deux cas sont alors possibles : 
o le radar est déjà éteint : la transition alreadyOFF est alors franchie et termine l’invocation. 
o Le radar est allumé : la transition switchOFF1 est alors franchie. 
- isActivated : ce service renvoie vrai (resp. faux) via la transition isON (resp. isOFF) selon l’état du radar. 
9.7. Initialisation de l’étude de cas 
Dans  cette section, nous décrivons le modèle présenté dans la Figure 152. Ce modèle instancie les différents modèles 
pour les systèmes de l’avion ainsi que pour les écrans des pilotes. Dans l’état initial, la place INIT contient un jeton. 
La transition init est alors franchissable. Son franchissement retire le jeton de la place INIT et en dépose un dans les 
places BeforeCreateWXR, BeforeCreateFMS, BeforeCreateRadar et deux jetons dans la place BeforeCreateDU. Les 
transitions suivantes sont franchies en parallèle : 
- createWXR : cette transition permet d’instancier le modèle qui décrit le comportement du radar 
météorologique (section 9.6.3) 
- createFMS : cette transition permet d’instancier le modèle qui décrit le comportement du FMS (section 
9.6.1) 
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Figure 152 - Modèle initialisant les modèles de l'étude de cas 
- createRadar : cette transition permet d’instancier le modèle qui décrit le comportement du radar 
(section9.6.2) 
- createDU : cette transition permet d’instancier le modèle qui décrive le comportement d’un DU (section 
9.5.1).  
Une fois le modèle du FMS instancié ainsi qu’un modèle de DU la transition linkToFMS est alors franchissable. Son 
franchissement retire le jeton contenant une référence vers le DU de la place BeforeLinkToFMS, invoque le service 
linkFMS sur le modèle du DU et dépose le jeton dans la place BeforelinkToWXR. Ensuite, et lorsque le modèle 
décrivant le comportement du radar météo est instancié, la transition linkToWXR devient franchissable. Son 
franchissement retire le jeton de la place BeforelinkToWXR, invoque le service linkWXR sur le modèle du DU et 
dépose le jeton dans la place BeforeLinkRadar. Ensuite, le modèle du radar est lié au modèle du DU via le service 
linkRadar. Pour le deuxième DU, le comportement est le même. 
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9.8. Synthèse 
Cette étude de cas sur une application multi-touch pour cockpit nous a permis de montrer la faisabilité de notre 
approche pour la description complète et non ambigüe des techniques d’interaction multi-touch. En effet, nous 
utilisé la notation ICO et l’extension que nous avons proposée dans le chapitre 5 pour décrire le comportement des 
différents éléments de ces applications multi-touch. De plus, les modèles de l’étude de cas sont structurés selon la 
première architecture que nous avons proposée dans le chapitre 6. Ensuite, nous avons réutilisé les différents types 
de modèles de techniques d’interaction multi-touch que nous avons décrits dans le chapitre 7 
Enfin il est important de noter que l’ensemble de ces modèles de cette étude de cas sont simulés dans 
l’environnement PetShop et permettent de valider le fonctionnement de cette étude de cas. 
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Conclusion 
Rappel de la problématique 
Le décalage en termes de techniques d’interaction entre les interfaces grand public et celles des cockpits d’avions 
civils est imputable à plusieurs facteurs. Tout d’abord, en matière de systèmes interactifs, le milieu aéronautique n’a 
pas vocation à proposer de nouvelles techniques d’interaction, rôle porté, en revanche, par l’électronique pour le 
grand public qui recherche l’innovation et favorise le ressenti utilisateur. De plus, les systèmes embarqués dans les 
cockpits sont critiques pour la sûreté des passagers qu’ils transportent. Ainsi, les innovations technologiques en 
matière de périphériques d’entrées, de techniques d’interaction et plus largement de logiciels doivent être certifiées 
pour un usage aéronautique qui recherche le meilleur compromis entre performance, utilisabilité et fiabilité.  
En conséquence, pour qu’une technologie grand public puisse être considérée pour une utilisation dans un cockpit 
d’avion, cette dernière doit avoir atteint un niveau de maturité suffisant. Si tel est le cas, les avions de tourisme et 
d’affaires étant soumis à des réglementations plus légères, ce sont généralement les équipements de ces derniers 
qui sont les premiers à intégrer de telles nouveautés.  
Aujourd’hui, les interfaces multi-touch sont présentes dans les smartphones et tablettes qui se vendent, au total, à 
plus d’un milliard d’unités par an (Zdnet s.d.). Parallèlement, des suites avioniques proposent des écrans mono-touch 
pour contrôler des applications embarquées telles que la gestion du plan de vol d’un avion (Gramin G5000 s.d.). Alors 
que des études sur l’utilisabilité des interactions multi-touch dans les cockpits comme celle de (Barbé, Wolff et 
Mollard 2013)définissent le cadre d’utilisation de telles techniques d’interaction dans les cockpits d’avions civils, la 
question se pose du développement des applications multi-touch embarquées critiques. 
Les contraintes liées à la spécification des systèmes interactifs embarqués nécessitent un processus de 
développement qui satisfasse aux exigences de certification. Parmi les activités à réaliser durant un tel processus 
nous nous focalisons sur la spécification. Il est en effet nécessaire de décrire de manière exhaustive et non ambigüe 
le comportement de ces systèmes interactifs, alors que les approches actuelles ne permettent pas de couvrir les 
applications multi-touch en totalité. La contribution principale de cette thèse consiste à combler ce manque. 
 
La spécificité de notre démarche 
La démarche suivie dans cette thèse se situe dans le prolongement des travaux effectués à l’intersection de la sûreté 
de fonctionnement et de l’interaction homme-machine qui ont notamment permis la spécification d’interfaces 
cockpits (Barboni, Conversy, et al. 2007), d’applications de réalité virtuelle (Navarre, Palanque et Bastide, et al. 
2005)et multimodales (Ladry, Navarre et Palanque 2009) grâce à une notation formelle basée sur les réseaux de Petri 
haut-niveau : ICO (Interactive Cooperative Objects) (Navarre, Palanque et Ladry, et al. 2009). Ces travaux ont aussi 
permis la prise en compte des aspects utilisateurs dans un processus de développement pour systèmes interactifs 
critiques (Martinie, Palanque et Navarre, et al. 2012) et proposent des mécanismes et une architecture pour des 
systèmes interactifs « fault-tolerant » (Fayollas, et al. 2014). 
 
Notre contribution  
La contribution principale de cette thèse consiste à proposer un langage et une méthode pour la description 
exhaustive et non ambiguë des techniques d’interaction multi-touch afin de permettre leur future spécification pour 
un cockpit d’avion civil. 
Notre première contribution a consisté à définir une taxonomie de ces techniques d’interaction. Cette classification 
nous a permis d’identifier les différentes propriétés des interactions multi-touch dans le but d’évaluer leur impact 
sur les notations formelles capables de les décrire. Nous avons ensuite analysé cette classification afin d’identifier les 
spécificités de ces interactions, et les problèmes majeurs liés à leur description exhaustive. Nous avons mis en 
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perspective cette analyse avec un ensemble représentatif des notations formelles pour la description des systèmes 
interactifs, ce qui nous a orientés dans le choix de la notation : ICO (Navarre, Palanque et Ladry, et al. 2009). Au-delà 
de ce choix, il est important de prendre en compte le fait que cette étude a permis d’établir un cahier des charges à 
vérifier pour qu’une notation formelle puisse décrire tous les aspects comportementaux liés aux applications multi-
touch. Ceci peut être aussi utilisé par des chercheurs n’utilisant pas ICO. En effet, le caractère hautement concurrent 
des interactions multi-touch, les aspects liés à la fusion des informations provenant de périphériques d’entrées 
instanciés dynamiquement doivent être pris en charge de manière explicite quelle que soit la notation. Sur une 
surface tactile, les doigts des utilisateurs se déplacent de façon concurrente et ils ne sont détectés que lorsque qu’ils 
touchent la surface en question. Les applications multi-touch doivent alors instancier dynamiquement et gérer ces 
périphériques d’entrées.  
Cette thèse a donc proposé une extension de la notation ICO  pour la rapprocher de notre domaine d’application. En 
effet, les éléments de base de la notation permettent de décrire le comportement des applications multi-touch au 
travers de constructions complexes. L’extension que nous avons définie permet d’expliciter les comportements liés 
aux interactions multi-touch. Elle permet notamment de décrire la réception d’événements postés par des 
périphériques dynamiquement instanciés ce qui simplifie et rend intelligible les modèles d’interactions. 
Au-delà de l’aspect description du comportement, ces spécificités impactent l’architecture des applications multi-
touch. Notre troisième contribution consiste à proposer une architecture générique pour la conception de ces 
applications. Nous avons donc décomposé cette architecture logicielle en un ensemble de briques élémentaires, dont 
le rôle est de fournir aux applications multi-touch les événements haut-niveau nécessaires à leur commande et 
contrôle par un utilisateur, via une surface multi-touch. 
Enfin, nous avons démontré la validité de notre approche en proposant un outil pour l’édition et la simulation des 
modèles ICO utilisant notre extension. Cette validation s’est effectuée en deux temps. Tout d’abord nous avons décrit 
et simulé un ensemble représentatif des techniques d’interaction multi-touch. Nous nous sommes assurés de couvrir 
l’ensemble des propriétés que nous avions identifiées dans notre première contribution. Ensuite, nous avons validé 
le passage à l’échelle en décrivant une application multi-touch pour cockpit interactif, selon l’architecture générique 
que nous avons proposée. 
 
Les limites et perspectives 
Les contributions de cette thèse ne traitent pas du design d’interactions et d’applications multi-touch pour les 
cockpits d’avions civils qui sont réalisés par d’autres corps de métiers. En revanche, nous proposons dans ce mémoire, 
des contributions qui permettent de décrire les aspects comportementaux de ces designs et leur lien avec le rendu 
utilisateur.  
Ensuite, notre approche se voulant la plus généraliste possible, nous n’avons pas fait d’hypothèse sur les technologies 
des périphériques matériels. La suite des travaux devra s’intéresser à l’impact des différences technologiques des 
périphériques d’entrées sur la description des techniques d’interaction. Les modèles que nous avons proposés 
utilisent les événements postés pas des écrans tactiles standards.  A mesure que de nouvelles technologies multi-
touch seront développées, nous évaluerons l’impact sur les modèles ICO de techniques d’interaction qu’ils 
permettent de réaliser. 
Le formalisme des ICOs permet de décrire le comportement des interactions multi-touch, mais plusieurs points 
restent à approfondir : 
- La vérification de propriétés : même si nos travaux ont permis de montrer la faisabilité d’une vérification de 
preuve sur les modèles ICO d’interactions multi-touch (Silva, et al. 2013), l’analyse est limitée par deux 
aspects : 
o le nombre de propriétés vérifiées est limité à la vérification des invariants de places et de 
transitions. Nous souhaitons, entre autres, vérifier que les modèles de techniques d’interaction ne 
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créent ni ne stockent des ressources. En effet, chaque périphérique logique doit être retiré des 
modèles lorsqu’il n’est plus détecté. De plus, nous envisageons d’analyser les conflits entre les 
différentes descriptions de techniques d’interaction. 
o cette analyse reste statique. Etant donné la nature dynamique des descriptions que nous avons 
fournies, il est souhaitable, à l’avenir, de proposer une analyse plus complète de ces aspects et en 
particulier les abonnements entre les modèles instanciés dynamiquement. 
- Le lien avec le rendu : les contributions de cette thèse sont principalement liées à la prise en compte des 
évènements provenant de sources dynamiques. Même si nous avons proposé une description de fusion en 
entrée et en sortie dans le chapitre 7 (regroupement dynamique de doigts sur un écran multi-touch), nous 
n’avons pas pris en compte de manière globale les aspects liés au rendu en sortie (l’affichage, …) et 
notamment la gestion du multi-écrans tactiles. Le rendu d’une application correspond à l’état du système. 
Il doit donc évoluer en conséquence. Cependant, dans une architecture d’applications multi-touch, ce qui 
complexifie la fusion des données nécessaires à l’élaboration du rendu.  
Notre étude de cas a démontré la validité de notre approche pour une seule application. Nous envisageons d’étudier 
l’impact d’un système contenant plusieurs applications sur l’architecture que nous avons proposée.  
De plus, cette thèse s’est concentrée sur des interactions multi-touch mono-utilisateur, même si certains aspects 
multi-utilisateurs sont couverts dans (Hamon, Palanque et Andre, et al. 2014). Ainsi, l’étude des aspects collaboratifs 
pour les applications multi-touch restent une thématique à explorer. 
Notre approche n’explore pas non plus les aspects utilisateurs au delà des contributions existantes ( (Palanque, 
Barboni, et al. 2011) sur l’évaluation de l’utilisabilité). Nous souhaitons ainsi, à l’avenir, explorer les points suivants : 
- évaluation de l’utilisabilité des interactions multi-touch, notamment au travers de leur simulation avec notre 
environnement PetShop. Plus particulièrement, nous souhaitons étudier l’impact des contraintes du cockpit 
sur la description des interactions. Par exemple, comment prendre en compte le fait qu’un doigt se soulève 
très brièvement de la surface tactile, suite à des turbulences ? Le second appui doit-il être considéré comme 
un nouveau périphérique et sinon comment l’architecture permet la résolution de ce problème. Ensuite, 
nous souhaitons évaluer l’impact de la parallaxe sur la reconnaissance de ces techniques d’interaction. 
- mesure de la performance des interactions multi-touch. Nous souhaitons, à l’avenir, évaluer la performance 
des techniques d’interaction multi-touch et les comparer avec celles d’un pilote utilisant le KCCU (clavier + 
trackball) des cockpits Airbus actuels. 
- le lien entre les modèles de tâches bas-niveau, la description comportementale des techniques d’interaction 
et ces aspects utilisateurs (utilisabilité, performance). 
Enfin, les travaux futurs se concentreront aussi sur l’industrialisation de cette approche. Ceci nécessite : 
- L’inclusion de l’approche dans un processus de développement dédié aux applications multi-touch critiques. 
En effet, pour mener à bien nos travaux, nous avons collaboré avec différents acteurs du développement 
des systèmes interactifs pour les cockpits chez Airbus. Nous avons pu observer comment les outils utilisés 
par les différentes parties peuvent impacter le processus de développement. La poursuite de ces travaux 
passe donc par une réflexion sur la place de la notation et de l’environnement qui la supporte dans un tel 
processus de développement. Ceci implique de redéfinir le rôle de chacun des acteurs ainsi que leurs 
échanges. Parmi ces questions, que faire des modèles ICOs ? Doivent-ils être un format d’échange, des 
artéfacts compilables pour produire du code certifié embarqué ou encore un support pour la vérification et 
la validation des systèmes une fois implémentés ? 
- Le passage à l’échelle, qui est aussi lié au processus de développement, devra démontrer que 
l’environnement de modélisation associé à la notation ICO (aujourd’hui PetShop) ainsi que la notation elle-
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même sont capable de décrire la globalité d’un système interactif tel que le CDS (Cockpit Display System). 
Ceci implique notamment une réflexion sur la structuration des modèles dans l’environnement de 
développement, ainsi que le lien vers les autres outils du processus de développement.  
- La standardisation de la notation. Pour que notre approche soit industrialisable, il est nécessaire de 
standardiser les échanges entre les avionneurs, les sous-traitants et les fournisseurs impliqués dans le 
développement de ces applications. La notation ICO est aujourd’hui dédiée à la recherche et propose une 
solution non standard qu’il sera indispensable de normaliser.  
- Le coût de l’approche est, enfin, le dernier point sur lequel nos efforts se porteront. Parmi les enjeux liés au 
coût de développement d’applications multi-touch avec des modèles ICOs, la formation des ingénieurs qui 
concevront ces systèmes est un point clé. En effet, la complexité de la notation est supérieure à celles qui 
sont actuellement utilisées (via Scade et Vaps XT). Viens s’ajouter à cela le caractère complexe des objets à 
décrire. Afin de faciliter l’activité de spécification, nous devrons nous poser la question de la pertinence d’un 
DSL (Domain Specific Language). Les travaux de (Deshayes, et al. 2014)par exemple présentent un DLS qui 
permet de s’abstraire d’une certaine complexité des modèles ICOs. 
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Résumé 
Avec l’apparition de nouvelles technologies comme l’iPad, etc.,  nous rencontrons dans les logiciels grand public des 
interfaces de plus en plus riches et innovantes. Ces innovations portent à la fois sur la gestion des entrées (e. g. écrans 
multi-touch) et sur la gestion des sorties (e.g. affichage). Ces interfaces sont catégorisées de type post-WIMP et 
permettent d’accroitre la bande passante entre l’utilisateur et le système qu’il manipule. Plus précisément elles 
permettent à l’utilisateur de fournir plus rapidement des commandes au système et au système de présenter plus 
d’informations à l’utilisateur lui permettant par là-même de superviser des systèmes de complexité accrue. 
L’adoption par le grand public et le niveau de maturité de ces technos permet d’envisager leur intégration dans les 
systèmes critiques (comme les cockpits ou de façon plus générale les systèmes de commande et contrôle). 
Toutefois les aspects logiciels liés à ces technologies sont loin d’être maîtrisés comme le démontrent les nombreux 
dysfonctionnements rencontrés par leurs utilisateurs. Alors que ces derniers peuvent être tolérés pour des 
applications de jeux ou de divertissement elles ne sont pas acceptables dans le domaine des systèmes critiques 
présentés précédemment.  
La problématique de cette thèse porte précisément sur le développement de méthodes, langages, techniques et 
outils pour la conception et le développement de systèmes interactifs  innovants et fiables.  
 
La contribution de cette thèse porte sur l’extension d’une notation formelle : ICO (Objets Coopératifs Interactifs) 
pour décrire de manières exhaustive et non ambiguë les techniques d’interaction multi-touch et la démonstrabilité 
de son application dans le cadre des applications multi-touch civils.  
Nous proposons en plus de cette notation, une méthode pour la conception et la validation de systèmes interactifs 
offrants des interactions multi-touch à leurs utilisateurs. Le fonctionnement de ces systèmes interactifs est basé sur 
une architecture générique permettant une structuration des modèles allant de la partie matérielle des 
périphériques d’entrées jusqu’ à la partie applicative pour la commande et le contrôle de ces systèmes. Cet ensemble 
de contribution est appliqué sur un ensemble d’étude de ca dont la plus significative est une application de gestion 
météo pour un avion civil. 
 
Mots-clés : systèmes interactifs critiques, interactions multi-touch, méthodes formelles, approche à base de 
modèles 
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Abstract 
With the advent of new technologies such as the iPad, general public software feature richer and more innovative 
interfaces. These innovations are both on the input layer (e.g. multi-touch screens) and on the output layer (e.g. 
display). These interfaces are categorized as post-W.I.M.P. type and allow to increase the bandwidth between the 
user and the system he manipulates. Specifically it allows the user to more quickly deliver commands to the system 
and the system to present more information to the user enabling him managing increasingly complex systems. The 
large use in the general public and the level of maturity of these technologies allows to consider their integration in 
critical systems (such as cockpits or more generally control and command systems).  
However, the software issues related to these technologies are far from being resolved judging by the many problems 
encountered by users. While the latter may be tolerated for gaming applications and entertainment, it is not 
acceptable in the field of critical systems described above.  
The problem of this thesis focuses specifically on the development of methods, languages, techniques and tools for 
the design and development of innovative and reliable interactive systems.  
The contribution of this thesis is the extension of a formal notation: ICO (Interactive Cooperative Object) to describe 
in a complete and unambiguous way multi-touch interaction techniques and is applied in the context of multi-touch 
applications for civilians aircrafts. 
We provide in addition to this notation, a method for the design and validation of interactive systems featuring multi-
touch interactions. The mechanisms of these interactive systems are based on a generic architecture structuring 
models from the hardware part of the input devices up to the application part for the control and monitoring of these 
systems. This set of contribution is applied on a set of case studies, the most significant being an application for 
weather management in civilian aircrafts.  
Keywords: critical interactive systems, multi-touch interactions, formal methods, model-based approach. 
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Annexes 
Annexe 1 - Des réseaux de Petri à ICO, explications 
Dans cette annexe, nous décrivons les principes de fonctionnements de la notation ICO. Pour cela, nous commençons 
par décrire succintement des réseaux de Petri sur lesquels repose la notation ICO ; puis nous décrivons les spécificités 
de cette notation. 
 
Les réseaux de Petri (Petri 1962) (exemple Figure 153) sont une technique de description formelle de la dynamique 
des systèmes à événements discrets. Ils s’attachent en particulier à décrire deux aspects de ces systèmes : des  
événements (ou actions) et des conditions, ainsi que les relations entre événements et conditions. 
 
La Figure 153 présent un réseau de Petri qui décrit l’enchaînement des 4 saisons. 
 
 
Figure 153 - Exemple de réseau de Petri (les 4 saisons) 
1.1. Survol des réseaux de Petri 
1.1.1. Principe  
Cette section décrit les différents éléments constituant les réseaux de Petri et la notion de marking. Nous décrivons 
également les règles d’évolution de ces réseaux. 
1.1.1.1. Composants de base 
Les réseaux de Petri sont constitués de quatre types d’éléments : les jetons, les places, les transitions et les arcs. Les 
sous-sections suivantes décrivent brièvement ces quatre éléments. 
1.1.1.1.1. Les jetons ou tokens 
Les jetons, communément appelés tokens, sont les variables du système modélisé. Dans les réseaux de Petri 
« simples » les jetons sont des singletons vides, sans types ni valeur. La Figure 154 illustre la présence d’un jeton dans 
une place. Le jeton correspond au cercle violet marqué d’un « 1 ». 
 
Figure 154 - Token dans une place d’un réseau de Petri 
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1.1.1.1.2. Les places 
Les places d’un réseau de Petri sont les nœuds du réseau qui contiennent les jetons. Elles permettent de modéliser 
la distribution des variables d’état du système dans le réseau de Petri. Les places sont représentées par des ellipses 
comme illustré Figure 155. 
 
Figure 155 - Place d'un réseau de Petri 
Afin de limiter le nombre d’arcs se croisant dans les modèles, l’éditeur que nous utilisons (voir XXX) propose 
d’ajouter des places virtuelles (Figure 156). Ces places virtuelles sont des artifices visuels qui permettent de créer 
une représentation d’une place à un autre endroit du modèle. Les places virtuelles sont différenciables de par leurs 
couleurs. 
 
Figure 156 - Place virtuelle de p0 
1.1.1.1.3. Les transitions 
Les transitions, représentées par un rectangle, correspondent aux opérateurs de changement d’état. Elles 
permettent de définir l’évolution des jetons de réseau en fonction de l’état du système. Cette évolution est définie 
grâce aux notions de franchissabilité et de franchissement. Ces deux points sont décrits dans la section 1.1.1.3. 
1.1.1.1.4. Les arcs 
Les arcs permettent de relier les places et les transitions. Un arc allant d’une place à une transition indique une 
condition nécessaire au changement d’état du système. Un arc allant d’une transition à une place précise l’impact 
du changement d’état du système. Il existe communément trois principaux types d’arcs: les arcs simples (Figure 157), 
les arcs de test (Figure 158) et les arcs inhibiteurs (Figure 159). Comme ces différents types d’arcs modifient la 
franchissabilité des transitions,  leur impact est décrit dans la section 1.1.1.3. 
 
 
Figure 157 - Arc simple d'un réseau de Petri 
 
Figure 158 - Arc de test d'un réseau de Petri 
 
Figure 159 - Arc inhibiteur d'un réseau de Petri 
La thèse (Palanque 1992) définit un type d’arcs supplémentaire, les arcs de vidages. La Figure 160 illustre un tel arc. 
Ces arcs ont été définis pour des réseaux de Petri à objets par (Palanque 1992). Cet arc est différent des autres car il 
n’est pas un élément de base des réseaux de Petri. Il représente un comportement complexe. Lorsqu’il relie une 
place à une transition, le franchissement de la transition va retirer tous les jetons présents dans la place et ce, quelque 
soit leur nombre.  
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Figure 160 - Arc de vidage d'un réseau de Petri 
1.1.1.2. Le marquage d’un réseau de Petri 
L’état du réseau de Petri est donné par la distribution et la valeur des jetons qu’il contient dans ses places. Cette 
distribution de jetons dans le réseau est appelée le marquage du réseau. Pour notre exemple, Figure 153, le 
marquage du réseau est m = {M(Printemps)=1 ; M(Eté)=0; M(Automne)=0; M(Hiver)=0} = [1, 0, 0, 0] où M(p) 
représente la quantité de jetons contenue dans la place p. 
1.1.1.3. Règles d’évolutions des réseaux de Petri 
Dans cette section, nous décrivons le fonctionnement des réseaux de Petri. Nous y présentons les règles d’évolutions 
de ces réseaux. Ces règles s’appliquent aux transitions, les éléments du réseau qui permettent son évolution. Il s’agit 
des règles de franchissabilité et de franchissement des transitions. La sous-section suivante définie ces deux notions 
ainsi que les termes nécessaires à leur compréhension. Puis nous présentons comment les différents types d’arcs 
modifient la franchissabilité d’une transition. 
1.1.1.3.1. Définitions 
 
Place d’entrée 
On appelle place d’entrée de la transition t toute place p reliée à t par un arc 
entrant (i.e. l’arc est orienté vers la transition t). 
 
Place de sortie 
On appelle place de sortie toute place p reliée à  une transition t par un arc 
sortant (i.e. l’arc est orienté vers la place p).  
 
Poids d’un arc 
La notion de poids d’un arc est définie dans les réseaux de Petri généralisé 
comme étant un nombre entier strictement positif associé à un arc. Par 
défaut, le poids d’un arc est égal à 1. 
 
Franchissabilité d’une 
transition 
La franchissabilité d’une transition correspond à sa disponibilité. Elle est vraie 
ou fausse.  
 
Une transition est franchissable (i.e. sa franchissabilité est vraie) si et seulement si le nombre de jetons dans ses 
places d’entrées est supérieur ou égal au poids des arcs reliant respectivement chacune de ces places à cette 
transition. La Figure 161 représente une transition franchissable dans l’outil PetShop (voir chapitre 7), tandis que la 
Figure 162 représente une transition non franchissable. 
 
Figure 161 - Transition franchissable d'un réseau de Petri dans l’outil PetShop 
 
Figure 162 - Transition non franchissable d'un réseau de Petri dans l’outil PetShop 
Franchissement d’une 
transition 
Le franchissement ou tir d’une transition dans un réseau de Petri est une 
opération locale, qui ne met en jeu que les jetons contenus dans les places 
d’entrée et de sortie de la transition franchie 
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Lors du franchissement d’une transition, la transition franchie dépose respectivement dans chacune des places de 
sorties, un nombre de jetons égal au poids de l’arc qui relie cette transitions à cette place de sortie. Dans les réseaux 
de Petri, si une transition « simple » est franchissable, elle est immédiatement franchie.  
 
Dans les sections suivantes, l’exécution des réseaux de Petri est suspendue afin de pouvoir observer la franchissabilité 
des transitions. 
1.1.1.3.2. Franchissement simple 
La Figure 163 donne un exemple simple de réseau de Petri pour illustrer la franchissabilité d’une transition dans le 
cas d’un arc simple en entrée. Au départ, la place p0 contient un jeton et la place p1 n’en contient pas. D’après la 
définition ci-dessus, la transition t0 est franchissable s’il y a au moins un jeton dans chacune de ses places d’entrée, 
c’est-à-dire dans p0. Dans l’exemple de la Figure 163, la transition t0 est donc franchissable (la place d’entrée p0 
contient un jeton). 
 
Figure 163 - Exemple de réseau de Petri avant franchissement 
Lorsque la transition t0 est franchie, un jeton est retiré de la place d’entrée p0 et un jeton est déposé dans la place 
de sortie p1 (Figure 164). 
 
Figure 164 - Etat du réseau de Petri suite au franchissement de t0 
 
La franchissabilité des transitions dépendant de ses arcs d’entrées, les sous-sections suivantes détaillent les 
différentes règles de franchissabilité en fonction de ces types d’arcs. 
1.1.1.3.3. Franchissement avec arc test 
L’arc de test (Christensen et Hansen 1992) (entre la place p2 et la transition t0 dans la Figure 165) indique que la 
transition t0 n’est franchissable que si la place p2 contient au moins un jeton. Il est équivalent à un arc simple en 
entrée et un arc simple en sortie de la transition à laquelle il est relié. 
 
Figure 165 - Exemple de réseau de Petri avec arc de test avant franchissement 
De plus, le franchissement de la transition t0 ne consomme pas le jeton de la place p2 comme l’illustre la Figure 166. 
Lors du franchissement de t0, un jeton est bien déposé dans la place p1. L’arc de test signifie que la ressource 
présente dans la place p2 est testée et nécessaire pour la franchissabilité de la transition t0. 
 
Figure 166 - Etat du réseau de Petri avec arc de test après franchissement de t0 
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En revanche, si la place p2 ne contient aucun jeton (Figure 167), la transition t0 n’est pas franchissable, et ce 
indépendamment du nombre de jetons présents dans la place p0. 
 
Figure 167 - Exemple de réseau de Petri avec arc de test empêchant le franchissement 
1.1.1.3.4. Franchissement avec arc inhibiteur 
L’arc inhibiteur (Christensen et Hansen 1992)(entre la place p2 et la transition t0 dans la Figure 168) indique que la 
transition t0 n’est franchissable que si la place p2 ne contient pas de jeton.  
 
Figure 168 - Exemple de réseau de Petri avec arc inhibiteur avant franchissement 
Suite au franchissement de la transition t0 (Figure 169), un jeton est déposé dans la place p1.  
 
Figure 169 - Etat du réseau de Petri avec arc inhibiteur suite au franchissement de t0 
En revanche, si la place p2 contient un jeton (Figure 170), la transition t0 n’est pas franchissable, et ce, 
indépendamment du nombre de jetons présents dans la place p0. L’arc inhibiteur signifie que la ressource présente 
dans la place p2 est testée et empêche la franchissabilité de la transition t0. 
 
Figure 170 - Exemple de réseau de Petri avec arc inhibiteur empêchant le franchissement 
1.1.1.3.5. Transitions temporisées 
Les réseaux de Petri temporisés, comme (Ghezzi, et al. 1989), permettent de modéliser le temps de manière 
quantitative. Cette modélisation du temps est rendue possible grâce à un type de transition spécifique que l’on 
appelle la transition temporisée, illustrée Figure 171. Lorsqu’une transition temporisée n’est franchie qu’un certain 
temps après être devenue franchissable. Ce temps, ou délais, est défini en milliseconde dans la transition. Il est 
présenté entre crochets dans la transition (500 pour la Figure 171). Après ce délai, la transition t0_ est franchie, le 
jeton de la place p0 est enlevé et un jeton est déposé dans la place p1. 
Les transitions temporisées sont différentiables des autres transitions grâce à leur bordure plus foncée. 
 
 
Figure 171 - Exemple de réseau de Petri avec transition temporisée dans l’outil PetShop 
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Le franchissement d’une transition temporisée devient plus complexe lorsque sa (ses) place(s) d’entrée(s) 
contien(nen)t plusieurs jetons. Le franchissement d’une transition est liée au(x) jeton(s) qui la rend(ent) 
franchissable. Il en va de même pour les transitions temporisées. La  Figure 172 illustre le cas d’une transition 
temporisée (t1_) dont la place d’entrée (p1) possède plusieurs jetons. A l’initialisation du réseau, le marking est m = 
{M(p0)=1 ; M(p1)=1; M(p2)=0} = [1, 1, 0]. Les transitions temporisées t0_ et t1_ sont franchissables. Si les jetons 
concernés ne sont pas déplacés, la transition t0_ sera franchie , au plus tôt t=200ms et t1_ à 500ms. De plus, à 
t=200ms, la transition t0_ dépose un deuxième jeton dans la place p1. La transition t1_ reste franchissable. Elle sera 
franchie (si possible) avec ce deuxième jeton, au plus tôt à t=(200+500)ms. 
 
Figure 172 - Exemple de réseau de Petri à transitions temporisées et plusieurs jetons 
1.1.1.3.6. Indéterminisme dans les réseaux de Petri 
Par construction, certains réseaux de Petri peuvent être composés de plusieurs transitions franchissables avec les 
mêmes conditions et ayant les mêmes places d’entrées. Un de ces cas particulier est illustré Figure 173. En effet, 
dans la situation de la Figure 173, les transitions t0 et t1 sont toutes deux franchissables au même instant. Dans ce 
cas, une seule des deux transitions sera effectivement franchie. Le choix de la transition franchie est alors aléatoire. 
Le réseau est donc indéterministe. 
 
Figure 173 - Exemple de réseau de Petri ayant deux transitions en conflit 
1.1.1.3.7. Transition priorisées  
(Best et Koutny 1992) propose une extension aux réseaux de Petri permettant de décrire des priorités entre 
différentes transitions. Cette spécification permet de résoudre des conflits (ou indéterminismes) dans les réseaux de 
Petri modélisant des systèmes informatiques concurrents. (Best et Koutny 1992) définit un réseau de Petri priorisé 
(∑,ρ) comme le couple formé par ∑, un réseau de Petri borné (« bounded ») et ρ, un ensemble de relation de priorité 
comme illustré Figure 174. Cette représente un réseau de Petri priorisé dans lequel la transition t1 est prioritaire par 
rapport à t2. 
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Figure 174 - Exemple de réseau de Petri priorisé 
Il y a plusieurs concepts de priorisation des transitions dans les réseaux de Petri. Les priorités peuvent être définies 
entre deux transitions comme dans (Best et Koutny 1992) ou de manière globale au réseau. De plus, selon les 
propriétés de la fonction de priorité, le réseau bénéficie de certaines caractéristiques (Best et Koutny 1992). 
1.1.2. Les réseaux de Petri à objets 
Dans cette section nous décrivons les réseaux de Petri à objets ou OPN (Object Petri Nets) définis par (Jensen 1987). 
Ce type de réseau repose sur l’introduction des caractéristiques suivantes : 
 les jetons circulant dans un OPN sont des références à des objets, 
 les arcs sont étiquetés par des noms de variables permettant de décrire le flot des objets (les jetons ne sont 
plus détruits en entrée d’une transition et créés en sortie de la transition mais transmis lors du 
franchissement de la transition), 
 les transitions peuvent contenir des actions qui seront exécutées lors du franchissement de ces transitions, 
 la franchissabilité d’une transition est conditionnée non seulement par la présence de jetons dans ses places 
d’entrée, mais aussi par une précondition portant sur la valeur de ces jetons. 
1.1.2.1. Exemple de réseau de Petri à objets 
 
Figure 175 - Exemple de réseau de Petri à Objets (OPN) 
La Figure 175 présente un exemple de réseau de Pétri à objets. Les jetons circulant dans le réseau sont des couples 
(a,b) (resp. (a,c)) constitués d’un objet a ayant une méthode print(int) et d’un entier b (resp. c). 
La transition t0 possède : 
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 une précondition b < 10, portant sur l’entier contenu par le jeton (ici, b vaut 0, la transition t0 est donc 
franchissable), 
 une action a.print(b) qui exécute la méthode print sur l’objet a avec comme paramètre l’entier b. 
La transition t1 ne possède pas de précondition, mais possède une action : int c = b +1;. 
Supposons, par exemple, que dans l’état initial, le jeton de la place p0 contient un objet x du bon type et de l’entier 
0. Lors du franchissement de la transition t0, l’action print(0); est effectuée sur l’objet x et le jeton est transmis 
à la place p1. 
Dès lors qu’un jeton se trouve dans la place p1, la transition t1 est franchissable. Lors du franchissement de la 
transition t1, le jeton de la place p1 (ici, <x, 0>) est transmis dans la place p0 avec les valeurs relatives à l’action de la 
transition (ici <x, 1>). La transition t0 est de nouveau franchissable, tant que la valeur de b est inférieure à 10 (c’est-
à-dire jusqu’à ce que la transition t1 ait été franchie dix fois). 
1.1.2.2. Substitutions en entrée 
Contrairement aux réseaux de Petri classiques, les jetons consommés lors du franchissement d’une transition 
transportent des valeurs qui peuvent être utilisées dans l’exécution de cette transition. Les réseaux de Petri à objets 
définissent la notion de substitution comme suit : 
 
Substitution en entrée 
L’ensemble des couples : (nom de variable de l’arc, valeur correspondante du 
jeton) évalués lors du franchissement d’une transition. 
 
Dans l’exemple de la Figure 175, si la place p0 contient deux jetons <x,0> et <x,11>, la substitution pour laquelle t0 
est franchissable est {{a => x}, {b => 0}}. En effet, la condition b<10 empêche le franchissement de la transition t0 
avec le jeton <x,11>. 
1.1.2.3. Unification 
Un cas particulier aux règles de franchissabilité pour les réseaux de Petri à objets est l’unification (présentée en Figure 
176). Lorsque les arcs d’entrée d’une transition sont étiquetés avec un nom de variable commun, la transition n’est 
franchissable que si les places d’origine de ces arcs contiennent chacune un jeton ayant pour cette variable étiquetée 
une valeur identique. 
Dans l’exemple présenté, les places p0 et p1 contiennent des jetons composés de couples (entier, chaine de 
caractères). A l’initialisation, la place p0 contient le couple (1, « Pomme ») et la place p1 contient le couple (1, « verte 
») comme l’indique l’Équation 4.  
 
Figure 176 - Exemple de réseau de Petri à objets avec unification 
𝑀0 = |
𝑝0
𝑝1
| = |
1 ∗< 𝑎 → 1, 𝑏 → 𝑝𝑜𝑚𝑚𝑒 >
1 ∗< 𝑎 → 1, 𝑏 → 𝑣𝑒𝑟𝑡𝑒 >
| 
Équation 4 - Marquage initial du modèle présenté dans la Figure 176 
La variable commune aux deux arcs (de la place p0 à la transition t0 et de la place p1 à la transition t0) est l’entier a. 
La transition est franchissable car un jeton de la place p0 (1, « Pomme ») a une valeur pour la variable a (1) identique 
à un jeton de la place p1 (1, « verte ») pour cette même variable. Les valeurs des variables a, b et c (1, « Pomme », « 
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verte ») sont transmises à la transition et lors du tir de celle-ci, un jeton contenant ces variables est déposé dans la 
place p2 comme illustré Figure 177. 
 
Figure 177 - Etat du réseau de Petri à objets après l’unification  
En revanche, dans l’exemple présenté Figure 178, les places p0 et p1 contiennent des jetons composés de couples 
(entier, chaine de caractères). La place p0 contient le couple (1, « Pomme ») et la place p1 contient le couple (2, « 
verte ») comme l’indique l’Équation 5. La transition t0 n’est donc pas franchissable. 
 
Figure 178 - Exemple de réseau de Petri à objets sans unification 
𝑀0 = |
𝑝0
𝑝1
| = |
1 ∗< 𝑎 → 1, 𝑏 → 𝑝𝑜𝑚𝑚𝑒 >
1 ∗< 𝑎 → 2, 𝑏 → 𝑣𝑒𝑟𝑡𝑒 >
| 
Équation 5 - Marquage initial du modèle présenté dans la Figure 178 
 
1.1.3. Modélisations comportementales de base 
Dans cette sous-section, nous présentons comment les réseaux de Petri permettent de modéliser les concepts sous-
jacents à la programmation de systèmes. Cette programmation de systèmes s’effectue par structure de contrôle. 
Nous allons donc modéliser en réseaux de Petri différentes structures de contrôle telles que la séquence, l’itération, 
le choix et le parallélisme. 
1.1.3.1. Séquence 
La Figure 179 présente la modélisation en réseau de Petri de la séquence. Dans cette situation, le franchissement de 
la transition t0 dépose un jeton dans la place p1 qui permet le franchissement de la transition t1 et ainsi de suite 
jusqu’à ce que le jeton soit déposé dans la place p3. La séquence nous permet, entre autres, de modéliser le temps 
qualitatif (ordre temporel) entre deux actions. En effet, la transition t1 ne pourra être franchie qu’après le 
franchissement de la transition t0. 
 
Figure 179 - Exemple de réseau de Petri représentant une séquence 
1.1.3.2. Itération 
Une modélisation en réseau de Petri de l’itération est présentée dans la Figure 180. Dans le modèle de la Figure 180, 
la place p0 contient un jeton ayant un entier initialisé à 0 comme l’indique l’Équation 6. La transition t0 avec comme 
condition (a<7) est donc franchissable et l’action int b = a+1; dans le code de cette transition permet 
d’incrémenter la valeur de la variable entière dans p0. Lorsque la valeur de cet entier est égale à 7, la transition t0 
n’est plus franchissable et la transition t1 le devient. 
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Figure 180 - Exemple de modélisation de l'itération en réseau de Petri à objets 
𝑀0 = |
𝑝0
𝑝1
𝑝2
| = |
1 ∗< 𝑎 → 0 >
0
0
| 
Équation 6 - Marquage initial du modèle présenté dans la Figure 180 
1.1.3.3. Choix 
La Figure 181 présente la modélisation en réseau de Petri du choix. A l’initialisation, la place p0 contient un jeton 
ayant une variable booléenne comme l’indique l’Équation 7. Lors du franchissement de la transition t0, la valeur de 
cette variable est déposée dans la place choix. Si cette valeur est true (vraie), la transition t1 ayant comme 
précondition (a) est franchissable et un jeton est déposé dans la place p1. Si la valeur est false (fausse), la transition 
t2 ayant comme précondition ( !a) (non a) est franchissable et le jeton est déposé dans la place p2. 
 
Selon qu’un jeton se trouve dans la place p1 ou dans la place p2, la transition t3 ou la transition t4 est franchissable. 
Le franchissement d’une de cette transition dépose un jeton dans la place p3. 
 
Figure 181 - Exemple de modélisation du choix en réseau de Petri  
𝑀0 = |
|
𝑝0
𝑐ℎ𝑜𝑖𝑥
𝑝1
𝑝2
𝑝3
|
| = |
|
1 ∗< 𝑎 → 𝑓𝑎𝑙𝑠𝑒 >
0
0
0
0
|
| 
Équation 7 - Marquage initial du modèle présenté dans la Figure 181Figure 180 
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1.1.3.4. Parallélisme 
Les réseaux de Petri sont souvent utilisés pour modéliser la concurrence et la synchronisation. Les sous-sections 
suivantes décrivent comment les réseaux de Petri permettent ces différentes modélisations. 
1.1.3.4.1. Concurrence 
La Figure 182 présente la modélisation en réseau de Petri de la concurrence de deux processus. Dans ce réseau, lors 
du franchissement de la transition Fork, un jeton est déposé dans la place p1 et un autre dans la place p2. Les 
transitions t1 et t2 sont alors franchissables. Celles-ci peuvent être franchies dans n’importe quel ordre. Le 
franchissement de la transition t1 dépose un jeton dans la place p3. Le franchissement de la transition t2 dépose un 
jeton dans la place p4.  
 
Figure 182 - Exemple de modélisation en réseau de Petri de comportements concurrents 
Contrairement à d’autres notations, les réseaux de Petri permettent de modéliser la vraie concurrence. En effet, dans 
l’exemple présenté Figure 182, les codes contenus dans les transitions t1 et t2 peuvent être exécutés l’un après 
l’autre, comme ce serait le cas pour un automate, mais peuvent également être exécutés en même temps. Le temps 
d’exécution n’est alors pas nécessairement la somme des durées d’exécution des deux transitions mais peut être 
assimilé au temps d’exécution de la transition ayant la plus longue durée. 
1.1.3.4.2. Synchronisation 
La Figure 183 présente la modélisation en réseau de Petri de la synchronisation de deux processus. Lorsque les deux 
places correspondantes p2 et p3 ont chacune un jeton, la transition join est franchissable et le franchissement de 
cette transition dépose un jeton dans la place p4. Cette réduction de parallélisme montre bien l’attente des deux 
processus avant de pouvoir continuer l’exécution. 
 
Figure 183 - Exemple de modélisation en réseau de Petri de synchronisation 
1.1.4. Les algorithmes d’analyse formelle 
Dans cette section, nous abordons certaines notions d’analyse pour les réseaux de Petri. Tout comme nous l’avons 
annoncé dans l’introduction de ce chapitre, cette section ne se veut pas une présentation exhaustive des réseaux de 
Petri et des analyses possibles sur ceux-ci, mais un survol permettant d’appréhender certaines notions que nous 
utilisons dans la suite de ce mémoire. 
Parmi les nombreuses techniques d’analyse telles que les graphes de marquage (Buchholz et Kemper 2002), les 
trappes et les siphons (Jiao, Cheung et Lu 2002) ou les techniques de réduction de réseaux (Berthelot, Roucairol et 
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Valk 1980) (Lee et Favrel 1985), nous avons choisi de présenter les invariants de places et de transitions car ces 
algorithmes d’analyses sont les plus répandus. 
Afin de pouvoir déterminer les invariants de places et de transitions, il est toutefois nécessaire de commencer par 
aborder les matrices d’incidence. Ce calcul des matrices d’incidence et des invariants de places et de transitions est 
réalisé sur le réseau de Petri des quatre saisons (Figure 184). 
 
 
Figure 184 - Exemple de réseau de Petri (les quatre saisons simple) 
1.1.4.1. Matrices d’incidence 
Cette méthode représente le réseau de Petri par des matrices.  
 
Matrice d'incidence avant 
La matrice d'incidence avant (Pré) définit les ressources nécessaires pour que 
les transitions soient franchissables. 
 
La Figure 185 représente la matrice d'incidence avant (Pré) du réseau de Petri modélisant les quatre saisons (Figure 
184). Les colonnes décrivent les ressources nécessaires à chaque transition pour qu’elle soit franchie. Dans notre 
exemple, la transition t1 (colonne 1) est franchissable si la place printemps contient au moins un jeton. Ceci est 
représenté par la valeur 1 sur la première colonne (t1) de la première ligne (Printemps). 
 
 
Figure 185 - Matrice d'incidence avant du réseau de Petri des quatre saisons 
Matrice d'incidence arrière 
La matrice d'incidence arrière (Post) décrit les ressources produites par les 
transitions du réseau lorsqu'elles sont franchies. 
 
La Figure 186 décrit la matrice d'incidence arrière du réseau de Petri de notre exemple. On peut lire, par exemple, 
que la transition t1 produit un jeton dans la place Eté lorsqu'elle est franchie. Ceci est représenté par la valeur 1 sur 
la première colonne (t1) de la deuxième ligne (Eté). 
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Figure 186 - Matrice d'incidence arrière du réseau de Petri des quatre saisons 
Matrice d'incidence 
La matrice d'incidence du réseau de Petri (C) est la soustraction de la matrice 
d'incidence avant à la matrice d'incidence arrière : C = Post - Pré. 
 
La matrice d'incidence présente les ressources consommées et les ressources produites par chaque transition lors de 
leur franchissement respectif. La Figure 187 est la matrice d'incidence pour le réseau de Petri modélisant les quatre 
saisons. 
 
Figure 187 - Matrice d'incidence du réseau de Petri des quatre saisons 
On peut lire sur la matrice d’incidence C que chaque franchissement d’une transition consomme une ressource et en 
produit une. En effet, chaque colonne de cette matrice possède une valeur +1 équivalent à la production d’un jeton 
et une valeur -1 équivalent à la consommation d’un jeton. Pour la transition t1 (première colonne), la première ligne 
montre la consommation d’un jeton de la place printemps et la deuxième ligne la production d’un jeton dans la place 
Eté. 
 
Cette matrice d’incidence va ensuite nous permettre de calculer les invariants de places et de transitions. 
1.1.4.2. Invariants 
Les invariants permettent d’exprimer des propriétés des systèmes modélisés. Du fait de leur représentation 
algébrique, des invariants peuvent être calculés en utilisant les techniques développées en algèbre linéaire. 
Soit un réseau de Petri Place/Transition (P, T, Pre, Post), son marquage initial M0 et M un marquage quelconque du 
réseau atteint à partir de M0. 
1.1.4.2.1. Invariant de places 
Soit Z un vecteur de 1.|P| à composantes entières positives ou nulles, Z = [z1,z2,… z|p|]. On dit que Z est un p-invariant 
si 𝑍. 𝐶 = 0. On a alors la relation Z. M0 =  Z. M. 
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Exemple : dans le réseau des quatre saisons (Figure 184)  Zp = [1,1,1,1] est un p-invariant pour lequel ZM0 =  1. 
Cet invariant de places implique que si l’ensemble de places Zp = [Printemps, Eté, Automne, Hiver] possède un jeton 
à l’état initial, il y aura toujours un et un seul jeton dans cet ensemble de places quelle que soit l’évolution du modèle. 
Ceci permet, par exemple, de vérifier qu’une seule transition est franchissable à la fois. 
1.1.4.2.2. Invariant de transitions 
Soit Z un vecteur de |T|.1 à composantes entières positives ou nulles, Z =[
𝑧1
𝑧2
…
𝑧|𝑝|
]. On dit que Z est un t-invariant si 
C x Z =  0 . Les t-invariants définissent des séquences de franchissement qui laissent le marquage du réseau 
invariant. Ainsi, si le marquage courant M rend franchissable les transitions de Z autant de fois que leur composante 
dans Z, alors le franchissement de ces transitions autant de fois que leur composante dans Z ramène au marquage 
M. 
 
Exemple : dans le réseau de quatre saisons (Figure 184) le vecteur ZT =[
1
1
1
1
] est un t-invariant. Il signifie que le 
franchissement de la séquence des transitions t1, t2, t3, t4 laisse le marquage du réseau invariant. Cet invariant de 
transitions implique que si, à partir du marquage initial, une transition de cet ensemble est franchissable, cette 
transition redeviendra franchissable suite au franchissement d’un ensemble de transitions de cet invariant. 
1.2. Description du formalisme ICO 
Cette section décrit le formalisme ICO avant les contributions de cette thèse. Le formalisme ICO pour Objets 
Coopératifs Interactifs (Interactive Cooperative Objects) est une extension du formalisme des Objets Coopératifs 
(CO). Les COs étendent les réseaux de Petri à objets. Les sections suivantes détaillent les formalismes CO et ICO.  
1.2.1. Introduction aux Objets Coopératifs (CO) 
Le formalisme des Objets Coopératifs est constitué d’un ensemble de classes (les CO-classes) qui définissent des 
objets coopératifs (les instances). La coopération entre ces instances est rendue possible grâce à un protocole de 
communication de type client-serveur. Une CO-classe décrit une classe d’objets qui implémente une interface 
logicielle. Cette interface décrit les services proposés par la CO-classe ainsi que leurs signatures. Ensuite la CO-classe  
utilise les réseaux de Petri à objets pour décrire le comportement de cette classe d’objets. L’interface logicielle est 
décrite à l’aide du langage Java. Le réseau de Petri qui décrit le comportement d’un objet est appelé ObCS (pour 
Structure de Contrôle de l’Objet, Object Control Structure). Le mot ObCS provient de la terminologie définie par la 
méthode HOOD (European Space Agency 1989). 
 
CO-classe interface Java + ObCS (décrit par un réseau de Petri) 
  
Les CO-Classes permettent de décrire le comportement et la partie dialogue selon le modèle ARCH (Figure 35 ). Les 
sections suivantes décrivent les deux canaux de communication entre les différents Objets Collaboratifs (CO) (partie 
dialogue). 
1.2.1.1. Les services des objets coopératifs 
La communication synchrone unicast (un à un) entre modèles se fait au travers de services. L’interface Java associée 
à une CO-classe permet de décrire l’ensemble des services (ou méthodes) proposés par cette classe. La Figure 188 
présente une telle interface Java qui décrit les services d’un modèle de lampe. Cette interface définit deux services 
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(setMode(int mode) et getMode() ). Cependant cette interface ne définit pas la manière dont sont réalisés ces 
services. Le fonctionnement de ces deux services est défini par la CO-class qui implémente cette interface. 
 
 
   public interface Light { 
     
        void setMode(int modeID); 
      
        int getMode(); 
     
   } 
 
Figure 188 - Exemple d'interface d'un CO 
Pour chacune des méthodes définies par l’interface, trois places sont créées. Ces trois places constituent les premiers 
éléments qui permettent à l’ObCS  de définir le fonctionnement de ces services.  Il s’agit d’une place d’entrée (SIP), 
d’une place de sortie (SOP) et d’une place exception (SEP). Ces places sont illustrées Figure 189 et fonctionnent de la 
manière suivante : 
 L’appel du service consiste à déposer un jeton contenant les paramètres de l’appel dans la place d’entrée 
du service (SIP) en vert sur la Figure 189. 
 Terminer le service revient à déposer un jeton contenant le résultat de la requête dans la place de sortie du 
service (SOP) en bleue sur la Figure 189. 
 La place exception (SEP) en rouge sur la Figure 189, permet de notifier une erreur d’exécution du service. Il 
faut alors déposer un jeton décrivant l’erreur dans cette place SEP 
 
Figure 189 - Triplet (SIP, SOP et SEP) de places générées à partir de l'interface Figure 188 
La Figure 190 présente une instance d’une CO-classe de lampe qui implémente les services décrits par l’interface 
Figure 188. Pour des raisons de lisibilité, le code dans les transitions setModeEx et getModeEx est masqué et est 
détaillé ci-dessous.  
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Figure 190 - Exemple de modélisation d'une lampe implémentant les services de la Figure 188 
Les paragraphes suivants détaillent le comportement de ce modèle. 
Tout d’abord, la place MODE contient un jeton  qui représente le mode de la lampe. Ce mode peut être 0 pour 
« éteint », 1 pour « allumé » et 2 pour « clignotant » par exemple. Lorsque d’un objet appelle le service setMode, un 
jeton est déposé dans la place SIP_setMode avec comme paramètres : 
- _i : le numéro de l’invocation. Chaque appel de service, ou invocation, possède un identifiant unique. 
- modeID : un entier ayant pour valeur le mode de la lampe à établir.  
Deux cas se présentent alors : 
- Le cas normal modeID<3 : La transition setMode peut alors être franchie. Elle retire le jeton de la place 
MODE ainsi que celui de la place SIP_setMode. Elle dépose ensuite un jeton dans la place MODE avec le 
paramètre modeID  et un jeton dans la place SOP_setMode avec le paramètre _i. L’exécution du service 
s’est alors correctement exécutée. 
- Le cas d’erreur modeID>=3: La transition setModeEx est alors franchissable. Lors de son franchissement, elle 
retire le jeton de la place SIP_setMode, execute le code {IllegalStateException _e = new 
IllegalStateException("mode inconnu "+modeID);}. Enfin la transition setModeEx dépose un 
jeton dans la place SEP_setMode avec comme paramètres _i et _e. L’exécution du service s’est terminée 
par une erreur. 
Lorsque d’un objet appelle le service getMode, un jeton est déposé dans la place SIP_getMode avec comme 
paramètres : 
- _i : le numéro de l’invocation. Chaque appel de service, ou invocation, possède un identifiant unique. 
La transition getMode peut alors être franchie. Elle teste le jeton de la place MODE et retire celui de la place 
SIP_getMode. Elle dépose un jeton dans la place SOP_getMode avec les paramètres _i et modeID. L’exécution du 
service s’est alors correctement achevée. La modélisation proposée Figure 190 garantit que le service getMode se 
passe correctement à chaque invocation. 
 
La Figure 191 présente un modèle qui instancie une lampe et la contrôle. A l’initialisation du modèle, un jeton se 
trouve dans la place Init et un autre dans la place initTimer. Sept autres jetons ayant un paramètre entier se trouvent 
dans la place LightStates. Lors du franchissement de la transition createLight, le modèle de la lampe (présenté Figure 
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190) est instancié et sa référence encapsulée dans un jeton qui est déposé dans la place Light. Dès lors la transition 
changeMode_ devient franchissable. Elle sera franchie 10 secondes après.  
 
Figure 191 - Exemple d'un modèle contrôlant une lampe 
Lorsque la transition changeMode_ est franchie, elle test au hasard un jeton de la place LightStates et execute le 
service setMode sur la lampe avec comme paramètre le mode du jeton testé. Deux cas sont alors possibles :  
- Le service s’exécute correctement : L’arc plein dépose un jeton dans la place initTimer et la transition 
changeMode_ devient franchissable. Elle sera à nouveau franchie 10 secondes plus tard. 
- L’exécution du service renvoie une exception : L’arc pointillé représente un arc d’exception (Ousmane 
2001).Cet arc « récupère » l’exception levée lors de l’exécution du service setMode. Il dépose un jeton avec 
le mode en question et l’exception dans la place FailSetMode. La transition deleteFaultyMode devient alors 
franchissable. En effet, elle contient bien le mode à l’origine de l’erreur. Par unification la transition 
deleteFaultyMode peut alors être franchie. Elle retire le jeton avec le mode erroné de la place LightStates 
et dépose un jeton dans la place initTimer. L’exécution du réseau peut alors continuer normalement comme 
dans le cas précédent. 
1.2.1.2. Les événements dans les objets coopératifs 
La communication asynchrone multicast (un à plusieurs) entre modèles se fait grâces aux événements. Cette sous-
section décrit les mécanismes d’émissions et de réception des événements antérieurs aux contributions de cette 
thèse. 
 
Les modèles suivants ainsi que leur description sont issus de (Ladry, Une notation et un processus outillé pour le 
développement de systèmes interactifs multimodaux critiques 2010) qui étendent les travaux de (Schyn 2005) 
 
Les événements sont échangés par les objets coopératifs à l’aide de transitions particulières appelées 
transitions synchronisées et de gestionnaires d’événements. Ces transitions synchronisées sont liées à un 
gestionnaire d’événements (ou event Handler) correspondant à un événement. 
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Pour pouvoir être franchies, ces transitions synchronisées doivent non seulement être franchissables comme 
toute autre transition mais également recevoir l’événement de l’event handler correspondant qui sert de 
déclenchement au tir de la transition. 
Pour réaliser cette communication par événements, trois rôles sont nécessaires : l’émetteur, le récepteur et 
l’abonnement. 
1.2.1.2.1. L’émetteur d’événements 
Un modèle capable d’émettre un événement implémente une interface permettant l’abonnement par 
d’autres modèles. Cet abonnement est réalisé en appelant une méthode addEventListener(nom, récepteur) 
où le premier paramètre représente le nom de l’événement et le second le nom du modèle récepteur. 
L’interface contient également d’autres méthodes permettant l’abonnement aux événements relatifs aux 
changements d’état du modèle émetteur. Ces événements sont présentés dans le Tableau 19. 
 
Nom  Evénement  
TokenAdded  Un jeton entre dans une 
place.  
TokenRemoved  Un jeton sort d’une place.  
MarkingReset  Le marquage d’une place est 
réinitialisé.  
TransitionCompleted  Une transition est franchie.  
Enabled  Un event handler devient 
activé.  
Disabled  Un event handler devient 
désactivé.  
Tableau 19 - Evénements de changement d’état des réseaux de Petri 
La Figure 192 présente un modèle émettant deux événements : event1 et event2. L’émission d’événements 
est déclenchée par la commande trigger (nom, paramètre) qui envoie l’événement nom ayant comme valeur 
complémentaire paramètre. 
 
Figure 192 - Exemple de modèle Emetteur 
Le comportement de ce modèle est le suivant : Au départ, la place p1 contient un jeton ; 
- La transition trigger_event1 est donc franchissable. Un jeton est retiré de la place p1. Lors du 
franchissement de t1, un événement nommé event1 est levé contenant a en paramètre. Un jeton est 
ensuite déposé dans p2. 
- La transition trigger_event2 est alors franchissable. Un jeton est retiré de la place p2. Lors du 
franchissement de trigger_event2, un événement nommé event2 est levé contenant a en paramètre. Un 
jeton est ensuite déposé dans p1. 
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1.2.1.2.2. Le récepteur d’événements 
Un modèle récepteur implémente une interface ayant une méthode appelée acceptEvent permettant de 
recevoir les événements auxquels ce modèle est abonné. La Figure 193 présente un modèle écoutant deux 
événements event1 et event2. 
 
Figure 193 - Exemple de modèle Récepteur 
Le comportement de ce modèle est le suivant : Au départ, la place p1 contient un jeton. Les transitions 
event1_ et event2_ sont franchissables. Il s’agit de transitions synchronisées. Ces transitions attendent 
l’arrivée d’un événement pour pouvoir être franchies. Si l’événement event1 est reçu, alors un jeton 
contenant le paramètre est déposé dans la place p2. Il en va de même pour event2. 
1.2.1.2.3. L’Abonnement aux événements 
Chaque instance Récepteur doit être abonnée à l’Emetteur afin de pouvoir traiter l’événement. Cet 
abonnement est réalisé par un modèle tiers. La Figure 194 représente un exemple de modèle tiers 
responsable de l’abonnement. 
 
 
Figure 194 - Exemple de modèle Abonnement 
Le comportement de ce modèle est le suivant : la place Init_Emetteur et la place Init_Receveur contiennent 
chacune un jeton. La transition creationEmetteur va prendre un jeton de la place Init_Emetteur, exécuter 
l’action emetteur = create Emetteur() qui permettra la création d’une instance de la classe Emetteur. 
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Un jeton contenant la référence de l’émetteur sera déposé dans la place EmetteurCréé. La transition 
créationReceveur va prendre un jeton de la place Init_Receveur, exécuter l’action receveur = create 
Recepteur() qui permettra la création d’une instance de la classe Récepteur. Un jeton contenant la 
référence du récepteur sera déposé dans la place ReceveurCréé. 
Lorsque qu’un jeton est dans la place EmetteurCréé et un autre dans la place ReceveurCréé, la transition 
abonnement devient franchissable. Lorsque la transition est franchie, un jeton est retiré de la place 
EmetteurCréé et un autre de la place ReceveurCréé. 
L’action de la transition abonnement est double : 
- La première ligne emetteur.addEventListener("event1", receveur) indique que 
l’instance receveur va écouter l’événement event1 émis par l’instance émetteur de la classe 
Emetteur. 
- La seconde ligne emetteur.addEventListener("event2", receveur) abonne de la même 
manière l’instance receveur à l’événement event2. 
1.2.2. Les Objets Coopératifs Interactifs (ICO) 
Cette section décrit les Objets Coopératifs Interactifs (ICO) qui sont une extension des CO-Classes décrits dans la 
section précédente. Dans un premier temps, nous proposons une description informelle du formalisme. Puis nous 
explicitons les spécificités d’ICO à savoir la fonction d’activation et la fonction de rendu. 
1.2.2.1. Définition 
Les Objets Coopératifs Interactifs (ICO) (Palanque 1992) sont une extension des CO (Objets Coopératifs). Cette 
extension permet de décrire les aspects interactifs des systèmes modélisés. 
Les ICO permettent de décrire : 
- Le comportement et la partie dialogue du système grâce à un ensemble de CO-Classes présentées dans la 
section précédente. 
- Le lien avec l’apparence graphique du système interactif grâce à la partie présentation.  
Le lien entre le comportement du système et l’évolution de son rendu graphique se fait grâce à deux fonctions : la 
fonction de rendu et la fonction d’activation. Ces deux fonctions sont décrites dans les sections suivantes. Les 
fonctions de rendu et d’activation maintiennent la consistance entre l’état de la CO-Classe et son apparence. La 
Figure 195 illustre le positionnement de ces deux fonctions selon le modèle ARCH. 
 
 
Figure 195 - Représentation sur ARCH de la présentation, du dialogue et des fonctions d'activation et de rendu 
La partie présentation d’un objet décrit son aspect extérieur. Un ICO ne permet pas la description en détail de cette 
partie. Néanmoins cette partie peut être contrôlée par un ICO au travers des services qu’il propose. 
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1.2.2.2. La fonction de rendu 
Dans un réseau de Petri, les jetons sont les variables d’état du système. Leur répartition dans les places du modèle 
donne l’état courant du système. Une partie de l’information nécessaire à la description du rendu est donc la position 
ainsi que la valeur des différents jetons présents dans le réseau. La fonction de rendu permet de notifier d’autres 
objets de l’évolution des jetons dans le réseau. Cette fonction définit trois événements  pour les trois cas d’évolution 
possibles de ces jetons : 
- L’entrée d’un jeton dans une place : TokenAdded dans le Tableau 19. 
- La sortie d’un jeton d’une place : TokenRemoved dans le Tableau 19. 
- La remise d’une place dans son état initial : MarkingReset dans le Tableau 19. 
1.2.2.3. La fonction d’activation 
Dans un réseau de Petri, les opérateurs de changement d’états sont les transitions. La franchissabilité de ces 
transitions permet de déterminer l’ensemble des actions utilisateur (ou événements) disponibles (qui auront un 
impact sur le système interactif). La fonction d’activation définit trois événements qui rendent comptes des 
différentes évolutions des transitions (Tableau 19) : 
- La franchissabilité d’une transition :  
o Enabled permet de notifier qu’un service utilisateur devient disponible 
o Disabled permet de notifier qu’un service utilisateur devient indisponible 
- TransitionCompleted permet de notifier qu’une transition a été franchie. 
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Annexe 2 – Definition de l’extension d’ICO à partir de modèles ICO 
« simples 
Dans cette annexe, nous expliquons le nouveau fonctionnement des événements au sein des CO-Classes qui est 
présentée dans le chapitre 5. Pour décrire ce fonctionnement, nous proposons des modèles de reconstruction. Ces 
modèles permettent de décrire le comportement des différentes parties des CO-Classes avec événements à partir 
du formalisme des CO-Classes sans événement et de relations de priorité. Ces reconstructions permettent de garantir 
la conformité de la sémantique avec le formalise des CO sans événement. 
2.1. Abonnements et désabonnements aux événements 
Cette section décrit le fonctionnement des abonnements aux événements dans ICO. Les besoins définis pour la 
nouvelle sémantique conduisent à ajouter une place dans les modèles émetteurs. Cette place doit contenir les 
références vers les modèles récepteurs ainsi que les événements auxquels ils sont abonnés. Afin de peupler cette 
place, chaque modèle émetteur doit proposer des services d’abonnement et de désabonnement. La précédente 
syntaxe d’abonnement se basait sur une méthode Java : emetteur.addEventListener("event1", 
receveur);. Avec la nouvelle sémantique, les modèles ICO proposent donc un service 
addEventListener(String eventName, EventSink eventSink) pour l’abonnement et un service 
removeEventListener(String eventName, EventSink eventSink) pour le désabonnement aux 
événements. Ces services sont illustrés Figure 198. 
2.1.1. Abonnement aux événements 
La Figure 196 illustre comment un ICO receveur peut s’abonner à un ICO émetteur pour un événement eventName. 
La transition abonnement décrit l’invocation nécessaire pour réaliser cette opération.  
 
 
Figure 196 - Exemple d’abonnement d'un ICO receveur à un ICO émetteur 
Lorsque la transition abonnement est franchie, elle retire le jeton de la place Receveur et invoque le service 
addEventListener sur le modèle émetteur avec les paramètres contenus dans le jeton retiré. Deux cas sont alors 
possibles : 
- L’exécution du service se déroule normalement, et un jeton contenant la référence au récepteur ainsi que 
l’eventName est déposé dans la place Receveur_abonne. Le modèle receveur écoute ainsi les événements 
eventName envoyés par l’émetteur.  
- L’exécution du service se termine par une erreur. L’exception générée lors de l’exécution est récupérée par 
l’arc d’exception (en pointillés) et dépose un jeton dans la place Receveur_nonAbonne. Ce jeton contient le 
reveveur, le nom de l’événement ainsi que l’exception.  
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Le service addEventListener du modèle émetteur est illustré Figure 198. Ce service permet d’abonner un modèle 
ICO à un événement sous plusieurs conditions : 
- Le receveur ne doit pas être égal à null. 
- Le nom de l’événement ne doit pas être égal à null. 
De plus, si le receveur est déjà abonné, l’invocation de ce service est transparente. Ainsi, lors de l’invocation du 
service addEventListener, trois cas sont possibles : 
- Le receveur et l’eventName ne sont pas égaux à null. Deux cas sont alors possibles : 
o La place EventSinks contient déjà un jeton avec les références du receveur et l’eventName. Ce cas 
signifie que le receveur est déjà abonné à l’émetteur pour l’événement eventName. La transition 
noNeedAddEventListener est alors franchie. Cette transition retire le jeton présent dans la place 
d’entrée du service (SIP_addEventListener). La transition dépose ensuite un jeton avec l’identifiant 
de l’invocation dans la place de sortie du service (SOP_addEventListener).  
o La place EventSinks ne contient pas de jeton avec une référence au receveur et à l’eventName. La 
transition addEventSink est alors franchie. Cette transition retire le jeton présent dans la place 
d’entrée du service. Puis elle dépose un jeton avec les mêmes paramètres dans la place EventSinks 
et un autre jeton dans la place de sortie. Ce dernier contient l’identifiant de l’invocation. 
Ces deux cas conduisent à une exécution normale du service addEventListener. 
- Le receveur ou l’eventName sont égaux à null. La transition addEventListenerEx est alors franchissable. Le 
franchissement de cette transition retire le jeton de la place d’entrée du service puis instancie une exception 
de type NullPointer. Enfin, la transition dépose un jeton contenant l’identifiant de l’invocation et 
l’exception ainsi créée dans la place d’exception du service (SEP_addEventListener). Le service se termine 
donc par une erreur.  
Cette modélisation permet de rassembler tous les couples (receveur, eventName) dans une seule place : EventSinks. 
La section 2.2 décrit comment cette place est utilisée dans l’émetteur pour propager ses événements. 
2.1.2. Désabonnement aux événements 
La Figure 197 illustre comment un ICO receveur peut se désabonner d’un ICO émetteur pour un événement 
eventName donné. La transition desabonnement décrit l’invocation nécessaire pour réaliser cette opération. 
 
Lorsque la transition desabonnement est franchie, elle retire le jeton de la place Receveur_abonne et invoque le 
service removeEventListener sur le modèle émetteur avec les paramètres contenus dans le jeton retiré. Deux cas 
sont alors possibles : 
- L’exécution du service ce déroule normalement, et un jeton contenant la référence au récepteur ainsi que 
l’eventName est déposé dans la place Receveur_desabonne. Ainsi le modèle receveur n’écoute  plus les 
événements eventName envoyés par l’émetteur.  
- L’exécution du service résulte se termine par une erreur. L’exception générée lors de l’exécution est 
récupérée par l’arc d’exception (en pointillés) et dépose un jeton dans la place Receveur_malDesabonne. 
Ce jeton contient le receveur, le nom de l’événement ainsi que l’exception en question.  
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Figure 197 - Exemple de désabonnement d'un ICO receveur à un ICO émetteur 
Le service removeEventListener du modèle émetteur est illustré Figure 198. Ce service permet de désabonner un 
modèle ICO à un événement sous plusieurs conditions : 
- Le receveur ne doit pas être égal à null. 
- Le nom de l’événement ne doit pas être égal à null. 
- Le receveur est déjà abonné à cet événement. 
Cependant, si le receveur n’est pas abonné, l’invocation de ce service est transparente. Ainsi, lors de l’invocation du 
service removeEventListener, trois cas sont possibles : 
- Le receveur et l’eventName ne sont pas égaux à null. Deux cas sont alors possibles : 
o La place EventSinks contient un jeton avec les références du receveur et l’eventName. Ce cas 
signifie que le receveur est déjà abonné à l’émetteur pour l’événement eventName. La transition 
removeEventSink est alors franchie. Cette transition retire le jeton présent dans la place d’entrée 
du service (SIP_removeEventListener) ainsi que le jeton contenant les mêmes références dans la 
place EventSinks. La transition dépose ensuite un jeton avec l’identifiant de l’invocation dans la 
place de sortie du service (SOP_removeEventListener).  
o La place EventSinks ne contient pas de jeton avec une référence au receveur et à l’eventName. La 
transition removeNoEventSink est alors franchie. Cette transition retire le jeton présent dans la 
place d’entrée du service. Puis elle dépose ensuite un jeton avec l’identifiant de l’invocation dans 
la place de sortie du service (SOP_removeEventListener). 
Ces deux cas conduisent à une exécution normale du service removeEventListener. 
- Le receveur ou l’eventName sont égaux à null. La transition removeEventSinkEx est alors franchissable. Le 
franchissement de cette transition retire le jeton de la place d’entrée du service ; instancie une exception 
de type NullPointer. Enfin, la transition dépose un jeton contenant l’identifiant de l’invocation et 
l’exception ainsi créée dans la place d’exception du service (SEP_removeEventListener). Le service se 
termine donc par une erreur.  
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Figure 198 - Services d'abonnement et désabonnement à des événements pour un modèle ICO 
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2.2. Emission d’événements dans les modèles ICO 
Dans cette section nous proposons une syntaxe ainsi que le fonctionnement associée pour l’émission d’événements 
dans les modèles ICO.  
  
Figure 199 - Modèle équivalent pour l'envoi d'événements 
Le principe de l’envoi d’un événement est de notifier à tous les modèles receveurs l’émission de l’événement en 
question par modèle émetteur. La manière dont nous avons construit la sémantique d’abonnement aux événements 
que nous avons présenté dans la section précédente, fait que tout modèle émetteur possède une place EventSinks. 
Cette place contient les couples (receveur, eventName) qui forment l’ensemble des modèles receveur et des 
événements qu’ils écoutent. La reconstruction proposée Figure 199 utilise cette place. L’arc entre la place EventSinks 
et la transition sendUpdate est un arc de vidage symétrique défini dans (Palanque 1992). Cet arc permet de tester 
tous les jetons présents dans la place EventSinks lors du franchissement de la transition sendUpdate. La transition 
sendUpdate permet, lors de son franchissement, de notifier tous les modèles écoutant l’événement en question (ici 
update).  
 
Le service acceptUpdate est décrit dans la section suivante relative à la réception des événements. 
2.3. Réception d’événements provenant de sources dynamiques dans ICO 
Cette sous-section décrit la sémantique du nouveau mécanisme de réception des événements dans les modèles ICO. 
Cette sémantique permet de lever les limitations suivantes énoncées précédemment :  
- Explicitation des paramètres des événements reçus. 
- Explicitation de la source. 
- Fonctionnement multicast (plusieurs transitions peuvent être franchies lors de la réception d’un 
événement). 
Contrairement à la version précédente d’ICO, les événements reçus par un modèle ICO ont à présent un nombre de 
paramètres différents les uns des autres. Ainsi, il n’est plus possible pour un modèle receveur de n’implémenter 
qu’une seule méthode. En effet, la notion de service à paramètres variables n’est pas définie pour les réseaux de 
Petri à objets. Donc, pour chaque événement qu’un ICO écoute, il doit implémenter une méthode dédiée à la 
réception de cet événement. Cette méthode doit porter le nom acceptEventName et doit avoir comme paramètres, 
les paramètres de l’événement. Pour l’exemple de la Figure 199 la méthode est : void 
acceptUpdate(EventSource source,int a,int b);.  
 
La prochaine section décrit la transition permettant de recevoir des événements dans les modèles ICO. La section 
suivante explicite le fonctionnement de cette transition en se basant sur le service acceptUpdate de notre exemple.  
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2.3.1. Reconstruction sur un exemple simple 
Cette section décrit un cas particulier d’utilisation des transitions réceptrices d’événements dans ICO. Cet exemple a 
pour but d’expliciter les différentes parties de la reconstruction.   
Le modèle Figure 200 illustre la réception d’un événement update provenant du modèle émetteur. Cet extrait de 
modèle se focalise sur les transitions de réception des événements. Nous n’avons donc pas présenté la partie 
abonnement à l’événement. Cette partie est similaires au modèle présenté Figure 197.  
Dans cet exemple (Figure 200), les transitions t0 et t1 permettent de recevoir des événements update provenant du 
modèle emetteur. Les événements update ont deux paramètres entiers a et b. Si les valeurs a et b vérifient 𝑎 < 𝑏 
alors t0 est franchie. Sinon la transition t1 est franchie. 
Le modèle équivalent à celui de la Figure 200 est présenté Figure 201. 
 
 
Figure 200 - Extrait d'un modèle ICO recevant un événement 
Les paragraphes suivants décrivent les sept parties du modèle reconstruit dont le comportement est équivalent à 
celui du modèle Figure 200. Ces parties sont numérotées de 0 à 6 sur la Figure 201. Afin d’obtenir le comportement 
voulu, nous devons introduire des relations de priorité entre les différentes transitions. Ces relations de priorités 
(Équation 11) sont détaillées par la suite. Ainsi, le modèle Figure 201 correspond au modèle Figure 200 sans la 
nouvelle sémantique. Ces deux modèles illustrent comment notre sémantique permet de décrire simplement des 
comportements qui nécessitaient des modèles complexes et peu lisibles par le passé.  
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Figure 201 - Modèle décrivant le comportement du modèle Figure 200 
2.3.1.1. Les places d’origines (0) 
La Figure 202 présente les places qui correspondent au réseau d’origine (Figure 200). Cette partie conserve les places 
Emetteur et p0. Les transitions synchronisées t0_ et t1_ sont des transitions temporisées avec un temps infini. Ces 
transitions ne sont jamais franchies. Néanmoins leur existence est indispensable. Ces transitions permettent 
d’évaluer la franchissabilité des transitions t0 et t1 du modèle initial (Figure 200). Elles sont nécessaires pour la 
fonction d’activation du réseau des modèles ICO. Cette fonction permet, entre autre, d’envoyer des événements 
lorsque la franchissabilité d’une transition est modifiée. Pour chaque transition réceptrice d’événement notre 
reconstruction propose donc une transition avec la même franchissabilité (ici t0_ et t1_). 
 
Figure 202 - Partie (0) de la reconstruction Figure 201 représentant le réseau d'origine 
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2.3.1.2. Le service acceptUpdate(1) 
La Figure 203 présente le service acceptUpdate utilisé pour notifier un modèle d’un événement (Figure 199). Ce 
service implémente l’interface UpdateListener décrite Figure 204.  
 
 
Figure 203 - Service acceptUpdate de la reconstruction Figure 201 
Ce service permet au modèle émetteur de notifier au modèle receveur l’événement envoyé, les paramètres associés 
à cet événement ainsi que le modèle émetteur.  
 
 
   public interface UpdateListener { 
 
     void acceptUpdate(EventSink source, int a, int b); 
 
   }  
 
Figure 204 - Interface décrivant la méthode acceptUpdate 
La reconstruction que nous proposons doit se comporter de manière asynchrone par rapport au modèle émetteur. 
Ainsi l’invocation du service (Figure 203) ne doit comporter qu’une transition et cette transition doit être franchie en 
priorité dans le réseau. Ainsi la relation de priorité pour la transition acceptUpdate est donnée par l’Équation 8. 
 
𝜌𝑎𝑐𝑐𝑒𝑝𝑡𝑈𝑝𝑑𝑎𝑡𝑒 = {(𝑇\{𝑎𝑐𝑐𝑒𝑝𝑡𝑈𝑝𝑑𝑎𝑡𝑒}, 𝑎𝑐𝑐𝑒𝑝𝑡𝑈𝑝𝑑𝑎𝑡𝑒)} 
Équation 8 - Relation de priorité pour la transition acceptUpdate 
2.3.1.3. La file d’attente (2) et la partie dispatch (3) 
Ces deux parties de la reconstruction assurent les fonctions suivantes : 
- La file d’attente (2) : permet d’assurer que les événements reçus sont traités selon leur ordre d’arrivée. En 
effet, le traitement d’un événement n’étant pas unitaire, d’autres événements peuvent être reçus avant 
que le premier ne soit entièrement traité. Cette fonction est réalisée grâce aux transitions acceptUpdate et 
dispatchUpdate. Lorsqu’un nouvel événement est reçu par le receveur, la transition acceptUpdate retire le 
jeton correspondant de la place SIP_acceptUpdate. Elle retire aussi le jeton de la place 
StackUpdate_in_index. Ce jeton contient la position que l’événement doit prendre dans la file d’attente. La 
transition dépose le jeton provenant de la place d’entrée du service dans la place d’attente de la file 
(Hold_Update). Elle incrémente aussi la position pour l’événement suivant. La transtion dispatchUpdate 
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assure que les événements sont dépilés dans leur ordre d’arrivée. Ce bloc décrit donc une file d’attente de 
type FIFO (First In First Out). 
- La partie dispatch (3) : correspond à la sortie de la file d’attente pour les événements, la transition 
dispatchUpdate. Cette partie assure qu’un seul événement est traité à la fois. La transition dispatchUpdate 
retire l’événement le plus ancien de la place Hold_Update ainsi que le jeton de la place update_Lock. Le fait 
de retirer le jeton de la place update_Lock empêche tout nouveau franchissement de la transition 
dispatchUpdate tant que le traitement d’un l’événement est en cours. Ensuite, la transition dispatchUpdate 
incrémente la valeur de l’index en sortie de la file d’attente. Enfin elle dépose un jeton avec les paramètres 
source, a et b dans la première place (ex. p_T0) de chaque bloc de traitement, ici (4) et (5).  
 
Figure 205 - Partie de la reconstruction Figure 201 modélisant la file d'attente et le dispatch pour chaque transition 
2.3.1.4. Le traitement de la transition t0 (4)  
Un bloc de traitement est un ensemble de places et de transitions qui permettent de reconstruire le comportement 
d’une transition réceptrice.  
Le bloc décrivant le comportement de la transition t0 est décrit Figure 206. Il est subdivisé en deux parties : 
- La partie a (Figure 206-a) : permet d’évaluer le franchissement de la transition t0. 
- La partie b (Figure 206-b) : permet de séparer l’étape qui retire les jetons dans les places d’entrées de l’étape 
qui dépose les jetons dans les places de sorties. Cette séparation est nécessaire dans la mesure où les 
différentes transitions réceptrices peuvent être en conflit. Elles peuvent avoir des places d’entrées ou de 
sorties communes. Il est donc indispensable de modéliser une reconstruction qui ne crée ou ne détruise 
aucun jetons et qui dans le même temps résolve ces conflits.  
Ce bloc est constitué d’une place d’entrée p_T0. Dans cette place, un jeton contenant toutes les informations 
relatives à l’événement update est déposé à savoir la source et les paramètres de l’événement. Pour l’évaluation de 
du franchissement de la transition, trois cas sont possibles : 
- Toutes les conditions (précondition et eventCondition) sont vérifiées et l’unification de la source est 
possible. Ce cas est réalisé par la transition t0OK. La précondition de t0OK est une expression booléenne 
composée de la précondition de t0 ainsi que (& logique) de l’eventCondition de t0. L’action de t0OK 
262 
 
correspond à l’action de la transition t0. Lorsque la transition est franchie, un jeton contenant les paramètres 
de sorties de la transition sont placés dans la place p_t0_out. Cette place sert de stockage en attendant que 
tous les blocs « transitions » soient évalués. 
- Les conditions ne sont pas toutes vérifiées et l’unification de la source est possible. Ce cas est réalisé par la 
transition t0Discard1. La précondition de t0Discard1 est la négation de la précondition de t0OK. 
- L’unification de la source n’est pas possible. Ce cas est réalisé par la transition t0Discard2. 
 
2.3.1.5. Figure 206 - Partie de la reconstruction Figure 201 modélisant le traitement de la 
transition t0 
Dans ces trois cas, un jeton est déposé dans la place tmp_UPDATE. Cette place permet de connaître le nombre de 
blocs ayant évalué leur transition respective. En effet des cas particuliers de marking de p0 peuvent rendre 
franchissables plusieurs de ces trois transitions. C’est le cas décrit dans la Figure 207. La partie de gauche de la Figure 
207 illustre un extrait de modèle dont le marking en p0 rend franchissable les transitions t0OK et t0Discard1 de la 
reconstruction (partie droite). Les jetons dans la place p0 sont jeton 1 : {{𝑒𝑚𝑒𝑡𝑡𝑒𝑢𝑟 → "emetteur1"}, {𝑎 → 23}} et 
jeton 2 : {{𝑒𝑚𝑒𝑡𝑡𝑒𝑢𝑟 → "emetteur1"}, {𝑎 → 0}}. L’événement reçu provient de « emetteur1 » et son paramètre 𝑖 =
1. Or dans ce cas précis, le comportement requis pour la transition t0 est d’être franchie avec la substitution 
{{𝑒𝑚𝑒𝑡𝑡𝑒𝑢𝑟 → emetteur1}, {𝑎 → 23}} . Il est donc nécessaire d’ajouter une relation de priorité entre ces trois 
transitions. Cette relation de priorité pour le modèle Figure 201 est définie par l’Équation 9.  
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Figure 207 - Cas particulier de franchissement indéterminé dans un bloc transition de la reconstruction 
𝜌𝑡0 = {(𝑡0𝐷𝑖𝑠𝑐𝑎𝑟𝑑1, 𝑡0𝑂𝐾), (𝑡0𝐷𝑖𝑠𝑐𝑎𝑟𝑑2, 𝑡0𝑂𝐾)} 
Équation 9 - Relation de priorité pour les transitions liées à l’évaluation de la transition t0 
La Figure 206-b décrit l’étape du franchissement de la transition reconstruite qui consiste à déposer les jetons dans 
les places de sortie. Comme expliqué précédemment, cette étape nécessite que tous les blocs aient évalué leur 
transition (que tous les blocs aient déposé un jeton dans la place tmp_UPDATE). Elle est décrite en détail dans le 
paragraphe sur le séquencement du traitement (6). 
2.3.1.6. Le traitement de la transition t1 (5) 
La partie du modèle Figure 201 qui décrit le traitement effectué pour la transition t1 possède la même structure que 
pour la transition t0. Les seules différences sont les places de sortie et l’eventCondition. 
2.3.1.7. Le séquencement du traitement des transitions (6)+(4/5-b) 
Cette partie de la reconstruction décrit le séquencement dans le traitement des transitions réceptrices. Ce bloc 
fonctionne de la façon suivante : 
1- Attente de la fin de l’évaluation de chaque bloc transition. 
2- Déclenchement de l’étape de dépose des jetons dans les places de sorties des transitions. 
3- Clôture du traitement de l’événement en cours et autorisation le traitement de l’événement suivant. 
Lorsqu’un bloc d’évaluation de transition est évalué (4-a), un jeton est déposé dans la place tmp_UPDATE. Cette 
place sert d’attente le temps que chaque bloc transition soit évalué.   
 
Figure 208 - Partie de la reconstruction Figure 201 modélisant le séquencement du traitement des transitions 
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Lorsque tous ces blocs sont évalués, il y a autant de jetons que de blocs dans la place tmp_UPDATE (2 jetons dans le 
cas de la Figure 208). La transition tmpUPDATE devient alors franchissable. En effet, la pondération de l’arc entre la 
place tmp_Update et la transition tmpUpdate est égal au nombre de jeton dans la place tmp_UPDATE. Lors du 
franchissement de la transition tmpUpdate, un jeton est déposé dans les places p_ti_tmp. Ces places sont visibles 
sous forme de place virtuelle dans la Figure 206-b par exemple. Cette étape permet de déposer un jeton dans les 
places de sorties de chaque transition le cas échéant. Ce bloc permet à notre nouvelle sémantique d’avoir un 
fonctionnement multicast. 
 
Dans la Figure 206-b, lorsque le dépôt de jetons est effectué, un jeton est placé dans la place tmp_UPDATE_OUT. 
Cette place est une place d’attente, le temps que chaque bloc transition effectue l’étape de dépose de jetons.  
Une fois que toutes les places de sorties des transitions sont peuplées, la transition toAllowUpdate devient 
franchissable. Lors de son franchissement, la transition toAllowUpdate retire tous les jetons (ici 2) de la place 
tmp_UPDATE_OUT et dépose un jeton dans la place update_LOCK. Cette étape clôture le traitement de l’événement 
et autorise le traitement d’un nouvel événement. 
 
Notons 𝑇𝑢𝑝𝑑𝑎𝑡𝑒  l’ensemble des transitions de la reconstruction des transitions recevant l’événement update. Dans 
notre exemple de la Figure 201, cet ensemble représente l’ensemble des transitions du modèle.  
L’évaluation d’un événement dans un réseau doit être prioritaire par rapport aux autres évolutions du modèle. Ceci 
implique une nouvelle relation de priorités définies par l’Équation 10. En effet, une fois commencé le traitement d’un 
événement, il faut que celui-ci soit complètement traité avant que le reste du réseau ne puisse continuer à évoluer. 
 
𝜌𝑢𝑝𝑑𝑎𝑡𝑒_𝑝𝑎𝑟𝑡 = {(𝑇\{𝑇𝑢𝑝𝑑𝑎𝑡𝑒}, 𝑇𝑢𝑝𝑑𝑎𝑡𝑒)} 
Équation 10 - Relation de priorité partielle pour les transitions liées à l’événement update 
Les relations de priorité sont donc définies par l’Équation 11. 
𝜌𝑢𝑑𝑎𝑡𝑒 = {𝜌𝑎𝑐𝑐𝑒𝑝𝑡𝑈𝑝𝑑𝑎𝑡𝑒 , 𝜌𝑡0, 𝜌𝑡1, 𝜌𝑢𝑝𝑑𝑎𝑡𝑒_𝑝𝑎𝑟𝑡} 
Équation 11 - Relation de priorité pour les transitions liées à l’événement update 
Nous avons, au travers des sous-sections précédentes décrit la reconstruction de notre sémantique événementielle. 
Cette reconstruction permet de définir notre sémantique à partir d’un modèle CO simple et de relations de priorité. 
Nous démontrons ainsi comment notre sémantique respecte celle des modèles CO et permet la spécification de 
comportements plus complexes. 
2.4. Comparaison d’une description de technique d’interaction avec et sans 
l’extension 
Dans cette section, nous comparons deux modèles qui décrivent la même technique d’interaction, le Hold1F : l’un 
sans notre extension, l’autre avec. Afin d’obtenir une comparaison équitable, ces deux modèles ont la même 
structure. C’est-à-dire que seules les transitions liées à la réception et à l’émission d’événements sont différentes 
entre les deux modèles. Le comportement qu’ils décrivent est tout à fait identique : ils reconnaissent de la même 
façon la technique d’interaction Hold1F. 
Le modèle n’utilisant pas l’extension est décrit dans la Figure 209, page suivante. Le modèle utilisant l’extension est 
décrit précédemment dans la Figure 67. 
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Figure 209 - Modélisation de la technique d'interaction Hold1F sans l'extension 
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2.4.1. Différences entre les deux modèles 
Dans cette sous-section, nous explicitons les différences entre les deux modélisations de la technique d’interaction 
Hold1F. Elles se situent au niveau de l’émission des événements (sous-section 2.4.1) et de la réception des 
événements (sous-section 2.4.1.2).  
2.4.1.1. L’émission des événements 
Comme décrit dans la section 5.1.1, la notation ICO sans notre extension requiert une construction lourde des 
événements qu’un modèle doit émettre. Dans le cas du modèle Hold1F, la Figure 210 explicite ces différences. 
 
Figure 210 - Comparaison de l'émission d'événements dans les modèles Hold1F 
De plus, la Figure 211 décrit la classe Java utilisée pour encapsuler l’événement dans les modèles qui n’utilisent pas 
l’extension.  
 
 
   public class Hold1FEvent extends EventObject { 
 
     private final double x; 
     private final double y; 
 
     public Hold1FEvent (Object source, double x, double y) { 
        super(source);  
        this.x = x;  
        this.y = y;  
     } 
 
     public double getX() { 
        return x; 
     } 
 
     public double getY() { 
        return y; 
     } 
 
   }  
 
Figure 211 - Classe Java nécessaire pour la construction de l'événement Hold1F sans l'extension 
Notre extension permet de ne plus coder de telles classes Java et décrit directement le comportement voulu. 
2.4.1.2. La réception des événements 
La principale différence entre ces deux modèles se situe au niveau de la description de la réception des événements. 
Comme nous l’avons expliqué dans la section 5.2.1.3, il est nécessaire de gérer la réception des événements au niveau 
du modèle et non de la transition lorsque l’on n’utilise pas notre extension. Le modèle présenté dans la Figure 212 
décrit cette réception d’événements. 
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La transition synchronisée toucheventf_update_ est abonnée à l’événement toucheventf_update. Lorsqu’elle reçoit 
un tel événement, son action stocke la référence de la source de l’événement dans la variable finger. Deux cas sont 
alors possibles : 
- Si la source est un doigt présent dans la place Fingers, la transition acceptUpdate est franchie et un jeton 
contenant l’événement et sa source est déposé dans la place NewUpate. Cette place permet de stocker 
l’événement reçu pour le traiter dans les différentes transitions qui en ont besoin. 
- Si l’événement ne provient pas d’un doigt stocké dans la place Fingers, la transition rejectUpdate est alors 
franchie. 
Le traitement des événements toucheventf_up est similaire. La différence avec le cas précédent est que chaque 
référence de doigt est présente dans deux endroits du modèle. Il est donc nécessaire d’avoir deux places qui stockent 
tout nouvel événement, ici NewUpFlush et NewUP. 
 
Figure 212 - Réception des événements dans le modèle du Hold1F sans l'extension 
Il est important de noter que les transitions toucheventf_update_ et toucheventf_up_ sont toujours franchissables ; 
leur franchissabilité ne dépend pas de la présence de doigts dans le modèle Hold1F. La franchissabilité des transitions 
synchronisées de ce modèle ne permet pas de lire quels sont les événements que le modèle peut recevoir. Avec notre 
extension, chaque réception d’événement est décrite directement dans la transition et l’état du modèle est 
clairement visible. 
2.4.2. Quelques chiffres 
Le Tableau 20 regroupe le compte des différents éléments qui constituent ces deux modèles et synthétise les 
différences. Nous observons que notre extension permet une réduction significative du nombre d’éléments dans le 
réseau. La plus grande différence concerne le nombre d’arcs. En effet, cela s’explique du fait qu’il faille un arc de test 
supplémentaire pour chaque transition synchronisée lorsque l’on n’utilise pas notre extension. 
De plus, il est important de noter que cette variation importante est observée alors que la technique d’interaction 
modélisée reste simple (1 doigt). Les résultats sont logiquement amplifiés lorsque nous comparons des modèles de 
techniques d’interaction multi-touch plus complexes. 
 
 Nombre de places Nombre de transitions Nombre d’arcs 
Modèle Hold1F sans l’extension 22 22 63 
Modèle Hold1F avec l’extension 16 16 38 
Différence -27% -27% -40% 
Tableau 20 - Comparaison de la complexité des modèles Hold1F avec et sans extension 
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Annexe 3 - Une description de la fonction de picking 
 
Cette annexe a pour but de présenter la fonction de picking que nous avons 
utilisée dans notre architecture (chapitre 6) et notre étude de cas (chapitre 
9).  
Nous présentons, dans cette annexe, une description de la fonction de 
picking avec la notation ICO ainsi que son déploiement dans l’architecture 
logicielle que nous avons proposée dans le chapitre 6. 
L’étude de cette fonction ne fait pas partie du périmètre de cette thèse car l’implémentation de cette fonction 
dépend du Window manager qui n’est pas étudié. Le window manager est une application particulière qui permet 
de lancer et gérer différentes applications fonctionnant sur un système d’exploitation. Nous illustrons donc la 
fonction de picking dans un cas général et proposons une description ICO sans faire d’hypothèse sur sa 
représentativité en termes de fonctions, de compléxité… 
3.1. La fonction de picking 
Notre approche repose sur la définition suivante : la fonction de picking consiste à déterminer à déterminer sur quel 
objet de l’interface se trouve un point en particulier. 
Cette fonction rend donc possible la transmission d’un événement au(x) widget(s) correspondant(s). 
Certaines techniques d’interaction multi-touch peuvent nécessiter un comportement différent de la fonction de 
picking par rapport à ceux utilisés pour les interactions W.I.M.P. En effet, pour qu’une technique d’interaction 
W.I.M.P. soit reconnue sur un widget, il est nécessaire que le pointeur se trouve, à un moment donné, sur ce widget, 
ce qui n’est plus nécessairement le cas pour les techniques d’interaction multi-touch. Une grande partie de 
l’utilisabilité des techniques d’interaction multi-touch est liée à cette fonction de picking. Nous avons donc modélisé 
la fonction de picking afin de décrire son comportement et pouvoir invoquer le service correspondant selon les 
besoins des différentes techniques d’interaction. 
Dans la suite de cette annexe, nous appelons modèle de picking, le modèle ICO qui décrit le comportement et réaliser 
la fonction de picking. 
3.2. Place du modèle de picking dans l’architecture  
Dans cette sous-section, nous expliquons les liens entre le modèle de picking et l’architecture logicielle que nous 
avons proposée dans le chapitre 6. Pour rappel, cette architecture est illustrée dans la Figure 213. Nous y avons grisé 
la partie relative au picking.  
 
Dans le cas de notre architecture, la fonction de picking est invoquée lorsqu’un nouveau doigt est détecté sur la 
surface tactile. Il est donc en lien avec : 
 le Low-Level transducer qui instancie les périphériques logiques (Logical Input Devices) et invoque la 
fonction de picking (service pickAt), 
 Les applications qui instancient les widgets et les ajoutent au modèle de picking via le service addWidget, 
 Les widgets pour déterminer s’ils contiennent le point en question via l’invocation du service contains. Le 
picking nécessite aussi de savoir si le widget est un container (service isContainer) 
La représentation en ICOmpoNet d’un modèle de picking est illustrée dans la Figure 214. 
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Figure 213 - Architecture logicielle proposée dans le chapitre 6 
 
Figure 214 - Représentation ICOmpoNet d'un modèle de picking 
3.3. Description du fonctionnement de notre modèle de picking 
Notre fonction de picking est répartie dans plusieurs modèles de notre architecture. Tous ces modèles sont 
identiques au modèle de la Figure 215. En effet, notre fonction de picking est récursive.  
 Elle parcourt les widgets d’un container en fonction de leur ordre vertical (de celui au dessus vers celui du 
dessous) et vérifie si le widget contient le point en question.  
o Si le widget contient le point, elle test si ce widget est un container. 
 Si le widget est un container, la fonction effectue le picking sur ce container.  
 Si le résultat est un widget, la fonction renvoie ce widget 
 Sinon elle renvoie le container comme résultat. 
 sinon la fonction renvoie le widget comme résultat. 
o sinon la fonction évalue le widget suivant. 
o Si aucun widget ne contient le point, la fonction renvoie null. 
 Si un widget contient le point, la fonction réorganise verticalement les widgets de sorte que celui « touché » 
soit au dessus. 
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3.4. Description en ICO de la fonction du picking utilisée 
Le modèle de picking propose deux services : addWidget et pickAt. 
 
Le service addWidget (encadré n°1) permet d’ajouter des widgets au modèle du picking. Lors de l’invocation de ce 
service, un jeton contenant une référence vers le widget à ajouter. La transition t1 est alors franchissable. Son 
franchissement retire le jeton de la place nbWidget et celui de la place SIP_addWidget ; dépose un jeton dans les 
place WidgetPool et nbwidget. Le jeton de la place contient un entier qui est incrémenté à chaque invocation du 
service. Il permet d’ordonner les widgets sur le plan vertical. Le jeton de la place WidgetPool contient une référence 
vers le nouveau widget ainsi que son ordre vertical. Dans notre modèle, le dernier arrivé est en dessous des autres. 
 
La fonction de picking est réalisée lorsque le service pickAt est invoqué sur un modèle de picking. 
 
 
Figure 215 - Une description de la fonction de Picking 
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Lors de l’invocation du sercice pickAt, un jeton contenant la position absolue du point est déposé dans la place 
SIP_pickAt. La transition startPickAt est alors franchissable. Son franchissement dépose un jeton dans les places 
trigger, picking, Unstacking et pickingInProgress. 
 
La transition down_1 est alors franchissable. Son franchissement retire le jeton de la place trigger, instancie un entier 
z à 0 et dépose cet entier dans la place Z et la position à tester dans la place newPoint. Deux cas sont alors possibles : 
- Il reste au moins un widget à tester. Le jeton correspondant est retiré de la place WidgetPool lors du 
franchissement de la transition resultTemp qui invoque le service contains sur ce widget. Le résultat, et 
toutes les variables d’entrées sont déposés dans un jeton dans la place tempRes0. Le franchissement de la 
transition getIsContainer invoque le service isContainer et dépose le résultat, ainsi de les autres variables 
dans un jeton dans la place tempResult. Trois cas sont alors possibles : 
o Le widget ne contient pas le point : la transition noHit est franchie. Son franchissement retire le 
jeton de la place tempResult, incrémente l’index du widget à tester et dépose un jeton dans les 
places Z (index du prochain widget à tester), newPoint (la position), stack (le widget testé) et 
stackCount. Le prochain widget peut alors être testé. 
o Le widget contient le point et n’est pas un container : la transition hit est franchie. Son 
franchissement retire le jeton de la place tempResult et Unstacking et peuple les places de sorties. 
o Le widget contient le point et est un container : la transition hitContainer devient franchissable. 
Son franchissement retire le jeton de la place tempResult et Unstacking. Elle invoque récursivement 
le service pickAt sur le container et dépose le résulat dans la place StartRecursivePicking. Deux 
cas sont alors possibles : 
 Le résultat est null et le modèle de picking va renvoyer le container. La transition null est 
alors franchie. 
 Le widget est non null. La transition neededToInverse est alors franchie. Elle retire le jeton 
de la place StartRecursivePicking et peuple les places de sortie. 
- Tous les widgets ont été testé. La transition endPicking est alors franchie. Elle retire les jetons des places Z, 
newPoint et Unstacking. Elle instancie un widget null et le dépose dans la place DONE. 
Une fois le résultat du picking dans la place DONE, trois cas sont alors possibles : 
- Le widget trouvé est au dessus de tous les autres (selon l’axe Z). La transition unStackPicked est alors 
franchissable.  
- Il y a au moins un widget qui est tracé au dessus de celui trouvé pour le picking. La transition unStackNoPick2 
est alors franchissable pour chaque widget précédenmment testé sans succès. Leur ordre vertical est 
incrémenté (ils reculent d’un cran vers le fond) et sont déposés dans la place WidgetPool. 
- Aucun widget n’a été trouvé. La transition unstackNoPick devient franchissable. Elle permet de remettre 
tous les widgets dans la place WidgetPool. La place stackCount est alors vide, ce qui rend la transition 
unStackPicked franchissable.  
Le franchissement de la transition unStackPicked permet de replacer le widget trouvé lors du picking et de la placer 
au dessus des autres puis replacer le jeton correspondant dans la place WidgetPool ce qui rend la transition 
endUnstack franchissable.  
 
Le franchissement de la transition endUnstack retire le jeton de la place DONE ce qui rend la transition IN 
franchissable. Son franchissement retire les jetons des places pickingInProgress, picking  et PickingResult ; dépose un 
jeton avec le résultat dans la place SOP_pickAT, ce qui clot l’invocation du service. 
