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Natural Source Zone Depletion (NSZD) has emerged as a viable remedial approach for 
mature releases of petroleum liquids in soils and groundwater. Herein, petroleum liquids in soils 
and groundwater are referred to as LNAPL. In recent years, gradient, dynamic chamber, and 
carbon trap methods have been developed to quantify NSZD rates based on measuring the 
consumption of O2 or the generation of CO2 associated with biodegradation of LNAPL. A 
promising alternative approach to resolving LNAPL NSZD rates is real-time monitoring of 
subsurface temperatures. Transformation of temperature data to NSZD rates involves use of 
background-corrected temperature data, energy balances to resolve NSZD energy, and an 
estimate of heat produced through NSZD.  All current computational methods for quantifying 
NSZD rates using temperature data have the drawbacks of: 1) incomplete energy balances 2) 
ignoring the effect of water table fluctuation, and 3) using linear extrapolations of temperature 
profiles to calculate thermal gradients. 
A regression algorithm is advanced to overcome the primary drawbacks of current 
computational methods that convert subsurface temperature data to NSZD rates using 
background correction. The regression algorithm is demonstrated using 42 million temperature 
measurements from a fuel terminal. An 8% difference between NSZD rates from the CO2 Trap 
method and the regression algorithm supported the validity of regression algorithm for 
estimation of NSZD rates using subsurface temperatures. In addition, seasonal behavior of 
NSZD rates is captured and correlated water content in shallow soils and depth to the water 
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table. It is concluded that as the water table rises, the apparent NSZD rates increase, while larger 
water content in shallow soil causes a reduction in the apparent NSZD rates.  
Imperfection with background-correction approaches can be attributed to many factors, 
including differing infiltration of precipitation, vegetative cover, soil properties, and net solar 
radiation, at background versus impacted locations. Differences between the background location 
and the impacted area cause anomalous background-corrected temperatures leading to 
over/under estimation of NSZD rates. A new computational model is developed to eliminate the 
need for background correction of temperature data in calculating NSZD rates. Since the new 
model uses only the temperature data collected from the temperature sensors attached to a single 
solid stick, the model is referred to as the “single stick” method.  
The validity of the single stick model is evaluated using a numerical model and field 
temperature data. Agreement between the results from a numerical model with imposed heat 
fluxes, and estimated heat fluxes using temperature data derived from the numerical model, 
supports the validity of single stick model. In addition, a close match between single stick 
simulated temperatures using estimated heat fluxes and actual measure temperatures supports the 
validity of the single stick model. Furthermore, comparison of NSZD rates from the single stick 
model with the rates from background correction methods at background locations shows that 
the single stick model is the only algorithm that consistently provides near zero NSZD rates in 
clean areas.  Lastly, per thermodynamic calculations and preliminary lab studies, it is observed 
that negative NSZD rates may be due to endothermic methanogenic process. 
Thermal conductivity is one of the key input parameters for all computational methods 
converting temperature data to NSZD rates.  An integrated Internet of Things (IoT) instrument 
and computational model is developed to measure real-time in-situ thermal conductivity of soils. 
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Favorable agreement between measure ex-situ and in- situ thermal conductivities values supports 
the validity of the demonstrated in-situ techniques for estimating thermal conductivities.  
Favorable attributes of the new in-situ methods include lower cost, automated data acquisition 
and an ability to acquire in-situ estimates of thermal conductivities through time.   
Overall, this work demonstrated that monitoring subsurface temperature is a viable 
technique to resolve NSZD rates for LNAPLs. A promising next step for evaluating the validity 
of thermal NSZD rates is to periodically collect and analyze cryogenic cores from field sites to 
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The following section provides an introduction to this Ph.D. dissertation.  Contents 
include research objective, research rational, literature review, and the status of related 
publications.  
1.1.    Research Objective and Rational 
Many sites in the industrialized world are impacted by petroleum hydrocarbon in the 
form of light, nonaqueous-phase liquids (LNAPLs). The presence of LNAPL in the subsurface 
can pose a threat to human health and the environment. Based on the concerns, implementation 
of remedies that remove and/or restore the source zone are typically required to manage threats 
to human health and the environment.  
Since the mid-2000s, recognition has been growing that Natural Source Zone Depletion 
(NSZD) processes can deplete subsurface releases of petroleum-based Light Nonaqueous Phase 
Liquid (LNAPL) at rates on the order of 1,000s to 10,000s liters/hectare/year (Amos et al., 2005; 
Johnson et al., 2006; McCoy et al., 2015; Sihota et al., 2016; Palaia, 2016). Impressively, NSZD 
rates of this magnitude can rival depletion rates that can be achieved with active remedies at 
mature sites (McCoy et al., 2015) and hold the promise of fully depleting LNAPL over periods 
of decades (Skinner, 2013). 
To date, the methods for measuring NSZD rates can be divided into two main categories: 
1) the methods that rely on the flux of gases produced or consumed through NSZD process 
including gradient, chamber, and trap methods and 2) the methods that rely on the heat 
associated with natural degradation. The resulting NSZD rates based on gas flux measurement 
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can be biased by temporally variable environmental factors governing the mechanisms of gas 
fluxes in the subsurface. In addition, measured NSZD rates derived from gas fluxes are typically 
limited to the short time period of measurement. The limitations of gradient, chamber, and trap 
methods have provided the motivation for development of the techniques that quantify NSZD 
rates by monitoring subsurface temperatures. 
Computational approaches for converting temperature data into NSZD rates have also 
limitations including not taking into consideration 1) a complete energy balances, 2) the 
influence of variable water table elevation, 3) nonlinear temperature profile in the subsurface, 4) 
non uniform thermal properties of soils, and 5) the influence of an imperfect background 
location. The overarching objectives of this work are to overcome the shortcomings of current 
thermal NSZD estimation methods by advancing 1) an improved computational method relying 
on the background-correction approach, 2) a novel method for transforming temperature data to 
NSZD rates that eliminates the need for background correction, and 3) field procedure for 
measuring in-situ thermal conductivity of soil. 
1.2.    Literature Review 
1.2.1. Governing Processes  
Petroleum liquids are commonly found beneath petroleum facilities due to surface spills 
and leakage from buried infrastructures. Typically, released LNAPL migrates downward to the 
water table. Small portions of LNAPL may be trapped in the vadose zone before reaching the 
water table. Accumulated LNAPL at the water table can spread across the water table surface, 
mostly in the direction of groundwater flow. LNAPL constituents are depleted over time through 
natural processes. Commonly, subsurface LNAPL can persist as a source of groundwater 
contaminants for decades. Following ITRC (2009), LNAPL bodies are referred to “source 
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zones.” Furthermore, the source zones are naturally depleted at a rate which is referred to as the 
Natural Source Zone Depletion (NSZD) rate.  
Natural loss mechanisms include sorption, volatilization, dissolution, and biodegradation 
(aerobic and anaerobic). Biodegradation accounts for the majority of natural losses (Lundegard 
and Johnson, 2006). Remediation of LNAPL in contaminated media is often a default remedial 
objective in regulatory programs. For mature LNAPL release, NSZD should be considered as a 
viable remedial approach managing risks associated with subsurface LNAPL. 
In anaerobic zones, biodegradation of LNAPLs leads to formation of hydrogen and 
acetate. As shown in Figure 1.1, through the methanogenic process, hydrogen and acetate are 
used to produce methane (Gieg et al., 2014). As the CO2 and CH4 gas bubbles formed in 
saturated zone exceed the gas-solubility capacity of groundwater, they move upward to the 
unsaturated zone (Garg et al., 2017). CO2 and CH4 can also be produced through NSZD 
processes in the vadose zone. Typically, the upward flux of CH4 in the vadose zone is met by a 
downward diffusing O2 (Amos et al., 2005). Following Stockwell (2015), methanotrophs convert 
CH4 and O2 into CO2, H2O, and heat. 
 






Low contaminant mass, anaerobic zone
Moderate to high contaminant mass, 
low O2 to anaerobic zone






1.2.2.   Methods for Measuring NSZD Rates  
Methods for quantifying NSZD rates using gas fluxes and soil temperatures are 
documented in the following sections to provide a point of embarkation for research advanced in 
this dissertation. 
Gradient method. Vertical soil gas concentration profiles are used to estimate NSZD 
rate (Johnson et al., 2006). Multi-level soil gas samples are collected along a vertical profile as 
illustrated in Figure 1.2. By coupling soil gas profiles with effective diffusion coefficients in 
Fick’s first law, subsurface LNAPL depletion rate can be estimated. If reactions and 
volatilization are assumed negligible, NSZD rate estimation can be simply computed using CO2 
concentration gradients by: 𝐽𝐶𝑂2 = −𝐷𝐶𝑂2 𝜕𝐶𝑂2𝜕𝑧   (1.1) 
where 𝐷𝐶𝑂2 is the effective gas-phase diffusion of carbon dioxide at the depth of measurement 
[L2/T], and 
𝜕𝐶𝑂2𝜕𝑧  is the vertical concentration gradient of carbon dioxide gas [M/L4]. 
Analogously, inward diffusion of oxygen can also be used to resolve NSZD rates. The gradient 
method was first applied on a 3000-acre former oil field in California by Lundegard and Johnson 
(2006). Supporting data, obtained from geochemical profiles of continuous cores, nested ground 




Figure 1.2. Schematic cross section showing multilevel soil-gas probes  
 
Based on soil-gas profiles over source zones (Figure 1.3), Lundegard and Johnson (2006) 
observed that increasing depth causes a reduction in O2, increase in CO2, and appearance of CH4. 
As a result, occurrence of an aerobic and anaerobic biodegradation in the source zones was 
demonstrated. Dissolution is the other process involved in Source Zone Natural Attenuation 
(SZNA). The process responsible for the most significant rate of mass loss is the downward 
diffusing oxygen. By using the oxygen flux at just above the depth where all hydrocarbon 
concentrations reduce to zero, SZNA rates can be estimated (Equation 1.2): 
𝑆𝑍𝑁𝐴 ≈ 𝐿𝑠𝑜𝑢𝑟𝑐𝑒𝑊𝑠𝑜𝑢𝑟𝑐𝑒 {𝑆𝑂2𝐷𝑂2𝑇 (𝐶𝑂2𝑎𝑡𝑚−𝐶𝑂2(𝑑)𝑑 )}  (1.2) 
where 𝐿𝑠𝑜𝑢𝑟𝑐𝑒 is the source length parallel to groundwater flow; 𝑊𝑠𝑜𝑢𝑟𝑐𝑒 is the width of the 
dissolved plume leaving the down gradient edge of the source zone [L]; 𝑆𝑂2 is the stoichiometric 
coefficient for the aerobic oxidation of hydrocarbons and methane ranging from approximately 
0.25 to 0.29; 𝐷O2𝑇  is the overall effective vapor-phase diffusion coefficient for oxygen vapor 










[M/L3]; 𝐶O2(𝑑) is the oxygen concentration at depth d (usually <<𝐶O2𝑎𝑡𝑚) [M/L3]. Strong inverse 
correlation between CO2 and O2 concentration results in a similar degradation rate obtained 
using either CO2 gradient or O2 gradient. Estimated SZNA rate ranged from 1000 to 10000 L/Ha/ 
year. 
  
Figure 1.3. Scheme of soil-gas concentration profiles 
 
This method provides instantaneous NSZD rates based on a period of measurement 
where a high level of effort is required for installation and collection of samples, determination 
of diffusion coefficient, and data reduction. Factors that can cause errors in the rates obtained 
from the gradient method include: correction for natural soil respiration, barometric pumping, 
surface wind, precipitation and/or soil moisture, artificial surfaces, and heterogeneities in 
diffusion coefficients. 
Dynamic chamber method. In this method, total CO2 efflux is measured using an 
infrared gas analyzer (IRGA) within a soil gas chamber placed on a PVC collar at grade (LI-
COR, 2010). A direct correlation exists between increasing CO2 in the chamber headspace and 














transmission of infrared light. The change in CO2 concentration with respect to time is used to 
estimate CO2 efflux by: 
𝐽𝐶𝑂2 = 10𝑉𝑃0(1− 𝑊01000)𝑅𝑆(𝑇0+273.15) 𝜕𝐶𝜕𝑡   (1.3) 
where 𝐽𝐶𝑂2 is the efflux of CO2 [M/L2/T], V is volume of the chamber headspace [L3], P0 is the 
initial atmospheric pressure [M/L/T2], W0 is the initial water vapor mole fraction, S is the soil 
surface area [L2], T0 is the initial air temperature [θ], and 
𝜕𝐶𝜕𝑡  is the initial rate of change in water-
corrected CO2 mole fraction [M/L]. The first application of the closed chamber method (DCC) is 
described in Sihota et al. (2011). DCC instruments were installed along a transect, near an 
existing vadose zone multilevel gas monitoring system. 
CO2 efflux measurements were conducted at impacted and unimpacted LNAPL locations 
to compute CO2 efflux deviation from background values. At selected locations, CO2 efflux was 
quantified based on Fick’s first law as: 𝐽 = 𝐷𝑒𝑓𝑓 𝐶𝑠−𝐶𝑎∆𝑧   (1.4) 
where 𝐽 is CO2 efflux [M/L2/T], Cs [M/L3] is the subsurface concentration, Ca [M/L3] is the 
atmospheric concentration, Δz is the soil monitoring point depth in relation to the ground surface, 
and 𝐷𝑒𝑓𝑓 is the effective diffusion coefficient [L2/T]. At the locations above the LNAPL body, 
the most significant CO2 effluxes were observed, while the smallest effluxes were observed in 
the unimpacted LNAPL locations. 
The slight difference between CO2 effluxes obtained from each method (i.e., survey and 
long-term) suggested the effect of environmental factors. The CO2 efflux associated with 
contaminated soil respiration (𝐽𝐶𝑆𝑅) was computed using a background-correction method 
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(Equation 1.5). Estimated source zone natural attenuation rate using the CO2 efflux associated 
with contaminated soil respiration yielded a 12,000 (L/Ha/year) rate of mass loss. 𝐽𝐶𝑆𝑅 = 𝐽𝑇𝑆𝑅 − 𝐽𝑁𝑆𝑅  (1.5) 𝐽𝑇𝑆𝑅 is CO2 efflux at the impacted area [M/L2/T], and  𝐽𝑁𝑆𝑅 is CO2 efflux at the unimpacted area 
[M/L2/T]. 
This method provides instantaneous NSZD rates based on a period of measurement, 
where it is assumed all degraded NAPL is converted to CO2. In this method, a moderate level of 
effort is required for fabrication and installation of the instruments. The factors that may cause 
variation in the rates obtained from this method include: correction for natural soil respiration, 
barometric pumping, surface wind, precipitation and/or soil moisture, artificial surfaces, and 
heterogeneities in subsurface diffusion coefficients. 
Trap method. In this method, a PVC pipe at grade with two soda lime absorbent 
elements is used (Zimbron et al., 2014; McCoy et al., 2015). CO2 efflux from the subsurface is 
absorbed to the bottom element and is converted into solid phase carbonate. The top element 
captures atmospheric carbon dioxide to prevent it from reaching the bottom element. CO2 efflux 
from the subsurface is quantified by analyzing the absorbent elements and is used to estimate 
NSZD rate (McCoy et al., 2015). 
The mass of captured CO2 from subsurface divided by the cross-section area of the 
absorbent element and the deployment duration produces CO2 efflux as: 
𝐽𝐶𝑂2 = 𝑚𝐶𝑂2𝐴𝑡   (1.6) 
where 𝐽𝐶𝑂2is the efflux of CO2 [M/L2/T], 𝑚𝐶𝑂2is the mass of CO2 captured in the bottom 




 McCoy et al. (2015) utilized the trap method to estimate NSZD rate based on captured 
CO2 associated with petroleum hydrocarbon degradation at a former petroleum refinery. The 
methods proposed by McCoy et al. (2015), based on the concept of using CO2 flux at grade to 
constrain models better for source zone natural attenuation (Molins et al., 2010), quantify both 
advective and diffusive fluxes of CO2. In this field investigation, 23 CO2 traps were deployed at 
impacted and unimpacted LNAPL locations. To estimate CO2 flux associated with LNAPL 
degradation, a background correction method was utilized (Sihota et al., 2011). Decane, as an 
analog for all constituents in LNAPL, was used for conversion of CO2 flux to NSZD rate 
(L/Ha/year). McCoy et al. (2015) observed NSZD rates ranging from 13,400 to 130,000 
(L/Ha/year) with a variation coefficient of 18%. 
This method provides NSZD rates based on an approximate 2-week period of 
measurement, where it is assumed that all degraded NAPL is converted to CO2. In this method, 
up to a month is required for trap deployment, sample analysis, and data reduction. Factors that 
bias measured trap NSZD rates include: correction for natural soil respiration, surface wind, 
precipitation and/or soil moisture, artificial surfaces, and heterogeneities in the subsurface. 
Thermal method. Sale et al. (2015) developed devices and methods for measuring 
subsurface thermal fluxes and for estimating a rate of change in the amount of a reactive material 
within a subsurface formation using the measured thermal fluxes. In this method, temperature 
sensors are placed vertically into the ground to resolve temperatures as a function of depth and 
time (Figure 1.4). The steps employed to resolve NSZD rates include: 
1) Using temperatures at a background location to separate surface heating and cooling from 
the heat associated with NSZD. 
2) Performing an energy balance to estimate energy associated with NSZD. 
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3) Dividing the heat associated with NSZD by the heat of reaction to produce a NSZD rate. 
 
Figure 1.4. Conceptualization of thermal monitoring system 
 
Based on the first law of heat conduction, known as Fourier’s first law, the heat flux 
associated with NSZD process is expressed by: 
𝑞 = −𝜅 𝜕𝑇𝜕𝑧  (1.7) 
where q is the heat flux due to conduction [M/T3], 𝜅 is the thermal conductivity [ML/T3θ], and 
𝜕𝑇𝜕𝑧 is the change in temperature with respect to distance in the vertical direction [θ/L]. This 
equation assumes that convection and radiation are negligible with respect to conduction. 
Warren et al. (2015) deployed temperature measurement systems in a petroleum spill site 
in Minnesota. Two background locations were considered for this study, one of which is needed 
to account for the heat from the pipeline. Through the vadose zone, the temperature profile 
associated with the natural depletion process was obtained by using a background correction 
method. At each location, using the maximum annual temperature, the heat generated through 
NSZD process was quantified (Equation 1.7).  
In comparison with background locations, higher observed temperature through the depth 

























change divided by the distance as thermal gradient, the heat flux was calculated. Estimated heat 
fluxes ranged from 0.38 to 0.76 (W/m2). Hexadecane, as an analog for methanogenic enthalpy of 
crude oil, was used to convert heat flux to an NSZD rate. As a result, the NSZD rate ranged from 
53,000 to 106,000 (L/Ha/year). 
Observed temperature from the site in Minnesota provided evidence of increase in 
temperature due to heat generated by methane oxidation. The thermal NSZD method can provide 
continuous NSZD rates as data acquisition begins. An 11% difference between NSZD rates 
obtained from the temperature method and the CO2 data suggests validation for using 
temperature to estimate NSZD rates. The biggest challenge with the thermal method is that 
imperfection of the background-correction method causes inaccuracies in estimated NSZD rate. 
The key attributes of soil gas flux method, based on Tracy (2015), as well as key attributes of 
thermal method are summarized in Table1.1.                                                         .
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Table 1.1. Summary of characteristics of methods 
 Method 



















Intrusive. Subsurface sampling 
required. 
Minimal. System is 
deployed at ground 
surface, and soil collar 
is inserted centimeters 
into the soil[e]. 
Minimal. System is 
deployed at ground 
surface, and trap 
receiver is inserted up to 
























Time averaged integral 












Weeks. Time includes sample 
analysis and data reduction. 
Real time field values 
Weeks. Time is required 
for trap deployment, 
sample analysis, and 
data reduction [i, j, k]. 
















 High. Requires installation of 
sampling systems, collection of 
gas samples, determination of 
effective diffusion coefficients, 
and data reduction[a]. 
Moderate. Requires 
training to use properly. 
Method is easy to 
transport and capable of 
making multiple 
measurements in a short 
time period. 
Low. Placement of traps 
at field sites requires 
minimal effort. Traps 
are sent to an 
























































Diffusion of gas [a] 
Advection and diffusion 
of gas [f] 
Advection and diffusion 
of gas [f, k] 
Conduction and 



























Depends on location of gas 
sampling ports. Measurements 
can be made below depth of 
background O2 utilization and 
CH4 production, eliminating 
need to correct for natural soil 
respiration[a]. 
Required. Can be 
corrected for using 






collection of gas 
samples in the field. 
Required. Can be 
corrected for using 




method[g]. Gas samples 
for isotope analysis can 





that of associated 
with surface heating 





















 Method provides instantaneous 
snapshot of subsurface gas 





of CO2 efflux which 




insight into variations 
caused by changes in 
Method is an integral 
measurement designed 
to capture variation due 
to barometric pumping 
[k]. 
Method is a 
continuous 
measurement 
designed to capture 




















Low. Depends on soil texture 
and moisture content [b, c]. 
Surface wind may affect 
subsurface gas distributions if 
soil texture is relatively coarse 
and moisture content is 
relatively high. 
Potential influence. 
Surface winds resulted 
in underestimations of 
the true flux in 
laboratory studies. Field 
studies are needed to 
fully understand effect 
of wind. 
Potential influence. 
Surface winds resulted 
in overestimations of 
the true flux in 
laboratory studies. Field 
studies are needed to 






[n] and surface 
elevation at 
background and 






























Method is not well suited for 
shallow aquifer applications due 
to difficulties estimating 
effective diffusion coefficients 
near the water table and 
capillary fringe. Effective 
diffusion coefficients are highly 
sensitive to changes in soil 
moisture [a, b]. 
Fully saturated soils can 





Rain cover may prevent 
wetting of underlying 
soil[j], causing rain 
shadow in which 
preferential flow can 
develop. More research 
is needed to determine 
effect of precipitation 








[m]. Given high soil 
moisture in shallow 
soil, can affect 
NSZD temperature 
by constraining 






























 Effective diffusion coefficients 
are highly sensitive to changes 
in soil moisture and texture 
caused by subsurface 
heterogeneities. Artificial 
surfaces may lead to 
accumulation of select gas 
species leading to small 
apparent concentration 
gradients[d]. 
Method cannot be used 
on artificial surfaces. 
Subsurface 
heterogeneities may 
affect measurements if 
soil collar is inserted 
through a lower 
permeability material, 
creating a preferential 
pathway for gas flow 
that does not occur 
naturally. 
Method cannot be used 
on artificial surfaces. 
Subsurface 
heterogeneities may 
affect measurements if 
trap receiver is inserted 
through a lower 
permeability material, 
creating a preferential 
pathway for gas flow 
that does not occur 
naturally. 
Differences in 




estimations of true 
NSZD temperature 
due to difference in 




[a] Johnson et al., 2006; [b] Maier and Schack-Kirchner, 2014; [c] Poulson and Møldrup, 2006; [d] Coffin et al., 2008; [e] LI-COR, 
2010; [f] Molins et al., 2010; [g] Sihota et al., 2011; [h] Wyatt et al., 1995; [i] McCoy, 2012; [j] Zimbron et al., 2014; [k] McCoy et 





1.3.    Publication Status 
Chapter 1 presents introductory material that is not intended for publication outside of 
this dissertation.  Chapter 2 was published in the National Groundwater Association Journal of 
Groundwater Monitoring and Remediation (May 2018), co-authors: Emily B. Stockwell, Keith 
R. Piontek, and Tom C. Sale. Chapter 3 was submitted to the Elsevier Journal of Water Research 
(June 2019), co-authors: Tom C. Sale. Chapter 4 is intended to be submitted to the National 
Groundwater Association Journal of Groundwater Monitoring and Remediation (August 2019), 
co-authors: Sam Gallo, Andrew Kirkman, Tom Sale. Chapter 5 presents a summary of the 
research and conclusions and is not intended for publication outside of this dissertation. 
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CHAPTER 2.  




2.1.    Chapter Synopsis 
Natural depletion of subsurface petroleum liquids releases energy in the form of heat. The 
rate of Natural Source Zone Depletion (NSZD) can be derived from subsurface temperature data.  
An energy balance is performed to resolve NSZD-generated energy in terms of watts/m2. 
Biodegradation rates are resolved by dividing the NSZD energy by the heat of reaction in 
joules/mole.  Required temperature data are collected using data loggers, wireless connections, 
and automated data storage and analysis. Continuous thermal resolution of monthly NSZD rates 
at a field site indicates that apparent monthly NSZD rates vary through time, ranging from 
10,000 to 77,000 L/hectare/year.  Temporal variations in observed apparent NSZD rates are 
attributed to processes governing the conversion of CH4 to CO2, as opposed to the actual rates of 
NSZD.   Given a year or more of continuous NSZD rate data, it is anticipated that positive and 
negative biases in apparent NSZD rates will average out and, averaged apparent NSZD rates will 
converge to true NSZD rates. An 8.4% difference between average apparent NSZD rates over a 
31-month period using the thermal monitoring method and seven rounds of CO2 efflux 
measurements using CO2 traps supports the validity of both CO2 trap and thermal monitoring 
methods.  A promising aspect of thermal monitoring methods is that continuous data provide a 
rigorous approach to resolving the true mean NSZD rates as compared to temporally sparse CO2 
trap NSZD rate measurements. Overall, a vision is advanced of real-time sensor-based 
groundwater monitoring that can provide better data at lower costs and with greater safety, 
security, and sustainability.  
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2.2.    Introduction 
Figure 2.1 conceptualizes processes governing NSZD in a setting where LNAPLs have 
been present for an extended period (Stockwell, 2015). Given mature LNAPL releases and 
transport constraints, preferred electron acceptors including O2, Mn
+4, NO3
-
, and Fe+3 are 
sufficiently depleted in LNAPL zones, such that sulfate reduction (when present) and 
methanogenesis become the primary process driving NSZD (Atekwana and Atekwana, 2010; 
Irianni Renno et al., 2016; Garg et al., 2017). Biologically mediated NSZD in mature LNAPL 
zones can be driven by SO4
-2
 reduction (where sulfate is present) and/or methanogenesis. 
Produced CO2 and CH4 lead to local exceedances of aqueous-phase gas solubilities in the 
saturated zone, formation of gas bubbles, upward ebullition of gases in the saturated zones, and 
an upward flux of CO2 and CH4 into the unsaturated zone (Garg et al., 2017). Similarly, NSZD 
processes in the vadose zone can also produce CO2 and CH4. 
 
Figure 2.1. Conceptual model of processes governing NSZD.  Region 2 is the primary zone 




The upward diffusion-driven flux of CH4 is encountered by a downward flux of O2. At 
the CH4-O2 interface, CH4 is converted to CO2 before atmospheric discharge (Amos et al., 2005; 
Garg et al., 2017). An additional product of biologically mediated NSZD is heat (Sweeney and 
Ririe, 2014; Stockwell, 2015; Warren and Bekins, 2015). As an example, complete conversion of 
decane to CO2 and H2O, under standard conditions, absent of other energy sinks or sources, 
produces 6,797 kJ/mole (Haynes, 2014). Heat of reactions associated with common NSZD 
reactions are presented in Wiedemeier et al. (1996). The reaction in the NSZD process that 
produces the most heat is the conversion of CH4 and O2 to CO2 and H2O in the vadose zone as 
shown in Fig 2.1. 
2.3.    Research Objective 
The objectives of this chapter are to advance 1) the use of heat produced from NSZD to 
provide continuous, real-time NSZD rates at petroleum LNAPL sites and 2) a vision of real-time 
sensor-based groundwater monitoring that can provide better data at lower costs and with greater 
safety, security, and sustainability. 
2.4.    Methods 
The following section describes the study site, methods for collecting data, and the 
computational approach for converting temperature data into NSZD rates. 
2.4.1.    Site Description  
The study site is a refined petroleum products terminal located in the flood plain of a 
major river in the central United States (Figure 2.2). Storage of refined petroleum products has 
been ongoing at the facility since the early 1930s. Following typical fluvial sediment 
stratigraphy, the vadose zone (upper 5 meters) is comprised of fine-grained overbank silt and 
fine-grained sand. Sediments in the upper saturated zone (2 meters) are comprised of fine- to 
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medium-grained point bar sand deposits. Both overbank and point bars sand deposits are laterally 
continuous beneath the site (TRC, 2012). Depths to groundwater are controlled by nearby river 
stage that varies seasonally and year to year. Except when the river is in flood stage, depth to 
groundwater ranges from 4.5 to 7.5 meters below ground surface (bgs) with low water table 
elevations occurring in the fall/winter and high water table elevations in the spring.  The primary 
direction of groundwater flow beneath the site is to the east-southeast. The average horizontal 
seepage velocity at the site is estimated to range from 0.022 to 0.031 m/day (TRC, 2013). 
 
Figure 2.2. Study site with location of temperature monitoring sticks N1-N4 
 
2.4.2.    Temperature Data Collection 
Locations of four thermal monitoring systems (referred to as “sticks”) are shown in 
Figure 2.2. As defined through a Laser Induced Fluoresces (LIF) investigation, N1, N2, and N3 
are located in LNAPL-impacted sediments (TRC, 2012). LNAPL is absent at location N4.   
Each stick consists of eight type-T copper–constantan thermocouples installed at depth of 





using PFA-coated thermocouple wire (TC Direct, Hillside, IL); copper and constantan wires 
were spot-welded together at the end of the wire; the spot welds were enclosed in epoxy-filled 
glass caps; thermocouples were attached to 9.5 mm OD PVC rods to control the depth of 
installation (Figure 2.3A). The estimated accuracy of the combined thermocouples and 
dataloggers based on laboratory tests is ± 0.1°C. The PVC rods with attached thermocouples 
were installed using a direct-push drilling rig, the annular space for each rod was backfilled with 
medium sand, and a bentonite seal was placed in the annular space at grade (Figure 2.3B).  
The thermocouples on each stick are connected to a datalogger (CR1000, Campbell 
Scientific, Logan, UT). The dataloggers are powered by a 12-volt DC, 24 amp-hour sealed 
rechargeable battery (BP24, Campbell Scientific, Logan, UT), which is charged by a 20-watt 
solar panel (SP20, Campbell Scientific, Logan, UT). A 12-volt charge regulator (CH100, 
Campbell Scientific, Logan, UT) regulates the current between the solar panel, battery, and 
datalogger. A cellular digital modem (Airlink Raven XT, Sierra Wireless, Richmond, British 
Columbia) connected to the datalogger transmits via a cellular network. Subsurface temperatures 
are recorded by the datalogger every minute, and data are automatically downloaded daily to a 
computer that is backed up on a daily basis. The datalogger, battery, charge regulator, and 
cellular digital modem are housed in a protective, weather-resistant enclosure (ENC14/16, 




Figure 2.3. Thermal monitoring system: A) thermocouple, B) installation using direct-push 
drilling methods, C) solar power supply and weatherproof box containing data-logging and 
communications software. 
 
Collection of temperature data at the site began on April 25, 2014. This manuscript 
considers data collected, without interruption, through November 1, 2016.  In total, this 
manuscript considers more than 56 million temperature measurements collected at one-minute 
intervals and converted into average daily temperatures values.  The regulatory agency-approved 
cleanup plan for the site incorporates NSZD as tracked through thermal monitoring as the 
remedy for depletion of residual LNAPL. 
2.4.3.    Computational Method 
Background Correction. Computational methods are predicated on an energy balance 
performed on a one-dimensional vertical reference volume beginning at grade (upper boundary) 
and extending past the LNAPL zone to the deepest thermocouple at 11.28 m (lower boundary). 
Horizontal transport of heat generated by NSZD through the movement of water (convection) is 
considered to be negligible based on heat primarily being generated in the vadose zone at the 
CH4-O2 interface as shown in Figure 2.1.  It is assumed that vertical heat transfer occurs solely 
through conduction - the transfer of energy by molecular collisions of particles. Other heat 
transfer processes, including black body radiation and heat transfer associated with vertical 
movement of water and or soil gas, are assumed to be negligible.  
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Temperature at any vertical position in the reference volume is a function of heat 
generated through NSZD processes and heat from “other sources,” including surface heating and 
cooling.  Building on Stockwell (2015), it is assumed that “other sources” are similar at impacted 
and background locations. Applying the principle of superposition, temperatures associated with 
NSZD are estimated as: 𝑇𝑁𝑆𝑍𝐷|𝑧𝑖 =  𝑇𝐼𝑚𝑝|𝑧𝑖  − 𝑇𝐵𝑎𝑐𝑘|𝑧𝑖   (2.1) 
where 𝑇𝑁𝑆𝑍𝐷|𝑧𝑖  is the component of temperatures associated with NSZD, 𝑇𝐼𝑚𝑝|𝑧𝑖  is the 
temperatures observed at an impacted location, and 𝑇𝐵𝑎𝑐𝑘|𝑧𝑖  is the temperatures observed at the 
background location at a fixed time (𝑖) and vertical position (𝑧). 
Assumptions. Key assumptions employed in the energy balance include: 
1. All factors controlling surface heating and cooling at impacted and background locations 
(incident radiation, infiltration of precipitation, albedo, etc.) are sufficiently similar, so that 
reasonable estimates of 𝑇𝑁𝑆𝑍𝐷 can be obtained. 
2. The primary factor controlling temperatures at grade, at impacted and background 
locations, is surface heating and cooling and, correspondingly, the upper boundary condition for 𝑇𝑁𝑆𝑍𝐷 at grade is zero for all time. 
3. Thermal conductivities and heat capacities of soil are constant through time with uniform 
unique values above and below the water table, reflecting differences in water content. 
4. Fluctuation in water table levels through time are accounted for using daily water level 
data. 
5. The only process leading to vertical flow of energy associated with NSZD in or out of the 
reference volume is conduction (Carslaw and Jaeger, 1959; Jury and Horton, 2004; Hillel, 2013). 
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6. Horizontal flow of energy through the one-dimensional vertical reference volume is 
negligible. 
7. Net gain or of loss of biomass, precipitation or dissolution of minerals, or changes in 
thermodynamic states do not act as a significant energy sink or source. 
8. The energy produced from complete mineralization of decane is representative of the 
energy produced through NSZD of the hydrocarbons of concern (Johnson et. al., 2006). 
As with all models, care is needed to avoid employing the model in situations where 
foundational assumptions do not apply.  As an example, there may situations where horizontal 
flow of energy may be consequential. 
Energy Balance. Employing the noted assumptions, Equation (2.2) provides a general 
energy balance for a one-dimensional vertical reference volume:  ?̇?𝐵𝑜𝑡𝑡𝑜𝑚 − ?̇?𝑇𝑜𝑝 + ?̇?𝑁𝑆𝑍𝐷 = 𝑑𝐸𝑆𝑡𝑜𝑑𝑡                                              (2.2) 
where ĖTop is energy flux at the top of the reference volume (W/m2), ĖBottom is energy flux at 
the bottom of the reference volume (W/m2), ĖNSZD is vertically-integrated energy produced 
through NSZD over the height of energy balance element (W/m2), and 𝐸𝑆𝑡𝑜 is vertically-
integrated stored energy over the height of energy balance element (J/m2).  
Conductive energy fluxes at the top and bottom of the reference volume are estimated 
using Fourier’s Law: ?̇?𝑇𝑜𝑝  = −𝜅𝑢𝑛𝑠𝑎𝑡 𝑑𝑇𝑁𝑆𝑍𝐷𝑑𝑧 |𝑇𝑜𝑝  (2.3) ?̇?𝐵𝑜𝑡𝑡𝑜𝑚  = −𝜅𝑠𝑎𝑡 𝑑𝑇𝑁𝑆𝑍𝐷𝑑𝑧 |𝐵𝑜𝑡𝑡𝑜𝑚  (2.4) 
where κ𝑢𝑛𝑠𝑎𝑡 and κ𝑠𝑎𝑡 are unsaturated and saturated thermal conductivity, respectively (W/m/K). 




𝑑𝐸𝑆𝑡𝑜𝑑𝑡 = [(𝐶𝑢𝑛𝑠𝑎𝑡 ∫ 𝑇𝑁𝑆𝑍𝐷𝑑𝑧𝑧𝑊𝑇𝑇𝑜𝑝 )+(𝐶𝑠𝑎𝑡 ∫ 𝑇𝑁𝑆𝑍𝐷𝑑𝑧𝑧𝑏𝑜𝑡𝑡𝑜𝑚𝑧𝑊𝑇 )]𝑖𝑡𝑖−𝑡𝑖−1 −
               [(𝐶𝑢𝑛𝑠𝑎𝑡 ∫ 𝑇𝑁𝑆𝑍𝐷𝑑𝑧𝑧𝑊𝑇𝑇𝑜𝑝 )+(𝐶𝑠𝑎𝑡 ∫ 𝑇𝑁𝑆𝑍𝐷𝑑𝑧𝑧𝑏𝑜𝑡𝑡𝑜𝑚𝑧𝑊𝑇 )]𝑖−1𝑡𝑖−𝑡𝑖−1   
(2.5) 
where 𝐶𝑢𝑛𝑠𝑎𝑡 and 𝐶𝑠𝑎𝑡 are unsaturated and saturated heat capacity, respectively (J/m3/K), 𝑡 is 
time (sec), and 𝑧𝑊𝑇 is elevation of the water table (m). 
Energy produced through NSZD (W/m2) over the period 𝑡𝑖 − 𝑡𝑖−1 is obtained by 
substituting Equations (2.3) through (2.5) into Equation (2.2): ?̇?𝑁𝑆𝑍𝐷|𝑖  = −𝜅𝑢𝑛𝑠𝑎𝑡 𝑑𝑇𝑁𝑆𝑍𝐷𝑑𝑧 | 𝑖𝑇𝑜𝑝 +   𝜅𝑠𝑎𝑡 𝑑𝑇𝑁𝑆𝑍𝐷𝑑𝑧 | 𝑖𝐵𝑜𝑡𝑡𝑜𝑚 +
[(𝐶𝑢𝑛𝑠𝑎𝑡 ∫ 𝑇𝑁𝑆𝑍𝐷𝑑𝑧𝑧𝑊𝑇𝑇𝑜𝑝 )+(𝐶𝑠𝑎𝑡 ∫ 𝑇𝑁𝑆𝑍𝐷𝑑𝑧𝑧𝑏𝑜𝑡𝑡𝑜𝑚𝑧𝑊𝑇 )]𝑖𝑡𝑖−𝑡𝑖−1 −
 [(𝐶𝑢𝑛𝑠𝑎𝑡 ∫ 𝑇𝑁𝑆𝑍𝐷𝑑𝑧𝑧𝑊𝑇𝑇𝑜𝑝 )+(𝐶𝑠𝑎𝑡 ∫ 𝑇𝑁𝑆𝑍𝐷𝑑𝑧𝑧𝑏𝑜𝑡𝑡𝑜𝑚𝑧𝑊𝑇 )]𝑖−1𝑡𝑖−𝑡𝑖−1   
(2.6) 
NSZD rates, on a volumetric basis, are estimated as: 𝑁𝑆𝑍𝐷̇ = −Ė𝑁𝑆𝑍𝐷∆HDecane𝜌𝐷𝑒𝑐𝑎𝑛𝑒  (2.7) 
where NSZḊ  is rate of NSZD (L/m2/sec), ∆HDecane is enthalpy of complete mineralization 
(J/mole), and 𝜌𝐷𝑒𝑐𝑎𝑛𝑒 is molar density of decane equal to 5.14 (moles/L). 
Calculation Methods. Estimates of NSZD rates (NSZḊ ) through time are obtained using 
an algorithm programmed in MATLAB® 2015b (The MathWorks Inc., USA). Key concepts 
associated with data transformation are illustrated in Figure 2.4. The first step in calculating NSZḊ  is to regress the average daily background-corrected temperature data with the regression 
forced through 𝑇𝑁𝑆𝑍𝐷 = 0 at 𝑧 = 0.  Seven different polynomial regressions (2nd through 8th 
degree) are evaluated through eight data points (thermocouples) in the subsurface as well as one 
point at grade (𝑇𝑁𝑆𝑍𝐷 = 0 at 𝑧 = 0).  The regression with the largest R2 value is selected.  The 
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evaluation of multiple regression options, and selection of the regression with the best fit, 
provides optimal answers as reflected by minimized noise in the results.  The derivative of the 
polynomial function (𝑇𝑁𝑆𝑍𝐷) with respect to vertical position, at 𝑧 = 0 and z = bottom, yields the 
NSZD-related thermal gradient at the top and bottom of the reference volume. 
 
Figure 2.4. An example of regressed background-corrected temperature data on two 
consecutive days 
 
The second step is to evaluate the change in ESto through time.  This evaluation is 
accomplished by integrating the selected polynomial at time (𝑖) and (𝑖-1) over the height of the 
reference volume with respect to saturated and unsaturated intervals, subtracting the results, and 
multiplying the difference by the heat capacities for saturated and unsaturated media.   Results of 
the first and second steps are used in Equations (2.6) and (2.7) to obtain NSZD rates for fixed 
time steps.  Continuous NSZD rates are obtained by sequentially stepping the solution through 
time in one-day steps. 
Area α dE/dt
𝑑𝑇𝑑𝑧 =   𝑧 = 0




At select times, including after precipitation events, the assumption that conditions at the 
background location are representative of non-NSZD sources of heat at the impacted locations 
fails.  Non-representative background corrections are manifested by apparent loss of NSZD-
related energy and the illogical results that hydrocarbons are being produced. As an example, 
non-uniform precipitation/infiltration at background and impacted locations can lead to 
temporarily anomalous temperatures associated with evaporative cooling, infiltration of warm or 
cold meteoric water, and/or constraints to  inward diffusing O2.  All estimates of NSZD rates that 
suggest hydrocarbon production are corrected by excluding the negative background-corrected 
temperature data.  Negative background-corrected temperatures were only found at 0.15 and 0.30 
m.  Through the study period, the frequency of excluding shallow background-corrected data 
was 12%.   Experience at other sites indicates this frequency, excluding negative background-
corrected temperature data, can be greatly reduced by increasing the number of shallow 
temperature monitoring points. 
Input Parameters for Thermal NSZD Rates. In 2014, a continuous soil core was 
collected using a direct push GeoProbeTM drilling system, adjacent to N3, from 0.6 to 9.7 m bgs.   
Soil thermal conductivity and heat capacity were measured using a thermal properties analyzer 
(KD2 Pro, Decagon Device, Pullman, WA) at intervals of 0.30 to 0.61 m over a total length of 
9.1 m. Measured thermal conductivity and heat capacities in the unsaturated zone were 0.96 
±0.18 (W/m/K) and 1.57±0.55 (MJ/m3/K), respectively (n=13). Measured thermal conductivity 
and heat capacities in the in the saturated zone were 1.46±0.31 (W/m/K) and 2.51±0.52 
(MJ/m3/K), respectively (n=15). Measured thermal conductivities and heat capacities were 
substituted in the computational method with no adjustment based on soil water content or 
temperature.  Site-wide daily water levels were obtained using Solinst Level LoggerTM pressure 
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transducers and BarologgerTM (Solinst Canada Ltd.) installed in monitoring wells. As previously 
stated, the heat of full oxidation of decane is used to convert NSZD energy into estimates of 
LNAPL depletion rates.  The use of decane as generic hydrocarbon for NSZD rates calculations 
follows a precedent set in Johnson et al. (2006). 
CO2 Trap Data. Prior to and during part of the thermal monitoring study, NSZD rates 
were measured at locations N1 through N4 using CO2 traps.  CO2 traps 1) employ porous 
alkaline solids to trap gas-phase CO2 discharging at grade, 2) use 
14C to differentiate between 
CO2 associated with natural soil respiration and degradation of petroleum, and 3) were deployed 
at ground surface for approximate two week periods seven times between September 2012 and 
December 2014. A summary of observed CO2 trap NSZD rates is presented in Table 2.1.  
Comprehensive information regarding CO2 traps is presented in Zimbron et al. (2014), McCoy 
(2015), and API (2017).  CO2 trap data are included in this manuscript as an independent check 
for NSZD rates determined from temperature data and as a basis for comparing the two methods 
for resolving NSZD rates. 
Table 2.1. Results from CO2 traps deployed from 2012 through 2014 
Event CO2 Flux Rate (liter LNAPL per hectare-year)1 
Locations within LNAPL Zone 
N1 N2 N3 Average 
September 2012    17,900 17,900 
December 2012 10,900 7,400 19,400 12,600 
April 2013 67,300 8,000 13,700 29,700 
August 2013 43,100 75,900 16,700 45,200 
April 2014 97,700 100,100 92,800 96,900 
September 2014 87,600 50,800 104,300 80,900 
December 2014 2,400 4,500 14,200 7,000 
Average 51,500 41,100 39,900 41,500 




Soil Moisture Simulation. HYDRUS-1D (Simunek et al., 2013) was used to simulate 
soil moisture through time for the study period. The input meteorological data (e.g., precipitation 
(cm/day), daily net radiation (MJ/m2/d), maximum and minimum temperature (°C), humidity 
(%), and wind (km/d)) were obtained from Kansas City Downtown Airport (MKC) station, five 
miles from the study site, and Olathe station, 20 miles from the study site. The input soil 
hydraulic parameters were also estimated by HYDRUS-1D using the HYDRUS-1D soil property 
database. Note that simulated soil moisture by HYDRUS-1D for the study period is only used to 
evaluate the effects of soil moisture on NSZD rate. 
2.5.    Results and Discussion 
The following section documents the results including temperature data, temperature-
based estimates of NSZD rates, comparison of NSZD rates obtained using thermal monitoring 
and CO2 trap methods, avenues for further development of thermal NSZD monitoring, and a 
perspective on the future of real-time, sensor-based subsurface monitoring. 
2.5.1.    Temperature Data 
The thermal monitoring systems proved to be effective and reliable for remote acquisition 
of subsurface temperature data.  The systems began generating data immediately after 
installation, and no interruption in the ability to remotely acquire data from any individual 
thermocouple was experienced over the 31 months of thermal monitoring discussed herein. 
Figure 2.5A presents average daily temperature data for a typical day (May 10, 2014), as 
a function of depth, for N1 through N4 (background). Per common spring conditions in the 
central United States, measured shallow soil temperatures decrease with depth to a depth of 
approximately 2 m and increase in temperature from 2 to 10 m.  At depths below 10 m, 




Figure 2.5. Temperature data measured on May 10, 2014. A) Raw temperature data and B) 
background-corrected temperature data. Lines are best-fit regressions of the data 
developed using polynomial regression. 
 
Figure 2.5B presents background-corrected temperature data for the impacted locations 
for N1 through N3. Consistent with the finding of others (Sweeney and Ririe, 2014; Stockwell, 
2015; Warren and Bekins, 2015; Garg et al., 2017; Kulkarni et al., 2017), subsurface 
temperatures are warmer at the impacted locations (N1 through N3), due to heat associated with 
NSZD, by as much as 3 °C.  Also shown with the background-corrected data are the best-fit 
regressions forced through zero. The regressions indicate maximum background-corrected 
temperatures at 4.2, 0.8, and 0.7 m bgs for N1-N3, respectively. It is hypothesized that the 
maximum background-corrected temperatures occur about the interval where CH4 and O2 are 
reacting to form CO2 and H2O, as shown in Figure 2.1. 
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2.5.2.    Thermal NSZD Rates 
Figure 2.6 presents cumulative LNAPL losses derived from daily temperature data. 
Previous computational methods have used an incomplete energy balance that causes the 
accuracy of NSZD rate estimation to be a concern (Sweeney and Ririe, 2014; Warren and 
Bekins, 2015). In Figure 2.6, each graph documents results with and without accounting for the 
changes in stored energy associated with NSZD to show the difference in NSZD rates from a 
complete and incomplete energy balance. Total losses of LNAPL over the 922-day study period 
are 114,600, 104,400, and 70,700 L/hectare for N1 through N3, respectively.  The average 
cumulative loss for the study period is 96,500 L/hectare.  The slope of the cumulative loss rate 
data suggests an apparent reduction in NSZD loss rates in the winter months and an increase in 
NSZD loss rates in the summer months.  Minimum and maximum monthly average loss rates are 
10,000 and 77,000 L/hectare/year.  Using the average losses at N1 through N3 for the 
approximate 8.1-hectare LNAPL zone at the site suggests an overall loss of 781,650 liters of 




Figure 2.6. Cumulative LNAPL losses for May 2014 to November 2016 at N1 through N3 
and the site average 
 
Total LNAPL losses are similar with and without accounting for changes in the amount 
of NSZD heat in the reference volume. Occasional short-term increases and decreases in 
cumulative LNAPL losses (spikes) are seen when including changes in stored heat (primarily at 
N2).  In general, spikes coinciding with rainfall events are attributed to short-term flaws in the 
background correction of the temperature data. Overall, Figure 2.6 indicates little difference 
resulting from including or neglecting stored energy. Nevertheless, the full energy balance may 
be useful for sites with shallower LNAPL zones. 
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Figure 2.7A presents average monthly NSZD rates based on daily values (average of N1 
through N3) derived from the thermal data.  The errors bars reflect the 95% confidence interval 
of the measured thermal conductivity values. Alternatively, average monthly of the energy 
produced through NSZD is tabulated in supplement material.  The mean NSZD rate for the study 
period is 38,200 L/hectare/year. The standard deviation of the monthly NSZD rates through time 
is ± 17,700 L/hectare/year.  As a check, 38,200 L/hectare/year is a vertical LNAPL flux of 3.8 
mm/year.  Given a specific LNAPL volume of 150mm (0.15 m3/m2 of impacted aquifer), a 
constant loss rate of 38,200 L/hectare/year could be sustained for 40 years. 
As introduced in Figure 2.6, continuous thermal NSZD rate data in Figure 2.7 show 
periodic behavior with larger apparent NSZD rates occurring in the summer season and lower 
apparent NSZD rates in the winter. Temperatures in the LNAPL-impacted media are largely 
constant (Kulkarni et al., 2017).  Therefore, seasonal variations in apparent NSZD rates cannot 
be explained by changing temperatures in the LNAPL zone at this site.  Following developments 
in Sihota et al. (2016), regarding the lag time between actual NSZD and the expression of NSZD 
as CO2 efflux at grade, Thermal NSZD rates are referred to as “apparent,” based on the fact that 
transport can result in actual NSZD and thermal expression of NSZD occurring at different 
times.  Further review of temporal differences in the conversion of saturated-zone subsurface 
hydrocarbons to gases, and their release to the vadose zone, is presented in Ramirez et al. (2015) 




Figure 2.7. A) Average monthly NSZD rates based on temperature data, B) average water 
level measured along the transect and simulated soil moisture data, and C) average CO2 
trap NSZD rates 
 
Building on the theme of transport effecting thermal expression of NSZD, it is 
hypothesized that the upward flux of CH4 to the interval of oxidation (Figure 2.1) in the shallow 
vadose zone can be increased by rising groundwater water levels (associated with rising river 
stage, up to 3m), increasing the flux of CH4 toward grade and, correspondingly, NSZD-related 
heat.  Alternatively, given high water content in shallow soils associated with extended periods 
of high precipitation, frozen ground, and/or low transpiration, inward diffusion of O2 and heat 
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produced from NSZD could be constrained.  An analogy can be drawn to a woodstove, where the 
amount of heat generated by the stove is a function of both fuel and the air delivery rate.    
To help elucidate the effects of water table fluctuation and soil moisture, Figure 2.7B 
presents depth-to-water and soil-moisture data for the study period.  A multiple variable 
regression was performed using MATLAB® Curve Fitting ToolboxTM 2015b (The MathWorks 
Inc., USA) with changes in monthly average NSZD rates as the dependent variable and changes 
in depth to water and modeled soil moisture at 10 cm (bgs) as independent variables.  The 
solution for the change in NSZD rate in L/hectare/year is: 
∆𝑁𝑆𝑍𝐷̇ = −(2.70𝐸4)∆𝐷𝑇𝑊 − (2.37𝐸3)∆𝜃10𝑐𝑚 − 2305  (2.8) 𝑅2 = 0.71   
where ∆𝐷𝑇𝑊 is change in depth to water along the transect (m),and ∆𝜃10𝑐𝑚 is change in 
estimated soil moisture (volumetric water content) at 10 cm bgs (%). 
Similar work conducted at other sites suggests that a better correlation might be achieved 
using actual-versus-modeled soil moisture data.  It is prudent to note 1) over time, short-term 
errors in equating apparent NSZD loss rates to actual NSZD rates average out, and 2) all 
techniques currently being employed to resolve NSZD rates (API 2017), including gradient 
(Johnson et al., 2006; ITRC, 2009), dynamic chamber (Sihota et al., 2011), and CO2 trap 
(McCoy et al., 2015) methods, are likely to be similarly biased by water table fluctuations and 
changes in the shallow soil moisture. 
In general, there is a potential dependence of apparent thermal NSZD rates on soil 
moisture and depth to water. This dependence is not seen with the CO2 trap NSZD data. The lack 
36 
 
of CO2 trap data correlation with soil moisture and depth to water is, in part, due to the sparse 
nature of the CO2 trap data. 
2.5.3.    Comparison of Thermal and CO2 Trap NSZD Rates 
Figure 2.7C presents the average NSZD rates from CO2 traps located at N1 through N3 
during seven two-week sampling events occurring between September 2012 and December 
2014.  Error bars for the CO2 trap data are based on an estimate of CO2 trap accuracy reported by 
McCoy et al. (2015). The average of all 19 CO2 trap values for the study period is 41,500 ± 
35,000 L/hectare/year, versus 38,200 ± 17,700 L/hectare/year for the thermal NSZD rates.  The 
8.4% difference between the mean results from the two methods falls within the confidence 
intervals of both methods. Again, standard deviations of NSZD rates reflect variations in 
apparent NSZD rates through time.  The range of CO2 trap NSZD rates is 34% greater than the 
range of the thermal NSZD rates. 
Figure 2.8 presents CO2 trap and thermal NSZD values collected concurrently over two-
week periods in April-May 2014, August-September 2014, and December 2014.  CO2 trap and 
thermal monitoring methods provide similar results within a factor of two, at all location and 
times, with the exception of N1 from the December 2014 period.  Insufficient data are available 
to resolve the larger temperature-derived NSZD rates at N1 from the December 2014 period.  A 
plausible explanation for the low CO2 trap number in the December 2014 period, at N1-N-3, is 




Figure 2.8. Comparison of CO2 trap and thermal monitoring estimates of NSZD rates 
during three two-week periods of concurrent data collection at the same locations.  Broad 
bars reflect CO2 trap NSZD values based on total sorbed CO2 over two week deployment 
periods. Narrow bars reflect NSZD values without energy storage obtained from average 
daily temperature data. 
 
Building on Figures 2.7 and 2.8, the variation in the average rates for the two methods are 
generally within the methods’ confidence intervals.  General agreement between results from 
both CO2 trap and thermal monitoring methods is encouraging with respect to the reasonableness 
of results derived from both methods. On one hand, data presented herein are insufficient to 
rigorously resolve which method is more accurate.  On the other hand, generalizations as to the 

































































































































































































































































































































































































































































































































































and high ongoing costs for long-term monitoring.  In contrast, the thermal monitoring method 
has comparatively high initial costs (for hardware and installation) and low long-term cost due to 
remote data uploading and automated data processing.  Second, thermal monitoring, over 
extended periods, has the additional benefit of fewer on site person-hours with corresponding 
advantages in terms of safety and security.  Finally, the CO2 trap method presents the challenges 
of knowing when to sample and when enough measurements have been made to resolve annual 
average NSZD rates to a sufficient degree of accuracy.  In contrast, given continuous monitoring 
with the thermal monitoring method, neither the timing nor the sufficiency of measurements is 
an issue. 
2.6.    Conclusion 
Measuring subsurface temperatures as a function of depth at background and impacted 
locations, through time, provides a practical means for resolving apparent NSZD rates at 
petroleum sites. Favorable attributes of thermal NSZD monitoring include the simplicity of data 
collection and an ability to resolve NSZD rates continuously from temporally dynamic systems.   
A constraint to thermal NSZD monitoring at the study site is that reported instantaneous NSZD 
rates are apparent versus true values.  At the study site, both large water table fluctuations and 
soil moisture appear to impact the timing of thermal expressions of NSZD.  The challenge of 
apparent versus actual NSZD rates can be addressed by averaging continuous thermal NSZD 
results over annual cycles.  It is worth noting that reporting apparent versus actual NSZD rates 
may be an even greater issue for methods that rely on infrequent NSZD rates measurements 
made over short periods (gradient, dynamic chamber, and CO2 trap methods). 
A constraint to thermal monitoring of NSZD rates is the use of temperature data from 
background locations (background correction) to isolate heat associated with NSZD.     
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Imperfection with background corrections can be attributed to many factors, including differing 
infiltration of precipitation and net solar radiation at background versus impacted locations.   
While background correction of temperature data is imperfect, this work suggests that it is a 
reasonable method based on close agreement between NSZD rates obtained using thermal 
monitoring and CO2 trap methods.   A partial solution for background correction issues is to have 
multiple background locations, such that conditions at impacted locations are replicated as 
closely as possible by conditions at background locations.  Going a step further, advancing 
computational methods that eliminate the need for background correction of temperature data is 
both enticing and a topic of ongoing research.  
The remote data-acquisition methods described in this chapter, and their effectiveness in 
characterizing important subsurface processes, illustrate the potential of emerging Internet of 
Things (IoT) cloud-based analytics for subsurface monitoring.  In addition to temperature, a host 
of other parameters can be measured (e.g., water levels, oxidation reduction potential, etc.) in 
groundwater.  It seems we are on the verge of a future when the arduous process of collecting 
groundwater samples, conducting laboratory analyses, interpreting data, and reporting, may be 
largely supplanted by automated real-time, sensor-based data collection, analysis, and reporting.  
For many, a move to cloud-based analytics (IoT) for groundwater monitoring may be disruptive.  
On the other hand, the benefits in terms of better data, faster responses to adverse conditions, 




CHAPTER 3.  





3.1.    Chapter Synopsis 
Real-time monitoring of subsurface temperatures and use of the heat generated by natural 
depletion of petroleum-based light nonaqueous phase liquids (LNAPLs) is a promising approach 
for resolving natural source zone depletion (NSZD) rates. The primary limitation of developed 
computational methods for transforming temperature data into NSZD rates is background 
correction of subsurface temperature. A new method “single stick” is advanced to convert 
continuous temperature data into NSZD rates without background correction. With respect to 
numerically synthesized surface and subsurface values of heat sources, 0.617 and 0.017 absolute 
percentage errors of estimated values by single stick method support the validity of mathematical 
formulations and computational algorithm. At three location with no LNAPL, the average of 
NSZD rates resulted by single stick method is lower than background correction approaches by a 
factor of 0.5 to 7.5, indicating the accuracy of the single stick method. In addition, the resulting 
13,100 L/ha/year average NSZD rate obtained by single stick method for 14 LNAPL-impacted 
locations suggests the ability of the single stick method in estimation of NSZD rates at LNAPL 
areas. Compared to background correction methods, the promising aspect of the single stick 
method is that background temperature data are not required for resolving the heat associated 
with NSZD. As a future vision, combined soil oxidation reduction potential data and water level 
data with temperature data and artificial intelligence will lead to a better understanding of NSZD 
processes in managing LNAPL sites.       
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3.2.    Introduction 
In almost every part of the world, vast amounts of petroleum have been produced, 
transported, refined, stored, and/or used as fuel or feedstock. Correspondingly, inadvertent 
releases of petroleum liquids have occurred and large amounts of petroleum liquids have been 
released into soil and groundwater. Fortunately, as natural losses (melting) controls the extent of 
glaciers, natural losses (biodegradation) control the extent of risks associated with subsurface 
petroleum liquids (Mahler et al., 2012; Sale et al., 2018). The corollary of the extent of glacier 
and LNAPL bodies being controlled by natural losses is advanced in Figure 3.1. 
 
Figure 3.1. a) Extent of glacial ice limited by melting ice and b) Extent of LNAPL limited 
by NSZD 
 
NSZD losses are part of the natural short-term biological organic carbon cycle, wherein 
organic carbon is introduced into shallow subsurface setting and subsequently returned to the 
atmosphere as gases.  Following Atekwana and Atekwana (2010), Irianni Renno et al. (2016), 
and Garg et al. (2017), released LNAPLs commonly concentrate about the water table, available 
electron acceptors are depleted by percent concentrations of LNAPL, and methanogenesis 
ensues.   Albeit slow, methanogenesis has the advantage over electron acceptor based NSZD 
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processes of not being limited by the availability of electrons acceptors (e.g., O2, Fe
+3, SO4
-2).  
Generation of NSZD CO2 and CH4 leads to exceedances of aqueous-phase gas solubility and 
upward fluxes of CO2 and CH4 through the unsaturated zone.  Typically, methane encounters a 
downward flux of oxygen (Amos et al., 2005), and methane is exothermally converted into CO2 
by methanotrophs (Stockwell, 2015; Irianni Renno et al., 2016; Garg et al., 2017).   
Initial efforts to quantify NSZD rates focused on quantifying NSZD gas fluxes using 
different methods as explained in Chapter. 1.  A common limitation of gas flux methods is that 
measurements are typically made over brief periods in systems where gas fluxes can be dynamic 
due to short-term barometric pumping and/or transient soil moisture (Karimi et al., 2018). More 
recently, temperature-based approaches for quantifying LNAPL NSZD rates have been advanced 
by Sale et al. (2015), Warren et al. (2015), and Karimi Askarani et al. (2018), involving: 1) 
continuously measuring vertical temperature profiles in background and LNAPL impacted areas 
2) isolating NSZD heat from heat associated with surface heating by subtracting background 
temperatures from temperature in LNAPL impacted areas, 3) conducting an energy balance to 
resolve NSZD energy (e.g., W/m2) and 4) estimating NSZD rates by dividing NSZD energy by 
the estimated NSZD heat of reaction. Continuous temperature monitoring addresses issues with 
temporally-sparse gas flux measurements (Karimi et al., 2018), and thermal properties of 
subsurface media are arguably far more uniform than gas-phase diffusion coefficients and soil 
permeability.  
The primary limitation of published methods for transforming temperature to NSZD rates 
is that background correction for surface heating and cooling at LNAPL impacted locations 
constrains the accuracy of reported values.  Manifestations of flawed background corrections can 
include occasionally implausible NSZD rates in areas where there is no LNAPL, negative NSZD 
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rates, and/or improbably large NSZD rates in areas with LNAPL. Ideally, background locations 
needs to be largely similar to the LNAPL-impacted locations, through time, with respect to all 
factors controlling surface heating and cooling including albedo, infiltration/evaporation of 
precipitation, and incident radiation, to name a few.  As an example, a background location with 
asphalt and direct sunlight is likely to yield flawed background-correction data for surface 
heating and cooling in an LNAPL-impacted area with direct sunlight and a natural vegetative 
cover.  
While concerns can be raised with respect to the accuracy of all methods for quantifying 
NSZD rates, we can be confident that NSZD frequently plays an important role in constraining 
the extent of LNAPL and the associated risks.   If this were not true, the extent of LNAPL bodies 
would be far larger than what we see today, much like the extent of glaciers would be much 
larger if they were not melting.  The current challenge with respect to quantifying NSZD rates is 
that we are like a person with too many watches.  We are never quite sure what time it is. 
3.3.    Research Objective 
The main objective of this chapter is to explore a new “single stick” method for 
converting continuous temperature data into NSZD rates. Novel mathematical methods are 
advanced, the validly of the methods are tested using collaborative models,  methods for 
converting temperature into NSZD rates are compared using data from three field sites, and 
merits-limitation of the single stick method are evaluated.  The motivation for this study is to 
progress to having a widely-accepted “best” method for estimating NSZD rates and a greater 
confidence in our emerging reliance on NSZD to manage LNAPLs in soil and groundwater. 
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3.4.    Methods 
The following section describes a novel mathematical approach to transforming 
subsurface temperature data into NSZD rates.  Topics addressed include a mathematical 
derivation, methods used to test the derived solution, and background information regarding five 
study sites. 
3.4.1.    Conceptual Model 
The two primary heat sources/sinks in a media impacted by petroleum LNAPL are 
surface heating and cooling and subsurface NSZD.   Processes driving surface heating and 
cooling include incident solar radiation, black body radiation, incident precipitation, and 
evaporative cooling of soil water, to name a few.  Heat moves into the subsurface when the net 
surficial inflow of energy is greater than the losses of energy. Conversely, heat moves out of the 
subsurface when the energy losses are greater than energy inputs (Jury and Horton 2004; Hillel 
1980).  
Reactions associated with subsurface NSZD are presented in Table 3.1.  Following 
Johnson and Lundegard (2006), decane is used as representative “model” petroleum 
hydrocarbon.  The first reaction (1) is mediated by methanogens under anaerobic conditions 
producing CH4 and CO2.  Methanogenesis typically occurs in and about the space where 
LNAPLs are present (Irianni et al., 2015 and Garg et al., 2017).  While the exergonic ∆𝐺𝑟𝑜 value 
for (1) favors the forward reaction, the ∆𝐻𝑟𝑜 value is positive indicating an endothermic reaction. 
In the second reaction (2), methanotrophs aerobically oxidize CH4 into CO2 and H2O.  Oxidation 
of CH4 occurs above the LNAPL body at a vertical position where the outward flux of CH4 
meets an inward flux of atmospheric O2.   Notably, the inward flux of O2 can vary with time due 
to temporally varying effective oxygen diffusion coefficient (controlled by soil water content) 
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barometric pumping, and water table fluctuations (Karimi et al., 2018).  Reaction (2) provides 
the primary source of heat for NSZD. 
Table 3.1. Transformation of decane as a representative of petroleum hydrocarbon compound 
through NSZD process with change in free Gibbs energy and enthalpy.  The values of change in 
Gibbs free energy (∆𝑮𝒓𝒐) and enthalpy (∆𝑯𝒓𝒐) under standard conditions for each reaction in Table 







 (1)    𝑪𝟏𝟎𝑯𝟐𝟐(𝒂𝒒) + 𝟒. 𝟓𝑯𝟐𝑶(𝒍) → 𝟐. 𝟐𝟓𝑪𝑶𝟐(𝒈) + 𝟕. 𝟕𝟓𝑪𝑯𝟒(𝒈) -266 120 
 (2)     𝑪𝑯𝟒(𝒈) + 𝟐𝑶𝟐(𝒈) → 𝑪𝑶𝟐(𝒈) + 𝟐𝑯𝟐𝑶(𝒍) -6341 -6902 
 (3)     𝑪𝟏𝟎𝑯𝟐𝟐(𝒂𝒒) + 𝟏𝟓. 𝟓𝑶𝟐(𝒈) → 𝟏𝟎𝑪𝑶𝟐(𝒈) + 𝟏𝟏𝑯𝟐𝑶(𝒍)   -6607 -6782 
 
3.4.2.    Derivation 
The following method advances a solution for NSZD rates as a function of temperatures 
measured along a vertical subsurface profile at a single location.  This method is referred to as 
the “single stick method”.  All other current methods of transforming temperature to NSZD rates 
rely on “background-temperature corrections,” as described in Sale et al. (2015), Warren et al 
(2015), and Karimi et al. (2018). 
Following Carslaw and Jaeger (1959); Jury and Horton (2004); and Hillel (2013), the 
governing equations for conductive heat transfer is: 
𝜕𝜕𝑥 (𝐾𝑥 𝜕𝑇𝜕𝑥) + 𝜕𝜕𝑦 (𝐾𝑦 𝜕𝑇𝜕𝑦) + 𝜕𝜕𝑧 (𝐾𝑧 𝜕𝑇𝜕𝑧) = 𝜕𝐶𝜌𝑇𝜕𝑡   (3.1) 
where 𝐾 (ML/T3θ) is thermal conductivity, 𝐶 (L2/T2θ) is heat capacity, 𝑇 is temperature (θ), 𝑡 
(T) is time, 𝜌 (M/L3) is sediment density, and (𝑥, 𝑦, 𝑧) (L) are spatial coordinates.  As shown in 
Figure 3.2, the surface heat source/sink 𝑞𝑠 (M/T3) occurs at 𝑥 = 0.   The subsurface heat 
source/sink 𝑞𝑠𝑠 (M/T3) occurs across a horizontal plane at a temporally varying position 𝑥 = ?́?.  




Figure 3.2. Conceptual model for primary heat sources in a LNAPL-impacted area 
 
Additional assumptions used to derive a solution include: 
1. Surface and subsurface heat sources/sinks can be approximated as planar features. 
2. Thermal properties of soil are independent of position, direction, temperature, and time. 
3. Horizontal heat fluxes are negligible (Stockwell, 2015).    
4. Temporally-varying surface and subsurface heat source/sink can be approximated using a 
succession of steady state (e.g., daily) values.  
5. The surface heating and cooling term addresses all processes controlling surface heating 
and cooling including, but not limited to solar radiation, black body radiation, incident 
precipitations, evaporative cooling, and composting shallow soil organic compounds. 
6. The subsurface heat source/sink has a temporally-varying position ?́? (approximated using 



























7. Net gain or of loss of biomass, precipitation or dissolution of minerals, or changes in 
thermodynamic states do not contribute significantly to subsurface heating and cooling 
(Karimi et al., 2018).  
8. Geothermal temperature gradients are negligible (Stockwell, 2015; Karimi et al., 2018). 
9. Observed near-constant temperatures at depth are a basis for initial condition temperature 
conditions.  
10. The energy produced from mineralization of decane is representative of the energy 
produced through NSZD of the hydrocarbons of concern. 
3.4.3.    Solution 
Applying the stated assumptions to Equation (3.1), the governing equation reduces to: 
𝜕2𝑇𝜕𝑥2 = 1𝜅 𝜕𝑇𝜕𝑥  (3.2) 
Boundary and initial conditions include: 
𝑞𝑠 = −𝛫 𝑑𝑇𝑑𝑥 |𝑥=0  (3.3) 𝑇(±∞, 𝑡) = 𝑇0  (3.4) 𝑇(𝑥, 0) = 𝑇0  (3.5) 
where 𝑇0 is initial temperature, and 𝜅 = 𝐾 𝜌𝑐⁄  is thermal diffusivity (L2/T). 
A solution for Equation (3.2) is obtained by superimposing separate solutions for 
temperatures associated with 𝑞𝑠 and 𝑞𝑠𝑠. Following Carslaw and Jeager (1959), a solution for 
temperature as a function of 𝑞𝑠 is:  
𝑇(𝑥, 𝑡) − 𝑇0 = 2𝑞𝑠𝛫 {√𝜅𝑡𝜋 𝑒𝑥𝑝 (− 𝑥4𝜅𝑡) − 𝑥2 𝑒𝑟 𝑐 ( 𝑥√4𝜅𝑡)  }  (3.6) 
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Equation (3.6) satisfies all conditions of Equations (3.3), (3.4), and (3.5). Again, 
following Carslaw and Jeager (1959), a solution for temperature as a function of 𝑞𝑠𝑠 at ?́?  is:  
𝑇(𝑥, 𝑡) = 𝑞𝑠𝑠𝜌𝑐 {√ 𝑡𝜋𝜅 𝑒𝑥𝑝 (− (𝑥−?́?)24𝜅𝑡 ) − |𝑥−?́?|2𝑘 𝑒𝑟 𝑐 (|𝑥−?́?|√4𝜅𝑡 )  } + 𝑞𝑠𝑠𝜌𝑐 {√ 𝑡𝜋𝜅 𝑒𝑥𝑝 (− (𝑥+?́?)24𝜅𝑡 ) −
(𝑥+?́?)2𝑘 𝑒𝑟 𝑐 ((𝑥+?́?)√4𝜅𝑡 )  }  
(3.7) 
The first term in Equation (3.7) accounts for the real subsurface NSZD heat source.  The 
second term in Equation (3.7) is an imaginary source located in imaginary space, at a position 
equidistant to the real subsurface heat source above the ground surface.  Summation of Equations 
(3.6) and (3.7) yields: 
𝑇(𝑥, 𝑡) − 𝑇0 = 2𝑞𝑠Κ {√𝜅𝑡𝜋 𝑒𝑥𝑝 (− 𝑥4𝜅𝑡) − 𝑥2 𝑒𝑟 𝑐 ( 𝑥√4𝜅𝑡)  } + 𝑞𝑠𝑠𝜌𝑐 {√ 𝑡𝜋𝜅 𝑒𝑥𝑝 (− (𝑥−?́?)24𝜅𝑡 ) −
|𝑥−?́?|2𝑘 𝑒𝑟 𝑐 (|𝑥−?́?|√4𝜅𝑡 )  } + 𝑞𝑠𝑠𝜌𝑐 {√ 𝑡𝜋𝜅 𝑒𝑥𝑝 (− (𝑥+?́?)24𝜅𝑡 ) − (𝑥+?́?)2𝑘 𝑒𝑟 𝑐 ((𝑥+?́?)√4𝜅𝑡 )  }  
(3.8) 
In net, the combination of real surface and subsurface heat sources and an imaginary 
subsurface heat sources leads to a mathematical framework in which NSZD heat can leave the 
real model domain at 𝑥 = 0. 
A solution accounting for temporal variations in 𝑞𝑠, 𝑞𝑠𝑠, and ?́? is obtained using a 
succession of steady states:  
𝑇(𝑥, 𝑡) − 𝑇0 = ∑ (𝑞𝑠𝑖 − 𝑞𝑠𝑖−1)𝐹(𝑥, 𝑡 − 𝑡𝑖−1)𝑛𝑖=1 + (𝑞𝑠𝑠𝑖 − 𝑞𝑠𝑠𝑖−1)𝐺(𝑥, 𝑡 − 𝑡𝑖−1, ?́?)  (3.9) 
where 𝑞𝑠, 𝑞𝑠𝑠, and ?́? are assumed constant between consecutive time steps ( 𝑡𝑛−1 < 𝑡 ≤ 𝑡𝑛), 




𝐺(𝑥, 𝑡 − 𝑡𝑖−1, 𝑥́) = 1𝜌𝑐 {√(𝑡−𝑡𝑖−1)𝜋𝜅 𝑒𝑥𝑝 (− (𝑥−𝑥)́24𝜅(𝑡−𝑡𝑖−1)) − |𝑥−𝑥́|2𝑘 𝑒𝑟 𝑐 ( |𝑥−𝑥|́√4𝜅(𝑡−𝑡𝑖−1))  } +
1𝜌𝑐 {√(𝑡−𝑡𝑖−1)𝜋𝜅 𝑒𝑥𝑝 (− (𝑥+𝑥)́24𝜅(𝑡−𝑡𝑖−1)) − (𝑥+𝑥)́2𝑘 𝑒𝑟 𝑐 ( (𝑥+𝑥)́√4𝜅(𝑡−𝑡𝑖−1))  }  
(3.11) 
By measuring temperature in the subsurface at two different positions (Figure 3.2), 
Equation (3.9) can be solved in the following two-equation, two-unknown system for 
determining the values of  𝑞𝑠 and 𝑞𝑠𝑠: 
{𝑇(𝑥1, 𝑡) = ∑ (𝑞𝑠𝑖 − 𝑞𝑠𝑖−1)𝐹(𝑥, 𝑡 − 𝑡𝑖−1)𝑛𝑖=1 + (𝑞𝑠𝑠𝑖 − 𝑞𝑠𝑠𝑖−1)𝐺(𝑥, 𝑡 − 𝑡𝑖−1, ?́?) 𝑇(𝑥2, 𝑡) = ∑ (𝑞𝑠𝑖 − 𝑞𝑠𝑖−1)𝐹(𝑥, 𝑡 − 𝑡𝑖−1)𝑛𝑖=1 + (𝑞𝑠𝑠𝑖 − 𝑞𝑠𝑠𝑖−1)𝐺(𝑥, 𝑡 − 𝑡𝑖−1, ?́?)   (3.12) 
As expressed in Equation (3.8), except for 𝑞𝑠 and 𝑞𝑠𝑠, ?́? is unknown. In the single stick 
model, this term (?́?) is determined using an iteration approach that will be explained in the 
following section. 
Finally, the values of subsurface heat source (𝑞𝑠𝑠) are converted to NSZD rates, on a 
volumetric basis, using: 𝑁𝑆𝑍𝐷̇ = −𝑞𝑠𝑠∆𝐻𝑑𝑒𝑐𝑎𝑛𝑒𝜌𝑑𝑒𝑐𝑎𝑛𝑒  (3.13) 
where 𝑁𝑆𝑍𝐷̇  is the rate of NSZD (L/T), ∆𝐻𝑑𝑒𝑐𝑎𝑛𝑒 is the enthalpy of complete mineralization 
(ML2/T2/mol), and 𝜌𝑑𝑒𝑐𝑎𝑛𝑒 is the molar density of decane = 5.14 (mol/L). 
3.4.4.    Algorithm 
Estimates of NSZD rates (𝑁𝑆𝑍𝐷̇ ) through time are obtained using an algorithm 
programmed in MATLAB® (The MathWorks Inc., Natick, Massachusetts). The primary input in 
this algorithm are vertical profiles of subsurface temperatures measured in LNAPL-impacted 
areas.  Measured temperatures at any vertical position in the subsurface are averaged on a daily 
basis.  Key steps for transforming daily average temperature data to NSZD rates using this 
algorithm are illustrated in Figure 3.3. In more detail: 
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1. The daily average of measured subsurface temperatures, thermal properties of soil profile, 
and number of positions for evaluating the subsurface heat source are considered as input 
values. 
2. In a fixed time step (𝑖), the algorithm selects a position for subsurface heat source (?́?𝑗). 
3. A system of two equations (3.12) is solved for determining the values of 𝑞𝑠𝑗𝑖  and 𝑞𝑠𝑠𝑗𝑖  based 
on the selected position for subsurface heat source.  
4. The simulated temperature distribution (𝑇𝑃𝑟𝑑) is obtained using Equation (3.9). 
5. The conformity of simulated temperature distribution (𝑇𝑃𝑟𝑑) to the observed temperature 
distribution (𝑇𝑂 𝑠) is evaluated using a 𝑅2 value. 
6. After the subsurface heat source is evaluated at all specified positions (j = n), the algorithm 
goes to the next step. Otherwise, it goes back to step 2 to consider another position for 
subsurface heat source. 
7. The values of 𝑞𝑠𝑖, 𝑞𝑠𝑠𝑖, and ?́? are concluded for the fixed time step (𝑖) based on the 
simulated temperature profile. 
8. Lastly, the estimated value of the subsurface NSZD heat source is converted into an NSZD 
rate using Equation (3.13). 
9. The program iterates through time until all of the temperature data have been transformed 




Figure 3.3. Flowchart of the single stick model 
 
3.4.5.    Confirmation of Solution and Algorithm 
The following section describes three approaches used to test the validity of the solution 
and computational algorithm. 
Numerical Model Test - A two-step process was used to test the validity of the 
analytical solution (Equation (3.8)) and to check the computational algorithm.  Firstly, daily 
prescribed values for 𝑞𝑠 and 𝑞𝑠𝑠 were imposed on surface and subsurface of a soil profile 
modeled using a finite element approach programmed in MATLAB® to simulate temperature 
distribution throughout the soil profile for a 50-day period (see Figure 3.4). Secondly, the single 
stick model was employed to estimate 𝑞𝑠 and 𝑞𝑠𝑠 using the synthetic temperatures of the soil 
Start
Inputs:
 Observed Temperature 
 Thermal Properties 
 
Eq. 12  
Eq. 9  𝑇𝑃𝑟𝑑 𝑗𝑖  
Calculate 𝑅2 
Time step  
Position of subsurface heat source  ?́?𝑗  𝑖 
           Is 𝑗 = 𝑛 
𝑛 
max(𝑅2)𝑗𝑖   𝑞𝑆𝑖 , 𝑞𝑆𝑆𝑖  
Eq. 13  𝑁𝑆𝑍𝐷̇ 𝑖  
No 𝑗 = 𝑗 + 1 
Yes 
𝑖 = 𝑖 + 1 
(𝑇𝑂𝑏𝑠 ) 
   
𝑞𝑠𝑗𝑖 , 𝑞𝑠𝑠 𝑗𝑖  
= number of positions
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profile. Agreement between imposed and estimated values of 𝑞𝑠 and 𝑞𝑠𝑠 are used to evaluate the 
validity of the mathematical solution and the MATLAB code. 
 
Figure 3.4. Finite element approach: (a) physical model of soil profile, (b) discretization of 
soil profile, and (c) temperature distribution. 
 
Model performance is assessed using 1) Root Mean Square Error (RMSE), 2) coefficient 
of determination (R2), 3) Nash-Sutcliffe Efficiency (NSE; Nash and Sutcliffe, 1970), 4) index of 
agreement (d; Willmott, 1981), 5) Percent Error (PE), 6) mean (𝜇), and 7) standard deviation (𝜎) 
of residuals (observed minus modeled). 
Comparison of observed and predicted temperature profiles - To investigate how the 
single stick model describes subsurface temperature distribution, the simulated subsurface 
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profile measured in a field site. The ability of estimated 𝑞𝑠 and 𝑞𝑠𝑠 to reproduce observed 
subsurface temperature provides an additional means of evaluating the validity of the 
mathematical solution and the MATLAB code. 
Triplicate Test - Three thermal monitoring systems were installed in a LNAPL area (Site 
4), approximately 2 m apart in an equilateral triangle. The triplicate values from the single stick 
method are compared to the values derived from the CO2 trap method for a different field site 
(McCoy, 2015) to evaluate the coefficient of variation (the ratio of the standard deviation to the 
mean value) due to local spatial variations and measurement accuracy. 
3.4.6.    NSZD Rate 
Comparisons of Single Stick and Background Correction Methods - The merits of the 
single stick computational approach are evaluated by comparing results from three field sites 
(Sites 1, 2, and 3) using single stick and background-correction methods. Background-correction 
methods include methods presented in Sale et al. (2015), 2) Warren and Bekins (2015), and 3) 
Karimi Askarani et al. (2018).  Background correction methods are predicated on using 
subsurface temperature data at a representative background (no LNAPL) location to isolate heat 
associated with surface heating and cooling from heat associated with NSZD. 
In addition, since each of the sites considered in this study has two background locations, 
applications of the background correction methods include considering one background location 
as an LNAPL-impacted location and the other background location as a background location. 
NSZD rates at background locations (using both background and single stick methods) are 
calculated to provide a basis for evaluating the ability of all methods to capture zero NSZD rates 
at background locations.  
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NSZD Rate at a LNAPL-Impacted Location in a Site with No Background Data - To 
show the main advantage of the single stick method, estimation of NSZD rates in LNAPL areas 
with no need for background correction, NSZD rate at a LNAPL-impacted location in a former 
refinery (Site-5) where there is no background location is calculated. This location has also been 
characterized and monitored by collecting cryogenic cores following the method described in 
Kiaalhosseini et al. (2017). 
Negative Rates - Site-wide monthly average of NSZD rates calculated by the single stick 
method for Site-3 are provided to show not only the seasonal behavior with NSZD rates, but 
more importantly the occurrence of negative NSZD rates through time for the study period. 
3.4.7.    Study Sites 
Data from five field sites are used to evaluate the single stick method. Relevant attributes 
of each site are presented in Table 3.2.  Sites 1 through 3 are equipped with vertical strings 
(referred to as “sticks”) of type-T copper-constant thermocouples, and Sites 4 and 5 are equipped 
with digital temperature sensors (Dallas DS18b20). Vertical position of the thermocouples in the 
subsurface and the period of data collection at each study site are provided in Table 3.2. The 
fabrication and installation of thermal monitoring systems at sites 1 through 3 are the same as the 
systems explained in Chapter 2 (2.4.2). The new generation of the monitoring system, used at 
Sites 4 and 5, is described in Chapter 4 (4.4.1) in detail.  
Table 3.2. Relevant attributes of study sites 
Location Site-1 Site-2 Site-3 Site-4 Site-5 























































s (m bgs) 
0.15, 0.61, 
1.22, 1.83, 







0.3, 0.61, 1.22, 
2.44, 3.66, 6.1, 
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1.67 1.67 1.75 0.35 0.33 
 
Based on prior site investigations and studies, the thermal conductivity and heat capacity 
of unsaturated and saturated areas in all the study sites are assumed 0.96 (W/m/K), 1.57 
(MJ/m3/K), 1.46 (W/m/K), and 2.51 (MJ/m3/K), respectively (Stockwell, 2015). The sediment 
density in the study sites is 2.65 (gr/cm3). The heat of full oxidation of decane (6791 kJ/mol 
(Stockwell, 2015)) is used to convert NSZD energy into estimates of LNAPL depletion rates. 
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3.5.    Results 
3.5.1.    Confirmation of Solution and Algorithm 
Numerical Model Test - Figure 3.5 presents imposed and predicted values of 𝑞𝑠 and 𝑞𝑠𝑠 
for a 50-day computational test period. Predicted values are based on the single stick method.  A 
statistical analysis of imposed and predicted values is provided in Table 3.3. Favorable 
agreement between imposed and temperature-derived 𝑞𝑠 and 𝑞𝑠𝑠 values supports the validity of 
the single stick analytical solution and the computational algorithm. 
 
Figure 3.5. a) Prescribed values (black circles) and predicted values (red line) of 𝒒𝒔, b) 
prescribed values (black squares) and predicted values (red line) of 𝒒𝒔𝒔 
 
Table 3.3. Statistical evaluation of the performance of the single stick model 
                   Variables 
Statistic 
Surface heat source Subsurface heat source 
RMSE 0.021 0.700 
R2 1.000 0.952 
NSE 1.000 0.944 
d 0.999 0.896 
PE -0.612 0.017 
μ -0.036 -0.001 
σ 0.021 0.704 
 
Comparison of observed and predicted temperature profiles - Figure 3.6 presents 
measured subsurface versus predicted subsurface temperature at Site-1 at three-month intervals 








































obtained using the single stick method applied to Equation (3.9) and temporal best estimates of 
the position of the subsurface heat source. Table 3.4 provides a statistical analysis of agreement 
between simulated temperatures by the single stick method and the measured field temperature 
data from 0.15 and 1.83 m (bgs) for a 639-day period. 
 
Figure 3.6. Measured subsurface temperature profile (squares) in a LNAPL-impacted 
location at Site-1 and simulated subsurface temperatures (solid line) from the single stick 
algorithm 
 
Table 3.4. Statistical evaluation of the agreement between measured and simulated 
temperature data by the single stick algorithm 
                   Variables 
Statistic 
Subsurface temperature 
0.15 (m) 1.83 (m) 
RMSE 0.003 0.006 
R2 1.000 1.000 
NSE 1.000 1.000 
d 0.999 0.998 
PE 0.000 0.001 
μ 0.004 0.006 
σ 0.000 0.000 
 
Triplicate Test - Table 3.5 presents tabulated NSZD rates from three monitoring sticks at 
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triangle and, as such, they are considered to be a triplicate data set from a single location. Table 
3.5 indicates the NSZD rates from the single stick method range from 24300 to 27100 L/ha/year 
with a coefficient of variation equal to 6%. In comparison, the coefficient of variation associated 
with a CO2 trap triplicate test, reported in McCoy et al. (2015), is 200% greater than the 
coefficient from the single stick method. 
Table 3.5. Triplicate NSZD rates from CO2 trap and the single stick method for a 42-day 
period 
Area NSZD (L/Ha/year) 
CO2 Trap single stick 
LNAPL (Triplicate 1 of 3) 90900 25300 
LNAPL (Triplicate 2 of 3) 130000 24300 
LNAPL (Triplicate 3 of 3) 120000 27100 
Average ± Standard deviation 113600 ± 20300 25600 ± 1420 
 
3.5.2.    NSZD Rate 
Comparisons of Single Stick and Background-Correction Methods - Figure 3.7 
presents NSZD rates for the three sites using background-corrected and single stick methods. In 
general, all methods are in agreement within an order of magnitude.  On average, estimated 
NSZD rates at LNAPL-impacted locations using background-correction methods advanced by 
Sale et al. (2015), Warren et al. (2015), and Karimi et al (2018), are respectively 11% and 44% 
lower and 155% greater than NSZD rates obtained using the single stick method.  On average, 
estimated NSZD rates at background locations using Sale et al. (2015), Warren et al. (2015) and 
Karimi et al. (2017) are 4700, 3700, and 19000 L/ha/year greater than the ideal value of zero 
liters per hectare per year.  In contrast, the average NSZD rate at background locations obtained 
using the single stick method is 1900 L/ha/year.  It is plausible that the low single stick value of 
1900 L/ha/year is due to the heat associated with natural attenuation of dissolved-phase 




















































































NSZD Rate at a LNAPL-Impacted Location in a Site with No Background Location 
– Figure 3.8 presents average monthly NSZD rates based on daily values derived by the single 
stick method for an LNAPL location at Site-5. Average NSZD loss rate over a 100-day study 
period for this site is 13,000 L/ha/year. Due to the absence of a representative LNAPL-impacted 
location with no LNAPL (i.e., a background location), the single stick method is the only 
approach applicable for estimation of NSZD rate in this location. 
 
Figure 3.8. Average monthly NSZD rates by the single stick method in an LNAPL-
impacted area at Site-5 
 
Negative Rates - Figure 3.9 illustrates the site-wide monthly average of NSZD rates from 
the single stick method for Site-3 based on daily values. The periodic behavior of NSZD rates 
indicates the apparent NSZD rate increase during warmer/dryer seasons and decrease through the 
cooler/wetter seasons. The monthly average of NSZD rates demonstrates apparent negative 
values of NSZD rates for October 2017 to February 2018, when the monthly average water 
content in shallow soil and evapotranspiration (ET) approached their maximum and minimum 
values, respectively (Figure 3.9). The water content and evapotranspiration data were obtained 
from Giovanni online data system, developed and maintained by the NASA GES DISC (Xia et 



























Figure 3.9. Average of evapotranspiration, shallow soil moisture, and site-wide monthly 
average of NSZD rates calculated by the single stick method in Site-3 
 
3.6.    Discussions 
3.6.1.    Confirmation of Solution and Algorithm 
Three lines of evidence were considered to evaluate the validity of the single stick 
method and supporting computational algorithms. Collectively, close agreement is seen between 
1) estimated and numerically synthesized 𝑞𝑠 and 𝑞𝑠𝑠 values, 2) observed and modeled subsurface 
temperature profiles, and 3) NSZD rates at three co-located sticks.  Based on the three analyses, 
it seems likely that the single stick method (including underpinning assumptions), mathematical 
formulations, and computational algorithms, are largely valid. Perhaps the most compelling 
argument for validity is that, absent accurate estimates of 𝑞𝑠 and 𝑞𝑠𝑠, it seems improbable that 
the close agreement between modeled and observed subsurface temperatures in Figure 3.6 and 










































NSZD Soil Moisture Bubble size = Evapotranspiration
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3.6.2.    NSZD Rate 
Development of the single stick method was motivated by concerns regarding 
occasionally 1) implausible NSZD rates in areas where there is no LNAPL, 2) negative NSZD 
rates, and/or 3) improbably large NSZD rates in areas with LNAPL.   The ability of the single 
stick method to address these concerns is explored in the following discussion. 
With respect to implausible NSZD rates in areas where there is no LNAPL, continuous 
cryogenically collected core (following the methods of Kiaalhosseni et al. (2017)) was collected 
at the background location in Site-1.  No LNAPL and mg/L dissolved-phase hydrocarbon 
concentrations in groundwater were observed at the background location in Site-1.   Based on 
Figure 3.7, temperature-based estimates of annual average NSZD rates for the background 
location in Site-1 are 4,700, 9,400, 9,400, and 46,000 liter per hectare per year using the single 
stick method, Sale et al. (2015), Warren et al. (2015), and Karimi et al (2018), respectively. 
Although the lowest NSZD rate at the background location in Site-1 resulted from the single 
stick method, the rates from both background-correction and single stick methods at this location 
are apparently high. The high apparent NSZD rates at background location in Site-1 can be 
explained by: 1) produced warm water in the subsurface due to different processes occurring in 
an active refinery, 2) the heat produced through natural attenuation of dissolved-phase petroleum 
compounds in groundwater, and 3) insufficient subsurface temperature data.  
Figure 3.10 presents the average of predicted NSZD rates from all background locations 
in Site 1, 2, and 3. The data indicate that estimated average NSZD rate by the single stick method 
is 55%, 106%, and 750% lower than NSZD rates obtained using Warren et al. (2015), Sale et al. 
(2015), and Karimi et al. (2018), respectively. Our hypothesis is that the lower, more plausible, 
NSZD results at background locations using the single stick method are attributed to elimination 
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of background corrections that can be flawed in space and/or time.  Overall, an ability to achieve 
low NSZD rates at locations where LNAPL is absent suggests that the single stick method is 
more accurate than background-correction methods. 
 
Figure 3.10. Average of NSZD rates calculated by the single stick method and background 
correction method for all background locations. 
 
With respect to negative NSZD rates, negative rates have been a chronic concern with 
temperature-based estimates of NSZD rates. A primary hypothesis for negative NSZD rates has 
been flawed background correction, wherein surface heating and cooling at background locations 
are occasionally significantly different than surface heating and cooling at impacted locations.  
The method of Karimi et al. (2018) addresses negative NSZD rates by treating them as zero rates 
based on implausibility. The methods of Sale et al. (2015) and Warren et al. (2015) include 
negative NSZD rates in averaged rates.  Inclusion of negative rates can be justified based on an 
assumed normal distribution of errors in the estimated NSZD rates. 
Unfortunately, per Figure 3.9, the single stick method elimination of the background 











additional hypothetical explanation for negative NSZD rates.  Based on Table 3.1, NSZD 
consists of two reactions.  First, methanogenesis is an endothermic reaction that occurs primarily 
in the LNAPL zone.  Second, methane is oxidized above the LNAPL zones via an exothermic 
reaction occurring at an interface where oxygen encounters methane. An argument can be 
advanced that sites and/or times with negative NSZD rates correlate to shallow soil with high 
water content, including frozen ground that precludes oxygen entry into the subsurface (Figure 
3.9).  Exclusion of oxygen could lead to methanogenesis being the primary reaction and 
endothermic cooling producing apparent negative NSZD rates. Support for the hypothesis of 
endothermic cooling can be found in ongoing methanogenic laboratory column studies where the 
column soils are consistently 0.2 to 0.6 °C cooler than room temperatures.  Given endothermic 
cooling, negative rates are not a basis for invalidating temperature-based NSZD rates, and 
negative rates should be included in cumulative estimates of NSZD rates.  Further work is 
needed to fully resolve the basis for apparent negative NSZD rates obtained from temperature 
data and the implications of negative rates with respect to the accuracy of temperature-based 
estimates of NSZD rates. 
With respect to large NSZD rates in areas with LNAPL, mean values from all data sets 
are 21,500, 4,700, 7,500, and 8,400 L/ha/year, using the methods of Karimi et al. (2018), Warren 
et al. (2015), Sale et al. (2015),  and single stick, respectively. The highest values coming from 
the methods of Karimi et al (2018) is attributed to exclusion of negative rates, as described in the 
preceding paragraph. On average, the remaining three approaches provide lower and similar 
results.  Unfortunately, variation between high and low values as large as a factor of -4.4 to 18.5 
(Figure 3.7) at individual locations for the same time period indicate that the methods of Sale et 
al. (2015), Warren et al. (2015), and single stick are not equivalent. Based on technical rigor, 
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including elimination of background correction errors, an argument can be advanced that the 
single stick method is likely to provide the best estimates of NSZD rates. 
Unfortunately, technical rigor alone is an insufficient basis for resolving which method 
provides the best estimates of NSZD rates.  Currently, work is ongoing to collect and analyze 
cryogenic core at benchmark locations at all of the sites considered in this study.  Observed 
changes in subsurface LNAPL concentration over time (e.g., 3 to 5 years) will be used to 
independently verify NSZD rates and further resolve the merits of available methods for 
transforming temperature data into NSZD rates. 
3.6.3.    Merits-Limitation of the Single Stick Method 
As stated in the introduction, a primary objective of the paper is to resolve merits-
limitation of the single stick method with respect to other temperature-based methods of 
estimating NSZD rates.   To the positive, eliminating a need for background temperature is 
valuable.  Background correction requires additional data collection at a sufficient number of 
locations to capture surface heating and cooling at impacted locations. Furthermore, at many 
sites, finding representative background locations is difficult or infeasible.  In addition, 
eliminating background corrections eliminates the errors that are inherent with imperfect 
background correction.  Lastly, an ability to provide lower (near zero) estimates of NSZD rates 
in areas where there is no LNAPL is a positive. Arguably, methods that predict higher NSZD 
rates where LNAPL is absent are less valid than methods that yield lower NSZD rates where 
LNAPL is absent. 
To the negative, the single stick method is computationally complex as compared to the 
methods of Sale et al. (2015) and Warren et al. (2015).  Currently, the single stick code requires 
access to MATLAB®, and the single stick code is not publically available. Given the ambiguity 
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as to the merits of the single stick method versus background correction methods, it is difficult to 
argue that the benefits of the single stick method outweigh the costs of more complicated single 
stick computational methods. To resolve access to the single stick method, efforts are ongoing to 
move collected data and the single stick code to a cloud-based computing space where it will be 
combined with soil redox, water level, and climate data to provide a comprehensive sensor-based 
data set for monitoring subsurface conditions. 
3.7.    Conclusion 
Herein, a novel single stick computational approach is advanced for transforming 
subsurface temperature data from LNAPL zones into NSZD rates.  Reliance on temperature data 
to resolve NSZD rates has the advantage over gas fluxes methods of providing continuous NSZD 
rates in potentially dynamic systems where sparse temporal data can be poor indictors of average 
rates. Also, the single stick method has the advantage over other thermal methods of not 
requiring background temperature data to resolve heat associated with NSZD. The benefits of 
eliminating background correction are two-fold, including eliminating 1) the need for collecting 
background data and 2) the errors that can be inherent to background-correction approaches. 
Arguments supporting the validity of the single stick method include its strong 
foundation in first principles, favorable results from computational tests that show close 
agreement between imposed and predicted heating fluxes, favorable agreement between 
observed and predicted subsurface temperatures, and lower NSZD rates at background locations.   
While the merits of the single stick method can be advanced, it is difficult to argue that the single 
stick method is clearly the best approach to obtaining NSZD rates.  Certainly, the computational 
methods for temperature data of Sale et al. (2015) and Warren et al. (2015) are computationally 
more practical and, in the big picture, tell a similar story of NSZD rates of 1000s to 10000s of 
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L/ha/year.  Also noteworthy, following arguments advanced in Cohen (2013), there is a tendency 
for averaged NSZD rates to move to similar values, using the methods described in this paper, as 
the number of measured values gets large. 
Much work is ongoing to further resolve the accuracy of estimated NSZD rates and 
processes. These developments include using cryogenic coring methods to independently 
validate measured NSZD rates.  Unfortunately, it will take time for NSZD to deplete enough 
LNAPL for accurate quantification of NSZD rates using cryogenic coring methods.  On another 
path, nascent efforts are ongoing to combine soil oxidation reduction potential (SORP) data 
(Burge, 2018) and water-level data with temperature data.  Synergistically, in a world of big 
data; artificial intelligence; and machine learning, interdependencies of SORP, water-level, and 
temperature data are leading to a better understanding of NSZD processes and the appropriate 
niche for NSZD in managing LNAPL sites. 
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CHAPTER 4.  




4.1.    Chapter Synopsis 
Soil thermal conductivity is an essential parameters in subsurface heat transfer models 
including methods for calculating natural source zone depletion (NSZD) rates at petroleum 
hydrocarbon sites. This chapter proposes new Internet of Things (IoT) equipment and a 
computational method for measuring real-time, in-situ thermal conductivity of soil. An 
experiment was conducted at a field site with different soil textures with depth. The results 
indicate that thermal conductivity is strongly influenced by soil water content and soil particle 
size. The greatest values of thermal conductivity were measured in the saturated soil containing 
gravelly sand with quartz, while the smallest values were associated with unsaturated soil 
including silt and clay. The agreement between thermal conductivities derived from this 
experiment and prior studies supports the validity of the IoT device and the computational 
method. Overall, this newly-developed approach for estimating in-situ thermal conductivity 
values offers the potential for better data at lower cost as compared to conventional methods. 
4.2.    Introduction 
Knowledge of the thermal properties of soils is significant for determination of heat flow 
and modeling heat transport in subsurface media. Determination of in-situ thermal conductivity 
has been well studied because of considerable applications in geophysics (Jolivet and Vasseur, 
1982; Kristiansen, 1982), super-deep drill hole studies (Burkhardt et al., 1990, 1995), geothermal 
energy exploration (Behrens et al., 1980; Mussmann and Kessels, 1980), ground heat exchangers 
researches, and nuclear waste disposal, as well as other studies in different types of industrial 
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waste materials with thermal relevance or heat generation (Chan and Jeffrey, 1983; Tan and 
Ritchie, 1997; Askarani et al., 2016; Ghazizadeh et al., 2018; Ghazizadeh et al., 2019). In 
addition, ground thermal conductivity is a crucial parameter for assessing NSZD rates using 
subsurface temperatures, since all available methods for transforming temperature data to NSZD 
rates rely on Fourier’s law (Karimi et al., 2018). 
One of the simplest ways to determine in-situ thermal conductivity that can reduce 
measurement error is to insert a needle sensor into a sample of a solid or porous material to 
measure the temperature increase in response to an input heat with controlled rate along the 
probe (Choudary, 1976; Komle, 2011; Knight et al., 2016). This idea was first introduced by 
Schleiremachen in 1833 and was developed to the point of being practical in the 1950’s (Austin, 
1995). The primary analytical direct models used to calculate thermal properties by evaluating 
thermal-response data are line-source (Mogensen, 1983) and cylinder-source (Ingersoll, 1954) 
approaches (Bristow et al., 1994; Różański et al., 2013).  
In-situ measurement of thermal conductivity has some advantages over laboratory 
assessment, such as the ability to measure thermal properties in the prevailing ambient condition 
and thereby helping to evaluate thermal conductivity of heterogeneous soil without the need for 
core drilling (Kukkonen, 1999). However, some limitations associated with the probes and 
setups used for measuring in-situ thermal properties include: difficulties with fabrication and 
installation, long-term test time, mechanical weakness of probes, measurement error associated 
with less favorable length to diameter ratios, instantaneous measurement, and cost. 
4.3.    Research Objective 
The central objective of this chapter is to introduce cost-effective IoT equipment and a 
simple computational method that resolves real-time, in-situ thermal conductivity of soil profiles. 
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The approach addresses the primary limitations of conventional techniques (e.g., laboratory 
studies) for measuring in-situ thermal conductivity of soil. 
4.4.    Methods 
This section describes the equipment, derived computational model, and the study site 
where the in-situ thermal conductivity of soil profile has been calculated. 
4.4.1.    Equipment 
A vertical string of digital temperature sensors referred to as “sticks” were used to 
acquire subsurface temperature. The use of digital temperature sensors (DS18B20, Adafruit 
Industries, NY) with +/- 0.5 oC accuracy allows for the implementation of large number of 
sensors (10 - 100) on a single cable of three wires, as compared to traditional thermocouples. As 
shown in Figure 4.1, the temperature sensors are soldered on custom carrier printed circuit 
boards (PCBs) and to specific wire lengths with a custom 3D-printed plug attached. In a 3/8-inch 
SCH40 clear PVC tube containing the sensors, each sensor is potted in clear epoxy (3MTM 
Scotch-WeldTM Epoxy Potting Compound/Adhesive DP270; at 43 oC on 0.006 m samples 
K=17.7 W/m/K), to protect the electronics from the outside environment and permanently hold 
the sensor in place. A heating strip (heat trace wire) is attached to the outside of the PVC stick 
with zip-ties to secure it in place during installation. The heating element is a 7.3 m long strip 
with an output of 33 W/m and a maximum temperature of 149 °C (Arctic Trace®, du Alaska 
Incorporated, Anchorage, Alaska). The heat trace wire can be powered remotely by a 120V 




Figure 4.1. Scheme of a sensor in a stick with attached heating strip 
 
The sensors are connected to a cellular micro-controller (Particle Electron), running on a 
3.7V 4400mAh lithium-ion battery (Adafruit Industries, NY), that is charged through a solar 
charger (Adafruit Industries, NY) powered by a 2W 6V solar panel (Voltaic Systems, Brooklyn, 
NY) (Figure 4.2). The monitoring system reads temperature data every five minutes and sends 
the data over a cellular network to an online database for storage, analysis, and visualization. The 
cellular micro-controller, solar charger, and battery are housed inside a NEMA4 weatherproof 
enclosure (Nema Enclosures, Houston, TX). The solar panel is mounted directly on top of the 
enclosure.  
 
Figure 4.2. Data acquisition system 
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Laboratory studies were conducted to test the uniformity of digital temperature sensors. 
In this laboratory test, each digital temperature sensor was submerged in a 10-inch PVC pipe, 
with a pump constantly circulating water for a 24-hour period. The actual sensors used in the 
thermal monitoring stick fell within ± 0.15 °C of the group mean temperature. 
4.4.2.    Temperature Data Collection 
The stick was installed in soil below an asphalt access road, as shown in Figure 4.3. The 
stick consists of 18 digital temperature sensors at 0.15, 0.30, 0.61, 0.91, 1.22, 1.83, 2.44, 3.05, 
3.66, 4.27, 4.88, 5.49, 6.10, 6.71, 7.32, 7.92, 8.53, and 9.14 m below ground surface (bgs). The 
stick was installed in a 0.21 m diameter borehole completed using hollow stem auger. The 
annular space between the borehole and the formation was backfilled with medium sand and a 
bentonite seal was placed at the surface. The weatherproof enclosure was mounted to a 1.23 m 
fencepost in the roadside. Collection of temperature data at the site began on August 1, 2018. 
The heating strip was powered on for about 100 minutes and then shut off. 
 
Figure 4.3. Study site with location of temperature monitoring stick 
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4.4.3.    Computational Model 
In the following section, the solution of heat conduction equation for axisymmetric 
configurations that supports estimation of thermal conductivity is explained. 
The heat conduction equation in a solid body with homogenous structure is described by: 
𝜕2𝑇𝜕𝑥2 + 𝜕2𝑇𝜕𝑦2 + 𝜕2𝑇𝜕𝑧2 = 1𝜅 𝜕𝑇𝜕𝑡   (4.1) 
where 𝑇 is temperature at position (𝑥, 𝑦, 𝑧) and time 𝑡, and 𝜅 is thermal diffusivity (m/s2).  
Following Carslaw and Jaeger (1959), the temperature in a three-dimensional space at 
any position and time in response to an instantaneous point source of heat at (?́?, ?́?, ?́?) is derived 
as a solution of Equation (4.1) by: 𝑇(𝑥, 𝑦, 𝑧, 𝑡) = 𝑇0 + 𝑆𝑝𝑜𝑖𝑛𝑡8(𝜋𝜅𝑡)3 2⁄ exp (− (𝑥−?́?)2+(𝑦−?́?)2+(𝑧−?́?)24𝜅𝑡 )  (4.2) 
where  𝑇0 is the temperature of the medium before the release of the heat pulse, and 𝑆𝑝𝑜𝑖𝑛𝑡 is the 
instantaneous point source strength (θL3). 
Integration of Equation (4.2) over 𝑧 can describe the temperature distribution caused by 
an instantaneous line heat source along z-axis in a medium as: 𝑇(𝑟, 𝑡) = 𝑇0 + 𝑆𝑙𝑖𝑛𝑒4𝜋𝜅𝑡 exp (− 𝑟24𝜅𝑡)  (4.3) 
where  𝑟 is the radial distance of a point from the line source (𝑟 = √(𝑥 − ?́?)2 + (𝑦 − ?́?)2), and 𝑆𝑙𝑖𝑛𝑒 is instantaneous line source strength (θL2). If the line source releases constant heat from t=0 
to t=t, by integrating Equation (4.3) over the time interval, the temperature distribution is 
expressed as: 
𝑇(𝑟, 𝑡) = 𝑇0 − 𝑄4𝜋𝐾 𝐸𝑖 (− 𝑟24𝜅𝑡)  (4.4) 
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where 𝑄 is the rate of heat emission from the line source per unit length (ML/T3), and −𝐸 𝑖 (− 𝑟24𝜅𝑡) = −𝛾 − ln( 𝑟24𝜅𝑡). 𝛾 is Euler’s constant, which is equal to 0.577216. Thus, Equation 
(4.4) can be written as: 𝑇(𝑟, 𝑡) − 𝑇0 = 𝑄4𝜋𝐾 (− ln 𝑟24𝜅𝑡 − 0.5772)  (4.5) 
The temperature increase (𝑠(𝑡) = 𝑇(𝑟, 𝑡) − 𝑇0) in response to the heat released from a 
line source can be approximated by the Cooper-Jacob method (1946) as: 𝑠(𝑡) = 2.3𝑄4𝜋𝐾 log(2.25𝜅𝑡𝑟2 )  (4.6) 
Finally, the residual temperature after turning off the heat source is expressed by: ?́?(𝑡) = 2.3𝑄4𝜋𝐾 log (𝑡𝑡 )  (4.7) 
where ?́? is the time after the release of heat is stopped.  
The gradient of semi-log of ?́? versus 𝑡 ?́?⁄  is equal to 2.3𝑄4𝜋𝐾. As a result, thermal conductivity 
can be determined by measuring temperature decay in a medium after the release of heat from a 
line source when the rate of 𝑄 is zero. 
Note that the above solution is valid for the evaluation of thermal conductivity in a 
thermal response test if the following assumptions are fulfilled: 
1. Conduction is the only mechanism governing the heat transfer in the ground. 
2. Convective heat transfer is negligible. 
3. The flow of heat is symmetric in the radial direction perpendicular to the line source. 
4. Conductive heat transfer in the vertical direction is negligible. 
5. The ratio of length to radius of heat trace wire is large enough to represent an infinite line 
source. 
6. Heat is released with a constant rate along the line source. 
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7. The backfilled annular space between stick and soil profile is negligible.  
4.4.4.    Study Site 
The study site is a former refinery located within the Missouri River basin along the 
south shore of the Missouri River in the central United States, as illustrated in Figure 4.3. 
Analysis of collected core using cryogenic technique (Kiaalhosseini et al., 2016) demonstrates 
that the vadose zone is comprised of primarily clayey silt to silty clay, underlying silts and clay 
with occasional sands, and some gravel advancing to the saturated zone with occasional 
interbedded sands and gravels. Groundwater flows to the east and discharges to a local creek. 
Based on the site-specific hydraulic conductivity, porosity, and horizontal gradients, the 
estimated average horizontal groundwater flow velocity ranges from 0.006 to 0.017 (m/d). 
4.5.    Results and Discussion 
4.5.1.    Temperature Data 
Figure 4.4 shows measured temperature data from multiple positions in the subsurface in 
response to turning the heat trace wire on and off. Subsurface temperature increased in the 
heating period. Right after the heat release terminated, temperature decay began. As illustrated in 
Figure 4.4, no change in subsurface temperatures exists in the depths below the heating strip (i.e., 
7.92, 8.53, and 9.14 m (bgs)), supporting the validity of assumption that conduction of heat in the 
vertical direction is negligible. The significant difference between temperature responses at 1.75, 
2.36, and 2.97 m (bgs) reflect differences in water content, entrapped air, and soil texture 




Figure 4.4. Measured subsurface temperatures at multiple positions during and after 
heating test 
 
4.5.2.    Heating and Cooling Period 
The change in subsurface temperatures during and after the heating test is identical to the 
drawdown and recovery curve versus time in an aquifer test where water levels are measured at 
the well, as shown in Figure 4.5a. To use the temperature responses measured during the 
injection and dissipation of heat in the Cooper-Jacob method, the temperature decay curve in a 
semi-log scale for each position is required. Figure 4.5b indicates the semi-log of residual 
temperature versus (𝑡 ?́?⁄ ) at 0.61 m (bgs). The plots related to other depths are provided in 
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Figure 4.5. a) Change in subsurface temperature through the heating and dissipation of 
heat at 0.61 m (bgs) and b) semi-log of residual temperature versus (𝒕 ?́?⁄ ) at 0.61 m (bgs) 
 
4.5.3.    Thermal Conductivity 
Substituting the gradient of linear regression over the linear part of ?́? versus 𝑡 ?́?⁄  (Figure 
4.5b) in Equation (4.7), at any depth where the temperature is measured, yields in-situ thermal 
conductivity of soil profile, as shown in Figure 4.6. In the upper 1.83 m of the soil profile 
containing silt and clay with low plasticity (CL and ML), thermal conductivity ranges from 1.7 
to 2.8 (W/m/C). Although the expected values of thermal conductivity for dry fine-grain soils are 
lower than calculated values by an order of magnitude, the soil water content can affect this 
difference. Increasing water content replaces the poor contact between dry soil particles due to 
filled pores with air (Kair = 0.023 W/m/C) with highly conductive water bridges (Kwater = 0.58 
W/m/C) (Nikoforova et al., 2013).  As shown in Figure 4.6, thermal conductivity of the middle 
part of the soil profile (2.44 to 4.27 m (bgs)) is 0.79 (W/m/C) on average, which is in agreement 
with the derived values from previous studies for fine-grain soils with the water content around 
25% (Tarnawski et al, 2015; Fricke et al., 1997; Kersten et al., 1949). As illustrated in Figure 
4.6, in the middle part of the soil profile the soil moisture obtained using cryogenic cores is 












































Figure 4.6. In-situ thermal conductivity of the soil profile 
 
Figure 4.6 illustrates the highest values of thermal conductivity were obtained in the 
saturated area containing coarse-grain soils. The highest values of thermal conductivity in the 
saturated area can be explained by the fact that as the grain size increases, less particles are 
necessary for the same porosity leading to less thermal contact resistance. Moreover, 
investigation of cryogenic cores collected from this location shows the presence of quartz (K= 
7.7 W/m/C) in the saturated soils, making the thermal conductivity higher (Tarnawski, 2015).   
In addition to derived thermal conductivities using temperature responses in cooling 
period (i.e., residual temperature), following ASTM D5334-05 thermal conductivity of soil 
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profile was calculated using the temperature responses in heating period substituted in Equation 
(4.7) as shown in Figure 4.6. A 0.66% difference between the averages of calculated thermal 
conductivities obtained based on temperature responses in heating and cooling cycles supports 
the accuracy of the calculations.     
4.6.    Conclusion 
New hardware and a computational method were tested in a field site to determine in-situ 
thermal conductivity. The obtained thermal conductivity profile shows the main factors 
controlling thermal conductivity are soil texture and water content. The agreement between the 
measured thermal conductivities in the field site and the values from previous studies supports 
the validity of the equipment and model used for this research. In comparison to conventional 
devices and techniques, this IoT-based device offers benefits in terms of lower cost, remote data-
acquisition, and real-time measurement. Furthermore, this IoT device suggests taking advantage 
of automatically triggering the heating events throughout a year to observe temporal variation in 
thermal conductivity.     
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This chapter provides a summary of the preceding chapters. First, the major findings of 
this Ph.D. research are stated. Second, suggestions for future work are presented. 
5.1.    Major Findings 
Natural depletion of petroleum hydrocarbon in the subsurface has emerged as a viable 
and cost-effective remedy for mature LNAPL releases (Sale et al., 2018). Given this, 
quantification of NSZD rates at petroleum hydrocarbon sites is essential for LNAPL risk 
management and remediation decision making. The NSZD rates quantified by the methods 
relying on measuring the consumption of O2 or generation of CO2 through NSZD process are 
limited to the finite period of gas flux measurement and are significantly influenced by 
temporally variable environmental factors. An alternative approach to address this issue is to 
quantify NSZD rates by converting the subsurface temperature data to NSZD rates. All current 
methods for transforming temperature data into NSZD rates rely on background correction of 
temperature data to separate the heat associated with NSZD process. 
Background-correction methods used for transforming the NSZD-related heat to rates 
have drawbacks and limitations including 1) incomplete energy balance 2) ignoring the effect of 
water table fluctuation, and 3) linear projection of temperature data. To overcome these 
limitations and flaws, a new regression-based algorithm was developed. Running this algorithm 
using 42 million temperature measurements provides not only accurate NSZD rates but also 
insights from long-term temporal variability in the NSZD rates. The agreement between the 
NSZD rates from the regression-based algorithm and the CO2 trap method supports the validity 
81 
 
of this computational method. Based on the derived empirical correlation, rising the water table 
pushes more CH4 from saturated area to vadose zone leading to producing more NSZD-related 
heat, while increasing the water content at shallow soil causes a reduction in apparent NSZD 
rates due to constraining the inward diffusing O2 from atmosphere to subsurface. More 
importantly, thermal NSZD rates offer some advantages compared to the rates from CO2 trap 
method, including real time NSZD, lower cost, and sustainability.  
Although the regression-based algorithm provides a more rigorous computational method 
for converting temperature data to NSZD rates based on background correction, the background-
correction method still calculates over-/under-estimated NSZD rates due to an imperfect 
background location. A new computational method is presented in Chapter 3 to eliminate the 
need for background correction for transforming temperature data to NSZD rates. The validity of 
this method is supported by three different tests. In the first test, the agreement of results from a 
numerical model and the single stick model validated the performance of the single stick method 
for estimation of surface and subsurface heat sources. The second test indicated the ability of the 
single stick method in simulation of subsurface temperatures. The third test presented that 
estimations of NSZD rates by the single stick method are less sensitive to spatial variation 
compared to the rates obtained by CO2 trap methods. Comparison of NSZD rates from 
background-correction and single stick methods at background locations demonstrated that the 
single stick method yields the lowest rates at these locations with no LNAPL. In general, per the 
comparisons and tests carried out, it seems the single stick method can be considered as a 
preferred method for transforming temperature data to NSZD rates. 
Thermal conductivity is a key input parameters in all published and introduced 
computational methods in this dissertation used for estimation of NSZD rates by subsurface 
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temperatures. A new integrated hardware and computational method for measuring real-time, in-
situ thermal conductivity of soil profile is presented in Chapter 4. The agreement between 
thermal conductivities and the values from previous studies suggest the validity of this new 
instrument and computational model. This IoT-based measurement hardware overcomes the 
disadvantages of conventional approaches for measuring in-situ thermal conductivities, including 
cost, difficulties with installation and running the instruments, uncertainties associated with 
measuring instruments, and short-term measurement.  
5.2.    Future Work 
     The results described here suggest that the single stick method is a promising 
computational method for transforming temperature data to real-time NSZD rates. However, 
plenty of opportunities and interesting questions remain for future research. Briefly, here are 
some future directions. 
Optimization Algorithm. Optimization approach is one of the most rigorous methods 
for solving non-linear equations. A work is in progress to solve the derived equation of the single 
stick method using optimization approaches. In addition, such an algorithm could help to 
understand how many measuring point in the subsurface are required to quantify NSZD rates by 
the single stick method. 
Negative NSZD Rates. Although the thermodynamic calculations in Chapter 3 show the 
negative NSZD rates could be due to endothermic methanogenic process, this hypothesis needs 
to be validated by a laboratory study. A preliminary laboratory study is in progress to evaluate 
this phenomenon.    
Sensitivity Analysis. There are plenty of uncertainties associated with input parameters 
of the computational methods used for quantifying NSZD rates and the instruments used for 
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measuring subsurface temperature data. All these uncertainties can cause over or under 
estimation of NSZD rates. Therefore, a work is in progress to evaluate the sensitivity of NSZD 
rates to these source of uncertainties using the Monte Carlo technique. 
Artificial Intelligence. In addition to temperature, oxidation reduction potential and 
water level are the primary parameters to characterize/monitor contaminated water, soils, and 
sediment. Many employed durable sensors have been streaming large multiple parameter data 
sets to cloud-based data storage. AI should be used to: 1) predict the rate of natural depletion, 2) 
find the correlation between NSZD rate and redox, and 3) detect new releases of contaminants. 
   Temporal Variability in Thermal Conductivity.  The influence of different factors 
on thermal conductivity of soils has been well studied on a laboratory scale. However, 
difficulties with fabrication and installation, long-term test time, and cost prevented to 
investigate the temporal variation in thermal conductivity of soils under ambient situation. Using 
the IoT instrument, scheduled heating events throughout a one-year period can be triggered 
remotely to provide real-time, in-situ thermal conductivity of a soil profile that evaluates the 
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SUPPORTING INFORMATION FOR THERMODYNAMIC CALCULATION 
























Table A-1. Free energy and enthalpy of formation for reaction components 
Species State ∆𝑮𝒇 (kJ/mol) ∆𝑯𝒇 (kJ/mol) Source 𝑪𝟏𝟎𝑯𝟐𝟐 aq 54.34 -296.97 Plyasunov and Shock 
(2000) 𝑯𝟐𝑶 l -237.14 -285.83 Dean (1999) 𝑪𝑶𝟐 g -394.39 -393.51 Dean (1999) 𝑪𝑯𝟒 g -50.5 -74.6 Dean (1999) 𝑶𝟐 g 0 0 Standard 
 
l = liquid 
aq = aqueous 





SUPPORTING INFORMATION FOR CALCULATING IN SITU THERMAL 






Figure B-1. Change in subsurface temperature through the heating and dissipation of heat and 
residual temperature versus (𝒕 ?́?⁄ ) at 0.30 m (bgs) 
 
 
Figure B-2. Change in subsurface temperature through the heating and dissipation of heat and 
residual temperature versus (𝒕 ?́?⁄ ) at 0.91 m (bgs) 
 
 
Figure B-3. Change in subsurface temperature through the heating and dissipation of heat and 
























































































































Figure B-4. Change in subsurface temperature through the heating and dissipation of heat and 
residual temperature versus (𝒕 ?́?⁄ ) at 1.83 m (bgs) 
 
 
Figure B-5. Change in subsurface temperature through the heating and dissipation of heat and 
residual temperature versus (𝒕 ?́?⁄ ) at 2.44 m (bgs) 
 
 
Figure B-6. Change in subsurface temperature through the heating and dissipation of heat and 
















































































































Figure B-7. Change in subsurface temperature through the heating and dissipation of heat and 
residual temperature versus (𝒕 ?́?⁄ ) at 3.66 m (bgs) 
 
 
Figure B-8. Change in subsurface temperature through the heating and dissipation of heat and 
residual temperature versus (𝒕 ?́?⁄ ) at 4.27 m (bgs) 
 
 
Figure B-9. Change in subsurface temperature through the heating and dissipation of heat and 












































































































Figure B-10. Change in subsurface temperature through the heating and dissipation of heat and 
residual temperature versus (𝒕 ?́?⁄ ) at 5.49 m (bgs) 
 
 
Figure B-11. Change in subsurface temperature through the heating and dissipation of heat and 
residual temperature versus (𝒕 ?́?⁄ ) at 6.07 m (bgs) 
 
 
Figure B-12. Change in subsurface temperature through the heating and dissipation of heat and 
















































































































Figure B-13. Change in subsurface temperature through the heating and dissipation of heat and 
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