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Abstract
We describe a multi-scale approach to the problem of drawing undirected graphs “nicely”,
with the straight-line edge convention. In contrast to conventional global-dynamic algorithms,
we employ increasingly coarser-scale representations of the graph, together with a simple local
organization scheme, without imposing formal criteria on the quality of the picture at large. Our
algorithm can deal quite easily with very large graphs; some of our examples contain over 1000
vertices. ? 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
A large amount of work on the problem of graph layout has been carried out in recent
years, resulting in a number of sophisticated and powerful algorithms. An extensive
and detailed survey can be found in [4]. One of the most basic problems in this
area involves laying out arbitrary undirected graphs, with edges drawn as straight-line
segments. Our goal is to try to achieve as “nice” a drawing as possible.
A popular approach to this problem is the spring method, 6rst proposed by Eades [5],
which likens a graph to a mechanical collection of rings and connecting springs and
strives to achieve physical-like equilibrium. Notable work that followed [5] includes the
algorithms in [9] and [6]. Other important work in the spirit of 6erce-directed methods
is the barycenter method of [11].
In [3], we used a di;erent method, whereby simulated annealing was used to max-
imize a cost function that re<ects the aesthetic quality of the drawing. The criteria
that were incorporated into the cost function were: (i) distributing vertices away from
each other, (ii) keeping edges short, (iii) minimizing edge crossings, and (iv) keeping
vertices from coming too close to edges. The algorithm of [3] performs well on small
graphs, but becomes unsatisfactory when applied to graphs of over 30 vertices or so,
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especially with respect to minimizing edge crossings. Some of the planar graphs that
do not result in planar layouts are particularly annoying. In general, these limitations
apply to other algorithms too.
Later, in [8], we constructed a system that 6rst carried out a rather complex set
of preprocessing steps, designed to produce a topologically good, but not necessarily
nice-looking layout, and then subjected it to a downhill-only version of the simulated
annealing algorithm of [3]. The intermediate layout is planar for planar graphs, since
the 6rst step of the algorithm in [8] is to test for planarity, producing a planar layout
whenever possible. Planar graphs with around 50 vertices, for example, yield excellent
results. For 50-vertex graphs that can be made planar by extracting a small number
of edges, the results are still good, but for graphs that are far from planar the results
can still be worse than manually produced drawings, even for medium-sized inputs.
For larger graphs, the performance of the algorithm in [8] further decreases, a fact that
is true even for planar graphs, since although the layout will be planar, the downhill
annealing 6nds it increasingly diIcult to remove extreme distortions in the results of
the preprocessing stages.
In this paper, we approach the problem in quite a di;erent way. We do not impose
any formal criteria on the quality of the 6nal picture, nor do we liken the graph to
a physical system; in fact, we do not work on the graph globally at all. Instead, we
work locally, in a multi-level (or multi-scale) fashion; see, e.g., [1,2]. The algorithm,
described in Sections 3 and 4, incorporates a family of natural coarse-scale represen-
tations of the graph, together with a simple local organization scheme. In this respect,
our work can be viewed as an alternative to the traditional global=dynamic approach
that is often used, and which we discuss brie<y in Section 2.
The algorithm can deal quite easily with very large graphs, as illustrated in Sec-
tion 5, where we apply it to some 400-vertex and 1000-vertex graphs. It also seems
to implicitly suggest a di;erent notion of aesthetics for diagrammatic structures, which
we discuss brie<y in Section 6.
In more recent work (see [7]), the topological method we use here for coarsening
has been changed. Together with some additional improvements, this change makes
it possible to deal very easily and much faster with much larger graphs, containing
thousands of vertices. We provide one example of the results of that improvement
later.
2. The global=dynamic approach
Given a graph G=(V; E), with V ={v1; : : : ; vn}, asking for a “nice” drawing of G is
an ill-posed problem. Certain regularity can be achieved by reformulating the request as
a minimization problem, in the following way. Each vertex vi is identi6ed with a point
in the plane, ri = (r1i ; r
2
i ), and an edge (vi; vj) will be drawn as a straight line from ri
to rj. Based on the graph structure, one de6nes an energy functional (or cost function)
H ( Mr) = H (r1; r2; : : : ; rn), which is carefully designed to capture the interactions of the
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vertices and the edges in such a way that the most pleasant con6guration thereof assigns
H the minimum value. A global=dynamic graph drawing algorithm is then simply a
way of minimizing H and 6nding its minimum energy con6guration Mr∗.
A general approach to this search is the vertex-by-vertex minimization, or relax-
ation. At each step of the process, the position of only one vertex, say ri, is changed,
keeping the positions of all others 6xed. The new value of ri is chosen so as to reduce
H ( Mr) as much as possible. Repeating this step for all vertices is called a relaxation
sweep. By performing a suIciently long sequence of relaxation sweeps, one hopes to
be able to get as close to Mr∗ as one wishes. This minimization procedure, although
seemingly quite reasonable, is actually quite naive, and su;ers from the following
drawbacks:
• Slow convergence: In each relaxation, only a single vertex is allowed to move, while
all others are held 6xed. Thus, many relaxations might be needed to obtain a new
con6guration Mr globally di;erent from the initial con6guration Mr0. For graphs with
n vertices, convergence to a minimum can take (n2) sweeps.
• High sweep cost: The energy functionals in question often contain (n2) summands,
since they typically consider properties of each pair of vertex locations. This bounds
from below the cost of the calculations in each sweep. The cost, combined with the
convergence time, yields a total of (n4) operations.
• Convergence to local minima: Most kinds of minimization schemes, such as vertex-
by-vertex minimization, get easily trapped in local minima, thus failing to lead to
true minimal con6gurations. This phenomenon is especially severe when the energy
functional has a multitude of local minima and multi-scale attraction basins. In such
cases, simple stochastic minimization schemes, such as the simulated annealing of
[3], do not help either.
The algorithm we propose here does not utilize a cost function that purports to cap-
ture aesthetics in a quantitive way. Rather, we use a relatively simple procedure for
local organization of neighborhoods, but in a multi-scale fashion, with the scaling itself
constituting the subtle part of the algorithm.
3. Multi-scale representation and relaxation
We 6rst develop a notion of scale relevant to the graph drawing problem.
A natural strategy for drawing a graph nicely is to 6rst consider an abstraction,
disregarding some of the graph’s 6ne details. This abstraction is then drawn, yielding
a “rough” layout in which only the general structure is revealed. Then the details
are added back and the layout is corrected. To employ such a strategy it is crucial
that the abstraction retain essential features of the graph. Thus, one has to de6ne the
notion of coarse-scale representations of a graph, in which the combinatorial structure
is signi6cantly simpli6ed but features important for visualization are well preserved.
The drawing process will then “travel” between these representations, and introduce
multi-scale corrections.
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Assuming that we have already de6ned the multiple levels of coarsening, the general
structure of our strategy is as follows:
(1) Perform /ne-scale relocations of vertices that yield a locally organized con6gura-
tion.
(2) Perform coarse-scale relocations (through local relocations in the coarse represen-
tations), correcting global disorders not found in stage 1.
(3) Perform /ne-scale relocations that correct local disorders introduced by stage 2.
We now formalize the notion of multi-scale representations, and then devise a natural
family of relaxation schemes, determining the rules of interaction between scales. The
algorithm itself is presented in Section 4.
3.1. Multiple scales
Given a graph G = (V; E), we construct a sequence of graphs
G = G0 = (V0; E0); : : : ; Gk = (Vk; Ek);
where |Vi+1| = c|Vi|, for constant 0¡c¡ 1. The graph Gi+1 is derived from Gi by
edge contractions, which are de6ned later, in such a way that the set Vi+1 of vertices
of Gi+1 is the set {[u] | u ∈ Vi} of equivalence classes, or clusters, of the vertices of
Gi, by the relation that puts u and v into the same class [u] = [v] whenever (u; v) ∈ Ei
is a contracted edge.
The construction of Gi+1 from Gi is carried out iteratively: Taking Gi as the initial
graph G0 = Gi, in iteration l an edge (u; v) ∈ Gl is contracted, forming a new graph
Gl+1. The edge (u; v) is chosen to be optimal with respect to a cost =(u; v), which
is a convex combination of the following three objectives (see, e.g., [10]):
• The cluster number: Cl(u; v) = |CGl(u)|+ |CGl(v)|.
• The degree number: D(u; v) = max(degGl(u); degGl(v)).
• The homotopic number: Ho(u; v) = |{w ∈ Gl|| (w; u); (w; v) ∈ EGl}|.
Here CGl(u) stands for the set of vertices in Gi already in the cluster u ∈ Gl.
The cost  is devised so that the graph Gi+1, although being combinatorially much
simpler than Gi (containing signi6cantly less vertices), captures some basic topologi-
cal properties. Minimizing the cluster number encourages uniform covering of Gi by
Gi+1 with small clusters, thus preserving graph proportions. Namely, for every pair
of vertices u; v ∈ Vi, the distances satisfy dGi(u; v) ≈ dGi+1([u]; [v]). Minimizing the
degree number encourages vertices in Gi with high degree to be transformed unaltered
to Gi+1; that is, for such a u we might have [u] = {u}.
Minimizing the homotopic number restricts Gi+1 so as not to “oversimplify” Gi. In
fact, it aims at preserving the Euler characteristic of Gi. The Euler characteristic of
a graph G = (V; E), denoted by (G) = |V | − |E|, determines (rather surprisingly) a
rather strong topological invariant of G, namely, its fundamental group. This is a free
group over a set of generators Y , with |Y | = 1 − (G). Informally, one can view the
fundamental group of a graph as characterizing its cellular structure (or its structure as
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a labyrinth). Minimizing the reduction of the value 1−  (a contraction step can only
decrease 1− ) helps preserve the cellular structure of the graph.
The sequence G0; : : : ; Gk constitutes a multi-scale representation of the graph G. We
refer to graph Gi as the scale i representation of G.
3.2. Energy functionals
In each scale i the representation Gi is associated with a function Xi :Vi → R2, which
we refer to as the scale i con/guration of G. The relaxation scheme in scale i acts on
Xi, and is based on the heuristic that “nice” drawing relates to “good” isometry. More
precisely, a con6guration X :V → R2 that preserves combinatorial distances, i.e., for
all u; v ∈ V; dG(u; v) ∼ ||X (u)−X (v)||, is claimed to be “nice”. Accordingly, in every
scale i we utilize an energy functional of the form
Hi =
∑
u;v∈Vi
wuv(||Xi(u)− Xi(v)|| − hluv)2:
Here h is a scaling factor, and the numbers wuv and luv are de6ned as follows. In the
initial scale (scale 0), luv is the combinatorial distance dG0 (u; v) between the vertices
u and v in G0, and wuv = 1=dG0 (u; v) for all u; v ∈ V0. The wuv and luv for Hi+1 are
obtained from those of Hi as follows (for clarity we use A and B to denote vertices
of Gi+1):
Hi+1 =
∑
A;B∈Vi+1
wAB(||Xi+1(A)− Xi+1(B)|| − hlAB)2;
where
wAB =
∑
u∈A v∈B
wuv;
lAB =
∑
u∈A v∈B wuvluv∑
u∈A v∈B wuv
:
Now, from Hi we derive a family {Hji | j = 1; : : : ; diam(Gi)} of functionals:
Hji =
∑
u∈Vi
∑
dGi (u;v)6j
wuv(||Xi(u)− Xi(v)|| − hluv)2:
Each functional Hji is a localization of the functional Hi, in the following sense. If
one thinks of luv, for u; v ∈ Vi, as a metric de6ned on Gi (except for scale 0; luv is not
necessarily a true metric), then the minimum con6guration X ∗i with respect to Hi is
the best approximation of an isometry of Gi into R2. According to this interpretation, it
follows that the minimum con6guration X j
∗
i of H
j
i is the best approximation of a local
isometry of Gi into R2. This minimum X
j∗
i is local, in the sense that it approximates
an isometry only when restricted to neighborhoods of radius 6j in Gi.
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3.3. Relaxation scheme
For each scale i, we de6ne an (i; j) relaxation sweep as follows. Visit the vertices of
Gi in some order, and for each vertex u ∈ Vi employ a steepest descent minimization
procedure with respect to the functional Hji . Namely, for every vertex u, and on the
basis of the current con6guration Xi, 6rst compute the partial derivative of H
j
i with
respect to Xi(u):
@Hji
@Xi(u)
=
∑
dGi (u;v)6j
||Xi(u)− Xi(v)||=h− luv
||Xi(u)− Xi(v)||=h (Xi(u)− Xi(v)):
Next, compute the unit vector
Du =− @H
j
i =@Xi(u)
||@Hji =@Xi(u)||
:
Finally, change Xi(u) in the direction Du as long as the energy H
j
i is reduced.
4. The multi-scale algorithm
The algorithm has two phases. The 6rst contains preprocessing operations. It con-
structs the representations G0; : : : ; Gk and the functionals H
j
i . The second phase is the
drawing process, and consists of a recursive procedure with the following schematic
structure:
(1) pre-relaxation,
(2) gravitation,
(3) recursive call,
(4) interpolation,
(5) post-relaxation.
At level i of the recursion, the algorithm acts on the representation Gi given with
an initial con6guration X 0i . Step 1 is a sequence of (i; j) relaxation sweeps for j =
j01 ; j
0
2 ; : : : ; j
0
l , where j
0
16j
0
26 · · ·6j0l , yielding a con6guration X li . This X li introduces a
local improvement to X 0i , namely all neighborhoods of radius 6jl are better organized.
In step 2, X li is transformed into a con6guration X
0
i+1 of the graph Gi+1, by assigning
X 0i+1(u), for u ∈ Vi+1, the center of gravity of all X li (v), for v ∈ [u] (hence the name
“gravitation”):
X 0i+1(u) =
∑
v∈[u]
X li (v)=|[u]|:
This X 0i+1 serves as an initial con6guration for the next recursive level, carried out on
the graph Gi+1. The recursion in step 3 returns with a con6guration X
f
i+1 of Gi+1. In
step 4, this Xfi+1 is transformed by interpolation into a con6guration X
l+1
i of the graph
Gi, by the translation
X l+1i (u) = X
l
i (u) + (X
f
i+1([u])− X 0i+1([u])):
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We might say that a vertex u ∈ Vi inherits the movement of its parent [u] ∈ Gi+1.
The con6guration X l+1i introduces an improvement to X
l
i in a global sense, but it
might contain local disorders due to the interpolation. These are 6xed in step 4, by
employing another sequence of (i; j) relaxation sweeps, this time for j = j11 ; j
1
2 ; : : : ; j
1
l′ ,
where j116j
1
26 · · ·6j1l′ , yielding the con6guration X l+l
′+1
i . The hope is that X
l+l′+1
i
will introduce both local and global improvements to X 0i .
The complexity of the preprocessing phase of the algorithm depends heavily on the
implementation, but in any case it is dominated by the time taken to construct the
Hji functionals. The construction of H
j
i involves the calculation of all pairs of shortest
distances in G. If carried out naively, this can take O(VE), where we write V and E
for their sizes, |V | and |E|, respectively.
Actually, the algorithm works well with approximated shortest distances too, which
is an easier problem that can be solved in time O(V 2). Thus, a sophisticated imple-
mentation can execute the 6rst phase of the algorithm in O(V 2). See, e.g., [12].
As to the second phase, the complexity of an (i; j) relaxation sweep is
O
(∑
u∈Vi
|&j(u)|
)
;
where &j(u) = {v ∈ Vi |dGi(u; v)6j}. Thus, |&j(u)| is the number of operations in the
calculation of the partial derivative @Hji =@Xi(u). If we require Gi to be of bounded
degree 'i, we have
O
(∑
u∈Vi
|&j(u)|
)
6O(|Vi||'i|j) = O(Vi):
Hence, in such a case, at level i of the recursion, steps 1 and 5 together contribute
O(l|Vi||'i|l) + O(l′|Vi||'i|l′) = O(Vi):
Applying gravitation to the con6guration of Gi to obtain that of Gi+1 (step 2), costs
O

∑
u∈Vi+1
|[u]|

 ;
where |[u]| is the number of operations in the calculation of Xi+1(u) from Xi(v), for
v ∈ [u]. If, in the construction of Gi+1, we assume that the cluster sizes |[u]|, for
u ∈ Vi+1, are bounded, the contribution of the gravitation step will be O(Vi). Similar
considerations show that the cost of the interpolation (step 4) will also be O(Vi).
We conclude that the total cost of stage i in the recursion is O(Vi). Since we employ
a 6xed number of scales, the overall complexity of the recursive procedure is dominated
by the cost of the 6rst stage of the recursion, which is O(V ). Thus, the preprocessing
is quadratic in |V |, whereas the drawing process is linear in |V |.
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5. Examples
We illustrate our approach with several examples. The algorithm was implemented in
C, and runs on a silicon graphics workstation. The drawing process for the 400-vertex
graphs, for example, takes less than 5 s. The preprocessing takes longer, of course. For
each example, we show a number of 6nal results of the algorithm run with a number
of varying levels of coarsening. For some we also show the representations involved,
i.e., the graph on a given scale after carrying out a reduction in the number of vertices.
In all the examples, the initial con6guration was a random scattering.
The construction of the coarse-scale representations is carried out with the cost
(u; v) = Cl(u; v) + Ho(u; v) + 2D(u; v):
We have set up things so that step 1 of the algorithm involves ten (i; j) sweeps, for
j = 1; 2 and 4, and step 5 involves ten (i; j) sweeps, for j = 4.
First, we deal with one of the simplest kinds of graphs – a circle. Fig. 1 shows
the results obtained for a 160-vertex circle. The left-hand column shows the repre-
sentations and the right-hand column shows the 6nal outcomes, for 2, 3 and 4 levels
of coarsening. Observe the improvement in the output as more scales enter the game.
This improvement becomes more global and the resemblance between the output and
a perfect circle is increased. Another way of viewing the results is to think of the
initial con6guration (a random scatter) as su;ering from multi-scale disorders. Asso-
ciated with each disorder is a natural scale, in which the relaxation scheme ‘sees’ the
disorder and deals with it e;ectively.
The graph in Fig. 2 consists of 40 circles of 10 vertices each, concatenated in a
grand circle to form a 400-vertex torus. Again, note the gradual globalization of the
solution as more scales are involved. The middle solution, using three coarsenings, has
the torus ‘twisted’ in 3D space, although obviously the algorithm knows nothing at all
about 3D. Also, notice how the representations retain the torus-like topology, even the
coarsest one in the left-hand bottom part of the 6gure.
Figs. 3 and 4 show the algorithm’s results on a 1000-vertex torus (100 circles of 10
vertices each) and a 1024-vertex torus (64 circles of 16 vertices each), respectively.
We have not included the representations here, just the 6nal outcomes.
This might be a good place to point out that we could have subjected the outcomes
shown in the paper to some relatively straightforward stochastic global scheme (e.g.,
the simulated annealing algorithm of [3]), in order to remove minor distortions from
the 6nal layout. However, we have not done so, and show the raw results as produced
by the multi-scale method on its own.
We now turn to grids. These too are amenable to “multi-scale aesthetics”. Fig. 5
shows the results obtained for a 400-vertex 20× 20 grid, together with the representa-
tions. Fig. 6 shows a 1024-vertex 32× 32 grid without the representations.
Fig. 7 shows a 15× 15 grid, in which the two pairs of opposite corners have been
connected by an edge. Such a graph, although combinatorially similar to a simple grid,
causes the algorithm to display more complicated behavior. The connected corners
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Fig. 1. 160-vertex circle.
interfere with the movement of other vertices, requiring more work in the organization
process. This is less signi6cant on coarser scales, so that fortunately it is overcome
quite naturally by the multi-scale algorithm. Another consequence of such a combina-
torial structure is the possible appearance of a “deep” local optimum “trap”. Again,
this phenomenon is less signi6cant as the number of vertices is reduced and the com-
binatorial structure is simpli6ed, so that it is also handled well by the algorithm when
operating on coarse-scale representations of the graph.
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Fig. 2. 400-vertex torus (40× 10).
Fig. 8 shows a sparse planar graph. Speci6cally, it is a 15 × 15 grid, from which
many edges have been removed. Large graphs of this type su;er from certain struc-
tural instability, as there are sharp variations in their local structure. In our case, the
right-hand portion of the graph is grid-like, and the center is multi-line-like. The dif-
6culty that such structural instability introduces relates to the performance of local
organization schemes. These schemes act on a vertex with respect to its close neigh-
borhood, treating each neighborhood according to its local structure; they thus fail to
R. Hadany, D. Harel / Discrete Applied Mathematics 113 (2001) 3–21 13
Fig. 3. 1000-vertex torus (100× 10).
“see” the whole picture. This phenomenon can be seen nicely in the middle portion
of the 6gure, where only two coarsening scales were used, and the algorithm still acts
locally; as can be seen, the grid part of the graph is treated as a grid but the lines are
treated as circles.
Fig. 9 shows the results obtained for a 62-vertex star-like graph. In a sense, this
kind of graph has pathological structure. It contains one extremely “important”, cen-
tral, vertex, and many peripheral ones. Experimenting with these types of graphs, we
observed that they often introduce idiosyncratic dynamic behavior; in this case, large
parts of the graph are dislocated, and are prevented by the central vertex from arriving
at their optimal position. However, this problem is handled well by the multi-scale ap-
proach, as the coarse representations preserve the central vertex, so that the star shape
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Fig. 4. 1024-vertex torus (64× 16):
of the graph is not destroyed via coarsening. (This example could do with some global
6ne-tuning, to smooth out the minor problems with the 6nal outcome.)
Another diIculty in such a graph is its small diameter, which eliminates the com-
plexity gain in using local schemes. This problem is not treated directly in the current
version of the algorithm, though one could improve it by using a more elaborate lo-
cal organization scheme, that acts on each vertex with respect to a randomly chosen
bounded size neighborhood.
6. Discussion
The approach we describe in this paper is novel in several ways.
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Fig. 5. 400-vertex grid (20× 20):
On the operational level, it is capable of handling large graphs containing thousands
of vertices, yielding interesting layouts – perhaps the “right” layouts, and this in very
acceptable time limits. For example, we are aware of no other algorithm that can deal
nearly as well with laying out the large torus and grid graphs of Figs. 3, 4 and 6. This
is with the exception in the continuation of the present work, [7], which we mentioned
at the end of Section 1. Fig. 10 shows a 3025-vertex folded grid as output from the
improved algorithm of [7].
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Fig. 6. 1024-vertex grid (32× 32):
On the conceptual level, our algorithm deals with a real-life, ill-de6ned problem, of
the kind that seems to require carefully wrought heuristics. However, we may argue
that the algorithm deals with this problem in a heuristic-free fashion, in that it does
not depend critically on a heuristic de6nition of “nice”. The drawing process consists
of relaxation steps and coarsening steps. In a relaxation step, a local relaxation scheme
is employed to organize small neighborhoods, and when dealing with small enough
neighborhoods it makes no real di;erence which scheme is used. We can choose any
of the relaxation schemes in [5,6] or [9], for example, or even a stochastic relaxation
scheme, such as simulated annealing [3]. The main argument is that in our approach
the role of the relaxation steps is not to draw the entire graph, but merely to organize
small neighborhoods therein. The full picture “emerges” from the coarse-scales down
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Fig. 7. 225-vertex grid with knotted corners.
to the 6ne ones. Perhaps a good way to summarize this is to say that local neighbor-
hoods in coarser scales encapsulate global information about the 6ner scales. The algo-
rithm is particularly suited to graphs that have this hard-to-de6ne multi-scale aesthetics
property.
On the other hand, our work is far from being perfect, and should be extended
and strengthened in several ways. For example, the construction of the coarse-scale
representations of the graph is carried out through a sequence of edge contractions
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Fig. 8. 225-vertex sparse graph (grid with removed edges).
determined by speci6c criteria. Here we have used very basic criteria, taking care of
only the most vital topological properties that should be preserved, namely, cluster size,
vertex degree, and homotopy. Devising more detailed criteria, that integrate higher level
visual properties of the graph, will surely improve the results for additional kinds of
graphs. An example of a more elaborate criterion has to do with edges connecting
distant sections of the graph; that is, edges whose removal from the graph will signif-
icantly increase the distance between its two endpoint vertices. It might be wise not
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Fig. 9. 65-vertex star-like graph.
to contract such edges. In fact, in [7] we use a simpler global criterion to achieve the
kind of rather spectacular improvement illustrated in Fig. 10.
Experimental work should be carried out in optimizing the performance of the algo-
rithm. One could try to distribute wisely the amount of relaxation work between the
scales, investing more relaxation sweeps in coarser scales. An interesting parameter
is the recursion index, namely, the number of recursive calls on each level. Di;erent
values of this parameter determine the work distribution between the scales. Simple
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Fig. 10. A 3025-vertex graph, taken from the improved algorithm of [7].
recursion (i.e., a single recursive call), distributes the work evenly between the scales.
As the recursion index grows, the work is concentrated in the coarser scales.
Another direction that should be looked into is the incorporation of stochastics. One
approach, hinted at earlier, would be to develop a hybrid system, in the spirit of [8].
It would link a deterministic multi-scale algorithm (such as ours) to achieve a good
6rst approximation of an optimal drawing with a stochastic 6ne-tuning algorithm, such
as simulated annealing with detailed beauty criteria. Another approach would be to try
to develop a “true” multi-scale simulated annealing algorithm, in which the stochastic
part is used throughout.
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