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A CHEEGER-MU¨LLER THEOREM FOR MANIFOLDS WITH WEDGE
SINGULARITIES
PIERRE ALBIN, FRE´DE´RIC ROCHON, AND DAVID SHER
Abstract. We study the spectrum and heat kernel of the Hodge Laplacian with coefficients
in a flat bundle on a closed manifold degenerating to a manifold with wedge singularities.
Provided the Hodge Laplacians in the fibers of the wedge have an appropriate spectral gap,
we give uniform constructions of the resolvent and heat kernel on suitable manifolds with
corners. When the wedge manifold and the base of the wedge are odd dimensional, this
is used to obtain a Cheeger-Mu¨ller theorem relating analytic torsion with the Reidemeister
torsion of the natural compactification by a manifold with boundary.
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Introduction
Analytic torsion was introduced by Ray and Singer [RS71] as an analytical counterpart
to the Reidemeister torsion, a combinatorial invariant introduced by Reidemeister [Rei35]
and Franz [Fra35] to distinguish lens spaces that are homotopic but not homeomorphic.
Since the Reidemeister torsion can be defined in terms of certain combinatorial Laplacians,
the idea of Ray and Singer was to replace these combinatorial Laplacians by the Hodge
Laplacian acting on forms and to use the meromorphic continuation of the corresponding
zeta functions to define their regularized determinants. More precisely, if M is a closed
oriented odd dimensional manifold, F → M is a flat Euclidean vector bundle and g is a
Riemannian metric on M , then the analytic torsion of (M, g) is given by
(1) T (M, g, F ) =
dimM∏
q=0
(det ∆q)
q(−1)q+1
2
where ∆q is the Hodge Laplacian acting on forms of degree q taking values in F with regu-
larized determinant given by det ∆q = e
−ζ′q(0), the function ζq being the zeta function of ∆q,
which for Re s 0 is given by
(2) ζq(s) =
1
γ(s)
∫ ∞
0
ts Tr(e−t∆q − Πker ∆q)
dt
t
and admits a meromorphic continuation to C with no pole at s = 0.
In general, analytic torsion does depend on the metric g, but if we fix a basis {µqj} of
Hq(M ;F ), the cohomology with coefficients in F , and if {ωq} is an orthonormal basis of the
space ker ∆q = Hq(M ;F ) ∼= Hq(M ;F ) of harmonic forms of degree q taking values in F ,
then it can be shown that the quantity
(3) T (M,µ, F ) :=
T (M, g, F )(
dimM∏
q=0
[µq|ωq](−1)q
)
does not depend on the choice of the metric g, where [µq|ωq] = | detW q| with W q the matrix
satisfying
µqi =
∑
j
W qijω
q
j .
In particular, if F is acyclic so that H∗(M ;F ) = {0}, then analytic torsion is indepen-
dent of the choice of metric. This suggests that T (M,µ, F ) is a topological quantity. Ray
and Singer [RS71] conjectured that it is in fact equal to the Reidemeister torsion, and
this was subsequently established independently by Cheeger [Che79] and Mu¨ller [Mu¨l78].
One can more generally consider a flat vector bundle F with holonomy representation
α : pi1(M) → GL(k,R) not necessarily orthogonal. When the holonomy representation
is unimodular, Mu¨ller showed in [Mu¨l93] that T (M, g, µ) is still equal to the corresponding
WEDGE SURGERIES 3
Reidemeister torsion. For arbitrary holonomy representation, Bismut and Zhang [BZ92] were
able more generally to compute explicitly the ratio between T (M,µ, F ) and the Reidemeister
torsion.
The Cheeger-Mu¨ller theorem is a deep result that has important implications in various
fields ranging from topology and number theory to mathematical physics. In particular, it
has been used recently by various authors [BV13,CV12,Mu¨l12,MM13,MP13,MP14,BMZ17,
Pfa14,Rai12,Rai13] to study the homology of arithmetic groups.
In some of these settings, one is naturally led to consider non-compact or singular mani-
folds, notably hyperbolic manifold with cusps. More generally, since non-compact and singu-
lar spaces are ubiquitous in mathematics in physics, it is natural to ask if a Cheeger-Mu¨ller
theorem holds on such a space. On manifolds having cusp singularities, various Cheeger-
Mu¨ller theorem were recently established [Pfa17, ARS18, Ver14] as well as for fibered cusp
metrics [ARS17]. The corresponding singular spaces are example of stratified spaces, a wide
class of singular spaces that includes algebraic variety and quotients of smooth group ac-
tions. More precisely, the singular space geometrically described by a fibered cusp metric is
a stratified space of depth one. Alternatively, one can put on such a space an incomplete
edge metric, also called wedge metric.
More precisely, let N be the interior of N , a compact oriented manifold with boundary
endowed with a fiber bundle structure
(4) Z // ∂N
φ

Y,
where the base Y is a compact oriented manifold. The corresponding stratified space, denoted
N̂ , is then obtained from N by collapsing the fibers of φ : ∂N → Y onto the base Y . Let
(5) c : [0, δ)× ∂N → N
be a tubular neighborhood of ∂N and let r ∈ C∞(N) be a compatible boundary defining
function in the sense that r > 0 on N and c∗r : [0, δ)× ∂N → [0, δ) is the projection on the
first factor. Then a product-type wedge metric on N is a Riemannian metric gw such that
(6) c∗gw = dr2 + r2κ+ φ∗gY ,
where gY is a Riemannian metric on Y and κ is a symmetric 2-tensor on ∂N which restricts
to a Riemannian metric on each fiber of φ : ∂N → Y . More generally, we can consider wedge
metrics even to order `, which are wedge metrics asymptotic to gw in suitable sense, see
Definition 1.1 below.
For a choice of even wedge metric gw on N and a choice of flat vector bundle F → N
with unimodular holonomy representation α : pi1(N) → GL(k,R), we can define a Hodge
Laplacian on ∆w acting on forms taking values in F provided we also choose a Euclidean
metric gF on F . Notice that since α is not assumed to be orthogonal, this metric is in
general not compatible with the flat connection of F . We will require gF to be even, that
is, that it has an even expansion in r with respect to a flat trivialization of F in the tubular
neighborhood (5). Since the metric gw is not complete, the operator ∆w is usually not
essentially self-adjoint, so that there are many choices of self-adjoint extensions. Among
these, a natural choice is the Friedrich extension. With this choice, the Hodge Laplacian
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∆w becomes self-adjoint with discrete spectrum, so analytic torsion can be defined as on a
compact manifold.
In [MV12], Mazzeo and Vertman computed the variation of analytic torsion under a change
of even wedge metric for the trivial flat vector bundle, a delicate computation that required
a fine understanding of the heat kernel of ∆w. There main result is that if dimN and dimY
are odd and if gw is even, asymptotically admissible and such that the indicial roots of the
Hodge Laplacian are constant on Y , then T (N, g, µ) does not depend on the choice of metric,
suggesting there might be a Cheeger-Mu¨ller theorem for such metrics. In fact, when φ is a
bundle of spheres, their result leads to a Cheeger-Mu¨ller theorem, since then one can deform
among wedge metrics to a smooth metric on N̂ , which is then a compact smooth manifold,
namely the blow-down of N , on which the Cheeger-Mu¨ller theorem is known to hold.
When φ is a more general bundle and N̂ is not smooth, a natural quantity that could
be the topological analogue of analytic torsion is the Dar R-torsion, a generalization of the
Reidemeister torsion defined by Dar [Dar87] on stratified spaces in terms of the intersection
cohomology of Goresky-MacPherson [GM80]. In good cases, one can also hope that analytic
torsion is more simply related to the Reidemeister torsion of the manifold with boundary N ,
for instance as in [ARS17], where the bundle F is assumed to be strongly acyclic at infinity,
that is,
(7) H∗(∂N/Y ;F ) = {0}.
In the present paper, we obtain the following Cheeger-Mu¨ller theorem for wedge metrics
provided the flat vector bundle F is strongly acyclic at infinity and the wedge metric gw and
bundle metrics gF are even and such that, for the induced de Rham operator ðdR,Zy on each
fiber Zy = φ
−1(y) of the fiber bundle φ : H → Y,
(8) spec(ð2dR,Zy) ∩ [0, 4] = ∅.
Theorem 1. Let N be an odd dimensional oriented manifold with fibered boundary
φ : ∂N → Y , where the base Y is a closed odd dimensional oriented compact manifold.
Let gw be a wedge metric even to order dimY + 1 on the interior N of N with respect to
φ and a choice of boundary defining function r ∈ C∞(N). Let α : pi1(N) → GL(k,R) be a
unimodular representation with associated flat vector bundle F such that H∗(∂N/Y ;F ) = 0.
Suppose F is equipped with a smooth Euclidean metric gF on N having an even expansion in
r at ∂N . Suppose finally that the metrics gw and gF are such that the corresponding de Rham
operators on the fibers of φ : ∂N → Y satisfy condition (8). Then we have the following
equality
T (N, gw, F, µ
∗) = τ(N, ∂N, α, µ∗)τ
1
2 (∂N, α)
for any choice of basis µq of Hq(N, ∂N ;F ) for q = 0, . . . , dimN , where τ(N, ∂N, α, µ∗) and
τ(∂N, α) are the Reidemeister torsions associated to (N, ∂N, α, µ∗) and (∂N, α) respectively.
Remark 1. If α : pi1(N)→ O(k) is an orthogonal representation and gF is the induced met-
ric compatible with the flat connection, then the formula of the previous corollary simplifies
to
T (N, gw, F, µ
∗) = τ(N, ∂N, α, µ∗)
since τ(∂N, α) = 1 in this case.
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Figure 1. Wedge surgery metric when dimY = 0.
Remark 2. The strong acyclicity condition at infinity (7) imposes some conditions on the
bundle F . In particular, F cannot be the trivial bundle. Nevertheless, the condition is often
satisfied. This is because on a compact manifold Z, the set of representations α : pi1(Z) →
GL(k,C) leading to an acyclic flat vector bundle is Zariski open, so as soon as there is one
acyclic flat vector bundle, any other flat vector bundle is generically acyclic.
Remark 3. Condition (8) is a technical condition that ensures, among other things, that a
certain model operator is invertible, see in particular Proposition 2.10 below. If the bundle
F is strongly acyclic, it is very easy to obtain wedge metrics that satisfy this condition by
appropriately scaling the symmetric 2-tensor κ in (6).
Remark 4. This result is quite similar to the Cheeger-Mu¨ller theorem of [ARS17]. The
main difference is that here, we assume dimY is odd, while in [ARS17], we assume instead
that dimY is even.
Our strategy, following Hassell, Mazzeo and Melrose [MM95,HMM95,Has98] and strongly
inspired by [ARS17], is to compute the limit of analytic torsion for a family of smooth metrics
on a compact manifold degenerating to a wedge metric. We will in fact consider the double
M = N ∪∂N N of N . If we denote by H ∼= ∂N the hypersurface that separates the two
copies of N in M and let c : (−δ, δ)x ×H → M be a choice of tubular neighborhood, then
we consider on M a family gw,ε of smooth metrics such that
(9) c∗gw,ε = dx2 + (x2 + ε2)κ+ φ∗gY , ε > 0.
In this way, when ε = 0, the metric gw,0 restricts to give the metric gw on each copy of N in
M . When dimY = 0, this corresponds to the family of metrics considered by McDonald in
his thesis [McD90], see Figure 1 for an illustration of such a metric.
To compute the limit of analytic torsion as ε → 0, we construct uniformly the resolvent
of the Hodge Laplacian of gw,ε as ε↘ 0. We do this on a suitable double space X2e,s, which
is a manifold with corners on which the behavior of the resolvent as ε → 0 is determined
by model operators on two boundary hypersurfaces, one model being the Hodge Laplacian
associated to gw on each copy ofN and the other model being a family of suspended scattering
Hodge Laplacians. Condition (8) and [GH08] imply that this family of suspended scattering
operators is invertible. This yields a uniform construction of the resolvent, see Theorem 4.3
below, which implies in particular that there is a uniform spectral gap around zero for the
family of Hodge Laplacian associated to gw,ε as ε↘ 0.
Remark 5. When the wedge Laplacian on N has a trivial L2-kernel, this spectral gap can be
obtained more directly following the approach of [SS16, Proposition 9]. In the general case
however, the proof of our main result also requires Theorem 4.3 to get good control on the
behavior of the L2-kernel as ε↘ 0, see in particular Corollary 4.4 below.
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Remark 6. We do not pursue it here, but using [GH09] and [GS14], we expect that our
methods can be adapted to construct uniformly the resolvent under weaker hypotheses than
(7) and (8), for instance, as in [ARS17], for situations where there are finitely many positive
small eigenvalues.
We also need a uniform construction of the heat kernel as ε ↘ 0. This is achieved on
a suitable heat space, see Theorem 6.6 below. This allows us to obtain the asymptotics of
the trace of heat kernel as t or ε goes to zero. It is only at that stage that we require the
metrics gw and gF to be even and the base Y to be odd dimensional. Indeed, these extra
hypotheses crucially rule out the presence of certain undesired terms in the asymptotic of
the trace. Combining with our uniform construction of the resolvent, this allows us to show
that the limit of analytic torsion as ε↘ 0 is the analytic torsion of gw on the two copies of
N in M . The main result then follows from a corresponding formula for the Reidemeister
torsion, cf. [ARS17, Theorem 8.7].
When dimY is even, our strategy does not quite work since when we take the limit as
ε ↘ 0, we obtain an extra term that we are unable to compute explicitly. This is consis-
tent with the variation formula of [MV12], which suggests in this case that analytic torsion
should depend on the geometry of the link of the wedge, not just on its topology. Neverthe-
less, in agreement with this prediction, we can give a relative Cheeger-Mu¨ller theorem, see
Corollary 8.3 below, essentially a reformulation of the gluing formula of Lesch [Les13, Theo-
rem 1.2] that can also be seen as a particular case of [GS14] or of the recent announcement
of Ludwig [Lud18] when dimY = 0.
The paper is organized as follows. In § 1, we review the theory of elliptic wedge operators
for the de Rham and Hodge operators. In § 2, we introduce the notion of wedge surgery
differential operators and develop a corresponding pseudodifferential calculus. This is used
in § 4 to construct uniformly the resolvent of the Hodge Laplacian under a wedge surgery
provided (7) holds. In § 5.1, we introduce a suitable heat space and heat calculus which
are used in § 6 to provide a uniform construction of the heat kernel of the Hodge Laplacian
under a wedge surgery, again provided (7) holds. Finally, in § 7, this allows us to describe the
asymptotics of the trace of the heat kernel, which combined with the resolvent construction
yields our main result in § 8.
Acknowledgements. P. A. was supported by Simons Foundation grant #317883 and
NSF grant DMS-1711325. F. R. was supported by a Canada Research Chair and NSERC.
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1. Elliptic wedge operators
Let N be the interior of a manifold with boundary N and assume that ∂N participates in
a fiber bundle
Z − ∂N φ−−→ Y.
A one-form on N is a wedge one-form if its restriction to ∂N is conormal to the fibers of
φ, or equivalently, it is in
V∗w = {ω ∈ C∞(N ;T ∗N) | ω(ξ) = 0 ∀ξ ∈ T (∂N/Y )}.
The Serre-Swan theorem guarantees that there is a vector bundle, which we call the wedge
cotangent bundle, and denote wT ∗N −→ N, together with a bundle map j : wT ∗N −→
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T ∗N such that
j∗C∞(N ; wT ∗N) = V∗w ⊆ C∞(N ;T ∗N).
Note that j is a vector bundle isomorphism over N.
Let r be a boundary defining function on N. That is, r is a smooth non-negative function
on N that vanishes exactly at ∂N and never vanishes to more than first order. Let C(∂N) be
a collar neighborhood of ∂N in N of the form [0, 1)r × ∂N. We extend φ trivially to C(∂N)
without reflecting this in the notation. We will often make use of partial coordinates in C(∂N)
of the form r, y, z wherein y denotes coordinates along Y and z denotes coordinates along
Z. In these coordinates, the sections of the wedge cotangent bundle are locally generated by
dr, r dz, dy.
Crucially, r dz does not vanish at ∂N as a section of wT ∗N (although it does vanish as a
section of T ∗N).
We refer to the dual bundle to wT ∗N as the wedge tangent bundle and denote it wTN.
In local coordinates, its sections are spanned by
∂r,
1
r
∂z, ∂y,
and as before a key fact is that 1
r
∂z is not singular at {r = 0} as a section of wTN.
We point out that these bundles are rescaled versions of the edge tangent bundle and edge
cotangent bundle of Mazzeo [Maz91]
wT ∗N = re(T ∗N), wTN = 1
r
(eTN).
We will often make use of geometric objects related to b-geometry [Mel93]. The b-tangent
bundle is the edge tangent bundle with respect to the trivial boundary fiber bundle
∂N −→ pt . The b-vector fields are the vector fields that are tangent to the boundary.
Definition 1.1. A wedge metric is a bundle metric on the wedge tangent bundle. A wedge
metric is of product-type if in some collar neighborhood U it takes the form
dr2 + r2gZ + φ
∗gY ,
where gZ + φ
∗gY is a Riemannian submersion metric on ∂N (neither gZ nor gY is allowed
to depend on r). Such a metric induces a decomposition wT ∗N
∣∣
U =
wT ∗HN ⊕wT ∗VN in terms
of horizontal and vertical forms with respect to the fibration U → Y induced by φ : ∂N → Y .
An even wedge metric is a wedge metric differing from such a choice of product-type
metric by elements of r2C∞(U ; wT ∗HN ⊗ wT ∗HN) and r2C∞(U ; wT ∗HN ⊗ wT ∗HN) having only
even powers of r in their expansion at ∂N . More generally, we say that a wedge metric is
even to order ` if it differs from an even metric by an element of r`C∞(N ; wT ∗N⊗wT ∗N).
Finally, we say that a wedge metric is exact if it differs from a product-type wedge metric
by an element of r2C∞(N ; wT ∗N ⊗ wT ∗N).
Sections of eTN are known as edge vector fields and are locally spanned by r∂r, r∂y, ∂z.
The enveloping algebra of the edge vector fields consists of the edge differential operators,
P ∈ Diffke(N) ⇐⇒ in local coordinates, P =
∑
j+|α|+|β|≤k
aj,α,β(r, y, z)(r∂r)
j(r∂y)
α∂βz ,
where α and β are multi-indices and each aj,α,β is a smooth function. Edge differential
operators between sections of vector bundles E, F, Diff∗e(N ;E,F ), are defined in the same
way but with aj,α,β a local section of the homomorphism bundle between E and F.
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The (principal) symbol of an edge differential operator is the section over the edge cotan-
gent bundle obtained, e.g., by replacing r∂r, r∂y, and ∂z by dual variables on
eT ∗N , see
[Maz91]. Ellipticity refers to the invertibility of this symbol off of the zero section.
A differential operator P on N is a wedge differential operator of order k if rkP is an
edge differential operator of order k,
Diffkw(N ;E,F ) = r
−k Diffke(N ;E,F ).
There is a corresponding notion of symbol and ellipticity.
Beyond the symbol, edge and wedge differential operators have a second model operator
at the boundary. This is known as the normal operator and consists, for each point p ∈ Y,
of the operator Ny(r
kP ) on the model space R+r ×TpY ×Zp obtained by freezing coefficients
at p (see for instance [Maz91,KM14]).
Let gw be an exact wedge metric on N. Let E −→ N be a Euclidean vector bundle on N
and let L2w(N ;E) be the space of sections of E that are square-integrable with respect gw
and the Euclidean metric gE of E. Suppose that P is an elliptic wedge differential operator
of order m, formally self-adjoint with respect to the L2-inner product of L2w(N ;E). Finally
suppose that, with respect to the warped product metric hw = ds
2 + du2 + s2gφ−1(y), where
gφ−1(y) is some choice of metric on the fiber φ
−1(y), the normal operator
(1.1) Ny(r
mP ) is injective when acting on saL2hw(R
+
s ×Rhu× φ−1(y)) ∀y ∈ Y, ∀a ∈ [0,m].
Before proceeding further in studying the properties of such an operator P , let us immediately
mention two important examples that the reader should keep in mind.
Proposition 1.2. If F → N is a flat vector bundle on N with a Euclidean metric gF
not necessarily compatible with the flat connection of F , then the Hodge Laplacian ∆w in
r−2 Diff2e(N ;E) and the de Rham operator ðw ∈ r−1 Diff1e(N ;E), where E = Λ∗(wT ∗N)⊗F ,
are formally self-adjoint elliptic wedge operators. More importantly, Ny(rðw) is injective
when acting on saL2hw(R
+
s × Rhu × φ−1(y)) for all a ≥ 0 provided
(1.2) H
v
2 (φ−1(y);F ) = {0} and Spec(ð2dR,Zy) ∩ (0, 1) = ∅,
where v is the dimension of the fibers of φ : ∂N → Y . Similarly, Ny(r2∆w) is injective when
acting on saL2hw(R
+
s × Rhu × φ−1(y)) for all a ≥ 0 provided
(1.3) H
v+j
2 (φ−1(y);F ) = {0} ∀j ∈ {−2,−1, 0, 1, 2} and Spec(ð2dR,Zy) ∩ (0, 4) = ∅.
Proof. Ellipticity and formal self-adjointness are clear. The injectivity of Ny(rðw) is a direct
consequence of the proof [ALMP12, Lemma 5.5]. Notice that technically speaking, the
statement of [ALMP12, Lemma 5.5] is only a ∈ (0, 1), but the proof applies without change
to any a ≥ 0. For the injectivity of Ny(r2∆w), since ∆w = ð2w = ðwr−1(rðw), it suffices to
have that Ny(rðw) is injective on saL2hw(R
+
s × Rhu × φ−1(y)) for all a ≥ −1, which can be
shown by applying the proof of [ALMP12, Lemma 5.5] using (1.3) instead of (1.2).

The operator P has two canonical closed extensions from C∞c (N \ ∂N ;E) in L2w(N ;E),
namely the maximal extension
Dmax(P ) = {u ∈ L2w(N ;E) : Pu ∈ L2w(N ;E)}
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and the minimal extension
Dmin(P ) = {u ∈ L2w(N ;E) : ∃ (un) ⊆ C∞c (N \ ∂N ;E) s.t. un
L2w−→ u and Pun is L2w-Cauchy}.
Clearly, Dmin(P ) ⊂ Dmax(P ). We will be particularly interested in finding conditions that
ensure that Dmin(P ) = Dmax(P ), that is, that P is essentially self-adjoint.
Since L2w(N ;E) = r
− v+1
2 L2b(N ;E), where v is the dimension of the fibers of φ : ∂N →
Y and L2b(N ;E) is the space of square integrable sections with respect to the b-density
νb = r
−v−1dgw, it is useful to consider the related wedge operator P˜ = r
v+1
2 Pr−
v+1
2 . Instead
of the Sobolev spaces defined in terms of the metric gw, it is more useful to consider weighted
edge Sobolev spaces, more precisely we will work with
Hmw (N ;E) := r
−n
2Hme (N ;E)
where n = dimN and Hme (N ;E) is the standard Sobolev space defined in terms of the edge
metric ge =
gw
r2
.
Recall from [Maz91] that for each y ∈ Y , the indicial family of rmP˜ at y is the family of
operators given by
(1.4) Iy(r
mP˜ , λ) :=
(
r−λ(rmP˜ )rλ
)∣∣∣
φ−1(y)
, λ ∈ C.
Let us denote by specb,y(r
mP˜ ) the sets of λ ∈ C for which Iy(rmP˜ , λ) is not invertible.
Lemma 1.3. If (1.1) holds, then for any a ∈ [0,m] such that a /∈ Re(specb,y(rmP˜ )) for all
y ∈ Y , the map
(1.5) P : raHmw (N ;E)→ ra−mL2w(N ;E)
is essentially injective. Furthermore, if we know also that m− a /∈ Re(specb,y(rmP˜ )) for all
y ∈ Y , then the map is actually Fredholm.
Proof. Since for a ∈ [0,m], Ny(rmP ) is injective when acting on saL2(R+s ×Rhu×φ−1(y)) for
all y ∈ Y , we know from the proof of [Maz91, Theorem 6.1] that the map (1.5) is essentially
injective if a /∈ Re(specb,y(rmP˜ )) for all y ∈ Y , that is, its range is closed and its nullspace is
finite dimensional. On the other hand, since P is essentially self-adjoint, the adjoint of the
map (1.5) is
P : rm−aHmw (N ;E)→ r−aL2w(N ;E),
which again by the proof of [Maz91, Theorem 6.1] is essentially injective ifm−a /∈ Re(specb,y(rmP˜ ))
for all y ∈ Y . Thus, if {a,m − a} ∩ Re(specb,y(rmP˜ )) = ∅ for all y ∈ Y , the map (1.5) is
essential injective with finite dimensional cokernel, that is, it is Fredholm. 
This result gives some information about the maximal domain of P .
Lemma 1.4. If there exists ε ∈ (0,m) such that (0, ε] ∩Re(specb,y(rmP˜ )) = ∅ for all y ∈ Y
and if (1.1) holds, then Dmax(P ) ⊂ rεHmw (N ;E).
Proof. For ε as in the statement of the lemma, we know by Lemma 1.3 that the map
(1.6) P : rεHmw (N ;E)→ rε−mL2w(N ;E)
is essentially injective, so there is a parametrix
G : rε−mL2w(N ;E)→ rεHmw (N ;E)
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such that GP = Id−Π where Π is some projection on the nullspace of (1.6). Now let u be
any element of Dmax(P ), so that u ∈ L2w(N ;E) and Pu = f ∈ L2w(N ;E). We need to show
that u ∈ rεHmw (N,E). Applying G to the equation Pu = f gives
(Id−Π)u = Gf =⇒ u = Gf + Πu.
Since Gf ∈ rεHmw (N,E), it remains to show that Πu ∈ rεHmw (N,E). By [Maz91, Corol-
lary 3.24], we know that
Πu ∈ H∞w (N ;E) =
⋂
`≥0
H`w(N ;E).
Moreover, by the proof of [Maz91, Theorem 7.3], we know that in fact Πu ∈ rδH∞w (N ;E)
for any δ > 0 such that (0, δ] ∩ Re(specb,y(rmP˜ )) = ∅ for all y ∈ Y . In particular, we can
take δ = ε so that Πu ∈ rεHmw (N,E).

This gives us a simple condition that ensures that P is essentially self-adjoint.
Proposition 1.5. The operator P is essentially self-adjoint provided
(0,m) ∩ Re(specb,y(rmP˜ )) = ∅ ∀y ∈ Y.
Proof. By Lemma 1.4, we then know that
Dmax(P ) ⊂
⋂
a∈(0,m)
raHmw (N ;E).
In particular, for any u ∈ Dmax(P ), un := r 1nu is a sequence in rmHmw (N ;E) such that
un → u in rm−εHmw (N ;E), Pun → Pu in r−εL2w(N ;E),
for all ε > 0. In particular, rεPun → rεPu in L2w(N ;E). Thus, for any
v ∈ Dmax(P ) ⊂
⋂
a∈(0,m)
raHmw (N ;E),
we have that for ε ∈ (0,m),
〈Pun, v〉L2w = 〈rεPun, r−εv〉L2w → 〈rεPu, r−εv〉L2w = 〈Pu, v〉L2w .
We also have that
〈Pun, v〉L2w = 〈un, Pv〉L2w → 〈u, Pv〉L2w ,
showing that 〈Pu, v〉L2w = 〈u, Pv〉L2w . Since v ∈ Dmax(P ) was arbitrary and since P is formally
self-adjoint on L2w(N ;E), this shows that u ∈ Dmin(P ), that is, Dmax(P ) ⊂ Dmin(P ). 
There is also a simple condition that ensures that the minimal domain is a weighted
Sobolev space.
Proposition 1.6. ( [GKM13, Theorem 4.2]) If m /∈ Re(specb,y(rmP˜ )) for all y ∈ Y , then
Dmin(P ) = rmHmw (N ;E).
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Proof. The strategy is to adapt the proof of the criterion of [GM03, Proposition 3.6(2)] to
the wedge setting. Clearly, since C∞c (N \ ∂N ;E) is dense in rmHmw (N ;E), we have that
rmHmw (N ;E) ⊂ Dmin(P ) ⊂ Dmax(P ), so it suffices to show that
rmHmw (N ;E) ∩ Dmax(P ) = rmHmw (N ;E)
is a closed extension. To see this, it suffices to use Lemma 1.3, by which we know that
(1.7) P : rmHmw (N ;E)→ L2w(N ;E)
is essentially injective. Indeed, let {un} ⊂ rmHmw (N ;E) be a sequence such that un → u and
Pun → f in L2w(N ;E). Since the map (1.7) is essentially injective, there exists a parametrix
Q : L2w(N ;E)→ rmHmw (N ;E) such that
QP = Id−Π : rmHmw (N ;E)→ rmHmw (N ;E)
where Π : rmHmw (N ;E) → rmHmw (N ;E) is some projection on the kernel of the map (1.7).
In this case, Pun → f implies that (Id−Π)un → Qf in rmHmw (N ;E), so
Πun = −(Id−Π)un + un → v = −Qf + u ∈ L2w(N ;E).
Since Πun ∈ kerrmHmw P and kerrmHmw P ⊂ rmHmw (N ;E) ⊂ L2w(N ;E) is finite dimensional,
the norms of L2w(Bsm;Esm) and r
mHmw (N ;E) are equivalent on kerrmHmw P , so that Πun → v
in rmHmw (N ;E). Hence,
un = Πun + (Id−Π)un → v +Qf in rmHmw (N ;E),
which shows that u = v + Qf ∈ rmHmw (N ;E), so that rmHmw (N ;E) is indeed a closed
extension. 
2. Wedge surgery and the de Rham operator
Let M be an oriented closed manifold and H ⊆ M a co-oriented hypersurface in M .
We will define a one-parameter family of smooth Riemannian metrics on M , which we call
wedge surgery metrics or w, ε-metrics, that degenerate as ε → 0 to a wedge metric on
M \H. In particular, if N is a compact manifold with boundary, applying this construction
with M equal to the double of N yields a family of metrics degenerating to a wedge metric
on each copy of N .
Throughout, we assume that H is oriented with trivial normal bundle, and that H is the
total space of a fibration:
(2.1) Z // H
φ

Y.
Fix once and for all a connection for φ and pick a compatible submersion metric φ∗gY +gH/Y ,
where gH/Y restricts to a metric on each fiber. To define our surgery metrics, let c : H ×
(−δ, δ)→ T ⊂M be a tubular neighborhood and x a smooth function defined near H such
that c∗x : H × (−δ, δ)→ (−δ, δ) is the projection on the second factor, so that H = {x = 0}
and dx is nonzero along H. A product type w, ε-metric is a family of metrics on M ,
parametrized by ε ∈ (0, 1], which are smooth down to ε = 0 in M \T and which, on T , have
the form
gw,ε = dx
2 + (x2 + ε2)gH/Y + φ
∗gY .
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H
ε = 0
Bsb
Bsm Bsm
Figure 2. The single surgery space Xs.
We will see below that these are naturally interpreted as bundle metrics on a suitable vector
bundle.
2.1. The single surgery space. An w, ε-metric is singular at (x, ε) = (0, 0), that is, at
H × {ε = 0} ⊆M × [0, 1]. To resolve this singularity, we define the single surgery space
Xs = [M × [0, 1];H × {0}],
where the notation denotes radial blow up as in [MM95, §2.2]. As illustrated in Figure 2, Xs
has two boundary hypersurfaces, which we denote Bsb ∼= H×[−pi/2, pi/2] and Bsm ∼= [M ;H].
Let βs : Xs →M× [0, 1]ε be the blow-down map, and let piε : Xs → [0, 1]ε be the composition
of βs with projection onto [0, 1]ε.
Consider the vector bundle
εTXs := ker(piε)∗ ⊆ TXs.
The space of edge surgery vector fields is then defined by
Ve,s(Xs) = {V ∈ C∞(Xs;ε TXs) | V |Bsb is tangent to the fibers of φ : H → Y }.
In local coordinates (x, y, z, ε),
Ve,s = span{ρ∂x, ρ∂y, ∂z},
where ρ =
√
x2 + ε2 is a boundary defining function for Bsb. By the Serre-Swan theorem,
there is a vector bundle e,sTXs, called the e, s tangent bundle, whose sections are elements
of Ve,s. The e, s cotangent bundle is the dual e,sT ∗Xs of e,sTXs, and it is spanned in local
coordinates by
dx
ρ
,
dy
ρ
, dz.
Note that the restriction of e,sT ∗Xs to Bsm is the edge cotangent bundle eT ∗Bsm of Mazzeo
[Maz91].
The space Ve,s(Xs) is closed under Lie the bracket, so is in fact Lie subalgebra of the Lie
algebra of vector fields C∞(Xs; εTXs). It can also be characterized geometrically in terms of
the w, ε metric gw,ε,
(2.2) Ve,s(Xs) = {V ∈ C∞(Xs; εTXs) | sup
p∈X\Bsb
gw,ε(V, V )
ρ2
<∞}.
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In other words, the metric gw,ε
ρ2
naturally extends to give a bundle metric for e,sTXs. We can
also associate directly a tangent bundle to gw,ε, namely the w, ε tangent bundle
w,εTXs
obtained by rescaling the e, s tangent bundle,
w,εTXs :=
1
ρ
e,sTXs.
Its dual is the w, ε cotangent bundle. In local coordinates, sections of these two bundles
are spanned by
{∂x, ∂y, 1
ρ
∂z} and {dx, dy, ρdz} respectively.
A general w, ε-metric is a bundle metric on w,εTXs. A w, ε-metric product-type to
order ` is a w, ε-metric which differs from a product-type w, ε-metric by ρ` times a smooth
section of w,εT ∗Xs⊗ w,εT ∗Xs. An exact w, ε-metric is a w, ε-metric product-type to order 2.
The main reason why we are not directly working with w,εTXs is that, though its sections
naturally correspond to vector fields, they are not a Lie subalgebra of C∞(Xs; εTXs), and so
we cannot directly associate a corresponding algebra of differential operators. On the other
hand, since Ve,s(Xs) is a Lie algebra, we can define unambiguously its algebras Diff∗e,s(Xs)
of differential operators as the universal enveloping algebra of Ve,s(Xs) over C∞(Xs), that
is, P ∈ Diffke,s(Xs) is generated by C∞(Xs) and finite sums of products of at most k vector
fields in Ve,s(Xs). If E → Xs is a Euclidean vector bundle, then we can define the spaces
Diff∗e,s(Xs;E) acting on sections of E in the usual way. One can then define the space
Diffkw,ε(Xs;E) of w, ε differential operators of order k acting on sections of E by
Diffkw,ε(Xs;E) := ρ
−k Diffke,s(Xs;E).
As we show below in (2.8), the de Rham operator for a wedge-surgery metric on Xs with
coefficients valued in a flat bundle F →M is an element of Diff1w,ε(Xs;E), where
E = Λ∗(w,εT ∗Xs)⊗ F.
There is a natural fiber bundle structure on Bsb induced from the fiber bundle structure
on H, namely
(2.3) [−pi
2
, pi
2
]× Z // Bsb
φ+

Y,
where φ+ := φ ◦ βs. We can also define the normal bundle
(2.4) e,sNBsb → Bsb
as the kernel of the natural map of e,sTXs into
εTXs at the face Bsb. In local coordinates,
its sections are spanned over C∞(Bsb) by ρ∂y, as εTXs is spanned by {ρ∂x, ∂y, ∂z}.
Lemma 2.1. Multiplication by ρ induces an isomorphism φ∗+(TY ) ∼= e,sNBsb.
Proof. Notice first that the map εTXs →e,s TXs which to v ∈ε TXs associates ρv ∈ e,sTXs,
induces, when restricted to Bsb, an isomorphism
(2.5) TBsb/(T (Bsb/Y ))→ e,sNBsb,
14 PIERRE ALBIN, FRE´DE´RIC ROCHON, AND DAVID SHER
where T (Bsb/Y ) is the vertical tangent bundle of the fiber bundle (2.3). On the other hand,
the bundle projection φ+ : Bsb → Y induces the following short exact sequence of vector
bundles
(2.6) 0→ T (Bsb/Y )→ TBsb → φ∗+TY → 0,
so that
φ∗+TY ∼= TBsb/T (Bsb/Y ) ∼= e,sNBsb.

Remark 2.2. To make the multiplication by ρ explicit in the isomorphism of Lemma 2.1,
we use ρTY to denote the natural vector bundle on Y such that multiplication by ρ induces a
natural isomorphism TY → ρTY . The dual of ρTY will be denoted ρ−1T ∗Y . Similarly, we
will denote by εTY the vector bundle on Y such that multiplication by ε induces a natural
isomorphism TY → εTY , with dual denoted by ε−1T ∗Y . Notice that Lemma 2.1 can be
reformulated as saying that there is a natural identification
(2.7) e,sNBsb ∼= Bsb ×Y ρTY.
2.2. The de Rham operator. Let F −→ M be a flat bundle over M. It is convenient to
consider the de Rham operator d+ δ, acting on forms with coefficients in F, as an operator
on sections of the exterior powers of w,εT ∗Xs, tensored with F. For any fixed ε > 0, the
w, ε-cotangent bundle is canonically equivalent to T ∗(M × {ε}), and so making this change
does not affect the limit. The advantage is that, as an operator on w, ε-differential forms,
the de Rham operator of a product-type w, ε-metric in a tubular neighborhood around H
has the form
(2.8) ðw,ε =
(
1
ρ
ðH/YdR + ð̂YdR + ρR −∂x + (NH/Y − v) xρ2
∂x + NH/Y
x
ρ2
−(1
ρ
ðH/YdR + ð̂YdR + ρR)
)
which we recognize as an w, ε-differential operator of order one,
ðw,ε ∈ Diff1w,ε(Xs;E), E = Λ∗(w,εT ∗Xs)⊗ F.
In this section we will describe the model operators of ðw,ε. The de Rham operator of
an exact w, ε metric has the same models as that of a product-type w, ε metric so we will
assume in this section that the metric is of product-type.
We are interested in ðw,ε as an unbounded operator on the space L2w,ε(Xs;E) of L2-sections
with respect to the density induced by gw,ε. Equivalently we will work with
Dw,ε = ρ
(v+1)/2ðw,ερ−(v+1)/2
as an unbounded operator on L2ε,b(Xs;E), the space of L
2-sections with respect to the b-
surgery density 1
ρv+1
dgw,ε.
The restriction of ðw,ε to Bsm(Xs) is a differential wedge operator of order one which we
denote ðw,0. Near ∂Bsm(Xs) it has the form
(2.9) ðw,0 =
(
1
|x|ð
H/Y
dR + ð̂YdR + |x|R −∂x + (NH/Y − v) 1|x|
∂x + NH/Y
1
|x| −( 1|x|ðH/YdR + ð̂YdR + |x|R)
)
.
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Note that on Bsm, the subsets where x takes small positive values and where x takes small
negative values are separated, so that the function |x| is smooth.
On the other hand, ðw,ε does not restrict to Bsb(Xs), so we first multiply by ρ before
restricting. We define
(2.10) ðv = ðw,ερ
∣∣
ρ=0
=
(
ðH/YdR (NH/Y − v − 1)xρ
(NH/Y + 1)
x
ρ
−ðH/YdR
)
.
We define Dw and Dv similarly, starting with Dw,ε instead of ðw,ε. We will now take a
closer look at these model operators.
2.3. The model operator at Bsm. Let us consider the edge differential operator ρDw,ε
∣∣
Bsm
given, near ∂Bsm(Xs), by
ρDdR
∣∣
Bsm
= |x|Dw =
(
ðH/YdR + |x|ð̂YdR + |x|2R −|x|∂|x| + (NH/Y − v2 + 12)
|x|∂|x| + (NH/Y − v2 − 12) −(ðH/YdR + |x|ð̂YdR + |x|2R)
)
.
From [Maz91], this has two model operators: an indicial family and a normal operator.
Its indicial family at y0 ∈ Y is
Ib(|x|Dw)(y0; ζ) =
(
ðH/YdR −ζ + (NH/Y − v2 + 12)
ζ + (NH/Y − v2 − 12) −ðH/YdR
)
,
and indicial roots are values of ζ for which Ib(|x|Dw)(y0; ζ) is not invertible. The next
proposition is a slight improvement over the computation in [ALMP13, §3.1].
Proposition 2.3. The indicial roots of |x|Dw at y0 ∈ Y are
{q − v
2
+ 1
2
,−(q − v
2
− 1
2
) : Hq(Zy0) 6= 0}⋃
{`±
√
λ+ (q − v
2
+ 1
2
)2 : ` ∈ {0, 1}, λ ∈ Spec((δd)q(Zy0)) \ {0}}⋃
{`±
√
λ+ (q − v
2
− 1
2
)2 : ` ∈ {0, 1}, λ ∈ Spec((dδ)q(Zy0)) \ {0}}.
In particular, α is an indicial root if and only if 1− α is.
Proof. For simplicity we write δ = δH/Y , d = dH/Y , δ = (dH/Y )∗,N = NH/Y . It suffices, since
Ib(|x|1/2Dw|x|1/2)(ζ) is self-adjoint, to find those ζ for which Ib(|x|Dw)(ζ) is not injective.
Suppose (a, b) is in the null space of Ib(|x|Dw)(ζ). Since [ðdR,N] = (dH/Y )∗ − dH/Y , it will
be convenient to use the Kodaira decomposition of a and b with respect to dH/Y , which we
write a = ad + aδ + aH and similarly for b. Thus we find,(
ðdR −ζ + (N− v2 + 12)
ζ + (N− v
2
− 1
2
) −ðdR
)(
a
b
)
=
(
0
0
)
⇐⇒
{
ðdRa = (ζ + v2 − 12 −N)b
ðdRb = (ζ − v2 − 12 + N)a
⇐⇒

(ζ + v
2
− 1
2
−N)bH = 0, daδ = (ζ + v2 − 12 −N)bd
δad = (ζ +
v
2
− 1
2
−N)bδ, (ζ − v2 − 12 + N)aH = 0
dbδ = (ζ − v2 − 12 + N)ad, δbd = (ζ − v2 − 12 + N)aδ.
Thus the harmonic terms contribute
{1/2± |v/2− q| : Hq(Z) 6= 0}.
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For aδ we have
∆aδ = δdaδ = (ζ +
v
2
− 3
2
−N)δbd = (ζ + v2 − 32 −N)(ζ − v2 − 12 + N)aδ
=
[
(ζ − 1)2 − (N− v
2
+ 1
2
)2
]
aδ =⇒ {ζ = 1±
√
λ+ (q − v
2
+ 1
2
)2 : λ ∈ Spec((δd)Zq )}.
For ad we have
∆ad = dδad = (ζ +
v
2
+ 1
2
−N)dbδ = (ζ + v2 + 12 −N)(ζ − v2 − 12 + N)ad
=
[
ζ2 − (N− v
2
− 1
2
)2
]
ad =⇒ {ζ = ±
√
λ+ (q − v
2
− 1
2
)2 : λ ∈ Spec((dδ)Zq )}.
For bδ we have
∆bδ = δdbδ = (ζ − v2 + 12 + N)δad = (ζ − v2 + 12 + N)(ζ + v2 − 12 −N)bδ
=
[
ζ2 − (N− v
2
+ 1
2
)2
]
bδ =⇒ {ζ = ±
√
λ+ (q − v
2
+ 1
2
)2 : λ ∈ Spec((δd)Zq )}.
Finally for bd we have
∆bd = dδbd = (ζ − v2 − 32 + N)daδ = (ζ − v2 − 32 + N)(ζ + v2 − 12 −N)bd
=
[
(ζ − 1)2 − (N− v
2
− 1
2
)2
]
bd =⇒ {ζ = 1±
√
λ+ (q − v
2
− 1
2
)2 : λ ∈ Spec((dδ)Zq )}.
These are necessary conditions, but it is easy to see that they all occur. Indeed, if λ ∈
Spec(∆Zq ) and ∆u = λu with u 6= 0 then
∆u = ∆(ud + uδ + uH) = dδud + δduδ = λu =⇒ uH = 0, ∆ud = λud, ∆uδ = λuδ
and we must have either ud or uδ non-zero (so Spec(∆q) = Spec((dδ)q) ∪ Spec((δd)q)). If
ud 6= 0, let
ζ1 = ±
√
λ+ (q − v
2
− 1
2
)2 , ζ2 = 1±
√
λ+ (q − v
2
− 1
2
)2
and set
γ1 =
δud
ζ1 +
v
2
+ 1
2
− q , γ2 =
δud
ζ2 − v2 − 32 + q
then (ud, γ1) is in the kernel of Ib(|x|Dw)(ζ1) and (γ2, ud) is in the kernel of Ib(|x|Dw)(ζ2). If
uδ 6= 0, let
ζ3 = 1±
√
λ+ (q − v
2
+ 1
2
)2 , ζ4 = ±
√
λ+ (q − v
2
+ 1
2
)2
and set
γ3 =
duδ
ζ3 +
v
2
− 3
2
− q , γ4 =
duδ
ζ4 − v2 + 12 + q
then (uδ, γ3) is in the kernel of Ib(|x|Dw)(ζ3) and (γ4, uδ) is in the kernel of Ib(|x|Dw)(ζ4).
Note that d maps the λ eigenspace of (δd)q isomorphically onto the λ-eigenspace of (δd)q+1
and δ maps the λ eigenspace of (δd)q isomorphically onto the λ eigenspace of (dδ)q−1.

Combining this computation with [HM05, Theorem 4.7] leads to the following criterion.
Corollary 2.4. The operator ðw := ðdR|Bsm is essentially self-adjoint on L2(Bsm;Esm) if
(1.2) holds for each y ∈ Y .
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Proof. By Proposition 1.2 and Proposition 1.5, the operator ðw is essentially self-adjoint if
Re(specb,y(xDw)) ∩ (0, 1) = ∅. From Proposition 2.3, we see that this is the case if (1.2)
holds. 
Using Proposition 2.3, we can also obtain a sufficient condition for the minimal extension
to be given by a weighted Sobolev space.
Corollary 2.5. The minimal extension of ðw is given by |x|H1w(Bsm;Esm) provided for each
y ∈ Y , (1.2) holds, H v±12 (φ−1(y);F ) = {0} and
1 /∈ spec((ðH/Yy )2
∣∣
Ω
v±1
2 (φ−1(y);F )
).
Proof. By Proposition 1.2 and Proposition 1.6, we know that the minimal extension will be
given by |x|H1w(Bsm;Esm) provided 1 /∈ Re(specb,y(|x|Dw)) for all y ∈ Y . This condition can
be reformulated as in the statement of the proposition using Proposition 2.3.

We perform a similar analysis of the Hodge Laplacian. First, let us write it in terms of
A = x
ρ2
and A′ = ∂x( xρ2 ) as
ð2w =
(
(1
ρ
ðH/YdR + ð̂
Y
dR + ρR)
2 − ∂2x − vA∂x
)(
Id 0
0 Id
)
+
(−NH/YA′ + NH/Y (NH/Y − v)A2 A(−21ρdZ + ρR)
A(−21
ρ
δZ + ρR) (NH/Y − v)A′ + NH/Y (NH/Y − v)A2
)
or better
ρv/2ð2wρ−v/2 =
(
(1
ρ
ðH/YdR + ð̂
Y
dR + ρR)
2 − ∂2x
)(
Id 0
0 Id
)
+
(−(NH/Y − v2)A′ + (NH/Y − v2)2A2 A(−21ρdZ + ρR)
A(−21
ρ
δZ + ρR) (NH/Y − v2)A′ + (NH/Y − v2)A2
)
Proposition 2.6. The indicial roots of |x|2D2w at y0 ∈ Y are
{q − v
2
+ 1
2
,−(q − v
2
− 1
2
), q − v
2
+ 3
2
,−(q − v
2
− 3
2
) : Hq(Zy0) 6= 0}⋃
{`±
√
λ+ (q − v
2
+ 1
2
)2 : ` ∈ {0, 1, 2}, λ ∈ Spec((δd)q(Zy0)) \ {0}}⋃
{`±
√
λ+ (q − v
2
− 1
2
)2 : ` ∈ {0, 1, 2}, λ ∈ Spec((dδ)q(Zy0)) \ {0}}.
In particular, notice that δ is an indicial root if and only if 2− δ is.
Proof. From Proposition 2.3, it suffices to notice that |x|2D2w = |x|(|x|Dw)|x|−1(|x|Dw), so
that specb,y(|x|2Dw) = specb,y(|x|Dw)
⋃
(specb,y(|x|Dw) + 1).

Corollary 2.7. The wedge Hodge Laplacian ∆w := ð2w as an operator on L2w(Bsm;Esm) is
essentially self-adjoint if (1.3) holds for each y ∈ Y .
Proof. By Proposition 1.2 and Proposition 1.6, the wedge Hodge Laplacian will be essentially
self-adjoint on L2w(Bsm;Esm) provided Re(specb,y(|x|2D2w)) ∩ (0, 2) = ∅ for all y ∈ Y , so the
result follows from Proposition 2.6.

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As for the operator ðw, there is a simple sufficient condition that ensures that the minimal
extension of the wedge Hodge Laplacian is a weighted edge Sobolev space.
Corollary 2.8. If for each y ∈ Y , (1.3) holds, H v±32 (φ−1(y);F ) = {0} and
4 /∈ spec((ðH/Yy )2
∣∣
Ω
v±1
2 φ−1(y);F )
),
then
Dmin(∆w) = |x|2H2w(Bsm;Esm).
Proof. By Proposition 2.6, we have in this case that 2 /∈ Re(specb,y(|x|2D2w)) for all y ∈ Y ,
so the result follows by applying Proposition 1.2 and Proposition 1.6. 
2.4. The model operator at Bsb. Analogously to (2.10), the vertical operator associated
to Dw,ε is
(2.11) Dv = Dw,ερ
∣∣
ρ=0
=
(
ðH/YdR −ρ∂x + (NH/Y − v2 − 12)xρ
ρ∂x + (NH/Y − v2 + 12)xρ −ðH/YdR
)
.
If we consider this operator in polar coordinates near Bsb,
ρ =
√
x2 + ε2 , θ = tan−1
x
ε
,
in which we have β∗(∂x) = sin θ ∂ρ + 1ρ cos θ ∂θ, we get
Dv =
(
ðH/YdR − cos θ ∂θ + (NH/Y − v2 − 12) sin θ
− cos θ ∂θ + (NH/Y − v2 + 12) sin θ −ðH/YdR
)
.
In particular we note that
Dv ∈ Diff1b(([−
pi
2
,
pi
2
]θ ×H)/Y ;E|Bsb).
It is also convenient to consider projective coordinates
X =
x
ε
, ε
valid away from Bsm and in which ε is a bdf for Bsb. In these coordinates, β
∗(∂x) = 1ε∂X ,
β∗(ρ) = ε
√
1 +X2 = ε〈X〉, and hence
Dv =
(
ðH/YdR −〈X〉∂X + (NH/Y − v2 − 12) X〈X〉
〈X〉∂X + (NH/Y − v2 + 12) X〈X〉 −ðH/YdR
)
.
For the Hodge Laplacian, the corresponding model operator is
(2.12) ∆v := ρD
2
w,ερ
∣∣
Bsb
= 〈X〉Dv〈X〉−1Dv.
Using the notation
(2.13) P (a) := 〈X〉∂X + a X〈X〉 = 〈X〉
−a(〈X〉∂X)〈X〉a, ∆(a) = −P (−a)P (a),
one computes that
(2.14) ∆v =
(
(ðH/YdR )2 + ∆(NH/Y − v−12 ) − 2X〈X〉dH/Y
− 2X〈X〉δH/Y (ðH/YdR )2 + ∆(−(NH/Y − v+12 ))
)
.
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For each y ∈ Y , this is an operator on the cylinder RX×φ−1(y) which is an elliptic b-operator
of order 2 in the sense of Melrose [Mel93]. We can therefore easily characterized when such
an operator is Fredholm.
Lemma 2.9. When restricted to R × φ−1(y) for y ∈ Y , the b-operator ∆v is Fredholm
provided
spec((ðH/Yy )2
∣∣
Ω
v±1
2 (φ−1(y),F )
) ∩ [0, 1] = ∅, if v is odd
and
spec((ðH/Yy )2
∣∣
Ω
v
2 +j(φ−1(y),F )) ∩ (0,
3
4
] = ∅ for j ∈ {−1, 0, 1}, if v is even.
Proof. By [Mel93, Theorem 5.40], the b-operator ∆v will be Fredholm if and only if its indicial
family I(∆v, λ) as defined in (1.4) is invertible for all λ ∈ iR. Now, by [ARS18, (2.12)], we
know that
I(P (a), λ) = ±(a− λ) as X → ±∞,
so that
I(∆(a), λ) = −λ2 + a2 as X → ±∞.
Hence, as X → ±∞, the indicial family of ∆v is given by
(2.15) I(∆v, λ) =
(
(ðH/YdR )2 − λ2 + (NH/Y − v−12 )2 ∓2dH/Y
∓2δH/Y (ðH/YdR )2 − λ2 + (NH/Y − v+12 )2
)
.
When we restrict it to the kernel of (ðH/YdR )2, this gives(−λ2 + (NH/Y − v−12 )2 0
0 −λ2 + (NH/Y − v+12 )2
)
,
which is invertible for all λ ∈ iR if and only if ðH/YdR has no non-trivial harmonic forms in
degrees v±1
2
.
Hence, the result will follows if we can show that the indicial family I(∆v, λ) is invertible
for all λ ∈ iR when we restrict it to the orthogonal complement of the harmonic forms of
ðH/YdR , in fact to an eigenspace of (ð
H/Y
dR )
2 associated to an eigenvalue ν2 with ν > 0. Such a
space is always even dimensional with building blocks of dimension 2 given by forms α and
β of degrees k and k + 1 such that
(2.16)
(ðH/YdR )
2α = ν2α, (ðH/YdR )
2β = ν2β, δH/Y α = 0,
dH/Y α = νβ, δH/Y β = να, dH/Y β = 0.
When we restrict to this subspace using {α, β} as a basis, the indicial family I(∆v, λ) becomes
ν2 − λ2 + (k − v−1
2
)2 0 0 0
0 ν2 − λ2 + (k − v−3
2
)2 ∓2ν 0
0 ∓2ν ν2 − λ2 + (k − v+1
2
)2 0
0 0 0 ν2 − λ2 + (k − v−1
2
)2

with determinant given by
(ν2 − λ2 + (k − v − 1
2
)2)2[(ν2 − λ2 + (k + 1− v − 1
2
)2)(ν2 − λ2 + (k − v + 1
2
)2)− 4ν2].
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Given that ν2 > 0 and λ ∈ iR, this determinant will be zero if and only if ν4 + bν2 + c = 0
with
b := −2λ2+(k−v − 3
2
)2+(k−v + 1
2
)2−4, c := (−λ2+(k−v − 3
2
)2)(−λ2+(k−v + 1
2
)2) ≥ 0,
that is, if and only if
ν2 = − b
2
±
√
b2 − 4c
2
.
Since ν2 > 0, a necessary condition for this equality to be true is that b < 0, which is the
case if and only if |k − v−1
2
| < 1 and −λ2 is sufficiently small. Thus, if v is odd, this means
k = v−1
2
, so that for all λ ∈ iR, b ≥ −2, c ≥ 1 and
ν2 ≤ 2 +
√
4− 4
2
= 1.
If instead v is even, this means k = v
2
or k = v
2
− 1, and in either case, b ≥ −3
2
, c ≥ 9
16
, so
that we must have in that case
ν2 ≤ 3
4
+
1
2
√
9
4
− 9
4
=
3
4
.
Keeping in mind that β is of degree k + 1, we see that the conditions of the lemma are
sufficient to ensure that ∆v is Fredholm. 
The L2-kernel of ∆v is also easy to describe modulo some further assumption on
spec((ðH/YdR )2).
Proposition 2.10. For y ∈ Y , suppose that (φ−1(y), F ) has no harmonic forms in degree
v±1
2
and that
(2.17) spec((ðH/Yy )2) ∩ (0, 4] = ∅.
Then the L2-kernel of the restriction ∆v,y of ∆v to R× φ−1(y) is given by
(2.18) kerL2 ∆v,y = span
{(
u〈X〉 v−12 −k
v〈X〉`− v+12
)
| u ∈ ρ
kHk(φ−1(y);F ), k > v−1
2
,
v ∈ ρ`H`(φ−1(y);F ), ` < v+1
2
}
.
Proof. First, if we restrict ∆v,y to the harmonic forms on the factor (φ
−1(y), F ), we obtain(
∆(NH/Y − v−12 ) 0
0 ∆(−(NH/Y − v+12 ))
)
.
On the other hand, by [ARS18, § 2.1], we know that
kerL2 ∆(a) =
{
c〈X〉−a, c ∈ C, a > 0,
{0}, a ≤ 0.
Thus, we see that the L2-kernel of the restriction of ∆v,y to harmonic forms of ðH/Yy gives all
of (2.18) already. To complete the proof, it suffices then to show that ∆v,y is invertible when
restricted to the orthogonal complement of harmonic forms on the factor (φ−1(y), F ). As in
the proof of Lemma 2.9, it suffices in fact to check this on any 2-dimensional eigenspace of
(ðH/Yy )2 of eigenvalue ν2 with ν > 0 spanned by orthonormal eigenforms α and β of degree
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k and k + 1 such that (2.16) holds. When we restrict ∆v,y to such an eigenspace using the
basis {α, β}, we obtain
(2.19)

ν2 + ∆(k − v−1
2
) 0 0 0
0 ν2 + ∆(k − v−3
2
) −2Xν〈X〉 0
0 −2Xν〈X〉 ν2 + ∆(v+12 − k) 0
0 0 0 ν2 + ∆(v−1
2
− k)
 .
Suppose then that (u1, u2, u3, u4) is in the L
2 kernel of this operator on R, which means that
(2.20)
∆(k − v − 1
2
)u1 = −ν2u1,
∆(k − v − 3
2
)u2 = −ν2u2 + 2Xν〈X〉 u3,
∆(
v + 1
2
− k)u3 = −ν2u3 + 2Xν〈X〉 u2,
∆(
v − 1
2
− k)u4 = −ν2u4.
Since the operator ∆(a) has positive spectrum for all a ∈ R, we see from the first and last
equation that u1 = u4 = 0, while the two equations in the middle implies that
(2.21)
ν2‖u2‖2L2 ≤ 2ν〈u2,
X
〈X〉u3〉L2 ≤ ν(‖u2‖
2
L2 + ‖u3‖2L2),
ν2‖u3‖2L2 ≤ 2ν〈u3,
X
〈X〉u2〉L2 ≤ ν(‖u2‖
2
L2 + ‖u3‖2L2).
Summing these two inequality yields
ν(‖u2‖2L2 + ‖u3‖2L2) ≤ 2(‖u2‖2L2 + ‖u3‖2L2) =⇒ ν ≤ 2 or ‖u2‖2L2 + ‖u3‖2L2 = 0.
Since we must have ν > 2 by assumption (2.17), this means that u2 = u3 = 0 and the L
2-
kernel of the operator (2.19) is trivial. Since this operator is clearly essentially self-adjoint
and Fredholm by Lemma 2.9, it must therefore be invertible as desired. 
3. The edge surgery calculus
3.1. The surgery double space. To define our surgery double space, we start with the
b-surgery double space X2b,s of Mazzeo-Melrose [MM95],
X2b,s = [M ×M × [0, 1]ε;H ×H × {0};H ×M × {0};M ×H × {0}],
with blow-down map
β2b,s : X
2
b,s −→M2 × [0, 1]ε.
As in [ARS17], we denote by Bmf , Blf , Brf , and Bbf the boundary hypersurfaces given by
the interior lifts under (β2b,s)
−1 of M×M×{0}, H×M×{0}, M×H×{0}, and H×H×{0}
respectively. We also let Db,s ⊆ X2b,s be the interior lift of diagM ×[0, 1]ε, where diagM is the
diagonal in M2. The face Bbf has a canonical decomposition
(3.1) Bbf = H ×H × [−pi2 , pi2 ]2ob,
where [−pi
2
, pi
2
]2ob is the overblown b-double space of the interval [−pi2 , pi2 ] defined in [MM95,
p.41] by blowing up the four corners of [−pi
2
, pi
2
]2. Using this decomposition, the fibration
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Bmf
Brf
Bmf
BlfBlf
Bmf Bmf
Brf
Bbf and Bff
Figure 3. The double surgery space X2e,s.
φ : H → Y induces a natural fibration φb : Bbf → Y × Y , where φb = (φ × φ) ◦ pr with
pr : H × H × [−pi
2
, pi
2
]2ob → H × H the projection on H × H. To obtain the edge surgery
double space, we need to blow up φ−1b (DY ), where DY ⊂ Y × Y is the diagonal,
X2e,s := [X
2
b,s;φ
−1
b (DY )] with blow-down map β
2
e,s : X
2
e,s →M3 × [0, 1]ε,
see Figure 3 below. In other words, we need to blow up φ−1b (DY ) = H ×φ H × [−pi2 , pi2 ]2ob in
Bbf , where H×φH ⊂ H×H is the fibered diagonal. In particular, this face comes naturally
with a fibration structure
(3.2) Z2 × [−pi
2
, pi
2
]2ob
// φ−1b (DY )
φb

DY .
Note that to obtain the φ-surgery double space used in [ARS17], we would instead have
blown up the smaller p-submanifold H ×φ H × (Db,s ∩ ∂[−pi2 , pi2 ]2ob). Denote by Bff the new
boundary hypersurface created by blowing up φ−1b (DY ). Abusing notation slightly, we keep
the names of the other boundary hypersurfaces of X2e,s unchanged under the blow-up from
X2b,s. Let De,s ⊆ X2e,s be the interior lift of Db,s ⊂ X2b,s.
We now examine the geometry of X2e,s more closely. One might expect Bmf to be identified
with the edge double space [M ;H]2e of Mazzeo [Maz91], but in fact it is identified with the
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‘overblown’ or ‘extended’ edge double space of Lauter [Lau03]
[M ;H]2e,ob = [[M ;H]
2; {x = x′ = 0}, {x = x′ = 0, y = y′}].
As nested blow-ups commute, [M ;H]2e,ob is a blow-up of [M ;H]
2
e.
Now consider Bff . Clearly, the normal bundle of φ
−1
b (DY ) in Bbf is identified with
φ∗b(NDY ), where NDY is the normal bundle of DY in Y × Y . Now, using the projec-
tion on the left or on the right factor to identify DY with Y gives at the same time a natural
identification of NDY with TY . Thus, using the fibration
φb : φ
−1
b (DY )→ DY ∼= Y,
we can identify the normal bundle of φ−1b (DY ) in Bbf with φ
∗
b(TY ). Thus, since Bff is
obtained by blowing up φ−1b (DY ) in Bbf , we see, making multiplication by ρ explicit, that
there is a canonical identification
(3.3) Bff ∼= φ∗b(ρTY ),
where φ∗b(ρTY ) is the radial compactification of the vector bundle φ
∗
b(ρTY ) → φ−1b (DY ).
Alternatively,
(3.4) Bff ∼= (ρTY ×Y (H ×φ H))× [−pi
2
,
pi
2
]2ob.
As a result, observe that Bff is a fiber bundle over Y , the fiber of which is given at y ∈ Y by
(3.5) Bff,y := ρTyY × Zy × Z ′y × [−
pi
2
,
pi
2
]2ob.
Remark 3.1. This could be seen as the double space for ρTyY -suspended b-operators on
φ−1(y) × [−pi/2, pi/2]. However, within the double space X2e,s this is not quite the type of
operators that will appear, since the commutator [ρ∂x, ρ∂y] = x∂y does not vanish on Bsb
as an e, s vector field. In fact, looking at the restriction of Ve,s(Xs) to Bsb, we see that
the operators described by Bff,y consist of the subclass of edge operators on the non-compact
manifold with boundary ρTyY ×Zy × [−pi2 , pi2 ], with respect to the boundary fibration ρTyY ×
Zy × ∂[−pi2 , pi2 ]→ ρTyY , which are invariant by translation in the factor ρTyY .
It is straightforward to find local coordinates on X2b,s and X
2
e,s. For example, coordinates
valid near the interior of Bbf ⊆ X2b,s, away from the other boundary hypersurfaces, are(
ρ =
√
x2 + ε2 , θ = arctan
(x
ε
)
, θ′ = arctan
(x′
ε
)
, y, y′, z, z′)
)
.
To obtain X2e,s, we blow up the submanifold {ρ = 0, y = y′}. After this blow-up, coordinates
in the interior of Bff are
(3.6)
(
ρ, θ, θ′, ŷ =
y − y′
ρ
, y′, z, z′
)
.
In fact, these coordinates are also valid near the interior of Bff ∩ Brf (where
Brf = {θ′ = ±pi/2} and ρ is still a defining function for Bff), though not near Bmf or
Blf . The coordinates (3.6) in particular nicely illustrate (3.4): y
′ is the coordinate on the
base of the fiber product, ŷ is the coordinate on the fibers of TY , (z, z′) are the coordinates
on the fibers of H ×φ H, and (θ, θ′) are coordinates on [−pi2 , pi2 ]2ob. Note also that the roles of
y and y′ may be switched.
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Near Bff ∩Bmf ∩De,s, we can use the projective coordinates
(3.7)
(
x′, s =
x
x′
, u =
ε
x′
, y˜ =
y − y′
x′
, y′, z, z′
)
.
As we now check, there are natural projections from X2e,s onto the single surgery space Xs.
Lemma 3.2. The projections piR : M × M × [0, 1]ε → M × [0, 1]ε and piL : M × M ×
[0, 1]ε → M × [0, 1]ε off the first and second factors lift to b-fibrations pie,R : X2e,s → Xs and
pie,L : X
2
e,s → Xs.
Proof. From [MM95], we know that we have lifts to b-fibrations pib,R : X
2
b,s → Xs and
pib,L : X
2
b,s → Xs. The result then follows easily by applying [HMM95, Lemma 2.7]. 
The exponent matrices of these b-fibrations can be readily computed and contain only 0
and 1 entries. Indeed, for pie,R, the non-zero entries are for
(3.8) {(Brf ,Bsb), (Bbf ,Bsb), (Bff ,Bsb), (Blf ,Bsm), (Bmf ,Bsm)},
while for pie,L, the non-zero entries are for
(3.9) {(Blf ,Bsb), (Bbf ,Bsb), (Bff ,Bsb), (Brf ,Bsm), (Bmf ,Bsm)}.
These b-fibrations can be used to lift vector fields from the left or from the right.
Proposition 3.3. The lift of Ve,s(Xs) from the left or from the right to X2e,s is transversal
to the lifted diagonal De,s.
Proof. By symmetry, it suffices to prove the proposition for lifts from the left. We calculate
in local coordinates using (3.6) and (3.7). First consider a region near Bff , away from Blf ,
Bmf and Bbf . Here the coordinates (3.6) are valid. Computing the lifts of each generator,
we obtain
pi∗e,L(ρ∂x) = ρ sin θ∂ρ + cos θ∂θ; pi
∗
e,L(ρ∂y) = ∂ŷ; pi
∗
e,L(∂z) = ∂z.
The transversality for Ve,s(Xs) follows there from the fact that De,s = {θ = θ′, ŷ = 0, z = z′}.
It also holds when ρ = 0, since on the diagonal in this region, θ 6= ±pi/2.
Now consider a region near Bmf ∩Bff ∩De,s, where we have (3.7). As before,
pi∗e,L(ρ∂x) =
√
s2 + u2 ∂s; pi
∗
e,L(ρ∂y) =
√
s2 + u2 ∂y˜; pi
∗
e,L(
ε
ρ
∂z) = ∂z.
In these coordinates, De,s = {s = 1, y˜ = 0, z = z′}. Since s = 1 on the diagonal, the result
follows. 
Corollary 3.4. The normal bundle NDe,s is canonically isomorphic to
e,sTXs.
3.2. Densities. We follow [ARS17, §3.2]. Let W be a manifold with corners. We write ν(W )
for a nonvanishing smooth density on W , and νb(W ) for a nonvanishing smooth b-density on
W . Note that νb(W ) = f
−1ν(W ) with f a product of boundary defining functions for each
boundary hypersurface of W . The sections ν(W ) and νb(W ) span the density and b-density
bundles Ω(W ) and Ωb(W ) respectively over C
∞(W ).
Next we define density bundles on Xs. Let gw,ε be our wedge surgery metric, then let
νw,ε = |dgw,ε|. Let Ωw,ε(Xs) be the w, ε-density bundle, defined so that νw,ε is a nonvanishing
section. Note that in local coordinates,
νw,ε = ρ
vdx dy dz,
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where v is the dimension of the fibers of φ : H → Y . The corresponding edge object is
νe,s = ρ
−nνw,ε and we have
νe,s = ρ
−h−1dx dy dz,
where h = dimY and n = dimM . Similarly, we let Ωe,s(Xs) = ρ
−nΩw,ε(Xs).
Finally, in many situations, it will actually be more convenient to work with the b-surgery
density bundle Ωb,s(Xs) = ρ
−v−1Ωw,ε(Xs), which has a smooth nonvanishing section νb,s given
in local coordinates by
νb,s = ρ
−1dx dy dz.
3.3. Operator calculi. We follow [ARS17] and let our operators have Schwartz kernels with
densities lifted from the right. Let E → Xs be a vector bundle and let E∗ → Xs be the dual
bundle. We define both b-surgery and edge-surgery calculi.
Begin with the small calculi. The small b-surgery calculus of [MM95] is the union over
m ∈ R of the spaces
Ψmb,s(Xs;E) = C˙
∞
bf,mfI
m(X2b,s, Db,s; ((pib,L)
∗E ⊗ (pib,R)∗(E∗ ⊗ Ωb,s(Xs)))).
The kernels of such operators are polyhomogeneous on Xb,s, smooth down to Bbf and Bmf ,
and vanish to infinite order at other faces, with a (one-step polyhomogeneous) conormal
singularity of order m at Db,s. Similarly, the small edge surgery calculus is defined to be the
union over m ∈ R of
Ψme,s(Xs;E) = C˙
∞
ff,mfI
m(X2e,s, De,s; ((pie,L)
∗E ⊗ (pie,R)∗(E∗ ⊗ Ωe,s(Xs)))).
To define wider classes of pseudodifferential operators, we need to recall the notation
from [Mel92,MM95]. Let L be a manifold with corners, R a total boundary defining function,
µ a positive section of the density bundle Ω(L), and s a multiweight. We denote the conormal
functions with multiweight s− by
A s−(L;µ) =
⋂
s′<s
Rs
′
H∞b (L;µ).
Given an index family E and two multiweights s ≤ w, the conormal functions with mul-
tiweight s− that have partial asymptotic expansion at each boundary hypersurface H with
exponents in E(H) and remainder term a conormal function with multiweight w− are de-
noted
BE/wphg A
s
−(L).
Thus, for example,
A Ephg(L) = B
E/∞
phg A
s
−(L) and A
w
− (L) = B
∅/w
phgA
s
−(L)
as long as s < inf E in the former and s ≤ w in the latter. We point out that this set
of distributions is a C∞(L)-module and so extends trivially to sections of a vector bundle,
E −→ L,
BE/wphg A
s
−(L;E) = B
E/w
phg A
s
−(L)⊗C∞(L) C∞(L;E).
Now, given index families E , F for X2b,s and X2e,s, we define
Ψm,Eb,s (Xs;E) = A
E
phgI
m(X2b,s, Db,s; ((pib,L)
∗E ⊗ (pib,R)∗(E∗ ⊗ Ωb,s(Xs))));
Ψm,Fe,s (Xs;E) = A
F
phgI
m(X2e,s, De,s; ((pie,L)
∗E ⊗ (pie,R)∗(E∗ ⊗ Ωe,s(Xs)))).
The large b-surgery and edge-surgery calculi are defined as the unions over all m and all
index families E and F of the corresponding spaces above.
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We also need families of pseudodifferential operators which are conormal but which are
polyhomogeneous only up to a certain order. These definitions are modelled on [MM95,
(78),(79)], with some modifications for our setting. We first set
Ψ−∞,τ,rese,s (Xs;E) = (ρbfρrf)
hA τ−(X
2
e,s; ((pie,L)
∗E ⊗ (pie,R)∗(E∗ ⊗ Ωe,s(Xs))).
These residual operators are conormal, with order τ at all boundary hypersurfaces except at
Bbf and Brf , where they have order h+ τ . We then set
Ψ−∞,τe,s (Xs;E) := B
E/s
phgρ
h
bfρ
h
rfA
0
−(X
2
e,s; ((pie,L)
∗E ⊗ (pie,R)∗(E∗ ⊗ Ωe,s(Xs))))
with E given by N0 at Bff , Bmf and by ∅ elsewhere, and with multi-weight s given by h+ τ
at Bbf , Brf and by τ elsewhere. These operators have kernels which are
• partially smooth up to Bmf and Bff to order τ (with conormal remainder);
• conormal of order τ at Blf ; and
• conormal of order h+ τ at Brf and Bbf .
Finally, we define
Ψm,τe,s (Xs;E) := Ψ
m
e,s(Xs;E) + Ψ
−∞,τ
e,s (Xs, E).
A symbol map for the b-surgery calculus is defined in [MM95], and there is also a symbol
map for the edge surgery calculus. Indeed for A ∈ Ψm,Fe,s (Xs;E), let its Schwartz kernel be
KA. The kernel KA has a conormal singularity at the lifted diagonal De,s, and as such it has
a symbol σ(KA) which is an element of S
m(N∗De,s; End(E)). Let the edge surgery symbol
of A, denoted e,sσ(A), be σ(KA). Using Corollary 3.4,
e,sσ(A) may be viewed as an element
of Sm(e,sT ∗Xs; End(E)). Within the small calculus, this yields the exact sequence
0 −→ Ψm−1e,s (Xs;E) −→ Ψme,s(Xs;E)
e,sσ−−→ Sm(e,sT ∗Xs; End(E)) −→ 0.
3.4. Mapping properties and composition. The triple edge surgery space X3e,s is con-
structed as follows.
We start with M3 × [0, 1]ε and denote its boundary hypersurface M3 × {0} by BZ . The
other boundary hypersurface at ε = 1 will play no role in our construction and can safely
be ignored. Let us denote by x, x′ and x′′ the functions on each factor of M corresponding
to the coordinate normal to H for a choice of tubular neighborhood of H. We will now
perform a series of blow-ups. Each of them will introduce new boundary hypersurfaces and
possibly modify the boundary hypersurfaces present before the blow-up. However, to lighten
the notation, for the boundary hypersurfaces already present, we will use the same notation
for the boundary hypersurface before and after the blow-up. The edge surgery triple space
is obtained as follows:
(1) Blow up H ×H ×H × {0} and call the new face BT ;
(2) Blow up H × H ×M × {0}, H ×M × H × {0} and M × H × H × {0}, denoting
respectively by BF , BC and BS the new boundary hypersurfaces;
(3) Blow up M ×M ×H × {0}, M ×H ×M × {0} and H ×M ×M × {0}, calling the
new faces BN1 , BN2 and BN3 , which yields the b-triple space X
3
b,s of [MM95];
(4) Blow up BT ∩{y = y′ = y′′}, creating a new boundary hypersurfaces BTT analogous
to BφTT in [ARS17], but with the important difference that BTT intersects all other
boundary hypersurfaces while BφTT only intersects BT and BZ ;
(5) Blow up the interior lifts of BT ∩ {y = y′}, BT ∩ {y = y′′}, and BT ∩ {y′ = y′′},
which are disjoint p-submanifolds by the previous blow-up, to get three new faces
BFT , BCT , and BST respectively;
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(6) Blow up the interior lifts of BF ∩ {y = y′}, BC ∩ {y = y′′}, and BS ∩ {y′ = y′′},
denoting respectively the new boundary hypersurfaces BFD, BCD, and BSD, to
obtain the edge surgery triple space X3e,s.
Let us denote by β3e,s : X
3
e,s → M3 × [0, 1]ε the corresponding blow-down map. As the next
lemma shows, in this triple space, a projection off a factor lifts to a b-fibration.
Lemma 3.5. The projections off the first, second, and third factor in M ×M ×M × [0, 1]ε
extend by continuity to well-defined b-fibrations pie,S, pie,C, and pie,F respectively from X
3
e,s to
X2e,s.
Proof. This is quite similar to the proof of the corresponding statement for the triple surgery
space of [ARS17] and amounts to using [HMM95, Lemma 2.5 and Lemma 2.7] as well as
the commutativity of nested blow-ups. Moreover, by symmetry, it suffices to establish our
results for pie,F . By [MM95], we can also use the fact that the projections off the third factor
of M3 × [0, 1]ε extend by continuity to a b-fibration pib,F : X3b,s → X2b,s.
Now, to lift pib,F to a b-fibration onto X
2
e,s, we know according to [HMM95, Lemma 2.5]
that it suffices to blow-up the pre-images of φ−1b (DY ) ⊂ X2b,s with respect to pib,F , namely
BT ∩ {y = y′} and BF ∩ {y = y′}. In other words, there is a lift pie,F : X˜3e,s → X2e,s of pib,s
with
X˜3e,s := [X
2
b,s;BT ∩ {y = y′};BF ∩ {y = y′}].
Since BT ∩{y = y′ = y′′} is a p-submanifold of BT ∩{y = y′}, one can use the commutativity
of nested blow-ups [HMM95, Lemma 2.1] to see that X˜3e,s is a blow-down of X
3
e,s,
X3e,s = [X˜
3
e,s;BT∩{y = y′ = y′′},BT∩{y = y′′},BT∩{y′ = y′′},BC∩{y = y′′},BS∩{y′ = y′′}].
If βF : X
3
e,s → X˜3e,s is the blow-down map, we see therefore that the desired extension is
pie,F := pie,F ◦ βF , which by [HMM95, Lemma 2.7] is a b-fibration. 
The exponent matrices of the b-fibrations of Lemma 3.5 only have entries equal to 1 or
zero. Using [MM95, (101)] for the corresponding b-fibrations of the b-surgery triple space,
we compute that for pie,F , the non-zero entries are given by
(3.10) {(BTT ,Bff), (BFT ,Bff), (BFD,Bff), (BCT ,Bbf), (BST ,Bbf),
(BT ,Bbf), (BF ,Bbf), (BSD,Brf), (BS,Brf), (BN2 ,Brf),
(BCD,Blf), (BC ,Blf), (BN3 ,Blf), (BN1 ,Bmf), (BZ ,Bmf)} ,
while for pie,C they are given by
(3.11) {(BTT ,Bff), (BCT ,Bff), (BCD,Bff), (BFT ,Bbf), (BST ,Bbf),
(BT ,Bbf), (BC ,Bbf), (BSD,Brf), (BS,Brf), (BN1 ,Brf),
(BFD,Blf), (BF ,Blf), (BN3 ,Blf), (BN2 ,Bmf), (BZ ,Bmf)} ,
and for pie,S they are given by
(3.12) {(BTT ,Bff), (BST ,Bff), (BSD,Bff), (BFT ,Bbf), (BCT ,Bbf),
(BT ,Bbf), (BS,Bbf), (BCD,Brf), (BC ,Brf), (BN1 ,Brf),
(BFD,Blf), (BF ,Blf), (BN2 ,Blf), (BN3 ,Bmf), (BZ ,Bmf)} .
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Now we examine densities and their behavior under blow-up. The following is the analogue
of Corollary C.6 in [ARS17].
Proposition 3.6. The canonical density bundles are transformed by blow-ups as follows:
(3.13) (βs)
∗ν(M × [0, 1]ε) = ρsbν(Xs);
(3.14) (β2e,s)
∗ν(M2 × [0, 1]ε) = ρlfρrfρ2bfρh+2ff ν(X2e,s);
(3.15) (β3e,s)
∗ν(M × [0, 1]ε) = (ρN1ρN2ρN3)(ρFρCρS)2(ρT )3(ρFDρCDρSD)h+2
(ρFTρCTρST )
h+3ρ2h+3TT ν(X
3
e,s).
Proof. Each statement is proved by repeated applications of Proposition C.5 in [ARS17],
which is a proposition originally due to Melrose. 
Theorem 3.7. Let f ∈ AF(Xs;E) and let A ∈ Ψm,Ee,s (Xs;E). Then g = Af ∈ AG(Xs;E),
with
Gsm = (Emf + Fsm)∪(Erf + Fsb − h); Gsb = (Elf + Fsm)∪(Eff + Fsb)∪(Ebf + Fsb − h).
Note that since all our operators act on compact manifolds for positive ε, no condition on
the index set is needed for this action to be defined.
Proof. We prove the theorem when m = −∞; the extension to arbitrary m is standard, as
in [ARS17]. The kernel K(A) of A is an element of A(Xs)2 with index family E . We have
(3.16) g = (pie,L)∗(K(A)κe(pie,R)∗f),
where κe is a smooth nonvanishing section of (pie,R)
∗Ωe,s(Xs). As in [ARS17], for convenience
in using the pull-back and push-forward theorems of Melrose, we transform (3.16) into an
equation where the left-hand side is a multiple of ν(Xs) and the interior of the push-forward
on the right is a multiple of ν(X2s ). First multiply each side by νe,s|dε|, where νe,s ∈ Ωe,s(Xs)
is a non-vanishing section, and rewrite
gνe,s|dε| = (pie,L)∗(K(A)(pie,R)∗f((pie,L)∗νe,s(pie,R)∗νe,s|dε|)).
Now, the left-hand side is gρ−(h+1)β∗sν(M × [0, 1]ε), while the right-hand side is
(pie,L)∗((ρρ′)−(h+1)K(A)(pie,R)∗f((pie,L)∗β∗sν(M × [0, 1]ε)(pie,R)∗β∗sν(M × [0, 1]ε)|dε|−1).
Because ν(M × [0, 1]ε) = |dx dy dz dε|,
(pie,L)
∗β∗sν(M × [0, 1]ε)(pie,R)∗β∗sν(M × [0, 1]ε) = (β2e,s)∗ν(M2 × [0, 1]ε)|dε|.
Combining this with the definitions of the boundary defining functions, as in [ARS17], gives
gρ
−(h+1)
sb β
∗
sν(M × [0, 1]ε) = (pie,L)∗((ρlfρrfρ2bfρ2ff)−(h+1)K(A)(pie,R)∗f((β2e,s)∗ν(M2 × [0, 1]ε)).
Applying Proposition 3.6 yields
(3.17) gρ−hsb ν(Xs) = (pie,L)∗(K(A)(pie,R)
∗f(ρlfρrfρ2bfρff)
−hν(X2e,s)).
Melrose’s pullback theorem shows that K(A)(pie,R)
∗f(ρlfρrfρ2bfρff)
−h is polyhomogeneous
on X2s with index family
Eff + Fsb − h at Bff , Ebf + Fsb − 2h at Bbf , Elf + Esm − h at Blf ,
Erf + Fsb − h at Brf , Emf + Fsm at Bmf .
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Then the pushforward theorem shows that gρ−hsb is polyhomogeneous on Xs with index family
(Eff + Fsb − h)∪(Ebf + Fsb − 2h)∪(Elf + Fsm − h) at Bsb,
(Emf + Fsm)∪(Erf + Fsb − h) at Bsm.
Adding h to the index set at Bsb completes the proof. 
We also have a composition formula.
Theorem 3.8. [Composition] Let A ∈ Ψm,Ee,s (Xs;E) and B ∈ Ψm′,Fe,s (Xs;E). Then
C = A ◦B ∈ Ψm+m′,Ge,s (Xs;E), where
Gff = (Eff + Fff)∪(Ebf + Fbf − h)∪(Elf + Frf);
Gbf = (Ebf + Fff)∪(Eff + Fbf)∪(Ebf + Fbf − h)∪(Elf + Frf);
Glf = (Eff + Flf)∪(Ebf + Flf − h)∪(Elf + Fmf);
Grf = (Erf + Fff)∪(Erf + Fbf − h)∪(Emf + Frf);
Gmf = (Emf + Fmf)∪(Erf + Flf − h).
Proof. Assume for the moment that m = m′ = −∞. The extension to arbitrary m and m′ is
standard and follows the arguments in [ARS17]; we therefore omit the details. As in [MM95]
and [ARS17], we have
(3.18) K(C)κe = (pie,C)∗((pie,F )∗(K(A)κe)(pie,S)∗(K(B)κe)),
where κe = pi
∗
e,Rνe,s with νe,s a non-vanishing section of Ωe,s(Xs). We follow the same
approach as in the previous proof, namely rewrite everything in terms of ν(X ie,s), i = 2, 3,
and apply the pullback and pushforward theorems. Denoting coordinates on the second
factor with a prime and on the third factor with a double-prime, we see multiplying both
sides of (3.18) by (pi∗e,Lνe,s)|dε| that
(3.19)
K(C)(ρρ′′)−(h+1)(β2e,s)
∗ν(M2 × [0, 1]ε) = (pie,C)∗((ρρ′ρ′′)−(h+1)(pie,F )∗(K(A))(pie,S)∗(K(B))
· (β3e,s)∗ν(M3 × [0, 1]ε)).
The left-hand side of (3.19), using Proposition 3.6, is
K(C)(ρlfρrfρ
2
bfρff)
−hν(X2e,s).
Now let
νRHS = (ρρ
′ρ′′)−(h+1)(β3e,s)
∗ν(M3 × [0, 1]ε).
As in [ARS17], we use the pullback theorem to compute that
(3.20) νRHS = (ρTTρFTρCTρSTρT )
−3(h+1)(ρFDρCDρSDρFρCρS)−2(h+1)
· (ρN1ρN2ρN3)−(h+1)(β3e,s)∗ν(M3 × [0, 1]ε).
Using Proposition 3.6, we compute that
νRHS = (ρT )
−3h(ρFTρCTρSTρFρCρS)−2h(ρTTρFDρCDρSDρN1ρN2ρN3)
−hν(X3e,s).
Now use the pullback and pushforward theorems. From the pullback theorem,
K(C)(ρlfρrfρ
2
bfρff)
−hν(X2e,s)
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is the pushforward by pie,C of a section of Ω(X
3
e,s) with index family
(3.21)
Eff + Fff − h at BTT , Eff + Fbf − 2h at BFT , Ebf + Fbf − 2h at BCT ,
Ebf + Fff − 2h at BST , Eff + Flf − h at BFD, Elf + Frf − h at BCD,
Erf + Fff − h at BSD, Ebf + Fbf − 3h at BT , Ebf + Flf − 2h at BF ,
Elf + Frf − 2h at BC , Erf + Fbf − 2h at BS, Emf + Frf − h at BN1 ,
Erf + Flf − h at BN2 , Elf + Fmf − h at BN3 , Emf + Fmf at BZ .
Applying the pushforward theorem, the full density K(C)(ρlfρrfρ
2
bfρff)
−hν(X2e,s) has index
sets
G˜ff = (Eff + Fff − h)∪(Ebf + Fbf − 2h)∪(Elf + Frf − h);
G˜bf = (Eff + Fbf − 2h)∪(Ebf + Fff − 2h)∪(Ebf + Fbf − 3h)
∪(Elf + Frf − 2h);
G˜lf = (Eff + Flf − h)∪(Ebf + Flf − 2h)∪(Elf + Fmf − h);
G˜rf = (Erf + Fff − h)∪(Erf + Fbf − 2h)∪(Emf + Frf − h);
G˜mf = (Emf + Fmf)∪(Erf + Flf − h).
Multiplying by (ρlfρrfρ
2
bfρff)
h completes the proof. 
In the resolvent construction, we need a couple of composition results for edge surgery
operators in the calculus with bounds. These are proved precisely as with the composition
formula above, cf. [MM95, Section 4].
Theorem 3.9. If A,B ∈ Ψ−∞,τ,rese,s (Xs;E) and C,D ∈ Ψm,τe,s (Xs;E) then
A ◦B,B ◦ A ∈ Ψ−∞,2τ,rese,s (Xs;E);
A ◦ C,C ◦ A ∈ Ψ−∞,τ,rese,s (Xs;E);
C ◦D,D ◦ C ∈ Ψ−∞,τe,s (Xs;E).
This is proved precisely as with Theorem 3.8, using the techniques in cf. [MM95, Section
4]. The formulas for the index sets are the same, with the caveat that the outputs are no
longer polyhomogeneous, just conormal to (at least) the given order.
3.5. Normal operators. Given A ∈ Ψm,Ee,s (Xs;E) with inf Eff ≥ 0 and inf Emf ≥ 0, we can
define two normal operators by restricting the Schwartz kernel KA of A to Bmf and Bff ,
(3.22) Nmf(A) := KA|Bmf , Nff(A) := KA|Bff .
Since Bmf is naturally identified with the overblown edge double space, Nmf(A) is naturally
an edge operator of [Maz91]. In fact, the operation of evaluating at Bmf behaves well with
respect to composition.
Proposition 3.10. For A ∈ Ψm,Ee,s (Xs;E), B ∈ Ψm′,Fe,s (Xs, E) with index families E and F
such that inf Emf ≥ 0, inf Fmf ≥ 0 and inf(Erf + Flf) > h, we have that
(3.23) Nmf(A ◦B) = Nmf(A) ◦Nmf(B)
where the composition on the right is as edge operators.
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Proof. The conditions that inf Emf ≥ 0 and inf Fmf ≥ 0 are there to ensure that Nmf(A) and
Nmf(B) are well-defined. Similarly, in light of Theorem 3.8, the condition inf(Erf +Elf) > h
ensures that Nmf(A ◦ B) is well-defined. At the same time, this condition is necessary to
define the composition Nmf(A) ◦ Nmf(B) as edge operators. Now, as is clear from (3.21),
under the pushforward by pie,C , the term Nmf(A ◦ B) comes exclusively from the face BZ .
Since this face is in fact canonically identified with the triple space of the overblown edge
double space, the identity (3.23) follows.

There is a corresponding result for the restriction at Bff .
Proposition 3.11. For A ∈ Ψm,Ee,s (Xs;E) and B ∈ Ψm′,Fe,s (Xs;E) with index families E and
F such that inf Eff ≥ 0, inf Fff ≥ 0, inf(Ebf + Fbf) > h and inf(Elf + Frf) > 0, we have that
(3.24) Nff(A ◦B) = Nff(A) ◦Nff(B),
where the composition on the right is performed using BTT as a triple space.
Proof. The conditions that inf Eff ≥ 0 and inf Fff ≥ 0 are there to ensure that Nff(A) and
Nff(B) are well-defined. The other conditions ensure that Nff(A◦B) is well-defined and that
under the pushforward by pie,C , it comes exclusively from the face BTT in (3.21), from which
the identity (3.24) follows. 
One important step in the uniform construction of the resolvent will consist in inverting
the model operator at Bff . As already explained, Bff is naturally a fiber bundle with fiber
Bff,y above y ∈ Y given by (3.5). To invert the model operator at Bff , it thus suffices to
invert it on Bff,y0 for each y0 ∈ Y . Now, on the interior of Bff,y0 , using the coordinates
X = x
ε
, X ′ = x
′
ε
, yˇ = y0−y
′
ε
, we will see that the model operator to invert is of the form
(3.25) 〈X〉
(
∆˜sc + ∆h
)
〈X〉, with ∆˜sc = 〈X〉 v+12 ∆sc〈X〉− v+12 ,
where ∆sc is the Hodge Laplacian on (Zy0 × RX ;F ) associated to the scattering metric
(3.26) gsc,y0 := dX
2 + 〈X〉2gZy0
with gZy0 the restriction of gH/Y to Zy0 , and where, using the notation of Remark 2.2, ∆h
is the Hodge Laplacian on (εTy0Y, F ) with Euclidean coordinate yˇ and Euclidean metric
gY
ε2
.
Here, the power of 〈X〉 v+12 is there to work directly with b-densities and unweighted b-Sobolev
spaces.
We can try, at least partially, to invert directly this operators using the edge calculus. For
this, we need to consider the space of operators
(3.27)
Ψm,Eff,y0(W × ρTy0Y ;E) := A EphgIm(Bff,y0 ,Bff,y0 ∩De,s; (pi,b,L)∗E ⊗ (pi,b,R)∗(E∗ ⊗ Ωb,s(Xs))))
for E a family index for Bff,y0 , where W is the manifold with boundary Zy0 × [−pi2 , pi2 ]. This
space is such that the normal operator Nff(A) of an operator A ∈ Ψm,Ee,s (Xs;E) takes value in
such a space with index family naturally induced by the restriction of the index family E on
X2e,s to Bff . Replacing Eff and Fff by zero in Theorem 3.8 yields the following composition
result.
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Corollary 3.12. if A ∈ Ψm,Eff,y0(W × ρTy0Y ;E) and B ∈ Ψm
′,F
ff,y0
(W × ρTy0Y ;E) with index
families E and F such that inf(Elf + Erf) > 0 and inf(Ebf + Fbf) > h, then A ◦ B ∈
Ψm+m
′,G
ff,y0
(W × ρTy0Y ;E) with index family G such that
Gbf = Ebf∪Fbf∪(Ebf + Fbf − h)∪(Elf + Frf);
Glf = Flf∪(Ebf + Flf − h)∪(Elf + Fmf);
Grf = Erf∪(Erf + Fbf − h)∪(Emf + Frf);
Gmf = (Emf + Fmf)∪(Erf + Flf − h).
Using these properties and the edge calculus, we can partially invert the operator (3.25)
as follows.
Lemma 3.13. There exists Q ∈ Ψ−2,Qff,y0 (W ×ρTy0Y ;E) and R ∈ Ψ−∞,Rff,y0 (W ×ρTy0Y ;E) such
that
〈X〉(∆˜sc + ∆h)〈X〉Q = Id−R,
where the index families Q and R are such that
infQmf ≥ 0, infQrf > h, infQlf > 0, infQbf > h;
Rmf = ∅, infRrf > h, infRlf > 0, inf Rbf > h.
Proof. Since the operator 〈X〉(∆˜sc + ∆h)〈X〉 is elliptic as an edge operator, we can perform
this construction to have an error term of order −∞ vanishing rapidly at all boundary faces
except Bmf ∩ Bff . On the other hand, at this face, by compatibility of Nff(ρD2e,sρ) and
Nmf(ρD
2
e,sρ) at Bmf ∩Bff , the restriction of 〈X〉(∆˜sc + ∆h)〈X〉 to Bmf corresponds to the
normal operator Ny0(r∆˜wr) where ∆˜w = r
v+1
2 ∆wr
− v+1
2 with ∆w the wedge Hodge-Laplacian
on Bsm. By Proposition 1.2, Ny0(r∆˜wr) is invertible on L
2
gb
(R+s ×Rhu×Zy;E) for the metric
gb =
ds2
s2
+ du2 + gZy0 . Hence, we know by [Maz91, Proposition 5.19] that
Ny(r∆˜wr)
−1 ∈ Ψ−2,He (R+ × Rh × Zy0 ;E)
with index family H such that Hbf = N0, infHlf > 0 and infHrf > h when the Schwartz
kernel is written in terms of right edge densities. Using this inverse, we can construct Q and
R as claimed, with the exception that the index set Rmf is only such that
Rmf = N =⇒ infRmf ≥ 1.
Using Corollary 3.12, the error term R does iterate away at Bmf , but this is at the cost of
possibly deteriorating the properties of the index set of R and Bbf . Instead, using compo-
sition of the edge calculus Ψ∗,∗e (R+ × Rh × Zy0 ;E) at Bmf ∩Bff , we can add terms to the
parametrix Q to recursively annihilate the terms in the expansion of R at Bmf while keeping
the index set at Bbf under control. Hence, taking a Borel sum of these corrections gives the
result. 
Unfortunately, Lemma 3.13 does not tell us if the operator (3.25) is invertible. Moreover,
even if we knew that the inverse existed, because of the composition rules at Bbf in Corol-
lary 3.12, one cannot proceed as in [Maz91, (4.24) and (4.25)] and use the parametrix of
Lemma 3.13 to get control of the inverse at Bbf . To continue our discussion, we need to take
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a different point of view in trying to invert (3.25). Namely, forgetting about the factors of
〈X〉 on both sides, what we need to invert is the εTy0Y -suspended elliptic scattering operator
(3.28) ∆˜sc + ∆h.
To invert it, it is therefore natural to first take the Fourier transform in εTy0Y . If ξˇ ∈ ε−1T ∗y0Y
is the dual variable, then it takes the form
(3.29) ∆˜sc + |ξˇ|2y0 ,
where | · |y0 is the norm induced by the Euclidean metric gYε2 . In fact, assuming without loss
of generality that we have chosen normal coordinates y at y0, we will assume that this is
the usual norm, |ξˇ|2y0 = ξˇ2. Now, for ξˇ 6= 0, the operator (3.29) is fully elliptic and is well-
known to be invertible with inverse in the space Ψ−2sc (Zy0 × R;Ey0) of scattering operators
of order −2 for an appropriate vector bundle Ey0 above Zy0 × R. However, for ξˇ = 0, it is
not invertible as a scattering operator, in fact it is not even Fredholm. Nevertheless, it is
possible to invert it as a weighted b-operators provided the b-operator
(3.30) ∆v,y0 := 〈X〉(〈X〉
v+1
2 ∆sc〈X〉− v+12 )〈X〉,
which is the operator in Proposition 2.10, is invertible as a b-operator acting on (unweighted)
b-Sobolev spaces. Needless to say, this way of inverting at ξˇ = 0 is quite different from the
way of inverting at ξˇ 6= 0. In particular, the inverse is defined with respect to actions
on different Sobolev spaces, namely b-Sobolev spaces instead of scattering Sobolev spaces.
Nevertheless, thanks to the work of Guillarmou and Hassell [GH08], see also [Kot15] for a
related work, these two ways of inverting can be pieced together on a suitable manifold with
corners. If we set k := |ξ| ∈ [0,∞), recall that this manifold with corners is constructed
as follows. We start with [0,∞) ×W 2 where W := Zy0 × R, and we blow up the corner
C3 := {0} × (∂W )2, and then the lifts of codimension 2 corners
C2,L := {0} × (∂W )×W, C2,R := {0} ×W × ∂W and C2,C := [0,∞)× ∂W × ∂W,
yielding the space
(3.31) W 2k,b := [[0,∞)×W 2;C3, C2,L, C2,R, C2,C ]
with blow-down map βb,k : W
2
k,b → [0,∞) ×W 2. Let us denote by zf, lb and rb the lifts to
W 2k,b of the boundary hypersurfaces {0} ×W 2, [0,∞)× ∂W ×W and [0,∞)×W × ∂W of
[0,∞)×W 2. Let us also denote by bf0, lb0, rb0 and bf the new boundary hypersurfaces in
W 2k,b created by the blow-ups of C3, C2,L, C2,R and C2,C . Denote also by Dk,b the lift of the
diagonal
{(k, w, w) ∈ [0,∞)×W 2 | w ∈ W} ⊂ [0,∞)×W 2
to W 2k,b. The manifolds with corners of Guillarmou-Hassell [GH08] is then obtained by
blowing up the p-submanifold Dk,b ∩ bf,
(3.32) Wk,sc := [Wk,b;Dk,b ∩ bf] with blow-down map βk,sc : W 2k,sc → [0,∞)×W 2.
Let us denote by sc the new boundary hypersurface created by this blow-up, and use the same
notation as on Wk,b to denote the hypersurfaces of Wk,sc coming from the lift of boundary
hypersurfaces on Wk,b. Let us also denote by Dk,sc the lift of Dk,b to Wk,sc.
For E an index family of W 2k,sc, we can consider the space of operators
(3.33) Ψm,Ek (W ;E) := A
E
phgI
m(W 2k,sc, Dk,sc; pi
∗
k,sc,LE ⊗ pi∗k,sc,R(E∗ ⊗ Ωb(W ))
34 PIERRE ALBIN, FRE´DE´RIC ROCHON, AND DAVID SHER
where Ωb(W ) is the bundle of b-densities on W , while pik,sc,L = piL◦βk,sc and pik,sc,R = piR◦βk,sc
with piL : [0,∞)×W 2 → W and piR : [0,∞)×W 2 → W the projections on the second and last
factors respectively. With this convention, the composition rules of [GH08, (2.15)] becomes
the following.
Lemma 3.14 ( [GH08]). If A ∈ Ψm,Ek (W ;E) and B ∈ Ψm
′,F
k (W ;E) with index families E
and F such that there index sets are empty at bf, lb and rb and such that inf Esc ≥ −v − 1
and inf Fsc ≥ −v − 1, then A ◦B ∈ Ψm+m′,Gk (W ;E) with
(3.34)
Gsc = Esc + Fsc + v + 1;
Gzf = (Ezf + Fzf)∪(Erb0 + Flb0);
Gbf0 = (Elb0 + Frb0)∪(Ebf0 + Fbf0);
Glb0 = (Elb0 + Fzf)∪(Ebf0 + Flb0);
Grb0 = (Ezf + Frb0)∪(Erb0 + Fbf0);
Gbf = Glb = Grb = ∅.
In terms of this pseudodifferential calculus, the inverse of (∆˜sc + k
2) admits the following
description.
Theorem 3.15 ( [GH08] and [GS14]). Suppose that the b-operator ∆v,y0 in (3.30) is invertible
as an operator
(3.35) ∆v : H
2
b (W ;E)→ L2b(W ;E).
Then (∆˜sc +k
2)−1 ∈ Ψ−2,Ek (W ;E) with E an index family such that Ebf = Elb = Erb = ∅ and
with
(3.36)
inf Ezf ≥ 0, inf Ebf0 ≥ −2, inf Elb0 ≥ ν0 − 1, inf Erb0 ≥ ν0 − 1, inf Esc ≥ −v − 1,
where ν0 := min
y∈Y
min
ν
{ν ≥ 0 | ν ∈ Re Specb(∆v,y)} > 0.
Proof. Notice first that in [GH08], the result is stated for the scalar Laplacian with a poten-
tial, but what is important for their construction to work is that ∆˜sc + k
2 is invertible as a
scattering operator for k > 0 and that (3.35) is invertible. Indeed, these assumptions imply
that the model operators for ∆˜sc + k
2 at sc, zf and bf0 are invertible. We can thus first con-
struct an approximate inverse G(k) ∈ Ψ−2,Fk (W ;E) for an index set with Fbf = Flb = Frb = ∅
and
inf Fzf ≥ 0, inf Fbf0 ≥ −2, inf Flb0 ≥ ν0 − 1, inf Frb0 ≥ ν0 − 1, inf Esc ≥ −v − 1.
Furthermore, G(k)|zf is given by 〈X〉∆−1v,y0〈X ′〉. This approximate inverse inverts ∆˜sc + k2
at sc, zf and bf0, so that using the composition formula of [GH08] and taking into account
the different convention used in (3.33) and [GH08], we have that (∆˜sc + k
2)G(k) = Id +R(k)
with R(k) ∈ Ψ−∞,Rk (W ;E) where R is an index family such that Rbf = Rlb = Rrb = ∅ and
inf Rzf > 0, inf Rbf0 > 0, inf Rlb0 ≥ ν0 + 1, inf Rrb0 ≥ ν0 − 1, inf Rsc > −v − 1.
As explained in [GH08, p.879-880], it follows that Id +R(k) is invertible for small k with
inverse of the form Id +S(k) with S(k) ∈ Ψ−∞,Sk (W ;E) and S an index family satisfying the
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same properties as R. Hence, using again the composition formula (3.34), for small k,
(∆˜sc + k
2)−1 = G(k)(Id +S(k))
has the desired properties. For large k, it also has the desired properties, since ∆sc has
positive spectrum, and therefore ∆˜sc + k
2 is invertible as a scattering operator for all k >
0. 
Remark 3.16. Using Lemma 3.13, We can initially choose the approximate inverse G(k)
in the previous proof in such a way that the problem is solved to all orders at the faces sc
and bf0. In this case, using the composition rules (3.34) to iterate away the error term R,
we see that (∆˜sc + k
2)−1 and the approximate inverse G(k) have the same expansion at sc,
and thus at the corner sc∩ bf0.
To obtain a nice description of the inverse of (3.25), it suffices then to substitute k = |ξˇ|
in (∆˜sc + k
2)−1, to take the inverse Fourier transform in ξˇ and to compose on the left by
multiplication by 〈X〉−2.
Theorem 3.17. The inverse of (3.25) is an element of Ψ−2,Eff,y0 (W × ρTy0Y ;E) with E an
index family such that
inf Emf ≥ 0, inf Ebf ≥ h+ 1, inf Elf > 0, inf Erf > h.
Proof. The inverse is given by 〈X〉−1(∆˜sc + ∆h)−1〈X〉−1, and by Theorem 3.15,
(3.37) (∆˜sc + ∆h)
−1 =
(
1
(2pi)h
∫
eiyˇ·ξˇ(∆˜sc + |ξˇ|2)−1dξˇ
)
dy′
εh
.
Let us first compute this integral near sc ⊂ W 2k,sc with k = |ξˇ|. There, suitable coordinates
that can be used all the way down to bf0 are
(3.38) k = |ξˇ|, χ′ = 1
k|X ′| , Sˇ =
log
(
|X|
|X′|
)
χ′
= k|X ′| log
( |X|
|X ′|
)
, Zˇ =
z − z′
χ′
, z′.
In terms of these variables, (∆˜sc + k
2)−1 is given near sc by
(3.39)
(
1
(2pi)v+1
∫
eiSˇ·σˇeiZˇ·ζˇ qˇ(χ′, z′, k, σˇ, ζˇ)dσˇdζˇ
)
(k|X ′|)v+1d|X
′|dz′
|X ′|
with qˇ such that k2qˇ ∈ S−2(U× [0,∞);Rσˇ×Rvσˇ) is a smooth symbol of order −2 with respect
to the variables (σˇ, ζˇ), where U is an open set where the coordinates (χ′, z′) are valid. In
fact, on sc, that is, when χ′ = 0, we have explicitly that
(3.40) qˇ(0, z′, k, σˇ, ζˇ) =
1
k2(1 + σˇ2 + p2(z′, ζˇ))
,
where p2(z
′, ζ) = aij(z′)ζ iζj is the principal symbol of the Laplacian on (Zy0 , gZy0 ). In other
words, this is just the inverse of the symbol of ∆˜sc + k
2, which near sc∩ bf0 takes the form
(3.41) k2
(
σˇ2 + p2(z
′, ζˇ) + 1 + χ′p1(χ′, z′, k, σˇ, ζˇ) + (χ′)2p0(χ′, z′, k, σˇ, ζˇ)
)
,
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where p0 and p1 are smooth symbols homogeneous of degree 0 and 1 in (σˇ, ζˇ). This suggests
to make the change of variable
(3.42) |X ′|−1 = kχ′, S = Sˇ
k|X ′| = log
( |X|
|X ′|
)
, Y =
yˇ
|X ′| =
y0 − y′
ε|X ′| ,
z − z′ = Zˇ
k|X ′| , ξ = ξˇ|X
′|, σ = k|X ′|σˇ ζ = k|X ′|ζˇ .
This coordinates are in fact well-adapted to Bff,y0 and can be used to describe the cor-
responding edge operators invariant by translation in the Ty0Y factor. In terms of these
coordinates, the symbol (3.41) becomes
(3.43) |X ′|−2 (σ2 + p2(z′, ζ) + |ξ|2 + p1(χ′, z′, k, σ, ζ) + p0(χ′, z′, k, σ, ζ)) .
so that (3.37) becomes
(3.44)
(
1
(2pi)n
∫
eiS·σei(z−z
′)·ζeiY ·ξq(|X ′|−1, z′, |ξ|, σ, ζ)dσdζdξ
)
dy′
(ε|X ′|)h
dx′dz′
x′
where now
(3.45) q(|X ′|−1, z′, ξ, σ, ζ) = qˇ
(
1
k|X ′| , z
′,
|ξ|
|X ′| ,
σ
k|X ′| ,
ζ
k|X ′|
)
is such that |X ′|−2q is a symbol of order −2 in σ, ζ and ξ, depending smoothly on |X ′|−1
and z′. Smoothness in |X ′|−1 is more delicate and relies on Remark 3.16. Indeed, thanks to
this remark, the symbol |X ′|−2qˇ has the same expansion at sc∩ bf0 as the one induced by
the symbol of the approximate inverse of Lemma 3.13. In terms of the coordinates (3.42),
this means that |X ′|−2q has a smooth expansion in |X ′|−1 as claimed.
Notice that this discussion takes place only near sc, that is, for |ξ| > δ−1 > 0 for some
δ > 0 small. Thus, in this region, multiplying (3.44) by 〈X〉−2 gives an operator of the
desired form on Bff , but with rapid decay at Bbf , Blf and Brf .
Elsewhere, but near the lifted diagonal Dk,sc, we can proceed essentially in the same way,
that is, by taking the Fourier transform of the Schwartz kernel in the direction normal to
Dk,sc, to get an operator of the desired form, again in this case decaying rapidly at bf, lf and
rf.
With this understood and after multiplying by 〈X〉−1〈X ′〉−1, what is left to understand is
the contribution near zf coming from an operator in â(k) ∈ Ψ−∞,Fk,sc (W ;E) with Fbf = Frb =
Flb = Fsc = ∅ and
inf Fzf ≥ 0, inf Fbf0 ≥ 0, inf Frb0 > 0, inf Flb0 > 0,
when we take the inverse Fourier transform
(3.46) a(yˇ) =
(
1
(2pi)h
∫
eiyˇ·ξˇâ(|ξˇ|)dξˇ
)
dy′
εh
.
Now, away from lb0 and possibly near bf0 and rb0, we can use the coordinates
ξ = 〈X ′〉ξˇ, Y = yˇ〈X ′〉 , 〈X〉
−1, s =
〈X〉
〈X ′〉 , z, z
′,
so that
(3.47) a(Y ) =
(
1
(2pi)h
∫
eiY ·ξâ dξ
)
dy′
(ρ′)h
.
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Since â depends smoothly on |ξ| but does not depend on ξ|ξ| , it has a smooth expansion
as |ξ| ↘ 0 and vanishes rapidly when |ξ| → ∞, we see that a will be smooth in Y , even at
Y = 0, and independent of Y|Y | . Moreover, the smooth expansion of â in |ξ| at |ξ| = 0 will
correspond to a smooth expansion in 1|Y | as |Y | → ∞ of |Y |h+1a,so that in particular a decays
like |Y |−h−1 as |Y | → ∞ and gives the claimed behavior at Bbf . Indeed, a term of order `
at zf will correspond under the inverse Fourier transform to a term of order |Y |−h−` in the
expansion as |Y | → ∞. However, since the term of order zero at zf is automatically smooth
in ξ, its inverse Fourier transform will decay rapidly at infinity, so the dominant term in the
expansion at |Y | → ∞ decays at least like |Y |−h−1 as claimed. Then writing a in terms of
an edge surgery density gives the claimed behavior at the faces Bmf and Brf . Away from
rb0, but possibly near bf0 or lb0, we use instead the coordinates
ξ = 〈X〉ξˇ, Y = yˇ〈X〉 , 〈X〉
−1, s =
〈X ′〉
〈X〉 , z, z
′,
and apply a similar argument to see that a gives an operator of the desired type on Bff . 
4. Uniform construction of the resolvent under a wedge surgery
In this section, under suitable hypotheses, we will provide a uniform construction of the
resolvent of the Hodge Laplacian under a wedge surgery. Thus, let H ⊂ M be a two-sided
hypersurface in M and c : H × (−δ, δ) → X a tubular neighborhood, φ : H → Y a fiber
bundle with base Y a compact manifold. Let gw,ε be a choice of exact w, ε-metric with respect
these choices of H, φ and c. Let also F →M be a flat vector bundle equipped with a bundle
metric not necessarily compatible with the flat connection. For E = Λ∗(w,εT ∗Xs) ⊗ F , let
ðw,ε ∈ Diff1w,ε(Xs;E) be the corresponding w, ε-de Rham operator. This operator is formally
self-adjoint when acting on C∞c (Xs \Bsb;E) ⊂ L2w,ε(Xs;E). To work with b-densities, we will
consider the related operator
Dw,ε = ρ
v+1
2 ðw,ερ−
v+1
2 ,
which is formally self-adjoint when acting on C∞c (Xs \Bsb;E) ⊂ L2b,s(Xs;E).
Let r be a boundary defining function for Bsm which is equal to |ρ| near ∂Bsm. Notice
that ρ2ð2w,ε ∈ Diff2e,s(Xs;E). We will make the following assumption on ðw,ε.
Assumption 4.1. In the terms of the decomposition (2.8), we will assume that
spec((ðH/Yy )2) ∩ [0, 4] = ∅ ∀ y ∈ Y.
With this assumption, we know by Corollary 2.7 and Corollary 2.8 that ð2w is essentially
self-adjoint with unique self-adjoint extension given by Dmin(ð2w) = r2H2w(Bsm;E). Further-
more, by Lemma 1.3 and Propostion 2.6, the map
(4.1) ð2w : rH2w(Bsm;Esm)→ r−1L2w(Bsm;Esm)
is Fredholm.
On the face Bsb, we can define another model operator in terms of the fiber bundle (2.3).
Definition 4.2. The vertical family of D2w,ε is the family of b-operators
∆v ∈ Diff2b(Bsb/Y ;E) acting fiberwise on the fiber bundle (2.3) obtained by restricting the
action of ρD2w,ερ to the boundary face Bsb.
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By Lemma 2.9 and Proposition 2.10, we see that Assumption 4.1 implies that for each y ∈
Y , the restriction ∆v,y of ∆v to the fiber [−pi2 , pi2 ]× Zy := (φ+)−1(y) induces an isomorphism
(4.2) ∆v,y : H
2
b ([−
pi
2
,
pi
2
]× Zy;E)→ L2b([−
pi
2
,
pi
2
]× Zy;E).
We are now ready to state the main theorem of this section.
Theorem 4.3. Let ðw,ε be the wedge surgery de Rham operator associated to a choice of
exact w, ε-metric and a choice of flat vector bundle F → M with bundle metric. Suppose
that ðw,ε satisfy Assumption 4.1. Then for any bounded open set V ⊂ C such that
V ∩ spec(Nmf(ðw,ε)) ⊂ {0},
there exists τ > 0 and a holomorphic family V 3 λ 7→ f(·, λ) ∈ C∞([0, 1]ε) +Aτ ([0, 1]) such
that the resolvent (D2w,ε − λ)−1 extends from V ∩ (C \ R) to a meromorphic family
(D2w,ε − λ)−1 = ResH(λ) + ResM(λ)
on V , with only simple poles, where λ → ρ−1 ResH(λ)ρ−1 ∈ Ψ−2,τe,s (Xs;E) is a holomorphic
family, while ResM(λ) is a meromorphic family uniformly of finite rank such that
λ→ f(ε, λ)ρ−1 ResM(λ)ρ−1 ∈ Ψ−∞,τe,s (Xs;E)
is a holomorphic family uniformly and such that
Nmf(ResM(λ)) = −
ΠkerL2 Nmf(D2w,ε)
λ
, Nff(ρ
−1 ResM(λ)ρ−1) = 0.
Before proving this theorem, notice that it allows us to define the small eigenvalues of
the family Dw,ε as the eigenvalues that approach zero as ε tends to zero. In fact, taking a
contour integral Γ going anti-clockwise around the origin and sufficiently small so that its
interior contains no element of the spectrum Dw beside zero, we can for ε ≥ 0 sufficiently
small define the projection onto the eigenspace associated to small eigenvalues by
(4.3) Πsmall =
i
2pi
∫
Γ
(D2w,ε − λ)−1dλ =
i
2pi
∫
Γ
ResM(λ)dλ.
Since the family Γ 3 λ 7→ ρ−1 ResM(λ)ρ−1 ∈ Ψ−∞,τe,s (Xs;E) is smooth, we automatically
obtain the following.
Corollary 4.4. The projection Πsmall is an element of ρ(Ψ
−∞,τ
e,s (Xs;E))ρ.
Coming back to Theorem 4.3, its proof will involve few steps.
Step 0: Symbolic inversion.
Proposition 4.5. There exist holomorphic families C 3 λ 7→ Q0(λ) ∈ Ψ−2e,s(Xs;E) and
C 3 λ 7→ R0(λ) ∈ Ψ−∞e,s (Xs;E) such that
ρ(D2w,ε − λ)ρQ0(λ) = Id−R0(λ).
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Proof. Since ρ(D2w,ε − λ)ρ is an elliptic edge surgery operator, there exists Q′0 ∈ Ψ−2e,s(Xs;E)
with principal symbol e,sσ−2(Q′0) = (
e,sσ2(ρD
2
w,ερ− λρ2))−1 = (e,sσ2(ρD2w,ερ))−1 such that
ρ(D2w,ε − λ)ρQ′0 = Id−R′0(λ),
where R′0(λ) ∈ Ψ−1e,s(Xs;E) is a holomorphic in λ. Adding Q′′0(λ) := Q′0R′0(λ), we obtain
ρ(D2w,ε − λ)ρ(Q′0(λ) +Q′′0(λ)) = Id−R′′0(λ)
with R′′0(λ) ∈ Ψ−2e,s(Xs;E) holomorphic in λ. Proceeding by induction, we find more generally
holomorphic families Q
(k)
0 (λ) := Q
′
0R
(k−1)
0 (λ) ∈ Ψ−ke,s (Xs;E) and R(k)0 ∈ Ψ−ke,s (Xs;E) such that
(D2w,ε − λ)ρ2
(
k∑
j=1
Q
(j)
0 (λ)
)
= Id−R(k)0 (λ).
Taking an asymptotic sum over the Q
(k)
0 (λ) gives the desired Q0(λ). This can be done in
such a way that Q0(λ) is holomorphic in λ. 
Step 1: Removing the error term at Bff . Since the operator (4.2) is invertible, we know
by Theorem 3.17 that Nff(ρ(D
2
w,ε − λ)ρ) = Nff(ρD2w,ερ) is invertible, which can be used to
improve the error term.
Proposition 4.6. There exists τ > 0 and holomorphic families C 3 λ 7→ Q1(λ) ∈ Ψ−2,τe,s (Xs;E),
C 3 λ 7→ R1(λ) ∈ Ψ−∞,τe,s (Xs;E) such that
(4.4) ρ(D2w,ε − λ)ρQ1(λ) = Id−R1(λ) and Nff(R1(λ)) = 0.
Proof. By Theorem 3.17 and Corollary 3.12 applied for each y0 ∈ Y , we see that there exists
τ > 0 and Q′1(λ) ∈ Ψ−∞,τe,s (Xs;E) such that
Nff(Q
′
1(λ)) = Nff(ρD
2
w,ερ)
−1Nff(R0(λ)).
Hence, using Theorem 3.9 and Proposition 3.11, we see that it suffices to take
Q1(λ) = Q0(λ) +Q
′
1(λ).

Step 2: Removing the error term at Bmf . Restricting (4.4) to Bmf gives us a right
parametrix Nmf(Q1(λ)) for r(D
2
w − λ)r,
(4.5) r(D2w − λ)rNmf(Q1(λ)) = Id−Nmf(R1(λ)).
On the other hand, since the operator r(D2w−λ)r is formally self-adjoint with respect to the
L2b-inner product, we obtain a left parametrix Nmf(Q
∗
1(λ)) by taking the adjoint of (4.5),
(4.6) Nmf(Q
∗
1(λ))r(D
2
w − λ)r = Id−Nmf(R∗1(λ)).
On the other hand, we know by Lemma 1.3 that the operator
r(D2w − λ)r : r−
h
2H2e (Bsm;E)→ r−
h
2L2e(Bsm;E) = L
2
b(Bsm;E)
is Fredholm. For λ ∈ V \ {0}, it is in fact invertible. Moreover, since r2Dw has no indicial
root in [0, 1] for all y ∈ Y by Assumption 4.1 and Proposition 2.6, we know by Lemma 1.3
and [Maz91, Theorem 6.1] that r2D2w and rD
2
wr have isomorphic L
2
b-kernel with isomorphism
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given by multiplication by r−1. Hence, we can define a projection on the L2b-kernel of rD
2
wr
by
Πker rD2wr := r ◦
(
ΠkerD2w
) ◦ r−1
with ΠkerD2w the orthogonal projection onto the L
2
b-kernel of D
2
w. Hence, for λ ∈ V , taking
G(λ) := (Id−Πker rD2wr)r−1((D2w − λ))−1r−1(Id−Πker rD2wr)
gives us a holomorphic family of operators G(λ) : L2b(Bsm;E)→ r
h
2H2e (Bsm;E) such that
(4.7) r(D2w − λ)rG(λ) = Id−Πker rD2wr and G(λ)r(D2w − λ)r = Id +Πker rD2wr,
Proceeding as in [Maz91, (4.24), (4,25)], we deduce from (4.5), (4.6) and (4.7), that
(4.8) G(λ) = Nmf(Q1(λ)) +Nmf(Q
∗
1(λ)R1(λ)) +Nmf(R
∗
1(λ))G(λ)Nmf(R1(λ))
−Nmf(Q∗1(λ))Πker rD2wrNmf(R1(λ))− Πker rD2wrNmf(Q1(λ)).
Since Nmf(R1(λ)) and Nmf(R
∗
1(λ)) are very residual in the sense [Maz91, p.20], we thus see
that G(λ) ∈ Ψ−2,τe (Bsm;E). This leads to the following.
Proposition 4.7. There is a holomorphic family V 3 λ 7→ Q2(λ) ∈ Ψ−2,τe,s (Xs;E) such that
(4.9) ρ(D2w,ε − λ)ρQ2(λ) = Id−R2(λ)
with V 3 λ 7→ R2(λ) ∈ Ψ−∞,τe,s (Xs;E) a holomorphic family such that Nmf(R2(λ)) = Πr kerD2wr
and Nff(R2) = 0.
Proof. Since ΠrD2wrrD
2
wr = rΠD2wD
2
wr = 0, we see from (4.4) restricted to Bmf that
Id−Nmf(R1(λ)) = (Id−Πker rD2wr)(Id−Nmf(R1(λ)))− λΠker rD2wrNmf(ρ2Q1(λ))
= (Id−Πker rD2wr)− (Id−Πker rD2wr)Nmf(R1(λ))− λΠker rD2wrNmf(ρ2Q1(λ)).
Thus, since
(r(D2w − λ)r)−1 = G(λ)− r−1 ◦
(
ΠkerD2w
λ
)
◦ r−1,
it suffices to take Q2(λ) = Q1(λ) + Q
′
2(λ) with V 3 λ 7→ Q′2(λ) ∈ Ψ−∞,τe,s (Xs;E) a choice of
holomorphic family such that
(4.10)
Nmf(Q
′
2(λ)) := −G(λ)Nmf(R1(λ))− ((r(Dw − λ)r)−1λΠker rD2wrNmf(ρ2Q1(λ)),
= −G(λ)Nmf(R1(λ))− r−1ΠkerD2wr−1Πker rD2wrNmf(ρ2Q1(λ)),
= −G(λ)Nmf(R1(λ))− r−2Πker rD2wrNmf(ρ2Q1(λ)),

Now, let φ01, . . . , φ
0
N be an orthonormal basis of the L
2
b-kernel of D
2
w, so that
ΠkerD2w =
N∑
j=1
φ0j · φ0j
dgw,ε
ρv+1
∣∣∣∣
Bsm
.
By Assumption 4.1 and Proposition 2.6, we know that r2D2w has no indicial root in [0, 2]
for all y ∈ Y . Since r2D2wφj = 0, this means by Lemma 1.3 [Maz91, Theorem 6.1] that
φj ∈ r2Aτ (Bsm;E) for some τ > 0. Thus, we can extend them to sections
φ1, . . . , φN ∈ BE/wphg A 0−(Xs;E)
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such that φj|Bsm = φ0j , where Esm = N0, Esb = ∅ and wsm =∞, wsb = 2 + τ for some τ > 0.
In particular, (D2w,ε)φj ∈ A τ−(Xs;E) for some τ > 0.
For later purposes, we need also to require, after taking τ > 0 smaller if needed, that
ε−τD2w,εφj are linearly independent for ε ≥ 0 small. This can be arranged for instance by
picking η1, . . . ηN ∈ C∞c (Xs \Bsb;E) with disjoint supports such that D2w,εη1, . . . D2w,εηN are
linearly independent and by replacing φ1, . . . , φN by φ1 + ε
τη1, . . . , φN + ε
τηN for τ > 0
sufficiently small.
With this choice of extensions, we can then extend the projection ΠkerD2w by
Π =
N∑
j=1
φj · φj dgw,ε
ρv+1
∈ Ψ−∞,τe,s (Xs;E).
Since ΠrD2wr = r
(
ΠD2w
)
r−1, we can then rewrite equation (4.9) as
(4.11)
ρ(D2w,ε − λ)ρQ2(λ) = Id−ρΠρ−1 − S2(λ) with S2(λ) = R2(λ)− ρΠρ−1 ∈ Ψ−∞,τ,rese,s (Xs;E).
Proposition 4.8. There exists a holomorphic family of bounded operators
S3(λ) ∈ Ψ−∞,τ,rese,s (Xs;E) such that (Id−S2(λ))−1 = Id−S3(λ).
Proof. This proof is very similar to [ARS17, Lemma 4.21]. First we take the formal sum of
the Neumann series
S˜3(λ) =
∞∑
j=1
(S2(λ))
j.
By Theorem 3.9, (S2(λ))
j ∈ Ψ−∞,jτ,rese,s (Xs;E) for each j ∈ N. The fact that the kernel
of S2(λ) satisfies a universal L
∞ bound of Cετ means the series is summable. Since the
b-derivatives satisfy bounds as well, they may be taken term by term, and we conclude that
S˜3(λ) ∈ Ψ−∞,τ,rese,s (Xs;E), with
(Id−S2(λ))−1(Id +S˜3(λ)) = Id +T (λ),
with T (λ) ∈ Ψ−∞,∞,rese,s (Xs;E), which is just the space of conormal distributions vanishing
to infinite order at all boundary hypersurfaces of Xs.
Now proceed exactly as in [ARS17, Lemma 4.21]. By compactness, there exists ε0 such
that operator T (λ) then has norm bounded by 1/2 for all λ and all ε < ε0. Thus Id +T (λ)
is itself invertible and has inverse of the form Id +T1(λ), with T1(λ) ∈ Ψ−∞,∞,rese,s (Xs;E) as
well. Setting
S3(λ) = −S˜3(λ)− T1(λ)− S˜3(λ)T1(λ),
and using Theorem 3.9 again completes the proof. 
Now we set
Q3(λ) = Q2(λ)(Id−S3(λ))− ρ
−1 ◦ Π ◦ ρ−1
λ
,
and observe that by Theorem 3.9, Q3(λ) ∈ Ψ−2,τe,s (Xs;E). Note that Q3(λ) is a meromorphic
family with possibly a simple pole at λ = 0. Furthermore, we obtain that
(4.12) ρ(D2w,ε − λ)ρQ3(λ) = Id−R3(λ) with R3(λ) = −ρΠρ−1S3(λ) +
ρD2w,εΠρ
−1
λ
,
where by definition, R3(λ) ∈ Ψ−∞,τ,rese,s (Xs;E) and is a meromorphic family with possibly a
simple pole at λ = 0.
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Step 3: Analytic Fredholm theory. In this last step, we remove completely the error
term using analytic Fredholm theory. First, notice that the sections
φ1, ε
−τD2w,εφ1, . . . , φN , ε
−τD2w,εφN ,
are linearly independent for ε > 0 sufficiently small. Let Π1 ∈ Ψ−∞,τe,s (Xs;E) be the projection
onto the range of these sections. In terms of the decomposition
L2b(Xs;E) = ran(Id−ρΠ1ρ−1)⊕ ran(ρΠ1ρ−1),
we have that
Id−R3(λ) =
(
Id 0
C(λ) D(λ)
)
with C(λ) = ρΠ1ρ
−1(Id−R3(λ))(Id−ρΠ1ρ−1) and D(λ) = ρΠ1ρ−1(Id−R3(λ))ρΠ1ρ−1. From
equation (4.12), C(λ) is holomorphic while D(λ) is meromorphic with possibly only a sim-
ple pole at λ = 0. Since the Fredholm determinant of Id−R3(λ) is clearly equal to the
determinant of D(λ), we see that (Id−R3(λ)) is invertible if and only if D(λ) is, and in this
case,
(4.13) (Id−R3(λ))−1 =
(
Id 0
−D(λ)−1C(λ) D(λ)−1
)
.
Now, since R3(λ) ∈ Ψ−∞,τ,rese,s (Xs;E), we know that for a fixed λ0 ∈ V \ {0}, we can find
ε0 > 0 such that R3(λ0) has a norm smaller than 1/2 as an operator acting on L
2
b(Xs;E),
so that Id−R3(λ0) will be invertible for all ε ∈ [0, ε0]. By analytic Fredholm theory, this
means that for each ε ∈ [0, ε0], Id−R3(λ) and D(λ) are invertible in λ ∈ V except for a
finite number of points depending on ε. Since in the decomposition
ran(ρΠ1ρ
−1) = ran(ρΠρ−1)⊕ ρ span〈ε−τDw,εφ1, . . . , ε−τDw,εφ1〉,
D(λ) =
(
E(λ) F (λ)
G(λ)
λ
H(λ)
)
with E,F,G,H holomorphic in λ and G 6= 0 when λ = 0, we see that
detD(λ) =
f(ε, λ)
λN
=⇒ detD(λ)−1 = λ
N
f(ε, λ)
where f(ε, λ) = λN detD(λ) is holomorphic in λ and f(ε, λ) ∈ C∞([0, ε0]) + ετA([0, ε0]).
Thus, using the formula for D(λ) in terms of the cofactor matrix, we see that
f(ε, λ)D(λ)−1 ∈ Ψ−∞,τe,s (Xs;E).
From (4.13), (Id−R3(λ))−1 = Id−R4(λ) with
f(ε, λ)R4(λ) ∈ Ψ−∞,τ,rese,s (Xs;E)
a holomorphic family in λ for λ ∈ V . Thus, composing on the right by (Id−R3(λ))−1 in
(4.12), we finally obtain that
(4.14) ρ(D2w,ε − λ)ρQ4(λ) = Id with Q4(λ) = QH(λ) +QM(λ),
where QH(λ) ∈ Ψ−2,τe,s (Xs;E) is holomorphic in λ ∈ V and f(ε, λ)QM(λ) ∈ Ψ−∞,τe,s (Xs;E) is
holomorphic in λ with
Nmf(QM(λ)) = ρ
−1 ΠkerD2w
λ
ρ−1 and Nff(QM(λ)) = 0.
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Conjugating equation (4.14) by ρ finally gives
(D2w,ε − λ)ρQ4(λ)ρ = Id,
giving a proof of Theorem 4.3 for ε ∈ [0, ε0]. For ε ≥ ε0, we have a family of resolvent of
elliptic operators on a compact manifold, so the result is standard.
5. Wedge surgery heat calculus
5.1. Wedge surgery heat space. Recall that M is an oriented closed manifold with a
co-oriented hypersurface H ⊆ M. In this subsection, we will construct a space that carries
the heat kernel of the wedge surgery Hodge Laplacian as a well-behaved distribution.
We begin with M × M × [0, 1)ε × R+τ , where τ =
√
t . This space has two boundary
hypersurfaces: {ε = 0}, which we denote Bhmf , and τ = 0, which we denote Btb. Then we
perform the following series of blow-ups.
Step 1: Blow up the interior lifts of first H × H × {ε = 0} × R+τ and then of
H × M × {ε = 0} × R+τ and M × H × {ε = 0} × R+τ , which yields a space canonically
identified with X2b,s × R+τ . Call the faces created Bhbf , Bhlf , and Bhrf respectively.
Step 2: The face Bhbf is naturally identified with Bbf×R+τ , where Bbf is the corresponding
face in X2b,s. Recall moreover that Bbf comes with a natural fibration φb : Bbf → Y × Y . If
DY ⊂ Y ×Y denotes the diagonal, we blow up φ−1b (DY )×{0} ⊂ Bbf ×R+τ = Bhbf to obtain
the space
(5.1) [X2b,s × R+τ ;φ−1b (DY )× {τ = 0}],
which creates a new front face Bhff . Convenient coordinates valid near Bhff ∩Btb, away
from other boundary hypersurfaces, include
(5.2)
(
X :=
x
ε
, y, z, X ′ :=
x′
ε
, u :=
y′ − y
ε
, z′, σ :=
τ
ε
, ε
)
,
where ε is a boundary defining function for Bhff . The most interesting portion of this space
is a neighborhood of the triple junction Bhmf ∩Bhff ∩Btb, in which, assuming x′/x and
(y′ − y)/x are bounded away from infinity, we have the coordinates
(5.3)
(
x,
x′
x
,
τ
x
,
ε
x′
, y,
y′ − y
x
, z, z′
)
.
In these coordinates x is a bdf for Bhff , τ/x is a bdf for Btb, and ε/(x
′) is a bdf for Bhmf .
Note that if x′/x gets large we can make appropriate modifications to these coordinates.
Now, the face Bhmf is isomorphic to a version of the heat space in [MV12], where we have
not yet blown up the diagonal at
√
t = 0 but have additionally blown up x = x′ = 0 away
from y = y′ and τ = 0. This is an overblown version of the Mazzeo-Vertman heat space,
analogous to the overblown 0-calculus of [MM87] developed in [Lau03]. The front face of
Bhmf is Bhmf ∩Bhff .
Step 2’: Relation between the b-heat space and the scattering heat space.
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Figure 4. The b-heat space, left, as a blow-down of the scattering heat space
with a rescaled time, right.
Using the coordinates
(5.4) u˜ :=
y − y′√
ρ2 + (ρ′)2
=
y − y′√
2 + x2 + (x′)2
, σ˜ :=
τ
ρ2 + (ρ′)2
,
the face Bhff fibers over Y with typical fiber Z
2 × [−pi
2
, pi
2
]2ob × Rhu˜ × R+σ˜ , where Rhu˜ × R+σ˜
denotes the radial compactification of Rhu˜ × R+σ˜ . We will see that in constructing the heat
kernel each of these fibers will carry the heat kernel of a model problem, namely the prod-
uct of the Euclidean heat kernel on Rh with the heat kernel corresponding to the metric
dX2 + (1 +X2)gZ on RX ×Z. This is a scattering metric with two ends and the heat kernel
construction has been carried out in [She13].
However, at the moment, the fibers of Bhff looks more like a b-heat space rather than a
scattering heat space. In the remaining steps of the construction, we will make a series of
blow-ups that will transform the fibers of Bhff into a scattering heat space. To see what
blow-ups need to be performed, it is helpful to first see how, at the cost of changing the
notion of time, the b-heat space can be seen as a blow-down of the scattering heat space.
Thus, let W be a compact manifold with boundary and r a choice of boundary defining
function. In terms of the b-double space W 2b , the compactified b-heat space is given by
HWb := [W
2
b × R+τ ;Db × {0}], τ =
√
t ,
where Db ⊂ W 2b is the interior lift of the diagonal. Let us denote by zf and tb the faces
corresponding to t = ∞ and t = 0, by bf0 the face in HWb corresponding to the front face
of the b-double space, by rb0 and lb0 the faces corresponding to the right and left faces of
the b-double space. The scattering heat space of [She13] is then given by
(5.5) HWsc := [HWb; tb∩ rb0, tb∩ lb0, tf ∩ bf0, tb∩ bf0],
where we denote correspondingly by rb, lb, sc, and bf the new faces created by these blow-
ups, cf. Figure 4 with [She13, Figure 1].
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Notice that by the commutativity of nested blow-ups, many blow-ups commute. For
instance, we could have instead proceeded in the following order,
(5.6) HWsc = [W
2
b × R+τ ; tb∩ rb0, tb∩ lb0, tb∩ bf0, (Db × R+τ ) ∩ bf, (Db × R+τ ) ∩ tb].
From this latter point of view, the first three blow-ups are there to introduce a rescaled
notion of time that fits with the original description given in [She13]. Indeed, after the first
two blow-ups, τ needs to be replaced by
τ(r2 + (r′)2)
rr′
to have a boundary defining function for tb. After the third blow-up is performed, a boundary
defining function for tb is given by
(5.7)
τ
√
r2 + (r′)2
rr′
.
This may look at first like at strange rescaled time, but making the substitution (τ, r, r′)→
(σ˜, 〈X〉−1, 〈X ′〉−1) in (5.7) gives us τ/ε, which will be the natural rescaled time for the model
problem at Bhff .
To complete our construction of the wedge surgery heat space, the plan is then to perform
blow-ups on the space (5.1) which on the face Bhff will correspond to the blow-ups of (5.6),
but with the following three differences:
(1) On the fibers of Bhff , the scattering manifold we consider is (Z × Rhu˜)× RX , where
Rhu˜ is seen as part of the cross-section though it is not compact;
(2) We will not do the blow-ups corresponding to the first two blow-ups in (5.6), namely
the blow-ups of tb∩ rb0 and tb∩ lb0;
(3) We work with the overblown b-double space instead of the b-double space.
For the first point, this ensures that the last two blow-ups in (5.6) have the effect of replacing
the variable u˜ by the variable u = y−y
′
ε
, which is better adapted to the model problem. For
the second point, we can do this since in [She13], the scattering heat kernel is shown to
vanish rapidly at the faces rb and lb created by these blow-ups, so they can be omitted in
the description of the heat kernel. The advantage is that there will be fewer blow-ups in the
construction of the wedge surgery heat space. The disadvantage is that the fibers of Bhff
will not quite correspond to a scattering heat space, not even a blow-down version since the
blow-ups of tb∩ rb0 and tb∩ lb0 cannot be commuted at the end. Nevertheless, it can be
interpreted as a scattering heat space with fewer submanifolds blown up, that is, a somewhat
blow-down version of the scattering heat space.
We are now ready to complete the construction of the wedge surgery heat space.
Step 3: Blow up Bhmf ∩Btb and call the new face Bstf .
This blow-up correspond to the blow-up of tb∩ bf0 in (5.6). Near Btb ∩Bhff ∩Bstf , the
coordinates (5.3) must be replaced by
(5.8)
(
x,
x′
x
, σ
x′
x
=
τ
ε
x′
x
,
ε
x′
, y,
y′ − y
x
, z, z′
)
.
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Here ρhff = x, ρtb =
σx′
x
, and ρstf = ε/x
′. In the other regime, near Bhmf ∩Bhff ∩Bstf , we
instead have
(5.9)
(
x,
x′
x
, σ−1
x
x′
,
τ
x
, y,
y′ − y
x
, z, z′
)
,
with ρhff = x, ρstf = τ/x, and ρhmf =
x
σx′ . Note also that near Bhmf and Bstf but away
from Bhff , Btb and Bhbf , we have the simpler coordinates
(5.10)
(
x, x′, τ, σ−1, y, y′, z, z′
)
.
In terms of (5.6), we have now created the face bf for the scattering heat space at Bhff
(note that at Bhff ∩Bstf we have σ nonzero, ε/x = 0, ε/x′ = 0, and (ε/x)/(ε/x′) nonzero),
and there has been no effect on the geometry of Bhmf ; the zero-time boundary of Bhmf is
Bhmf ∩Bstf . We still need to deal with the diagonals.
Step 4: Blow up the intersection of the closure of the lift of diagM ×[0, 1)ε × R+τ with
Bstf . Call the new face Bsf . This blow-up has two purposes: it creates the scattering face sc
in the notation of (5.6) for the scattering heat space at Bhff and creates the t = 0 diagonal
of the wedge heat space at Bhmf , completing the Mazzeo-Vertman over-blown heat space.
Projective coordinates on the interior of Bsf , away from Bhff , can be obtained by modi-
fying (5.10) for large σ,
(5.11)
(
Θx :=
x′ − x
τ
, x, τ, σ−1, Θy :=
y′ − y
τ
, y, Θz :=
z′ − z
τ
, z
)
.
Similarly for small σ we have
(5.12)
(
Ξx :=
x′ − x
ε
, x, σ, ε, Ξy :=
y′ − y
ε
, y, Ξz :=
z′ − z
ε
, z
)
.
On the interior of Bsf near Bhff , we may assume that
1
2
< x
′
x
< 2, so coordinates (5.8) and
(5.9) may be replaced by
(5.13)
(
x, Ξx, σ, η :=
ε
ρ
, y, Ξy, Ξz :=
z′ − z
ε/ρ
, z
)
for small σ and by
(5.14)
(
x, Θx, σ
−1,
τ
ρ
, y, Θy, Θz :=
z′ − z
τ/ρ
, z
)
for large σ. Note that the coordinates for large σ restrict to Bhmf (where σ
−1 = 0) to be
good coordinates on the Mazzeo-Vertman heat space in the interior of the temporal front face.
Step 5: Blow up the intersection of the interior lift of diagM ×[0, 1)ε × R+τ with Btb to
create the new boundary face Btf . This creates the t = 0 diagonal for positive ε and does not
intersect Bhmf . On Bhff , this blow-up has the effect of creating the boundary hypersurface
corresponding to tf in the scattering heat space (5.6).
The final space is the wedge-surgery heat space, denoted HXw,s. Specifically, we have
HXw,s = [X
2
b,s × R+τ ;φ−1b (DY )× {0};Bhmf ∩Btb;Bstf ∩DHM ;Btb ∩DHM ],
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Figure 5. A schematic summary of the heat space boundary hypersurfaces.
Boundary Vanishing Blow-up codimension
Bhmf ε, !x, !x
′, !τ
Btb τ, !ε, !(ζ = ζ
′)
Bhbf ε, x, x
′, !(y = y′, τ) 2
Bhlf ε, x, !x
′ 1
Bhrf ε, x
′, !x 1
Bhff ε, x, x
′, τ, y = y′ h+3
Bstf ε, τ, !(ζ = ζ
′), !x, !x′ 1
Bsf ε, τ, ζ = ζ
′, !x, !x′ m+ 1
Btf ζ = ζ
′, τ, !ε m
Figure 6. A schematic summary of the reduced heat space boundary hypersurfaces.
Boundary Vanishing Blow-up codimension
Bhmf ε, !x, !x
′
Btb τ, !(ε, x, x
′, y = y′)
Bhbf ε, x, x
′, !(y = y′, τ) 2
Bhlf ε, x, !x
′ 1
Bhrf ε, x
′, !x 1
Bhff ε, x, x
′, τ, y = y′ h+3
where DHM denotes the appropriate interior lift of diagM ×[0, 1)ε × R+τ . Coordinates valid
in the interior of Btf away from other boundary hypersurfaces include
(5.15) (x, y, z, Θx, Θy, Θz, ε, τ) ,
in which τ =
√
t is a bdf for Btf .
Near Bsf ∩Btf and before performing the last blow-up, we can use the coordinates (5.12).
In these coordinates, the submanifold being blown up is {σ = Ξx = Ξy = Ξz = 0}, which
yields coordinates on the blow-up in the interior of Btf given by
(5.16) (x, Θx, σ, ε, y, Θy, z, Θz) .
Similarly, the coordinates (5.13) valid near Bhff ∩Bsf must be replaced by
(5.17)
(
x, Θx, σ, η, y, Θy, Θz :=
z′ − z
τ/ρ
, z
)
after the last blow-up. Finally, in the interior of Btf , near Bhff , but away from Bsf , we
must replace the coordinates (5.2) by
(5.18)
(
σ, Θx, X, ε, y, Θy, z, Θ˜z :=
z′ − z
σ
)
.
Summary: The heat space has a total of nine boundary hypersurfaces
Bhmf , Btb, Bhff , Bhbf , Bhlf , Bhrf , Bstf , Bsf , Btf .
We informally summarize these faces in Figure 5 where we indicate, for instance, that
Bhmf sits over where ε vanishes but x does not vanish and x
′ does not vanish.
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The face Bhmf is isomorphic to a blown-up version of the Mazzeo-Vertman heat space and
the face Bhff is isomorphic to a somewhat blown-down version of the scattering heat space
of [Alb07, She13, GS14]. Specifically, the faces of the Mazzeo-Vertman heat space, denoted
{lf, rf,ff, tf, td} in [MV12], correspond to faces of HXw,s by
lf ∼ Bhmf ∩Bhlf ; rf ∼ Bhmf ∩Bhrf ; ff ∼ Bhmf ∩Bhff ;
tf ∼ Bhmf ∩Bstf ; td ∼ Bhmf ∩Bsf ,
and the faces of the ‘ac heat space’, denoted {tf, tb, sc, bf0, lb0, lb, rb0, rb, zf} in (5.5), corre-
spond to faces of HXw,s by
tf ∼ Bhff ∩Btf , tb ∼ Bhff ∩Btb, sc ∼ Bhff ∩Bsf , bf ∼ Bhff ∩Bstf ,
bf0 ∼ Bhff ∩Bhmf , lb0 ∼ Bhff ∩Bhrf , rb0 ∼ Bhff ∩Bhlf , zf ∼ Bhff ∩Bhbf ,
except for lb and rb which do not have an analogue in Bhff and are somehow absorbed in
Bhff ∩Btb. Note that lb0 corresponds to Bhrf and rb0 to Bhlf , which seems strange at first.
However, this is natural, because the blow-ups in HXw,s are at x = 0 and the blow-ups in
the scattering heat space are at spatial infinity.
5.2. Triple heat space. To simplify the constructions below, we will prove composition of
two operators assuming that one of them lies over a ‘reduced heat space’. This corresponds
to conormal sections on HXw,s that vanish to infinite order at Bstf , Bsf , and Btf as well as
Btb. Thus the reduced heat space is constructed following steps 1 and 2 of the construction
of HXw,s, so is given by
RHXw,s := [X
2
b,s × R+τ ;φ−1b (DY )× {τ = 0}]
with blow-down map βRH : RHXw,s →M2 × [0, 1]ε × R+τ and boundary hypersurfaces
Bhmf , Btb, Bhbf , Bhlf , Bhrf , Bhff .
This is summarize in Figure 6.
Our aim in constructing the triple space is a geometric understanding of the composition
of two heat operators, given by
(5.19) KC(ε, ζ, ζ ′′, t) =
∫ t
0
∫
M
KA(ε, ζ, ζ ′, t− t′)KB(ε, ζ ′, ζ ′′, t′) dvol′′b dt′.
For orientation, let us first focus on the time variables and consider
f(t) dt =
∫ t
0
g(t− t′)h(t′) dt′dt =
∫
t′′+t′=t
(g(t′′) dt′′)(h(t′) dt′).
We prefer to work with τ =
√
t instead of t, so this becomes
f(τ) dτ =
2
τ
∫
√
s2+(s′)2 =τ
(ss′)(g(s) ds)(h(s′) ds′).
Let T 2 = R+s × R+s′ , and consider the maps
(s, s′)5
piL
zz
_
pis

	
piR
$$
s
√
s2 + (s′)2 s′
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The map pis is not a b-fibration, but if we replace T
2 with T 2b = [T
2; {(0, 0)}] = R+r × [0, pi/2]θ
and these maps with their interior lifts, then we do get a diagram of b-fibrations
(r, θ)5
piLzz
_
pis

	
piR
$$
r cos θ r r sin θ.
Indeed, since R+ is a manifold with boundary, this is the same as saying that they are b-maps
and fibrations over the interior. The composition formula is then
f(τ) dτ =
2
τ
(pis)∗ (pi∗L(τg(τ) dτ)pi
∗
R(τh(τ) dτ)) .
Now, to construct the triple space, we begin with M3 × [0, 1]ε × R+τ × R+τ ′ and the three
maps into M2 × [0, 1]ε × R+,
(ζ, ζ ′, ζ ′′, ε, τ, τ ′),
piLM
uu
_
piLR


piMR
))
(ζ, ζ ′, ε, τ) (ζ, ζ ′′, ε,
√
τ 2 + (τ ′)2 ) (ζ ′, ζ ′′, ε, τ ′).
Note that piLM and piMR are b-fibrations, but piLR is not. We seek a space R
′HX3w,s to which
these maps lift to b-maps, with the lift of piLM mapping into HXw,s and the lifts of piLR and
piMR mapping into RHXw,s.
Denote the boundary hypersurfaces of M3 × [0, 1]ε × R+τ × R+τ ′ by
B` = {τ = 0}, Br = {τ ′ = 0}, BhZ = {ε = 0}.
We do not assign a name to {ε = 1} as we will ignore this face.
We first blow-up the lift of {τ = τ ′ = 0} to obtain M3 × [0, 1]ε × T 2b and denote the
resulting boundary hypersurface by BO.
We then pass to X3b,s × T 2b by blowing up
{ε = x = x′ = x′′ = 0}, {ε = x = x′ = 0}, {ε = x = x′′ = 0}, {ε = x′ = x′′ = 0},
{ε = x′′ = 0}, {ε = x′ = 0}, {ε = x = 0}.
We label the resulting boundary hypersurfaces by
BhT , BhF , BhC , BhS, BhN1 , BhN2 , BhN3
respectively.
For this new space, the three maps above lift to define b-fibrations
X3b,s × T 2b
piLM,bxx
piLR,b

piMR,b
&&
X2b,s × R+ X2b,s × R+ X2b,s × R+.
Next, in view of [HMM95, Lemma 2.5], we want to lift φ−1b (DY ) × {τ = 0} along these
three maps, decompose it into p-submanifolds, and then blow these up. Looking at piLM,b to
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start, note that the inverse image decomposes into four p-submanifolds corresponding to its
intersections with BhT ∩B`, BhT ∩BO, BhF ∩B`, and BhF ∩BO. So we first blow-up
BhT ∩ {y = y′ = y′′} ∩BO
and denote the resulting boundary hypersurface by BhTT , and then we blow-up the interior
lifts of
BhT ∩ {y = y′} ∩BO, BhT ∩ {y = y′′} ∩BO, BhT ∩ {y′ = y′′} ∩BO,
BhT ∩ {y = y′} ∩B`, BhT ∩ {y′ = y′′} ∩Br,
and denote the resulting boundary hypersurfaces by BhFT , BhCT , BhST , BhT`, and BhTr,
respectively. Next we blow-up the interior lifts of
BhF ∩ {y = y′} ∩BO, BhF ∩ {y = y′} ∩B`,
BhC ∩ {y = y′′} ∩BO,
BhS ∩ {y′ = y′′} ∩BO, BhS ∩ {y′ = y′′} ∩Br,
and denote the resulting boundary hypersurfaces by BhFDO, BhFD`, BhCD, BhSDO, and
BhSDr, respectively.
Denote the result of these blow-ups by RHX3w,s with blow-down map
βRH,3 : RHX
3
w,s →M3 × [0, 1]ε × R+s × R+s′ .
Thanks to [HMM95, Lemma 2.1 and 2.5], the maps above lift to b-submersions
(5.20) RHX3w,s
βRLMyy
βRLR

βRMR
&&
RHXw,s RHXw,s RHXw,s.
However, they are not b-fibrations since they are not b-normal. Indeed, in each case, some
boundary hypersurface is mapped into a codimension 2 corner. For instance, the map βRLR
maps BhFT into a codimension 2 corner.
Finally, we want to blow-up the lifts along βLM of the submanifolds of RHXw,s producing
the faces Bstf , Bsf , and Btf . First, the inverse image of Bhmf ∩Btb decomposes into four
p-submanifolds,
BhZ ∩B`, BhZ ∩BO, BhN1 ∩B`, BhN1 ∩BO,
whose blow-ups produce the boundary hypersurfaces denotedBhZ`,BhZO,BhN1`, andBhN1O,
respectively. The inverse image of DHM ∩Bstf is the intersection of each of these four bound-
ary hypersurfaces with the interior lift of
diagLM = diagM ×M × R+τ × R+τ ′ × [0, 1]ε.
Blowing these up produces the boundary hypersurfacesBhZ`sf ,BhZOsf ,BhN1`sf , andBhN1Osf .
Finally, the inverse image of DHM ∩Btb decomposes into the intersection of the interior lift
of diagLM with B` and with BO; we blow both of these up and denote the resulting hy-
persurfaces by Btf` and BtfO. We denote the resulting space by R
′HX3w,s. Its 32 boundary
hypersurfaces are summarized in Figure 7. The point of all these blow-ups is to obtain the
following.
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Lemma 5.1. The diagram (5.20) lifts to the diagram of b-submersions
R′HX3w,s
βLMyy
βLR

βMR
&&
HXw,s RHXw,s RHXw,s.
Proof. Clearly, we have that βLR = β
R
LR ◦ β′ and βMR = βRMR ◦ β′ where
β′ : R′HX3w,s → RHX3w,s
is the blow-down map. The lift of βRLM is more delicate to construct and we need to use
the proof of [HMM95, Lemma 2.5]. Indeed, since βRLM is not a b-fibration, we cannot di-
rectly use the statement of [HMM95, Lemma 2.5]. However, for each of the blow-ups per-
formed to obtain HXw,s from RHXw,s, using among other things the fact that β
R
LM is a
b-submersion, we can nevertheless construct coordinates as in [HMM95, (2.17)], so that the
proof of [HMM95, Lemma 2.5] can be applied to define a lift βLM which is a b-submersion. 
The b-submersions βLM , βLR, and βMR are not b-fibrations since they are not b-normal.
This can be seen directly from their exponent matrices:
(a) The b-maps βLM sends Br into the interior of HXw,s and otherwise has exponent
matrix with entries zero and one determined by
(5.21)
β∗LMBhmf = {BhZ ,BhN1}, β∗LMBtb = {B`,BO,BhCT ,BhST ,BhCD,BhSDO},
β∗LMBhbf = {BhT ,BhF ,BhTr,BhCT ,BhST}, β∗LMBhlf = {BhC ,BhN3 ,BhCD},
β∗LMBhrf = {BhS,BhN2 ,BhSDO,BhSDr},
β∗LMBhff = {BhTT ,BhT`,BhFT ,BhFD`,BhFDO}
β∗LMBstf = {BhZ`,BhZO,BhN1`,BhN1O},
β∗LMBsf = {BhZ`sf ,BhZOsf ,BhN1`sf ,BhN1Osf}, β∗LMBtf = {Btf`,BtfO},
with BhCT , BhST , BhCD, and BhSDO repeated in the list;
(b) The b-map βLR maps B`, Br, and Btf` into the interior of RHXw,s and otherwise
has exponent matrix with entries zero and one determined by
(5.22)
β∗LRBhmf = {BhZ ,BhN2 ,BhZ`,BhZO,BhZ`sf ,BhZOsf},
β∗LRBtb = {BO,BhFT ,BhST ,BhFDO,BhSDO,BhZO,BhN1O,BhZOsf ,BhN1Osf ,BtfO},
β∗LRBhbf = {BhT ,BhC ,BhT`,BhTr,BhFT ,BhST},
β∗LRBhlf = {BhF ,BhN3 ,BhFD`,BhFDO},
β∗LRBhrf = {BhS,BhN1 ,BhSDO,BSDr,BhN1`,BhN1O,BhN1`sf ,BhN1Osf},
β∗LRBhff = {BhTT ,BhCT ,BhCD},
with BhFT , BhST , BFDO, BhSDO, BhZO, BhN1O, BhZOsf , and BhN1Osf repeated in
this list;
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(c) The b-map βMR maps B` and Btf` into the interior of RHXw,s and otherwise has
exponent matrix with entries zero and one determined by
(5.23)
β∗MRBhmf = {BhZ ,BhN3 ,BhZ`,BhZO,BhZ`sf ,BhZOsf},
β∗MRBtb = {Br,BO,BhFT ,BhCT ,BhFDO,BhCD,BhZO,BhN1O,BhZOsf ,BhN1Osf ,BtfO},
β∗MRBhbf = {BhT ,BhS,BhT`,BhFT ,BhCT},
β∗MRBhlf = {BhF ,BhN2 ,BhFD`,BhFDO},
β∗MRBhrf = {BhC ,BhN1 ,BhCD,BhN1`,BhN1O,BhN1`sf ,BhN1Osf},
β∗MRBhff = {BhTT ,BhTr,BhST ,BhSDO,BhSDr},
with BhFT , BhCT , BhFDO, BhCD, BhZO, BhN1O, BhZOsf , and BhN1Osf repeated in
this list.
5.3. Composition of wedge surgery heat operators. Following the discussion around
(5.19), we can understand the product of two wedge surgery heat operators using the triple
space as
(5.24) KA1◦A2 β∗H(12τ dτ) = (βLR)∗(β∗LM(KA1τ dτ) · β∗MR(KA2τ dτ)).
Let us fix a section µ of Ω(M) and rewrite this as
κA1◦A2β
∗
H,R(
τ
2ρ
µdτ) = (βLR)∗
(
β∗LM(κA1β
∗
H,R(
τ
ρ
µdτ)) · β∗MR(κA2β∗H,R( τρµdτ))
)
where βRH,L, βRH,R : RHXw,s → Xs × R+ are the maps induced by projections on left and
right. Next, consider the corresponding section ν = dε µ µ′ dτ of Ω([0, 1]ε ×M2 × R+τ ) and
ν3 = dε µ µ
′ µ′′ ds ds′ of Ω([0, 1]ε ×M3 × R+s × R+s′). Multiplying both sides by β∗RH,L(µ dε)
yields
(5.25) κA1◦A2β
∗
RH,R(
τ
2ρ
)β∗RHν = (βLR)∗
(
β∗LM(κA1β
∗
H,R(
τ
ρ
)) · β∗MR(κA2β∗RH,R( τρ )) · β∗RH,3ν3
)
and it is this version of the formula that we will use to determine the asymptotics of κA1◦A2 .
In our application we will be assuming that κA1 vanishes to infinite order at Btb, Bstf and
that κA2 vanishes to infinite order at Btb, and hence, from (5.21) and (5.22), that
β∗LM(κA1) · β∗MR(κA2) vanishes to infinite order at
T B = {B`,Br,BO,BhFT ,BhCT ,BhST ,BhFDO,BhCD,BhSDO,
BhZ`,BhZO,BhN1`,BhN1O,BhZOsf ,BhN1Osf ,BtfO}.
Let ρT B denote a product of boundary defining functions, one for each boundary hypersurface
in T B. We will simplify the analysis below by assuming infinite vanishing at T B whenever
convenient. We need to determine the behavior of the densities under the blow-ups that
produce the heat spaces. This is easy to determine as a blow-down map γ : [N ;F ] −→ N
satisfies γ∗Ω(N) = ρdimN−1−dimFF Ω([N ;F ]). We have included dimN−1−dimF as ‘blow-up
codimension’ in the figures above. Thus, for the reduced heat space we have
β∗RHΩ([0, 1]×M2 × R+) = ρ2hbfρhlfρhrfρh+3hff Ω(RHXw,s)
= ρhmfρtbρ
3
hbf (ρhlfρhrf )
2ρh+4hff Ωb(RHXw,s) = J(RH) Ωb(RHXw,s)
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Figure 7. A schematic summary of the reduced heat triple space boundary hypersurfaces.
Boundary Vanishing Blow-up codimension
B` τ, !τ
′, !(ε, !x, !x′), !(ζ = ζ ′)
Br τ
′, !τ, !ε
BhZ ε, !x, !x
′, !x′′, !τ, !(τ, τ ′)
BO τ, τ
′, !(y = y′), !(y = y′′), !(y′ = y′′), !(ζ = ζ ′) 1
BhT ε, x, x
′, x′′, !(y = y′′, τ, τ ′), !(y′ = y′′, τ ′), !(y = y′, τ) 3
BhF ε, x, x
′, !x′′, !(y = y′, τ) 2
BhC ε, x, x
′′, !x′, !(y = y′′, τ, τ ′) 2
BhS ε, x
′, x′′, !x, !(y′ = y′′, τ ′) 2
BhN1 ε, x
′′, !x, !x′, !τ 1
BhN2 ε, x
′, !x, !x′′ 1
BhN3 ε, x, !x
′, !x′′ 1
BhTT ε, x, x
′, x′′, y = y′ = y′′, τ, τ ′ 2h + 5
BhT` ε, x, x
′, x′′, y = y′, τ, !(τ ′, y = y′ = y′′) h + 4
BhTr ε, x, x
′, x′′, y′ = y′′, τ ′, !(τ, y = y′ = y′′) h + 4
BhFT ε, x, x
′, x′′, y = y′, τ, τ ′, !(y = y′ = y′′) h + 5
BhCT ε, x, x
′, x′′, y = y′′, τ, τ ′, !(y = y′ = y′′) h + 5
BhST ε, x, x
′, x′′, y′ = y′′, τ, τ ′, !(y = y′ = y′′) h + 5
BhFD` ε, x, x
′, !x′′, y = y′, τ, !τ ′ h + 3
BhFDO ε, x, x
′, !x′′, y = y′, τ, τ ′ h + 4
BhCD ε, x, x
′′, !x′, y = y′′, τ, τ ′ h + 4
BhSDO ε, x
′, x′′, !x, y′ = y′′, τ, τ ′ h + 4
BhSDr ε, x
′, x′′, !x, y′ = y′′, τ ′, !τ h + 3
BhZ` ε, τ, !x, !x
′, !x′′, !τ ′, !(ζ = ζ ′) 1
BhZO ε, τ, τ
′, !x, !x′, !x′′, !(ζ = ζ ′) 2
BhN1` ε, x
′′, τ, !x, !x′, !τ ′, !(ζ = ζ ′) 2
BhN1O ε, x
′′, τ, τ ′, !x, !x′, !(ζ = ζ ′) 3
BhZ`sf ε, τ, ζ = ζ
′, !x, !x′, !x′′, !τ ′ m+1
BhZOsf ε, τ, τ
′, ζ = ζ ′, !x, !x′, !x′′ m+2
BhN1`sf ε, x
′′, τ, ζ = ζ ′, !x, !x′, !τ ′ m+2
BhN1Osf ε, x
′′, τ, τ ′, ζ = ζ ′, !x, !x′ m+3
Btf` τ, ζ = ζ
′, !τ ′, !(ε, !x, !x′) m
BtfO τ, τ
′, ζ = ζ ′.!(y = y′), !(y = y′′), !(y′ = y′′) m+1
and for the reduced heat triple space
ρ∞T Bβ
∗
HΩ([0, 1]×M3 × (R+)2) = ρ∞T Bρ3hT (ρhCρhFρhS)2ρhN1ρhN2ρhN3ρ2h+5hTT (ρhT`ρhTr)h+4
(ρhFD`ρhSDr)
h+3ρm+1hZ`sfρ
m+2
hN1`sf
ρmtf` Ω(RHX
3
w,s)
= ρ∞T BρhZρ
4
hT (ρhCρhFρhS)
3(ρhN1ρhN2ρhN3)
2ρ2h+6hTT (ρhT`ρhTr)
h+5
(ρhFD`ρhSDr)
h+4ρm+2hZ`sfρ
m+3
hN1`sf
ρm+1tf` Ωb(RHX
3
w,s)
=: J3(RH)Ωb(RHX
3
w,s).
Next we need to compute the lifts of τ
ρ
along the lift of the projection onto the right factor
of M. For the reduced heat space, using ∼ to indicate equality up to a nowhere vanishing
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function, this is
β∗RH,R(
τ
ρ
) ∼ ρtbρ−1hbfρ−1hrf
and for the full heat space,
β∗H,R(
τ
ρ
) ∼ ρtbρstfρsfρtfρ−1hbfρ−1hrf .
Thus
ρ∞T B · β∗LM(β∗H,R( τρ )) · β∗MR(β∗RH,R( τρ )) · β∗LR(β∗RH,R( τρ ))−1 ∼
ρ∞T Bρ
−1
hTρ
−1
hFρ
−1
hSρ
−1
hN2
ρhZ`sfρhN1`sfρtf`.
The lift of J(RH) along βLR satisfies
ρ∞T B · β∗LR(J(RH))
= ρ∞T BρhZρhN2ρhZ`sf (ρhTρhCρhT`ρhTr)
3(ρhFρhN3ρhFD`)
2(ρhSρhN1ρhSDrρhN1`sf )
2ρh+4hTT .
and hence β∗LR(J(RH))
−1J3(RH) is
ρ∞T BρhTρhFρhSρhN2(ρTTρhT`ρhTrρhFD`ρhSDr)
h+2(ρhZ`sfρhN1`sfρtf`)
m+1
Thus all together there are νb ∈ Ωb(RHXw,s) and ν3,b ∈ Ωb(RHX3w,s) such that
(5.26) ρ∞T B · κA1◦A2νb = (βLR)∗
(
β∗LM(κA1) · β∗MR(κA2)·
ρ∞T B(ρTTρhT`ρhTrρhFD`ρhSDr)
h+2(ρhZ`sfρhN1`sfρtf`)
m+2 ν3,b
)
.
Theorem 5.2 (Composition result). Consider first the polyhomogeneous case. Let
KA1 ∈ AE
1
phg(HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M)))
KA2 ∈ AE
2
phg(RHXw,s; Hom(E)⊗ β∗RH,R(1ρΩ(M)))
where E1stf = E
1
tb = E
2
tb = ∅ and ReE1tf +m+ 2 > 0. Then
KA1 ◦ KA2 ∈ AE
3
phg(RHXw,s; Hom(E)⊗ β∗RH,R(1ρΩ(M)))
with index sets
E3tb = ∅,
E3hmf = (E
1
hmf + E
2
hmf )∪(E1hrf + E2hlf )∪(E1sf + E2hmf +m+ 2),
E3hbf = (E
1
hbf + E
2
hbf )∪(E1hlf + E2hrf )∪(E1hff + E2hbf + h+ 2)∪(E1hbf + E2hff + h+ 2),
E3hlf = (E
1
hbf + E
2
hlf )∪(E1hlf + E2hmf )∪(E1hff + E2hlf + h+ 2),
E3hrf = (E
1
hrf + E
2
hbf )∪(E1hmf + E2hrf )∪(E1hrf + E2hff + h+ 2)∪(E1sf + E2hrf +m+ 2),
E3hff = E
1
hff + E
2
hff + h+ 2
More generally, this establishes the corresponding result for ‘hybrid’ index sets (phg+bounded).
Proof. Let us abbreviate (5.26) as
κA1◦A2νb = (βLR)∗(κ˜ ν3,b).
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The mapping properties established above show that κ˜ vanishes to infinite order at T B and
has the following index sets/bounds at the remaining boundary hypersurfaces of RHXw,s,
E˜hZ = E
1
hmf + E
2
hmf ,
E˜hT = E
1
hbf + E
2
hbf ,
E˜hF = E
1
hbf + E
2
hlf ,
E˜hC = E
1
hlf + E
2
hrf ,
E˜hS = E
1
hrf + E
2
hbf ,
E˜hN1 = E
1
hmf + E
2
hrf ,
E˜hN2 = E
1
hrf + E
2
hlf ,
E˜hN3 = E
1
hlf + E
2
hmf ,
E˜hTT = E
1
hff + E
2
hff + h+ 2,
E˜hT` = E
1
hff + E
2
hbf + h+ 2,
E˜hTr = E
1
hbf + E
2
hff + h+ 2,
E˜hFD` = E
1
hff + E
2
hlf + h+ 2,
E˜hSDr = E
1
hrf + E
2
hff + h+ 2,
E˜hZ`sf = E
1
sf + E
2
hmf +m+ 2,
E˜hN1`sf = E
1
sf + E
2
hrf +m+ 2,
E˜tf` = E
1
tf +m+ 2.
Thus as long as E˜tf` = E
1
tf +m+2 is positive we can push forward. To obtain the result, the
idea is then to apply the pushforward theorem [HMM95, Theorem 2.3]. However, since βLR
fails to be a b-fibration, this requires further justification. What saves the situation is that
all faces where βLR fails to be a b-fibration, namely where it fails to be b-normal, are faces
contained in T B. Since at these faces, κ˜ vanishes rapidly, these faces can be safely ignored
while applying the pushforward theorem. On the other hand, among all the faces created
to obtain R′HX3w,s from RHX
3
w,s, only Btf`, BhZ`sf and BhN1`sf do not belong to T B. For
these three faces, it suffices to apply [HMM95, Lemma 2.7] to see that βLR is a b-fibration
away from the boundary hypersurfaces of T B.

6. Uniform construction of the heat kernel under a wedge surgery
We are now prepared to solve the heat equation, in the strong sense of constructing
the Schwartz kernel of the fundamental solution. Our construction follows the geometric
microlocal analysis approach of Melrose [Mel93] in that we describe the various boundary
hypersurfaces of the heat space, solve model heat problems there (§6.1), and then put their
integral kernels together to solve the heat equation (Theorem 6.6). Part of the construction
requires summing a Volterra series, for which we have established a composition result in
§5.3.
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Our construction shows that as ε → 0 the heat kernel converges, away from H, to the
Hodge Laplacian heat kernel of a space with a wedge singularity whose indicial roots are not
constant, generalizing that of [MV12].
We will construct the heat kernel as a section of the density bundle Ωb,heat on HXw,s which
is spanned over C∞(HXw,s) by the density
(6.1) νb,heat := β
∗
H,R(νb,s),
where νb,s is a nonvanishing section of the b-surgery density bundle Ωb,s(Xs), equal to
ρ−1 dx dy dz in local coordinates.
6.1. Model heat problems.
The model problem at Btf . Let us start by examining the geometry of Btf . To obtain
this boundary hypersurface, we blow up the intersection of Btb with the interior lift of
(diagM ×[0, 1]ε × R+τ ). This intersection can be identified with the single surgery space - its
intersection with Bsf is Bsm and its intersection with Bhff is Bsb. The face Btf can thus
be identified with the radial compactification of the normal bundle to the lifted diagonal in
the double edge surgery space, i.e., the edge surgery tangent bundle,
Btf
∼= //
!!
e,sTXs
{{
Xs.
For example, in the coordinates (5.15), the projection down to Xs is given by (x, y, z, ε).
Over each point we have a copy of R+τ × RmΘ .
We will now construct the fundamental solution of the heat equation at Btf . Away from
Bhff and Bsf , this is as in compact case, cf. [Mel93, Chapter 7] and [ARS17, §7]. Thus, let
us focus on the most problematic region, that is, near the triple intersection Btf∩Bhff∩Bsf .
There, we can use the coordinates (5.17). Writing the heat kernel in these coordinates gives
KA = K˜AdΘxdΘydΘz.
Set also K˜tf := K˜A
∣∣∣
Btf
assuming this restriction makes sense. For f supported in the
coordinate chart of (ρ, θ, y, z) in Xs, the action of A on f is then given by
(6.2) (Af)(ρ, θ, y, z, σ) =
∫
Rm
K˜Af(ρ
′, θ′, y + ρησΘy, z + σηΘz)dΘxdΘydΘz
where
ρ′ =
√
(x′)2 + ε2 = ρ
√
(sin θ + ησΘx)2 + η2
and
θ′ = arctan
(
x′
ε
)
= arctan
(
sin θ + ησΘx
η
)
.
Hence, the restriction of (6.2) to Btf , that is, the restriction to σ = 0, is given by
(6.3) f(ρ, θ, y, z)
∫
Rm
K˜tf (ρ, θ, y, z,Θx,Θy,Θz)dΘxdΘydΘz.
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We now want to compute the action of t(∂t + D
2
w,ε) when composed on the left of A.
Considering first the action of t∂t =
1
2
σ∂σ on Af , we can integrate by parts as in the
compact case to obtain that
(6.4) Kt∂t◦A|Btf = −
1
2
(m+R)K˜tfdΘxdΘydΘz,
where R = Θx ·∂Θx +Θy ·∂Θy +Θz ·∂Θz is the radial vector field in the coordinates Θx,Θy,Θz.
To compute the action of tD2w,ε, consider first a w, ε vector field
(6.5) V = a∂x + b
i∂yi + c
jρ−1∂zj
with a, bi and cj smooth sections of End(E) on Xs. We want to determine how τV = ρησV
acts on A from the left. Now, ρV is an e, s vector field, so keeping in mind that η and Θz
depend on x through ρ, we compute integrating by parts that
(6.6) τV Af(ρ, θ, y, z, τ) =
∫
Rm
(V ′K˜A)f(ρ′, θ′, y + ρησΘy, z + σηΘz)dΘxdΘydΘz
with
(6.7) V ′ = a(ρησ∂x − ∂Θx + ησ sin θ(Θz · ∂Θz + v))− bi∂Θiy − cj∂Θjz .
Hence, restricting (6.6) to Btf gives that
(6.8) τV Af(ρ, θ, y, z, τ)|σ=0 = f(ρ, θ, y, z)
∫
Rm
(V ′|σ=0 K˜tf )dΘxdΘydΘz
with
(6.9) V ′|σ=0 = −a∂Θx − bi∂Θiy − cj∂Θjz .
Using these results, we thus see that the restriction of t(∂t +D
2
w,ε)KA to Btf is given by
(6.10)
[(
−1
2
(m+R) + ∆e,sTXs
)
K˜tf
]
dΘxdΘydΘz,
where ∆e,sTXs is the Euclidian Laplacian in the fibers of
e,sTXs induced by the principal
symbol e,sσ2(ρ
2D2w,ε). To solve the heat equation to first order on Btf , we need (6.9) to be
zero and (6.3) to be equal to f . As in the compact case, this is readily solved using the
Fourier transform and gives
(6.11) Ltf := K˜tfdΘxdΘydΘz =
1
(4pi)
m
2
exp
(
−| · |
2
e,s
4
)
µ,
where | · |e,s and the vertical density µ on the fibers of e,sTXs are specified by the principal
symbol e,sσ2(ρ
2D2w,ε). Notice that writing the solution (6.11) in terms of the density
dx′dy′dz′
ρ′ ,
we see that the heat kernel most have top order term of order σ−m at Btf , η−m at Bsf and
ρ−h at Bhff .
The model problem at Bsf . This is another Euclidean face, corresponding to the face
sc in the scattering heat space and to the zero-time diagonal in the wedge heat space. Un-
surprisingly, the model here will be another Euclidean heat kernel. Consider the coordinates
(5.13). In these coordinates,
νb,heat =
ηmρh√
(sin θ + ηΞx)2 + η2
dΞx dΞy dΞz.
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Clearly, the lift of t∂t is simply
1
2
σ∂σ. On the other hand, using integration by parts, we
compute that
(6.12) τV Af(ρ, θ, y, z, τ) =
∫
Rm
(V ′K˜A)f(ρ′, θ′, y + ρηΞy, z + ηΞz)dΞxdΞydΞz
with this time
(6.13) V ′ = −σ(a∂Ξx + bi∂Ξiy + cj∂Ξjz).
Hence, since η = 0 at Bsf , we compute that
(6.14) Nsf (t∂t + tD
2
dR) =
1
2
σ∂σ + σ
2∆sf ,
where ∆sf is the Euclidean Laplacian on the interior of the fibers of Bsf → Bsm specified by
the principal symbol e,sσ2(ρ
2D2w,ε) restricted to
e,sT ∗Xs|Bsm . Notice in particular that ∆sf
does not depend on σ, so in each fiber this just the heat operator on a Euclidean space. Its
heat kernel is standard and given by
(6.15) Lsf =
1
(4pi)m/2σm
exp
(− Ξ2x + Ξ2y + Ξ2z
4σ2
)
dΞx dΞy dΞz
=
√
(1 + ηΞx)2 + η2
(4pi)m/2σmηmxh
exp
(− Ξ2x + Ξ2y + Ξ2z
4σ2
)
νb,heat.
In terms of the coordinates (5.17), notice that this correspond exactly to (6.11). In fact, in
these coordinates, the model heat kernel on Bsf does not depend σ. Moreover, it clearly
agrees with the model at Btf .
The model problem at Bhff . Next we consider Bhff . In the coordinates (5.2), we have
(6.16) νb,heat = ε
h〈X ′〉−1 dX ′ du dz′.
The vector fields lift as follows,
(6.17) β∗H,L(τ∂x) = σ∂X , β
∗
H,L(τ∂y) = −σ∂u + σε∂y, β∗H,L(τ 1ρ∂z) = σ〈X〉∂z.
Hence
Nhff (t∂t + tD
2
dR) = β
∗
H,L(t∂t + tD
2
dR)
∣∣
ε=0
= 1
2
σ∂σ + σ
2
(
1
〈X〉2 ∆
H/Y + ∆R
h
u − ∂2X + X〈X〉2∂X
)(
Id 0
0 Id
)
+
σ2
〈X〉2
 X2〈X〉2 ((N˜ + 1)2 − (32)2)− (N˜ − 12) −2 X〈X〉dZ
−2 X〈X〉δZ X
2
〈X〉2
(
(N˜ − 1)2 − (3
2
)2
)
+ (N˜ + 1
2
)
 .
To interpret this heat operator let us denote, for each y ∈ Y,
(6.18) Σ(Zy) := [−∞,∞]X × Zy; gΣ(Zy) = dX2 + (1 +X2)gZy .
Note that Σ(Zy) is a scattering manifold and that Nhff (t∂t+ tD
2
dR) restricts to the fiber over
y ∈ Y to be the heat operator on the lift of F ∣∣
Zy
to Σ(Zy) × Rhu with the product metric
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gΣ(Zy) +du
2 and the lift of the bundle metric. This suggests the following model for the heat
kernel:
(6.19) Lhff := H
Σ(Zy)(σ,X,X ′, z, z′)
1
(4pi)h/2
σ−h exp
(
−|u|
2
TyY
4σ2
)
〈X ′〉v dX ′ du dz′
= ε−hHΣ(Zy)(σ,X,X ′, z, z′)
1
(4pi)h/2
σ−h〈X ′〉v+1 exp
(
−|u|
2
TyY
4σ2
)
νb,heat,
where HΣ(Zy)(σ,X,X ′, z, z′) is the corresponding heat kernel on Σ(Zy). We next describe the
asymptotics of Lhff near Bhff and see that it matches the models at Btf and Bsf .
Scattering heat kernel. Consider HΣ(Zy)(σ,X,X ′, z, z′), the heat kernel on the scat-
tering manifold Σ(Zy), which has been described in [Alb07, She13, GS14]. Note that this is
sometimes styled ‘asymptotically conic’ in reference to the ‘big end’ of a cone. Recall that
v = dimZ. As in § 4, we will suppose that Assumption 4.1 holds. This assumption is not as
important as for the uniform construction of the resolvent, but we will make it anyway since
it will lead to many helpful simplifications.
Theorem 6.1 ( [GH08,She13,GS14]). If Assumption 4.1 holds, then the heat kernel HΣ(Zy)
is polyhomogeneous conormal on the heat space HΣ(Zy)sc of (5.5) with index family R such
that
(6.20)
infRzf ≥ 2, infRbf0 ≥ 0, infRlb0 ≥ ν0 + 1, infRrb0 ≥ ν0 + 1, infRsc ≥ −v − 1
when we use right b-densities.
Proof. It suffices to combine Theorem 3.15 with [She13, Theorem 8]. 
An important consequence of this theorem is that at bf0 and sc, the heat kernel H
Σ(Zy) is
modelled on the heat kernel HC(Zy) of the Hodge Laplacian ∆C(Zy) on the metric cone C(Zy)
with cross-section Zy. Here is a more precise statement.
Corollary 6.2. The heat kernels HΣ(Zy) and HC(Zy) have the same leading order terms at
the faces sc and bf0.
Proof. The statement for sc follows immediately from [Alb07]. At bf0, notice first that we
know from the proof of Theorem 3.15 that the resolvents (∆Σ(Zy) +k
2)−1 and (∆C(Zy) +k
2)−1
have the same leading order at bf0. We can then use [She13, Theorem 8] to transition from
resolvent to heat kernel. Consider the tubular neighborhood of infinity [0, δ)× Zy in Σ(Zy)
where the scattering metric is g = s−4ds2 + s−2h(s), with s = 1/r. In this region, both
(∆qΣ(Zy) − k2)−1 and (∆
q
C(Zy)
− k2)−1 are well-defined, so we can consider
χ((∆qΣ(Zy) − k2)−1 − (∆
q
C(Zy)
− k2)−1)χ.
Here χ is a cutoff function which is supported on the tubular neighborhood and identically
equal to one in a neighborhood of infinity. We apply the proof of [She13, Theorem 8] to this
difference of resolvents to obtain the corresponding difference of heat kernels. In particular,
we see that the corresponding difference of heat kernels has leading order strictly greater
than 0. Since the exact conic heat kernel has leading term of order 0 at bf0, the proof is
complete. 
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Finally, let us point out that the construction of the heat kernel is robust in its dependence
on y ∈ Y in that varying y will produce a smooth family of integral kernels as long Assump-
tion 4.1 is maintained. Note that while each HΣ(Zy) is polyhomogeneous, the resulting family
of kernels will define an element of a calculus with bounds instead.
Asymptotics of the model at Bhff . We consider each coordinate system in which
the model at Bhff has nontrivial behavior, that is, fails to vanish to infinite order at the
intersection of Bhff with another boundary hypersurface. As explained at the end of Step 2’
of the proof of Theorem 4.3 in § 5.1, the face Bhff can be thought as a somewhat blow-down
version of the scattering heat space of [She13], since the infinite-order vanishing of HΣ(Zy) at
tb, lf, rf and bf allows us to work in this simplified space.
First, we can check directly that (6.19) agrees with the models at Btf and Bsf described
in (6.11) and (6.15). On the other hand, Proposition 6.2 shows that Lhff has the following
asymptotic behavior at the intersection Bhff ∩Bhmf ,
(6.21) Lhff ∼ ε−hHC(Zy)(σ,X,X ′, z, z′) 1
(4pi)h/2
σ−h〈X ′〉v+1 exp (− |u|2TyY
4σ2
)νb,heat
= ε−h−v−1HC(Zy)(σ,X,X ′, z, z′)
1
(4pi)h/2
σ−h(ρ′)v+1 exp
(− |u|2TyY
4σ2
)νb,heat.
Using the parabolic scaling of the heat kernel on a cone,
HC(Zy)(σ,X,X ′, z, z′) = ε−v−1HC(Zy)(τ, x, x′, z, z′),
as well as the fact that ρ′ = x′ on Bhmf near Bhff ∩Bhmf , this can be rewritten
(6.22) HC(Zy)(τ, x, x′, z, z′)
1
(4pi)h/2
τ−h exp(−(y
′ − y)2
4τ 2
)(x′)v dx′ dy′ dz′
= ε−hσ−hHC(Zy)(τ, x, x′, z, z′)
1
(4pi)h/2
exp(− u
2
4σ2
)(x′)v+1νb,heat|Bhmf ,
which, as described in [MV12] is exactly the model that needs to be put on Bhmf ∩Bhff to
start the construction of the wedge heat kernel on Bhmf .
The compatibility of Ltf , Lsf and Lhff at the intersections of the boundary hypersurfaces
on which they are defined guarantees the existence of an integral kernel, G0, that coincides
with each of them. The analysis above shows that we can take G0 to be an element of
(6.23) G0 ∈ BG/gphgA −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M)))
where g =∞ at the boundary hypersurfaces Btb,Bhff ,Bstf ,Bsf ,Btf , where we have
G(Btb) = ∅, G(Bhff ) = −h, G(Bstf ) = ∅,
G(Bsf ) = −m, G(Btf ) = −m,
while at Bhmf and Bhbf ,
G(Bhmf ) = 0, g(Bhmf ) > 0, G(Bhbf ) = 2, g(Bhbf ) > 2,
and at the remaining boundary hypersurfaces Bhlf ,Bhrf , we have that G = ∅, and
g(Bhlf ) = g(Bhrf ) = νmin := ν0 + 1 > 1.
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By construction, the operator G0 is such that
(t∂t + tD
2
w,ε)G0 ∈ ρ−2hbfρ−2hlfρhffρsfρtfBH/hphg A −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))),
where H, h are an index family and a weight function for HXw,s equal to G, g except for
(6.24) H(Bhbf ) = ∅, h(Bhbf ) > 2.
Indeed, from the singularities of the coefficients in the lift of (t∂t + tD
2
w,ε), one would expect
H, h to be the same as G, g, even at Bhbf . However, we know that the leading term at
Bhff ∩ Bhbf is annihilated by the leading term of the lifted operator at Bhbf , that is, by
〈X〉−1∆v〈X〉−1. Since the leading order of the lifted operator at Bhbf does not depend on
time, we can just choose G0 so that G0|Bhbf is annihilated by 〈X〉−1∆v〈X〉−1, yielding the
extra decay specified by (6.24). Notice that a similar argument would also yield extra decay
at Bhlf if we knew that there was at least a partial polyhomogeneous expansion there.
6.2. Improved parametrix. The model problems for the subsequent terms in the expan-
sion at Bsf and Btf are easily solved using Fourier transform as in [Mel93, (7.58)-(7.63)],
producing an improved parametrix G1 satisfying
G1 ∈ BG/gphgA −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M)))
β∗L(t∂t + tD
2
w,ε)G1 ∈ ρ−2hbfρ−2hlfρhffρ∞sfρ∞tfBH/hphg A −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))).
To improve the parametrix at Bhff , we can instead use the following lemma.
Lemma 6.3. For each integer k ≥ −1 and
f ∈ ρkhffρ−2hbfρ−2hlfρ∞sfρ∞tfB(H/h)phg A −m−1− (RHXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))),
there exists
u ∈ ρk+2hff ρ∞sfρ∞tfB(H/h)phg A −m−1− (RHXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))).
such that[
f − (∂t +D2w,ε)u
] ∈ ρk+1hff ρ−2hbfρ−2hlfρ∞sfρ∞tfB(H/h)phg A −m−1− (RHXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))).
Proof. It suffices to take u = G1◦f and use Theorem 5.2 to see that u is the space given above.
Technically, we might have to take H(Bhmf ) slightly bigger, but by taking h(Bhmf ) > 0
smaller if needed, we may assume that H(Bhmf ) remains unchanged.

Remark 6.4. In the proof of Lemma 6.3 we have used the composition result Theorem 5.2
which improves those in [Alb07, She13] in that it includes the behavior at temporal infinity.
Using this lemma to solve away successive terms at Bhff we can construct, for any ` ≥ 2,
an improved parametrix
G` ∈ BG/gphgA −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))),
β∗L(t∂t + tD
2
w,ε)G` ∈ ρ−2hbfρ−2hlfρ`hffρ∞sfρ∞tfBH/hphg A −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))).
Asymptotically summing successive differences we can remove the error at Bhff altogether,
G∞ ∈ BH/hphg A −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))),
β∗L(t∂t + tD
2
w,ε)G∞ ∈ ρ−2hbfρ−2hlfρ∞hffρ∞sfρ∞tfBH/hphg A −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))).
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Note that the error now vanishes to infinite order at all boundary hypersurfaces lying over
{t = 0}, so we can just as well view it as a distribution on a simpler space, X2b,s × R+,
β∗L(t∂t + tD
2
w,ε)G∞ ∈ ρ−2hbfρ−2hlf t∞BH/hphg A −m−1− (X2b,s × R+; Hom(E)⊗ β∗H,R(1ρΩ(M))).
This defines by convolution an operator on sections of E over X2s . In terms of the convolution
product, G∞ satisfies
β∗L(∂t +D
2
w,ε)G∞ = Id−A
with A ∈ ρ−2hbfρ−2hlf t∞BH/hphg A −m−1− (X2b,s × R+; Hom(E)⊗ β∗H,R(1ρΩ(M))).
Lemma 6.5. If A ∈ ρ−2hbfρ−2hlf t∞BH/hphg A −m−1− (X2b,s×R+; Hom(E)⊗β∗H,R(1ρΩ(M))) then Id−A
is invertible as an operator on t∞C∞(Xs;E) with inverse Id−S for some S in the same space
as A.
Proof. Since h(Bhlf )− 2 + h(Bhrf ) = 2νmin − 2 > 0, notice by Theorem 5.2 that taking the
weight functions h sufficiently small, we can assume that the space
(6.25) ρ−2hbfρ
−2
hlf t
∞BH/hphg A
−m−1
− (X
2
b,s × R+; Hom(E)⊗ β∗H,R(1ρΩ(M)))
is closed under composition. It follows that the powers Ak with respect to the convolution
product are defined for all k ∈ N. Proceeding as in [Mel93, (7.66)] and using the composition
result for b-surgery operators of [MM95, (105)] , we thus see that for fixed T > 0 and a choice
of weighted C0-norm of (6.25), there exists positive constant C and K such that the weighted
C0 norm of Ak is bounded by
K
(Ct)k−1
(k − 1)! for t ≤ T.
Thus the Volterra series inverting Id−A converges uniformly for t ≤ T and any T ∈ R. We
can apply a similar argument to the restriction of Ak to Bhmf , and get at the same time
control on Ak−Ak∣∣
Bhmf
. We may also differentiate by a vector field tangent to the boundary
hypersurfaces of X2b,s×R+ and then apply the same argument, so that we can conclude that
the Volterra series converges within the space (6.25). 
We can now finally complete our uniform construction of the heat kernel.
Theorem 6.6. Assume that Assumption 4.1 holds. Let G, g be the index set and weight
function of (6.23). The heat kernel of the twisted wedge surgery Hodge Laplacian is given by
e−tD
2
w,ε = G∞(Id−S) ∈ BG/gphgA −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))).
In particular, the leading order terms at Btf , Bsf and Bhff are given by (6.11), (6.15) and
(6.19), while the restriction at Bhmf gives the wedge heat kernel of the Hodge Laplacian D
2
w,0.
Proof. The operator G∞(Id−S) satisfies the wedge surgery heat equation with initial con-
dition given by the (lift of the) identity since
(6.26) βH,L(∂t +D
2
w,ε)(G∞(Id−S)) = (Id−A)(Id−S) = Id .
An application of the composition result in Theorem 5.2 shows that the composition G∞S
is an element of
(6.27) t∞BG/gphgA
−m−1
− (X
2
b,s × R+; Hom(E)⊗ β∗H,R(1ρΩ(M))).
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In particular, it follows from (6.27) that e−tD
2
w,ε and G∞ have the same asymptotics at
Btf , Bsf and Bhff . Since by construction, G∞ has the same leading terms as G0 at these
faces, this gives the claimed leading terms of e−tD
2
w,ε at these faces. Clearly, the restriction
of (6.26) to Bhmf shows the restriction of e
−tD2w,ε is indeed the heat kernel of D2w,0 with
respect to its unique self-adjoint extension. Indeed, recall that because of Assumption 4.1
and Corollary 2.7, the operator D2w,0 is essentially self-adjoint. 
7. Wedge surgery and the trace of the heat kernel
In view of Mercer’s theorem (see, e.g., [Bri88] for a discussion), the heat kernel is trace-class
as its restriction to the diagonal is integrable and we have
Tr(e−tD
2
w,ε) =
∫
M
K
e−tD
2
w,ε
(ζ, ζ, ε) dζ.
This trace is a function of t and ε and the advantage of the integral expression is that we can
make use of our description of the heat kernel from Theorem 6.6 to determine the asymptotic
behavior in t and ε. To carry this out, our first step is to understand the lift ∆˜HX of the
diagonal to the heat space.
7.1. The lifted diagonal. The wedge surgery heat space HXw,s is constructed from M ×
M × [0, 1)ε ×R+τ by a sequence of blow-ups and so comes equipped with a blow-down map,
HXw,s
βH−−−→M ×M × [0, 1)ε × R+τ .
The interior lift of the diagonal is the closure in HXw,s of the preimage of
diagM ×(0, 1)ε×(0,∞)τ , and can be identified with a space constructed from M×[0, 1)ε×R+τ ,
∆˜HX = [M × [0, 1)ε × R+τ ;H × {0} × R+τ ;H × {0} × {0};M × {0} × {0}].
We denote the blow-down map to Xs × R+τ = [M × [0, 1)ε × R+τ ;H × {0} × R+τ ] by
β∆˜,(1) : ∆˜HX −→ Xs × R+τ
and the boundary hypersurfaces of ∆˜HX by
Btf (∆˜HX) = β
]
∆˜,(1)
({τ = 0}), Bhmf (∆˜HX) = β]∆˜,(1)(Bsm(Xs)),
Bhbf (∆˜HX) = β
]
∆˜,(1)
(Bsb(Xs)), Bhff (∆˜HX) = β
−1
∆˜,(1)
(Bsb × {τ = 0}),
Bsf (∆˜HX) = β
]
∆˜,(1)
({ε = τ = 0}).
This is precisely the same space that came up in [ARS17, §7.2] when studying the behavior
of the trace of the heat kernel under formation of fibered cusps. (The notation β∆˜,(1) is used
to be consistent with [ARS17, §7.2].) As noted there, if we set
ET = [R+τ × [0, 1)ε; {τ = ε = 0}],
then there is a natural lift of the map M × R+τ × [0, 1)ε −→ R+τ × [0, 1)ε to a b-fibration
piε,τ : ∆˜HX −→ ET .
Let βε,τ : ET −→ R+τ × [0, 1)ε denote the blow-down map, and denote the boundary
hypersurfaces of ET by
Btf (ET ) = β
]
ε,τ ({τ = 0}), Bhff (ET ) = β−1ε,τ (0, 0), Baf (ET ) = β]ε,τ ({ε = 0}).
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7.2. The trace of the heat kernel. The trace of the heat kernel is given by
Tr(e−tD
2
w,ε) = (βε,τ ◦ piε,τ )∗(trKe−tD2w,ε |∆˜HX ).
Note that
e−tD
2
w,ε ∈ BG/gphgA −m−1− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M)))
=⇒ trK
e−tD
2
w,ε
|∆˜HX ∈ B
G˜/g˜
phgA
−m−1
− (∆˜HX ; β
∗
∆˜,(1)
(1
ρ
Ω(M)))
where G˜ = G∣∣
∆˜HX
, g˜ = g
∣∣
∆˜HX
are given by
G˜(Btf (∆˜HX)) = G˜(Bsf (∆˜HX)) = −m, G˜(Bhff (∆˜HX)) = −h,
g˜(Btf (∆˜HX)) = g˜(Bsf (∆˜HX)) = g˜(Bhff (∆˜HX)) =∞,
G˜(Bhmf (∆˜HX)) = 0, g˜(Bhmf (∆˜HX)) > 0,
G˜(Bhbf (∆˜HX)) = 2, g˜(Bhbf (∆˜HX)) > 2.
Proposition 7.1. The trace of the heat kernel is a conormal function on ET with a partial
asymptotic expansion,
β∗ε,τ Tr(e
−tD2w,ε) ∈ BJ /jphgA −m−1− (ET ),
where
J (Btf (ET )) = −m, j(Btf (ET )) =∞,
J (Bhff (ET )) = −h∪ −m, j(Bhff (ET )) =∞,
J (Baf (ET )) = 0∪2, j(Baf (ET )) > 0.
Proof. As in [ARS17, §7.2], let us write K
e−tD
2
w,ε
= K˜
e−tD
2
w,ε
β∗H,R(
1
ρ
µM) and multiply by
β∗
∆˜,(1)
(µR+τ ×[0,1)ε) to get
(trK
e−tD
2
w,ε
∣∣
∆˜HX
)β∗
∆˜,(1)
(µR+τ ×[0,1)ε)
= (tr K˜
e−tD
2
w,ε
∣∣
∆˜HX
)β∗
∆˜,(1)
(1
ρ
µM×R+τ ×[0,1)ε)
∈ (ρhbfρhff )−1(ρhbfρsfρ2hff )BH˜/h˜phg A −m−1− (∆˜HX ; Ω(∆˜HX)).
If we push forward along piε,τ , then using [Mel92, Theorem 5] we get an element of
ρhffB
J /j
phgA
−m−1
− (ET ; Ω(ET )),
with J and j as above. Finally we note that ρhffΩ(ET ) = β∗ε,τΩ(R+τ × [0, 1)ε), so we can
cancel off the density we multiplied by, and obtain the result. 
7.3. Symmetry for even metrics. Recall that on a closed manifold, the small-time as-
ymptotic expansion of the heat kernel
e−t∆ ∼ t−m/2
∑
k≥0
akt
k/2
simplifies upon restricting to the diagonal,
e−t∆
∣∣
diag
∼ t−m/2
∑
k≥0
a2kt
k.
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This is shown in [Mel93, Chapter 7] to follow from invariance of the model problems at Btf
under reflection in the fibers. This argument applies to the wedge surgery heat kernel at
both Btf and Bsf so that we can replace the index sets at Btf (ET ) and Bhff (ET ) from
Proposition 7.1 by
J ′(Btf (ET )) = −m+ 2N0, J ′(Bhff (ET )) = −h∪(−m+ 2N0).
We now set out a more involved argument that allows us to further simplify the index set at
Bhff (ET ).
Analogously to [ARS17, §7.3], we consider a class of metrics for which the trace of the heat
kernel simplifies. The class of metrics will depend on the choice of a tubular neighborhood
T = Tub(H) = (−1, 1)x × H, which we fix. Notice first that a product-type w, ε-metric
naturally induces on β−1s (T ) ⊂ Xs a decomposition in terms of horizontal and vertical forms
with respect to the fiber bundle β−1s (T × [0, 1]ε)→ Y induced φ : H → Y ,
(7.1) w,εT ∗Xs|β−1s (T ×[0,1]ε) = w,εT ∗HXs ⊕ w,εT ∗VXs.
Definition 7.2. An even w, ε-metric is a wedge surgery metric which in β−1s (T × [0, 1]ε)
differs from a product-type w, ε-metric by elements of
ρ2C∞(β−1s (T ×[0, 1]ε); w,εT ∗HXs⊗w,εT ∗HXs) and ρ2C∞(β−1s (T ×[0, 1]ε); w,εT ∗VXs⊗w,εT ∗VXs)
having only even powers of ρ in their expansion at Bsb. If gw,ε is a wedge surgery metric that
differs from an even wedge surgery metric by ρ` times a smooth section of w,εT ∗Xs⊗w,εT ∗Xs,
we say that gw,ε is an even w, ε metric to order `.
Definition 7.3. A bundle metric on a flat bundle F is said to be even in ρ if its Taylor
expansion at Bsb, in a collar neighborhood compatible with T and a flat trivialization of F,
has only even powers of ρ.
Let
(7.2) BG/gphg,evA
−m−1
− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M)))
be the subspace of BG/gphgA
−m−1
− (HXw,s; Hom(E) ⊗ β∗H,R(1ρΩ(M))) consisting of elements κ
having an expansion at Bhff of the form
(7.3) ρhhffκ ∼
∞∑
j=0
ρjhffκj
with κj a conormal section on Bhff such that in the coordinates (5.2), we have that
(7.4) κj(X,X
′, y, u, z, z′) = (−1)j+N(H×R)/Y κj(X,X ′, y,−u, z, z′),
where N(H×R)/Y is the number operator giving the shift in vertical degree induced by κj with
respect to the fibered bundle
φ ◦ pr1 : H × R→ Y,
where pr1 : H × R→ H is the projection on the first factor. Similarly, we let
(7.5) BG/gphg,oddA
−m−1
− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M)))
be the subspace of BG/gphgA
−m−1
− (HXw,s; Hom(E) ⊗ β∗H,R(1ρΩ(M))) consisting of elements κ
having an expansion at Bhff of the form (7.3) with
(7.6) κj(X,X
′, y, u, z, z′) = (−1)j+1+N(H×R)/Y κj(X,X ′, y,−u, z, z′).
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Proposition 7.4. If gw,ε and gF are even metrics, the heat kernel of D
2
w,ε lies in (7.2). If
gw,ε and gF are only even to order `, then the heat kernel of D
2
w,e is in (7.2) up to a term in
ρ`hffB
G/g
phgA
−m−1
− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))).
Proof. Since G∞ and e−tD
2
w,ε in Theorem 6.6 have the same expansion at Bhff , it suffices
to show that G∞ can be constructed in (7.2). Clearly, the model Lhff in (6.19), which
corresponds to κ0 in the expansion (7.3), satisfies (7.4) with j = 0 and we can choose
G0 to be in (7.2). Now, it follows from (6.17) and [BGV04, Proposition 10.1] that the
action of the exterior derivative dF from the left interchanges parity, that is, maps (7.2)
into (7.5). For its adjoint, notice that since gw,ε and gF are even, the operator ] preserves
parity, while the ∗-operator preserves or reverses parity depending on the parity of v + 1.
Hence, we see that τDw,ε reverses parity, so that τ
2D2w,ε preserves parity. Since the left
action of t∂t preserves parity, we see that the operator t(∂t + D
2
w,ε) preserves parity, which
means that the construction of G∞ can be done in (7.2) as claimed. Finally, if gw,ε and gF
are only even to order the `, then clearly G∞ can be constructed in (7.2) up to a term in
ρ`hffB
G/g
phgA
−m−1
− (HXw,s; Hom(E)⊗ β∗H,R(1ρΩ(M))). 
This has the following immediate consequence on the trace of the heat kernel.
Corollary 7.5. If m and h are odd and gw,ε, gF are even metrics up to order h+ 1, then
β∗ε,τ Tr(e
−tD2w,ε)
does not have a term of order zero in its expansion at Bhff .
7.4. Asymptotics of the determinant. Recall that the zeta function of a Laplace-type
operator on a closed manifold, ∆, is defined to be
ζ(s) =
1
Γ(s)
∫ ∞
0
ts Tr(e−t∆ − Πker ∆) dt
t
for Re(s)  0. The short-time asymptotic expansion of the trace of the heat kernel can be
used to meromorphically continue this function to the entire complex plane with at worst
simple poles and the determinant of ∆ is defined to be exp(−ζ ′(0)).
As is well-known (see, e.g., [ARS17, (10.3)]), if the short-time expansion of the heat kernel
has the form
Tr(e−t∆) ∼ t−m/2
∑
k≥0
ak/2t
k/2
then the derivative of the zeta function at the origin is given by
(7.7) ζ ′(0) =
R∫ ∞
0
Tr(e−t∆)
dt
t
+ γ(am/2 − dim ker ∆)
where γ is the Euler-Mascheroni constant. If m is odd then am/2 = 0.
For a Hodge Laplacian on a space with wedge singularities, the short-time asymptotics
of the trace of the heat kernel involves not just powers of t1/2, but also powers of t1/2 mul-
tiplied by log t. Consequently, the meromorphic continuation of the integral of the trace of
the heat kernel will have poles of order two and the zeta function is not a priori regular
at s = 0. Dar [Dar87] showed that for spaces with conic singularities the linear combina-
tion of zeta functions occurring in the definition of analytic torsion is regular at the origin.
Mazzeo-Vertman [MV12, Proposition 4.3] showed that on an odd dimensional space with
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wedge singularities, the individual zeta functions are regular at the origin. In particular it
follows that that the derivative of the zeta functions at zero are given by (7.7) in this setting.
We have shown above that the trace of the wedge surgery heat kernel is partially polyho-
mogeneous on the space ET . In particular, it satisfies
Tr(e−tD
2
w,ε) ∼ Tr(e−tD2w) + o(1) at Baf ,
Tr(e−tD
2
w,ε) ∼ ρ−mhff
m∑
k=0
Ahffk ρ
k
hff + ρ
−h
hff
h∑
`=0
A˜hff` ρ
`
hff log ρhff + o(1) at Bhff .
Moreover, if gw,ε and gF are even metrics and M and Y are odd dimensional, Corollary 7.5
implies that Ahffm = 0. In [ARS17, §11], we analyzed the asymptotics of the trace of the
heat kernel undergoing analytic surgery to a fibered cusp metric. This analysis applies here
with almost no change (e.g., here we have ρ−hhff whereas there we had ρ
−h−1
hff ). Applying that
analysis here we have the following theorem.
Theorem 7.6. Denote the logarithm of the product of the positive small eigenvalues by
log ζsmall. If Assumption 4.1 holds, then as ε→ 0,
FP
ε=0
( R∫ ∞
0
Tr(e−tD
2
w,ε)
dt
t
+ log ζsmall
)
=
R∫ ∞
0
Tr(e−tD
2
w)
dt
t
+
R∫ ∞
0
Ahffm
dσ
σ
− γ(dim kerD2w − dim kerD2w,ε).
Thus if m is odd then
(7.8) FP
ε=0
(ζ ′w,ε(0) + log ζsmall) = ζ
′
w(0) +
R∫ ∞
0
Ahffm
dσ
σ
.
If furthermore h is odd and gw,ε and gF are even to order h+ 1, then
(7.9) FP
ε=0
(ζ ′w,ε(0) + log ζsmall) = ζ
′
w(0).
8. A Cheeger-Mu¨ller theorem for wedge metrics
Let M be an oriented closed manifold, H ⊂ M a co-oriented hypersurface and
c : (−1, 1)x →M a choice of tubular neighborhood. Let φ : H → Y be a smooth fiber bundle
with total space H and base Y a closed oriented manifold. Let α : pi1(M) → GL(k,R) be
a unimodular representation and let F → M be the corresponding flat vector bundle. Let
gw,ε and gF be a wedge-surgery metric and bundle metric that are even to order h + 1 and
suppose that Assumption 4.1 holds. By Corollary 2.7 and Corollary 2.8, we then know that
the wedge Hodge Laplacian ∆w,0 = ð2w,0 is essentially self-adjoint with minimal extension
given by
Dmin(∆w,0) = r2H2w(Bsm; Λ∗(wT ∗Bsm)⊗ F ).
On the other hand , let M̂ \H denote the stratified space obtained from M by collapsing
the fibers of φ : H → Y onto the base Y . Since H∗(H/Y ;F ) = 0, we know from [HHM04,
Proposition 1] that there is a canonical isomorphism between the intersection cohomology
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with upper middle perversity and with values in F of the stratified space M̂ \H and the
relative cohomology of the manifold with boundary Bsm,
IH∗m(M̂ \H;F ) ∼= H∗(Bsm, ∂Bsm;F ).
Intersection cohomology groups can also be identified with L2-harmonic forms.
Proposition 8.1 (Hunsicker-Mazzeo [HM05]). There is a canonical isomorphism between
intersection cohomology and the space H∗gw,0(M \H;F ) of L2-harmonic forms taking values
in F of the wedge metric gw,0, so that
H∗gw,0(M \H;F ) ∼= IH∗m(M̂ \H;F ) ∼= H∗(Bsm, ∂Bsm;F ).
Proof. Recall first from [HM05] that in general, taking the maximal or minimal exten-
sion of the exterior derivative leads to two notions of L2-cohomology, namely the maxi-
mal L2-cohomology groups H∗max(M \ H; gw,0, F ) and the minimal L2-cohomology groups
H∗min(M \ H; gw,0, F ). In our case, since ðw,0 is essentially self-adjoint, we know a fortiori,
see for instance [HM05, Proposition 4.6], that the exterior derivative has only one closed
extension, so that in fact
H∗max(M \H; gw,0, F ) = H∗min(M \H; gw,0, F ).
By [HM05, Corollary 3.19], we also have that
(8.1) H∗max(M \H; gw,0, F ) = H∗min(M \H; gw,0, F ) ∼= IH∗m(M̂ \H;F ).
Technically speaking Corollary 3.19 in [HM05] is only stated in the case where F is the trivial
flat line bundle. However, the arguments leading to the proof of [HM05, Corollary 3.19] work
as well for any flat vector bundle provided one makes the appropriate notational changes.
In particular, we deduce from (8.1) that the L2-cohomology is finite dimensional. By
[BL92, Theorem 2.4], the corresponding Hilbert complex is Fredholm and we have a Kodaira
decomposition, so that finally
H∗gw,0(M \H;F ) ∼= IH∗m(M̂ \H;F )
as claimed. 
Another consequence of Assumption 4.1, which follows from the Leray-Serre spectral se-
quence of the fiber bundle φ : H → Y , is that H∗(H;F ) = 0. Thus, we see from the long
exact sequence in cohomology associated to the pair (M,H) that there is also an isomorphism
H∗(Bsm, ∂Bsm;F ) ∼= H∗(M ;F ),
so that finally
H∗gw,0(M \H;F ) ∼= H∗(M ;F ) ∼= H∗gw,ε(M ;F ) for ε > 0.
As a consequence, we see that the projection Πsmall of Corollary 4.4 is just the projection
onto the L2-harmonic forms. In particular, there are no positive small eigenvalues and
Theorem 4.3 ensures that there is a uniform spectral gap, namely that there is δ > 0 such
that
spec(ð2dR,ε) ∩ (0, δ) = ∅ ∀ ε ∈ [0, 1].
This leads to the following result.
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Theorem 8.2. Let M be a closed odd dimensional oriented manifold with co-oriented hy-
persurface H ⊂ M equipped with a fibered bundle φ : H → Y where Y is a odd dimensional
oriented compact manifold. Let gw,ε be a wedge surgery metric even to order `. Let also
α : pi1(M) → GL(k,R) be a unimodular representation and denote by F the corresponding
flat vector bundle. Let gF a bundle metric even to order dimY + 1 and suppose that As-
sumption 4.1 holds for the wedge surgery de Rham operators ðw,ε associated to gw,ε and gF .
Then we have the equality
T (Bsm, gw,0, F, gF , µ
∗) = τ(Bsm, ∂Bsm, α, µ∗)τ(H,α)
where µj is any choice of basis of Hj(Bsm,Bsm;F ).
Proof. By the discussion above, there is no positive small eigenvalues. Since dimY is odd,
we therefore know by Theorem 7.6 that
(8.2) FP
ε=0
log T (M, gw,ε, F, gF ) = log T (M \H, gw,0, F, gF ).
On the other hand, since the projection Πsmall of Corollary 4.4 is an element of
ρ(Ψ−∞,τe,s (Xs;E))ρ for some τ > 0, where E = Λ
∗(w,εT ∗Xs) ⊗ F , we know that if ωqε is
any orthonormal basis of harmonic forms for gw,ε, then
(8.3) lim
ε→0
log
(
n∏
q=0
[µq|ωqε ](−1)
q
)
= log
(
n∏
q=0
[µq|ωq0](−1)
q
)
.
Combining (8.2) with (8.3), we thus see that
FP
ε=0
log T (M, gw,ε, F, gF , µ
∗) = log T (M \H, gw,0, F, gF , µ∗).
Applying [ARS17, Theorem 8.7], we have also that
τ(M,α, µ∗) = τ(Bsm, ∂Bsm, α, µ∗)τ(H,α),
from which the result follows.

As a direct consequence of this result, we obtain our main result, Theorem 1.
Proof of Theorem 1. Let M := N ∪∂N N be the double of N . Then M has a natural co-
oriented hypersurface H which is identified with the boundary of each of the two copies of N
in M . Since the wedge metric gw is even, it is the restriction on each copy of N in M of gw,0
for gw,ε some even wedge surgery metric on M . Similarly, gF can be seen as the restriction
of an Euclidean metric gF˜ for the double F˜ of F on M . Clearly,
2 log T (N, gw, F, µ
∗) = log T (M \H, gw,0, F˜ , gF˜ , µ∗ unionsq µ∗)
and so the result follows by applying Theorem 8.2 on M . 
When dimY is even, the above argument does not work due to the fact that there is another
term coming from the face Bhff that can possibly contribute to the right hand side of (8.2).
However, this extra contribution can be interpreted as the analytic torsion of a wedge metric
on an appropriate space. Indeed, consider in this case the oriented closed odd dimensional
manifold M ′ = S1 × H with flat vector bundle F ′ = pi∗2(F |H), where pi2 : S1 × H → H
is the projection on the second factor. Since H∗(H;F ) = 0, so that H∗(S1 × H;F ′) = 0,
we know from [Mu¨l93, Proposition 1.13] and the Cheeger-Mu¨ller theorem [Mu¨l93] that the
analytic torsion and the Reidemeister torsion for F ′ on S1×H are both equal to one. Thus,
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applying the strategy of the proof of Theorem 8.2 to any exact wedge surgery metric g′w,ε
on S1 × H and a bundle metric gF ′ which are respectively identified with gw,ε and gF in a
collar neighborhood of {1} ×H in S1 ×H, where S1 ⊂ C is thought of as the unit circle, we
obtain that the extra contribution coming from Bhff in (8.2) is precisely equal to minus the
logarithm of the analytic torsion of g′w,0,
− log T ((S1 \ {1})×H, g′w,0, F ′, gF ′).
This leads to the following relative Cheeger-Mu¨ller theorem, essentially a reformulation of
the gluing formula of Lesch [Les13, Theorem 1.2] in this special setting.
Corollary 8.3. Consider the same setting as the one of Theorem 1 with the difference that
we assume instead that Y is even dimensional. Then
T (N, gw, F, µ
∗)
T ((S1 \ {1})×H, g′w,0, F ′, gF ′)
1
2
= τ(N, ∂N, α, µ∗)τ(∂N, α)
1
2
for any choice of basis µq of Hq(N, ∂N ;F ) for q = 0, . . . , dimN .
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