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内容提要:本文提出一种改进的多重尝试 Metropolis算法，用于非线性动态随机一般均衡模型的贝叶斯参数估
计和模型选择。多重尝试策略通过每次迭代抽取多个尝试点的方法来提高算法的混合速率，新方法中提出使用近
似的方法提高计算速度，并通过接收概率调整偏差。数值实验表明新方法在相同的计算时间内具有更高的估计效
率。最后，本文比较了具有不同货币政策设定的模型对中国经济数据的拟合效果，发现中国数据更加支持具有时
变通胀目标的模型。
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Abstract:This paper proposes a multiple-try-based Metropolis algorithm for Bayesian parameter estimation and model
selection in nonlinear dynamic stochastic general equilibrium(DSGE)models． Multiple-try method generates multiple trial
points in each iteration to achieve faster mixing rate． The new approach proposes to use approximation to save computational
cost，the approximation bias is adjusted through the acceptance rate． Simulation results demonstrate effectiveness of the
proposed algorithm． The algorithm is applied to estimate DSGE models with different monetary policy settings using the
macroeconomic data of China． It shows that the data favors the model with time-varying inflation target．
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一、引言
动态随机一般均衡(DSGE)模型是进行宏观经
济分析的重要工具。和向量自回归等简约模型相
比，DSGE 模型具有微观经济理论基础，能够更好地
对经济运行机制、政策传导途径以及外生冲击的动
态效应等问题进行研究。此外，包含丰富摩擦及冲
击的 DSGE模型在实际数据拟合和预测方面取得了
巨大的成功。基于此，DSGE 模型逐渐被各国政府
部门和科研机构所采用，作为探究货币政策与宏观
经济波动、国际贸易与金融和劳动市场摩擦等一系
列重要问题的有力工具［1］［2］。
目前常用的 DSGE 模型为线性化模型，而近年
来非线性 DSGE 模型受到了更多的关注。首先，在
线性化的政策函数中被忽略的高阶误差会随着模型
中观测值数量的增加而不断累积，最终导致线性化
模型与真实模型的似然函数之间出现较大的偏
差［3］。其次，经验分析表明非线性 DSGE 模型对实
际数据具有更好的拟合效果———尤其当数据中存在
较强的持续性和对稳态较大的偏离时［4］。最后，非
线性政策函数中的高阶项对于最优货币政策、宏观
经济模型的资产定价以及外生冲击的时变波动率等
问题的研究具有非常关键的作用。
在 DSGE模型的实际应用中，通常采用贝叶斯
方法进行参数估计。一方面，研究人员可以使用所
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掌握的关于模型参数的先验信息，同时，先验分布的
引入也能够防止由不规则似然函数所导致的反常的
参数估计结果。另一方面，针对线性 DSGE 模型的
贝叶斯计算方法已经很成熟，这些方法能够在各种
情形下有效地进行后验抽样。例如，当待估计参数
比较多时，Chib和 Ramamurthy(2010)［5］提出将参数
向量随机分组，然后使用 Metropolis-Hastings 算法更
新每一组内的参数;更新过程中所使用的抽样分布，
则通过对该组参数的条件后验分布进行近似而得
到。Herbst和 Schorfheide(2014)［6］使用序贯蒙特卡
罗方法进行后验抽样，通过引入抽样分布自适应机
制以及对目标分布进行回火(Tempering)来克服多
峰后验分布带来的困难。
上述方法主要针对线性化的 DSGE 模型，由于
非线性模型的似然函数不是解析可得，如何高效地
对其进行后验抽样仍然是一个待解的难题。目前通
用的方法是使用粒子滤波器对模型的似然函数实施
近似，然后采用随机游走 Metropolis 算法进行抽样。
尽管该方法简单易行，但是由于随机游走抽样分布
忽略了后验分布的特征，因此在一些情形下相对
低效。
针对以上问题，本文提出多重尝试 Metropolis
算法来对非线性 DSGE模型进行贝叶斯推断。本文
第二部分回顾了现有对 DSGE模型进行贝叶斯估计
和后验抽样的方法。第三部分介绍了多重尝试
Metropolis算法的原理、具体步骤、特点和理论性质。
第四部分给出了在后验抽样后计算贝叶斯因子的方
法。第五部分开展数值实验对不同算法的效率进行
比较，评估不同模型对中国数据的拟合效果，并使用
选出的模型进行经济分析。
二、DSGE 模型的状态空间表示与
贝叶斯估计
动态均衡模型的均衡条件一般可以表示为［7］:
Et［Fθ(Xt，Xt+1，Zt，Zt+1) ］= 0 (1)
该方程组包括了刻画经济主体最优行为的一阶
条件、资源约束、货币政策规则和外生冲击的设定
等，其中 Fθ 是从 R
2(nx + nz)到 R nx + nz的函数、Xt 为状
态变量、Zt 为控制变量、θ∈Θ 是反映经济环境与参
与者特征的结构参数，Et 为基于 t 时刻历史信息的
条件期望。模型的非随机稳态(X，Z)满足条件 Fθ
(X，X，Z，Z)= 0。
根据 Schmitt-Grohé和 Uribe(2004)［7］中的方法
求解上述 DSGE 模型，可得到 DSGE 模型的状态空
间表示:
Xt = H^θ(Xt－1，σ)+ ut
Yt = M0 + MxXt + MzG^θ(Xt，σ)+ et (2)
其中，Xt 为隐含的状态变量，Yt 为观测值，H^θ
和 G^θ 为政策函数的二阶泰勒展开，σ0 为尺度参
数，ut ～ N(0，Rθ)为经济系统受到的外生冲击，Mx
和 Mz 为选择矩阵，et ～ N(0，Q)为观测误差。观测
误差的设定是由于模型中部分变量在现实中缺乏直
接对应的观测值，例如货币政策中的通货膨胀目标、
潜在产出等;而实际观测到的数据中也常带有观测
误差。给定观测值 Y1:T ={Y1，…，YT}之后，模型的
似然函数可通过对状态变量 X1:T ={X1，…，XT}进
行积分而得到:
L(θ)≡p(Y1:T | θ)= p(Y1:T，X1:T | θ)dX1:T
在对结构参数 θ 的贝叶斯推断中，我们赋予参
数一个先验分布 p(θ) ，然后借助马尔可夫链蒙特卡
罗(MCMC)算法从后验分布 p(θ | Y1:T)∞ L(θ)p(θ)
中抽样，之后用抽样得到的随机样本来计算后验统
计量，并进行统计推断。最常用的 MCMC 算法为
Metropolis-Hastings(MH)算法，令 T(θ，θ* )为给定 θ
后 θ* 的抽样分布，则 MH算法步骤如下:
算法一(Metropolis-Hastings算法) :
(1)当 n = 1 时，抽取 θ(1)～ T1(·)。
(2)当 n = 2，…，N时，依次实施如下步骤:
①抽取 θ* ～ T(θ(n － 1)，·) ;
②计算 MH接收概率:
rMH = min 1，
L(θ* )p(θ* )T(θ* ，θ(n－1))
L(θ(n－1))p(θ(n－1))T(θ(n－1)，θ*{ })，
以 rMH的概率接收 θ
(n)= θ* ，否则令 θ(n)= θ(n －1)。
在线性化的 DSGE模型中 L(θ)可通过 Kalman
滤波器精确地计算出来。而当政策函数含有非线性
项时 L(θ)不是解析可得，因此无法直接使用上述的
MH算法。为了解决这个问题，Fernández-Villaverde
和 Rubio-Ramírez(2007)［8］提出使用粒子滤波器
(Particle Filter，PF)来获得对似然函数的近似(记
为槇L(θ) )并将其代入 MH 算法中，从而能够从一个
近似的后验分布中抽样。事实上，尽管基于粒子滤
波器的 MH算法并未使用真实的似然函数 L(θ) ，但
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是只要槇L(θ)关于 L(θ)无偏，该算法仍然是从真实
的后验分布 p(θ | Y1:T)里抽样。关于粒子滤波近似
的无偏性及粒子 MH 方法的进一步阐述可参看 Pitt
等(2012)［9］。
在 MH算法中，抽样分布 T(·，·)的选择对于算
法的效率至关重要。在实际应用中，随机游走
Metropolis(RWM)是使用最广泛的一个选择。在
RWM中，θ* = θ(n － 1) + Cεn，其中 εn ～ N(0，Σ)服从
多元正态分布。参数 c 调节算法的效率:当 c 很小
时，算法的接收率很高，但是生成的样本在参数空间
内移动速率缓慢;当 c 很大时，接收概率低，同样会
降低有效样本数。此外，RWM 并未考虑到后验分
布的信息，当待估参数个数比较多、方差 －协方差矩
阵 Σ 选择不恰当或者后验分布不规则时，算法的混
合速率会比较慢。由此生成的随机样本会具有较强
的自相关性，从而导致后验估计量具有较大的数值
方差和估计结果的不可靠。
三、多重尝试 Metropolis算法
多重尝试 Metropolis(MTM)算法［10］在每次迭代
中抽取 k个尝试点{θ*1 ，…，θ
*
k }，并给每个尝试点赋
予权重:wi = p(θ
*
i | Y1:T) ，i = 1，…，k。然后，从这 k
个尝试点中随机选择一个作为提议点，每个点被选
中的概率正比于其权重。该提议点随后依据 MH原
则被接收或者拒绝。多重尝试策略相当于对参数空
间进行了局部搜索，通过获取后验分布信息来提升
提议点的接收概率。MTM 方法在其他提取后验分
布信息的技术(Gibbs 抽样、Langevin 算法等)难以
实现的情形下十分有用。
在标准的 MTM 算法中同样需要计算似然函
数。为了使其能够适用于非线性 DSGE 模型同时也
为了节约计算成本，我们使用中心差分 Kalman滤波
器(CDKF)来计算尝试点的权重。CDKF 能够快速、
精确地对模型的似然函数进行近似［11］，因此在每次
MTM迭代中多次运行 CDKF 并不会显著增加计算
量。通过 CDKF得到的似然函数是有偏的，因此在
计算 MTM接收概率的时候需要用 PF 来校正引入
的偏差，从而保证算法收敛到正确的后验分布而不
是一个有偏差的分布。
记L^(θ)为通过 CDKF 得到的有偏似然函数，p^
(θ |Y1:T)∞ L^(θ)p(θ)为相应的有偏后验分布，令
T(·，·)为对称的抽样分布，定义权重函数 w(θ)= p^
(θ |Y1:T)。本文提出的 MTM 算法的具体步骤和理
论性质如下:
算法二(多重尝试 Metropolis算法) :
(1)当 n = 1 时，抽取 θ(1)～ T1(·)。
(2)当 n = 2，…，N时，依次实施如下步骤:
①抽取 k 个 i． i． d 尝试点:θ*1 ，…，θ
*
k ～ T
(θ(n － 1)，·) ，运行 CDKF 计算其权重 w(θ*1 ) ，…，w
(θ*k ) ;
②从{θ*1 ，…，θ
*
k }中随机选出一个记为 θ
* ，选
择概率正比于{w(θ*1 ) ，…，w(θ
*
k ) };
③抽取 k － 1 个 i． i． d 参考点:θ'1，…，θ'k － 1 ～ T
(θ* ，·) ，并令 θ'k = θ
(n － 1)运行 CDKF 计算权重
w(θ'1) ，…，w(θ'k － 1) ;
④运行 PF计算似然函数槇L(θ* )和接收概率:
rMTM = min 1，
槇L(θ* )槇L(θ(n－1))Σ ki = 1w(θ*i )
槇L(θ(n－1))槇L(θ* )Σ ki = 1w(θ'i
{ }
)
，
以 rMTM 的概率接收 θ
(n) = θ* ，否则令 θ(n)
= θ(n － 1)。
定理 1 令  ={θ:p(θ | Y1:T)＞ 0}，假设θ，θ
*
∈，有:①T(θ，θ* )＞ 0;②0 ＜ 槇L(θ)＜ ∞且 ＜ 槇L(θ)
＜ ∞;③ E［槇L(θ) ］= L(θ)。则如下结论成立:
①MTM算法生成的样本{θ(n)}n1以 p(θ | Y1:T)为平
稳分布;②对于任意可积实值函数 f，有:
lim
N→∞
N－1∑Nn = 1 f(θ(n))= ∫f(θ)p(θ | Y1:T)dθ
证明:使用 Pitt 等(2012)［9］中的辅助变量技
巧，记槇L(θ，s)为 PF得到的似然函数近似，其中 s ～ p
(s)为粒子滤波过程中生成的所有随机变量。定义
如下 θ和 s的联合分布:
槇p(θ，s | Y1:T)→
△ 槇L(θ，s)p(θ)p(s)/ p(Y1:T)
记 Pk(θ，θ
* )为 MTM 算法中 θ* 的实际抽样分
布，Kk( (θ，s) ，(θ
* ，s* ) )为 MTM 的转移核，I →
△
{i:
θ*i = θ
* ，1≤i≤k}。因为当 i≠j时，θ*i 和 θ
*
j 是独立
和可交换的，我们有:
Pk(θ，θ
* )= kPr( {(I = k)∩(θ*k = θ
* ) }| θ)
= k∫Pr(I = k | θ*1:k－1，θ*k = θ* )Pr(θ*1:k－1，θ*k = θ*
| θ)dθ*1:k－1
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= kT(θ，θ* )∫ w(θ
* )
w(θ* )+Σ j≠kw(θ
*
j )
∏
j≠k
T(θ，θ*j )dθ
*
1:k－1
当 θ≠θ* 时有:
Kk((θ，s)，(θ
* ，s* ))= ∫Pk(θ，θ* )rMTM∏
j≠k
T(θ* ，
θ'1:k－1)
= ∫Pk(θ，θ* )min 1，
槇L(θ* ，s* )L^(θ)Σ ki = 1w(θ*i )
槇L(θ，s)L^(θ* )Σ ki = 1w(θ'i
{ }
)
∏
j≠k
T(θ* ，θ'j)dθ'1:k－1
结合上边两式，可得:
槇p(θ，s | Y1:T)Kk( (θ，s) ，(θ
* ，s* ) )
= ∫min
槇p(θ，s |Y1:T)p^(θ
* |Y1:T)
w(θ*)+Σ j≠kw(θ
*
j )
，
槇p(θ*，s* |Y1:T)p^(θ |Y1:T)
w(θ)+Σ j≠kw(θ'j{ })
× kT(θ，θ* )∏
j≠k
T(θ，θ*j )T(θ
* ，θ'j)dθ
*
1:k－1dθ'1:k－1
上式对(θ，s)和(θ* ，s* )是对称的。因此，细致
平衡条件 槇p(θ，s | Y1:T)Kk( (θ，s) ，(θ
* ，s* ) )= 槇p(θ* ，
s* |Y1:T)Kk( (θ
* ，s* ) ，(θ，s) )成立，故 MTM 算法以
槇p(θ，s | Y1:T)为平稳分布。由 槇p(θ，s | Y1:T)= p(θ |
Y1:T)槇L(θ，s)/L(θ)以及假设③可知 θ在 槇p(θ，s | Y1:T)
中的边缘分布即为 p(θ | Y1:T)。
其次，容易验证当假设①和②成立时，对任意
θ，θ* ∈，，θ≠θ* 和 s，s* ～ p(s)有 Pk(θ，θ
* )＞ 0 和
Kk( (θ，s) ，(θ
* ，s* ) )＞ 0，即该 MTM 链不可约。根
据马尔可夫链的收敛性质和结论①即得到结论②。
可以看出多重尝试策略改进了算法的抽样分
布，即从 k = 1 时的 T(·，·)变为 Pk(·，·)。当尝试
点的数量不断增加时，Pk(·，·)也越来越接近目标
分布。事实上当 k→∞时，有 Pk(θ，θ
* )→T(θ，θ* )
p^(θ* | Y1:T)/Z(θ) ，其中 Z(θ)为归一化常数。在实
际使用过程中，k 值的选取需要对效率与计算成本
进行权衡考虑。
四、贝叶斯因子
在 DSGE模型的应用中，经常使用贝叶斯因子
来进行模型比较。假设有两个备选模型 M1 和 M2，
贝叶斯因子为两个模型的边缘似然之比:B12 = p
(Y1:T |M1)/ p(Y1:T |M2)在使用 MTM 算法完成后验
抽样后，可以根据 Chib 和 Jeliazkov(2001)［12］的原
理来计算边缘似然。
对于每一个模型，根据贝叶斯公式可以得到:
p(Y1:T | Mi)= p(θ | Mi)L(θ | Mi)/ p(θ | Y1:T，Mi)
其中，T(·，·)为后验均值。为了计算 θ 的后验
概率密度，令 K(·，·)为以 p(· | Y1:T，Mi)为平稳分
布的 MH转移核。
KMH(θ，θ
* )= T(θ，θ* )rMH(θ，θ
* )
+ (1 － r(θ) )δθ(θ
* )
其中，T(·，·)为 MTM 算法中尝试点的抽样分
布，r(θ)= ∫ T(θ，θ* )rMH(θ，θ
* )dθ* 。根据平稳分
布的定义有:
p(θ | Y1:T，Mi)= ∫p(θ | Y1:T，Mi)KMH(θ，θ)dθ，
= ∫p(θ | Y1:T，Mi)T(θ，θ)rMH(θ，θ)dθ + (1 －
r(θ) )p(θ | Y1:T，Mi)
整理上式可得:
p(θ | Y1:T，Mi)= ∫p(θ | Y1:T，Mi)T(θ，θ)rMH(θ，
θ)dθ·［r(θ) ］－1 (3)
用样本的平均来近似式(3)中的积分，即可
得到:
p(θ | Y1:T，Mi)
≈ 1
N1∑
N1
j =1
T(θ(j)，θ)rMH(θ
(j)，θ[ ]) 1N2∑
N2
j =2
rMH(θ，槇θ
(j)[ ]) －1
其中，θ(j)～ p(· |Y1:T，Mi) ，j = 1，…，N1，通过之
前的 MTM算法进行后验抽样得到;槇θ(j)～ T(θ，·) ，
j = 1，…，N2 为新抽出的独立同分布样本。在实际
使用中，可以在后验抽样过程中保存通过 PF 计算
出来的似然函数，避免在这里重复计算。
五、数值实验及应用
本部分首先构建一个包含价格粘性和时变通货
膨胀目标的小型新凯恩斯模型，之后使用中国数据
对其进行贝叶斯估计并评估各算法的效率，最后进
行模型选择。
(一)模型设定
在每一时期 t，完全竞争厂商使用中间产品 Yt
(j) ，j∈［0，1］生产最终消费品 Yt，其生产技术为:
Yt = ∫
1
0
Yt(j)
1－ν( )dj 11－ν
其中，1 /ν为中间品需求弹性。
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中间商品 j由一个垄断厂商生产，其具有线性
生产技术 Yt(j)= AtNt(j) ，其中 At 是外生技术过
程，Nt(j)是厂商 j 的劳动投入。技术过程设定为
lnAt = lnγ + lnAt － 1 + lnZt，其中:
lnZt = ρz lnZt－1 + ε
z
t (4)
劳动力通过完全竞争市场以实际工资 Wt 雇佣
得到。厂商调整价格过程中存在如下调整成本:
ACt(j)=
φ
2
Pt(j)
Pt－1(j)
－( )π 2Yt(j)
其中，Pt(j)为产品 j 的价格，参数 φ 反映经济
中价格粘性的程度，π 是最终产品价格通货膨胀率
的稳态。厂商 j 通过选择劳动投入和产品价格来最
大化其期望利润:
Et∑
∞
s = 0
βsQt+s| t
Pt+s(j)
Pt+s
Yt+s(j)－Wt+sNt+s(j)－ACt+s(j( )[ ])
(5)
上式中，β为折现因子，Pt 为最终产品价格，Qt + s | t
是一单位 t + s时刻消费品在 t期对于家庭户的价值。
代表性家庭户的效用取决于实际货币余量 Mt /
Pt 以及消费 Ct，这里假设习惯消费量由技术水平 At
给定。家庭户的负效用由工作时间 Ht 决定，其最终
的期望效用为:
Et ∑
∞
s =0
βs (Ct+s /At+s)
1－τ － 1
1 － τ
+ χMln
Mt+s
Pt+s
－ H( )[ ]t+s (6)
这里，1 /τ为跨期替代弹性，χM 决定实际货币余
额的稳态值。家庭户以给定的实际工资 Wt 向厂商
提供完全弹性的劳动、接收来自厂商的剩余利润 Dt
并且缴纳额定税收 Tt、还可以购买利率为 Rt 的政府
债券 Bt。家庭户的预算约束可以表示为:
PtCt + Bt + Mt － Mt－1 + Tt = PtWtHt + Rt－1Bt－1
+ PtDt + PtSGt (7)
其中，SGt 为通过交易状态相依证券获得的净
现金流入。
货币当局依照泰勒规则来实施货币政策:Rt =
R* 1 － ρRt Rρ
R
t － 1eε
Rt，其中货币政策冲击 εRt 为白噪声。目
标利率 R*t 具有如下形式:
R*t = rπ
* (πt /π
*
t )
ψ1(Yt /Y
*
t )
ψ2 (8)
其中，r为实际利率的稳态，π* = π 为通货膨胀
目标稳态，Y* = Aty为当名义粘性不存在时的自然产
出水平。时变通货膨胀目标 π*t 服从自回归过程:
lnπ*t = (1 － ρπ)lnπ
* + ρπ lnπ
*
t －1 + επt (9)
政府部门预算约束和市场出清条件分别为:
Rt－1Bt－1 = Tt + Bt + Mt － Mt－1 (10)
Ht = Nt，Yt = Ct + ACt (11)
(二)观测方程与数据
求解式(5)中的利润最大化问题、式(6)和式(7)
中的效用最大化问题，将含有随机增长项的变量去趋
势(yt = Yt /At，ct = Ct /At) ，并将所有变量表示为对其
稳态的对数差分(对于任一变量 xt，记x^t = logxt － log
x)。优化问题的一阶条件、外生冲击设定式(4)和式
(9)、货币政策设定式(8)、政府预算约束和市场出
清条件式(10 － 11)构成式(1)中的均衡条件，其中
Xt =［y^t － 1，R^t － 1，ε
R
t，π^
*
t ，Z^t］，Zt =［c^t，y^t，π^t，R^t］。
为了得到式(2)中的状态空间表示，使用
Schmitt-Grohé和 Uribe(2004)［7］的二阶近似方法来
求解模型，并设立如下观测方程:
Y1t = γ
Q + 100(y^t － y^t－1 + Z^t)+ e1t
Y2t = π
A + 400 π^t + e2t
Yзt = π
A + rA + 4γQ + 400 R^t + eзt
观测误差 et =［e1t，e2t，eзt］的标准差设定为实际
数据样本标准差的 25%。
本文使用 1996 年 1 季度到 2014 年 4 季度的中
国宏观经济数据来构建观测变量。使用 CPI指数和
“经济活动人口”对名义 GDP 数据进行调整得到实
际人均产出，之后通过对数差分得到实际人均产出
增长率 Y1t。由于经济活动人口数量只有在年度频
率上具有数据，我们通过插值来获取季度数据(假
设各季度人口增长率相同)。Y2t为季度 CPI 增长
率，通过对月度数据进行三阶移动平均获得季度数
据。名义利率 Yзt为“全国银行间同业拆借利率”(3
个月加权平均)。所有原始数据均来自中经网数据
库和国家统计局数据库，对存在季节效应的数据使
用 EViews中的 X12 方法进行季节调整。
(三)参数估计
参数的先验分布主要根据 An 和 Schorfheide
(2007)［1］来设定，其中关于稳态的 3 个参数则根据
中国数据的具体情况来设定。详细的先验设定见
表 1。
本文采用 Yang 和 Wang(2015)［13］中的辅助变
量粒子滤波器来近似似然函数，其中粒子个数为
M = 100。该方法通过对观测方程进行线性化来获
得条件最优抽样分布并实施辅助变量策略。本文所
使用的计算环境为 Intel 5 － 3230M 2. 6GHz CUP 和
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4GB内存，使用 MATLAB R2012b 进行编程。在这
样的环境中，运行一次 PF 需要 0. 45 秒，一次 CDKF
需要 0. 1 秒。由于 MTM中抽取的尝试点相互独立，
我们使用 MATLAB中的 parfor命令进行并行处理来
降低计算时间。使用并行处理后，运行 4 次 CDKF
需要 0. 15 秒，9 次需要 0. 2 秒。
表 1 先验分布
参数 含义 分布 均值 标准差
τ 1 /消费的跨期替代弹性 Gamma 2. 00 0. 50
ν 1 /中间品需求弹性 Beta 0. 10 0. 05
k k = τ(1 － ν)/(π2φν) Gamma 0. 30 0. 20
ψ1 利率目标对通货膨胀的反应 Gamma 1. 50 0. 25
ψ2 利率目标对产出的反应 Gamma 0. 50 0. 20
ρR 货币政策平滑系数 Beta 0. 50 0. 20
ρπ 通货膨胀目标自回归系数 Beta 0. 80 0. 10
ρz 技术冲击自回归系数 Beta 0. 66 0. 15
rA 实际利率稳态 Gamma 1. 00 0. 50
πA 通货膨胀稳态 Gamma 3. 00 0. 50
γQ 技术进步率稳态 Normal 1. 00 0. 50
100σR 货币政策冲击标准差 Inverse Gamma 0. 40 4. 00
100σπ 通货膨胀目标冲击标准差 Inverse Gamma 0. 40 4. 00
100σz 技术冲击标准差 Inverse Gamma 0. 40 4. 00
算法中的抽样分布 T(·，·)选为随机游走抽样
分布:θ* ～ N(θ(n － 1) ，c2Σ)。根据 Roberts和 Rosenthal
(2001)［16］，最优的Σ 为后验分布的方差 －协方差矩
阵。我们通过对后验分布进行高斯近似来找到其方
差 －协方差矩阵:使用 CDKF 和拟牛顿法对 lnp(θ |
Y1:T)进行最优化，找到其的最大值(记为 θ) ，然
后令:
Σ = － 
2 lnp(θ | Y1:T)
θθT
| θ = θ[ ]^ －1
此外，通过调整 c的取值使得 RWM 和 MTM 的
接收率分别在 0. 25 和 0. 4 左右。
我们使用 RWM 抽样 32000 个，舍弃前 2000
个。为了保持相近的计算量，MTM 仅抽样 22000
个，舍弃前 2000 个。抽样完成后，计算样本均值θ作
为对参数的点估计并计算以下统计量来比较算法的
效率。首先是平均平方跳跃距离(Averaged Squared
Jump Distance，ASJD) :
ASJD = (N － 1)－1∑Nn－2‖θ(n) － θ(n－1)‖2
一条马尔可夫链具有较大的 ASJD 表明其具有
更快的混合速率、在给定的移动次数内对状态空间
的探索更充分。对于平稳马尔可夫链，样本均值θi
的渐进方差为 Var(θi) (1 + 2Σ ∞l = 1ρi(l) )。可见
生成样本的自相关性直接影响估计量的方差。累积
自相关时间(Integrated Autocorrelation Time，IAT)反
映了自相关性的强弱:
IATi = 1 + 2∑ Lil = 1 ρ^i(l)
其中，ρ^i(·)是样本{θ
(1)
i ，…，θ
(N)
i }的自相关函
数，L*i = min{l≥ 1:| ρ^i(l)| ＜ 2 槡/ N}，Li = min
{1000，L*i }． θi 的数值标准误差(Numerical Standard
Errors，NSE)为 NSE i =(S^i(0)/N)
1 /2。其中，S^i(·)
为样本{θ(1)i ，…，θ
(N)
i }的谱密度函数。由 Si(0)=
Var(θi) (1 + 2Σ ∞l = 1 ρi(l) )可见 NSE 是另一个衡量
蒙特卡罗方差的统计量。上述统计量中，ASJD是对
整条马尔可夫链收敛性的度量，而 IAT和 NSE 则反
映了每一条一维子链的性质。
表 2 报告了各算法中 c的取值、接收率以及跳
跃距离。可以看出 MTM 算法能够在增大抽样方
差的同时提高接收率。平均跳跃距离随着尝试点
个数 k的增加而增大。由于不同算法的迭代次数
不同，我们同时也计算了加总平方跳跃距离(SSJD
=(N － 1)× ADJS)来考察在相同的计算时间内，马
尔可夫链在状态空间内总的游走距离。可以看到在
考虑计算成本情形下，MTM算法依然具有优势———
在相同计算时间内，MTM链对参数空间的探索更加
充分。
表 2 接收率与跳跃距离
算法 N c 接收率 ASJD SSJD
RWM 30000 0. 6 0. 245 0. 0713 2137. 5
MTM(k = 3) 20000 0. 7 0. 383 0. 1430 2859. 9
MTM(k = 5) 20000 0. 8 0. 394 0. 1771 3542. 7
表 3 报告了三个算法得到的后验均值以及 IAT
和 NSE两个统计量。各算法对后验均值的估计很
接近，差异大多在 ± 0. 02 之间。将本文估计结果与
使用相近模型的其他文献中的结果进行比较可以发
现:消费跨期替代弹性倒数 τ、利率规则平滑系数
ρR、利率与通货膨胀稳态 r
A 和 πA 以及中间参数 k
的估计值与隋建利等(2011)［14］的结果(分别为 τ =
3. 72、ρR = 0. 91、r
A = 0. 93、πA = 4. 34 和 k = 0. 06)相
近。不过本文中货币政策对通货膨胀和产出缺口的
响应系数更大(隋建利等(2011)［14］中分别为 ψ1 =
1. 04 和 ψ2 = 0. 03)。中间品需求弹性倒数 ν与简志
宏等(2012)［15］中校准的 0. 17 接近;通货膨胀目标
自回归系数 ρπ 则比简志宏等(2012)
［15］中的 0. 89
略大，与 Amisano和 Tristani(2010)［4］基于欧洲数据
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估计出的 0. 99 比较接近。模型估计出的价格调整
成本系数很大(φ = 445) ，反映出中国经济中存在
很强的价格粘性。而较强的名义冲击持续性
(ρR = 0. 92 和 ρπ = 0. 96)也和价格粘性具有正向
的关联。
在算法的效率方面，MTM抽样得到各参数的样
本自相关性都比 RWM 要弱，并且随着 k 的增加而
变得更弱。可以看出各参数的估计“难度”也不尽
相同，其中对于泰勒规则中的参数 ψ1 和 ψ2，RWM
得到的 IAT比较大，其与 MTM(k = 5)算法得到的估
计结果的差异也较大，分别为 0. 03 与 0. 02。鉴于
MTM(k = 5)更低的 IAT，其估计结果更加可信。这
也显示了对于难以估计的参数，MTM 对于 RWM 的
优势更加明显。表 3 中的 NSE 考虑了算法不同的
抽样数量，可以看出在相同的计算时间内，MTM 的
估计具有更小的蒙特卡罗方差。
表 3 参数估计与收敛诊断统计量
参数 后验均值 IAT NSE × 100
τ 2. 77 2. 76 2. 78 54. 9 30. 5 21. 6 1. 90 1. 80 1. 47
ν 0. 21 0. 21 0. 21 48. 1 23. 5 22. 7 0. 25 0. 21 0. 19
k 0. 03 0. 03 0. 03 49. 8 43. 7 22. 7 0. 05 0. 05 0. 04
ψ1 1. 83 1. 81 1. 80 77. 9 35. 7 29. 4 1. 30 0. 99 0. 92
ψ2 0. 43 0. 43 0. 45 80. 6 47. 2 31. 3 0. 95 0. 69 0. 77
ρR 0. 91 0. 91 0. 92 70. 9 30. 6 23. 3 0. 11 0. 08 0. 07
ρπ 0. 96 0. 96 0. 96 69. 3 41. 7 26. 1 0. 05 0. 05 0. 04
ρz 0. 62 0. 62 0. 61 55. 5 38. 5 28. 0 0. 46 0. 48 0. 44
rA 0. 85 0. 86 0. 86 52. 0 23. 0 21. 3 0. 72 0. 60 0. 53
πA 3. 82 3. 84 3. 80 48. 5 29. 6 20. 0 2. 68 2. 41 2. 09
γQ 1. 09 1. 08 1. 10 50. 2 23. 8 19. 2 0. 57 0. 52 0. 44
100σR 0. 23 0. 24 0. 24 47. 3 32. 5 19. 8 0. 12 0. 11 0. 09
100σπ 0. 21 0. 21 0. 21 68. 8 33. 7 34. 3 0. 17 0. 15 0. 13
100σ2 1. 09 1. 10 1. 11 46. 1 24. 5 20. 8 0. 80 0. 72 0. 63
注:每一个统计量栏中的三列从左到右分别对应于 RWM、MTM
(k = 3)和 MTM(k = 5)算法。
采用 RWM和 MTM(k = 5)算法得到的各参数
样本的自相关函数显示，对于几乎所有参数，MTM
(k = 5)抽取样本的自相关性在 50 阶以后就已经接
近于 0;对于 rA、πA、100σR 和 100σz 等参数，在 30 阶
以后自相关性就已经很弱。而使用 RWM 抽样时，
ψ1、ψ2 和 ρR 等参数的自相关性在 100 阶以后仍然
很明显。
(四)模型选择
在实际应用中，研究人员通常会面临模型不
确定的问题。本部分对前文中基准模型的货币政
策设定进行修改得到其余两个模型，然后比较这
几个模型对中国宏观数据的拟合效果。模型 1 为
前文构建的基准模型，由式(4)～ (11)组成。在
模型 2 中，将式(8)中的货币政策更改为前瞻的泰
勒规则:
R*t = rπ
* (Et［πt +1］/π
*
t )
ψ1(Et［Yt+1］/Y
*
t )
ψ2 (12)
前瞻泰勒规则有助于稳定公众预期、提升社会
福利，且被认为与中国货币政策制定与实施的实际
情况更加一致。在模型 3 中假设式(8)中的通货膨
胀目标是固定的且等于通胀的稳态(π*t = π)。此
外，假设政府部门支出总产出 Yt 中比例为 ζt∈［0，
1］的部分，其预算约束变更为:
PtζtYt + Rt－1Bt－1 = Tt + Bt + Mt － Mt－1 (13)
令 gt = 1 /(1 － ζt) ，1 /g = 0. 85，并设:
lngt = (1 － ρg)lng + ρglngt－1 + ε
g
t (14)
综上，模型 2 包括式(4)～ (7)和式(9)～
(12) ，模型 3 包括式(4)～(8)、式(11)、式(13)或
(14)。
我们设模型指标的先验分布为均匀分布:Pr
(Mi)= 1 /3，i = 1，2，3。其后使用 MTM(k = 5)算法
对每个模型分别进行后验抽样，并用第四部分中的
方法来计算边缘似然和贝叶斯因子，结果列于表 4。
可以看出尽管 B12 ＞ 1，但模型 1 相对于模型 2 的优
势非常微弱，很难对这两个模型的优劣程度做出评
判;而 B1з = 200. 3 ＞ 150，说明相对于模型 3，数据对
模型 1 有强烈的支持。通过比较可以发现带时变通
货膨胀目标的两个 DSGE具有更好的实际数据拟合
效果，模型中货币政策的设定更加接近中国的实际
情况。
表 4 边缘似然与贝叶斯因子
模型 特征 对数边缘似然 贝叶斯因子(B1i)
1 时变通货膨胀目标 － 392. 9 1
2 前瞻泰勒规则 － 时变
通货膨胀目标
－ 393. 4 1. 6
3 固定通货膨胀目标 －
政府支出
－ 398. 2 200. 3
六、结论
针对现有方法的不足，本文提出了一个高效的
MCMC方法对非线性 DSGE模型进行贝叶斯参数估
计和模型选择。数值实验显示出该方法在后验抽样
中具有更高的计算效率，能够更加准确地进行参数
估计和计算贝叶斯因子。通过使用不同模型来拟合
中国宏观经济数据，显示出该方法可以很方便的用
于对具有不同设定的宏观经济模型进行比较。
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