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Hopf Bifurcations in Replicator Dynamics with Distributed Delays
Nesrine Ben-Khalifa⋄, Rachid El-Azouzi⋄ and Yezekael Hayel⋄
Abstract—In this paper, we study the existence and the
property of the Hopf bifurcation in the two-strategy replicator
dynamics with distributed delays. In evolutionary games, we
assume that a strategy would take an uncertain time delay to
have a consequence on the fitness (or utility) of the players.
As the mean delay increases, a change in the stability of the
equilibrium (Hopf bifurcation) may occur at which a periodic
oscillation appears. We consider Dirac, uniform, Gamma, and
discrete delay distributions, and we use the Poincare´- Lindst-
edt’s perturbation method to analyze the Hopf bifurcation. Our
theoretical results are corroborated with numerical simulations.
I. INTRODUCTION
Evolutionary game theory provides an analytical frame-
work for modeling and studying continuous interactions in
a large population of agents. It was introduced in [1] where
the authors proposed the notion of an evolutionarily stable
strategy (ESS), which is an equilibrium characterized by
the property of resistance to a sufficiently small fraction of
mutants. However, this static notion does not give an estimate
of the time required for the ESS to overcome the mutants,
neither the asymptotic state of the population (asymptotic
fraction of each strategy in the population) given an initial
configuration. To overcome these shortcomings, the authors
proposed in [2] the replicator dynamics which is a model
that enables the prediction of the time evolution of each
strategy’s fraction in the population. Its main concept is the
replicator dynamics [2] which is a model that enables the
prediction of the time evolution of each strategy’s fraction
in the population. In this dynamics, the growth rate of a
strategy is proportional to how well this strategy performs
relative to the average payoff in the population. In social
sciences, the replicator dynamics can be seen as an imitation
process, where each player has occasionally the opportunity
to revise his strategy and imitate another player whose utility
is better than his.
As originally defined, the replicator dynamics does not
take into account of delays, and it assumes that an interaction
has an instantaneous effect on the fitness of players. How-
ever, this assumption can fail to be true. In many situations,
we observe some time interval between the use of a strategy
and the time a player feels its impact. For example, in
economics, the investments take some time delay, which
is usually uncertain, to generate revenues. In evolutionary
game literature, there have been works that included delays
in the replicator dynamics such as [3], [4], [5], [6], [7],
[8]. In [3], the author introduced a single fixed delay in the
fitness function and derived the critical delay at which the
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stability of the equilibrium is lost. In [9], a linear analysis of
the replicator dynamics with distributed delays is proposed.
In [5], the authors examined the Hopf bifurcations in the
replicator dynamics considering a scenario where the delay
is fixed but not all the interactions are equally subject to
delays. They distinguished homogeneous interactions (in-
volving similar strategies) and mixed interactions (involving
different strategies).
A Hopf bifurcation can be supercritical, in which case
the limit cycle is stable, or subcritical, in which case the
limit cycle is unstable. In this work, we aim to determine
the properties of the limit cycle created in the neighborhood
of the Hopf bifurcation using Poinacare´-Lindstedt’s pertur-
bation method. To the best of our knowledge, this paper is
the first attempt to study the bifurcations in the replicator
dynamics with distributed delays.
The present paper is structured as follows. First, in Section
II, we recall the main concepts in evolutionary games. In Sec-
tion III, we derive the replicator dynamics with distributed
delays. In Section IV, we analyze the Hopf bifurcations in
the replicator dynamics considering Dirac, uniform, Gamma,
and discrete delay distributions. In Section V, we compare
the theoretical results with numerical simulations. Finally, in
Section VI, we conclude the paper.
II. EVOLUTIONARY GAMES
We consider a population in which the agents are con-
tinuously involved in random pairwise interactions. At each
interactions, the engaged players obtain payoffs that depend
on the strategies used. The matrix that gives the outcome of
an interaction for both players is given by:
G =
(
a b
c d
)
.
Let s(t) (1− s(t)) be the proportion of the population using
the strategy A (B). The utilities of strategies A and B at an
instant t are given by:
UA(t) = as(t) + b(1− s(t)),
UB(t) = cs(t) + d(1 − s(t)).
Let U¯ be the average payoff in the population. U¯(t) is given
by:
U¯(t) = s(t)UA(t) + (1 − s(t))UB(t).
In two-strategy games, the replicator dynamics is given by:
ds(t)
dt
= s(t)(UA(t)− U¯(t)),
= s(t)(1 − s(t))(UA(t)− UB(t)).
Let δ1 = b − d, δ2 = c − a, and δ = δ1 + δ2. If δ1 > 0
and δ2 > 0, then there exists a mixed equilibrium given by
s∗ = δ1
δ1+δ2
which is asymptotically stable in the replicator
dynamics. We consider hereafter that this assumption holds.
III. REPLICATOR DYNAMICS WITH DISTRIBUTED
DELAYS
In this section, we introduce in the replicator dynamics
continuous distributed delays. When a player uses a strategy
at time t, he would receive his payoff after some random
delay τ , it means at time t+ τ . Then its expected utility is
determined only at that instant, i.e. U(t+ τ). If the delay is
equal to τ , then the expected payoff of strategy A at time t
is determined by:
UA(t, τ) = as(t− τ) + b(1− s(t− τ)),
if t ≥ τ , it is 0 otherwise. Let p(τ) be the probability dis-
tribution of delays whose support is [0,∞[. As we consider
a large population, every player can experience a different
positive delay. Thus, we consider the expected payoff of all
the players choosing strategy A by averaging the payoffs of
all individuals and then all possible delays as:
UA(t) =
∫ ∞
0
p(τ)UA(t, τ)dτ.
The expected payoffs to strategies A and B then write:
UA(t) = a
∫ ∞
0
p(τ)s(t − τ)dτ + b(1− ∫ ∞
0
p(τ)s(t− τ)dτ),
UB(t) = c
∫ ∞
0
p(τ)s(t − τ)dτ + d(1− ∫ ∞
0
p(τ)s(t− τ)dτ).
Therefore, the replicator dynamics can be written as:
ds(t)
dt
= s(t)(1 − s(t))(−δ
∫ ∞
0
p(τ)s(t− τ)dτ + δ1). (1)
In order to investigate the local asymptotic stability of the
mixed equilibrium s∗, we can make a linearization around the
equilibrium and derive the associated characteristic equation.
The equilibrium point of the linearized equation is locally
asymptotically stable if and only if all the roots of the
characteristic equation have negative real parts; if there exists
a root with a zero or positive real part, then it is not
asymptotically stable [10].
Let x(t) = s(t)−s∗. Substituting s with x in the previous
equation, we get:
dx(t)
dt
= −δγ
∫ ∞
0
p(τ)x(t − τ)dτ − δ(1− 2s∗)x(t)×∫ ∞
0
p(τ)x(t − τ)dτ + δx2(t)
∫ ∞
0
p(τ)x(t − τ)dτ ; (2)
which is of the form,
dx(t)
dt
= A
∫ ∞
0
p(τ)x(t − τ)dτ +Bx(t) ×∫ ∞
0
p(τ)x(t − τ)dτ + Cx2(t)
∫ ∞
0
p(τ)x(t − τ)dτ , (3)
where A = −δγ, B = −δ(1 − 2s∗), C = δ, and γ =
s∗(1− s∗). Keeping only linear terms in the above equation,
we get the following linearized equation:
dx(t)
dt
= A
∫ ∞
0
p(τ)x(t − τ)dτ . (4)
The characteristic equation can be derived by taking the
Laplace transform of the linearized equation and is given
by:
λ−A
∫ ∞
0
p(τ)exp(λτ)dτ = 0. (5)
The characteristic equation enables us to determine the local
asymptotic stability of the equilibrium. When a pair of
conjugate complex roots passes through the imaginary axis,
a Hopf bifurcation occurs at which the asymptotic stability
of the equilibrium is lost and a limit cycle is created. The
frequency of oscillations of the bifurcating limit cycle is
equal to the complex parts of the pure imaginary root [10].
The amplitude of the limit cycle is very small at the Hopf
bifurcation and grows gradually as the mean delay increases.
To determine the properties of the bifurcating limit cycle
(criticality and amplitude), we should take into account of
all the terms in the replicator dynamics, including nonlinear
terms and a perturbation method should be used. We propose
to use the Lindstedt’s method, which has been proved to be
efficient [11], [5]. The Lindstedt’s method enables us to have
an approximation of the bifurcating limit cycle.
At the Hopf bifurcation, the solution of the replicator
dynamics (2) can be approximated as [11]:
x(t) = Amcos(w0t).
To examine the bifurcating solution, we define a small
parameter ǫ and a new variable u as follows:
x(t) = ǫu(t).
Furthermore, we stretch time by defining a new variable Ω
as follows:
T = Ωt.
The equivalent replicator dynamics can then be written as:
Ω
du(T )
dT
= A
∫ ∞
0
p(τ)u(T − Ωτ)dτ + ǫBu(T )
∫ ∞
0
p(τ)×
u(T − Ωτ)dτ + ǫ2Cu2(T )
∫ ∞
0
p(τ)u(T − Ωτ)dτ . (6)
In addition, we make a series expansion of Ω as follows:
Ω = w0 + ǫ
2k2 +O(ǫ
3), (7)
we remove the O(ǫ) term because it turns out to be a zero,
and
u(T ) = u0(T ) + ǫu1(T ) + ǫ
2u2(T ) +O(ǫ
3). (8)
Finally, in equation (6), we expand out and compare the
terms of the same order in ǫ. By setting the secular terms to
zero, we get the amplitude of the limit cycle.
IV. HOPF BIFURCATIONS IN THE REPLICATOR
DYNAMICS
We aim to determine the properties of the Hopf bifurcation
in the replicator dynamics subjet to distributed delays. In the
next subsections, we consider different delay distributions:
Dirac, uniform, and Gamma distributions. We also consider
a case of stochastic and discrete delays.
A. Dirac Distribution
We suppose there is a single fixed delay of a value τ . The
replicator dynamics in (1) reduces to:
ds(t)
dt
= s(t)(1 − s(t))(− δs(t− τ) + δ1).
The characteristic equation associated to the linearized repli-
cator dynamics around the interior equilibrium is given by:
λ+ δγexp(−λτ) = 0.
Let λ∗ = iw0 be a pure imaginary root, from the character-
istic equation, that is:
iw0 + δγexp(−iw0τcr) = 0,
By separating the real and imaginary parts, we obtain:
τcr =
π
2δγ
, and w0 = δγ.
These formulae will be used later in solving the DDE. By
making a change of variable as mentioned in the previous
section, we can write the replicator dynamics (6) as follows:
Ω
du(T )
dT
= Au(T − Ωτ) + ǫBu(T − Ωτ) + ǫ2Cu2(T )×
u(T − Ωτ). (9)
From the replicator dynamics (9), we can examine the
behavior of the bifurcating periodic solution. The following
proposition summarizes the properties of the bifurcating limit
cycle.
Proposition 1: Let P = −20A3 and Q = 5A2Cτcr −
3AB2τcr −B2, the amplitude of the bifurcating limit cycle
is given by
Am =
√
P
Q
µ,
where µ = τ − τcr. Furthermore, the Hopf bifurcation is
supercritical.
Proof: See the Appendix.
Our result is in coherence with the results in [11]. The result
above means that the amplitude of the bifurcating limit cycle
is proportional to
√
τ − τcr.
B. Uniform Distribution
When the delays are i.i.d. random variables drawn from
the uniform distribution, that is when,
p(τ) =
1
τmax
for τ ∈ [0, τmax], and zero otherwise,
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Fig. 1. Stable limit cycle with the uniform distribution with τcr = 6.58
time units. Left µ = 0.001, τmax = τcr + µ. Right µ = 0.03, τmax =
τcr + µ, where a = −0.5, b = 3, c = 0, and d = 1.5.
the replicator dynamics can be written as:
ds(t)
dt
= s(t)(1 − s(t))(− δ ∫ τmax
0
1
τmax
s(t− τ)dτ + b− d).
The corresponding linearized equation is given by:
dx(t)
dt
=
A
τmax
∫ τmax
0
x(t− τ)dτ ,
and the associated characteristic equation is given by:
λ− A
τmax
∫ τmax
0
exp(−λτ)dτ = 0.
At the Hopf bifurcation, we have τcr =
π2
2D and w0 =
π
τcr
,
where D = γδ. In this case, equation (6) is determined by:
Ω
du(T )
dT
=
A
τmax
∫ τmax
0
u(T − Ωτ)dτ + ǫB
τmax
u(T )×∫ τmax
0
u(T − Ωτ)dτ + ǫ
2C
τmax
u2(T )
∫ τmax
0
u(T − Ωτ)dτ . (10)
From this equation, we can determine the properties of the
bifurcating limit cycle, which are brought out in the next
proposition.
Proposition 2: Let P = 8A2 and Q = τcr(B
2 − 2AC).
The amplitude of the bifurcating limit cycle is given by:
Am =
√
P
Q
µ, (11)
where µ = τmax− τcr. Furthermore, the Hopf bifurcation is
supercritical.
Proof: See the Appendix.
The amplitude of the bifurcating periodic solution is pro-
portional to
√
τmax − τcr. When the value of τmax is near
and superior to τcr, the replicator dynamics exhibits a stable
periodic oscillation in the proportions of the strategies in
the population. We illustrate in Fig. 1, the stable limit
cycle occurring near the Hopf bifurcation under the uniform
distribution. In the left-subfigure, we fixed µ to 0.001 time
units whereas in the right-subfigure, µ is fixed to 0.03 time
units. We recall that µ = τmax − τcr. In the first case,
we observe that the stable limit cycle has a very small
amplitude, and by increasing τmax, we see in the second case
a limit cycle with an amplitude of approximately 0.18. The
amplitude of the oscillation, indeed, increases significantly
as τmax moves away from τcr.
C. Gamma Distribution
We consider a Gamma distribution of delays with support
[0,∞[ and parameters k ≥ 1 and β > 0. The probability
distribution in this case is given by:
p(τ ; k, β) =
βkτk−1e−βτ
Γ(k)
,
where Γ(k) = (k − 1)! (Gamma function). The mean of the
Gamma distribution is k
β
.
The characteristic equation associated to the linearized
replicator dynamics is given by:
λ+D
∫ ∞
0
βk
Γ(k)
τk−1e−(β+λ)τdτ = 0,
where D = δγ. We take as a bifurcation parameter β. First,
let us determine the critical value of this parameter, βc, at
which the asymptotic stability of the mixed equilibrium is
lost. A Hopf bifurcation occurs when λ = iw0 with w0 > 0,
passes through the imaginary axis, that is when,
iw0 +D
∫ ∞
0
βkc
Γ(k)
τk−1e−(βc+iw0)τdτ = 0.
Or equivalently when,
iw0 +
Dβkc
Γ(k)
∫ ∞
0
τk−1e−(βc+iw0)τdτ = 0.
By defining a new variable z = (βc + iw0)τ , we can write
the previous equation as:
iw0 +
Dβkc
(βc + iw0)k
= 0. (12)
Or equivalently, by using the polar form,
iw0 +Dβ
k
c (β
2
c + w
2
0)
− k
2 exp(−ikθ) = 0, (13)
where θ ∈ [0, π2 ], cos(θ) = βc(β2c+w20) 12
, and sin(θ) =
w0
(β2c+w
2
0
)
1
2
. Separating the real and imaginary parts in (13),
we derive,
cos(kθ) = 0,
w0 −Dβkc (β2c + w20)−
k
2 sin(kθ) = 0.
Taking account of the previous equations, we finally get:
βc = D
cosk+1( π2k )
sin( π2k )
. (14)
The frequency of oscillations of the bifurcating solution is
given by:
w0 = Dcos
k(
π
2k
). (15)
As a remark, we observe that when k = 1 the Gamma
distribution coincides with the exponential distribution, and
βc = 0. Therefore, there cannot exist a Hopf bifurcation
in this case. In the following, we suppose that k ≥ 2.
Furthermore, we derive from equation (12) by implicit dif-
ferentiation,
Redλ(β)
dβ |β=βc
< 0.
1 2 3 4 5 6 7
0
20
40
60
80
100
120
140
160
180
k
Cr
itic
al
 M
ea
n 
De
la
y
 
 
Distributed delay
Fixed delay
1 2 3 4 5 6 7
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
k
Cr
itic
al
 fr
eq
ue
nc
y 
of
 o
sc
illa
tio
ns
 
 
Distributed delay
Fixed delay
Fig. 2. Left, the critical mean delay in function of the parameter k under the
Gamma distribution. Right, the critical frequency of oscillations in function
of the parameter k under the Gamma distribution, where a = −0.5, b = 3,
c = 0, and d = 1.5.
Therefore, when β = βc a Hopf bifurcation occurs. In Fig.
2-left, we display the critical mean delay k
βc
with βc given in
(14) in function of the parameter k. The critical mean delay
decreases significantly as the parameter k increases, that is
the instability becomes more probable as k grows.
Now, let us determine the properties of the limit cycle in
the neighborhood of the bifurcation. We define I as follows:
I =
∫ ∞
0
βk
Γ(k)
τk−1e−βτu(T − Ωτ)dτ . (16)
The equation (6) can then be written as,
Ω
du(T )
dT
= AI + ǫBu(T )I + ǫ2Cu2(T )I, (17)
where Ω = w0 + k2ǫ
2 +O(ǫ3). The properties of the bifur-
cating limit cycles are given in the following proposition.
Proposition 3: We consider the following parameters,
P = (k + 1)
A
βc
(1 +
w20
β2c
)−
k
2 − k − 1
k + 1
(1 +
w20
β2c
)
1
2 − w0
βc
,
Q =
Bβc
2(k + 1)A
(1 +
w20
β2c
)
1
2 (F1
w0
βc
+ F2)−Bw0
βc
×
(1 +
w20
β2c
)−
k+1
2 (F2 +
F1
2
(
w0
βc
− 1)) + C
4
(1 +
w20
β2c
)−
k
2 ,
F1 = −
AB
2 (1 +
w20
β2c
)−
k
2 (1 + 4
w20
β2c
)−
k
2 cos(kθ1)
4w20 + A
2(1 + 4
w2
0
β2c
)−k + 4w0A(1 + 4
w2
0
β2c
)−
k
2 sin(kθ1)
,
and,
F2 = −
B
2 (1 +
w20
β2c
)−
k
2 (2w0 +A(1 + 4
w20
β2c
)−
k
2 sin(kθ1))
4w20 + A
2(1 + 4
w2
0
β2c
)−k + 4w0A(1 + 4
w2
0
β2c
)−
k
2 sin(kθ1)
.
The amplitude of the bifurcating limit cycle is given by:
Am =
√
P
Q
µ, (18)
where µ = β − βc and θ1 = atan(2w0βc ). Furthermore, the
Hopf bifurcation is supercritical.
Proof: See the Appendix.
As in the previous sections, the amplitude of the bifurcating
limit cycle is proportional to
√
βc − β. Note that the bifur-
cation occurs when β is near βc and β < βc, therefore the
quotient P
Q
should be negative. When β is near and below βc,
the replicator dynamics exhibits a stable periodic oscillation
in the proportion of strategies in the population.
D. Discrete Delays
We suppose in this section that a strategy, either A or B,
would take a delay τ with probability p or no delay with
probability 1 − p. In this case, the replicator dynamics is
given by:
ds(t)
dt
= s(t)(1− s(t))( − pδs(t− τ) − (1− p)δs(t) + δ1).
Let x(t) = s(t)− s∗. Substituting s with x in the replicator
dynamics, we get:
dx(t)
dt
= −(1− p)δγx(t)− pδγx(t− τ) − pδ(1− 2s∗)×
x(t)x(t − τ) − (1− p)δ(1− 2s∗)x2(t) + pδx(t− τ)x2(t)
+(1− p)δx3(t),
which is of the form,
dx(t)
dt
= a1x(t) + b1x(t− τ) + c1x(t)x(t − τ) + d1x2(t) +
e1x(t− τ)x2(t) + f1x3(t),
where a1 = −(1 − p)δγ, b1 = −pδγ, c1 = −pδ(1 − 2s∗),
d1 = −(1 − p)δ(1 − 2s∗), e1 = pδ, f1 = (1 − p)δ. The
linearized equation is given by:
dx(t)
dt
= a1x(t) + b1x(t− τ).
The associated characteristic equation is determined by:
λ− b1exp(−λτ)− a1 = 0. (19)
From the characteristic equation above, we derive the follow-
ing result on the local asymptotic stability of the equilibrium.
Proposition 4: • If p ≤ 0.5, then the mixed ESS is
asymptotically stable in the replicator dynamics for any
value of τ ,
• If p > 0.5, then a Hopf bifurcation exists, when τ = τcr,
with τcr =
acos(− 1−p
p
)
δγ
√
2p−1 .
Proof:
• Let λ = u + iv, where v > 0 a root of (19). We
suppose that u > 0 and we aim to prove that p > 0.5.
Substituting λ by u+iv in equation (19) and separating
the real and imaginary parts, we derive,
u+ (1− p)δγ = −pδγe−uτcos(vτ),
v = pδγe−uτsin(vτ).
which yields,(
u+ (1− p)δγ)2 + v2 = p2δ2γ2e−2uτ . (20)
Since u > 0, we conclude the following inequalities,(
u+ (1− p)δγ)2 + v2 ≤ p2δ2γ2,(
(1− p)δγ)2 ≤ (u+ (1− p)δγ)2 + v2.
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Fig. 3. Left, the critical delay τcr in function of p. Right, the frequency of
oscillations at the Hopf bifurcation, w0, in function of p, where a = −0.5,
b = 1, c = 0, and d = 0.5.
Finally, from these inequalities, we obtain,
(1− p) < p, and p > 0.5.
Therefore, u < 0 for any p ≤ 0.5, and the asymptotic
stability follows.
• Let λ∗ = iw0 where w0 > 0 be a root of the
characteristic equation. From (19), we get,
iw0 + pγδexp(−iw0τcr) + (1− p)γδ = 0,
which yields,
cos(w0τcr) = −1− p
p
, and sin(w0τcr) =
w0
pγδ
.
Finally, we get:
τcr =
acos(− 1−p
p
)
δγ
√
2p− 1 , and w0 = δγ
√
2p− 1,
where ′acos′ denotes the 0 to π branch of the inverse
cosine function. Furthermore, we have,
Redλ(τ)
dτ |τ=τcr
=
w20
(1 − a1τcr)2 + τ2crw20
> 0,
which means that when τ is near τcr and τ > τcr,
two roots gain positive parts as τ passes through τcr.
Therefore, when p ≥ 0.5, a Hopf bifurcation exists at
τcr.
As a remark, we notice that when p = 1, the critical delay
is given by τcr =
π
2δγ and this value coincides with that
obtained in the Dirac distribution case. In Fig. 3, we plot
the critical delay τcr and the frequency of oscillations at
the Hopf bifurcation, in function of p, the probability of a
delayed strategy. The range of p at which a Hopf bifurcation
may exist is ]0.5, 1]. We observe that as p increases, the
critical delay decreases, and thus the potential of instability
increases. For instance, when p = 0.6, the critical delay is
given by 20.5 time units, whereas this value decreases to
9.4 time units when p = 0.8. In addition, the frequency
of oscillations at the Hopf bifurcation grows gradually as
p increases, which emphasizes the instability property. For
example, when p = 0.6, w0 = 0.11, while w0 = 0.19 when
p = 0.8.
It is also interesting to compare the results in our scenario
with those obtained in the classical case of a single deter-
ministic delay. Therefore, we displayed in Fig. 3 the critical
delay value (which we denote by τc0 and the frequency of
oscillation (which we denote by wc0) in the case of a single
delay. We observe that τcr (as defined in proposition 4) is
always larger than τc0 and they coincide only when p = 1.
Similarly, w0 is always smaller than wc0 and they coincide
when p = 1, in which case the two scenarios are exactly the
same.
Furthermore, the properties of the bifurcating limit cycle
are brought out in the next proposition.
Proposition 5: Let P and Q be defined as follows:
P = 4b31(b1 − a1)(a1 + b1)2(−5b1 + 4a1),
and
Q = 5e1b
6
1τcr + a1e1b
5
1τcr − 15a1f1b51τcr − 3c21b21τcr
−7c1d1b51τcr − 4d21b51τcr + 6a21e1b41τcr − 3a21f1b41τcr
+7c21a1b
4
1τcr + 19c1d1a1b
4
1τcr + 18d
2
1a1b
4
1τcr +
2a31e1b
3
1τcr + 12a
3
1f1b
3
1τcr − 12c21a21b31τcr −
26c1d1a
2
1b
3
1τcr − 8d21a21b31τcr − 8a41e1b21τcr +
8c21a
3
1b
2
1τcr + 8c1d1a
3
1b
2
1τcr + 15f1b
5
1 − 15a1e1b41 +
3a1f1b
4
1 − c21b41 − 9c1d1b41 − 18d21b41 − 3a21e1b31 −
12a21f1b
3
1 + 11c
2
1a1b
3
1 + 33c1d1a1b
3
1 + 12d
2
1a1b
3
1 +
12a31e1b
2
1 − 14c21a21b21 − 18c1d1a21b21 + 4c21a31b1.
The amplitude of the bifurcating limit cycle is given by:
Am =
√
P
Q
µ,
where µ = τ − τcr. Furthermore, the Hopf bifurcation is
supercritical.
Proof: The proof follows by carrying out the same
procedure as in the previous sections.
This proposition gives a closed-form expression of the am-
plitude of the bifurcating periodic solution. Indeed, when
τ < τcr, the mixed equilibrium s
∗ is asymptotically stable,
whereas, for the values of τ near and superior to τcr, a stable
periodic oscillation appears with an amplitude proportional
to
√
τ − τcr.
V. NUMERICAL SIMULATIONS
In this section, we propose to compare the properties of
the bifurcating periodic solution obtained by the perturbation
method with numerical results. We depict in Fig. 4 the
amplitude of the bifurcating limit cycle given in propositions
1-5 and the amplitude obtained numerically (in circles), for
different delay distributions. We observe that the results of
the two methods coincide for the values of τ (or β) close
to τcr (or βc). For example, in the case of discrete delays,
the critical delay is given by τcr = 6.86 time units, and
for the values of delays close to τcr the amplitude predicted
analytically and the one obtained numerically coincide but
the difference between them increases gradually until reach-
ing 0.1 when τmax equals 8.05 time units. For the Gamma
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Fig. 4. The amplitude of the bifurcating periodic solution near the Hopf
bifurcation, where a = −1.5, b = 3, c = 0, and d = 1.5. Top-
left, Dirac distribution. Top-right, Uniform distribution. Bottom-left, Gamma
distribution with k = 3. Bottom-right, Discrete distribution with p = 0.6.
distribution, βc = 1.32 and the critical mean delay is given
by 2.28 time units. The bifurcation occurs for the values of β
near and below βc (recall that the mean is
k
β
), which explains
the shape of the amplitude growth.
VI. CONCLUSIONS
In this paper, we considered the two-strategy replicator
dynamics subject to uncertain delays. Taking as a bifurcation
parameter the mean delay, we proved that the asymptotic
stability of the mixed equilibrium may be lost at the Hopf
bifurcation, in which case the replicator dynamics exhibits
a stable periodic oscillation (limit cycle) in the proportion
of strategies in the population. As the mean delay moves
away from the critical value, the amplitude of the limit cycle
grows gradually. Using a nonlinear Lindstedt’s perturbation
method and considering different probability distributions
of delays, we approximated the bifurcating limit cycle and
we determined analytically the growth rate of the radius of
the limit cycle. Furthermore, we compared with numerical
simulations. As an extension to this work, we plan to
investigate the center manifold approach.
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APPENDIX
A. Proof of Proposition 1
Since we take as a bifurcation parameter τ , we make the
following series expansion:
τ = τcr + ǫ
2µˆ+O(ǫ3),
= τcr + µ+ O(ǫ
3).
Furthermore, we expand u(T − Ωτ) as follows :
u(T − Ωτ) = u(T − (w0 + ǫ2k2 + ..)(τcr + ǫ2µˆ))
= u(T − w0τcr − ǫ2(k2τcr + w0µˆ) + ...)
= u(T − w0τcr)− ǫ2(k2τcr + w0µˆ)×
u′(T − w0τcr) +O(ǫ3).
In addition, we have:
Ω = w0 + ǫ
2k2 +O(ǫ
3).
Substituting the above series expansions and collecting terms
of similar order in ǫ in equation (9), we get:
• w0 du0(T )
dT
−Au0(T − w0τcr) = 0, (21)
• w0 du1(T )
dT
−Au1(T − w0τcr) = Bu0(T )u0(T − w0τcr),(22)
• w0 du2(T )
dT
−Au2(T − w0τcr) = −k2 du0(T )
dT
−A(k2τcr +
w0µˆ)u
′
0(T − w0τcr) +Bu1(T )u0(T − w0τcr) +
Bu0(T )u1(T − w0τcr) + Cu0(T − w0τcr)u20(T ). (23)
A solution of (21) is of the form,
u0(T ) = Aˆmcos(T ). (24)
We substitute (24) into (22) to get the following equation in
u1:
w0
du1(T )
dT
−Au1(T − w0τcr) = BAˆ
2
m
2
sin(2T ).
Let u1(T ) = m1sin(2T ) +m2cos(2T ) be a solution of the
above DDE. Solving this equation for u1 yields:
m1 = Aˆ
2
m
B
10A
, and m2 = 2m1.
We used the relation w0 = δγ = −A. Finally, after using
some trigonometric formulae and setting the secular terms
(cos(T ) and sin(T ) terms that yield a resonance effect) to
zero in equation (23), we get the amplitude of the bifurcating
periodic solution:
Aˆ2m =
−20A3µˆ
5CA2τcr − 3B2Aτcr −B2 .
Multiplying both sides by ǫ2 in the equation above, we get:
A2m =
−20A3µ
5CA2τcr − 3B2Aτcr −B2 .
Since the equilibrium is asymptotically stable when τ < τcr
and
dλ(τ)
dτ |τ=τcr > 0, the limit cycle is stable and the
bifurcation is supercritical.
B. Proof of Proposition 2
Proof: Since we take as a bifurcation parameter τmax,
we can make the following series expansion:
τmax = τcr + ǫ
2µˆ+O(ǫ3),
= τcr + µ+O(ǫ
3).
We recall that,
u(T − Ωτ) = u(T − (w0 + k2ǫ2 + ..)τ),
= u(T − w0τ)− k2ǫ2τu′(T − w0τ) +O(ǫ3).
Let u¯ = u(T − Ωτ). We have,
∫ τmax
0
u¯dτ =
∫ τcr
0
u¯dτ +
∫ τcr+ǫ2µˆ
τcr
u¯dτ ,
=
∫ τcr
0
u0(T − w0τ)dτ + ǫ
∫ τcr
0
u1(T − w0τ)dτ +
ǫ2
(∫ τcr
0
(
u2(T − w0τ)− k2τu′0(T − w0τ)
)
dτ
+µˆu0(T − w0τ)
)
+O(ǫ3).
Taking account of the above series expansions, we collect
terms of the same order in ǫ in (10), we get the following
system of equations, which we resolve recursively:
• w0τcr du0(T )
dT
−A
∫ τcr
0
u0(T − w0τ)dτ = 0, (25)
• w0τcr du1(T )
dT
−A
∫ τcr
0
u1(T − w0τ)dτ = Bu0(T )×∫ τcr
0
u0(T − w0τ)dτ , (26)
• w0τcr du2(T )
dT
−A
∫ τcr
0
u2(T − w0τ)dτ = −(k2τcr +
w0µˆ)
du0(T )
dT
+ (Aµˆ +
Ak2τcr
w0
)u0(T − w0τcr) +
(−Ak2
w0
+Bu1(T ) + Cu
2
0(T ))
∫ τcr
0
u0(T − w0τ)dτ . (27)
A solution of (25) is of the form:
u0(T ) = Aˆmcos(T ).
Let u1(T ) = m1sin(2T )+m2cos(2T ) be a solution of (26).
Then, we have,∫ τcr
0
u1(T − w0τ)dτ = 0.
The result above can be obtained by remembering that
cos(w0τcr) = −1 and sin(w0τcr) = 0. On the other hand,
we have, ∫ τcr
0
u0(T − w0τ)dτ = 2 Aˆm
w0
sin(T ).
Therefore, equation (26) can be reduced to:
w0τcr
du1(T )
dT
=
Aˆ2mB
w0
sin(2T )
Considering that u1(T ) = m1sin(2T )+m2cos(2T ), we get:
m1 = 0, and m2 = − BAˆ
2
m
2w20τcr
.
On the other hand, equation (27) can be written as:
w0τcr
du2(T )
dT
−A
∫ τcr
0
u2(T − w0τ)dτ = AˆmF1sin(T )
+AˆmF2cos(T ) + F3sin(3T ) + F4cos(3T ).
where,
F1 = (k2τcr + µˆw0)− 2Ak2
w20
− Bm2
w0
+
CAˆ2m
2w0
,
and,
F2 = −Aµˆ−Ak2τcr
w0
.
By removing the secular terms that yield a resonant effect,
that is by setting F1 = 0 and F2 = 0, we get:
Aˆ2m =
8A2µˆ
τcr(B2 − 2CA) .
Multiplying both sides by ǫ2 in the equation above, we get:
A2m =
8A2µ
τcr(B2 − 2CA) .
Since the equilibrium is asymptotically stable when τmax <
τcr and
dλ(τmax)
dτmax |τmax=τcr > 0, the limit cycle is stable and
the Hopf bifurcation is supercritical.
Proof of Proposition 3
Since we take as a bifurcation parameter β, we can make
a series expansion of β as follows:
β = βc + ǫ
2µˆ+O(ǫ3).
By remembering that (βc+ǫ
2µˆ)k = βkc +kβ
k−1
c ǫ
2µˆ+O(ǫ3),
and by making a series expansion in (16), we get,
I =
∫ ∞
0
(βc + ǫ
2µ)
k
Γ(k)
τk−1e−(βc+ǫ
2µ)τu(T − Ωτ)dτ
=
∫ ∞
0
(βc + ǫ
2µ)
k
Γ(k)
τk−1e−βcτ (1− ǫ2µτ)u(T − Ωτ)dτ
=
βkc
Γ(k)
∫ ∞
0
τk−1e−βcτu0(T − w0τ)dτ + ǫ β
k
c
Γ(k)
×∫ ∞
0
τk−1e−βcτu1(T − w0τ)dτ + ǫ
2βkc
Γ(k)
×∫ ∞
0
τk−1e−βcτ
(
u2(T − w0τ) − k2τu′0(T − w0τ) −
µˆτu0(T − w0τ)
)
dτ +
ǫ2kβk−1c µˆ
Γ(k)
×∫ ∞
0
τk−1e−βcτu0(T − w0τ)dτ +O(ǫ3).
Then, taking account of the previous expansions, and collect-
ing terms of similar order in ǫ, we get the following equations
which we resolve recursively:
• w0 du0(T )
dT
−A β
k
c
Γ(k)
∫ ∞
0
τk−1e−βcτu0(T − w0τ)dτ = 0,
• w0 du1(T )
dT
−A β
k
c
Γ(k)
∫ ∞
0
τk−1e−βcτu1(T − w0τ)dτ =
Bu0(T )
βkc
Γ(k)
∫ ∞
0
τk−1e−βcτu0(T − w0τ)dτ ,
(28)
• w0 du2(T )
dT
−A β
k
c
Γ(k)
∫ ∞
0
τk−1e−βcτu2(T − w0τ)dτ =
−k2 du0(T )
dT
−Ak2 β
k
c
Γ(k)
∫ ∞
0
τke−βcτu′0(T − w0τ)dτ
−Aβ
k
c µ
Γ(k)
∫ ∞
0
τke−βcτu0(T − w0τ)dτ + Bβ
k
c
Γ(k)
u0(T )×∫ ∞
0
τk−1e−βcτu1(T − w0τ)dτ +
(Bβkc
Γ(k)
u1(T ) +
Cβkc
Γ(k)
u20(t)
+
kA
Γ(k)
βk−1c µˆ
)∫ ∞
0
τk−1e−βcτu0(T − w0τ)dτ . (29)
Let u1 = m1sin(2T ) + m2cos(2T ) be a solution of (28).
Solving (28) in u1, we get:
m1 = F1Aˆ
2
m, and m2 = F2Aˆ
2
m,
where,
F1 = −
AB
2 (1 +
w20
β2c
)−
k
2 (1 + 4
w20
β2c
)−
k
2 cos(kθ1)
4w20 +A
2(1 + 4
w2
0
β2c
)−k + 4w0A(1 + 4
w2
0
β2c
)−
k
2 sin(kθ1)
,
and,
F2 = −
B
2 (1 +
w20
β2c
)−
k
2 (2w0 +A(1 + 4
w20
β2c
)−
k
2 sin(kθ1))
4w20 +A
2(1 + 4
w2
0
β2c
)−k + 4w0A(1 + 4
w2
0
β2c
)−
k
2 sin(kθ1)
,
θ1 = atan(
2w0
βc
), and ’atan’ denotes the 0 to π2 branch of the
inverse tangente function. On the other hand, equation (29)
can be written as:
w0
du2(T )
dT
−A β
k
c
Γ(k)
∫ ∞
0
τk−1e−βcτu2(T − w0τ)dτ =
Gsin(T ) +Kcos(T ) + Lcos(3T ) +Msin(3T ).
where,
G = k2Aˆm −AAˆmβkc (k + 1)(β2c + w20)−
k+2
2 (k2w0 + βcµˆ)
+
Cβkc Aˆ
3
m
4
(β2c + w
2
0)
− k
2 + Aˆmβ
k−1
c (β
2
c + w
2
0)
− k+1
2 (−m2
2
×
Bβcw0 +
m1
2
Bβ2c + kAµˆw0),
and
K = βkc (β
2
c + w
2
0)
− k+1
2 Aˆm(−k2βcA(k + 1)(β2c + w20)−
1
2 +
Aw0µˆ(k + 1)(β
2
c + w
2
0)
− 1
2 +
m2
2
Bβc +
m1
2
w0B + kAµˆ).
Finally, by setting K = 0 and G = 0, we obtain the
amplitude given in equation (18). Since the equilibrium is
asymptotically stable when β > βc and
dλ(β)
dβ |β=βc
< 0,
the bifurcating limit cycle is stable and the bifurcation is
supercritical.
