ABSTRACT. Qualitative and quantitative changes characterize locomotion and rhythmic interlimb coordination at different speeds. Legs and hands do not move more or less quickly; they also adopt different relative coordination patterns. In the present article, the authors asked whether similar transitions occur for unimanual hand movements when speed is slowed below the preferred speed. Participants moved a handheld dowel back and forth between 2 large circular targets in time with a metronome at periods between 370 ms and 1667 ms. The authors analyzed the kinematics of participants' movements at each period and found that proportional dwell time and number of peaks in the velocity profile increased as driving periods increased. Path lengths and peak velocities remained relatively constant for driving periods exceeding 800 ms. Participants made only gradual changes to their movement parameters, so that they went from a continuous mode to a more discrete mode of behavior for longer driving periods. Thus, unlike for rhythmic bimanual movements or locomotory patterns, there are quantitative but no clear qualitative changes for unimanual movements. The results suggest that participants tried to move close to their preferred tempo at different rates, and that they avoided moving slowly.
W
hen physical actions are performed at different rates, they are not simply sped up or slowed down. Rather, categorical changes are seen in the movements. For horses and other quadrupeds, there is a switch from a walk to a trot to a gallop as the animal locomotes at higher rates, as evidenced by different phase relations between the limbs (e.g., Hoyt & Taylor, 1981) . For human bipedal locomotion, there is an analogous transition from walking to running, evidenced by an abrupt change in the proportion of flight and stance times (e.g., Alexander, 1989) . Such transitions in movement patterns have also been observed in the upper limbs. For example, when people perform flexion or extension movements with their two index fingers, they switch from an anti-phase to an in-phase pattern with increasing movement rate (e.g., Kelso, 1984) .
Research about transitions in movement patterns has predominantly focused on changes in the relative coordination between two or more limbs. Such abrupt transitions in relative phase elicited by continuous changes in movement frequency are consistent with phase transitions in nonlinear dynamical systems. A question that has not been explored in this line of research is whether transitions in movement patterns occur within a single limb when people perform movements at different rates. There is reason to expect such transitions to occur in single limb movements principally because intralimb coordination is also a nonlinear system or coordinative structure consisting of multiple degrees of freedom at different levels (joint angles, muscles, motor units) that could reorganize with speed changes (Turvey, 1990 ).
To pursue this possibility, we examined possible transitions in the kinematics of movements of a single arm driven at different rates. We were especially interested in the low rates. Our approach was motivated by several studies showing that humans display significant deviations from typical arm-movement patterns when they move slowly. The instructions in these studies were to move slowly (Atkeson & Hollerbach, 1985; Nishikawa, Murray, & Flanders, 1999) , to move at a constant slow speed (Doeringer & Hogan, 1998) , or to move slowly and smoothly (Adam & Paas, 1996; Nagasaki, 1989) . Given these instructions, participants did not have the liberty to choose how to fill the long time intervals with movement or, alternatively, to hold still. For locomotion, it is well-known that at different locomotion rates, the duration of the swing phase changes much less than the duration of the stance phase (Murray, 1967) . We wondered whether a similar result would hold for the hand.
To pursue this question, we asked participants to perform the task of moving a handheld dowel between two targets in time with a metronome to bring the base of the dowel onto the target in time with the metronome clicks. We varied the metronome's click rate in different conditions and studied the movement patterns that participants spontaneously adopted. Critically, we included periods with unusually long intervals, effectively creating a situation in which participants had much more time to complete their movements than we expected them to prefer for the movements covering the distance that we used.
The analyses of kinematic changes in movement characteristics were guided by three hypotheses. The first was that with different driving periods, the movement characteristics would change abruptly, similar to the robust phenomenon of phase transition identified in bimanual coordination and locomotory patterns.
The second hypothesis was based on the influential ratescaling model that Viviani and Terzuolo (1982) developed. This model posits that moving at different rates leads to stretching or compressing a movement profile to match a desired movement rate, with no qualitative changes coming into play. Although this model is attractive for its parsimony, it has been questioned, principally because gait transitions are observed at different rates of locomotion. Gentner (1987) Burgess-Limerick, Neal, & Abernethy, 1992; Gutnik, Nicholson, Go, Gale, & Nash, 2003) . Despite these arguments and violations, there are demonstrations supporting this model, first and foremost Viviani and Terzuolo's data on typing. Hence, we considered it worthwhile to test the model in simple unimanual movements to determine the boundaries of the model's validity for this class of movements, in which it has not been tested before, to the best of our knowledge.
The third hypothesis we considered was one we called the preferred frequency hypothesis. This hypothesis relied on the idea that any moving system has a preferred frequency that is largely determined by its resonance frequency. The preferred frequency hypothesis states that people adjust their movement patterns to move as close as possible to resonance. There is experimental evidence that people adjust their movement patterns to move at or near resonance (e.g., Abe & Yamada, 2003; Goodman, Riley, Mitra, & Turvey, 2000; Hatsopoulos & Warren, 1996; Holt, Jeng, Radcliffe, & Hamill, 1995; Raftery, Cusumano, & Sternad, 2008; Rosenbaum, Slotta, Vaughan, & Plamondon, 1991; Rosenblum & Turvey, 1988; Yu, Russell, & Sternad, 2003) . The preferred frequency hypothesis predicted that when people move, they would do so close to or at the preferred frequency of the moved limb. In particular, they would avoid moving slowly in the most critical conditions of the present experiment, those conditions in which the driving period was long enough for participants not to have to move quickly to accomplish the task. One way they could do so is to adopt a stereotypical movement pattern in which they only vary their dwell times on the targets, keeping their movement times approximately constant. This strategy would be like the one shown in walking (e.g., Herman, Wirta, Bampton, & Finley, 1976) .
Method
Participants moved a handheld dowel back and forth between two circular targets on a tabletop in time with a metronome that clicked at eight driving periods ranging, in equal frequency steps of 0.3 Hz, from 370 ms (2.7 Hz frequency) to 1667 ms (0.6 Hz frequency). Participants were asked to bring the base of the dowel onto one target and then the other in time with the metronome. No other instruction was given about timing. Thus, nothing was said about how the movements should be carried out to achieve the goal of synchronizing the landings of the dowel base onto the two targets in time with the metronome.
In a control condition, we asked participants to perform the back-and-forth tapping task in the absence of an external metronome. Our reason for including this condition was to obtain estimates of each participant's preferred movement period. We were interested in the possibility that participants avoided deviating too much from their preferred rates in the experimental conditions.
Participants
Eight neurologically healthy right-handed people (5 males, 3 females) participated. They were drawn from the undergraduate psychology participant pool at Pennsylvania State University. Participants ranged in age from 18 to 22 years. We evaluated handedness with the Edinburgh handedness inventory (Oldfield, 1971) . All participants said that they used their right hand for at least 8 of 11 tasks mentioned. All participants used their dominant (right) hand in all the conditions. The Pennsylvania State Institutional Review Board approved the experiment. Figure 1 shows the experimental setup. Participants sat at a table in which the horizontal surface had two circular targets made of red foam (8 cm diameter, 0.2 cm thick). The centers of the targets were spaced 30 cm apart. The target diameters were large enough to keep precision requirements low. The manipulandum was a 99-g wooden dowel that was 20 cm long and 3 cm wide.
Procedure
Participants lined up their right shoulder with the midpoint between the two targets so they could perform the movements with the arm extended. Participants' movements were recorded with three infrared light emitting diodes (IRED) attached to the top edge of the dowel at equal angular intervals. We used multiple IREDs to ensure that the position of the dowel would always be in view of the OPTOTRAK 3020 motion analysis camera system (Northern Digital Inc., Waterloo, Ontario, Canada) used to record the data at 100 Hz.
Before the start of each trial, the participants held their dowel with their dominant hand, keeping the base of the dowel on the right target circle. After a few beats of the metronome, once the participants felt that they had internalized the beat, they moved back and forth between the targets in time with the metronome until the experimenter told them to stop. Although the targets were made of foam, the contact of the dowel with the targets in most cases resulted in a relatively soft but noticeable tapping sound.
In the experimental trials, participants made 40 back-andforth movements in time with the metronome but were not responsible for keeping track of the number of back-and-forth movements that were completed. The experimenter told the participant to stop after the requisite number of back-andforth movements was made.
Each participant also performed without the metronome, moving back and forth between the same two targets at their preferred rate. This self-paced condition was run for each participant before the first experimental (metronome-driven) trial, halfway through the block, and again at the end of the block. Each participant performed two trial blocks, each of which included every driving period and the three selfpaced trials. The order of driving periods was randomized and counterbalanced across participants.
The dependent variables per intertarget move were times between target hits and metronome clicks, times spent dwelling on the target, number of velocity peaks, path lengths, and peak velocities. We took the means of these values across the 40 intertarget moves per trial. The raw position data were filtered with a low-pass Butterworth filter with a cut-off frequency of 10 Hz to remove measurement noise. Velocity was obtained by a two-point difference algorithm and was subsequently differentiated again at 10 Hz. We defined dwell times as times spent on the targets between when the velocity first fell below 10% of the preceding peak velocity and when the velocity next exceeded 10% of the following peak velocity. Movement times were defined as times between successive dwell times. Movement onset and offset criteria were selected based on convention and a careful exploration of the effects of different onset criteria on our results (Teasdale, Bard, Fleury, Young, & Proteau, 1993) . Each of the movement-related variables was calculated only for times at which participants moved, thus omitting dwell times for the calculating of these variables. Velocity peaks were defined as local maxima in the velocity profile of the movement times. Path lengths were defined as total distance traveled in UUxUU (left-right), UUyUU (in-out), and UUzUU (up-down), between dwell times. To determine how closely participants followed the metronome rate, we calculated the asynchrony, defined as the difference between the start of the dwell time on a target and the nearestin-time metronome beat. Negative asynchronies denoted early arrivals, whereas positive asynchronies denoted late arrivals.
We submitted each of the dependent variables-dwell time, number of velocity peaks, mean path length, mean peak velocity, and asynchrony-to separate 8 × 2 repeatedmeasures analyses of variance (ANOVAs) with the eight driving periods and two trial blocks as within-subject factors. We included dwell status (explained below) as a between-subject factor and applied a Greenhouse-Geisser correction to the degrees of freedom where appropriate. Trial block was not included in the analyses because exploratory analyses indicated that it did not have a significant effect for any of the dependent variables.
Results
Figure 2 provides example trajectories from one participant in each of the experimental conditions. The figure illustrates how trajectories became less smooth as driving periods increased. Note that the trajectories are projected onto the coronal plane from the viewpoint of the participant. The trajectories are from movements in both directions (left to right and right to left), which may add to the noticeable variability in the trajectories.
Trials at Preferred Period
In the self-paced trials, the mean period of participants' movements was 650 ms (SD = 175.36 ms). In these trials, participants dwelled on average 216 ms (SD = 206.48 ms). The mean proportion of the inter-target movement time spent dwelling on the targets was. 227 (SD = 0.16). The average number of velocity peaks per intertarget move was 1.53 (SD = 0.47), the average path length per intertarget movement was 35.93 cm (SD = 3.87 cm), and the average peak velocity per intertarget move was 0.87 m/s (SD = 0.21 m/s).
Asynchrony
Figure 3 shows mean asynchrony (±1 SE) as a function of driving period. A repeated-measures ANOVA revealed no significant main effect of driving period on asynchrony, p >.10. On average, participants arrived at the targets within 20 ms of the metronome beats for all periods. This result is surprising in view of previous findings showing a shift from positive to negative asynchrony for short versus long periods (e.g., Mates, Radil, Müller, & Pöppel, 1994) . However, others have argued that the strategy to react to tones instead of predicting them arises as an artifact of imprecise task instruction (Repp & Doggett, 2007) . Perhaps our particular instructions together with the feedback available from tapping on the targets with the dowel resulted in near synchronous performance for all driving periods tested here. Figure 4A shows the mean dwell times (±1 SE) and mean movement times (±1 SE) as a function of driving period. An ANOVA concerning the effect of driving period on dwell time revealed a main effect, F(1.25, 8.72) = 18.79, p <.01, such that dwell time increased as driving period lengthened. The lengthening of dwell time had an approximately exponential time course, suggesting gradual rather than discontinuous change. For movement time, the ANOVA revealed a main effect of driving period, F(1.22, 8.55) = 23.03, p <.01, so that movement time increased as driving period lengthened. The lengthening of movement time with driving period approximated an exponential function, again indicating gradual instead of discontinuous change across the range of driving periods.
Dwell Time and Movement Time
To test for rate scaling, we calculated proportional dwell times by dividing the total dwell time by the sum of dwell and movement time. Figure 4B shows the mean proportional dwell time as a function of driving period. The ANOVA revealed a main effect of driving period on proportional dwell time, F(1.62, 11.37) = 7.73, p = .01. Proportional dwell time tended to increase with increasing driving periods, especially for the two longest driving periods. Again, the function relating proportional dwell time to driving period was monotonic without clear discontinuous changes.
Path Length
An ANOVA testing for effects of driving period on the mean path length showed that participants did not change their movement trajectories appreciably for different driving periods, p >.10. Figure 5 shows the mean peak velocity per inter-target movement (±1 SE) as a function of driving period. The two horizontal lines in the figure indicate the upper and lower bounds around the mean preferred values. We considered mean peak velocity as a function of movement time as well, and found that the pattern of results was similar.
Peak Velocity
The ANOVA revealed a main effect of driving period on mean peak velocity, F(1.52,10.67) = 64.13, p <.01, such that in general peak velocity per intertarget movement decreased with increasing driving periods. As Figure 5 illustrates, peak velocities decreased roughly linearly with increasing driving periods for driving periods below 833 ms, and stayed roughly constant and close to the preferred range for driving periods exceeding 833 ms. Thus, participants held their movement speed roughly constant at long driving periods. The function does not suggest clear discontinuous changes, however. Figure 6 shows the mean number of velocity peaks per intertarget movement (±1 SE) as a function of driving period. The pattern of results was similar when we considered the mean number of velocity peaks as a function of movement time.
Number of Velocity Peaks
The ANOVA revealed a main effect of driving period on the mean number of velocity peaks per inter-target movement, F(1.46, 10.24) = 7.70, p <.05, such that the mean number of velocity peaks per inter-target movement increased with increasing driving periods. Figure 6 suggests that the relation between the mean number of velocity peaks and driving period was close to linear.
Discussion
The question we sought to address in the present study was whether transitions in arm movement patterns would occur when people moved a handheld dowel between targets in time with a metronome that clicked at each of a number of frequencies. Following observations in locomotion and other multilimb coordination tasks, we predicted that discontinuous transitions would occur at some metronome rates. An alternative hypothesis was motivated by Viviani and Terzuolo's (1980) rate-scaling model according to which movement time should scale continuously with driving period. The third hypothesis we considered was based on the notion of preferred frequency of movement, according to which participants would adhere to their preferred movement speeds and would satisfy the task requirement of placing the base of the dowel on the targets in time with the metronome principally by inserting longer dwell intervals when the required frequency was low. Our data did not support the first hypothesis. The results clearly showed that the quantitative changes in dwell time, movement time, and peak velocity occurred gradually, even though for most dependent measures, changes were pronounced for the shorter periods and leveled out for periods longer than approximately 833 ms. The foregoing comments pertain to the average data (averages across participants), but we also inspected the data of individual participants and did not find evidence for abrupt transitions in any of them. Hence, we did not find support for the first hypothesis.
With regard to the second rate-scaling hypothesis, none of our participants behaved in a way that was consistent with it. None of them scaled their movement speed proportionally to the required inter-target interval. This outcome indicates that the rate-scaling model was violated for the simple motor task used in the present study, just as it has been for more complex motor tasks, as reviewed in the introduction.
What do our data say about the preferred frequency hypothesis? If participants mainly cared about moving at their preferred frequency for long time intervals, they would have tried to generate movements in which periods approximated the preferred periods for the effector system in use. Some of our results are consistent with this hypothesis, as indicated by the data points in our graphs that fell within the ranges of values characterizing the participants' self-paced performance (i.e., between the horizontal lines in Figures 5 and  6 ). However, there were also results that were inconsistent with the hypothesis. Especially for the slower driving periods, proportional dwell time, peak velocity, and the mean number of velocity peaks per movement were outside the range given by participants' preferred periods. Thus, participants' movements for slower driving periods had different kinematic properties than the movements the participants generated in the self-paced trials.
Our results indicate that our participants used a combination of moving more slowly, dwelling longer, and generating more submovements at low metronome rates. This outcome was not directly predicted by any of the hypotheses we adduced at the start of this research. How, then, can we explain our data?
Because the results were most consistent with the preferred frequency hypothesis, we consider the possibility that some factor caused that hypothesis not to be confirmed exactly. Specifically, it is possible that at low driving periods participants had difficulty perceiving the long-time intervals. The longer the time interval to be perceived or produced, the less precise the estimate of the interval becomes, as reflected in greater variances for longer intervals (e.g., Dunlap, 1910; Ivry & Hazeltine, 1995; Peters, 1989; Wing & Kristofferson, 1973 ) and a shift from anticipatory to reactive behavior at longer intervals (e.g., Engström, Kelso, & Holroyd, 1996; Mates, Radil, Müller, & Pöppel, 1994; Miyake, Onishi, & Pöppel, 2004; Repp, 2006 , but see Repp & Doggett, 2007 . Consistent with this explanation of avoiding long time intervals, our participants may have adopted strategies that helped them improve their time estimation, permitting reductions in the discrepancy between when they brought the base of the dowel to each target and when the metronome clicked. Participants may have subdivided the time intervals to reduce timing variance (Killeen & Weiss, 1987) , either by waiting longer on the targets (increasing dwell times) and departing for the next target after a critical subinterval time, by making submovements with durations approximating preferred time intervals (i.e., time intervals whose estimate variances were acceptably low), or both.
As plausible as this may be, we doubt it actually accounts for our results. We base this statement on consideration of results from other studies. Buchanan, Park, and Shea (2006) obtained patterns of results similar to ours in a task in which Fitts's index of difficulty (ID; 1954; Fitts & Peterson, 1964) varied between trials. In the task studied by Buchanan and colleagues, participants were not constrained in their movement period, though, unlike in our study, only ID changed, not driving period. The results of Buchanan's experiment showed that participants changed their movement kinematics as a function of ID, so that there was a critical ID below which participants moved in a continuously rhythmic pattern and above which participants shifted to a discrete movement pattern. Our results suggest that gradual changes from more continuous to more discrete movement occur when movement timing is, to a degree, under the participant's control.
Another study provides further support for the argument that our results did not solely reflect difficulties with timing longer durations. Adam and Paas (1996) used a reciprocal aiming task to investigate how dwell time related to Fitts's ID. These authors found that dwell time increased as target size decreased and that this held both for rhythmic tapping and for sliding movements. In Adam and Paas's Experiment 4, participants performed rhythmic sliding movements across a short distance (10 cm) between two large targets (8-cm diameter) at a slow, medium, or fast pace adherent to the instruction to move smoothly. Participants moved in the absence of a metronome and freely chose which movement frequency constituted the slow, medium, and fast rates. Adam and Paas found that dwell time depended on movement rate such that participants dwelled longer during slow rhythmic movements than during fast rhythmic movements. As was the case for the participants in Buchanan et al.'s (2006) study, changes in movement kinematics at slow and fast movement rates thus emerged in the absence of explicit timing constraints. Consistent with these findings, our results suggest that participants did not experience more difficulty with timing longer durations.
If difficulties with timing longer durations do not account for violations of the preferred frequency hypothesis, then what does? The results suggest that participants slowed down their movements when confronted with driving periods that were slower than the preferred tempo, but only up to a point. With increasingly slow rates, participants did not move ever slower. Instead, they adopted a movement time and speed that was slightly below their preferred tempo but that was still acceptably fast. Thus, the results suggest that participants avoided slow movements at driving periods that exceeded their preferred tempo.
Insofar as scientific progress is often measured by which hypotheses can be ruled out as well as-or instead of-by which hypotheses can be considered still viable, we have learned several useful things from the present study. First, the experiment suggests that a gradual change occurs from more continuous to more discrete behavior for long driving periods. The gradual nature of this change contrasts with the qualitative changes in movement patterns that are observed when people locomote at different rates. Second, the results suggest that participants try to move close to their preferred tempo and specifically avoid slow movements through a combination of moving acceptably quickly and dwelling for acceptably long times at slow rates. Third, the results provide further evidence against the hypothesis that people use proportional rate scaling when they move at different rates. Last, in contrast to other related studies, instead of explicitly instructing people how to move we allowed different strategies in the adopted movement pattern. Our results suggest that this basic approach provides a useful window into the mechanisms that underlie movement rate control.
