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Chapter 1
Introduction
The general physical process of photovoltaics is the conversion of external optical ex-
citation, such as by sunlight, to electric power, leading to its attractive status in the
renewable energy field. Although photovoltaic devices have considerably advanced in
the last decades, conventional devices based e.g. on silicon are still subject to the fun-
damental Shockley-Queisser limit [1]. Essentially, this consideration explains that only
irradiation with the energy of the device’s semiconductor bandgap can be effectively con-
verted, leading to a fundamental conversion efficiency limit, which is 32% of the solar
spectrum for Si devices. Light of lower energy transmits the device, whereas light of
higher energy is initially absorbed, but the additional energy compared to the bandgap
energy is lost due to rapid (picosecond range) thermalization of excited charge carriers to
the conduction band edge. A feasible way to circumvent this limit is the use of tandem
solar cells, which feature absorber materials with different bandgaps, therefore increasing
the spectral range of usable light absorption [2–4]. Still, devices using a single absorption
layer are considerably easier to prepare than tandem devices. Thus, it is desirable to find
a material capable of harvesting a broad optical spectral range.
Figure 1.1: Sketch of principle processes in a p-n junction. Electrons and holes are optically
excited pairwise, diffuse through the junction and can either be collected by the
junction interface or recombine with a charge carrier of the other type. Note that
only excess minority charge carriers are shown here, i.e. electrons in the p-doped
region.
The energy conversion process by external energy influx in a p-n junction, which is
the basic component of a photovoltaic device, is shown in Fig. 1.1 The p-n junction is
brought out of thermal equilibrium by the external energy, generating additional (excess)
electrons and holes pairwise. Excess charge carriers are subject to diffusion through the
sample, collection at the junction interface and recombination of an electron and a hole.
Recombination is the main process limiting the efficiency of a p-n junction, while another
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one is the rapid thermalization of excess charge carriers.
A promising way to suppress both is using charge carriers of polaron nature. Polarons
are quasiparticles consisting of an electron or a defect electron (hole) coupled to a lattice
distortion of the material. Changing the state of a polaron is generally more energy
expensive than changing the state of a pure electron or hole, which leads to a decreased
recombination probability as well as suppressed thermalization (’hot’ charge carriers).
Manganite perovskites are a material class prominently featuring dominant contributions
to charge carrier dynamics by polaron charge carriers. In general, they exhibit strong
correlations between different material degrees of freedom [5], making them attractive for
basic research of these correlations as well as for a variety of applications such as switching
processes in resistive random-access memory [6], catalytic behavior for electrochemistry
[7], thermoelectrics [8] and photovoltaics [9]. Significant effort has been put into basic
research of this material system, for example in the multi-disciplinary DFG collaborative
research center (CRC) 1073 at Georg August University Göttingen. A notable example
of a manganite perovskite is Pr1−xCaxMnO3 (PCMO), which features several charge and
orbital ordered phases with different electric and magnetic states in its phase diagram,
depending on Ca doping x and temperature [10].
P-n junctions using a p-doped PCMO layer on an n-doped SrTi1−yNbyO3 (STNO) sub-
strate have proven rectifying behavior, an essential factor for photovoltaics [11], and
optical excitation processes in these junctions have been studied thoroughly since [9, 12–
14]. A prominent feature for photovoltaics is the large spectral range of absorbed exter-
nal optical irradiation, spanning from the near-infrared to the ultraviolet range, which is
attributed to polaronic charge carriers [15].
A downside of polaronic charge carriers in manganite perovskites is their considerably
smaller mobility (e.g. 0.02 cm
2
Vs for PCMO [12]) compared to e.g. electrons and holes in
Si (1450 and 500 cm
2
Vs at room temperature, respectively [16]). Therefore, the diffusion
length, which is directly connected to the mobility and the excess charge carrier lifetime,
is expected to be much smaller (in the nanometer range) than in Si (up to the millimeter
range) [12, 16]. The knowledge of the diffusion length is thus critical in understanding
the performance and physical processes of photovoltaic devices, especially for the com-
plex behavior of manganite perovskites. For example, it can serve as a means of showing
the influence of the low temperature charge ordered phase in PCMO, where an increased
lifetime compared to the room temperature unordered phase was reported [13].
A classic way of measuring diffusion lengths up to the order of 10µm is using the electron
beam induced current (EBIC) method, where a focused electron beam is scanned across
a charge separating junction - e.g. a p-n junction - within the environment of an electron
microscope, with several typical geometries available depending on the actual scale of the
diffusion length [17, 18]. Like optical excitation, pairwise electron and hole excitation
is also possible by impinging high energy electrons, which has the advantage of better
spatial resolution.
However, the impinging electron beam creates a cascade of excitations within the sample,
forming an extended distribution of generated charge carriers, which is called generation
volume [19]. The extension of this volume heavily depends on the initial energy of the im-
pinging electrons, which is characterized by the acceleration voltage used for the electron
beam in the microscope. While helping to obtain a good signal-to-noise ratio in EBIC
maps, and being useful to probe different sample depths in the plan view geometry [20],
the extended generation volume severely limits the spatial resolution in the cross section
3geometry (alternatively called normal collector geometry in some literature), which is
suitable to measure diffusion lengths below 1µm [21, 22]. As the extension of the gen-
eration volume can be in the 200 nm range even for 5 kV, and even larger for increasing
acceleration voltage, it is impossible to directly measure the diffusion length from EBIC
profile decay from the charge collecting interface. Even using small acceleration voltages,
the extension is comparable to the diffusion length as well as the space charge region
around the charge collecting interface, which exhibits a built-in electric field due to p-n
junction formation. In most common EBIC models, it is assumed that the diffusion
length is much longer than the extension of space charge region and generation volume.
Consequently, these models fail in systems like PCMO-STNO.
In this work, the approach to reduce the active sample thickness in cross section EBIC
experiments in order to confine the size of the generation volume is explored using fo-
cused ion beam prepared lamellas from macroscopic p-n junction samples. This method
is called scanning transmission EBIC (STEBIC), as part of the electron beam transmits
the sample. This method is conducted in a scanning electron microscope (SEM) as well
as in a scanning transmission electron microscope (STEM), where higher acceleration
voltages are available which reduce the size of the generation volume to quasi-point-like
conditions.
The lamella surfaces severely impact STEBIC experiments because of increased excess
charge carrier recombination compared to the sample bulk, and surface layers damaged
by ion irradiation during the preparation process. As a control parameter for surface
effects, the lamella thickness is reduced gradually in the used samples by using a wedge
shape geometry and measuring its thickness gradient. This approach allows to substan-
tiate the surface effects, and distinguishing between them.
Modeling is required to distinguish between the different effects which make up EBIC
profiles. As analytical models usually fail in the case where space charge region, gener-
ation volume and diffusion length are all of similar size, different roads are taken in this
work. The generation volume can be simulated by Monte Carlo methods, and used to
model the lamella thickness and acceleration voltage dependent generation volume effect
on STEBIC profiles. A more advanced simulation procedure is simulating the behavior of
the p-n junction by the finite element method, providing numerical solutions to essential
semiconductor equations.
After a description of the theoretical background and experimental as well as model-
ing methods, the results of this work are presented in four chapters. A first estimation
of the diffusion length of PCMO and STNO is presented in Ch. 4, based on results pub-
lished in [12]. The STEBIC method with a controlled lamella thickness is explored in low
electron beam energy conditions in Ch. 5, as published in [23]. In Ch. 6, experiments
are moved to high energy conditions in a STEM. The low temperature PCMO phase
is investigated in Ch. 7, combined with studies of the space charge region by means of
electron holography, and the implementation of two methods for STEBIC data modeling.
Finally, discussion of the results is deepened in Ch. 8.
The author’s contributions are specified at the end of each of chapters 4, 5, 6 and 7. All
other chapters are solely the work of the author.

Chapter 2
Theory
In this chapter, theoretical basics of the thesis are explained, starting with p-n junction
and EBIC principles, continuing with the examined material system and concluding with
the used experimental and theoretical methods.
2.1 Photovoltaics in a p-n junction
2.1.1 Excess carriers in semiconductors
In semiconductors, the concentration of free charge carriers, i.e. electrons and defect
electrons, also known as holes, is given by the atomic structure and can be influenced
by doping. Additional free electrons and holes continuously appear and annihilate in
pairs even under thermal equilibrium conditions. They always appear in pairs, as an
electron from the valence band is excited into the conduction band, leaving behind a
hole. Thus they do not influence the total net charge. The rate of annihilation events,
called recombination, is always equal to the generation rate Geq in thermal equilibrium.
It is proportional to the total charge carrier concentration p or n and limited by the
respective charge carrier lifetimes τp and τn. Hence, [24].
Geq =
p
τp
=
n
τn
.
Furthermore, it is possible to generate pairs of excess charge carriers via an external
energy source such as a light, an electron or a neutron beam. This is a non-equilibrium
condition. In the simplest case, the generation process requires an energy gain of the
electron of the amount of the bandgap energy Eg. In reality, the situation is more com-
plicated, but a universal law for semiconductors with many different types of penetrating
radiation has been found by Klein [25], including an estimate of phononic processes. In
this model, the electron hole pair energy Eeh only depends on the bandgap energy Eg
and given as
Eeh =
14
5
Eg + Eph, (2.1)
with Eph being the phononic energy loss in the excitation process, which is approximately
constant with 0.5 eV≤ Eph ≤1.0 eV.
The generation rate in the non-equilibrium case, called G, may be spatially inhomoge-
neous, depending on the source type. However, in a homogeneous semiconductor, the
recombination rate U may still be described by spatially independent lifetimes τp and τn
[24].
Including processes of generation and recombination, the general continuity equations
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for hole and electron current densities (current per area) ~Jp and ~Jn can be written inde-
pendently as [16]
−1
e
~∇ · ~Jp +Gp − Up = ∂p
∂t
(2.2)
1
e
~∇ · ~Jn +Gn − Un = ∂n
∂t
(2.3)
All current densities J may be transformed to currents I by multiplying with the contact
area. In stationary considerations, the time derivatives on the right hand side may be
set as zero. The current densities can be written as expressions of the charge carrier
concentrations p and n [16]:
~Jp := ~Jp,diff + ~Jp,drift = −eDp~∇p+ eµpp ~E (2.4)
~Jn := ~Jn,diff + ~Jn,drift = eDn~∇n+ eµnn~E, (2.5)
where e is the elemental charge and ~E is the local electric field in the semiconductor,
which is determined from the total charge density ρ and the permittivity ε of the material
via the Poisson equation [16]
~∇ · ~E = ρ
ε
. (2.6)
The current can be separated into a diffusion and a drift current. While the diffusion
currents are determined by the respective diffusion coefficients Dp and Dn, the drift
currents incorporate the respective drift mobilities µp and µn. These quantities are
connected via the Einstein relations
Dp =
µpkBT
e
and Dn =
µnkBT
e
(2.7)
with Boltzmann constant kB, temperature T and elemental charge e.
They are valid for all systems following Boltzmann statistics, which means that the
Fermi-Dirac statistics can be approximated as [16]
F (E, T ) =
1
exp
(
E−EF
kBT
)
+ 1
≈ exp
(
−E − EF
kBT
)
. (2.8)
This approximation, called non-degeneracy condition, means that the band edges are far
enough (usually 2kBT ) away from the Fermi level EF . The Boltzmann approximation
enables a simple solution of the charge carrier concentrations, which are generally defined
by
p =
∫ EV
−∞
DOSV (E) (1− F (E, T )) dE (2.9)
n =
∫ ∞
EC
DOSC(E)F (E, T ) dE. (2.10)
If the band edges of the conduction band EC and the valence band EV can be approx-
imated as parabolic near the relevant wave vectors (constant effective mass approxima-
tion), the densities of states in the valence and the conduction band are
DOSC(E) ∝
√
E − EC and DOSV (E) ∝
√
EV − E, (2.11)
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which makes integration in equations 2.9 and 2.10 simple. In case of the Boltzmann
equation, n and p become
p = NV exp
(
−EF − EV
kBT
)
(2.12)
n = NC exp
(
−EC − EF
kBT
)
(2.13)
with the effective densities of states of the valence band NV and the conduction band NC .
With the three mentioned approximations, NC and NV are constants for one temperature
and effective mass.
The approximation in equation 2.8 is not valid in degenerate semiconductors, where the
Fermi energy is closer than 2kBT to a band edge, or even within the valence or conduction
band. This happens if the charge carrier concentrations are close to or larger than NV
or NC and causes the behaviour of the semiconductor to change to metallic behaviour,
as the bandgap is not the limiting factor of thermal excitation anymore if the Fermi
energy is within a band [16]. This condition can lead to effects like metallic conductance,
non-temperature related charge carrier density, decreasing size of the bandgap or defect
bands within the bandgap [16, 26]. In the degenerate case, the exponential functions in
equations 2.12 and 2.13 have to be replaced by the special Fermi-Dirac integral [16]
F1/2(x) =
2√
pi
∫ ∞
0
√
t
exp (t− x) + 1dt,
x being the argument of the exponentials. Furthermore, the Einstein relations (equation
2.7) are not valid anymore in the degenerate case and have to be replaced by more general
relations dependent on the charge carrier concentrations and the Fermi energy:
Dp =
−µpp
e dpdEF
and Dn =
µnn
e dndEF
. (2.14)
Both the Fermi integral and the general Einstein relations do not in general allow simple
solutions and require extended approximations or numerical treatment.
2.1.2 Generation, recombination and diffusion length
The general balance equation for the time-dependent generation and recombination of
electron hole pairs is [27]
dp
dt
=
dn
dt
= Gtot −B · p · n (2.15)
with the total generation rate Gtot and the recombination coefficient B, which - in gen-
eral - may depend on p and n. In case of non-equilibrium generation, it is useful to
discriminate between the concentration of charge carriers peq and neq which are gen-
erated in thermal equilibrium and δp and δn which are additionally generated by the
external energy source with generation rate G. Thus, p = peq + δp and n = neq + δn. In
the non-equilibrium stationary case (dpdt =
dn
dt = 0), Eq. 2.15 becomes
Geq +G−B · p · n = Bpeqneq +G−B(peq + δp)(neq + δn) = 0. (2.16)
Assuming δp = δn, i.e. pair-wise generation of electrons and holes, Eq. 2.16 can be
rearranged to
δp
peq + neq
=
√
G
B(peq + neq)2
+
1
4
− 1
2
, (2.17)
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which can be written as
δp∗ =
√
G∗ +
1
4
− 1
2
with the reduced generation rate G∗ := G
B(peq+neq)2
and the reduced injection (excess
charge carrier concentration) δp∗ := δppeq+neq . This general relation of generation and
injection allows separating the regimes of low (δp∗  1) and high (δp∗  1) injection.
While the injection is linear to the generation in the low injection regime, they show a
square root behaviour in the high injection regime, i.e. slower growth of the injection for
very high generation. However, this behaviour is only strictly valid if B is independent
of the charge carrier concentrations, which is not the case for all recombination mecha-
nisms, as explained in the following.
The bulk recombination rate U , as shown in equations 2.2 and 2.3, depends on the domi-
nant recombination mechanism in the semiconductor. The three most important models
are radiative, Auger and Shockley-Read-Hall recombination [28]. For radiative (or band-
to-band) recombination, an electron in the conduction band recombines directly with a
hole in the valence band by sending out a phonon with the bandgap energy Eg (for direct
semiconductors, otherwise a part of the energy is transferred to phonons). For Auger
recombination, an electron or a hole is released which might leave the semiconductor or
relax under energy transfer to a phonon. For Shockley-Read-Hall recombination, elec-
trons or holes do not recombine directly from conduction to valence band edges, but in a
two-step process via trap states in the bandgap. While radiative recombination is most
common for direct semiconductors, Shockley-Read-Hall recombination often dominates
in indirect semiconductors. Auger recombination is dominant for materials with high
doping levels. The recombination rates of excess charge carriers for the radiative and
Auger processes are given by
Urad = B ·
(
p · n− n2i
)
(2.18)
UAuger = (Bpp+Bnn) ·
(
p · n− n2i
)
(2.19)
The Shockley-Read-Hall recombination rate is more complicated, depending on the num-
ber of traps and might include integration over the bandgap if many states are involved.
In the following, it is assumed that the dominant recombination process, no matter what
its actual nature is, can be written in the form of equation 2.18, meaning that B could
very well depend on p and n. As mentioned before, recombination may also be written
in terms of a bulk charge carrier lifetime τ :
Urad,p =
δp
τp
or Urad,n =
δn
τn
(2.20)
Using the diffusion coefficients Dp and Dn, the lifetime can be converted to a diffusion
length L. One may write for electrons and for holes [16]
Lp =
√
Dpτp or Ln =
√
Dnτn. (2.21)
Connecting equations 2.18, 2.20 and 2.21, and rewriting the excess concentrations as
δp = p− peq and δn = n− neq, the diffusion length may also be written as
Lp =
√
Dp (p− peq)
B (pn− peqneq) or Ln =
√
Dn (n− neq)
B (pn− peqneq) . (2.22)
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In doped semiconductors, the doping concentration NA (acceptors in p-doping) or ND
(donors in n-doping) is usually much higher than the intrinsic charge carrier concentration
ni. Thus p ≈ NA in p-doped (p-type) and n ≈ ND in n-doped (n-type) semiconductors.
The law of mass action requires that in thermal equilibrium [24]
n · p = n2i . (2.23)
This leads to the concept of majority and minority carriers: If the concentration of one
type of charge carriers is much higher than ni, the other one must be lower by the same
order of magnitude. The former is thus called majority charge carrier, the latter minority
charge carrier.
In cases where p ≈ peq = NA, i.e. p-doped material under low injection conditions, the
electron (minority charge carrier) diffusion length can be approximated as
Ln,p ≈
√
Dn
BNA
. (2.24)
For n-doped material (n ≈ ND), the hole diffusion length thus becomes
Lp,n ≈
√
Dp
BND
. (2.25)
Another excess carrier recombination mechanism can be found at sample surfaces, where
a larger number of defects tends to be present, leading to increased Shockley-Read-Hall
recombination as compared to the bulk of the sample. The recombination mechanism
can be formulated as a boundary condition of the currents ~Jp and ~Jn, as defined by
equations 2.4 and 2.5, through a surface by using the vector ~η which is defined as normal
to the surface [24]:
~η · 1
e
~Jp = s · (p− peq) or ~η · −1
e
~Jn = s · (n− neq) (2.26)
with the surface recombination velocity s as a parameter. The higher s, the stronger
the effect of surface recombination is. The surface recombination velocity depends on
the used material as well as the preparation procedure of the sample. For example, ion
beam preparation may severely increase the velocity [29]. Dangling bonds at the surface
favor surface recombination, which may be saturated to decrease the effect. A typical
saturation procedure for silicon material is hydrogen passivation [30]. Surface defects
may also form electric fields at the surface, which can be described as a shift of the Fermi
level compared to the bulk level, called Fermi level pinning [31].
2.1.3 p-n junctions
Combining a p-doped and an n-doped semiconductor leads to a concentration gradient in
valence band holes and conduction band electrons. Described by the concept of electro-
chemical potential (typically referred to as Fermi level in semiconductor literature), there
is a difference between the potential levels on the p-doped and the n-doped side. To reach
an equilibrium state, the Fermi level must align, i.e. be constant throughout the whole
structure. This leads to a diffusion current of the majority carriers to the other side. In
turn, this shift of charge carriers leads to the formation of a space charge near the p-n
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interface. According to the Poisson equation 2.6, the spatially fixed charge is connected
to a difference in electronic potential V , and thus an electric field in the charged region.
In the case of equilibrium Fermi level, a fixed potential difference between the p- and the
n-doped region, called diffusion voltage VD. It can also be described by the difference in
the Fermi level dependent work functions Wp, Wn (see Fig. 2.1) on both sides:
VD =
Wp −Wn
e
(2.27)
The work function is the energy electrons at the Fermi level have to gain in order to leave
a material, i.e. reach the vacuum level Evac. It is connected to the electron affinity χ,
which is the energy electrons at the conduction band edge EC have to gain in order to
reach the vacuum level [16]:
W = χ+ (EC − EF ) (2.28)
In contrast to W , χ is a constant for a given material, independent of the doping level
and thus Fermi level position, at least for a non-degenerate material (see below for
a description where this is not the case). For the geometry of a p-n junction plane
Figure 2.1: Sketched band diagram of a p-n homojunction in equilibrium. The shown band edges
are the conduction band edge EC and the valence band edge EV . The vacuum level
Evac and the work function W follow the same shape as EC and EV . Also shown are
the constant electron affinity χ, diffusion voltage VD, Fermi energy EF , p-n junction
interface at x = 0 and the edges of the space charge region at x = −dp and x = dn
where the band bending vanishes.
separating two infinite half-spaces, a one-dimensional Poisson equation may be defined
from Eq. 2.6 [24]:
dE
dx
= −d
2V
dx2
= e · p− n+ Cion
ε
(2.29)
with
Cion(x) =
{
−NA, p-doped region
ND, n-doped region
.
We may now describe a simple solution of the Poisson equation (Eq. 2.29) known as
box approximation. In this approximation the space charge region is assumed to be
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completely depleted of mobile charge carriers (p = n = 0) and is confined by sharp
borders. For convenience, the p-n junction plane shall be located at x = 0 (see Fig.
2.1). The p-doped region shall be at x < 0 and the n-doped region at x > 0, with the
space charge region borders at x = −dp and x = dn. Thus the total charge concentration
profile ρ(x) perpendicular to the p-n junction plane is
ρ(x) =

0, x ≤ −dp
−eNA, −dp < x ≤ 0
eND, 0 < x ≤ dn
0, x > dn
The permittivity ε may also be region-dependent, jumping at x = 0 from εp to εn in case
of a heterojunction. Region-wise integration of Eq. 2.29 with the condition
Vn(∞)− Vp(−∞) = VD
leads to [28]
V (x) =

−Vi, x ≤ −dp
−Vi + eNA2εp (x+ dp)
2 , −dp < x ≤ 0
−Vi + VD − eND2εn (dn − x)
2 , 0 < x ≤ dn
−Vi + VD, x > dn
(2.30)
including the arbitrary initial potential in the p-doped region outside the space charge
region, −Vi. Continuity of the potential at x = 0 requires that
eNA
2εp
d2p = VD −
eND
2εn
d2n,
while continuity of the electric displacement field D=εE = −εdVdx requires
NA
εp
dp =
ND
εn
dn.
The latter enables the calculation of dp and dn from the doping concentrations for a
homojunction:
dp =
√
2εpVD
e
ND
NA (NA +ND)
(2.31)
dn =
√
2εnVD
e
NA
ND (NA +ND)
. (2.32)
If dp and dn are not equal, the fractions VD,p and VD,n of VD = VD,p + VD,n dropping
over the p and n parts of the space charge region are also asymmetric, and given by [32]
VD,p =
NAx
2
p
2εp
and VD,n =
NDx
2
n
2εn
, (2.33)
leading to
VD,n
VD,p
=
NAεp
NDεn
,
12 Chapter 2 Theory
which is also valid in cases where the box approximation does not hold.
Using equations 2.12 and 2.13, the concentration profile of electrons and holes through the
space region can be calculated from the band diagram (Fig. 2.1). At the crossing point
of n and p, the intrinsic charge carrier concentration ni of the material is reached. Note
that this point, called intrinsic point xi is not always at the interface from p- to n-doped
region (x = 0). In case of asymmetric doping, i.e. different doping on p- and n-side, the
intrinsic point moves into the lower doped region [33]. This effect is demonstrated for a
calculation based on Eq. 2.30 in Fig. 2.2.
Figure 2.2: Electron and hole concentration profiles in the space charge region of a p-n homojunc-
tion, as calculated from Eq. 2.12 and 2.13 using the box approximation (Eq. 2.30).
The space charge region ends where the concentrations become flat. Two cases are
shown, one for symmetric and one for asymmetric doping, with reduced n-doping.
The intrinsic point xi, where n = p = ni, is moved away from x = 0, where doping
changes abruptly, into the lower doped region in the second case.
To check the validity of the space charge region model, it is instructive to compare dp
and dn to the Debye length LDy, which is defined by [16]
LDy =
√
εkBT
e2N
(2.34)
with the general doping concentration N . Local charges in a semiconductor, e.g. impu-
rities, may perturb the regular charge distribution of the material, but the range of the
perturbation is limited as the additional charge is screened by the neighboring atoms.
The Debye length, also known as screening length, is the decay length of the perturba-
tion. If the space charge region is on the same scale or even smaller than the Debye
length, it is generally not valid to use the box approximation 2.30 to treat the band
bending in the space charge region, and the Poisson equation 2.29 is not sensitive to the
abrupt change in doping in this region.
Four types of charge carrier currents occur in a p-n junction, which have been defined
in eq. 2.4 and 2.5. The diffusion current densities Jp,diff and Jn,diff are from charge
carriers diffusing to the junction side of smaller concentration, where they recombine.
They are thus also called recombination currents. On the other hand, the drift current
densities Jp,drift and Jn,drift are from charge carriers following the electric field in the
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space charge region, being separated in the process. Generated excess charge carriers can
be harvested by these processes, therefore they are called generation currents. In a p-n
junction in thermal equilibrium, both currents balance out simultaneuosly for electrons
and holes:
Jdiffp,n = J
drift
p,n ∝ exp
(
− eVD
kBT
)
(2.35)
If a bias voltage U is applied to the p-n junction (positive potential to the p side and
negative to the n-side), equations 2.27, 2.31 and 2.32 have to be adjusted by substituting
VD with VD −U . Therefore, the total potential drop over the junction, which is also the
diffusion barrier, reduces from VD to VD − U with a positive applied voltage U . This
causes an imbalance between drift and diffusion currents: While the drift currents remain
unchanged, the diffusion currents are modified from 2.35 to [24]
Jdiffp,n ∝ exp
(
−e(VD − U)
kBT
)
= Jdriftp,n exp
(
eU
kBT
)
.
All four currents add up to a total current with the density
J = Jdiffp − Jdriftp + Jdiffn − Jdriftn = J0
(
exp
(
eU
kBT
)
− 1
)
(2.36)
with the saturation current density J0 = Jdriftp +Jdriftn . This is known as the ideal Shock-
ley model for a J(U) characteristic [34].
Figure 2.3: Shockley model for I(U) characteristics, sketched for the ideal (equation 2.36) and
the one diode model (equation 2.37) with and without illumination. Also shown are
short circuit current Isc, open circuit voltage Voc for the ideal model with illumination,
curve slope dependent on the serial and parallel resistances Rs and Rp as well as the
fill factor FF (boxes), which is much smaller for the one diode model with finite
resistances because of reduced Voc.
Illumination of the p-n junction, as discussed in the beginning of this subsection, gen-
erates electron-hole pairs, which diffuse through the junction and are separated in the
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electric field of the space charge region. It can be shown that this leads to a shift of the
ideal Shockley equation 2.36 by a negative term Jsc which is called short-circuit current
density (or Isc as current) as it also flows if no bias voltage is applied to the p-n junction.
The shift of the J(U) curve also yields a characteristic voltage Uoc with J(Uoc) = 0. In
this case, the increased drift currents stemming from excess charge carriers are completely
compensated by lowering the barrier VD −U , thus also increasing the diffusion currents.
This voltage is called open circuit voltage as no current is measured in this case if an
amperemeter is connected to the biased p-n junction. It can also be measured directly by
connecting a voltmeter to the illuminated p-n junction instead of an amperemeter and a
voltmeter. Using an illuminated p-n junction as a solar cell, its maximum power output
Pmax = (I · U)max can be calculated in the quadrant of positive U and negative I. The
fill factor
FF =
Pmax
IscUoc
characterizes the response of the solar cell to bias voltage.
The Shockley equation only describes the behaviour of ideal diodes. Real diodes, e.g.
semiconductor based p-n junctions, require more complicated models. The one diode
model is the simplest of these models and may be described in an equivalent circuit
by adding two additional ohmic resistors to the circuit, Rp, and Rs, in parallel and in
series to the diode, respectively. Rp describes leakage through the diode, commonly
called ’shunts’, which may arise due to imperfections at the physical charge-separating
interface. Rs describes the sum of all resistances due to contact layers and connections
such as cables.
The equivalent circuit of the one diode model is shown in Fig. 2.4. Another quantity
in the one diode model is the ideality factor n which is equal to 1 for an ideal diode
and may increase up to 2 if Shockley-Read-Hall recombination is occuring in the space
charge region of the considered semiconductor [35]. For even higher values, recombination
at the charge separating interface may be enhanced by tunneling [36]. The modified
Shockley equation for the one diode model including the short circuit current due to
light illumination is thus (written for currents I rather than current densities J)
I = I0
(
exp
(
e (U − IRS)
nkBT
)
− 1
)
+
U − IRS
Rp
− Isc. (2.37)
For Rs → 0, Rp →∞ and n→ 1, the model approaches the ideal Shockley model.
2.1.4 Electron beam induced current
The electron beam induced current (EBIC) method is an important characterization
technique of devices exhibiting a photovoltaic effect [17]. Using a scanning electron hole
pair source provided by a high energy (keV range) electron beam on a p-n junction or a
similar charge separating device, the short circuit current Isc can be measured for each
source position. By applying a bias voltage during the process, also arbitrary points
of the I(U) curve can be spatially mapped [37]. The resulting current map provides
information about the local properties of a sample regarding the recombination behaviour
of excess electrons and holes. For example, at electrically active defects electron-hole-pair
recombination is typically greatly enhanced compared to bulk behaviour, showing them
as regions of reduced intensity in EBIC images [38–40].
As the local generation of electron hole pairs raises the concentration of both charge
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Figure 2.4: Equivalent circuit for a one diode model with ideality factor n = 1 with a connected
voltage source. The diode D from the ideal Shockley model is complemented by a
serial and a parallel resistor Rs and Rp to approach the behaviour of a real device.
Furthermore, the short circuit current Isc, flowing in reverse bias direction of the
diode, is included, which arises from illumination of a p-n junction diode device.
carrier types equally, the minority charge carrier density is severely perturbed while the
majority carriers are virtually unaffected unless high injection conditions apply. Thus the
diffusion of minority charge carriers is the defining aspect. If a minority charge carrier
crosses a p-n junction interface, it is not subject to this limited diffusion process anymore
and contributes to the net current flowing through the sample. This can be described as
collection by the p-n junction. Minority charge carrier diffusion is generally limited by a
finite diffusion length L, as defined in section 2.1.2. Thus, if the point of local generation
is moved away from the p-n junction interface, the resulting EBIC signal will decrease
at some point, and it will generally be highest when exciting directly at the interface.
The most direct way to measure the diffusion length is to record an EBIC profile across
the p-n junction interface in a cross-section geometry [21, 22, 41, 42]. For the simplest
case of a semi-infinite sample, a point-like space charge region and charge carrier source,
and scanning perpendicular to the junction interface plane, the one dimensional diffusion
problem, e.g. for excess electrons
Dn · d
2δn
dx2
=
δn
τn
, (2.38)
which is connected to the diffusion length via Ln =
√
Dnτn, can be solved directly using
a method of image charges [43]. In this simple geometry, the p-n junction interface is
placed at x = 0, where charges are mirrored, and Eq. 2.38 is describing complete charge
carrier motion in the half-infinite volume beyond the interface, i.e. the space charge
region is neglected. Using the simplified generation rate g (defined in 1s , i.e. ignoring the
electron and hole charge carrier densities), the solution
IEBIC(x) = e · g · exp
(
−x
L
)
(2.39)
is obtained.
The extension of the space charge region on either side of the p-n junction interface can
usually be estimated by equations 2.31 and 2.32. In this region, the simple model of
equation 2.39 is not valid, as the electric field of the space charge region counteracts
the diffusion process, i.e. the second summand of equations 2.4 and 2.5, which enter
into the continuity equations 2.2 and 2.3. If the field is strong enough, which is the
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case for reasonably small space charge regions, it dominates over the diffusion and even
the recombination terms. Consequently, in this model every charge carrier generated
in or entering the space charge region, is collected and contributes to the EBIC. If the
extension of the space charge region is significant compared to the diffusion length, but
still smaller, the simple EBIC diffusion model 2.39 may be replaced by a collection
function f(x) := EBICe·g [44, 45], which may be defined region-wise as
f(x) =
1, −dp < x ≤ dnexp(− |x|L ) , x ≤ −dp, x > dn. (2.40)
Figure 2.5: EBIC profiles when scanning an electron beam (green triangles) across a p-n junction
in the case of point-like excitation, a semi-infinite sample and finite diffusion length.
(a) for point-like space charge region (SCR), (b) for extended SCR
Another assumption for the simple EBIC model is a point-like extension of the electron
hole pair source, compared to the diffusion length. However, high energy electrons im-
pinging the sample are subject to multiple elastic as well as inelastic scattering processes.
During these processes, the electron beam is broadened in the sample. For a sample of in-
finite thickness (in practice at least several µm, the beam eventually forms a pear shaped
volume inside the sample, where generation of electron hole pairs occurs, and which is
called generation volume [19]. The size and shape of the generation volume depends
on the initial energy of the impinging electrons, as well as the sample’s mass density
and atomic structure. The pear shape is best described for an amorphous structure (see
[19]), for crystalline samples it should be noted that high energy electrons are subject to
channeling [46], which should generally reduce the lateral (parallel to the impingement
surface) generation volume size. If the extension of the generation volume is comparable
to the diffusion length, it has to be included in proper EBIC profile modeling. This can
2.1 Photovoltaics in a p-n junction 17
be achieved by using a spatially dependent generation rate density G(~r) to describe the
generation volume, which is connected to the spatial distribution εa(~r) of the absorbed
energy density in the sample by the electron hole pair energy Eeh defined in section 2.1.1
and the impinging beam current Ib by
G(~r) =
Ib
e · Eeh εa(~r)
as each electron hole pair excited within this volume requires the energy Eeh to form.
A suitable EBIC model for an arbitrary impingement point ~r0 in the sample can be
formulated as a convolution of generation volume and the three-dimensional collection
function [41]:
IEBIC(~r0) = e ·G(~r0)× f(~r0) = e
∫
~r
G(~r − ~r0) · f(~r)d~r (2.41)
The three dimensional collection function can be deduced from the one dimensional
collection function established in eq. 2.40. For an infinite sample with a p-n junction
interface plane perpendicular to the x-direction at x = 0, f(~r) has the trivial solution
f(~r) = f(x, y, z) = f(x).
If the sample has surfaces and/or contacts, the collection function generally has to be
adjusted in the area outside the space charge region to account for their influence. For
example, if the diffusion length is comparable to the distance of the contact to the p-n
junction interface (i.e., the layer thickness), a solution for the one-dimensional collection
function is given by Nichterwitz et al. [47]. Understanding the effects of surfaces on
the collection function might be simplified by using the concept of an effective diffusion
length Leff . If the one dimensional collection function modified for surface effects f˜(x)
can still be written as
f˜(x) = exp
(
− x
Leff
)
,
the general form given in equation 2.40 can still be used, but the diffusion length has to
be adjusted to an effective value and might even be spatially dependent. If the distance
z from a point of local generation to the sample surface is comparable to the diffusion
length, the effective diffusion length is generally smaller than the real diffusion length L,
as the diffusion process is hindered by recombination at surface trap states, which may
be described by a finite surface recombination velocity s (see section 2.1.2).
The problem may be described within the approximation of homogeneous generation
G(~r) = G by the depth-dependent excess charge carrier concentration δp(z) = δn(z),
the depth z extending from the beam entry surface at z = 0 into the sample [48, 49].
Extending the surface-less solution δp = Gτ (Eq. 2.20) to a depth-dependent trial
solution
δp(z) = Gτ +A exp
(
− z
L
)
and choosing the boundary condition
D
dδp
dz
∣∣
z=0
= s · δp(z = 0)
leads to a solution which can be written as
δp = Gτeff
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with an effective lifetime τeff and may be converted to a squared effective diffusion length
L2eff (z) = L
2
(
1−
s
DL
1 + sDL
exp
(
− z
L
))
with the minority charge carrier diffusion coefficient D. This equation emphasizes the
depth dependence of the diffusion limitation and the profound influence of the surface
recombination velocity for this geometry. If the sample has the shape of a lamella, where
two surfaces are present and their distance (sample thickness t) is comparable to the
diffusion length, the approach may be modified by choosing z = 0 in the center of the
sample, using the boundary conditions
−Ddδp
dz
∣∣∣
z=t/2
= s · δp
(
z =
t
2
)
(2.42)
D
dδp
dz
∣∣∣
z=−t/2
= s · δp
(
z = − t
2
)
(2.43)
and extending the trial solution to
δp(z) = Gτ +A
(
exp
( z
L
)
+ exp
(
− z
L
))
.
The depth-dependent effective diffusion length then becomes
Leff (z) = L
√
1 +
s · L
D
exp
(− zL)+ exp (− zL)(
1− s·LD
)
exp
(− t2L)− (1 + s·LD ) exp ( t2L) .
Integrating and averaging δp(z) over the whole sample thickness enables extraction of
the sample thickness dependent effective diffusion length
Leff (t) =
∫ t/2
z=−t/2
Leff (z)
t
dz = L
√
1− L
t
2 · Ds·L + coth
(
t
2L
) . (2.44)
Still, an exact analytical solution to the diffusion equation (Eq. 2.38) for two surfaces
cannot be given. Nevertheless, Tan et al. used a method of a large number of image
charges to formulate an approximate numerical solution, which, however, demands for a
large computational effort [50]. It should be noted that this treatment is valid only in
the low injection regime, where injection and EBIC signal increase linearly with the gen-
eration, i.e. the beam current [51]. If high injection conditions apply, the interpretation
of EBIC signal is significantly complicated [47, 52].
2.1.5 Heterojunctions
So far, only so-called p-n homojunctions have been covered by the introduced model,
i.e. p-n junctions consisting of p- and n-doped regions of the same material, e.g. silicon.
However, if the material of the p-doped region is different from the n-doped region, a
so-called p-n heterojunction forms. A common example is a GaAs-Ge junction.
In the formation of a heterojunction, the same processes as in a homojunction occur, i.e.
the equilibrium of drift and diffusion currents and the adjust of a common Fermi energy
level EF . Yet, both materials of a heterojunction generally exhibit different bandgaps
EG and electron affinities χ. Equation 2.28 shows that the difference in χ can also be
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Figure 2.6: Sketched band diagram of a p-n heterojunction in equilibrium. Compared to the
homojunction (Fig. 2.1), the electron affinity χ and band gap EG are different on
both sides of the junction. This leads to the band offsets ∆EC and ∆EV , while the
vacuum energy Evac is only dependent on the work function W and does not exhibit
offsets.
expressed by different work functions W , which shall prove more convenient later.
A model for band diagrams of p-n heterojunctions was developed by Anderson [53]. It
shows that at the p-n junction interface (x = 0), band discontinuities arise because of
the different electron affinities. They are shown in Fig. 2.6 and can be described by the
band offsets [32]
∆EC = χp − χn and ∆EV = EG,n − EG,p −∆EC . (2.45)
For use in a heterojunction model, equations 2.2-2.5 and 2.29 have to be modified in order
to take into account changing parameters from the p-doped to the n-doped region, thus
incorporate them as step functions. These parameters are: permittivity ε, work function
W , electron and hole mobilities µp and µn, electron and hole diffusion coefficients Dp
and Dn and intrinsic charge carrier concentration ni. To take these into account, it is
instructive to use the general forms of the equations, using the (polarisation-less) electric
displacement field ~D = ε ~E and the Quasi Fermi levels for holes and electrons, EF,p and
EF,n, respectively. If the simple Einstein relations (equation 2.7) are assumed valid,
equations 2.2-2.5 and 2.29 can thus be written as [16]
~Jp = µpp · ~∇EF,p (2.46)
~Jn = µnn · ~∇EF,n (2.47)
~∇ · ~D = ρ. (2.48)
Furthermore, we can transform equations 2.12 and 2.13 so that they refer to the electron
and hole concentrations p0(x) and n0(x) in the neutral region. These are material depen-
dent constants which can be defined as step functions, as explained below. The change in
potential over the sample as well as the step-like change of the bulk work function W (x)
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(which does not include the potential bending) have to be taken into account to define p
and n correctly at any position x. Introducing the Quasi Fermi levels, and staying within
the Boltzmann approximation, equations 2.12 and 2.13 can be rearranged to [54]
EF,p = EV − kBT · ln
(
p
NV
)
= −e (V − V0)− χ− EG − kBT · ln
(
p
NV
)
(2.49)
EF,n = EC + kBT · ln
(
n
NC
)
= −e (V − V0)− χ+ kBT · ln
(
n
NC
)
(2.50)
with the potential reference V0 (see also Fig. 2.6). Introducing the bulk work function
with the help of the bulk concentration step functions p0(x) and n0(x),
W = χ+ Eg + kBT · ln
(
p0
NV
)
= χ− kBT · ln
(
p0
NC
)
,
enables transformation of Eq. 2.49 and 2.50 to
EF,p = −e (V − V0)−W − kBT · ln
(
p
p0
)
(2.51)
EF,n = −e (V − V0)−W + kBT · ln
(
n
n0
)
(2.52)
and thus
p = p0 exp
(−e (V − V0)−W − EF,p
kBT
)
(2.53)
n = n0 exp
(
e (V − V0) +W + EF,n
kBT
)
. (2.54)
It should be noted that, using only V , W , p0(x) and n0(x), the band offsets ∆EC and
∆EV of the heterojunction do not have to be taken into account explicitly. The hole and
electron concentrations in the neutral region p0 and n0 as well as the work functionW are
position dependent in a heterojunction and given as step functions along the x-direction.
The majority carrier concentrations pp,0 and nn,0 in the neutral region are, in the case
of doping (much higher than ni), approximately equal to the doping concentrations,
whereas the minority charge carrier concentrations pn,0 and np,0 are obtained from the
former using the local law of mass action (equation 2.23):
p0(x) ≈
{
NA, x < 0 (p-doped region)
n2i,n
ND
, x ≥ 0 (n-doped region)
(2.55)
n0(x) ≈
{
n2i,p
NA
, x < 0 (p-doped region)
ND, x ≥ 0 (n-doped region)
(2.56)
Equations 2.53 and 2.54 can be further simplified by choosing the constants wisely. As we
use the common equilibrium Fermi level as energy reference in our system (see Fig. 2.6),
and no bias voltage is applied, we can set the quasi Fermi levels as zero: EF,p = EF,n = 0.
Furthermore, we fix p and n to the equilibrium neutral region values at the sample edges
(here described as ±∞): p(x = −∞) = pp,0, n(x = ∞) = nn,0. By fixing the potential
V (x = −∞) ≡ 0, we obtain the reference potential V0 and the diffusion voltage VD as
defined in equation 2.27:
V0 =
Wp
e
=⇒ V (x =∞) = Wp −Wn
e
= VD (2.57)
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Thus V (x =∞) becomes equal to the diffusion voltage. Finally, we obtain from equations
2.53 and 2.54:
p = p0 exp
(−eV − (W −Wp)
kBT
)
(2.58)
n = n0 exp
(
eV + (W −Wp)
kBT
)
. (2.59)
Due to the definitions of p0, n0 and W , we may introduce a further simplification
for this choice of reference potential. Defining p0,W := p0 exp
(
W−Wp
kBT
)
and n0,W :=
n0 exp
(
W−Wp
kBT
)
, thus
p0,W (x) ≈
NA, x < 0 (p-doped region)n2i,n
ND
exp
(
eVD
kBT
)
, x ≥ 0 (n-doped region) (2.60)
n0,W (x) ≈

n2i,p
NA
, x < 0 (p-doped region)
ND exp
(
−eVD
kBT
)
, x ≥ 0 (n-doped region), (2.61)
Eq. 2.58 and 2.59 simplify to
p = p0,W exp
(−eV
kBT
)
(2.62)
n = n0,W exp
(
eV
kBT
)
. (2.63)
This definition has the advantage that in the case of homojunctions, p0,W and n0,W
become constants for the whole junction.
The Quasi Fermi levels (Eq. 2.51 and 2.52) also simplify using p0,W and n0,W . Using
them in the current equations 2.46 and 2.47 and reintroducing the diffusion coefficients
Dp(x) and Dn(x) via the Einstein relations (equation 2.7) leads to the current densities
modified for heterojunctions
1
e
~Jp = p ·
(
−µp · ~∇V + Dp
p0,W
~∇p0,W
)
−Dp~∇p (2.64)
−1
e
~Jn = n ·
(
µn · ~∇V + Dn
n0,W
~∇n0,W
)
−Dn~∇n. (2.65)
The general Poisson equation 2.48 can be written similarly to equation 2.29, but taking
the position dependent ε(x) into account:
~∇ · ~D = −~∇ ·
(
ε ~E
)
= e · (p− n+ Cion) (2.66)
The space charge region widths as obtained from the box approximation for homojunc-
tions (Eq. 2.31 and 2.32) also have to be altered for heterojunctions [53]:
dp =
√
2εpVD
e
εnND
NA (εpNA + εnND)
(2.67)
dn =
√
2εnVD
e
εpNA
ND (εpNA + εnND)
(2.68)
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2.2 PCMO and STNO
This section is about the general features of perovskites, going further into detail for
STNO and PCMO and concluding in properties of devices composed of these materials.
2.2.1 Perovskite structure
The perovskite structure was first discovered in the material CaTiO3, where the crystal
structure also takes its name from. The general chemical composition of this material
class is ABC3. In inorganic perovskite materials, A is usually a rare earth or an alkali
metal, B a transition metal and C an oxygen or halogen ion. In contrast, in metal-organic
perovskites the A site is filled by organic molecules [55]. Ideally, the atomic structure is
cubic, with the A ion taking the primitive lattice sites, the B ion the body centered sites
and the C ion the face centered sites, as shown in Fig. 2.7.
Figure 2.7: Sketch of the ideal perovskite ABC3 unit cell. The A ion takes the primitive, the B
ion the body centered and the C ion the face centered sites. The unit cell lengths a,
b and c are equal. The thin lines highlight the BC6 octahedron, which is important
to characterize manganites.
However, perovskite materials do not necessarily exhibit a perfectly cubic crystal struc-
ture. The real structure heavily depends on the actual ions on the lattice sites. The
deviation from the ideal cubic structure can be expressed using the ratio of the mean
atomic radii 〈rA〉, 〈rB〉 and 〈rC〉, in the Goldschmidt tolerance factor
Γ =
1√
2
〈rA〉+ 〈rC〉
〈rB〉+ 〈rC〉 , (2.69)
which was defined in [56]. The radii are averaged over all respective sites, as the pop-
ulation of a lattice site is not generally spatially homogeneous in doped materials. In a
close-packing model, the interatomic distances between species i and j are ri+ rj . Thus,
in the ideal cubic structure, 〈rA〉 + 〈rC〉 =
√
2 (〈rB〉+ 〈rC〉), leading to Γ = 1. In this
case, the structure is free of stress. If Γ is different from 1 in none-ideal perovskite struc-
tures, the structure changes into a rhombohedric (for 0.96 < Γ < 1) or orthorhombic
(Γ < 0.96) shape [57]. In these cases, the different ionic radii of the different species lead
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to mechanical stress, which may result in the occurrence of dislocations. These structural
changes lead to a variety of changing properties. Only taking the changes of the lattice
as a whole into account, magnetic phase transitions of perovskite materials can be ex-
plained [58]. However, other features common to perovskite structure materials require
more advanced effects to be fully explained, as will be demonstrated in the section about
PCMO.
2.2.2 Polarons
Charge carriers in materials with strong correlations can often be described by the polaron
quasiparticle concept, which was developed by Landau and Pekar [59]. It is particularly
useful in transition metal oxides [60], which also includes perovskite materials. A polaron
describes the coupling of an electron (or other mobile charge carrier, e.g. protons [61])
with a lattice distortion in a polarizable medium. Due to Coulomb interaction, an electron
may deform the lattice of a crystalline material it is travelling through. The distortion
will travel with the electron, thus they can be described by a single quasiparticle.
Depending on the strength of coupling of the electron to phonons (another quasiparticle
concept used to describe lattice vibrations), the nature of polarons can be dramatically
different. Different cases were defined from the Holstein-Hamilton operator [62] of a
polaron as electron-induced phonon and are classified as follows [63]. A polaron can be
adiabatic or anti-adiabatic, weak or strong, and small or large. If the motion of the
polaron is determined by the lattice ions, i.e. the electrons follow them, a polaron is
adiabatic. In the vice-versa case, it is anti-adiabatic. If an electron is bound to a single
phonon, it is classified as a weak polaron, if it interacts with more than one phonon,
it is a strong polaron. Finally, if the polaron is only weakly localised, i.e. influences
many different lattice sites, it is classified as a large polaron, while if it is localised to
neighboring ions, it is a small polaron. Particularly, a small strong polaron and a large
weak polaron are viewed as the two defining extremes. They are shown in Fig. 2.8(a)
and (b).
An imminent consequence of the polaron nature is found in the temperature behaviour
of the polaron mobility in a lattice, as shown in Fig. 2.8(c). The mobility of small
polarons can be described by thermally activated hopping for high temperatures and by
tunneling between lattice sites for low temperatures [64, 65], while large polarons can
be understood as free charge carriers, scattered at lattice vibrations [66]. This results in
opposing trends of the mobility behaviour with temperature of both polaron types.
2.2.3 Niobium doped strontium titanate
A standard example for an inorganic perovskite is strontium titanate (STO) in its
undoped form (SrTiO3), which exhibits a nearly perfectly cubic perovskite structure
(Goldschmidt tolerance factor Γ = 1.001). An alternate form is the Nb-doped STNO
(SrTi1−yNbyO3). The crystal structure is virtually insensitive to doping at the B site
up until a doping fraction of y = 0.02, with no change in Γ. While STO is paramagnet-
ically insulating at room temperature [69, 70], it becomes increasingly conductive with
increased doping, showing a metallic temperature behaviour of resistivity [71], but overall
similar features to an electron-doped semiconductor [72]. In this work, the doping fraction
y = 0.002 is used. STNO exhibits a large bandgap at room temperature of Eg = 3.2 eV
[73]. This doping ratio corresponds to a doping concentration of ND = 3 · 1019 cm−3.
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Figure 2.8: Illustration of the extreme cases of a (a) strong, small and a (b) weak, large polaron,
modeled after [67]. (c) shows the opposing mobility behaviour of these two polaron
types with temperature [68]
Even though polaronic charge carriers exist in STNO, their nature is that of a weak po-
laron due to weak electron-phonon coupling, in a mixture of small and large polarons [72,
74, 75]. The mobility of the polaronic charge carriers at room temperature was estimated
from resistivity measurements to be around µ = 1 cm
2
s [76].
2.2.4 Calcium doped praseodymium manganite
In contrast to strontium titanate, manganites feature a plethora of effects which can be
traced back to their deviation from the ideal cubic perovskite structure under various
external influences. A thorough compendium of the effects described in the following is
available by Dagotto [5]. In this work, the emphasis is on calcium doped praseodymium
manganite PCMO (Pr1−xCaxMnO3). Due to the similar size of Pr and Ca atoms, the
tolerance factor does not change dramatically with doping. For x = 0.36, the Gold-
schmidt tolerance factor is Γ = 0.957 [77], leading to a noticeable deviation from the
ideal cubic perovskite structure. It is convenient to describe this effect in terms of the
MnO6 octahedra, which are visible in the ideal perovskite unit cell (Fig. 2.7) as the
octahedron formed by the oxygen (site C) ions surrounding the manganese (site B) ion.
Compared to their ideal position, the reduced Goldschmidt factor leads to a tilting of the
MnO6 octahedra against each other, as illustrated in Fig. 2.9, in order to compensate
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for the different interionic distances Pr/Ca - O and Mn - O. This is a cooperative effect
between neighboring unit cells, ideally extending over the whole perovskite body. In this
case, the unit cell has to be viewed differently: The a and b axis are no longer oriented
as indicated in Fig. 2.7, but are rotated by 45 degrees, as shown by the dotted lines in
Fig. 2.9(a). Furthermore, the c axis is doubled, as shown by the arrows in Fig. 2.9(b).
The lattice constants in this unit cell model are a = 0.5418(1) nm, b = 0.5457(3) nm and
c = 0.7669(1) nm [78]. In this work, a slightly lower doping x = 0.34 is used, correspond-
ing to a high hole doping concentration of NA = 6.3 · 1021 cm−3.
Figure 2.9: Sketch of the octahedral tilt in planes (a) parallel to a and b axis and (b) parallel to
the c axis. This tilt occurs in case of a Goldschmidt factor Γ < 1 and leads to an
effective change of the lattice constants, as indicated by the dotted lines. A site ions
are not shown. Modified from [79].
By controlling whether manganites form paramagnetic insulating (PMI) or ferromag-
netic metallic (FMM) phases, the MnO6 octahedral tilt has direct consequences to the
electronic and magnetic configuration of manganites [58]. The atomic orbitals of A site
atoms Pr or Ca do not significantly overlap with the Mn and O ions, but the orbitals
of the latter strongly overlap, making the MnO6 octahedra especially important. The
electronic and magnetic configuration of the material is dominated by the Mn ion, which
changes its valency depending on its surrounding, whereas O is mostly insensitive to this
due to it being close to noble gas configuration. The Mn 3d orbitals, which are degener-
ate for the free Mn ion, are energetically split in the crystal field of a MnO6 octahedron
into two eg orbitals with higher energy and three t2g orbitals with lower energy than the
degenerate states (see Fig. 2.10 (a)). This is essentially a result of the different orbital
shapes, which overlap with the oxygen 2p orbitals.
Aside from the crystal field splitting of orbitals, another possible reduction of degeneracy
arises due to the Jahn Teller effect [80]. This effect sets in if one of the eg orbitals is
occupied, leading to MnO6 octahedrals compressing in two axis and expanding in the
third one (see Fig. 2.10 (b)). The direct result of this distortion is another energetic
split of 3d orbitals, i.e. the two eg and two of the three t2g orbitals split (see Fig. 2.10
(a)). The local lattice distortions controlled by an electron may be described as polarons
and move through the lattice. The predominant polaron type in manganites is that of a
strong, small polaron due to strong electron-phonon coupling [81]. The mobility of these
charge carriers at room temperature is relatively low, with a lower limit of µ = 0.02 cm
2
s ,
as estimated from resistivity measurements of PCMO films [76].
26 Chapter 2 Theory
Figure 2.10: Splitting of MnO6 3d orbitals. (a) Splitting of energy levels due to crystal field
splitting and the Jahn Teller distortion, after [13]. The degenerate band from the
ideal case split into eg and t2g bands, which are further split due to the Jahn Teller
effect. In the case of Mn4+, eg orbitals are unoccupied, preventing the Jahn Teller
split. (b) Illustration of the Jahn Teller distortion of a Mn6 octahedral- Modified
from [79]
Optical illumination can excite electrons in manganite material from one state to another.
In PCMO with x = 0.34, there are two predominant optical excitations possible [14]. One
is the so-called charge transfer (CT) transition, in which charge is moved from the oxygen
to the manganese ion. The other is the so-called Jahn Teller (JT) excitation, happening
on the Mn site. The transitions can be explained in the density of states (DOS) diagram
shown in Fig. 2.11, which was developed from a density functional theory MnO6 dimer
[13, 82]. The dimer is also called a Zener polaron. The JT transition is metastable in a
cooperative state with other dimers, which is responsible for polaronic excitations found
in PCMO with a lifetime on the order of 1 ns at low temperatures [83]. Another, weaker
excitation at energies below 1 eV is due to photon-assisted polaron hopping [15].
By tuning the Ca doping ratio x from 0 to 1, the nominal valency of the Mn ions can be
changed from +3 to +4. For in-between ratios, this results in a statistical distribution of
Mn3+ and Mn4+ ions at room temperature. The influence on Mn valency is, in fact, the
predominant influence of the Pr/Ca ions on the MnO6 octahedrals and on the electronic
and magnetic structure of PCMO as a whole. The Jahn Teller effect only happens in
MnO6 octahedra with Mn3+ ions. Furthermore, the doping ratio also controls at which
temperature phase transitions occur in PCMO. At low temperatures, PCMO transitions
from a paramagnetic insulated [84], unordered state at room temperature into a charge
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Figure 2.11: Density of states diagram of a PCMO (x = 0.35) dimer, modified from [13]. Charge
transfer (CT) and Jahn Teller (JT) transitions are indicated. The latter leads to a
metastable state, where an electron is trapped in the third eg state from the top for
a timespan of about 1 ns before relaxing to the lowest eg state.
ordered state. This is a first order phase transition, i.e. it happens in a broad temperature
range and domain-wise. The charge ordered phase enables cooperative effects between
the MnO6 octahedra which are responsible for the metastable eg state mentioned be-
fore. For even lower temperatures, the system enters into a phase with antiferromagnetic
(AFM) order. The phase transitions happen around characteristic temperature TCO and
the Neel temperature TN . These temperatures vary with doping, as can be seen in the
phase diagram in Fig. 2.12.
Using external excitations by electric or magnetic fields, PCMO may also enter into
states of particularly low resistance at low temperatures, which is possible due to strong
correlation effects of the polaronic charge carriers. The first example is the colossal
electro-resistance, setting in at the temperature region around TCO and under the ap-
plication of strong electric fields, but also depends on the electrical pre-history [85–87].
The low resistance regime is connected to the "melting" of the charge ordered phase due
to the strong electric field. The effect was also shown in p-n junctions [9, 12]. The sec-
ond effect is the colossal magneto-resistance at low temperatures and in strong magnetic
fields, which is common for many manganites [57, 88] and was shown at metal-PCMO
interfaces [89]. Thus, it can be concluded that the occurrence of Jahn Teller distortions,
including its interplay with octahedral tilt, as well as the formation of several electric
and magnetic states can be controlled in PCMO by changing the Ca doping level.
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Figure 2.12: Phase diagram of PCMO for varying Ca doping fraction x, taken from [10]. In the
different phases, electrical and magnetic behaviour changes dramatically, and long
range ordering is present in the charge/orbital ordered phase.
2.2.5 PCMO-STNO p-n junctions
P-doped PCMO layers grown on top of n-doped STNO substrate have been found to
form p-n junctions with clearly rectifying behaviour for high-quality epitaxially grown
films [11]. In Fig. 2.13 , exemplary I(U) characteristics from polychromatic illumination
are shown. The spectrally resolved absorptance of both materials at room temperature
is compared in Fig. 2.13. (a). Overall, the broadband absorptance of PCMO from near
infrared to near ultraviolet light is contrasted with semiconductor-like STNO absorp-
tance peaking at an interband transition at the bandgap energy Eg = 3.2 eV. The other
peaks are identified as follows [14]. The weak STNO peak at around 2.4 eV is usually
related to a transition to mid-gap states, which are regarded as originating from oxygen
vacancies. The absorptance increase below 2 eV is identified with intra-band quasiparti-
cle excitations, which relax almost immediately and can thus not be collected by the p-n
junction. In PCMO, two features dominate the absorptance spectrum, which have been
described before, both extending across several eV. The charge transfer transition sets in
around 2.5 eV, and the Jahn Teller transition is centered at 1.6 eV. For comparison, the
spectrum of near-CMO (x = 0.95) is also shown, where the absorptance due to the Jahn
Teller transition is absent as the Jahn Teller effect is not present there.
The one diode Shockley model (equation 2.37) has been applied to PCMO-STNO I(U)
characteristics, allowing to extract the short circuit current density Jsc, open circuit
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Figure 2.13: General features of PCMO-STNO p-n junctions. (a) I(U) characteristics of a non-
annealed sample for polychromatic illumination, taken from [12]. (b) Spectrally
resolved absorptance of STNO and PCMO, with CMO as comparison with absent
Jahn Teller effect, taken from [14]. The identified transitions are discussed in the
text.
voltage Voc, as well as parallel and serial resistance Rp and Rs. The temperature char-
acteristics of these materials provide measures of the overall junction quality, e.g. they
are sensitive to improved ordering in the charge ordered phase of post-growth annealed
PCMO. Furthermore, they allow extracting the energy barrier of thermally activated
transport and provide a fingerprint for the CER effect [12, 14].
The behaviour of thermally activated transport can for example be seen by the decreasing
short circuit current with decreasing temperature, and the increased charge separating
behaviour of the junction in the charge ordered phase is seen by the increasing open
circuit voltage (see Fig. 2.14(a)). Illuminating the junction with spectrally filtered light
further allows isolating the contribution of the two dominant PCMO transitions. By
plotting Voc(Jsc) for different temperatures (Fig. 2.14(b)), the different slopes in differ-
ent temperature ranges even reveal the characteristic behaviour in the different phases
as shown in the PCMO phase diagram (Fig. 2.12 ). It can be deduced that while at
room temperature, the dominant part of collected excess charge carriers is generated
directly at the PCMO-STNO interface, in the charge ordered phase the dominant part is
generated in the bulk and is thus subject to diffusion with a diffusion length larger than
the space charge region size. In the antiferromagnetic phase, the low polaron mobility is
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the dominant limitation of charge carrier collection.
Figure 2.14: Temperature behaviour of short circuit current density Jsc and open circuit volt-
age Voc in non-annealed PCMO-STNO p-n junctions. (a) Comparing temperature
trends of a sample under polychromatic illumination, taken from [12]. Isc(T ) is
clearly dominated by thermally activated hopping, while Voc(T ) shows the improv-
ing charge separation with decreasing temperature. (b) Plotting Voc(Isc) for different
temperatures using data from different spectral filters allows access to the different
PCMO phases, namely the antiferromagnetic phase (blue data), the charge ordered
phase (red data) and the non-ordered room temperature phase (black data). Taken
from [12].
2.3 Electron microscopy
In this work, high energy electron beams are provided by electron microscopes. Electron
microscopy has a long tradition since Ruska’s and Knoll’s first idea of electron lenses
in 1932 (reviewed in [90]) and has advanced significantly in the last 20-30 years due
to implementation of stable high tension sources and electronics, effective aberration
correctors and various analytic methods to be used within the microscopes. The physical
principles of the methods used in this work are explained in the following. A compendium,
especially for transmission electron microscopy, was written by Williams and Carter [91].
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2.3.1 Scanning electron microscopy
The electron beam in all microscopes used in this work use Schottky emitters as their elec-
tron source. Electrons emerging from a heated tungsten tip with tip size on the atomic
level are extracted by a low extraction voltage and accelerated by a strong electric field,
providing the acceleration voltage, in an evacuated column. The used acceleration volt-
ages range from just a few hundred eV in scanning electron microscopes for especially
sensitive samples to several hundred keV common for transmission electron microscopes.
Compared to more traditional electron sources such as LaB6 cathodes, the source size
is significantly smaller at Schottky emitters, providing a higher possible resolution, and
also the energetic spread of the electrons is on the order of below 1 eV.
Figure 2.15: Interactions of an impinging electron beam with a sample, taken from [91]. The
direct beam and the elastically and inelastically scattered electrons are only present
in TEMs, not in SEMs. Electron hole pairs can be examined by EBIC.
The accelerated electrons are focused in a system of electromagnetic lenses, called con-
densor system, before reaching the sample, forming a converging beam and providing
a probe size on the sample surface in the nanometer range. The sample chamber is
evacuated as well, in order to provide undisturbed passage of the electrons before hit-
ting the sample. In the beam’s interaction with the sample, secondary (SE) as well as
backscattered electrons (BSE) are emitted (see Fig. 2.15 for an illustration of all relevant
emissions). While the SE provide a mostly topological contrast, while BSE are sensitive
to chemical differences [92]. Both can be collected by an Everhart-Thornley detector,
which is essentially a combination of a scintillator and a photomultiplier. However, it
has to be taken into account that BSE usually have higher energy than SE and are con-
centrated on smaller reflection angles with respect to the impinging beam. Furthermore,
x-rays are produced as impinging electrons may also kick out electrons from the inner
shells of sample atoms, leading to transitions of electrons from outer shells under emission
of x-ray photons. These also provide chemical contrast and may be collected by special
x-ray detectors.
The beam is scanned in two dimensions in order to form an image using coils in the col-
umn containing the lens system, and the beam position extracted from the voltages on
the scanning coils synchronized to the signal on the chosen detector. In order to obtain
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the optimum image resolution, the sample has to be brought into the height where the
beam has its lowest diameter, which is called working distance. The most important
lens error affecting SEM images is usually astigmatism, resulting from asymmetries in
lens polepieces. It may be corrected independently in both image axis by two stigmator
lenses.
2.3.2 (Scanning) transmission electron microscopy
The main difference from transmission electron microscopes (TEM) to scanning electron
microscopes (SEM) is the position and size of the sample. Whereas in SEM the sample
is usually thick enough to absorb the electron beam completely, in the TEM the electron
beam is transmitted by the sample, which usually has a thickness on the order of 1µm
or less. In the sample, the beam is subject to elastic and inelastic scattering, resulting
in forward scattering and phase change of the incoming beam. Just as in SEM, it is also
possible to use detectors to record various emitted signal (e.g. energy dispersive x-ray -
EDX - for chemical analysis).
In conventional TEM, the condensor system is used to form a broad parallel beam. A
typical TEM ray diagram is illustrated in Fig. 2.16. It is possible to record a magnified
real image of the sample, or a diffraction pattern. Apertures may be used to filter out
samples regions (selected area diffraction - SAD) or diffraction spots (objective aper-
ture). The scattering potential provides access to the sample’s microstructure, and the
projection direction of the potential can be controlled by tilting the sample with respect
to the electron beam.
As an alternative, many TEMs may also be used in scanning mode, called STEM. Here
the electron beam is focused by the condensor system to a convergent beam with a di-
ameter of less than 1 nm. This beam only interacts in a small volume of the sample.
The focused beam is set to form a diffraction pattern on the screen or the CCD camera,
and the scattered electrons are collected by annular detectors (see Fig. 2.17). The beam
can be scanned by coils in the column to provide an image of a larger sample area. As
such, this mode is comparable to SEM, but uses different signals to form the image.
Detectors with different radii are used, which are mainly discriminated into bright field,
annular dark field, and high angle annular dark field detectors. The actual scattering an-
gles collected by them can be adjusted by the projection system, controlling the camera
length. The advantage of STEM compared to TEM is the immediate access to different
diffraction contrasts without using apertures, as well as the possibility to record various
detector signals in a spatially resolved way.
Aside from astigmatism, which may be corrected in the same way as in SEM, the dom-
inant lens error affecting image resolution in (S)TEM usually is spherical aberration.
This error arises from different scattering angle of electron passing electron lenses off the
optical axis, compared to on-axis electrons, leading to points being imaged as disks of
finite size. In the TEM case the objective lens, the strongest lens in the system, is pre-
dominantly responsible for aberration. It is possible to correct this error by inserting an
additional lens setup between the objective lens and the projector system, which is called
aberration corrector [93, 94]. This setup is rather complex, involving several entangled
magnetic fields with a complex geometry. The same setup can be used to correct the
spherical aberration of the condensor system, however in that case the corrector must
be placed in this lens system. Usually TEMs only have one kind of aberration corrector
installed.
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Figure 2.16: Simplified TEM ray diagram, taken from [91]. A broad electron beam impinges the
specimen. Depending on the setting of the intermediate lens, a diffraction pattern
(DP, image (A)) or real image (B) can be recorded. The projector lens magnifies
the DP or image. Using apertures, a part of the sample (selected area diffraction -
SAD) or single diffraction spots (objective aperture) can be isolated.
2.3.3 Electron energy loss spectroscopy
Electron energy loss spectroscopy (EELS) is a method to analyze the chemical con-
stituents of a sample as well as their bonding states. It is based on the discrimination of
single electrons from the beam in their energy after passing through the sample, which
is realized by a spectrometer. Spectra for each point in a STEM map may be collected,
which may be processed into energy-filtered profiles and images. The energy distribution
of the initial beam is ideally Gaussian shaped around the center energy defined by the
acceleration voltage, with the distribution width defining the EELS setup’s energy reso-
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Figure 2.17: Principle STEM setup, with focused electron beam impinging the sample and STEM
detectors for collecting scattered electrons from different angles, taken from [91]. In
most TEMs, only bright field (BF), annular dark field (DF) and high angle annular
dark field (HAADF) detectors are available.
lution. The mean initial electron energy is assigned as zero energy loss, while electrons
leaving the sample with less energy have a positive loss. A negative loss is also possible
for electrons with more than the mean energy.
Features in the energy loss spectrum additional to the zero loss peak (ZLP), as exem-
plified in Fig. 2.18 (a), can be split into four categories: (1) very low loss excitations
(also called valence band EELS - VEELS), including band-band excitations, phonon
losses, surface plasmons and relativistic losses (Cherenkov radiation) [95], (2) plasmonic
excitations, which are a series of Lorentzian shaped peaks resulting from collective exci-
tations of electrons in the conduction band (for a semiconductor) with a characteristic
frequency, the number of peaks depending on sample thickness; (3) elemental absorp-
tion edges, which are specific to certain transitions in the core shell of atoms, similar to
EDX lines; and (4) electron loss near-edge fine structure (ELNES), the fine structure in
elemental edges which can be connected to the chemical state of the respective atom,
i.e. its bonding state in the sample structure. The spectrum is generally divided into a
very low loss (< 5 eV), a low loss (about 5-50 eV) and a core loss region (> 50 eV). The
very low loss region is usually dominated by the tail of the zero loss peak, unless a beam
monochromator is used to improve the energy resolution to better than 1 eV. In this case,
the aforementioned processes come into play. In the low loss region, the plasmon peaks
are dominant, with few elemental edges present, while the core loss region is dominated
by core loss features superimposed with a background defined by the plasmon peaks.
Comparing the integrated energy loss intensity for the zero loss peak I0 and the rest of
the spectrum It, the sample thickness t in units of the electron inelastic mean free path
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MFP can be extracted:
t
MFP
= ln
(
It
I0
)
(2.70)
Because of the mathematical form of Eq. 2.70, this is called the log-ratio method.
Two different EELS setups are common, the in-column and the bottom-mounted setup.
The latter is the relevant setup here, where, in principle, after passing through a variable
entrance aperture to cut off elastically scattered electrons, the beam is energy-split in a
prism optics, realigned in a projector lens system and collected on an additional CCD
camera. See Fig. 2.18 for an illustration. A compendium about the EELS method was
written by Egerton [96], also touching on many aspects of EFTEM, which is described
in the following.
Figure 2.18: (a) EELS spectrum example from YBa2Cu3O7 in logarithmic scale with the different
typical regions and features marked. Modified from [96]. (b) Spectrometer optics
ray diagram for a Gatan GIF Quantum 965. Modified from [97].
2.3.4 Energy filtered transmission electron microscopy
Using the EELS spectrometer optics with a conventional (broad) TEM beam, another
method of obtaining energy filtered images may be used, called energy filtered TEM
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(EFTEM). A slit in the setup can be used to filter arbitrary parts of the energy spectro-
gram. The optics may be aligned to form an image instead of a spectrogram on the CCD
camera, which is just composed of the filtered electrons. Various information may be
highlighted in the filtered images, for example the sample thickness may be extracted in
a similar way to the log-ratio method. For this two-window method, an unfiltered image
and an image filtered for energies around the zero loss peak are compared according to
Eq. 2.70. While being a faster method than EELS mapping to obtain energy filtered
images when starting from conventional TEM imaging, EELS mapping is generally more
flexible in the energy-dependent processing (e.g. background subtraction) and allows for
higher energy resolution.
2.3.5 Off-axis electron holography
In principle, electron holography is used to gain access to the phase of the object wave
forming a (conventional) TEM image, which is lost in the recording process as explained
before. While many different methods are available, in this work the off-axis holography
method is used [98]. It uses a Möllenstedt biprism, which is implemented as a gold-
covered wire under variable bias voltage inserted near the objective lens back focal plane
[99, 100]. This setup enables a coherent superposition of an unperturbed reference wave
with the sample-dependent object wave. The interference pattern, which is the actual
hologram, contains both amplitude and phase of the object wave [101]. They can be
separated by Fourier analysis by isolating the center band and one of the side bands with
numerical apertures. The method has been successfully applied to measure the built-in
electric field of p-n junctions [102, 103] as well as displacement fields in atomic resolution
[104] and also profits from numerical correction of residual lens errors [105].
Figure 2.19: Principle of off-axis electron holography, taken from [104]. On the left side, the
interference of an electron beam passing the sample object (object wave) with the
unperturbed initial beam (empty wave) due to the biprism is sketched, leadings
to the hologram formation. The right hand sides shows, from bottom to top, the
extraction of the object wave amplitude and phase from the hologram via Fourier
transform filtering. The example shows images of an MgO crystal.
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2.4 Simulation
Simulations are used in this work as a means of deepening the understanding of experi-
mental results. Two softwares are used, CASINO (monte CArlo SImulation of electroN
trajectory in sOlids) and COMSOL Multiphysics, which feature Monte Carlo and finite
element algorithms, respectively. They are described briefly in the following. The exact
simulation conditions are described together with the simulation results, starting in Ch.
4.
2.4.1 Monte Carlo simulation in CASINO
The program CASINO is used to simulate the electron beam generation volume in sam-
ples of arbitrary chemical composition. It is based on code by Hovington et al. [106]
and was extended in its version 2 [107] by a graphical user interface with the ability
to combine several sample layers and to calculate the three-dimensional distribution of
dissipated energy in the sample within an automatically chosen volume. However, this
version is limited to acceleration energies below 30 keV. Version 3 is optimized to also
use energies of several hundred keV, includes an option to define the simulated volume
within a sample of given size, and options for many different two or three-dimensional
sample shapes as well as presets for special applications [108].
The operating principle is explained in the following. First, the sample may be defined.
For each layer, an average mass density is used, which is calculated from the given chemi-
cal composition. The initial electron energy, the beam size, its impingement point on the
sample and its rotation angle to the sample surface normal can also be chosen. The finite
beam size is implemented as a two-dimensional Gaussian distribution around the given
impingement point with the given size as 99.9% of all impinging electrons. The principle
simulation process is repeated for a given number of electrons in order to provide a statis-
tical distribution of dissipated energy. The energy loss is calculated with a Monte Carlo
algorithm via a series of elastic scattering events in the sample. The collision angle of an
event, changing the electron path, is calculated from a set of given partial elastic Mott
cross-sections and a random number [109]. The distance between two scattering events
is calculated from another random number with a logarithmic probability distribution,
giving the fraction of the elastic mean free path of the given material travelled between
the events [109]. The elastic mean free path is calculated taking into account the density
distribution of an amorphous material with the given chemical composition and the single
elements’ total elastic scattering cross sections. Instead of inelastic scattering events, a
continuous energy loss between the elastic scattering events is assumed, with the energy
change along the electron path being calculated from a modified Bethe’s stopping power
equation given by Joy and Luo [110, 111]. The process is terminated if the simulated
electron reaches an energy below 50 eV or leaves the sample at the defined surfaces. The
dissipated energy along its path is registered in a three-dimensional discrete mesh in the
sample defined by the user.
2.4.2 Finite element simulation
Finite element simulations of EBIC measurements are performed in the program COM-
SOL Multiphysics. The basic mathematical principle is that partial differential equations,
such as the Poisson equation and the charge carrier equations defined in equations 2.6,
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Figure 2.20: CASINO v2 Monte Carlo simulation of 15 kV electron paths in a PCMO-STNO
sample, with the excitation happening at the layer interface. 2 · 105 electrons were
simulated. Backscattered electrons, which leave the sample at the beam entry sur-
face, are highlighted in red. The asymmetry of the left and the right hand side is
due to the two materials’ different mass density.
2.2 and 2.3, are defined within a certain one, two, or three dimensional sample volume
with given Dirichlet or Neumann boundary conditions [112]. To solve this problem nu-
merically, it is convenient to reformulate this problem into a discrete set of equations,
which can also be written as a matrix eigenvalue problem. The approximate numerical
solution is best if the matrix is as sparse as possible. To obtain this, the base functions
of the eigenvectors have to be defined in sub-volumes of the sample volume which are
as small as possible. These sample volumes form the mesh. In two dimensions, it is
composed of triangles and in one dimension, of line segments. Each sample volume is
assigned a coordinate. If just these coordinates are considered instead of the continuous
sample volume, the problem reduces to a linear set of equations. This problem can be
solved directly, e.g. with Gauss elimination, or iteratively, e.g. with the Gauss-Seidel
method. In the end, the solution for each coordinate is linearly interpolated over the
whole subvolume, taking into account the nearest neighbor coordinates. In practice, the
mesh size has to be chosen small enough that the solution is as exact as desired, but
large enough to ensure reasonable computation time.
Figure 2.21: Example of a COMSOL mesh, with triangle elements. An adaptive mesh refinement
leads to finer meshing at the interface in the center. Coordinates are in nanometers.
Chapter 3
Experimental setup and methods
In this chapter the sample preparation, experimental setup and the used experimen-
tal methods are described. Furthermore, the processing of the experimental data are
detailed.
3.1 Sample preparation
The preparation of the samples used for EBIC and holography experiments in this work
are briefly described in the following.
3.1.1 PCMO-STNO samples
The PCMO-STNO samples were grown by Benedikt Ifland using reactive ion beam sput-
tering of PCMO on a commercial STNO substrate. The single crystalline substrates are
composed of SrTiO3 with 0.1wt% Nb doping, equating to a doping level of y = 0.002
in SrTi1−yNbyO3. The PCMO sputter target was backed out of a mixture of Pr6O11,
CaCO3 and Mn2O3 powder, which were combined in specific ratios to receive the desired
target composition, which is Pr1−xCaxMnO3 with x = 0.34 in this work. The carbon
vanishes from the powder during the baking process.
The sputtering method uses a Kaufmann source and Xe as the sputter gas, which is
inserted into the source at a pressure of 1 · 10−4mbar [77]. A 20mA current of Xe ions,
which have been accelerated with 1 kV and neutralized after acceleration, hits the sputter
target, knocking out atoms from the target which are accelerated towards the substrate
afterwards. The target angle to the substrate is aligned to allow stoichiometric deposi-
tion. The substrate is heated to 750 ◦C during the sputtering process in order to ensure
the deposited atoms can move enough to allow homogeneous layer growth. Still, island
growth is prevalent during the layer growth [113]. The sputtering process is conducted
in an oxygen atmosphere with oxygen partial pressure of 1.4 ·10−4mbar in order to com-
pensate for oxygen deficiency in the layer.
After the growth, the quality of the PCMO layer was checked by x-ray diffractometry,
confirming a single-crystalline layer grown epitaxially on the substrate. PCMO grows in
[010] in-plane and [001] out-of-plane direction on an STNO substrate oriented in [001]
in-plane and [001] out of plane direction. Due to considerable stress in the grown PCMO
layer, MnOz precipitates tend to form on the layer surface [113].
The metallic contact layers are grown in the same sputtering device onto the sample
surface in vacuum and heating the substrate to 200 ◦C. Au is used as PCMO (front side)
contact while Ti, followed by a protective Au layer is used as STNO (back side) contact.
Both form Ohmic contacts to the respective materials.
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Two forms of sample geometries are used in this work, the structured and the unstruc-
tured geometry. In the unstructured geometry, both the PCMO and the front side contact
Au layer are grown over the whole substrate area (see Fig. (a)). The layer thicknesses
are tPCMO = 370nm and tAu ≈ 800 nm in this case. In the structured geometry, shadow
masks are used to shield a part from the substrate from layer growth. PCMO is grown
only in the center of the STNO substrate, and two contact layers of lateral size 1 · 4mm2
are deposited on PCMO and STNO, respectively, so that front side and back side con-
tacts are both located on the sample surface (see Fig. (b)). The layer thicknesses in
this case are tPCMO = 100nm, tAu ≈ 300 nm and tTi ≈ 50 nm. The back side contact
of the unstructured sample is later deposited on a slice of the sample used for lamella
preparation, see Sec. 3.8.3.
Figure 3.1: Sketch of the PCMO-STNO samples. (a) with unstructured PCMO layer and front
side contact, (b) with structured PCMO layer, front and back side contacts
3.1.2 Si sample
The sample with the Si-based p-n junction was prepared by Hendrik Spende using thermal
vapor deposition [114]. A multicrystalline n-doped (ND = 1016 cm−3) Si sample with
thickness 150µm is used. First, the sample surface is cleaned by several organic solutions
and a solution of 4% HF in deionized water. Directly after the HF treatment, the sample
is put into an evacuated evaporation chamber. Al wire positioned in a W coil is heated
and thus evaporated onto the Si sample in an atmosphere with pressure 10−5mbar. A
total Al layer thickness of about 1µm is deposited. Afterwards, the sample is heated
in Ar atmosphere, using a temperature curve with maximum temperature 592 ◦C. This
is done in order to form a liquid layer between the Al layer and n-doped Si substrate.
During cooling back to room temperature, the liquid layer recrystallizes and forms a p+
Al-doped Si layer (doping 1018 cm−3) with a thickness of about 200 nm between the Al
layer and the Si substrate. Additionally, the Al layer acts as the front side contact of
the p-n junction. Finally, the back side contact is rubbed onto the back side of the Si
substrate, using a Al bar coated by liquid Ga, which forms a metallic GaAl layer at room
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temperature. Both contact layers act as Ohmic contacts on the respective layers.
Figure 3.2: Si sample with deposited Al layer after heating. The p-Si layer is formed from Au
diffusion into the Si during heating. Al forms the front side contact, while the rubbed
GaAl layer is used as back side contact.
3.2 Focused Ion Beam
A Focused ion beam (FIB) device was used to prepare cross-section lamellas in the sam-
ples, with the option to move the lamella out of the original sample and further thin it
afterwards for use on TEM sample holders. The used device in this work is a FEI Nova
NanoLAB 600. It is a dual beam device, i.e. a combined scanning electron and scanning
ion microscope. The electron and the ion beam source and lens systems are tilted by 52
degrees. The sample stage can be translated in three directions, rotated by 360 degrees
and also tilted from -10 to +60 degrees. A field emission electron gun and a liquid gallium
Figure 3.3: Sketch of the sample chamber in a Focused ion beam (FIB) device. The sample on
the stage can be moved in all directions, rotated and tilted in a fixed direction. The
electron and the ion beam have a fixed angle of 52 degrees. Micromanipulator and
gas injection needle can be inserted as needed.
source are used as electron and ion sources, respectively. Like electrons, ionized Gallium
atoms from the source are focused by electromagnetic lenses. While the electrons can
be focused to obtain a spatial resolution of 1-2 nm, depending on the used acceleration
voltage and detector, ions can only achieve a resolution of 7 nm [115]. On the other hand,
the number of secondary electrons generated by a Ga ion is significantly larger than that
of an electron, providing a better contrast. While the electrons are primarily meant for
damage free sample investigation, the ions transfer a significantly higher energy to the
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sample, resulting in atom kick out. Continuous ion bombardment is usually used to dig
into the sample, or clean surfaces with grazing ion beam incidence, with the focused and
translatable beam providing the opportunity to dig trenches of arbitrary shape into the
sample or even cut off thin portions. Electrons as well as ions can be accelerated with
voltages up to 30kV in the device. The usable acceleration voltages range from 0.5 to
30 kV and from 5 to 30 kV for electrons and ions, respectively.
Furthermore, metallic and insulating layers can be deposited in-situ in the device. The
basis for this is the insertable and translatable injection tube, called needle, of a gas
injection system, from which a gas is flowing onto the sample surface. The electron or
ion beam interacts with the gas, cracking gas molecules. The gas is designed in a way
that cracked gas molecules will deposit onto the sample areas which are scanned by the
electron beam during the cracking process. In that way, layers can be deposited on the
sample, for example to protect sensible areas from ion bombardement. In this work, a
Pt-C gas mixture was used to deposite layers containing mainly carbon with about 10%
of platinum, making them nicely conductive.
The set of tools is complemented by an insertable micromanipulator tip, called Om-
niprobe, which is about 1µm in diameter at the apex. Like the gas injection needle, it
can be translated in order to reach the desired location on the sample. After carefully
driving the Omniprobe into mechanical contact to the sample, a mechanical and elec-
trical connection can be formed by depositing a small Pt-C patch. A common practice
to transfer thin lamellas from the sample to a sample holder, for example for use in a
TEM, is to first dig out the lamella with the ion beam, then attach the Omniprobe to
the lamella, afterwards cut the connection of the lamella to the sample with the ion
beam, then move the Omniprobe to move the lamella away from the sample, drive it
to the sample holder and attach it there by Pt-C layer depostion, and finally cut the
Omniprobe from the lamella by ion beam to release it.
Common issues during the lamella preparation are charging and ion implantation. Charg-
ing is directly visible in the secondary electron images by distortions, altering the image
and therefore obscuring the image of reality for the user. Charging occurs on insulat-
ing samples, or sample surface layers, and is often enhanced by driving the Omniprobe
or the gas injection needle close to the sample surface. It can be prevented by provid-
ing additional conducting channels to the sample ground, for example by silver paint
treatment or copper stripes attached to the sample surface. Another method is to drive
the Omniprobe in electrical contact to the sample, which usually leads to the charging
distortions to disappear. An even more serious issue is ion implantation. Fast Ga ions
are implanted into the sample during the ion beam cutting and digging process. This
effect is strongly increasing with the Ga ion acceleration energy. Aside from changing
the chemical composition, Ga ion implantation often leads highly resistive layers to de-
crease their resistance, even to the point that layers considered insulating become clearly
conductive, which can lead to unwanted short circuits.
If lamella surfaces are treated with the ion beam, they might be considerably affected
by ion implanation. An iterative surface cleaning procedure, with decreasing ion beam
energy or current with every step, can largely remove the affected layers, however it is
still advisable to use additional low energy ion beam mills after the FIB treatment in
order to ensure optimally clean and short circuit free lamella surfaces.
A detailed description of the cross-section lamella preparation procedure is given in sec-
tion 3.8.
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3.3 NanoSEM with cooling stage
In addition to the NanoLab dual beam instrument, an environmental SEM, type FEI
NanoSEM 650, was used for SEM-based EBIC measurements. It is comparable to the
SEM part of the NanoLab, however it is slightly optimized for use in the low voltage,
low current regime. Furthermore, it enables a more versatile use of microscope add-ons.
In this work, a Gatan model C1002 cooling stage is used for EBIC contacting and in-
situ cooling, which can be mounted to the SEM vacuum chamber wall. It is composed
of a brass connector stage for installation between the sample holder and the stage,
holding two heating contacts, a temperature sensor as well as vacuum-stable plastic
tubes connected to a cooling circuit as described in Fig. 3.4. Liquid nitrogen is used in
the cooling circuit to cool the sample, while an electric current is used to heat up the
sample against the nitrogen cooling in order to establish an arbitrary stable temperature
between 90 and 470K [116], which is regulated by a Gatan SmartSet Model 904 Cold
Stage Controller. After the set temperature is reached, which can take about 20-30
minutes, it stays stable within a range of about 1K as long as the nitrogen flow stays
constant. The measurement error at the temperature sensor is about 0.5K [116]. The
cooling circuit is essentially composed of a liquid nitrogen tank and a dewar vessel. At
the exit of the tank, the outflow rate can be controlled by a rough and a fine valve. The
dewar vessel contains a cryogenic spiral tube connected to the tank and to the tubes in the
sample holder. The spiral is housed in a liquid nitrogen bath, enabling the rapid cooling
process of the sample holder. After passing through the sample holder, the nitrogen exits
the cooling circuit through an exit hole in the tube outside the microscope. The flow
rate can conveniently adjusted small enough that about 1 kg of liquid nitrogen per hour
is used while running a cooling experiment.
Figure 3.4: Sketch of the cooling setup for the NanoSEM microscope, modeled after [117].
Gaseous nitrogen, which is cooled in the dewar, flows through the cooling stage,
cooling the sample to about 90K. The temperature is regulated via two heating con-
tacts in the stage, which are controlled automatically. The nitrogen flow rate can be
adjusted by a valve.
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3.4 SEM EBIC setup
To measure EBIC, standard EBIC equipment provided by Gatan is used, with an addi-
tional measurement board to enable quantitative current measurement. It is compatible
to the NanoLab as well as the NanoSEM microscope.
The standard sample holder is sketched in Fig. 3.5. The sample is fixed with silver
paint on its backside to the sample holder. If no insulating layer is present between front
and back contacts, the backside connection of the sample is provided by this silver paint
contact. Otherwise, the backside contact is established on the sample top from an area
separate to the front side contact. This is the case for the PCMO-STNO EBIC samples
for SEM used in this work. Sample top contacts are established by 40µm thick gold
wires, also using small silver paint contacts which are painted by a fine paintbrush with
two bristles. The wires are connected with silver paint to larger isolated copper wires.
These copper wires are mounted into gold tube plugs in an insulating ceramics piece at
the edge of the sample holder, which are separated from each other. Up to four plugs
can be used for this holder design, however only two are used in this work, as two-probe
current measurements are performed. A rod can be screwed into the side of the sample
holder in order to transfer it to the microscope with the sample already attached easily.
Figure 3.5: Sketch of the sample holder for EBIC in SEM. The sample, illustrated with the
four contacts like in the structured PCMO-STNO sample, is fixed on the conductive
holder, while the front side and back side contacts on the sample surface are connected
to individual Au rods used for signal collection. The rods are isolated from each other
and the main holder.
As an optional part of a sample holder, a 45 degree copper wedge can be screwed into the
holder, where the sample can be mounted instead of directly on the holder, which leads
to the sample being 45 degrees tilted from the holder axis (see Fig. 3.6). This wedge
provides the advantage that the restricted tilt of the microscope sample stage (up to 60
degrees) can be compensated, so that the p-n junction in the sample can be positioned
almost 90 degrees tilted to the electron beam axis. If a cross section lamella is prepared
inside the sample, the full 90 degrees rotation cannot be used, as the lamella would be
shadowed by the sample bulk. As a compromise, a tilt of 85 degrees is used in this case.
Another EBIC sample holder was used for the Si sample investigations. The Si sample
was fixed with silver paint onto a standard Al sample holder for SEM investigations,
which was then screwed into the EBIC holder. This custom EBIC holder uses a metal
spring to contact the front side, while the back side contact is ensured by the silver paint
connection to the conductive Al sample holder. The disadvantage of this holder is that
it does not allow to use a wedge to pre-tilt the sample, which is why the Si EBIC exper-
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iments were conducted under a tilt angle of only 52 degrees.
The sample is connected to the microscope stage via an insulated connector stage, which
varies slightly for both microscope types: While in the NanoLAB the connector stage
is fixed to the microscope and can be screwed into the stage for EBIC experiments as
needed, in the NanoSEM the connector stage is part of the cooling setup and has to be
mounted into the side vacuum chamber entry for each EBIC measurement. The plugs of
the sample holder are connected to BNC connectors at the microscope vacuum chamber
wall. The two point EBIC geometry is configured in a way that the two wires are con-
nected to the core and shield of a single BNC connector, respectively.
Figure 3.6: Sketch of the sample geometry in EBIC measurements of PCMO-STNO samples.
(a) top view measurement, (b) cross section transmission (STEBIC) measurement,
where the sample includes a processed lamella, protected by a FIB-deposited Pt-C
layer, and is tilted by 85 degrees to the top view position. The copper wedge is
necessary for a near cross section measurement as the SEM stage can only be tilted
by 52 degrees.
Single-shielded BNC cables are used to connect the devices of the EBIC setup, which are
identical for both microscopes. The setup of the devices is shown in Fig. 3.8. The devices
contained in the setup, aside from the microscope itself, are the current preamplifier, the
buffer voltage amplifier and the measurement board. The primary device is the pream-
plifier, which is connected to the specimen current output. As preamplifier, a Stanford
Research SR570 model is used, which is powered by an internal rechargeable battery
during measurements. It amplifies the specimen current by a given factor, and provides
a voltage output, therefore also acting as a current-voltage converter. The amplification
factor can be chosen in a range from 1mA/V to 1 pA/V. The amplifier output is fed
through the buffer amplifier and in the end connected to the microscope at its external
detector port. This allows direct synchronization of all detector signals during recording,
for example a secondary electron image can be synchronized with an EBIC image. Using
the buffer amplifier, brightness and contrast of the EBIC image can be adjusted in order
to fill the image contrast limits as needed.
An alternative signal path from the amplifier output is realized by a T-piece BNC con-
nector in order to allow quantitative EBIC measurement beside the qualitative EBIC
image recording. From the amplifier output BNC, the core and the shield signal are fed
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Figure 3.7: Example STEBIC measurement on a cross section PCMO-STNO lamella with a
wedge shape, i.e. decreasing thickness from left to right. (a) SEM image. The
grey unfocussed region is from the sample region at the edge of the trenches where
the lamella was dug. (b) Corresponding EBIC image. The green line indicates the
direction of STEBIC profiles which are discussed extensively in this work.
directly into a Meilhaus RedLab PMD-1008 measurement board, where they are digi-
talized with 8 bit and measured differentially. Furthermore, the output of the electron
beam scanning coils are split off and also fed into the measurement board differentially.
EBIC and beam position signal are continuously recorded by the measurement board
during the image recording. With the three used measurement channels, the RedLab
board is able to measure each signal with a frequency up to 300Hz. The signals can used
to calibrate the EBIC image after the measurement, see section 3.9.1.
3.4.1 EBIC preamplifier limitations
In the EBIC setup used for SEM-based measurements, the Stanford Research System
SR570 low noise current preamplifier is the most important component, as it makes the
small currents in the nA or even pA range collected from the sample measureable by
converting them to voltages with a considerable gain, so that they can be collected by
common multimeters and the external detector ports of the microscopes. The amplifier
is especially designed to collect these signals with the lowest noise possible, and provides
a suitable frequency response for relatively slow SEM measurements. However, for quan-
titative EBIC measurements, in the sense that the absolute size of the collected current
becomes important, some limitations of the amplifier have to be taken into account.
The amplifier provides a larger number of calibrated gain settings, called sensitivity. Each
one provides a given gain, given in nA/V, with an error of 0.5% of the output signal [118].
This is necessary for flexible use, as the amplifier may only output a voltage within in
the range from -5 to +5V. Additionally, the gain may be changed to an uncalibrated
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Figure 3.8: Sketch of the setup used for EBIC measurements in the SEM NanoLab 600 and
NanoSEM 650. All double connections are provided by single-shielded BNC cables.
The sample current is converted to a voltage by the preamplifier. The output of the
current preamplifier is split at the T piece in order to simultaneously record an EBIC
image via the SEM external detector input and measure the signal quantitatively
via the measurement board. Signal indicating the x and y beam position is also fed
to the measurement board. While the microscope and the preamplifier chassis are
grounded, the sample and the preamplifier circuit are kept at floating potential.
setting providing the user with the opportunity to choose an arbitrary gain, which has
to be calibrated by some external means. However, in general each calibrated sensitivity
setting uses resistors with a different DC input impedance (which will be called input
resistance Ri in the following) and is only able to clearly process input signal with a given
3 dB bandwidth. The manual of the amplifier specifies these two properties for each sen-
sitivity order of magnitude, i.e. from 10−3 to 10−12A/V. Unfortunately, it is not clearly
described in the manual which settings the in-between sensitivity use. For each order of
magnitude, three sensitivity settings are available. For example in the order of magnitude
10−7A/V, the sensitivities 100, 200 and 500 nA/V are available. Still, when switching
through the sensitivity settings, a distinct click sound may be heard between the 1 ·10−n
and the 2 · 10−n nA/V, for most n. This is interpreted is a switching in relays within
the amplifier, which might for example change the used input resistor. Consequently,
it is proposed that the sensitivity settings can be assigned to the sensitivity orders of
magnitude as done in Table 3.1. This assignment is further supported by experimental
results, as discussed in the following.
Fig. 3.9 shows results from EBIC measurements in the cross section as well as the top
view geometry. Both measurement sets were carried out in the FIB using a 5 kV electron
beam. In the cross section measurement set (Fig. 3.9(a)), different electron beam dwell
times were used, with a constant amplifier sensitivity setting. It can be concluded that
for increasing dwell time, the EBIC profile gets more narrow, the maximum rises and the
left and right end of the lines are more clearly approaching the same signal level, reduc-
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Sens order Sens settings Bandwidth Ri,amp
10−3A/V 1mA/V, 500µA/V, 200µA/V 1.0MHz 1Ω
10−4A/V 100µA/V, 50µA/V, 20µA/V 500 kHz 1Ω
10−5A/V 10µA/V, 5µA/V, 2µA/V 200 kHz 100Ω
10−6A/V 1µA/V, 500 nA/V, 200 nA/V 20 kHz 100Ω
10−7A/V 100 nA/V, 50 nA/V, 20 nA/V 2 kHz 10 kΩ
10−8A/V 10 nA/V, 5 nA/V, 2 nA/V 200Hz 10 kΩ
10−9A/V 1nA/V, 500 pA/V, 200 pA/V 15Hz 1MΩ
10−10A/V 100 pA/V, 50 pA/V, 20 pA/V 10Hz 1MΩ
10−11A/V 10 pA/V, 5 pA/V, 2 pA/V 10Hz 1MΩ
10−12A/V 1pA/V 10Hz 1MΩ
Table 3.1: Sensitivity orders of magnitude of the SR570 preamplifier, with the proposed assign-
ment of individual sensitivity settings and the properties described in the manual.
The bandwidth, defined for 3 dB, is generally broader when using "High Bandwidth"
instead of "Low Noise" mode, at the cost of higher noise. Ri,amp is the amplifier DC
input impedance.
ing leakage effects. For the dwell times 300 and 500µs, there is no considerable change,
hinting at a saturation starting at 300µs. The same behaviour has been found for many
different measurements, acceleration voltages and beam currents, within this sensitivity
order of magnitude (settings 100, 50 and 20 nA/V) and sensitivity setting (Low Noise).
Extending the measurements to whole images instead of profiles, a blur in the scanning
direction determined by the dwell time is found. The probable reason for this behaviour
is the limited bandwidth of the amplifier at these settings. According to Table 3.1, the
bandwidth at these settings is 2 kHz, corresponding to a minimum sampling time of the
processed signal of 12 kHz = 500µs. As the 3 dB bandwidth is relatively broad, i.e. the
actual minimum sampling time below which considerable signal changes become visible
might be even slightly smaller, it is reasonable to conclude that the dwell time determines
the signal sampling time and thus must be chosen to be larger or equal to the minimum
sampling time allowed by the amplifier settings. It seems that a dwell time about a factor
of 2 smaller than the indicated minimum sampling time is still reasonable for this kind
of measurement, however it might not be if a higher precision is required, such as for
smaller signal dynamics.
This conclusion becomes even more evident when choosing a higher sensitivity setting,
as was done for the top view EBIC measurements in Fig. 3.9(b). Both shown images use
the same high dwell time of 500µs. They were performed on the same MnOz precipitate
on top of a PCMO layer. It is evident that at the higher sensitivity of 100 pA/V, the
image considerably blurs in the scanning direction determined by the dwell time (hori-
zontal in the shown images). This can be explained by the strongly reduced bandwidth
of this sensitivity setting, which is just 10Hz, corresponding to a minimum sampling
time of 100ms. As the dwell time is much shorter than this time, the input signal of the
amplifier cannot be processed properly.
Fig. 3.10 further elaborates on the influence of different sensitivity settings. Fig. 3.10(a)
shows cross section and Fig. 3.10(b) shows top view EBIC measurements on PCMO-
STNO p-n junctions. In the shown measurements, suitably high dwell times (500µs for
the cross section and 300µs for the top view measurements) were chosen in order to
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Figure 3.9: EBIC measurements, illustrating the effect of limited current amplifier bandwidth,
or minimum sampling time. (a) 5 kV cross section EBIC profiles for different electron
beam dwell times, measured in cross section to the p-n junction. The used amplifier
sensitivity 100 nA/V has minimum sampling time of 500µs. If the dwell time is
considerably lower than the minimum sampling time, the EBIC signal drops and
broadens, i.e. EBIC images blur. (b) EBIC images of a MnOz precipitate on top
of a PCMO layer. The precipitate appears dark as it is not electrically active. Two
different amplifier sensitivities have been used. While 200 nA/V has a minimum
sampling time 50µs, 100 pA/V has 100ms. Thus the used dwell time of 500µs is
much too low for the latter setting, leading to pronounced blur of the EBIC contrast.
exclude effects of the limited amplifier bandwidth. For both measurement sets, the sensi-
tivity was varied between three sensitivity orders of magnitude (2000 nA/V vs 1000 and
500 nA/V vs 100,50 and 20 nA/V). Note that the measurements in the µA/V range ex-
hibit strong steps. These can be attributed to the low output signal (about 0.02-0.05V),
which approach the limit of the 8 bit analog-to-digital converter of the external detector
input of the microscopes, resulting in clipping errors. The shape of each profile in a
measurement set is very similar, however the height of the signal maximum is consid-
erably reduced when changing from the low sensitivity settings of 2000 to 500 nA/V to
the high settings of 100 to 20 nA/V. The measurements done for high sensitivity may be
aligned to the measurements for low sensitivity (dashed lines) by multiplying them by a
correction factor, which is approximately 4 (4.1 for 5 kV and 3.9 for 15 kV measurements)
for the cross section and 7.9 for the 5 kV top view measurements. As can be extracted
from Table 3.1, the amplifier input resistance changes from 100Ω for the low to 10 kΩ
for the high sensitivity settings, and is constant within the low and high setting ranges.
In conclusion, the limits of the preamplifier have to be taken into account in EBIC ex-
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Figure 3.10: Variation of the current amplifier sensitivity for (a) cross-section 5 kV and 15 kV and
(b) top view 5 kV EBIC profiles. The used electron beam dwell time was high enough
to exclude effects of limited bandwidth. For the high sensitivities 100-20 nA/V, the
signal is much lower than for the low sensitivities 2000-500 nA/V. Still, the high
sensitivity profiles can be aligned to the low sensitivity profiles by multiplying them
with a correction factor of approximately 4 in (a) and 8 in (b). The disadvantage
of low sensitivity shows up in the pronounced artificial steps in the profiles for
2µA/V, which are assumed to arise due to clipping effects from the microscope
detector analog-to-digital converter. The notable signal peak in (b) at the edge of
the PCMO layer is due to gradually reducing PCMO layer thickness, allowing a
larger fraction of electron-hole pairs to be excited directly at the p-n interface.
periments. For each used sensitivity setting, the dwell time has to be chosen according to
this setting’s bandwidth limits. To avoid this problem, it may be useful to switch the am-
plifier from "Low Noise" to "High Bandwidth" mode, thereby enhancing the bandwidth,
but also the measurement noise. Additionally, for high sensitivity settings a correction
factor may be applied to EBIC measurements in order to obtain the real quantitative
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currents. Modeling this correction factor is be discussed in Sec. 8.4.
3.5 Titan TEM
An FEI Titan 80-300 ETEM was used for the TEM-based EBIC experiments. It uses
an XFEG field emission gun with high brightness and a standard energy spread of about
1 eV. The energy spread may be even further reduced to about 0.2 eV by using the built
in source monochromator, which is especially important to record ELNES structure. The
TEM also uses a three lens condensor system, enabling the formation of a particularly
parallel beam even in STEM mode. Furthermore, the TEM is equipped with a CEOS
image aberration correction system, which may provide a spatial resolution of 80 pm in
HRTEM mode. Even though not using a probe aberration corrector to directly enhance
STEM spatial resolution, the achievable probe size in STEM mode is 0.14 nm. The mi-
croscope uses a bottom-mounted Gatan Image Filter (GIF) ER/965P for post-specimen
beam analysis. This enables the recording of EELS spectra which may be accessed by
FEI as well as Gatan software. The microscope is also equipped with a Lorentz lens, en-
abling the possibility of field free low magnification imaging, and an Oxford Instruments
EDX detector. As a pretty unique feature, it also contains a flexible gas supply which
may be used to flood the sample area with a gas with pressure up to 20mbar.
3.6 TEM EBIC setup
The principle component in the EBIC setup for TEM is the sample holder. In this work,
a DENSsolutions D7+ Lightning system is used, which is designed for simultaneous
Joule heating and biasing via 6 electrical contacts. The sample carrier is a MEMS chip
equipped with 6 contacts strips where the sample is transferred during FIB preparation.
The MEMS chip is a Si piece with a silicon nitride layer, which is thinned to a membrane
in the center, and to holes between individual contacts, so that the sample lamella can
be mounted above a hole and acts as the connection between two or four contacts (two
on each side). The chips are available in different geometries so that they can support
2-point sample resistance and 4-point temperature measurement, or vice versa, or just
one of each.
Once inserted into the sample holder, the output from the chip contacts may be mea-
sured for each contact individually as the holder is connected to an interconnect box
(IC box 1 in Fig. 3.12) supplied by the manufacturer. As the DENS setup is designed
for biasing, applying currents for Joule heating and resistance measurement only, in this
work a custom measurement setup was connected to the sample holder IC box. The
setup includes a Keithley 6517A electrometer used for measuring the EBIC fed from two
of the holder contacts to the electrometer triax input. Furthermore, the Keithley setup
includes a 2430 sourcemeter, which is not used for the EBIC measurement. However, the
connections may be changed to include the sourcemeter as a voltage source in a series
connection with the sample holder and the electrometer. This enables the opportunity
to measure current-voltage characteristics on a TEM sample. The electrometer and the
sourcemeter are connected via a General Purpose Interface Bus (GPIB) plug, which is
also connected to a measurement computer. All used devices are grounded using the
common ground of the TEM. Furthermore, during the measurement the operator is also
connected to the same ground using a leg connection.
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Figure 3.11: DENS D7+ Lightning system used for TEM-based EBIC. (a) sketch of the holder
head containing a MEMS chip contacted via 6 metal rods, taken from [119]. (b)
Light microscope image of a four contact MEMS chip used in this work, showing the
contact strips (light blue) and the thinned membrane (orange). (c) Magnified chip
part with the holes in the membrane where the sample lamella may be positioned.
Figure 3.12: Sketch of the setup used for EBIC measurements in the TEM Titan 80-300. The
sample current is fed through the sample holder. Using two interconnect (IC) boxes,
the signal from the two used contacts is isolated and fed to the electrometer using
single-shielded BNC cables. The electrometer signal is fed to the computer control-
ling the electrometer via a GPIB interface. The sourcemeter is just used to provide
additional signal timestamps in this work, but may be connected in order to apply
a bias voltage to the sample. All devices are connected to the same power source
and ground.
The data from the electrometer and the sourcemeter are collected by a custom Labview-
based program, called VCC, which also supports applying automatic bias voltage con-
trol. VCC was written and maintained by Jonas Lindner [120]. The program controls
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the sourcemeter voltage source and provides output of measured voltage and current at
the sourcemeter and the electrometer, respectively, as well as a time stamp signal from
both devices for each measurement and a start time stamp. The time stamp was used
to synchronize the EBIC measurement with the STEM image recorded by the micro-
scope software, which provides a start and end timestamp of the image recording. This
procedure is explained more detailed in Sec. 3.9.2.
3.7 TEM holography setup
The holography data was collected in the FEI Titan 80-300 Berlin Holography at the
ZELMI lab at TU Berlin. The microscope was operated and the reconstruction of holo-
grams performed by Dr. Tore Niermann. The experiment was supported by Prof. Dr.
Michael Lehmann.
The used TEM is very similar to the Titan ETEM operated in Göttingen, for example
it also contains an image aberration corrector, providing a spatial resolution of 75 pm at
300kV acceleration voltage. However it lacks EDX and EELS systems for chemical anal-
ysis as well as the unique gas supply system. For conducting holography, it is equipped
with 2 Möllenstedt biprisms and a holography transfer lens, as well as a Lorentz lens. The
use of specialized holography analysis software developed by the ZELMI team enables
the reconstruction of holograms with atomic resolution [104]. The conducted experiment
provided the possibility to perform reconstructions with a spatial resolution of about
10 nm. The sample used for holography was also slightly rethinned using a FEI Helios
Nanolab 600 FIB from ZELMI lab.
3.8 Focused ion beam preparation procedures
The parameters used for focused ion beam (FIB) preparation are briefly compiled in the
following.
3.8.1 Cross section lamellas for SEM-based EBIC
The sample was put on the 45 degree copper wedge which is screwed to the EBIC holder.
A 500 nm thick Pt-C film was deposited on the sample area designated for the lamella,
which was in the sample part covered by a Au contact. A 30 kV ion beam acceleration
voltage and 100 pA beam current were used and the stage was tilted by 7 degrees in order
for the ion beam to penetrate the sample perpendicular to its surface. The Pt-C film
thickness was extended by 1.5µm using a larger beam current of 300 pA. The lamella
was then dug out using a Regular Cross Section pattern on each lamella side, which
uses a sequence of rectangular patterns. The front side pattern was rotated to dig on
the back side (see Fig. 3.13(a)). Afterwards, the lamella was thinned with Cleaning
Cross Section patterns, which feature a larger dwell time on each pattern line than the
rectangular patterns, using a tilt offset from the perpendicular beam position for each
side. The angle was increased (+) for the front side and decreased (−) for the back side.
Using a 30 kV ion beam, the beam current was successively decreased for each thinning
step. Furthermore, the pattern was slightly reduced in the x direction for each step in
order to provide a more stable connection to the bulk sample. Finally, the lamella was
cleaned with a 5 kV ion beam using a beam current of 29 pA and a large tilt offset of ±7
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degrees. A rectangular pattern was used in this step. The steps are detailed in Table
3.2. To produce a wedge shape lamella, the back side pattern during the thinning steps
was rotated by 5 degrees, as shown in Fig. 3.13(b).
Similar preparation procedures were used to produce lamellas in PCMO-STNO as well
as Si samples. For the Si sample, the standard automatic script for the digging and first
thinning process, provided by FEI and modified by Volker Radisch at Uni Göttingen,
was used with a target lamella thickness of 10µm. The rest of the procedure with three
additional thinning steps and a cleaning step was carried out similar to the procedure
described in Table 3.2. Starting from the second thinning step, the wedge was prepared
by tilting the back side thinning pattern.
Step Uion Iion Tilt offset x size y size z size
Dig 30 kV 7nA ±7◦ 17µm 16µm 8µm
Thin 1 30 kV 1nA ±1.5◦ 16µm 2µm 6µm
Thin 2 30 kV 300 pA ±1.2◦ 14µm 0.5µm 0.8µm
Thin 3 30 kV 100 pA ±1.2◦ 13µm 1µm 0.8µm
Thin 4 30 kV 30 pA ±0.7◦ 13µm 0.3µm 0.8µm
Clean 5 kV 29 pA ±7◦ 13µm 0.8µm 0.01µm
Table 3.2: Typical ion beam patterning steps in preparing the lamellas for SEM-based EBIC
experiments, as shown in Fig. 3.13. The tilt offset on the lamella front (+) and
back side (−) is from the ion beam penetration direction perpendicular to the sample
surface. Regular Cross Section patterns are used for the digging, Cleaning Cross
Section patterns for the thinning and Rectangular patterns for the cleaning steps.
3.8.2 Cross section lamellas for electron holography
For the cross section lamellas for TEM based off axis holography, a similar preparation
method to that described in Table 3.2 was used. They were taken from the sample with
an unstructured Au contact. After the digging and the first thinning step, the lamella was
transferred to a standard Cu carrier grid. The other three thinning steps were performed
on the grid. The thinned lamella, as shown in Fig. 3.14(a) was then additionally thinned
in lamella top view, i.e. with ions penetrating the lamella in perpendicular direction
to the layer interfaces. A beam current of 300 pA was used, with a rectangle pattern
of size 3 × 0.8µm. The reason for this was to produce a defined gap in the lamella
where the unperturbed electron wave can be processed together with the object wave
where electrons pass through the thinned lamella. Additionally, to ensure a defined short
circuit across the p-n junction interface, two Pt-C layers were deposited with a pattern
depth of 1.2µm at an ion beam current of 100 pA. The result is shown in Fig. 2.1(b). A
final cleaning step was performed on-site with the Helios FIB before the holograms were
recorded.
3.8.3 Cross section lamellas for TEM-based EBIC
Comparing to the previously described FIB preparation procedure, the one used for
TEM-based EBIC lamellas is considerably more complex.
A large slice with a lateral size of about 100× 2µm was prepared from the sample with
the unstructured Au contact. As the back side contact had to be prepared in an external
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Figure 3.13: FIB preparation steps for wedge shaped cross section lamellas. Top view secondary
electron images from ion beam scans are shown. (a) Trench digging already per-
formed on the front side of the designated lamella, and pattern marked for digging
on the back side. The lamella surface is protected by a deposited Pt-C film. (b)
After the lamella is dug, a rotated pattern is used to thin the lamella back side in
order to prepare the wedge. (c) Finished wedge shaped lamella.
sputtering setup directly onto the lamella, the aim of this strategy was to deposit a
back side contact on the large slice so that several lamellas could be prepared out of
the slice, with only one sputtering process. First, a protective 100 nm Pt-C film was
deposited with the electron beam under incidence perpendicular to the sample surface,
at an acceleration voltage of 5 kV and an electron beam current of 1.6 nA. The Pt-C
film was extended to a thickness of 5µm by using the 30 kV ion beam with a current of
300 pA, also with perpendicular incidence, i.e. stage tilted to 52 degrees. The digging
was performed at the same stage angle with a Regular Cross Section pattern and ion
beam current of 20 nA. The pattern size was 103 × 20 × 15µm on the front side and
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Figure 3.14: Altered FIB preparation for electron holography lamella. (a) Thinned lamella on Cu
grid (inclined top view), (b) finished lamella with center gap and additional Pt-C
strips, which ensure passage of an unperturbed electron wave next to the thinned
lamella region and short circuit across the p-n junction, respectively (side view).
103× 12× 7µm. The asymmetric pattern sizes were necessary as the cut of the slice had
to be performed at a non-perpendicular angle, thus needing more space on the front side.
The first thinning step at a current of 1 nA was performed with a Cleaning Cross Section
pattern depth of 3µm at a tilt angle offset of ±1.5 degrees. The cut of the slice, as shown
in Fig. 3.15(a), was performed from the back side with a current of 1 nA under a tilt angle
of −10 degrees, ensuring the cut to be as perpendicular to the slice surface as possible.
After the cut, the slice was transferred to a standard Cu grid. The micromanipulator
had to be fixed at the center of the slice due to its unusually long size.
On the grid, the part of the slice where the cut was performed was thinned away in
order to obtain a cuboid slice, which is better suited for deposition on its surfaces.
The thinning was performed from one the slice sides using a beam current of 1 nA and a
rectangle pattern. The produced back surface of the slice was then cleaned by a Cleaning
Cross Section using a current of 300 pA. Turning the grid by 90 degrees using a custom
horizontal grid holder, the lamella was cut from the grid with a current of 300 pA and
refixed on the other grid side, thereby turning the slice upside down. Returning the grid
to its usual holder, the lamella was then cut again and transferred to a dummy sample.
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To ensure that no material of the latter would have to be included in lamellas, a "landing
pad" for the slice was prepared by depositing a 5µm thick Pt-C film with an ion beam
current of 300 pA. The upside down slice fixed on the dummy sample is shown in Fig.
3.15(b).
Afterwards, the slice was transferred to a sputtering chamber, where the back side contact
was sputtered by Emanuel Franke. A Ti film, approximately 50 nm thick, was sputtered,
followed by an approximately 300 nm thick protective Au film. The same layer materials
were used for STNO ohmic contacts on the structured samples. Returning to the FIB, a
Pt-C film with 8µm lateral size and 1.5µm thickness was deposited on a part of the slice
with a 30 kV ion beam under incidence perpendicular to the slice (backside) surface and
a beam current of 100 pA. The protected part of the slice was cut under a tilt angle of
7 degrees, see Fig. 3.15(c) for an image of the lamella lift out process. The lamella was
first transferred to a Cu grid, where a part of the Pt-C film on the front side originating
from the "landing pad" was cut using a current of 100 pA, with the goal of obtaining a
roughly cuboid lamella. The Cu grid was transferred to the horizontal grid holder, which
was tilted to 13 degrees in order to transfer the lamella on the DENS chip under this
angle. This is important in order to perform lamella thinning on the chip. The transfer
to the chip was conducted while avoiding ion beam contact to the chip contacts as much
as possible. Pt-C strips of 1µm thickness were deposited on both sides to fix the lamella
on the chip contacts, using a small ion beam current of 10 pA in order to avoid damage
to the contacts.
The second thinning step (first on the chip) is then performed like described in Table
3.2, with an ion beam current of 300 pA. The back side thinning is performed twice,
the second time with a Cleaning Cross Section rotated by 5 degrees to produce a wedge
shaped lamella. After this cleaning step, gaps are thinned in the lamella sides in order
to provide a clear current paths. The goal is to keep only the back side contact intact
on one side and only the front side contact on the other side. The gaps are cut over
the hole in the chip, at ion beam current 300 pA and at 60 degrees tilt angle, which is as
close to ion beam penetration from one of the lamella sides as possible. Afterwards, the
third and fourth thinning step as well as the final cleaning step under a 5 kV ion beam
are performed as described in Table 3.2. The final result is shown in Fig. 3.15(d).
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Figure 3.15: FIB preparation of lamellas for TEM-based EBIC experiments. (a) Cuts on the dug
out large slice of the sample, (b) slice positioned upside down on a Pt-C "landing
pad" on a dummy sample to enable back side contact sputtering, (c) lamella lift out
from the slice using the Omniprobe micromanipulator, (d) lamella positioned on
chip (side view) under tilt angle 13 degrees, (e) finished lamella with gaps to enable
a clear current path across the p-n junction.
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3.9 EBIC processing
In order to obtain quantitative EBIC measurements, the raw EBIC data must be pro-
cessed. The procedures are quite different for the SEM-based and the TEM-based data.
The former requires quantification of the recorded qualitative EBIC images, while for
the latter EBIC profiles have to be reconstructed from continuous quantitative measure-
ments. The procedures for both are described in the following.
3.9.1 Quantification of SEM-based EBIC images
The recorded EBIC images are qualitative data, i.e. they are not calibrated to the ac-
tually measured current. As described in Section 3.4, quantitative data, i.e. the actual
output data of the current preamplifier in Volts, are recorded along with EBIC images.
As the maximum recording frequency of these data is 300Hz and dwell times of less than
1ms are often used in EBIC measurements, the quantitative data cannot directly be used
to reconstruct an EBIC image. However, they may be used to calibrate the EBIC images
in order to make them quantitative. The calibration procedure is performed by custom
DigitalMicrograph scripts and is briefly explained in the following.
The quantitative data always include a section recorded before the actual image record-
ing, where the electron beam is blanked. This is called the dark current. The scripts
allow the selection of this section. The average of the selected data is subtracted from
the data recorded during the beam scanning process. Afterwards, the amplifier sensi-
tivity is multiplied to the data in order to transform the measured voltage to a current
signal. The actual calibration of the qualitative (image) data is done by comparing the
cumulative histograms of the qualitative and quantitative data. Two points in the cumu-
lative histogram of the quantitative measurement are used to define the linear scale of
the calibration, which is then applied to the qualitative data. The cumulative histograms
may be compared in the end to ensure the calibration is reasonable. The error of this
calibration procedure is estimated to be 10% of the quantitative EBIC signal. The error
from averaging the dark current signal is negligible compared to that of estimating the
linear calibration function. The procedure is further discussed in Sec. 8.3.
3.9.2 Reconstruction of TEM-based EBIC profiles
In contrast to SEM-based EBIC measurements, in TEM-based EBIC measurements with
the used setup the EBIC signal is not automatically synchronized to the STEM image.
In order to reconstruct an EBIC image, the synchronization was done manually based on
measurement time stamps from the Keithley setup as well as the microscope software.
However, the EBIC signal is inherently quantitative as it was recorded directly with an
electrometer, circumventing the quantification problem described in the previous section.
The Labview program VCC, which is used to record the EBIC data, in principle records
current data continuously until stopped. However, the electrometer buffer can only
record a maximum of 128 measurements, after which the buffer is cleared, the zero
current value is recalibrated and the measurement may continue with the next step.
The chosen number of measurements per step (maximum 128) is called sample number
in the following. In the experiments of this work, a sample number of 20 was chosen,
corresponding to a measurement time for one step of 3.4 s. The electron beam dwell
time was chosen to be a fraction of this time in order to ensure a rough synchronicity of
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scanning and EBIC recording. The detail synchronicity was achieved a posteriori using
the timestamps of the VCC measurements. Each step as well as each sample within the
step have unique timestamps. These are compared to the timestamps saved with the
STEM image, indicating the start and stop time of the scanning process with a precision
of 1 s. These timestamps, together with the known dwell time, are used to extract the
start time of recording of each STEM image pixel. The clocks of the LabView computer
and the microscope computer are compared, also with a precision of 1 s, to synchronize
the EBIC and STEM timestamps. Using the given pixel size of the STEM image, the
EBIC measurement timestamps can be converted to positions in a spatial profile. The
comparison of the STEM and synchronized EBIC signal are shown exemplarily in Fig.
Errors of the procedure depend on the chosen STEM pixel size, i.e. spatial resolution, and
are about 6 pixel sizes. With the chosen total measurement times, this value increases
during the scan to about 8 pixel sizes. The smallest achieved error with the highest
resolution used in the experiments of this work was 0.5 nm.
Figure 3.16: Comparison of synchronized STEM and EBIC scan lines in a TEM-based EBIC
measurement
Chapter 4
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4.1 Premise
The diffusion length is an important parameter to characterize a photovoltaic device.
Therefore, within an extended study of PCMO-STNO devices by current-voltage char-
acteristics, the diffusion length was accessed by EBIC experiments.
The charge carrier collection behaviour in a p-n junction may be described by a one-
dimensional collection function f(x) in the direction perpendicular to the p-n junction
plane, as described in Eq. 2.40. Including the effect of space charge region and diffusion
length, it may be written as
fSCR+D(x) =

exp
(
dPCMO+x
LPCMO
)
, x ≤ −dPCMO
1, −dp < x ≤ dn
exp
(
−x−dSTNOLSTNO
)
, x > dSTNO
(4.1)
with the space charge region size in p and n-doped region dp and dn as well as the
diffusion length LPCMO and LSTNO, which is also dependent on the material, i.e. LPCMO
or LSTNO depending on junction side in a PCMO-STNO heterojunction. If the diffusion
length is negligible, Eq. 4.1 reduces to
fSCR(x) =
{
1, −dPCMO < x ≤ dSTNO
0, otherwise.
(4.2)
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As shown in Eq. 2.41, a cross section EBIC profile in the direction perpendicular to
the p-n junction interface may be described as a convolution of the collection function
and the generation function. If a simulated profile uses the collection function with
negligible diffusion length, it can be compared to an experimental profile in order to find
out whether a non-negligible diffusion effect is present in the p-n junction.
4.2 Methods
The PCMO-STNO p-n heterojunction was prepared as described in section 3.1.1. FIB
preparation was used to prepare a cross section lamella in the sample, for a sketch of the
geometry see Fig. 4.1(a). A large thickness of the lamella was chosen in order to include
the whole electron beam generation volume. EBIC maps were collected with an electron
beam with 2 kV acceleration voltage, which provides for a small generation volume, as
seen from the CASINO simulations in Fig. 4.1(b).
Figure 4.1: Setup of the 2 kV cross section EBIC experiment, taken from [12]. (a) sketch of the
sample geometry, (b) cross section of the electron beam generation volume simulated
for excitation at the PCMO-STNO interface. 2 kV (yellow, bright) and 10 kV (red,
dark) excitation are compared, showing the generation volume in the 2 kV case merely
extends over 50-150 nm in all directions. The cross section lamella thickness was
chosen large enough to include the whole 2 kV generation volume.
The 2 kV generation volume was simulated as a spatial distribution of absorbed energy
in the sample by an impinging 2 kV electron beam. The Monte Carlo software CASINO
v2 was used, with 2 · 105 simulated impinging electrons and assuming an infinite cross
section sample thickness. The beam was placed at the PCMO-STNO interface, and a
uniform generation function for all beam positions in the simulated EBIC profile was
assumed. The convolution of the simulated generation volume with fSCR was carried out
numerically, using the space charge region sizes dPCMO = 2.5 nm and dSTNO = 27 nm
[9]. The former is a correction of the sub-nanometer nominal value, justified from EELS
experiments indicating significant Mn and Ti atom interdiffusion at the interface on the
given scale.
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4.3 Results and discussion
Fig. 4.2 shows a cross section EBIC profile across the p-n junction interface together
with the simulated profile, both normalized to their maximum. It is clearly visible that
Figure 4.2: Cross section experimental and simulated EBIC profile, both normalized to their
maximum, taken from [12]. The experimental profile is significantly broader than
the simulated one, at least on the STNO side (right). As the simulation did not
include the diffusion length, a finite diffusion length can be deduced.
the experimental profile is considerably broader than the simulated one, which assumes
a negligible diffusion length on both sides. At least on the STNO side, results strongly
indicate a finite diffusion length. This finding can be quantified using Eq. 4.1 and 4.2.
Integrating the experimental profile IEBIC,SCR+D(x) featuring a finite diffusion length
and the simulated profile IEBIC,SCR(x) without a diffusion length, the convolution of
generation volume and collection function simplifies to∑
IEBIC,SCR+D∑
IEBIC,SCR
= 1 +
LPCMO + LSTNO
dPCMO + dSTNO
, (4.3)
effectively cancelling out the generation volume and leaving only the terms of the collec-
tion function. For known space charge region size, this is considered a robust estimation
of the sum of the diffusion lengths on both sides, as the integrated profiles provide good
statistics. Applying Eq. 4.3 to the profiles shown in Fig. 4.2 leads to a combined diffu-
sion length LPCMO+LSTNO = 21.4(2) nm. The asymmetric experimental profile indicates
that the majority of the combined diffusion length can be attributed to Ln, which is un-
derstandable as the charge carrier mobility is much larger in STNO than in PCMO. This
simple method does not account for surface recombination, which may reduce the decay
length of the experimental profile, as explained in section 2.1.4 and discussed in chapter
6. Consequently, the combined diffusion length may be treated as a lower limit. As even
the combined diffusion length is in the nanometer range, using the polaron charge carrier
model to explain the PCMO-STNO current-voltage characteristics [12] is justified.
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FIB preparation and experiments were performed by the author, with help from Philipp
Saring and Pablo Marín Perera. Simulations and analysis were performed by the author
under guidance of Michael Seibt. Results were discussed by the author, Benedikt Ifland,
Philipp Saring, Christian Jooss and Michael Seibt. Figures were made and text was
written by the author.
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Abstract
Electron beam induced current (EBIC) at p-n junctions can be measured in high spa-
tial resolution using a thin lamella geometry, where most incident electrons transmit
the sample. We explore the case of low excitation energies in a wedge-shaped lamella
geometry to increase resolution in a controlled way. We compare a sample with high
(Si) and low (manganite-titanate heterojunction) diffusion length and use Monte Carlo
based simulations as a reference. It is shown that the EBIC signal obtained from the
Si junction vanishes below a thickness of 300nm, whereas this happens at 80nm in the
PCMO-STNO junction. This allows for achieving an EBIC resolution of better than
50nm for the latter system. The observed fundamental differences between the silicon
and the perovskites junction are discussed in terms of preparation induced ’dead’ layers
and surface recombination.
5.1 Introduction
Mapping the electron beam induced current (EBIC) is an established scanning electron
microscopy (SEM) tool to analyse electrical properties of rectifying junctions [17]. The
spatial resolution of EBIC is determined by two sample-dependent factors, i.e. the diffu-
sion length of excess charge carriers and the size of the generation volume. The latter is
related to multiple (inelastic) electron scattering leading to considerable beam broaden-
ing which increases with beam energy [19]. There have been several attempts to improve
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EBIC resolution into the nanometer range by using very low beam voltages [121] or by
measuring EBIC in a transmission electron microscope (TEM) [122, 123] at high acceler-
ation voltage (scanning transmission EBIC, STEBIC). In particular, Cabanel et al. have
measured STEBIC at 200kV obtaining a resolution of about 10nm [124]. They used a
wedge-shaped Si junction sample and measured near the space charge region down to
a thickness of t=100nm, where carrier diffusion and beam broadening do not limit the
spatial resolution. Major drawbacks of this approach are the necessity of special TEM
holders including the formation of high-quality electrical contacts and the risk of intro-
ducing recombination centers due to beam damage.
In this work, we explore the approach of low energy STEBIC (LE-STEBIC) which is
performed in an SEM with the focused ion beam (FIB) prepared wedge-shaped lamella
left inside the sample, considerably simplifying contacting. In order to systematically
study the effect of reduced beam broadening on LE-STEBIC resolution in a controlled
way, we choose a wedge spanning the thickness range from zero to a thickness where the
fraction of transmitted electrons vanishes, i.e. we follow the transition from LE-STEBIC
to conventional EBIC. This is illustrated in Fig.5.1 which shows the absorbed energy
density εa for an acceleration voltage of 5kV as obtained from Monte Carlo simulations
(CASINO v2.42 [107]); εa is proportional to the number of generated electron hole pairs
per incoming electron, i.e. Fig.5.1(a) visualises the generation volume. The depth pro-
files of εa are shown in Fig.5.1(b) for two different sample thicknesses, i.e. 150nm and
500nm. Besides the partial transmission of electrons for t=150nm, the curves show a
reduced contribution of backscattered electrons to εa compared to t=500nm.
Figure 5.1: Monte-Carlo simulation (CASINO v2.42 [107]) of the absorbed energy density εa
at a PCMO-STNO p-n junction for an incident electron beam with acceleration
voltage 5kV and a 10nm beam diameter (smaller values do not drastically change
εa) . According to our experimental situation, simulations are performed with a 5◦
inclination of the electron beam to the junction plane and a Au contact layer. (a)
Energy distribution projected onto a plane perpendicular to the p-n junction plane,
showing the generation volume. (b) Depth profile of absorbed energy density for
500nm and 150nm thicknesses. The latter shows partial electron transmission and a
reduced contribution from backscattered electrons.
In order to get insight into the relevant processes, we compare two materials with vastly
different recombination properties, i.e. a p-n junction produced by Al alloying on n-type
multicrystalline silicon and a manganite-titanite p-n heterojunction consisting of p-type
Pr0.64Ca0.36MnO3 (PCMO) and n-type SrTi0.998Nb0.002O3 (STNO). Whereas the former
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has a bulk diffusion length LD above 50µm, the latter is representative for systems with
narrow bandwidths such as organic semiconductors [125] and perovskites [126]. It ex-
hibits small polaron charge carriers because of strong electron-phonon interaction [81]
and has been studied for its promising photovoltaic properties, i.e. in harvesting opti-
cal excitations at a broad wavelength range [9, 11, 12]. Due to the nanosecond charge
carrier lifetime in PCMO [83] and the hopping-like small conductivity, the excess carrier
diffusion length is in or even below the 10nm range [12]. Since both materials exhibit
similar electron-matter interaction - and hence generation volumes - we experimentally
realize the limiting cases of LD  t and LD  t.
5.2 Methods
PCMO-STNO p-n heterojunctions have been prepared as described in detail in [12].
Briefly, a 100nm thick PCMO layer was epitaxially grown by ion beam sputter depo-
sition on an STNO substrate, and sputtered Au and Ti ohmic contacts were used, as
illustrated in the inset of Fig. 5.2(a). The silicon p+-n junction was produced by Al alloy-
ing, by evaporating a 1µm thick Al layer on n-type multicrystalline Si (P-concentration
1016cm−3) and subsequently annealing at 592◦ C in an Ar atmosphere, thus forming
a region with p-doping 1018cm−3. Lamella preparation and EBIC measurements were
carried out in an FEI Nova Nanolab 600 Dual Beam FIB microscope. (see [127] for a
detailed description of the experimental setup). The resulting wedge-shaped lamella is
shown in Fig. 5.2(a) and (b) as a top and side view, respectively. The thickness of the
wedge at the p-n interface was determined from electron and ion images of the lamella
taken from different angles in the FIB, as exemplified by Fig. 5.2. For a detailed descrip-
tion of the procedure, see Supporting Information.
Figure 5.2: Experimental setup to measure LE-STEBIC on a PCMO-STNO p-n junction. (a)
Top view of the cross-section lamella showing the prepared wedge, with inset showing
the macroscopic sample geometry with contacts, (b) side view, with inset highlighting
the individual sample layers (coloured).
For the measurements, the sample was tilted by 85◦ in the SEM using a pre-tilted sam-
ple holder. EBIC images and corresponding SEM images used for the signal analysis
were taken in a stitched image series across the lamella, as described in the Supporting
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Information. The missing 5◦ to a cross-section view results in a neglibile distortion of
the EBIC images, but has been accounted for in the simulations. The error of the EBIC
maxima is estimated from the standard deviation of the background signal far away from
the p-n junction.
5.3 Results and Discussion
An EBIC map of a wedge-shaped PCMO-STNO junction is shown in Fig. 5.3(a). Com-
parison of the SEM and EBIC signals shows that the highest EBIC signal originates from
near the PCMO-STNO interface. Furthermore, it is clearly visible that the overall signal
height and width decreases with decreasing lamella thickness as is shown in detail by
profiles taken across the p-n junction (Fig.5.3(b) at different thicknesses indicated in the
legend). This behaviour is expected from our simulations as the integral of the gener-
ation volume decreases with decreasing lamella thickness and is consistent with results
obtained at 200kV STEBIC experiments [124]. Data obtained for the Si p-n junction
show a qualitatively similar EBIC signal decrease with decreasing thickness (compare
Fig.5.4 and the Supporting Information).
Figure 5.3: Experimental EBIC signal normalized to the incident beam current Ib taken at the
cross-section PCMO-STNO wedge at 5kV incident electron energy. (a) EBIC map,
with inset showing the corresponding SEM image. An overall decrease of the signal
from left to right, with decreasing lamella thickness, is clearly shown. (b) EBIC
profiles taken at the positions marked by the green solid lines in (a), where the
lamella was found to have the thickness indicated in the legend.
Further insight is gained from Fig.5.4 which shows the dependence of the maximum EBIC
signal (black data points) as a function of sample thickness obtained at 5kV accelera-
tion voltage for PCMO-STNO (a) and Si (b). The thickness dependence for both cases is
qualitatively similar, i.e. a saturation at large thicknesses – above t ≈ 400nm for PCMO-
STNO and t ≈ 900nm for Si – and a decrease with decreasing thickness which linearly
extrapolates to a finite thickness of ≈ 80nm for PCMO-STNO and ≈ 300nm for the Si
junction. More rigorously, we can define the sensitivity of the technique by estimating
the noise from the standard deviation σ of background signal measured far away from
the respective junction. As a robust criterion we define 3σ as the minimal significant
EBIC signal which yields threshold thicknesses of t(PS)th ≈ 80nm for PCMO-STNO and
t
(Si)
th ≈ 300nm for the silicon junction (compare insets in Fig.5.4(a) and (b)), respectively,
i.e. the extrapolations are consistent with the experimental sensitivity limit. A similar
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value is obtained for an acceleration voltage of 15kV on PCMO-STNO (see Supporting
Information).
Figure 5.4: Maximum EBIC current Imax measured at 5kV versus lamella thickness t, normalized
by the incident electron beam current Ib (points and left axis), (a) for the PCMO-
STNO and (b) for the Si lamella. The scattering of t is connected to the signal-to-
noise ratio of the images used for extracting the lamella thickness. Solid lines in (a)
and (b) show the energy deposited in a 500nm thick sample by a 5kV incident electron
cumulated up to the given depth t. The insets in (a) and (b) show the threshold region
with the sensitivity limit indicated as red lines. As a robust criterion, we have chosen
3σ where σ is the standard deviation of the EBIC signal measured far away from the
respective junction. The experimental signal crosses the 3σ-level for thicknesses of
80nm and 300nm for PCMO-STNO and Si, respectively, indicating the low thickness
limits of LE-STEBIC measurements in the two systems; for a detailed discussion, see
text.
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Despite the apparent similarity of the measured thickness dependencies for PCMO-STNO
and Si, the underlying physics is different which becomes obvious when considering the
cumulative absorbed energy along the incoming beam direction as a function of sample
thickness which is included as blue lines in Fig.5.4(a) and (b). For PCMO-STNO the
thickness where the EBIC signal starts to decrease below the saturation value (dashed
line) roughly coincides with the thickness below which electrons are increasingly trans-
mitted by the sample (dotted line), i.e. the decreasing EBIC signal can be attributed as
being mainly due to a decreasing total generation rate as a consequence of transmitted
electrons. In contrast, for the silicon p-n junction the cumulative absorbed energy along
the beam already reaches its maximum at a thickness where no significant EBIC signal
is detected experimentally. Hence, the decay of the signal is not related to a decreasing
generation rate due to transmitted electrons, but rather to the recombination at the
bottom surface which has a decreasing effect on the EBIC signal with increasing sample
thickness. Using standard values for the hole mobility suitable for multicrystalline Si
[128] we have fitted a recently proposed model for conventional cross-section EBIC [31]
to our Si data in the saturation regime (t>800nm) and obtain maximum generation rates
at the surface in contradiction to our experimental conditions. A tentative explanation
is the existence of ’electrically damaged’ or ’dead layers’ at the top and bottom surfaces
which do not contribute to carrier generation. Following this thought, ’surface recombi-
nation’ effectively happens at the interface of the active sample region to a dead layer
rather than the sample surface.
We now want to discuss the threshold thicknesses tth below which no significant EBIC
signal is detected. Ignoring for the moment the fundamental difference between electro-
static potentials and excess carrier currents in and near p-n junction, we may relate this
threshold to dead layers which have frequently been observed and discussed in connection
with off-axis electron holography experiments aiming at mapping electrostatic potentials
using electron holography [102, 129]. There, a vanishing built-in potential step is ob-
served for a finite sample thickness typically in the several 10nm range. Such dead layers
are attributed to damage produced by ion irradiation during sample preparation which
can be avoided by mechanical thinning and Ar ion milling. [130]. Leaving aside any
charge carrier diffusion and taking into account that the top and bottom surface of the
lamella have been prepared under identical conditions, an upper limit for the thickness
td of the dead layer can be obtained from tth, i.e. 2td < tth which yield t
(PS)
d < 40nm and
t
(Si)
d < 150nm for the FIB procedure employed in this work. The value of t
(Si)
d < 150nm is
considerably larger than the dead layer thickness of 25nm deduced from off-axis electron
holography of Ar ion-milled [102] and of 50nm for FIB prepared [129] Si junctions. Hence,
the approach of a dead layer successfully describing electron holography data is a too
rough approximation for LE-STEBIC of Si junctions. For PCMO-STNO with a thresh-
old t(PS)th = 80nm smaller than t
(Si)
th , but still larger than the combined PCMO-STNO
diffusion length of L(PCMO)D +L
(STNO)
D = 21nm [12], the effect of surface recombination
should be less pronounced. For a rough estimate, it can be assumed that surface recom-
bination considerably affects the injection level in the material once the sample thickness
is comparable or smaller than the diffusion length which is the case for the Si junction
for all thicknesses, whereas for PCMO-STNO the condition is met close to t(PS)th . Hence,
for the systems studied here we have to conclude that both, dead layers and surface
(interface) recombination have to be taken into account in a quantitative model.
Finally, we want to discuss the spatial resolution of LE-STEBIC which is ultimately
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limited by the lateral extension of the generation volume at the respective threshold
thickness. As a criterion we use the full-width-at-half-maximum (FWHM) of the lat-
eral extension as calculated by CASINO which for Si at 5kV yields FWHM≈250nm. It
should be noted, that due to the somewhat large value of t(Si)th ≈300nm the fraction of
transmitted electrons is negligible , i.e. LE-STEBIC in this case reduces to conventional
EBIC. In contrast, for PCMO-STNO we obtain FWHM≈50nm which corresponds to
the width of profiles taken at thicknesses just above t(PS)th ≈80nm. A slight increase of
the acceleration voltage to e.g. 15kV and a smaller beam diameter reduce the FWHM
to 10nm for PCMO, which matches the resolution obtained in STEBIC experiments at
200kV [124].
5.4 Conclusion
In summary, the decribed LE-STEBIC approach allows increasing the spatial resolution
by dramatically reducing the generation volume in thin samples at 5kV beam energy.
Hence, high resolution SEM-based experiments are possible with a FIB prepared lamella
left in the sample for easy contacting. Experimental data from wedge-shaped lamellas
from materials exhibiting a high (Si) or low (PCMO-STNO) diffusion length show a
threshold for the sample thickness below which not significant signal is detected. This is
attributed to the effect of FIB preparation inherent surface damage resulting in ’dead’
layers which are thinner for the PCMO-STNO systems facilitating a higher possible EBIC
resolution below 50nm. Hence, LE-STEBIC is especially useful for short diffusion length
systems, i.e. for thin film photovoltaic systems and nanostructures.
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5.6 Supporting Information
5.6.1 Determination of the wedge lamella thickness gradient
The thickness of the wedge lamella at the p-n interface was determined from electron
and ion images taken in the FIB from a top and a side view, see. Fig. 1 in main article
for an example. From the preparation method, we assume the lamellas to have a double
wedge shape with a different wedge angle in lateral and depth direction, as illustrated in
Fig. 5.5. The lateral and depth wedges were adressed in a different way, as described in
the following.
Figure 5.5: Scheme of the double wedge structure assumed for the prepared lamellas, seen from
(a) top and (b) side.
The distance between high-contrast interfaces in the images was automatically deter-
mined from the distance of intensity jump thresholds in profiles along the wedge. The
thresholds were locally adjusted in order to take into account gradual intensity changes
or local roughness of the wedge. Using this procedure, the lateral wedge was directly
determined from a top view image which shows the thickness gradient at the lamella sur-
face (Surface thickness in Fig. 5.6). The depth wedge angle was estimated by comparing
features in corresponding top and side view images, using the known tilt angle between
the images and trigonometry. It is fairly small for all lamellas, between 0 and 5 degrees.
Furthermore, the distance from the lamella surface to the high contrast metal contact -
p-layer interface (Au-PCMO and Al-Si) was determined on side view images using in-
tensity jump thresholds. By taking into account the estimated depth wedge angle, the
additional thickness at the p-n interface was calculated from this distance (Additional
thickness in Fig. 5.6). As the p-n interface is not visible in the Si lamella, we chose to
ignore the p-layer thickness in this procedure. The thickness is only 100nm and about
50nm for PCMO and p-Si, respectively, so the error is negligibly small in the thickness
projection.
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Although the same FIB preparation procedure was used, the three used wedges in this
work (two in the PCMO-STNO and one in Si) turned out to differ considerably. So each
double wedge had to be determined independently. In particular, the top view image of
the Si wedge revealed its depth wedge angle is approximately zero, i.e. the lamella sides
are not visible from this view angle. Thus, the additional thickness was neglected in this
case. For one of the PCMO-STNO lamellas, a depth wedge was only visible on one side.
Figure 5.6 shows the determined thickness gradient together with the EBIC maximum
data for this wedge, which was used for the 5kV EBIC measurement.
For the analysis of the EBIC maximum behaviour along the wedge, single images at a
resolution of about 2nm per pixel were taken. The SEM images were stitched together
and drift corrected by comparing smooth interfaces and local features in the metal con-
tact layer. By comparing the stitched images to overview images of a lower resolution,
residual astigmatism could be determined and corrected by warping the images. The
same correction was always applied to the stitched EBIC images, as EBIC and SEM
images were recorded simultaneously. The extracted EBIC maxima from the stitched
images are shown in Fig. 5.6 for the 5kV measurement on the PCMO-STNO lamella.
Figure 5.6: Thickness gradient determined for the PCMO-STNO wedge lamella, which was used
for the 5kV EBIC measurements. The surface thickness was determined from the
lateral wedge in a top view image, whereas the additional thickness at the p-n interface
because of the one-sided depth wedge was calculated from a side view image. The
total thickness is the sum of surface and additional thickness at each position. The
thickness results were linearly interpolated in order to be compared to the EBIC
maximum data.
5.6.2 EBIC map of the Si wedge
Fig. 5.7 shows the EBIC map recorded from the prepared Si wedge lamella at 5kV
incident electron energy. The noticeable kink in the EBIC signal results from a grain
boundary located approximately in the center of the Si lamella. As for this sample the
pre-tilt of 45◦ could not be used, the measurements were carried out under an angle of
52◦ from the beam to the sample surface. The resulting warp of the sample geometry has
been corrected in the line profiles. The maxima in the line profiles, as exemplarily shown
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in (b) were plotted versus the local wedge thickness in Fig. 4(b) in the main article. Note
that two different background EBIC levels exist in this junction in the Al and Si region.
As we are primarily interested in the Si p-n junction, we use the background signal on
the Si side as a reference to subtract from the signal maximum.
Figure 5.7: Experimental EBIC signal normalized to the incident beam current taken at the cross-
section Si wedge at 5kV incident electron energy. (a) EBIC map. An overall decrease
of the signal from left to right, with decreasing lamella thickness, is clearly shown.
(b) EBIC profiles taken at the positions marked by the green solid lines in (a), where
the lamella was found to have the thickness indicated in the legend. A clear signal
decrease with decreasing thickness is visible, approaching two different background
levels for Al and Si. The kink in the EBIC signal results from the presence of a grain
boundary in the mc-Si.
5.6.3 PCMO-STNO EBIC maxima at 15kV
Results from a scan of the PCMO-STNO sample with 15kV acceleration voltage are shown
in Fig. 5.8. In contrast to the 5kV results in Fig. 4 in the main article, a saturation of
the EBIC maximum for large sample thickness is not reached. As the simulation of the
cumulative absorbed energy shows, the used wedge lamella is simply not thick enough
to show a saturation. The EBIC maximum is below the chosen 3σ background threshold
(see main article) for thicknesses smaller than 70nm, which is close to the 80nm threshold
obtained from the 5kV measurement.
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Figure 5.8: (a) Maximum EBIC current Imax measured at 5kV versus lamella thickness t, nor-
malized by the incident electron beam current Ib (points and left axis). The solid
line shows the energy deposited in a 500nm thick sample by a 5kV incident electron
cumulated up to the given depth t. EBIC clearly does not saturate up to the max-
imum lamella thickness. (b) shows the threshold region with the sensitivity limit
indicated as red lines. As a robust criterion, we have chosen 3σ where σ is the stan-
dard deviation of the EBIC signal measured far away from the respective junction.
The experimental signal crosses the 3σ level for a thickness of 70nm, which is close
to the 80nm threshold obtained for the 5kV results.
5.7 Contributions
PCMO-STNO p-n heterojunctions were prepared by Benedikt Ifland and Christian Jooss.
Hendrik Spende prepared the Si p+-n junction. FIB preparation, experiments, simula-
tions and analysis were performed by the author under guidance of Michael Seibt. Re-
sults were discussed by all authors and Arne Ahrens. Fig. 5.5 was contributed by Tobias
Meyer, all other figures were made by the author. Text was primarily written by the
author, with contributions by Michael Seibt, Christian Jooss and Benedikt Ifland.
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Nanometer range diffusion length in a
polaronic perovskite solar cell measured
by scanning transmission EBIC
Patrick Peretzki, Tobias Meyer, Jonas Lindner, Benedikt Ifland, Christian Jooss, and
Michael Seibt
6.1 Abstract
Third generation photovoltaic systems frequently feature small excess charge carrier diffu-
sion lengths down to the nanometer range. For successful research and development such
quantities have to be reliably measured. We show that Electron Beam Induced Current
(EBIC) in scanning transmission mode (STEBIC) provides quasi-point-source conditions
in a cross-section geometry. We demonstrate STEBIC resolution in the nanometer range
for a manganite-based p-n heterojunction with polaronic excitations. The spatial width
of STEBIC profiles obtained at 80 and 300 kV is identical within experimental error
which provides evidence that a reliable and robust diffusion length determination has
been realized. As a novel approach we combine STEBIC and electron energy loss spec-
trum imaging thus facilitating to accurately measure the shift of the maximum STEBIC
signal from the chemical junction towards the lower doped side of the heterojunction.
Furthermore, we discuss the remaining effect of TEM lamella surface recombination and
dead layers and how it can be controlled experimentally.
6.2 Introduction
Third generation photovoltaics [131] aims at conversion efficiencies beyond the Shockley-
Queisser limit of single-junction solar cells [1]. Besides the somewhat classical approach
of tandem or multi-junction solar cells numerous concepts have been proposed and are
currently studied in detail. The latter include organic materials, quantum dots, hybrid
and perovskite materials [125, 126, 132, 133]. An important benchmark of classical sili-
con solar cells is the excess carrier lifetime which in those systems is on the order of 1µm
or below which requires new approaches for characterization and modeling [134].
In this work, we focus on an anorganic perovskite manganite-titanite heterostructure with
a hole conducting Pr1−xCaxMnO3 (PCMO) epitaxially grown on n-doped SrTi1−yNbyO3
(STNO), which are known to form very stable p-n heterojunctions [11]. Due to strong
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electron-phonon coupling, electric conductivity in PCMO results from charge carriers of
small polaron type [87, 135]. Optical excitations of PCMO with doping x = 0.35 have
a lifetime in the nanosecond regime at low temperatures [13], while excitations over the
3.2 eV STNO bandgap for y ≈ 0.002 exhibit a lifetime of around 10 ns [136]. A fur-
ther prominent feature is the large spectral range of absorbed external optical radiation
spanning from the near-infrared to the ultraviolet range, which is attributed to pola-
ronic charge carriers [15]. Hence, these heterojunctions provide the possibility to harvest
broadband optical excitations and indicating their promising potential in photovoltaics
[9, 12, 14]. The hopping-like polaron transport is associated with a small mobility of
0.02 cm
2
V·s at room temperature which, using the Einstein relation, yields a excess charge
carrier diffusion length of around 7 nm for PCMO (subsequently referred to as ’diffusion
length’, for simplicity). Due to larger charge carrier mobility (1 cm
2
V·s ), a higher diffusion
length of 160 nm is expected for STNO. High doping levels of PCMO and STNO fur-
thermore lead to space charge regions estimated in the 1-10 nm range [9] indicating all
relevant quantitities to be on the nanometer scale.
Electron beam induced current (EBIC) is a well-established technique to measure dif-
fusion lengths in the micron and sub-micron range (for review, see Ref. [17]). Besides
the classical plan view approach, cross section or ’normal collector’ geometry provides a
particularly direct method for measuring the diffusion length: excess carrier generation
by a ’point-like’ electron beam results in EBIC profiles in the field-free region outside the
charge-separating junction which decay exponentially with the decay constant being the
diffusion length [17]. The validity of this simple picture requires that the diffusion length
is considerably larger than the junction width and, in particular, the spatial extension of
the sample volume acting as a source of excess electrons and holes typically denoted as
the generation volume. The latter is ultimately limited by electron (multiple) scattering
inside the material, i.e. by the beam voltage and the sample thickness. In addition,
surface recombination has to be taken into account [41] and preparation-induced ’dead’
layers at sample surfaces which have been shown for electron holography [102, 129] and
recently also for EBIC [23].
If EBIC resolution below about 100 nm is required it is unavoidable to measure under
conditions where a substantial part of incident electrons are transmitted, i.e. beam
broadening from multiple electron scattering is prevented. Such scanning transmission
EBIC (STEBIC) can still be performed in a scanning electron microscope, where a spa-
tial resolution of 50 nm can be achieved which we described as low energy STEBIC [23].
There we demonstrated the beneficial effect of a wedge-shaped sample geometry which
allows for adjusting the sample thickness to the required spatial resolution and at least
qualitatively controlling the effect of dead layers. Still higher STEBIC resolution has
been obtained at higher beam voltages [124, 137–140] although the reliable measurement
of diffusion lengths below 10 nm has not been realized so far.
In this work, we perform STEBIC studies in STEM mode at beam voltages of 80 and
300 kV of PCMO-STNO heterojunctions. Excess carrier diffusion lengths of L = 3 nm
for PCMO and L = 17 nm for STNO are extracted from STEBIC profiles across the
junction. In order to arrive at quantitative results, we use a wedge shape cross section
sample geometry comparable to that reported previously [23]. Combining STEBIC with
electron energy loss spectroscopy (EELS) [96] enables us to (i) tightly control local spec-
imen thickness which is a pre-requisite to extract the diffusion length from raw data and
(ii) measure the STEBIC profile with respect to the chemical junction with a high accu-
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racy. The observed thickness-dependent shift of the maximum STEBIC signal (6-10 nm)
is discussed in terms of a thickness-dependent injection level. Finally, we discuss our
results in the light charge order in polaronic PCMO on photovoltaic energy conversion.
Figure 6.1: Lateral 2σ range of the deposited energy distribution in a PCMO sample for three
electron beam acceleration voltages. The distribution was simulated by the Monte
Carlo program CASINO. The greatly reduced sample depth dependence of the 80 kV
and 300 kV (STEM) situation in comparison to 15 kV (SEM) shows that STEM is
more suitable for high-resolution STEBIC measurements than SEM.
In order to illustrate our experimental approach and its analysis, we first discuss STE-
BIC spatial resolution requirements to reliably measure the diffusion length. There are
at least three partly counteracting aspects: (i) the lateral extension wg of the generation
volume should be smaller than the diffusion length in order to avoid extensive deconvo-
lution procedures which are frequently associated with large uncertainties. In additon,
(ii) the TEM lamella thickness should be considerably larger than the diffusion length
in order to minimize the effect of surface recombination, and (iii) the minimal lamella
thickness is determined by the signal-to-noise ratio of the setup.
For considering (i) and (ii) let us for the moment ignore the effect of carrier diffusion,
i.e. assume the spatial resolution to be limited by wg. Fig. 6.1 summarizes Monte Carlo
simulations using CASINO 3.3 developed by Demers et al. [108], which is optimized to
include electron beam acceleration voltages above 30 kV. As parameters, we chose 1 nm
beam diameter and 200000 simulated electrons. The spatial energy distribution was cal-
culated with 0.5 nm lateral and 2 nm depth spatial resolution. The Joy-Luo model [110]
was chosen for energy loss calculation. The resulting three-dimensional energy distribu-
tion is averaged laterally in order to provide radial and depth information. Finally, wg
is estimated as 2σ of the azimuthally integrated deposited energy. From Fig. 6.1 it is
immediately evident that SEM based EBIC is not suitable for the requirements of our
system. Acceleration voltages of 80 and 300 kV with STEM lamella thicknesses around
100-200 nm provide sufficiently small wg to ensure that the spatial resolution of STEBIC
in PCMO-STNO is only limited by the diffusion length. We further fulfill condition
(ii) by measuring STEBIC for various sample thicknesses using a wedge shape sample
geometry adopted from [23] as described in detail below. We note here, that condition
(iii) is met for thicknesses above 50 nm which is roughly the dead layer thickness for our
samples.
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6.3 Results and Discussion
We first describe typical properties of STEBIC data measured in STEM mode and si-
multaneously obtained EELS data. The recorded cross section STEBIC profiles in SEM
(15 kV) and STEM (80 and 300 kV) have a general shape as shown in Fig. 6.2. The
chemical interface position and the local lamella thickness were determined by in-situ
low loss EELS measurements, as described in detail in the methods section. Compared
to 15 kV from SEM, the 80 and 300 kV STEBIC profiles from STEM are much more nar-
row, directly showing the resolution advantage in STEM. Note that the 80 and 300 kV
profiles are coinciding, confirming the finding from the simulation in Fig. 6.1 that the role
of the generation volume is dramatically decreased in the TEM measurements compared
to SEM.
Figure 6.2: (a) EELS Mn-M edge profile across the PCMO-STNO interface, which is used to
determine the interface position in the STEBIC profile in TEM measurements; (b)
STEBIC profiles for three electron beam acceleration voltages, showing the much
narrower signal in the TEM (80, 300 kV) than in the SEM (15 kV) situation. The
coinciding profiles for 80 and 300 kV show that the profile shape is not significantly
dependent on the electron beam generation volume in the TEM.
80 kV STEBIC profiles, with the local sample thickness as a parameter, were analyzed
in three different aspects, (i) their decay length, (ii) the signal height of the profile max-
imum, and (iii) the distance of the maximum from the determined chemical interface
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between PCMO and STNO. These aspects are addressed consecutively in the following.
6.3.1 Decay length
Figure 6.3: Decay lengths extracted from exponential fits of 80kV EBIC profiles. (a) Example
of fits in the PCMO and STNO region; (b) decay lengths extracted from the fits
showing the almost constant PCMO and increasing STNO values. The increase with
increasing thickness can be attributed to the effect of recombination at the lamella
surfaces. A simple model of the surface influence is fitted to the extracted decay
lengths, from which we extract a 3 nm PCMO and a 17 nm STNO diffusion length,
as well as 25 nm thick dead layers at the lamella surfaces.
Fig. 6.3 shows the results of exponential fits to the STEBIC profile, done independently
for both sides of the p-n junction. The profiles’ estimated inflection points were used
as a starting point for the exponential fits, as they can roughly be attributed to the
borders of the space charge region [141]. The fit results are roughly independent of
thickness for PCMO, except for small thickness where they steeply decrease. For STNO
the fitted decay lengths continuously increase with thickness above the minimal sample
thickness required for measurable STEBIC signals. The highest combined decay length
is remarkably similar to the combined diffusion length of 21 nm for PCMO and STNO,
which was found in our earlier work using a simple collection efficiency model [12].
The thickness dependence suggests that the extracted decay lengths do not directly
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correspond to the respective diffusion lengths, which would be independent of thickness.
As seen in Fig. 6.1 for 15 kV, in general an increasing sample thickness leads to an
increasing generation volume lateral width, which could lead to broadening STEBIC
profiles and thus increasing decay length. However, as explained from Fig. 6.2, we can
exclude a thickness-dependent generation volume for 80 kV. Instead, we will argue and
quantitatively analyze that the effect of surface recombination on the decay length is
the underlying phenomenon. The impact of surface recombination on STEBIC profiles
of a cross-section p-n junction of finite thickness is discussed by Tan et al. [50] who
provide an approximate analytic model with a large number of terms for the spatially
dependent charge collection efficiency, which follows the shape of cross-section EBIC
profiles in the point source case. They show an increasing decay length of the charge
collection efficiency with increasing sample thickness, especially for thickness smaller
than the bulk diffusion length. Furthermore, the effect is more pronounced for a large
surface recombination velocity, strengthening the impact of the surface. This impact can
be better understood by building on a simpler model for the effective diffusion length
Leff (z), accounting for the influence of charge carrier recombination at the beam entry
surface, which was developed by Hackett [48] and Jastrzebski et al. [49] and further
supported by Donolato[142] as well as Nichterwitz and Unold [47]. The effective diffusion
length is equal to the extracted decay length λ [142]. The model is dependent on the
depth z in the sample and is valid for charge neutral surfaces. We use the same approach
as Hackett and Jastrzebski et al., but propose an equation symmetric in z to account
for the beam exit surface as well. Furthermore, we account for the existance on ’dead’
layers on both surfaces. These layers, resulting from FIB lamella preparation, are highly
damaged sample regions where charge carriers immediately recombine and thus do not
contribute to the EBIC signal. We found their thickness to be td ≤ 40 nm on each surface
for PCMO-STNO in our earlier work [23], however the thickness is known to depend on
the exact preparation method [130]. To include them in our model for Leff, we correct
any term with the sample thickness t in an expression with the dead layer thickness td. td
can thus be used as an additional fit parameter. Integrating the depth z over the whole
sample thickness t, our approach leads to
Leff (t) = L
√√√√1− L(
t
2 − td
) · Ds·L + coth( t2−tdL )
with L being the bulk diffusion length, s the surface recombination velocity andD the dif-
fusion coefficient. This equation can be fitted to the thickness dependent decay lengths of
PCMO and STNO separately. L and td were obtained from the fits for each material. The
diffusion coefficients were fixed using the room temperature mobilities µPCMO = 0.02 cm
2
Vs
and µSTNO = 1 cm
2
Vs with the Einstein relation D =
kBT
e µ [12]. Using a series of fits for
different orders of magnitude of s, the best results were obtained for sPCMO = 103 cms
and sSTNO ≥ 106 cms . The latter should be treated as lower limit. These values are in
a reasonable range - 106 cms is a common value for FIB-processed surfaces [31] - and in-
dicate PCMO and STNO react differently to the focused ion beam preparation, leading
to different recombination behaviour at their surfaces. The fit results obtained for these
values of s are: LPCMO = 2.79(3) nm, LSTNO = 16.7(9) nm, td,PCMO = 24 (7)nm and
td,STNO = 25 (3) nm. The dead layer thickness is roughly equal for both materials and is
in accordance with the upper limit value of 40 nm from our earlier work [23].
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Both extracted diffusion lengths are smaller than the expected bulk values. Note that
the STNO literature bulk value (160 nm) is questionable due to the actual mobility being
strongly dependent on the doping procedure and the excess charge carrier lifetime being
only estimated for our used doping [136]. Still, if the literature value is considered to
be within the correct order of magnitude, it is comparable to the largest used lamella
thickness, limiting the accuracy of the model described by Eq. 6.1 and leading to an un-
derestimation of the determined diffusion length. However, this limitation is clearly not
prevalent for PCMO due to the bulk diffusion length (7 nm) expected to be much smaller
than the lamella thickness, and the literature mobility and lifetime values being more
reliable [12, 13]. It should be noted that the large 1 ns lifetime is only expected for the
low temperature charge ordered PCMO phase, with a smaller value expected for room
temperature [13]. Thus, the smaller room temperature diffusion length found here for
PCMO is reasonable. Still, a 3 nm diffusion length exceeds the extension of the PCMO
space charge region, which is below 1 nm [9]. This shows that the previously made con-
clusion from macroscopic current-voltage characteristics under optical excitation, stating
that at room temperature only excess charge carriers generated at the PCMO-STNO
interface contribute to the short circuit current, has to be modified to include generation
from at least some nanometers into the PCMO bulk [14].
6.3.2 EBIC maxima
Fig. 6.4(a) shows the thickness development of the STEBIC profile maxima for 80 kV
STEM. The maxima have been normalized by the used beam current. Note that mea-
surements from two beam currents are included, 230 and 900 pA, which do not show
significant differences in the normalized plot below 160 nm thickness, strongly indicating
that the excitation is happening in the low injection regime [143]. Starting from the
minimum sample thickness of t ≈ 60 nm, the EBIC maximum increases and saturates
at about 120 nm. This points to an influence of the sample surface, becoming more im-
portant for small sample thickness, where a large fraction of the generated electron-hole
pairs are close to the surfaces and are thus more likely to recombine at surface defects.
Furthermore, the onset of EBIC at t ≈ 60 nm is roughly equal to the double dead layer
thickness 2td ≈ 50 nm as found from the decay length fits, indicating that no EBIC
signal emerges from lamella regions with thickness t ≤ 2 td. In the thickness regime
above 160 nm, the STEBIC profile maxima from high beam current data are signifi-
cantly smaller than from low beam current data, which may be explained by a transition
to high injection conditions [47].
Fig. 6.4(b) addresses the shift of the STEBIC profile maximum away from the chemical
PCMO-STNO interface. The shift highlighted in the inset was determined as the differ-
ence of the PCMO-STNO interface and EBIC maximum positions. It clearly increases
from about 4 nm for a sample thickness of t = 70 nm to about 10 nm for t = 160 nm.
Along with the maximum shift, the whole STEBIC profiles become broader to the STNO
side with increasing sample thickness. A shift of the EBIC maximum away from the
chemical interface in a cross-section geometry on such a short length scale has never
been clearly shown before, as previous literature shows this effect - along with overall
broadening EBIC profiles with increasing shift - only on the scale of more than 100 nm
[47, 52]. Both appoint a shift of the EBIC maximum as a result of excitation in the
high injection regime. Furthermore, Nichterwitz and Unold also show increasing shift
of the EBIC maximum position with decreasing doping on the lighter doped junction
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Figure 6.4: Characteristics of STEBIC profile maxima versus local lamella thickness for 80 kV
STEM: (a) Maximum values, normalized to beam current. The surface influence on
the EBIC signal shows in the decrease of the signal maximum for small sample thick-
ness. (b) Normalized STEBIC profiles show a shift of the maximum with increasing
thickness, as highlighted in the inset, as well as overall broadening profiles.
side as well as with increasing diffusion length in their simulations [47]. As explained
for Fig. 6.4(a), we can exclude a high injection effect at least in the thickness regime
up to 120 nm, thus we would like to elaborate on the doping influence and the diffusion
length. We explain the small scale shift in our results by the asymmetric doping of our
p- and n-doped materials. The p-doping in PCMO for x = 0.34 is NA = 6.3 ·1021 cm−3,
while the n-doping in STNO for y = 0.002 is ND = 3 · 1019 cm−3. In this situation, a
crucial parameter is the position of the intrinsic point, where n0 = p0 in equilibrium,
i.e. without electron beam excitation, where only a thermal generation rate gth ∝ p0 n0
of excess charge carriers is present. According to Smith, the smaller n-doping leads to
a shift of the intrinsic point into the space charge region of the n-doped layer, com-
pared to the case of equal doping where it would be at the chemical interface (shift= 0)
[33]. At the intrinsic point, the total number of equilibrium charge carriers p0 + n0
reaches a minimum. Looking at the case of electron beam excitation, therefore, for a
constant generation rate gexc of excess charge carriers (concentration δ) across the space
charge region, a local maximum injection is reached at the intrinsic point according to
g0 + gexc ∝ (p0 + δ) · (n0 + δ). If we assume that recombination of excess charge carriers
6.4 Summary 85
in the space charge region can be neglected, it follows directly that the STEBIC profile
maximum must also be at this position. However, because the electric field is highest at
the chemical interface, i.e. the assumption of recombination free transport of minority
charge carriers across the interface is best fulfilled there, the STEBIC maximum might
not be shifted as much as the neutral point. For our PCMO and STNO doping lev-
els, we estimate from general heterojunction theory in box approximation [53, 144] that
the intrinsic point is shifted not more than 10 nm into the STNO space charge region.
The measurements approach this value for large thickness. Details of this behaviour are
expected to depend on the dominating recombination mechanism in the used material,
which is still to be determined for PCMO-STNO.
The thickness influence on the shift in the low injection regime can be qualitatively ex-
plained with the influence of the lamella surfaces on the thickness dependent effective
diffusion length. An increasing effective diffusion length with thickness, which we find
for STNO (Fig. 6.3), has the same effect as an increasing bulk diffusion length, leading
to an increasing shift of the EBIC maximum position as shown in the simulations by
Nichterwitz and Unold [47]. The STEBIC maximum position shift effect clearly needs
a sophisticated model, which is, however, beyond the scope of this paper. We propose
that such a model could provide a future prospect of investigating STEBIC signal around
the intrinsic point, to map out the local injection of charge carriers in the space charge
region, therefore accessing information about the band structure at the p-n junction in-
terface. In the high injection regime, the shift may be increased due to changing shape
of STEBIC profiles as nonlinear injection dependence on beam current comes into play
[47].
6.4 Summary
To summarize, in photovoltaic systems with minority charge carrier diffusion lengths in
the nanometer regime, it is not straightforward to investigate the p-n junction using
usual SEM-based EBIC methods. On the example of a PCMO-STNO heterojunction,
we compared cross-sectional STEBIC investigations by low energy SEM and high energy
STEM methods. STEM provides a much better resolution as the electron beam genera-
tion volume is drastically reduced compared to SEM. Taking advantage of simultaneous
EBIC and EELS mapping, it is possible to clearly find the position of the EBIC maximum
being shifted away from the chemical interface to the lower doped sample side, showing
the important role of the ratio of p- and n-doping concentrations. Using the enhanced
resolution, we determined the charge carrier diffusion length to be 3 nm for PCMO and
17 nm for STNO. Surface effects can be approximately modeled using separate simple
expressions for the space charge and the neutral region.
6.5 Methods
An epitaxial thin PCMO film (Ca doping x = 0.34) was grown on STNO (Nb doping
y = 0.002) by ion beam sputtering, with Au and Ti contact layers. In the sample for
300 kV measurements, Pt replaces Au as a contact material and an additional annealing
step was performed for 20 h with an oxygen partial pressure of 10−4mbar. More details
on the preparation procedure can be found in our previous work [12]. The SEM sam-
ple and the STEM sample for 300 kV were prepared with a 100 nm thick PCMO film,
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whereas the STEM sample for 80 kV was prepared with a 370 nm PCMO film. The SEM
lamella was prepared inside the SEM sample by Focused Ion Beam (FIB) in an FEI
Nova Nanolab 600 Dual Beam FIB microscope, resulting in a wedge shaped lamella, as
described in detail in our previous work [23]. The STEM lamellas were taken out of
the other samples by FIB (see e.g. [127] for a detailed description), including a part of
the Au/Pt front contacts. The 80 kV lamella was put upside down on a dummy sam-
ple, on which a Ti and a protective Au layer were sputtered afterwards, resulting in a
well-defined back contact layer to the STNO on the lamella. Subsequently, the lamella
was transferred to a DENSsolutions MEMS chip and fixed at two of the chip’s Pt con-
tacts with FIB deposited Pt-C patches. In contrast, the lamella from the 300 kV sample,
including the front contact, was directly transferred to a DENS chip, and larger Pt-C
stripes were deposited to simultaneously fix the lamella on the chip contacts and provide
a back contact to the STNO. On the chips trenches were cut by FIB into the lamellas
to provide a fixed current path. Finally, the lamellas were thinned on the chips by FIB.
The 80 kV lamella was thinned in a wedge shape with a range of thickness at the PCMO-
STNO interface from about 60 to 180 nm, while the 300 kV lamella was prepared with a
homogeneous interface thickness of about 80 nm (see below for details of the thickness
measurement). For thinning, a 30 kV ion beam was used, with a final cleaning step at
5 kV. All experiments were conducted at room temperature.
Figure 6.5: (a) Low magnification bright field STEM image of the used cross section lamella for
80 kV STEM measurements, (b) corresponding average thickness profile of PCMO
and STNO, showing the wedge shape of the lamella. While the relative errors of
the thickness measurement method are small, an additional systematic error of 20%
of the measured thickness (not shown) affects quantitative comparison with other
methods.
Fig. 6.5(a) shows an overview of the used wedge shaped STEM lamella. The SEM lamella
and the 300 kV STEM lamella with constant thickness of about 80 nm are not shown.
The SEM sample was investigated at 15 kV acceleration voltage in an FEI NanoSEM
650 using standard Gatan EBIC equipment, including a Stanford SR570 preamplifier
directly connected to the FEI image recording software, providing synchronous beam
movement and EBIC signal collection. An FEI Titan 80-300 TEM was used in STEM
mode with a DENSsolutions D7+ Lightning contacted sample holder. For the 80 kV
measurement, the current measurement was done by a Keithley setup including a type
6517A electrometer, connected to STEM measurements via a custom National Instru-
ments LabVIEW recording software. This software needed manually synchronization of
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the STEM bright field signal to the EBIC measurement, which was done by comparing
the measurement timestamps in both setups. For the 300 kV measurement, an advanced
setup was used, connecting the SR570 to the Lightning holder and using a Keithley 2000
digital multimeter for amplifier voltage output readout, which was controlled by another
custom LabVIEW program. A custom Gatan DigitalMicrograph script enabled direct
synchronization of the electron beam position to the multimeter readout. In STEM,
we focused on obtaining highly magnified local EBIC profiles, averaged over 1-6 lines.
Along with bright field STEM and EBIC signal, low loss EELS spectra were recorded
by a built-in Gatan GIF Quantum 965ER in the energy range from 0 to 185 eV with
dispersion 0.1 eV per channel, as exemplified in Fig. 6.6(a). For 80 kV, the STEM beam
diameter was estimated to be 1 nm from a bright field STEM image recorded under the
same conditions as the STEBIC data, estimating the transition width of the sample to
vacuum at the surface of a thin FIB-deposited Pt-C layer region. For 300 kV, atomic
resolution bright field STEM could be achieved, indicating a beam diameter of smaller
than 0.2 nm. Measurements were drift-corrected in situ by a standard cross-correlation
procedure supplied by Gatan.
The SEM lamella thickness profile was determined from a top view secondary electron
image, as described in detail in our previous work [23]. The STEM lamella thickness
profile was determined from the EELS low-loss spectra. Compared to the SEM methods,
this method is directly connected to the STEM and EBIC measurements and thus more
direct. We evaluated the local STEM lamella thickness using the log-ratio method pro-
viding the local sample thickness in units of the electron inelastic mean free path [96].
The latter was computed for our materials using the Malis method [145] for our exper-
imental setup and 80 kV to be MFPPCMO = 61 (12) nm and MFPSTNO = 64 (13) nm,
averaged over a range of roughly 100 nm. The averaging of the local sample thickness for
each profile results in a small statistical error of some nanometers. While these relative
thickness errors are small, the systematic errors of the method are significantly higher,
which should be kept in mind when comparing the thickness measurements from different
methods quantitatively, e.g. from SEM images. The Malis method provides the electron
inelastic mean free path with a systematic error of 20%, propagating to the absolute sam-
ple thickness. Consequently, the thickness of different positions along one lamella can be
clearly separated, while the thickness comparison between SEM and STEM lamellas is
affected by the systematic errors. The resulting STEM lamella thickness profile, includ-
ing just the relative thickness errors, is shown in Fig. 6.5(b).
The position of the chemical interface between PCMO and STNO was estimated from
the SEM secondary electron signal line profiles by calculating the point of 50% of the
contrast change across the interface. For the STEM-based STEBIC measurement, the
interface position was extracted from Mn-M edge signal profiles acquired from the syn-
chronized low loss EELS measurements, as shown in Fig. 6.6. The Mn-M edge onset is
located at an energy loss of 49 eV. A power law background in the range 38-45 eV was
subtracted and the remaining signal from 45 to 115 eV was integrated for each beam
position. From the resulting EELS Mn-M edge profiles, the same method as for SEM
was used to obtain the interface position.
The characteristic STEBIC profile shape is shown in Fig. 6.2. The position and signal
height of the EBIC maximum was obtained by averaging all values at the profile signal
peak and their distance from the chemical interface position, respectively. To extract the
decay lengths λPCMO and λSTNO, the exponential function fits to the STEBIC profiles
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Figure 6.6: Low loss EELS data recorded along with STEM-based STEBIC: Mn-M edge signal,
which is only present in PCMO, with subtracted power law background. The inset
shows typical spectra from PCMO and STNO on a larger energy loss scale.
were done independently for PCMO and STNO, starting on each junction side’s esti-
mated inflection point and using the function f(x) = a · exp (±x−x0λ )+ y0, with the sign
varied depending on the junction side. x0, y0, a and λ were used as fit parameters. x0
accounts for the starting point of the exponential drop and y0 for background signal far
away from the space charge region.
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Chapter 7
EBIC temperature behaviour, space
charge region and modeling of a
PCMO-STNO p-n heterojunction
Patrick Peretzki, Tore Niermann, Corin Jung, Benedikt Ifland, Christian Jooss and
Michael Seibt
7.1 Premise
Building on the work from [12], [14] and Ch. 6, we extend the parameter space of
PCMO-STNO STEBIC experiments, show a way to directly measure the space charge
region size and provide STEBIC modeling. An analysis of cross section scanning trans-
mission electron beam induced current (STEBIC) results from a set of electron beam
acceleration voltages and beam currents is given, as well as investigation of behaviour
at low temperatures, showing the impact of the charge ordered PCMO phase. Electron
holography is used to estimate the space charge region size from the internal electronic
potential with near-nanometer resolution. Two methods are shown as stepping stones
to model experimental STEBIC profiles; one using a simple model of a collection func-
tion convoluted with a simulated electron beam generation volume, the other using finite
element simulations to model collection behaviour of the sample.
7.2 Methods
The PCMO-STNO samples were prepared as described in [12]. The FIB preparation of
cross section lamellas was done with an FEI Nova NanoLab 600 dual beam microscope
with a 30 kV ion beam, and a fine cleaning step performed at 5 kV. Details of the prepa-
ration method can e.g. found in [127]. Lamellas were dug out, but left in the sample to
simplify contacting. The lamella for room temperature measurements was thinned down
to a constant thickness of about 200-400 nm. During the STEBIC measurement series
with a beam current and acceleration voltage variation, the beam entrance surface was
cleaned again with a 5 kV ion beam showering after each complete scan of the lamella in
order to clean a thin layer of carbon-containing absorbants, which were deposited during
the scan because of cracked gas molecules in the remaining gas environment. As quite
high electron beam currents were used, this effect was pronounced and could be moni-
tored by decreasing layer contrast in secondary electron images and decreasing maxima in
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STEBIC images. After the cleaning step, the initial SE contrasts and STEBIC maxima
were restored. This was possible in one measurement session as STEBIC measurements
were carried out in the FIB in SEM mode. However, the lamella thickness might be
slightly reduced during these processes, approaching the given 200 nm lower limit. The
lamella for cooling experiments was prepared using similar ion beam parameters, but in
a wedge shape with a maximum thickness of t≈710 nm. Fig. 7.1(a) shows the lamella
in cross section view. The thickness profile was measured from contrast jumps in a top
view image of the lamella, as described in [23]. The determined profile is shown inf Fig.
7.1(b).
The lamella for holography was also prepared similarly, but after the final 30 kV thinning
step, the lamella was additionally thinned in the center region directly from the top in
order to produce a trench next to a clean area. Afterwards, another 30 kV cleaning step
was performed to provide optimal conditions for holography, which requires a thin resid-
ual layer on the lamella beam entrance and beam exit surfaces in order to short-circuit
the p-n junction so that no charging and only the electrostatic potential influences the
holograms. The interface between the sample system and the trench in the lamella is
shown in Fig. 7.1(c).
Figure 7.1: Lamellas for STEBIC and holography prepared by FIB. (a) STEBIC lamella in cross
section SEM view. It was prepared in a wedge shape, with the thickness gradient
shown in (b). (c) shows a TEM image of the holography lamella, where a trench was
prepared by FIB during the thinning process, providing a clear reference point for
empty holograms near the sample system to ensure good conditions for amplitude
and phase image reconstruction.
The STEBIC measurements in SEM were carried out in the described FIB as well as in
a FEI NanoSEM 650 by standard Gatan EBIC equipment including a Stanford Research
Systems SR570 current preamplifier. Current-voltage characteristics were recorded with
the same setup using a voltage source included in the current preamplifier. Electron
beam scans were done in a high magnification, with the cross section lamella surface
tilted by 85 degrees, i.e. almost perpendicular, to the electron beam, and the beam
rotated in order to scan perpendicular to the PCMO-STNO interface. To ensure high
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spatial resolution, images were collected in immersion mode. Note that the absolute
value of the EBIC maximum might considerably underestimate the real values, as the
current preamplifier is influenced by a finite input impedance and limited bandwidth in
the used high amplification settings. Still, the shown currents are correct relative to each
other, as the sample amplification range was used for all of them.
The in-situ cooling was performed in the NanoSEM using an EBIC-compatible Gatan
model C1002 cooling stage with liquid nitrogen cooling. In this setup, an electric heater
with variable current is used by a temperature control system to heat against the liquid
nitrogen cooling in order to establish a stable temperature. With this setup, a stable
temperature within a range of 1K can be established for several hours.
Off-axis holography [105] was performed using the FEI Titan 80-300 Berlin Holography
Special TEM, which includes a spherical aberration corrector providing a spatial reso-
lution of 75 pm at 300kV acceleration voltage. Holography is performed using a double
Möllenstedt biprism setup with a holography transfer lens. The TEM was operated in
Lorentz mode, i.e. imaging with the Lorentz lens instead of the switched off objective
lens, in order to increase the hologram field of view to the µm range [146]. The holograms
were recorded with a lamella tilt several degrees away from zone axis conditions in order
to avoid dynamic diffraction effects. Dose rates of 60 - 85 electronsnm2s were used, and several
holograms averaged over several images with in-between drift correction and an effective
exposure time of 4 - 7 min.
The electron beam generation volume in single layer samples was simulated by the Monte
Carlo based program CASINO 3.3 developed by Demers et al. [108]. We used the pa-
rameters 1 nm beam diameter and 200000 simulated impinging electrons. The spatial
energy distribution was calculated with 2 nm lateral and 10 nm depth spatial resolution.
The energy loss calculation was calculated using the Joy-Luo model [110]. The resulting
three-dimensional energy distribution is averaged laterally in order to provide radial and
depth information. For the collection efficiency model, multilayer samples were simulated
using CASINO 2.42 [107]. For these simulations, a larger beam diameter (20 nm) was
used.
Finite element simulations were carried out with COMSOL 5.2a, in order to determine
the spatial distribution the electronic potential V and electron and hole concentrations
p in the simulated sample. A model for a p-n homojunction with different doping levels
and different electron and hole mobilities was developed. In the first step, the Poisson-
Boltzmann equation
− d
2V
dx2
=
e
ε
·
(
ni · exp
(
− e · V
kB · T
)
− ni · exp
(
e · V
kB · T
)
+ Cion
)
(7.1)
with
Cion =
{
−NA, p-doped region
ND, n-doped region.
was solved to determine V in a one-dimensional sample with a maximum element size of
0.1 nm in the mesh. In a second step, the stationary Poisson equation and charge carrier
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equations for electrons and holes
−∇2V = e
ε
· (p− n+ Cion) (7.2)
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were solved simultaneously for a two-dimensional sample (see Fig. 7.2), with a minimum
and maximum element size of 7.5 pm and 2 nm, respectively, using an adaptive mesh
refinement routine. The results from the first step were used as initial values in the
second step. The same length lx = lp + ln as in the one-dimensional sample was used,
as well as a given thickness ly = t. The second step also incorporates an electron beam
generation volume G, which is realized as an approximate "stripe source" of electrons
and holes, i.e. a Gaussian shape (full with at half maximum 2nm) in x-direction and
a constant over the whole sample thickness in y-direction, with a given generation rate
Gpn.
Figure 7.2: Two-dimensional geometry for the COMSOL simulation. The sample length in x-
direction is split into the length of the p-doped region lp and the n-doped region
ln. The length in y-direction is equal to the sample thickness t. The electron beam,
leading to a stripe-shaped generation volume G, is scanned along the sample for
several positions x0 to produce STEBIC profiles. The contacts are marked on the
left and right end and the (beam entry and exit) surfaces on the top and bottom end
of the sample.
As boundary conditions, the potential was set to the values V0 and VD at the left and
right contact, respectively (Dirichlet boundary conditions), and recombination equations
~η ·
(
−Dp~∇p− µpp~∇V
)
= S · δp (7.5)
~η ·
(
−Dn~∇n+ µnn~∇V
)
= S · δn (7.6)
were used for excess electron and hole concentrations (Neumann boundary conditions)
at the contacts (with contact recombination velocity S = Scont) and the surfaces (with
surface recombination velocity S = Ssurf ). These conditions are only defined in a direc-
tion ~η normal to the contacts or surfaces. The excess concentrations are defined from
the results from models 1 and 2 by δp = p2 − p1 and δn = n2 − n1. Similarly to these
equations, the electron beam induced current was extracted from the simulation results
at one of the contacts via
EBIC =
∫ t
0
e · Scont · (δp− δn) dy. (7.7)
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The used parameters in the model are shown in Table 7.1. kB is the Boltzmann constant,
e the elemental charge and ε0 the vacuum permittivity. The intrinsic charge carrier
concentration was calculated as ni = 2
(
2pimekBT
h
)1.5
exp
(
−EG
2kBT
)
for the homojunction,
me being the free electron mass, and h the Planck constant. The acceptor and donor
doping concentrations NA and ND as well as the recombination coefficient B were varied,
as explained in Sec. 7.3.
Parameter Symbol Value
Temperature T 300K
Length p-doped lp 250 nm
Length n-doped ln 800 nm
Thickness t 100 nm
Permittivity ε 11.7 ε0
Hole mobility µp 200 cm2/ (V · s)
Electron mobility µn 1100 cm2/ (V · s)
Hole diffusion constant Dp kBTµp/e
Electron diffusion constant De kBTµn/e
Generation rate Gpn 1030 eV/
(
cm3 · s)
Bandgap EG 1.1 eV
Contact recombination velocity Scont 108 cm/s
Surface recombination velocity Ssurf 105 cm/s
Intrinsic charge carrier concentration ni 1.43 · 109 cm−3
Bulk majority hole concentration pp,0 NA
Bulk majority electron concentration nn,0 ND
Potential offset V0 −kBTe ln (pp,0/ni)
Diffusion potential VD kBTe ln
(
pp,0nn,0/n
2
i
)
Table 7.1: Parameters used in COMSOL model
7.3 Experimental results
Fig. 7.3 shows a current-voltage characteristics (I-V curve) of the sample used for STE-
BIC experiments in the SEM, recorded by the EBIC setup, but without electron beam
illumination, i.e. in the dark. As expected, the data generally follow the Shockley theory
[34]. The slope of the curve in forward direction (positive voltage) is the inverse serial
resistance RS of the sample, whereas the slope in reverse direction (negative voltage)
is the inverse sum of serial and parallel resistance Rp [147]. Fitting linear functions in
both direction yields the values Rp=3.313 (3) kΩ and Rs=13.79 (2)Ω. The former is in
the range determined for similar samples at room temperature in a dedicated electrical
characterization setup [12], while the latter is about two orders of magnitude larger than
the value measured in the dedicated setup, but also seems reasonable given the probable
connection weaknesses from cables, silver paint contacts and the sample holder, as well
as the macroscopic contact having been slightly damaged during contacting.
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Figure 7.3: Current-voltage characteristics in the dark of the sample used for STEBIC mea-
surements. Linear fits in forward and reverse direction enable determination of the
parallel resistance Rp=3.313 (3) kΩ and the serial resistance Rs=13.79 (2)Ω.
7.3.1 Room temperature STEBIC experiments
The beam current dependence of the maximum EBIC signal near the PCMO-STNO in-
terface in the 200-400 nm thick STEBIC sample is shown in Fig. 7.4(a). A linear increase
with incrasing beam current is exhibited for all acceleration voltages, which strongly in-
dicates the experiment is conducted in the low injection regime [143]. As similar or even
lower beam currents, along with similar lamella thickness were used in the temperature-
dependent measurements as well, we can conclude the same for these experiments. Note
that the apparent slope of the linear increase varies with acceleration voltage. It increases
from 2 to 10 kV and decreases again from 10 to 30 kV. This demonstrates the influence of
the limited lamella thickness: For acceleration voltages higher than 10 kV, a large part
of the electron beam generation volume is outside the sample and does not contribute
to excitation of electron hole pairs, which reduces the overall EBIC signal. The effect
increases with even further increasing acceleration voltage, leading to the further decreas-
ing slope for acceleration voltages above 10 kV. The same behaviour can be found in the
Monte Carlo simulations of the cumulative energy dose deposited in the sample, see Fig.
7.4(b), supporting this interpretation. The simulation was done for PCMO, however the
difference to STNO is marginal.
Fig. 7.5(a) shows the STEBIC profile shape dependence on acceleration voltage. The
profile width is indicated by the decay length on the PCMO as well as the STNO side. As
the profiles show, the decay length on both sides increases with the acceleration voltage
up to 10 kV, but decreases for higher voltages. As for the change in maximum behaviour
described before, the finite lamella thickness in the STEBIC experiment is the primary
reason, as a large part of the generation volume is outside the lamella for high acceler-
ation voltages. This is shown by the Monte Carlo simulation of the generation volume
width, see. Fig. 7.5(b). The width of the lateral energy distribution is calculated using
the interquartile range (IQR) for each depth z. For the depth range corresponding to the
experimentally used sample thickness, as shown by the marked region, the qualitative
width behaviour is the same as the decay length behaviour in the STEBIC profiles.
Furthermore, up to 5 kV, the width barely exceeds 100 nm, which is the PCMO layer
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Figure 7.4: (a) Beam current influence on the maximum EBIC signal in STEBIC measurements,
for a constant lamella thickness of 200-400 nm. A linear behaviour throughout the
used beam current and acceleration voltage range strongly indicates the experiments
were conducted in the low injection regime, and the changing slope with changing
acceleration voltage points to the influence of the finite sample thickness in STEBIC
measurements. (b) CASINO simulations of the deposited energy depth dose in PCMO
for an incoming electron beam with the same acceleration voltage range. The ordinate
indicates the deposited energy accumulated up to the given depth z. Comparing the
accumulated energy in the depth corresponding to the experimental sample thickness
(marked region in (b)) to the EBIC maximum slope from (a), a similar qualitative
behaviour can be found for experiment and simulation.
thickness. This explains why for smaller acceleration voltages, no significant charge car-
rier numbers can be collected by the PCMO-STNO interface when exciting in the Au
layer, as shown by the corresponding STEBIC profiles. Diffusion through the whole
PCMO layer is not possible as the diffusion length is limited to a few nanometers (see
Ch. 6). For higher acceleration voltages (10 kV or more), the generation volume is broad
enough to allow excitation at the charge collecting interface even when the electron beam
hits the lamella in the Au layer, therefore the Au-PCMO interface is pronounced in these
profiles.
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Figure 7.5: (a) Acceleration voltage dependence of STEBIC profiles, normalized to their max-
imum current. The profiles’ decay length on both the PCMO and the STNO side
changes the used acceleration voltage. The finite sample thickness shows up in the
decay length decrease above 10 kV. (b) CASINO simulations of the electron beam
generation volume width in PCMO, calculated here as interquartile range (IQR) of
the lateral energy distribution for z = const., for the experimentally used accelera-
tion voltage range. The width for the experimental sample thickness (marked range)
shows the same qualitative behaviour as the decay length of the STEBIC profiles.
Note that (a) the Au-PCMO interface is pronounced as a kink in the profiles only
for acceleration voltages where (b) the generation volume is broad enough to excite
electron hole pairs at the charge collecting PCMO-STNO interface even when the
electron beam hits the lamella at the Au-PCMO interface.
7.3.2 Low temperature STEBIC experiments
Another lamella, processed into a wedge shape with thickness up to 710 nm, was in-situ
cooled during STEBIC experiments. STEBIC maps were collected with 5 kV and 15 kV
acceleration voltage using three different electron beam currents (temperature dependent
data was only collected with the smallest beam current in order to exclude any high in-
jection regime effects). Cooling was done until liquid nitrogen temperature T≈80 kV,
however stable SEM mapping could only be achieved down to T≈160K. The sample was
cooled down from room temperature rapidly, then slowly heated up again while collecting
STEBIC maps. Before and after reaching room temperature, two comparative STEBIC
maps were taken to check for a possible persistent effect of the cooling.
The behaviour of the STEBIC profile maxima with local lamella thickness is shown in
Fig. 7.6(a). The analysis is similar to our previous work, which showed qualitatively
similar results to those presented here for 5 kV as well as 15 kV [23]. The shape of the
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Figure 7.6: EBIC profile maximum behaviour with temperature and local lamella thickness, nor-
malized by beam current, for 5 and 15 kV acceleration voltage. (a) The thickness
behaviour is qualitatively different for the acceleration voltages, but similar for dif-
ferent temperatures. The second room temperature result was recorded after cooling,
showing no significant effect. (b) The temperature behaviour is qualitatively similar
for both acceleration voltages, showing the transition into the increased photovoltaic
effect in the low temperature charge ordered phase.
thickness behaviour is dominated by the depth dose of the generation volume. Here
we add temperature as an additional parameter, showing generally increasing STEBIC
maxima Imax with decreasing temperature. However, the qualitative thickness behaviour
of the maxima is not influenced. Again, this points to the dominating influence of the
generation volume. The two measurements at room temperature before and after the
cooling cycle show no persistant cooling effects. In Fig. 7.6(b), the average maximum
STEBIC signal for each temperature at high thickness is shown. As the 15 kV maxima
start to saturate at a higher thickness than the 5 kV maxima, the average was calculated
for the thickness range t= 500− 710 nm for 5 kV and for only t= 700− 710 nm for 15 kV.
Results confirm the increasing STEBIC maxima with decreasing temperature. The qual-
itative behaviour is similar for 5 kV and 15 kV.
We explain the rise of the STEBIC signal at lower temperatures with the transition to
the charge ordered phase at TCO ≈ 240K, which is expected to show a larger PCMO mi-
nority charge carrier lifetime than at room temperature, and thus also a larger diffusion
length, leading to higher EBIC signal [13]. However, the macroscopic short circuit cur-
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rent of PCMO-STNO p-n junctions measured for polychromatic light illumination shows
a decreasing signal with decreasing temperature [12, 14]. The reason for the contra-
dicting trends of EBIC and optical experiments remains to be explained. Furthermore,
the increase in STEBIC maxima starts for higher temperatures than TCO, which could
be due to the rather broad temperature range of the phase transition [86, 148–150].
As the experiments in [12, 14] were conducted during cooling from room temperature,
whereas ours were conducted during heating up from 100K, the higher apparent tran-
sition temperature found here could also be due to hysteretic effects of the first order
phase transition. Additionally, it could hint at a possibly inaccurate temperature mea-
surement, as the temperature in our setup is measured at the sample holder rather than
the lamella.
Figure 7.7: Fitting exponential decays to EBIC profiles at different temperatures. (a) Although
the fit shows small errors, the fits do not reproduce the actual profiles very well, (b)
Extracted decay length hints at a smaller PCMO decay length at room temperature
than at 213K.
As a means of getting direct access to the diffusion length, generally a good way is to
fit the STEBIC profiles with exponential functions, separately on the PCMO and the
STNO side, as was also done in our previous work (see Ch. 6). However, the extracted
decay constant λ cannot readily be interpreted as a diffusion length, as the influence
of the lamella surfaces and the generation volume has to be included [22]. The decay
length may instead be described as an effective diffusion length, especially dependent
7.3 Experimental results 99
on sample thickness. Still, both influences are essentially independent of temperature.
Therefore, in order to confirm qualitatively an increasing PCMO diffusion length in the
low temperature charge ordered phase, we propose the effective diffusion length as a first
means. The results of a fit for room temperature as well as for the lowest evaluated
temperature T≈ 160K is shown in Fig. 7.7. Fig. 7.7(a) shows the resulting fit functions
with the STEBIC profiles, normalized to their maximum. Note that the functions do
not reproduce the behaviour of the experimental data very well, especially for STNO,
despite having small fitting errors as shown in Fig. 7.7(b) (the errors are indiscernably
small on the used scale). Because of the bad fits, we do not detail on fitting the STEBIC
profiles of other temperatures.
Still, note that in Fig. 7.7(a), in the whole PCMO area the low temperature signal is
higher than the room temperature signal, while in the STNO area they are identical for
both temperatures. This may be connected to the extracted decay lengths in Fig. 7.7(b),
showing that, while the STNO fit results do not significantly change between the two
temperatures, the PCMO results are smaller at room temperature for both acceleration
voltages.
As an alternative way of estimating the temperature influence on the STEBIC profiles,
we propose a ’decay integral’ Σλ. For each junction side, we integrate the STEBIC signal
within a given range Llim from the STEBIC profile maximum xmax to the end of the range
xmax±Llim and normalize it by the maximum STEBIC signal. This can be described by
Σλ,PCMO =
xmax∑
x=xmax−Llim
I(x)
Imax
, (7.8)
Σλ,STNO =
xmax+Llim∑
x=xmax
I(x)
Imax
. (7.9)
The concept of the decay integral, albeit phenomenological, is similar to a decay length,
but independent of the actual data shape. Furthermore, it is statistically more robust,
which is why we favor it in this situation.
Fig. 7.8(a) and (b) show the thickness dependent decay integral for PCMO and STNO,
with temperature and acceleration voltage as additional parameters. The 15 kV decay
integrals show a stronger thickness dependence than the 5 kV decay integrals, which is
explainable by the stronger influence of the generation volume for 15 kV. In fact, the
shape is quite similar to that of the STEBIC maxima in Fig. 7.6(a)). For 5 kV as well as
15 kV, and for all thicknesses, the PCMO decay integral at room temperature is smaller
than the PCMO decay integrals of all lower temperatures. Note that decay integral
thickness profiles for STNO are almost constant for all temperatures. This behaviour
is emphasized more clearly in Fig. 7.6(c), where the decay integrals for large thickness
have been averaged, similar to Fig. 7.6(b).
This behaviour confirms a larger PCMO diffusion length at temperatures below room
temperature, although the diffusion length cannot be determined quantitatively from
this procedure, and is in agreement with the results from the decay length fits from Fig.
7.7. Contrary to the STEBIC maximum temperature behaviour in Fig. 7.6, there is no
gradual increase with decreasing temperature. Instead, the decay integral data hint at a
more abrupt change in diffusion length at some temperature between 250K and 300K,
which could be explained by a hysteretic effect as described before.
Fig. 7.9(a) shows beam current dependent decay integrals at room temperature. For
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Figure 7.8: The decay integral provides an alternative method to estimate the decay shape of
EBIC profiles, shown dependent on the local lamella thickness and temperature.
(a) 5 kV and (b) 15 kV results all show a decreasing decay integral with decreas-
ing thickness, hinting at the generation volume influence. While there is no clear
temperature difference for STNO, the PCMO room temperature decay integral is
significantly smaller than the low temperature results, providing a strong hint of
decreasing PCMO diffusion length at room temperature due to melting of the low
temperature charge ordered phase. (c) shows averaged results for large thickness, i.e.
t= 500− 710 nm for 5 kV and t= 700− 710 nm for 15 kV.
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Figure 7.9: Beam current dependent EBIC at room temperature. (a) The decay integral of
PCMO and STNO shows a significant drop for the lowest beam current Ib = 90 pA
and 140 pA for 5 kV and 15 kV, respectively. This might hint at a transition from low
to high injection regime. (b) EBIC profile maximum dependence on beam current,
averaged for large lamella thickness, i.e. t= 500−710 nm for 5 kV and t= 700−710 nm
for 15 kV. The 5 kV EBIC maximum does not increase completely linear with the beam
current, which could support the injection regime transition.
both acceleration voltages and junction sides, the decay integral is significantly lower
at the lowest of the three used beam currents compared to the other beam currents.
Still, the change is on the order of 5-10 nm. This indicates a small change in the shape
of STEBIC profiles, which could hint at a transition from low to high injection level
regime between the first and the second beam current. In fact, looking at the mean
STEBIC profile maxima for large sample thickness, as shown in Fig. 7.9(b), a slight
change in slope between these currents can be found there as well, which is a typical
sign for a change between the regimes in EBIC experiments [52]. Note that the smallest
beam current values are estimated, as a high amplifying range of the current amplifier
had to be used for them, decreasing the measured signal by a factor because of limited
performance. To correct this effect, the data for the medium beam current were measured
in both amplifying ranges, and low beam current data multiplied by the ratio of the two
medium beam current measurements. Furthermore, the data set is very small, so that a
transition between injection regions cannot clearly be determined.
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7.3.3 TEM holography experiments
TEM amplitude and phase images were reconstructed from averaged off-axis holograms.
This was achieved by using the usual Fourier filtering based reconstruction method in-
volving correction by empty reference holograms, i.e. from electrons not perturbed by
the sample [146]. The chosen cut-off Fourier frequency determined a spatial resolution
of about 10 nm. A resulting pair of reconstructed amplitude and phase image is shown
in Fig. 7.10(a) and (b). In both images, an extended defect is visible at the surface of
the PCMO layer, which we identify to likely be a MnOz precipitate, which have been
described for non-annealed PCMO layers elsewhere [113]. This region was excluded from
further analysis in order to only examine pure PCMO and STNO.
The phase φ of TEM images is, in theory, proportional to the electrically active local
sample thickness tact and the local electrostatic potential V, providing access through
the latter from phase images. Using a fixed interaction constant σIA = 0.0065 radV·nm for
300 kV, the simple connection of these quantities is
φ = σIA · V · tact, (7.10)
which is for example described by Park et al. [103]. Looking at phase profiles across the
PCMO-STNO p-n junction, averaged along the p-n junction plane, we obtain results as
shown in Fig. 7.10(c). Also shown are profiles from relative thickness maps obtained from
EFTEM images of the same region in the same lamella, which can be used to describe
the thickness influence on the phase image.
The qualitative trend in the region about 100 nm away from the p-n junction interface
is similar for thickness and phase, confirming the thickness influence on the phase in
this region. Furthermore, the qualitative trend of all averaged phase profiles is very
similar. We expect a space charge region size below 1 nm for PCMO and of 27 nm for
STNO from box approximation considerations [9]. Outside of this region, we expect flat
potential. In our experimental results, the potential indeed follows the same trend as the
thickness outside of this region. However, the exact interpretation of the signal within
the space charge region is difficult. Simply using equation 7.10 to extract the potential
leads to the result shown in Fig. 7.10(d). For this, the relative thickness measurement
was converted to an absolute thickness by multiplying with the inelastic mean free path
MFPPCMO=117 (12) nm and MFPSTNO=123 (13) nm in the respective region, which were
calculated for 300 kV EFTEM measurements using the Malis method [145].
As expected, flat potential is reached far away from the p-n interface (x=0). Looking
closer at the region near the space charge region, the qualitative trend is as expected from
the potential in a space charge region, also including a potential jump at the interface
due to the different mean inner potential of the regions. Still, on the STNO side flat
potential is only reached at x ≥ 100 nm, which is much more than the expected space
charge region side. On the PCMO side, the situation is similar with a flat potential only
reached for x ≤ −100 nm, whereas we would expect that no band bending is visible at
all due to the exceptionally small space charge region.
We expect drawbacks from the limited resolution of only 10 nm in the phase images and
from the manually corrected material jump in the EFTEM images, which also have a
limited resolution. Furthermore, in Fig. 7.10(c) the visible phase increase approaching
the p-n interface from the PCMO side is rather small, and only enhanced from the
seemingly decreasing thickness slope approaching the interface, putting the resulting
potential rise in Fig. 7.10(d) into doubt. On the other hand, the phase drop when
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Figure 7.10: Results from electron hologram reconstructions. (a) Amplitude image of the used
lamella, showing an included Mn-O precipitate at the PCMO layer surface, (b)
corresponding unwrapped phase image, marking the region where profiles were av-
eraged along the p-n junction plane, (c) phase and EFTEM thickness profiles from
different measurements, in units of the inelastic mean free path λ, (c) potential pro-
files, which are the phase divided by thickness profiles and an interaction constant.
The potential jump at the p-n junction (x=0) is clearly visible. The potential rise
on both junction sides is on a larger scale than expected from box approximation
space charge region size.
approaching the interface from the STNO side is strongly pronounced, supporting that
it is really connected to a change in electrostatic potential due to space charge.
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7.4 Modeling
7.4.1 Collection efficiency model
A simple model for describing the shape of cross section EBIC profiles is by weighting
the space charge region and the neutral region of the sample differently. The model is
described in [45] and was applied by us to PCMO-STNO STEBIC measurements before
[12]. In this model, we assume a collection efficiency profile perpendicular to the p-n
junction interface. In the space charge region, we assume that the electric field is strong
enough that all minority charge carriers reaching this region are collected by the junction,
and thus set the collection efficiency to 1. In the neutral region, diffusion is the dominant
reason for minority charge carrier movement, and we assume an exponentially decreasing
collection efficiency when increasing the distance to the space charge region, with the
decay length being the diffusion length. Therefore we define the collection efficiency
function fc stepwise:
fc(x) =

exp ((dPCMO + x) /LPCMO) , x ≤ −dPCMO
1, −dPCMO < x ≤ dSTNO
exp (− (dSTNO − x) /LSTNO) , x > dSTNO
(7.11)
To simulate a STEBIC profile, the collection function may be convoluted with the Monte
Carlo simulated generation volume, which is summed up in the directions parallel to the
p-n junction interface, generating the generation function g(x). The convolution process
for the discrete simulated data may be described by
Isim ∝
∑
x′
g
(
x, x′
)
fc(x
′). (7.12)
In general, for each excitation position x, a separate generation volume has to be used
to account for the position in the multilayer sample. The proportionality constant must
include the excitation energy of electron hole pairs and the beam current.
Figure 7.11: Experimental and simulation STEBIC profiles for acceleration voltages 5 kV and
30 kV. While the general profile shape and features such as the kink at the Au-PCMO
interface and the almost flat profile in the space charge region are reproduced by
the simulations, the decay length does not fit for both acceleration voltages.
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Applying this model to reproduce STEBIC profiles as shown in Fig. 7.5(a) leads to
results as shown in Fig. 7.11 for two different acceleration voltages. As decay lengths, we
use the diffusion lengths LPCMO=3nm and LSTNO=17nm as found in our previous work
(see Ch. 6). The experimental and simulated profiles are qualitatively similar for both
acceleration voltages, e.g. the pronounced kink at the Au-PCMO interface for 30 kV is
reproduced in the simulation, and is not present for 5 kV. Furthermore the broad, almost
flat profile shape in the space charge region (around the maximum) and the shift of the
EBIC maximum away from the p-n junction interface (at least for 5 kV) show up in the
simulation.
Still, the simulated profiles’ decay widths considerably differ from the experimental ones,
especially on the STNO side. Adjusting the diffusion length as parameter in order to
reach a better fit to the experimental profiles has proven impossible, as no set of diffusion
lengths was found that allowed simultaneous fit at different acceleration voltages. We
attribute the shift of the maximum to the slightly tilted electron beam (5 degrees from
incidence perpendicular to the surface). It is not to be confused with the shift because
of asymmetric doping found in the TEM-based STEBIC profiles (see Ch. 6).
The collection function model is thus deemed too simple to fit the experimental STEBIC
data exactly, but can still serve as a guidance.
7.4.2 COMSOL model
Fig. 7.12 shows STEBIC profiles simulated for a point source excitation using a COMSOL
model of a p-n homojunction. The first profile was simulated for parameters akin to
typical Si p-n junctions. The second profile was simulated for higher doping levels, more
akin to PCMO-STNO, which leads to a much more narrow profile, as can be seen by
the reduced plateau width and decay length. The plateau width is corresponding to the
size of the space charge region, where most excited charge carriers are collected, thus the
EBIC is independent of the beam position.
Figure 7.12: STEBIC profiles simulated by a COMSOL homojunction model for different dopings
(low, high in symmetric and asymmetric ratio) and recombination coefficients, which
influence the space charge region size and diffusion length. This is reflected in the
plateau width and decay length of the profiles, respectively. A shift of the plateau
position away from position 0 into the lower doped region for asymmetric doping is
clearly exhibited, which is connected to the shift of the intrinsic point.
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Figure 7.13: COMSOL homojunction model simulations in equilibrium and with electron beam
excitation. (a) Electronic potential for asymmetric high doping, which is not greatly
affected by the electron beam excitation (V ,equil=V ,excited), and well described
by the box approximation. The electric field maximum is at the chemical interface
(x=0). (b) Electron and hole concentration for symmetric high doping. The maxi-
mum injection is at the intrinsic point, coincidental with the chemical interface for
this doping. (c) Case for asymmetric high doping, where the maximum injection
shifts with the intrinsic point into the lower doped region.
Increasing doping leads to a decreasing space charge region size, which can also be seen in
our simulated profiles. The decay length is connected to the diffusion length in the neutral
region, which we discussed in detail in our previous work (see Ch. 6). In general, larger
diffusion length leads to larger decay length. For a constant recombination coefficient
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B, higher doping leads to a smaller diffusion length, as can be deduced from general
recombination mechanism considerations [28]. In the case of extrinsic doping and low
injection conditions, we calculate a reduction from the minority charge carrier diffusion
lengths LPCMO ≈
√
De
BNA
≈17 nm and LSTNO ≈
√
Dh
BND
≈13 nm to LPCMO ≈0.5 nm
and LSTNO ≈2.3 nm when transitioning from low to high doping. This is in line by the
reducing decay length in our simulated profiles.
The third profile was simulated for symmetric high doping, leading to a shift of the
plateau region to the chemical interface (x=0) and a more symmetric profile. The reason
for this will be further discussed in the next paragraph. The final profile was simulated
for asymmetric high doping with a reduced recombination coefficient B, leading to larger
diffusion lengths LPCMO ≈53 nm and LSTNO ≈227 nm. This is reflected in larger decay
lengths of the profile.
The shift of the STEBIC profile maximum (or plateau) into the lower doped region
in case of asymmetric doping was already experimentally shown and explained in our
previous publication for a PCMO-STNO heterojunction (see Ch. 6). The STEBIC
profile simulations in this work confirm the doping ratio as the reason for the shift of the
EBIC maximum, as was also shown for another material system [47].
We would like to elaborate further on our previously established explanation for the shift
by investigating the position-dependent electronic potential V as well as electron and hole
concentrations n and p. Fig. 7.13(a) shows that the electronic potential is not strongly
affected by the electron beam excitation, confirming the simulation is done in the low
injection regime [47]. Furthermore, the maximum electric field, even in the excited case,
is always at the chemical interface (x = 0). As shown in Fig. 7.13(b) and (c), the
point of maximum injection shifts into the lower doped region in the case of asymmetric
doping. If the electron beam excites at this point, most excess charge carriers will be
excited, leading to an expected maximum in the STEBIC profile. Still, the simulated
STEBIC profile maximum (second profile in Fig. 7.12) is not shifted as much into the
lower doped region as the intrinsic point (Fig. 7.13 (c)). This hints at an interplay
of maximum injection and maximum electric field, the latter of which is located at the
chemical interface regardless of the doping ratio.
7.5 Contributions
PCMO-STNO p-n heterojunctions were prepared by Benedikt Ifland and Christian Jooss.
The COMSOL homojunction model was developed by Corin Jung and extended to a het-
erojunction model by the author. Holography experiments and phase reconstruction were
performed by Tore Niermann. FIB preparation and EBIC experiments were performed
by the author with help from Tobias Westphal. Simulations and analysis were performed
by the author under guidance of Michael Seibt. Results were discussed by the author,
Tore Niermann, Tobias Westphal, Tobias Meyer, Benedikt Ifland, Christian Jooss and
Michael Seibt. Figures were made and text was written by the author.

Chapter 8
Discussion
In this chapter, additional challenges of acquiring, processing and understanding the
experimental data as well as conducting the simulations described in the chapters before
are discussed. They will conclude in a summarizing discussion including the points
already mentioned within the last chapters.
8.1 Sample preparation
The STEBIC lamella preparation by FIB, whether it be for SEM or for TEM based
experiments, holds the distinct disadvantage that Ga ions are implanted into the sample
lamella during the process. The implantation rate and maximum implantation depth
depend on the ion beam current and voltage as well as on the material. TRIM simula-
tions for PCMO (x = 0.35) processed with 30 kV Ga ions have shown that an amorphous
surface layer of about 5 nm thickness is formed and that the implantation depth is around
15 nm [151]. Furthermore, STNO is subject to slightly larger damage by ion beam ir-
radiation, with implantation depths of 36 nm for 30 kV Ga ions being calculated [152].
Produced damage may for example manifest in oxygen deficiency [153, 154].
The idea of using different preparation steps with decreasing ion beam currents, as has
been done in this work, is to eliminate the damaged areas at the lamella surfaces. How-
ever, the safest way to avoid these layers is to only using low energy Ar ion polishing
[130]. Using FIB preparation, highly damaged surface areas may still remain. In these
layers, excited charge carriers recombine almost instantly [155], consequently they are
called ’dead’ layers [129]. They have been recognized as a necessary inclusion in model-
ing STEBIC results in the case of low energy excitation (see Sec. 5) and are estimated
to similar layer thickness for SEM as well as STEM based STEBIC experiments (see
Sec. 6) on PCMO-STNO. For Si, the thickness is found to be much higher. This is
understandable as amorphous surface layers due to 30 kV Ga ion irradiation have a much
larger thickness (about 20-30 nm) than in PCMO (about 5 nm) [156].
In general, low energy ion polishing, e.g. by a Gatan PIPS system, is a suitable method
to greatly decrease the thickness of these damaged layers, and is often used for lamellas
prepared for high resolution TEM. However, this is not suitable for SEM based STEBIC
samples for SEM, as the lamella is typically kept in the sample which is usually too large
for the PIPS. For TEM based STEBIC lamella preparation, it is possible to transfer the
DENS chips into the PIPS device, which might enable better control of dead layers in
future experiments.
Aside from dead layers, FIB preparation may also produce conducting surface layers,
which can for example short-circuit p-n junctions in a lamella. While diminishing the
quality of STEBIC measurements, this is a desired effect for off-axis holography, as ex-
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ternal charges introduced by the electron beam can flow to the sample contacts easily,
therefore they do not influence the lamella’s internal electric field which is a common sub-
ject of holography studies. A similar conductive layer seems to develop due to electron
beam irradiation, which was found at least in the dual beam FIB microscope during STE-
BIC experiments where the lamella was scanned repeatedly with dwell times of around
500µs. As the electron beam cracks molecules of the remaining low pressure atmosphere
in the sample chamber, such a layer is likely to form during extended irradiation. During
this experiment, low energy ion beam polishing was used to remove this layer after a
completed scan of the whole lamella, which worked reasonably well.
A better strategy would be to perform STEBIC experiment in better vacuum to prevent
formation of the layer. Indeed, it has been found in other experiments in the NanoSEM
microscope that reducing the ambient pressure from 10−4 to 10−6mbar by using a cooling
trap leads to much better stability of the surface. In situations of small STEBIC signal,
the change in the STEBIC maximum can be crucial, and thus ensuring a clean surface
important for reasonable results.
The preparation method for TEM based STEBIC lamellas used in this work is rather
complex, including the upside down transfer to a carrier sample, subsequent macroscopic
contact deposition, transfer of the contacted lamella to a DENS chip, milling of trenches
to form a defined current path and final thinning. Although the STNO surface on which
the back contact was deposited was only roughly cleaned by a 30 kV ion beam, and was
under normal atmosphere before transfer to the contact preparation chamber, the de-
posited metal layer apparently provided an Ohmic contact to STNO suitable for STEBIC
measurements.
It has even been found in later experiments that it is sufficient for STEBIC measurements
to deposit a Pt-C layer on STNO as back contact [157]. Thus, the contact deposition
can be classified as rather uncritical. Still, the fixing of the lamella on the chip was done
cautiously, restricting scanning of the electron beam to the connection points where Pt-C
was deposited. This was done to prevent deterioration of the Pt contact layer on the
chip where the lamella was fixed, as similar effects are known to be critical for PCMO
resistance experiments [158]. After fixing the lamella, the electron beam was not reacti-
vated for several minutes in order to let the vacuum pumps restore the normal ambient
pressure and not risk deposition of residual gas on the contact layer.
8.2 EBIC measurement
The beam current dependent studies of the STEBIC profile maxima (Fig. 7.4(a)) could
not be extended to beam currents larger than 3 nA in the NanoLab microscope, as the
measured current was, in contrary to lower currents, far off the specified value. Fur-
thermore, the measured maximum EBIC for this beam current range was often even
lower than the maxima measured at around 3 nA, which might apply for high injection
conditions [52]. Additionally, it is possible that the actual ion beam current during the
STEBIC measurements was lower than the value from the a posteriori Faraday cup mea-
surement, which would mean that adjusting the electron beam in this current region
cannot be trusted. Still, it has been shown that the current can be adjusted reproduca-
bly to about 7 nA in the NanoSEM microscope [117].
During EBIC measurements with high dwell time, images may be severely impacted by
drift, as well as instabilities in the microscope’s dampening system, leading to jumps in
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the image (see Fig. 8.1). While it was found out that the jumps can be prevented by
changing the image recording procedure to acquisition mode in the microscope software,
drift always occurs. The highest drift rates (1−2nms ) have been noticed for temperatures
below 100K as well as for high beam currents. While the cooling system is working
almost at its limit at this temperature, which could lead to an uncontrolled drift of the
stage on a small length scale, the high current induced drift is attributed to charging ef-
fects in the sample. High impinging electron currents lead to a severe local distortion of
the equilibrium Coulomb potential in the sample due to charge accumulation, which may
not be neutralized immediately because of limited conductance. The changed Coulomb
potential may in turn affect the impinging electron beam, leading to an apparent sample
drift.
Figure 8.1: Drift correction procedure of a secondary electron image. (a) original image, show-
ing the drift and a jump, (b) drift corrected image, also eliminating the jump.
The PCMO-STNO interface was assumed as smooth on this scale in the correction
procedure.
Since in situ drift correction is not implemented in the SEM control software, the images
had to be drift corrected a posteriori. For this, a Gatan DigitalMicrograph script was
used, comparing contrast gradients along layer interfaces visible in the secondary electron
images to some reference gradient which is given by one of the first image lines. The
comparison is done via cross correlation within a variable range. Running through all
image lines, this procedure corrects continuous drift as well as jump-like behaviour.
To record STEBIC maps with nanometer partitioning, but still scan a whole lamella with
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about 10µm length, it is a likely strategy to perform detailed scans of individual lamella
sections and stitch them together in the end. The basis for this is good drift correction,
another important requirement is that clear features are visible which can be used to
compare neighbouring images. The Au front contact layer has proven to be a suitable
source for that, especially at its interfaces to PCMO and the protective Pt-C film on
top of the lamella, which are often quite rough. A DigitalMicrograph script was used to
stitch two images together by cross correlation of the parts with the same feature.
During the cooled STEBIC measurements (see Sec. 7), the temperature was measured
by a temperature sensor on the cooling stage. While treated as exact in the analysis
of the results, the temperature measuring is subject to errors. The measurement at the
sensor can be assumed to be reasonably exact (±0.5K), as given by the manufacturer’s
description [116]. However, the sensor is not placed directly at the lamella where STEBIC
measurements are conducted, consequently it may take some time for the temperature at
the lamella to adjust. Assuming a given temperature at the sensor position, the time can
be estimated which is necessary to adjust the lamella, connected to the bulk sample on
three edges, to the same temperature, i.e. to reach thermal equilibrium with the sensor
position.
The bulk sample as well as the sample holder, which mainly consists of copper and brass,
should not be the limiting factor of reaching the equilibrium, as the lamella is connected
to the bulk sample by much thinner interconnections than the bulk sample to the sample
holder, severely limiting heat flow. The lamella also has two surfaces (beam entry and
beam exit), which may emanate thermal radiation to the ambient atmosphere. As the
ambient pressure is fairly low (around 10−5 − 10−6mbar), the temperature loss via this
channel is relatively slow. The temperature adjust along the lamella was estimated by
a simple analytic heat diffusion model, using the thermal diffusivity of Si and PCMO.
Results indicate that the temperature adjust process happens on a timescale of some
microseconds. As before each STEBIC measurement, it was waited for several minutes
after the indicated temperature had stabilized, the temperature should be safely equal-
ized at the lamella and the temperature point. Nevertheless, a temperature difference
from the temperature sensor to the lamella cannot be excluded.
8.3 EBIC processing
The EBIC image quantification procedure, as described in Sec. 3.9.1, was used on all
analyzed data in this work in order to transfer the quantitative measurement from the
measurement board to the simultaneously recorded qualitative EBIC images. Two factors
are critical in the procedure: Choosing the correct background signal in the quantitative
measurement and choosing reasonable quantiles to match the cumulative histograms of
the quantitative to the qualitative data.
The background signal is collected with a blanked electron beam, so it should give a good
reference of where the STEBIC signal is zero. However, in practice this reference is not
always reliable, as it is sometimes higher than some signal taken during the electron beam
scan, i.e. would produce negative EBIC signal when used as a reference. Furthermore, it
may be so small that the signal from the STEBIC profile does not saturate around zero,
but at some higher value. Both effects may be explained by a change of the reference
during the STEBIC measurement, i.e. by charging effects in case of poor contacting.
The different background levels in PCMO and STNO, as well as in p-doped and n-doped
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Si can be explained by taking into account Eq. 2.17: If the bulk charge carrier concen-
tration, peq in the p-doped and neq in the n-doped area, is different, i.e. asymmetric
doping of the p-n junction, the injection level on both sides far away from the junction
interface δp also differs. The effect in experimental signal as well as calculated injection
is shown in Fig. 8.2.
Figure 8.2: 80 kV STEBIC profile, showing the slightly differing saturation levels in PCMO and
STNO far away from the p-n junction interface. Also plotted is the local injection
level (cropped at the top), as calculated from Eq. 2.17. It shows the same qualitative
relation of saturation levels as the STEBIC profile, indicating that the different levels
are primarily due to the asymmetric doping levels of the materials.
Choosing meaningful quantiles is important to impose the correct scaling to the qual-
itative data. The quantiles were mostly chosen near the lower and upper end of the
histogram, as shown in Fig. 8.3(a), and compared if they correspond to the same quan-
tiles in the histogram of the quantitative and qualitative data when the quantitative scale
is imposed on the qualitative data. The error of this procedure is estimated to be about
2%, which was taken into account deriving the errors of EBIC maxima.
A new version of the processing script has been developed, using cross correlation to
compare the histograms of the quantitative and qualitative measurements and extract-
ing the background from a scan interruption marker in the measurement file. The results
from processing with the script used in this work and the newer one are comparable, as
shown in Fig. 8.3(b), but choosing the newer script is preferable for future experiments
as it does not depend on the user choosing quantiles manually and the cross correlation
is more robust than comparing just two points in the histogram.
8.4 Correction of EBIC preamplifier limitations
The bandwidth limitations of the Stanford Research SR570 preamplifier were explained
in Sec. 3.4.1. For high amplifier sensitivity settings, the bandwidth is severely reduced,
which makes high dwell times during recording necessary. In fact, at both used scanning
electron microscopes used in this work, the dwell time cannot be set higher than 1ms
(for the Nanolab FIB) and 10ms (for the NanoSEM), rendering sensitivity settings of
the amplifier in the pA/V range useless. Still, in the Titan TEM the dwell time is more
variable, thus an EBIC setup at this microscope including the amplifier may still profit
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Figure 8.3: Processing of 30 kV STEBIC profiles. (a) shows typical cumulative histograms, nor-
malized to their saturation value. The histogram of the EBIC quantitative mea-
surement, taken by the measurement board, is compared to the histogram of the
qualitative EBIC image, and the current scale (abscissa) of the quantitative mea-
surement is superimposed by comparing the cumulated values at two quantiles (here
70% and 99.8%). (b) Typical resulting STEBIC profile. The processing method using
the two quantiles is compared to a newer script using cross correlation of quantitative
and qualitative histogram. The results of the old and the new method do not show
significant deviations.
from the high sensitivity settings. Still, even if the bandwidth limitation is accounted for,
EBIC signal is still overall reduced for high amplifier sensitivies, which can be corrected
by multiplying a factor to the EBIC profile or map. However, the exact value of the
factor was found to be dependent on the amplifier sensitivity and the sample.
In the following, a simple model will be described to connect the correction factors to
the amplifier input resistance. It is based on the one diode model Shockley equation,
which is given in equation 2.37 in chapter 2. For EBIC measurements, no voltage is
applied, thus we can set U = 0. Furthermore, in the experimental results shown in Fig.
3.10, the absolute EBIC signal is always below I =250 nA (the used beam currents were
Ib =0.47 nA for 5 kV cross section, 0.7 nA for 15 kV cross section and 0.27 nA for 5 kV
top view measurements). Assuming a safe upper limit for the series resistance such as
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Figure 8.4: Equivalent circuit for an EBIC measurement in a one diode model with ideality
factor n = 1. Compared to the usual one diode model as shown in Fig. 2.4, the
voltage source is replaced by an amperemeter to measure the EBIC. The used current
preamplifier uses a variable input resistance Ri,Amp, represented here by an additional
resistor.
Rs =1 kΩ, a reasonable ideality factor n ≥ 1 and T = 300K, we find that
I ·Rs  nkBT
e
.
In this approximation, we may set the exponential from Eq. 2.37 to 1, thus simplifying
it to
I ≈ −Isc
1 + RsRp
.
In Fig. 8.4, the equivalent circuit for an EBIC measurement is sketched. The preamplifier
is inserted in series between the sample and the actual current measurement, represented
by an amperemeter in the equivalent circuit. Thus we may add the amplifier input resistor
with resistance Ri,Amp in series to the series resistor with resistance Rs. Consequently,
the input resistance shows up in the simplified Shockley equation as an additional series
resistance. In this model, the ratio between the short circuit current, which is the actual
EBIC, and the measured EBIC is∣∣∣∣IscI
∣∣∣∣ ≈ 1 + Rs +Ri,AmpRp =: αi. (8.1)
This is the proposed simple model for a correction factor αi for high sensitivity EBIC
measurements, where the high input resistance comes into play. It requires knowledge
of Rs and Rp. According to the Shockley theory, the inverse slope of I(U) is Rs for
sufficiently large forward bias (U > 0) and Rs + Rp for sufficiently large reverse bias
(U < 0). Before and after the SEM-based EBIC measurements in this work, the inverse
slope was routinely checked in both directions by a multimeter. The measurement of
the sample used for cross section measurements in Fig. 3.10 was checked by extracting
the resistances from the slope of the recorded I(U) curve, which is shown in Fig. 7.3 in
chapter 7. The results for both methods and samples are shown in Table 8.1. Whereas
Rp is comparable to the value extracted with the multimeter method, Rs is considerably
smaller. The multimeter applies a small voltage in order to measure a sample resistance,
which may be the reason for the altered series resistance. Thus, the values of the I(U)
method are more trustworthy.
The determined correction factors for the cross section measurement, obtained from the
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Sample, Method Rs (Ω) Rp (Ω) αi, Ri,amp =100Ω αi, Ri,amp =10 kΩ
Cross Section, Multimeter 900 3000 1.33 4.63
Cross Section, I(U) 13.79(2) 3313(3) 1.03 4.02
Top View, Multimeter 700 1600 1.50 7.69
Table 8.1: Results of the proposed simple EBIC correction procedure for high amplifier sensitivity
I(U) method, are very close to the values found by comparing the experimental EBIC
profiles. Furthermore, as αi ≈1 already for Ri,amp =100Ω, it can be concluded that
the EBIC values obtained from the low sensitivity range, i.e. up to 200 nA/V, are the
real quantitative EBIC values. To also obtain these in the high sensitivity range, αi for
Ri,amp =10 kΩ must be multiplied to the EBIC results from this range. The correction
factor found for the top view measurements is also close to the result from comparing the
low and high sensitivity EBIC profiles. Unfortunately, no I(U) measurement is available
for this sample, which is supposed to be able to provide a better estimation for αi.
In conclusion, to estimate this factor properly, it is recommended to record an I(U) curve
for the used sample, preferably within the setup actually used for EBIC measurements in
order to estimate the series resistance correctly. The larger the parallel resistance of the
sample, i.e. the closer it is to an ideal diode, the smaller the required correction factor.
The proposed simple correction procedure is valid for any type of EBIC sample, as long
as voltage drop over the series resistance is not too high (usually, the current should be
below at least 10µA at room temperature).
Determined correction factors can be applied in order to estimate the electron hole pair
excitation energy Eeh, as defined in Eq. 2.1. In the modeling of a STEBIC profile by
convolution of a simulated generation volume and a given collection function, one may
write Eq. 2.41 in one dimension with a proportionality factor including Eeh:
Isim(x0) =
Ib
Eeh
Σεa =
Ib
Eeh
∫
x
εa(x− x0) · f(x)dx (8.2)
with the beam position x0, beam current Ib, cumulated absorbed energy Σεa, local
absorbed energy εa and collection function f(x), as defined in Eq. 2.40. Comparing
simulated and experimental STEBIC profiles, as shown in Fig. 7.11, offers the possibility
to compare the simulated Σεa to the experimental STEBIC signal, for example at the
distinct point of the maximum. Using the correction factor αi for the given experimental
conditions, the experimental and simulated maxima may be connected by Imax,sim =
αi · Imax,exp. Therefore Eeh can be determined by
Eeh =
Ib · (Σεa)max
αi · Imax,exp . (8.3)
Using the data from Fig. 7.4(a) and 7.11 for 5 and 30 kV, a first attempt of determining
Eeh was taken as shown in Tab. 8.2. The dwell time was high enough (500µs) to exclude
bandwidth limitations. Rs could not be measured reliably for these data, therefore it
was assumed that Rs  Ri,Amp, meaning that Rs can be neglected to calculate αi based
on Eq. 8.1. For these conditions, αi ≈ 2 was calculated for both measurements.
The resulting electron hole pair energy is roughly equal for both measurements, and,
using the Eq. 2.1, can be converted to a band gap energy of Eg ≈ 3.5 − 5 eV (see
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Acceleration voltage Ib (nA) (Σεa)max (keV) Imax,exp (nA) Eeh (eV)
5 kV 1.55 1.33 76(1) 14(1)
30 kV 0.61 0.54 15(1) 11(1)
Table 8.2: Calculation of electron hole pair energy by comparing experimental and simulated
data using the correction factor αi ≈ 2 for high amplifier sensitivity.
Figure 8.5: Calculated electron hole pair energies written into the universal diagram shown by
Klein [25] (picture taken from [17]), showing the corresponding bandgaps in the range
of 3.5-5 eV, which is close to the STNO bandgap and within the spectral range where
PCMO absorption is highest.
Fig. 8.5). This is comparable to the STNO bandgap (3.2 eV) and within the range of
absorbed energy in PCMO, as shown in Fig. 2.13(b). If the collection function model
can be improved, for example to incorporate surface effects, this method may provide
a good strategy of estimating a mean energy characteristic for the excess charge carrier
excitation process.
8.5 CASINO simulation
CASINO simulations are performed with a large number of electrons in order to ensure
good statistics in the spatial distribution of deposited energy. It has been found that
repeating the simulation does not noticeably change the resulting STEBIC profile simu-
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lations when choosing at least 2 ·105 simulated electrons. This is in spite of the fact that
repeating CASINO v2 simulations with the same parameters often leads to a changed
total volume in which the spatial energy distribution is calculated.
Particularly, the volume extension in the plane parallel to the beam entry surface often
changes by several 100% from one simulation to another. Judging from the description
[107], it should be calculated from the electron range (after [159]), which is constant for
the same material and presets. However, it seems the program does not simply use this
value, but calculates the plane extension from arbitrarily changing parameters. It can be
speculated that it uses the actual range of the first simulated impinging electron. This
bug does not strongly influence the STEBIC profile simulations, but prevents a robust
estimate of the lateral extension of the generation volume (shown in Fig. 6.1). Therefore,
for these simulations CASINO v3 was used, which includes an adjustable extension of
the volume for which to simulate the deposited energy. This version, however, is unsuit-
able to simulate multilayer samples, as a bug seems to prevent realistic electron transfer
between layers. Therefore, both CASINO versions have their distinct use, depending on
the application of the simulation.
One of the main limitations of the collection function model (Eq. 7.12), as well as of
an accurate COMSOL model, is the need to simulate the generation volume for each
beam position, as the chemical PCMO-STNO interface moves in relation to the beam,
and the energy distribution differs from PCMO to STNO because of their different mass
density (see Fig. 8.6(a)). A more distinct change can also be seen when transitioning
from PCMO to the Au front contact (see Fig. 8.6(b)). The transition from Au to PCMO
is responsible for the kink in the STEBIC profile at their interface. Consequently, this is
not visible when assuming one constant generation volume for all beam positions, see Fig.
8.6(c). However, in the PCMO and STNO region, simulated profiles for many simulated
generation volumes and one generation volume (which was taken from the beam position
at the PCMO-STNO interface) are almost identical.
In conclusion, for further studies using the collection function model, it is convenient
to use only one generation volume, significantly reducing simulation effort. It is also
reasonable to transfer this finding to COMSOL simulations.
8.6 COMSOL simulation
Instead of the used Neumann (i.e. flux) boundary conditions used at the sample surfaces
in the final simulations (see Ch. 7) for the continutity equations (Eq. 2.2 and 2.3), it is
also possible to use Dirichlet boundary conditions, which however imply that no current
flows through the surfaces. This is not reasonable for the contacts, but may be for the
beam entry and beam exit surfaces. Conditions of no current flux are equal to zero
surface recombination velocity, which may be a good approximation if the velocity in the
flux condition is very small, e.g. s < 103 cms .
Furthermore, choosing a fixed potential at the surfaces, for example in the center of
the band gap, would imply Fermi level pinning due to a high concentration of charged
defects. This would also imply an electric field at the surfaces, additionally acting as a
charge carrier source or sink. So far, no stable conditions in the simulations could be
reached using the described conditions.
Additionally to the homojunction COMSOL model described in Ch. 7, a heterojunction
model was implemented, based upon the model developed in Sec. 2.1.5. Similarly to
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Figure 8.6: Simulated generation volume. The 30 kV beam impinges the sample at (a) PCMO-
STNO, (b) Au-PCMO interface. (c) Simulated STEBIC profile using an adjusted
generation volume for each beam position (individual sims) and the same generation
volume, as shown in (a), for each beam position (one sim). For the latter, the Au
layer was left out of the simulation. Aside from the kink at the Au-PCMO interface,
the simulated profiles match.
the homojunction model, two simulation steps are used. In the first one, the Poisson-
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Boltzmann equation
− d
dx
(
ε
dV
dx
)
= e ·
(
p0,W exp
(−eV
kBT
)
− n0,W exp
(
eV
kBT
)
+ Cion
)
(8.4)
is solved in a one dimensional sample geometry. In the second one, the set of Poisson
and charge carrier equations
−~∇
(
ε~∇V
)
= e · (p− n+ Cion) (8.5)
~∇ ·
(
−Dp~∇p− µpp~∇V +Dp p
p0,W
~∇p0,W
)
=
G
EG
−B · (np− n2i ) (8.6)
~∇ ·
(
−Dn~∇n+ µnn~∇V +Dn n
n0,W
~∇n0,W
)
=
G
EG
−B · (np− n2i ) (8.7)
is solved in the two dimensional geometry with electron beam excitation, using the results
from the first simulation step as initial values. The electron beam excitation is still imple-
mented as a stripe source, and boundary conditions for the charge carrier concentrations
are modified to
~η ·
(
−Dp~∇p− µpp~∇V +Dp p
p0,W
~∇p0,W
)
= S · δp (8.8)
~η ·
(
−Dn~∇n+ µnn~∇V +Dn n
n0,W
~∇n0,W
)
= S · δn (8.9)
The used parameters are collected in Table 8.3. A smaller sample size is chosen in
order to better account for the small dimensions in which the potential changes are
happening in PCMO-STNO, compared to the Si homojunction model. Permittivity,
mobility, diffusion constants and bandgap have been adjusted to the known values of
PCMO-STNO. The diffusion potential VD is calculated from the known work functions
Wp and Wn of the materials. The nominal doping concentrations of PCMO-STNO are
NA,nom = 6.3 ·1021 cm−3 and ND,nom = 3 ·1019 cm−3. However, simulations have proven
more stable using concentrations reduced by about one order of magnitude: NA,red =
1020 cm−3 and ND,red = 1018 cm−3, equal to the concentration used for the highly doped
Si homojunction model. Using the given VD, NA and ND, the intrinsic charge carrier
concentration may be calculated for a homojunction by
ni =
√
NAND exp
(
− eVD
kBT
)
. (8.10)
For heterojunctions, ni,p and ni,n are generally different on both junction sides, and equa-
tion 8.10 becomes more complex, including the bandgaps, electron affinities and effective
densities of states of both materials [144]. As many of these parameters are unknown for
PCMO and STNO, the result from Eq. 8.10 is at first used as an approximation for both
materials. It was estimated that this approximation provides an upper limit for the real
intrinsic charge carrier concentrations for both materials.
Using the approximations from Eq. 2.24 and 2.25, the used recombination coefficient
B = 10−10 cm
3
s corresponds to bulk minority charge carrier diffusion lengths of LPCMO ≈
2 nm and LSTNO = 161nm at the reduced doping concentration and to LPCMO ≈ 0.3 nm
and LSTNO ≈ 29 nm at the nominal doping concentration. The material jump in several
constants was realized as a weakened Heaviside function, with a transition region size of
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Parameter Symbol Value p area Value n area
Temperature T 300K 300K
Length lp, ln 20 nm 200 nm
Thickness t 50 nm 50 nm
Permittivity ε 30 ε0 306 ε0
Hole mobility µp 0.02 cm2/ (V · s) 1 cm2/ (V · s)
Electron mobility µn 0.02 cm2/ (V · s) 1 cm2/ (V · s)
Hole diffusion constant Dp kBTµp/e kBTµp/e
Electron diffusion constant Dn kBTµn/e kBTµn/e
Generation rate Gpn 1030 eV/
(
cm3 · s) 1030 eV/ (cm3 · s)
Bandgap EG 2.5 eV 3.2 eV
Recombination coefficient B 10−10 cm3/s 10−10 cm3/s
Contact recombination velocity Scont 108 cm/s 108 cm/s
Surface recombination velocity Ssurf 105 cm/s 105 cm/s
Bulk hole concentration p0 NA n2i /ND
Bulk electron concentration n0 n2i /NA ND
Work function W 4.9 eV 4.1 eV
Potential offset V0 0 0
Diffusion potential VD (Wp −Wn) /e (Wp −Wn) /e
Hole concentration constant p0,W NA n2i /ND · exp
(
eVD
kBT
)
Electron concentration constant n0,W
n2i,p
NA
ND · exp
(
−eVD
kBT
)
Table 8.3: Parameters used in COMSOL heterojunction model
1 nm.
Fig. 8.7 shows results from the PCMO-STNO heterojunction model for the reduced and
the nominal doping concentration, with electron beam excitation at the intrinsic point.
The equilibrium solution provides insight into the shift of the intrinsic point and the
homojunction model for similar doping, approaching the PCMO-STNO heterojunction
model. Even though the doping levels are extremely high in the materials, the box
approximation still approximately holds, as the COMSOL equilibrium solution for the
electronic potential as well as electron and hole concentrations only slightly differ from
the box approximation results. The electric field increase with increasing doping concen-
tration is also shown. The excited solution of the potential does not differ significantly
from the equilibrium solution, whereas the charge carrier concentration peak at the ex-
citation point and decay across the whole space charge region in the excited solution.
This is all very similar to the results from the homojunction model. However, as expected,
the concentrations show a jump at the chemical interface. This jump may change di-
rection with changing intrinsic charge carrier concentration, as shown in Fig. 8.7(c).
Aside from the jump, a peak in these results at x = 0. As of now, the origin of these
peaks is not clear. It may be the result of numerical problems, connected to the jump
of the constants p0,W and n0,W at this point, which does not occur for identical intrinsic
charge carrier concentration on both sides. On the other hand, the occurrence of locally
increased charge carrier concentration is a known feature of heterojunctions [154]. If this
is happening in PCMO-STNO can only be answered by more sophisticated simulations,
but STEBIC experiments have, so far, not given any indication of such an effect.
122 Chapter 8 Discussion
Figure 8.7: COMSOL PCMO-STNO heterojunction model. (a) Electronic potential and field for
reduced doping (NA = 1020 cm−3, ND = 1018 cm−3) and nominal doping (NA = 6.3 ·
1021 cm−3, ND = 3·1019 cm−3), showing the box approximation is still approximately
valid for high doping concentrations and is not significantly affected by electron beam
excitation, i.e. low level injection. (b) Electron and hole concentration (electron beam
excitation at the intrinsic point) for ni,p = ni,n and reduced doping, also showing the
validity of the box approximation and low level injection, along with the expected shift
of the intrinsic point away from x = 0. (c) Same as (b), but for ni,p = 100 ·ni,n. The
spikes at x=0 need more elaborated simulations to explain, and to exclude numerical
problems.
Full STEBIC profiles could not be simulated using this heterojunction model with the
described parameters, as the simulations do not converge for other electron beam exci-
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tation position or produce non-believable STEBIC profile shapes. Still, the advantage
of the implemented model is that it relies solely on the actually known parameters in
PCMO and STNO, and that all parameter jumps at the chemical interface vanish in the
case of homojunction parameters. Consequently, it is recommended that this COMSOL
heterojunction model should be further investigated to isolate the reason for numerical
problems in the future.
It should be noted that all COMSOL models discussed in this work are within the
boundaries of a rigid band approximation. A comparison of the space charge region size
dPCMO = 0.2 nm and dSTNO = 27 nm to the Debye lengths of LDy,PCMO = 0.08 nm and
LDy,STNO = 3.8nm yields that in PCMO, the space charge region is not much larger
than the Debye length (even though the PCMO space charge region may be extended to
2.5 nm due to Mn and Ti atom interdiffusion [9]). Consequently, calculating the exten-
sion of the PCMO space charge region by the box approximation (Eq. 2.31 and 2.32) is
questionable. Furthermore, quantum mechanical effects like Friedel oscillations could be
important, which would require a completely different model.
Furthermore, the nature of strongly correlated charge carriers is, so far, only taken into
account effectively, e.g. by small charge carrier mobilities. The nature of polarons may
change from small to large polarons when crossing the interface from PCMO to STNO,
as the polaron charge carrier type is different in both materials. Charge transfer at the
interface may also be hindered by possible orbital mismatch, i.e. it is unclear what the
exact excitation energy of minority charge carriers from PCMO actually contributing to
EBIC is. The relatively small bandwidth of PCMO, compared to e.g. Si, might also hin-
der charge transfer from PCMO to STNO [15, 82, 150]. Nevertheless, a rigid band model
for PCMO-STNO has been used before successfully to confirm results from photovoltaic
and EELS measurements [9].
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8.7 Summarizing discussion
In this part, a summary of the discussion from chapters 4, 5, 6 and 7, as well as from the
additional discussion in the preceding part of this chapter, is given, discussing the core
findings of the whole work. These are
• The PCMO (x = 0.34) excess charge carrier diffusion length at room temperature
LPCMO = 3 nm has been determined for the first time, and a larger one can be
estimated at low temperatures. The STNO diffusion length at room temperature
is LSTNO = 17nm, and no change has been found for low temperatures.
• High resolution (nanometer range) cross section STEBIC can be performed in the
SEM (using low energy STEBIC) and, with even better resolution, in the TEM
(high resolution STEBIC) in systems with small diffusion length.
• The effect of ’dead’ layers at lamella surfaces on EBIC signal was clearly demon-
strated from wedge shaped cross section lamellas, and thickness dependent surface
recombination can be modeled analytically.
• Using the first combination of STEBIC and simultaneous EELS measurements,
a shift of the STEBIC profile maximum away from the chemical PCMO-STNO
interface, but within the space charge region has been determined and can be
attributed to asymmetric p- and n-doping.
• Modeling of STEBIC profiles using the simple convolution of the electron beam
generation volume with a given collection function profile as well as finite element
modeling already reproduces the rough profile shape.
A summary of the principle discussion of these results is given in the following.
8.7.1 Influence of the generation volume
The electron beam generation volume is confirmed to have a profound influence on cross
section EBIC profiles, on PCMO-STNO as well as Si-based p-n junctions. It is possible
to model this influence by Monte Carlo simulations of the generation volume. However,
the best way to directly understand cross section EBIC profiles is to avoid the (at least
lateral) generation volume influence altogether by transitioning to a cylindrical source
(lateral point source with uniform strength in all depths of the lamella). There are basi-
cally two ways to reduce this influence:
The first is decreasing the acceleration voltage, thus reducing the extension of the gen-
eration volume. This is called Bethe limit [160], and is explored in chapter 5. The
advantage of this approach is that it works for arbitrary lamella thickness, and it may
also be employed for EBIC measurements along a sample cross section prepared at the
sample edges, skipping the lamella preparation. Still, in order to understand the EBIC
profile the sample edges have to be cleaned and evened out in some way, for example by
cleaving, FIB or low energy ion milling. The limitation of this approach is that (1) with
ever reducing acceleration voltage (it would be possible to go below 1 kV in the NanoSEM
and still get good SE image quality), the signal gets very weak and might be drowned in
noise, and (2), possibly more severe, with reducing generation volume, the interaction of
the electron beam gets limited to the regions near the sample beam entry surface. For
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example, going below 2 kV reduces the mean depth of the generation volume to below
50 nm in PCMO and STNO. Because of the surface influence, which will be discussed in
the following, no considerable amount of excited charge carriers may be collected by the
junction in this case.
The second is increasing the acceleration voltage and choosing small sample thickness.
This is the Goldstein limit [161], which is explored in chapter 6, bringing the STEBIC
approach to high resolution. As shown by Monte Carlo simulations, the cylindrical source
condition is best approached in this case, i.e. the generation volume is not limited to the
beam entry surface. While beam entry as well as beam exit surface influence the EBIC
profile, excitations in the center of the lamella can safely be collected if the diffusion
length is small enough. However, this approach is limited to thin lamellas and is best
conducted in a TEM, which requires a rather complex preparation and is less flexible in
ambient conditions, e.g. special sample holders have to be used in order to change the
temperature.
Figure 8.8: Limits of spatial resolution description for an extended electron beam generation
volume. (a) Bethe limit: Resolution is determined by small generation volume, (b)
Goldstein limit: Resolution is determined by small sample thickness.
8.7.2 Impact of the sample surface(s)
The lamella surface has been found to severely limit STEBIC profile measurements, in
SEM as well as TEM. Maxima and decay lengths of the STEBIC profiles decrease with
decreasing thickness, an effect which could be separated from influences of the generation
volume by moving to cylindrical source conditions. However, in these conditions thin
lamellas are needed, enhancing the surface influence.
Two aspects of surface influence have been examined: the so-called ’dead’ layers and
surface recombination. Both are responsible for increased recombination of minority
charge carriers, which therefore cannot contribute to the STEBIC signal. It is assumed
that any electron-hole pair excited in the dead layers immediately recombines. Therefore,
the effective sample thickness can be treated as physical thickness t reduced by dead layer
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thickness td on the beam entry and the beam exit surface, i.e. teff = t−2td. Accordingly,
the effective lamella surface is moved to the interface between electrically active lamella
region and dead layer, see Fig. 8.9.
Figure 8.9: Charge carrier processes in a p-n (left: p-doped, right: n-doped) junction with dead
layers (thickness td) impinged by an electron beam (triangle). The cylindrical shape
generation volume (vertical line), recombination (round areas) and diffusion (dashed
line) processes of minority charge carriers in the p-doped region (left) are shown.
Diffusion to the space charge region (pale area) and collection by the electric field
(big arrow lines) leads to electrons from the p-doped region crossing over to the n-
doped region, thereby contributing to EBIC. In the dead layers, all generated charge
carriers recombine at traps (big +), preventing their collection.
Recombination at the (effective) lamella surface is a kinetic process limited by the finite
surface recombination velocity. A way has been shown to estimate the effect on the
STEBIC profile decay length, or effective diffusion length, in the neutral region, by only
taking into account the effective lamella thickness and surface recombination velocity.
This may be treated more exactly by modeling a two- or three dimensional collection
function for the whole neutral lamella region [50].
However, this treatment requires solving the diffusion equation for a charge carrier with
a several thousand image charges, a rather tedious procedure. Even if this would be
done, the problem remains that this is only valid for the neutral region. Processes in the
space charge region are more complicated due to the electric field, and varying injection
as discussed before. In both the neutral and the charged region, it is also possible that
the surfaces include charged defects, producing electric fields at the surfaces. This may
be attributed to Fermi level pinning. In the space charge region, it is expected that the
junction and the surface field would even interact in some way, further complicating the
situation.
It is expected that this can only truly be understood by finite element simulations which
incorporate these effects.
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8.7.3 Effect of the space charge region
Even in cases of a small generation volume, STEBIC profiles are not constant within
the space charge region, as would be expected from the collection function model with
a point source [47]. It was suggested this is due to changing electric field within the
SCR [31]. However in PCMO-STNO the strength of the electric field is so high on such
a small scale (due to the small space charge region) that this is not believed to be the
dominant factor here. Instead, the role of the local injection, which is rarely considered
in literature [162], has to be taken into account. Due to band bending, the local injection
rises, leading to high injection conditions nearly everywhere in the space charge region
(see Fig. 8.10). Assuming constant collection of injected charge carriers in the space
charge region, this could explain the STEBIC profile shape in there. Outside the space
charge region, the injection is constant (albeit different in both materials if they are
doped asymmetrically), and the diffusion process becomes dominant.
The role of the possible electric field at the sample surfaces, and whether it even exists,
is still unknown for the system investigated here. The interaction of such a surface field
with the electric field of the space charge region may induce a change of band bending.
Furthermore, it has been shown in Fig. 8.10 that high injection conditions are prevalent
in the space charge region when exciting there with an electron beam, even if low injection
is insured in the neutral regions (see also [162]). However, the effect of the larger number
of additional charge carriers on the electronic potential has not been considered yet.
Both effects might be important to explain the clearly found lamella thickness dependent
shift of the STEBIC profile maximum. For example, the position of the intrinsic point,
which is clearly connected to STEBIC profile maximum, might change with the band
bending.
Still, the linearity of the EBIC signal maximum with the beam current points to low
injection conditions [51] (see Fig. 7.4(a); for TEM-based STEBIC at least until a lamella
thickness of 120 nm, above high injection conditions may set in, see Fig. 6.4(a)). A more
systematic study of this apparent contradiction is necessary for future work.
8.7.4 Determining the diffusion length
One of the main goals of this work was to determine the excess charge carrier diffusion
length of PCMO and STNO. In the current state of modeling, the best conditions for
achieving this are explained in the following: It is advisable to produce a TEM lamella
to perform STEBIC profiles at high acceleration voltages, e.g. 80 kV. 300 kV has proven
to produce similar results, as the generation source size is not significantly different, at
least up to a thickness of 200 nm. The overall signal is still high enough to be recorded
with the used setup. The sample thickness should not be chosen too small, as surface
recombination and dead layers influence the STEBIC profiles in that case. For a PCMO-
STNO junction, a thickness of around 200 nm has proven a good compromise between
the effects of surface and generation volume.
For other material systems, the expected diffusion length should be used as a guide in
thickness choice. If it is larger, the necessary sample thickness also becomes larger, as
too many charge carriers would diffuse to the surfaces otherwise. The ideal thickness
should be at least, taking diffusion length L and dead layer thickness td into account,
tid = 2 · (L+ td). When moving to larger sample thickness than 200 nm, it is advisable to
use 300 kV acceleration voltage to minimize the generation volume. If the diffusion length
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Figure 8.10: Local charge carrier concentrations peq and neq in the space charge region in equilib-
rium, as well as injected charge carrier concentration δp = δn for a generation rate
g far above the thermal generation rate geq, as calculated from Eq. 2.17. Near the
intrinsic point (peq = neq), high injection conditions are present, and the injection
profile in the space charge region could explain the STEBIC profile shape.
is completely unknown, it is advisable to analyze a wedged shape lamella to extract the
STEBIC profile decay length thickness dependently, and check for a plateau of the decay
length, where surface and generation volume effects are both not significantly present
and thus the decay length would be the real diffusion length.
The found diffusion length of STNO (17 nm) may be underestimated as the maximum
lamella thickness was comparable to the literature diffusion length (around 160 nm, cal-
culated from mobility µSTNO = 1 cm
2
Vs [12] and lifetime τSTNO = 10ns [136]), limiting the
applicability of our model for the effective diffusion length. Still, the literature value is
questionable, as the mobility may differ by orders of magnitude dependent on the exact
doping procedure and is not specified by the manufacturer. Furthermore, the lifetime
was only estimated [136] for the doping concentration 3 · 1019 cm−3 and may actually be
smaller.
The literature diffusion length of PCMO (7 nm) is more clear due to the carefully mea-
sured resistivity of prepared PCMO films determining a lower limit of the mobility
µPCMO = 0.02
cm2
Vs [76] and the lifetime τPCMO = 1 ns in the low temperature charge
ordered phase [13]. As the lifetime was found to be much smaller at room temperature,
the slightly smaller diffusion length measured here (3 nm) is not surprising. However,
macroscopic current-voltage characteristics of optically excited PCMO-STNO junctions
suggest that at room temperature, only generated charge carriers at the p-n junction
interface contribute to the short circuit current, while in the low temperature charge
ordered phase, bulk excitations contribute as well, suggesting a large diffusion length
compared to the PCMO space charge region, which has a size below 1 nm [14]. Taking
into account the microscopic measurements from this work, the conclusion for room tem-
perature has to be questioned, as a diffusion length of greater size than the space charge
region has been measured.
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8.7.5 Simultaneous EBIC and EELS measurements
As a new technique in this work, EBIC profiles and EELS spectrum images have been
recorded simultaneously. In general, this enables variable evaluation of energy losses in
correlation with EBIC signal. It has been used here to determine the chemical interface
of PCMO-STNO by mapping the Mn-M edge. Compared to using STEM images for
this task, this method is not dependent on local diffraction contrast (for example due to
preparation damage and to changing crystal structure at the interface) and thus provides
a better estimation of the interface position. Furthermore, the local lamella thickness
map for each EBIC profile could be extracted from the EELS maps, providing accurate
information about EBIC dependence on local thickness, which is invaluable to determine
the thickness dependence of the STEBIC maximum shift (Fig. 6.4(b)).
8.7.6 Temperature influence
A strong hint of increased PCMO diffusion length for temperatures below room tem-
perature has been found and attributed to the charge ordered low temperature phase,
where an increased lifetime of charge carriers excited through a Jahn Teller transition
compared to room temperature was found and explained as metastable state [13]. How-
ever, the transition temperature could not clearly be determined, as the experiment was
conducted with the expected transition around T = 240K. It could very well be found
at temperatures between 250 and 300K, as the phase transition is rather broad [86, 148–
150]. Instead of the preliminary analysis using the decay integral, it would be advisable
to increase spatial resolution in order to be able to extract the diffusion length from the
STEBIC profile decay length. This would require conducting a cooling experiment in the
TEM, which needs a special contacted cooling sample holder.
Note that inaccurate temperature measurement cannot be definitely excluded, as the
temperature sensor on the SEM cooling stage is not directly located at the sample posi-
tion. Still, after changing the set temperature, the system is given around 10 minutes to
relax into equilibrium. A reliable sign that this actually happened is low drift velocity
in the SEM and EBIC images. Comparable experiments and calculations with the same
setup and samples have shown a strong temperature variance from sensor to sample to
be unlikely [117].
The increasing EBIC signal at low temperatures is not supported by macroscopic mea-
surements of the short-circuit current under optical excitation [12, 14]. A similar be-
haviour as in Fig. 7.6 was measured for plan view EBIC experiments at the same sample
[117]. The apparent contradiction of EBIC and short circuit current measurements re-
mains to be explained. In general, mobility of large polaron charge carriers, which are
taking part in the charge transfer process in STNO [72, 75], increases with decreasing
temperature [68], which could support charge transport and thus lead to higher EBIC
signal.
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8.8 Outlook
In the following section, ideas for further work building on the results of this work are
suggested.
8.8.1 Experimental apparatus
The setup for TEM based EBIC measurements described in this work has already been
improved by changing the EBIC current measurement from the direct recording by the
electrometer to amplification with the SR570 preamplifier and subsequent recording with
a Keithley voltmeter [157] and, later, connecting the voltage output of the amplifier to
a STEM detector in the microscope. The latter enables direct synchronization of STEM
and EBIC signal by the microscope, faster measuring times as well as noise reduction.
Thus, the recording of STEBIC maps with atomic resolution has become possible. Ap-
plying a bias voltage in this setup by a voltage source has also already been successfully
tested, which can serve as a means to move STEBIC to a different current than the short
circuit current to track the spatially resolved current-voltage characteristics. Low ion
beam energy cleaning of the surface of TEM lamellas placed on DENS chips is also pos-
sible due to an adapter to put DENS chips into a Gatan precision ion polishing system
(PIPS).
Due to the charge ordered phase in PCMO, which forms below 200-300K and features a
larger minority charge carrier diffusion length, it would be desirable to study this effect
more extensively with atomic resolution in the TEM. This, however, requires a system
with stability close to the DENS Lightning system, but with the ability to in situ cool
the sample holder, at least with liquid nitrogen.
Another option to increase the versatility of future studies would be to put TEM lamellas
on a DENS chip into an SEM, in order to directly compare data taken with TEM typ-
ical high acceleration voltages (80-300 kV) to SEM typical low voltages (< 30 kV). This
would be a considerable advantage from using different samples in different microscopes,
as lamella preparation is never fully reproducible, in particular the thickness gradient of a
wedge shaped lamella might differ from lamella to lamella. Directly comparing STEBIC
profiles from a broad range of acceleration voltages enables a systematic analysis and
deeper understanding of the effect of generation volume on the profiles, which may lead
the way to a better model.
Conducting off-axis holography on TEM lamellas is a powerful way to determine the ac-
tual electrostatic potential development at p-n junctions. The first steps of analysing this
for PCMO-STNO shown in this work may be extended to clearly extract the potential
by pushing the measurements to a reconstruction with higher spatial resolution, as well
as more clearly defined lamella preparation. However, recording STEBIC profiles and
holography data on the same lamellas is probably not feasible, as the requirements for the
state of the beam entry and beam exit surfaces are complimentary: While they should
be as clean as possible for STEBIC, a parallel Ohmic conductance path to the diode at
the p-n junction interface is needed for holography to measure the internal potential of
the lamella without the charges of impinging electrons. Still, it is certainly interesting
to compare the potential of lamellas with different surfaces, i.e. measure the influence of
electron beam induced charges on the internal potential of the lamella.
The internal potential and its possible change with charge carrier injection and sample
thickness may also be examined from STEBIC profiles by analyzing the profile develop-
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ment within the space charge region. If it can be proven that it is directly connected to
local injection, the profile shape there would provide access to band bending by calculat-
ing the local charge carrier concentration from the injection level if the generation rate
is known. The extension of the space charge region may also be estimated from STEBIC
profiles, as it is connected to the profiles’ inflection points [141]. In TEM-based STEBIC
measurements, they approach the nominal space charge region extension calculated from
the box approximation (29 nm for STNO, compare to Fig. 6.4). The exact connection of
inflection points and edge of space charge region may be better understood if the role of
injection can be substantiated.
Electron energy loss spectra provide access to a large variety of inelastic scattering mecha-
nisms in the examined sample. Mapping elemental edges, or even high energy resolution
ELNES spectra, across a p-n junction provides access to the charge transfer mecha-
nism. Combining this directly with EBIC and holography studies can help to determine
the prevalent absorption mechanisms in excitation of minority charge carriers and their
transfer across the p-n interface on the atomic level. It would be possible to discriminate
charge transfer and Jahn Teller excitations in PCMO and the mechanism behind the
estimated energy per electron hole pair Eeh could be better understood.
As a more detailed proposal, low loss EELS maps could be used to determine the exci-
tation energy of electron hole pairs Eeh, as described in Sec. 2.1.4. A way to estimate
Eeh from STEBIC profiles using a simulated profile from the collection function model
has already been shown in Sec. 8.4. As an additional approach, the average energy loss
of EELS spectra could be used. It is sufficient to average the energy loss signal in the
low loss region, as the most EELS intensity (after the zero loss peak) can usually be
found there. However, it is necessary to know the total number of electrons recorded by
the EELS camera in order to provide a clear average. This is not trivial, as the EELS
entrance aperture in an image filter setup filters out electrons scattered with too large
angles. To prevent this, a small camera length should be chosen, as well as elastic scat-
tering conditions be avoided by tilting the sample out of any zone axis. If electron loss
can be sufficiently prevented, the local plasmon energy may be extracted from the low
loss EELS average energy loss [96], which is the prevalent energy loss mechanism and
may be split into single electron hole pair excitation events [163].
8.8.2 Modeling
The collection function model has been, up to now, only used with fixed bulk diffusion
lengths. Using the analytic model of the thickness dependent decay length, or effective
diffusion length, could improve the collection function model. Still, the change of the
STEBIC profile shape with varying electron beam acceleration voltage, despite the sim-
ulated generation volume being taken into account, is not clearly understood and may
show the limit of this model.
Alternatively, numerical solutions of a set of equations including the Poisson equation
and continuity equations for electrons and holes may be implemented in COMSOL in
order to model the charge collection behaviour of a sample. If the proposed model for
a heterojunction can be modified to work reliably, STEBIC linescans can be simulated
and compared to experimental results. In an iterative procedure, on both sides the only
roughly known intrinsic charge carrier concentrations ni,p and ni,n, as well as recombi-
nation coefficients Bp and Bn have to be adjusted to fit the simulated to experimental
profiles. It may be necessary to include a dependence of the coefficients B on p and n in
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order to account for a prevalent recombination mechanism other than radiative recombi-
nation.
Furthermore, it may be necessary to implement different surface recombination equations
in order to account for possible charged surface defects. Additionally, the size of the tran-
sition region of several material constants from p- to n-type material could be modeled
after electron energy loss data. In the end, from the best fit recombination coefficients,
bulk minority charge carrier diffusion lengths can be extracted from the simulation re-
sults.
A possibility to enhance the finite element simulations would be the semiconductor nan-
odevice tool nextnano [164], which solves the Schrödinger equation together with Poisson
and continuity equations in order to account for quantummechanical effects on the local
density of states due to small device scale.
8.8.3 Sample system
Building on the framework for STEBIC experiments and simulation applied in this work
to PCMO-STNO junctions with a fixed doping level (Ca doping x = 0.34 and Nb doping
y = 0.002) can be applied to samples with different doping. A direct doping influence
would be the size of the space charge region, which could be confirmed by hologra-
phy studies of the internal electrostatic potential and also be found in STEBIC profiles.
Apart from that, Fig. 2.12 shows the formation of different phases with different elec-
tric or magnetic behaviour, which could considerably alter STEBIC profiles, as already
demonstrated for the low temperature charge ordered phase. Another interesting com-
parable sample would be a p-n junction consisting entirely out of PCMO, with different
doping levels.
STEBIC and holography could provide access to the band bending in the space charge
region, and the charge transfer behaviour across the interface, which is considered to be
fairly different from PCMO-STNO, could be potentially tracked by STEBIC as well as
EELS.
Chapter 9
Summary
In this work, the goal was to disentangle effects of electron beam generation volume,
space charge region, excess charge carrier diffusion length, and sample surfaces which all
occur on a nanometer length scale in EBIC experiments on highly doped PCMO-STNO
p-n junctions.
By recording thickness dependent low energy STEBIC profiles from cross section wedge
shape lamellas and comparing them to Monte Carlo simulated electron beam genera-
tion volume, the impact of the generation volume was confirmed and separated from
the influence of the lamella surfaces. The latter show up in two forms: The ion beam
preparation method induced ’dead’ layers in the surface vicinity, which do not contribute
to EBIC signal at all, and surface recombination, acting as another excess charge carrier
recombination channel alongside bulk recombination, which is controlled by the diffusion
length. By comparing PCMO-STNO to Si-based p-n junction lamellas, it was verified
that Si exhibits thicker dead layers than PCMO-STNO, which is reasonable as Si is much
more subject to damage by ion beam irradiation than PCMO or STNO. The dead layer
and surface recombination effect was also verified for high energy STEBIC.
While the low energy STEBIC approach makes it possible to measure with a resolution
better than 50 nm, the resolution could be substantially increased to the range of 1 nm
in TEM-based high energy STEBIC, as the large acceleration voltage of 80-300 kV, com-
bined with a lamella thickness of less than 200 nm provides conditions of a cylindrical
source, i.e. point-like lateral resolution. Simultaneously recording electron energy loss
spectra, the chemical p-n junction interface as well as the local lamella thickness was
measured.
By using an analytical model to estimate effects of surface recombination on both lamella
surfaces, in these experimental conditions the diffusion length of PCMO and STNO could
be determined to be LPCMO = 3 nm and LSTNO = 17 nm, respectively, which are the
first directly measured values for a p-n junction of this material system. This is within
the range suggested by measurements of excess charge carrier lifetime, which can be
converted to diffusion lengths using the more or less known carrier mobilities. The de-
termined PCMO diffusion length suggests that charge carriers generated at least some
nanometers away from the space charge region contribute to the room temperature EBIC
signal, which is contradictory to findings from macroscopic optical excitation experiments
suggesting that only generation at the p-n junction interface contributes to measured
room temperature short circuit current [14]. Future work will require reconciling the
nanometer size diffusion length with the macroscopic electrical characteristics.
By cooling a sample and using low energy STEBIC, an increase of the PCMO diffusion
length was estimated, as expected from increased lifetime measured in the low temper-
ature charge ordered phase [13]. Notably, the simultaneous recording of STEBIC and
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electron energy loss spectra is first performed here and enables future studies of the
electron hole pair excitation process and charge carrier transfer across the p-n junction
interface.
As a benefit of the high spatial resolution, a shift of the STEBIC profile maximum away
from the chemical p-n junction interface into the STNO space charge region was un-
ambiguously determined, which can only be explained by the simultaneous shift of the
intrinsic point in an asymmetrically doped p-n junction. This suggests the importance
of the local injection level within the space charge region, which is a rarely explored con-
cept for any p-n junction [162]. The high spatial resolution STEBIC setup developed in
this work provides the basis of understanding the local injection level effect in the space
charge region, but also requires sophisticated modeling of STEBIC data.
Furthermore, the PCMO-STNO space charge region was measured by off-axis electron
holography, by reconstructing an object wave phase map and thereby gaining a map of
the inner potential of a lamella. Taking into the account the limited spatial resolution
of these first experiments, results are in agreement with the space charge region size
calculated from the doping levels using the standard box approximation. This method
may be clearly improved by focusing future experiments on obtaining object wave recon-
structions with a better resolution. The approach may be assisted by taking into account
the STEBIC profile inflection points as another measure for the extension of the space
charge region [141].
At last, first steps have been taken to model STEBIC profiles. In the first model, a
Monte Carlo simulated electron beam generation volume was convoluted with a simple
collection function model, which incorporates the size of the space charge region and
the diffusion length, but neglects sample surfaces. The model succeeds in reproducing
the rough shape of STEBIC profiles, but fails to follow the experimental profiles for sets
of profiles measured with different electron beam acceleration voltages. Even though it
may be extended in several spatial dimensions or by using lamella thickness dependent
effective diffusion lengths, this model may only serve as a guide to quantitatively simulate
STEBIC profiles.
In the second model, finite element simulations have been carried out to solve the Poisson
equation as well as charge carrier continuity equations simultaneously over a simulated
lamella, and simulating STEBIC profiles by moving an external electron hole pair source
across the lamella. The general effects of varying doping and diffusion length are already
visible, however a robust heterojunction model has to be developed for future simula-
tions. A consistent and versatile model was suggested, but needs more in-depth testing
in order to build a robust "STEBIC simulator". It should be noted that such a simula-
tor is not needed to extract the diffusion length from TEM-based high energy STEBIC
profiles, as analytical modeling is sufficient to take into account the surface role. Still,
detailed modeling is crucial to understand effects within the space charge region.
The framework of experimental methods and simulation models used in this work can
readily be applied to p-n or Schottky junctions constructed from other material systems
with a diffusion length in the range below 1µm, such as organic perovskites. First and
foremost, the application to PCMO-STNO junctions with other dopings than used in this
work is eligible, opening the way to explore other PCMO phases in its rich phase diagram
and better the understanding of charge transfer processes in the promising material.
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