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Аннотация. В статье приводятся материалы по эффективному применению вычислительных 
возможностей, организации параллельно-конвейерной обработки информации ВГВП на примере системы 
обработки видео высокого разрешения в режиме реального времени.
Resume. This article contains material on the effective use of computing power, the organization of parallel- 
pipelined data VGVP video processing system an example of a high-resolution real-time.
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При создании вы сокопроизводительной гетерогенной вы числительной платф орм ы  (ВГВП ) 
одной из целей, преследуемой разработчикам и, является создание вы числительной платформы, 
удобной как для построения новы х вы числительны х систем под конкретную  задачу пользовател я, 
так  и для прим енения в уж е сущ ествую щ их вы числительны х систем ах и ком плексах в качестве 
вы числительного спецоборудования, призванного усоверш енствовать последние. Это означало, 
что создаваем ая платф орм а долж на отвечать следую щ им  требованиям: бы ть реконф игурируем ой, 
масш табируемой и им еть возм ож ность поддерж ки вы числительны х средств различной 
архитектуры . П латф орма, удовлетворяю щ ая этим  требованиям , способна стать основой для 
построения вы числительны х систем ш ирокого спектра применения, и в то  же время в частны х 
случаях, для построения вы числителей, нацеленны х на конкретную  прикладную  задачу.
В качестве прикладной проблемы  разработчикам и ВГВП  м ож ет бы ть вы брана задача 
обработки изображ ений в реж им е ж есткого реального времени, поступаю щ ей по каналам связи от 
разнородны х специализированны х инф орм ационны х систем. И сходя из этого, создаваем ые 
вы числительны е средства долж ны  удовлетворять следую щ им  принципам:
• Распределенны е вы числения. У ход от централизованны х вы числений с использованием 
одного хоста, использование м нож ества независим ы х, равноправны х вы числительны х модулей 
различного ф ункционального назначения, работаю щ их с ж есткой привязкой к временным 
меткам;
• Конвейеризация. Распределенны е вы числительны е м одули строятся с применением 
конвейерны х вы числений с м иним изацией глубины  конвейера;
• М иним изация потоков обмена. П рименение алгоритмов работы  вы числительны х 
модулей, м иним изирую щ их передачу данны х м еж ду ними;
• О рганизация структуры  транзитны х данны х. И спользование алгоритм ов реального 
времени, предполагаю щ их пересечения больш ого количества коррелированны х потоков данны х 
«каж дого с каж дым» с ж есткой привязкой к временны м меткам. Результаты  долж ны  быть 
получены  в ж естко ограниченное врем я после окончания потока данных;
• Величины  потоков данны х и слож ность обработки делаю т невозм ож ны м  реш ение 
задачи на централизованны х системах передачи с едины м управлением. П оэтом у здесь создается
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сеть независим ы х вы числителей, работаю щ их по принципу: «получил сам  -  поделись с 
ближним»;
• Синхронизация. П ривязка к временны м м еткам  внеш ней синхронизации или несколько 
синхросерий, поступаю щ их на вы числительны е м одули распределенной архитектуры . Без этого 
совместная распределенная обработка данны х в канальном  интервале невозмож на.
Рассмотренны е вы ш е принципы  построения реализую т концепцию  создания 
м ногом одульной архитектуры, в которой одноврем енно несколько вы числительны х м одулей с 
разнородной архитектурой м огут параллельно обрабаты вать инф орм ационны е потоки.
О собы й интерес представляю т системны е реш ения, где использую тся технологии, 
прим еняемы е в м икропроцессорах с архитектурой «Эльбрус», с использованием  принципов 
обработки инф ормации.
И сследования показали, что практически все программы  обладаю т значительны м 
потенциалом  параллелизма на уровне операций (таких как ариф метико-логические и обращ ения 
к памяти) — от нескольких десятков до нескольких ты сяч операций за такт [Галаган, Тумакин, 
2016]. Э тот вид параллелизма наиболее универсален, он м ож ет бы ть эф ф ективно поддерж ан в 
аппаратуре и обнаруж ен автом атически (с пом ощ ью  компиляторов) в сущ ествую щ их программ ах. 
Векторны й параллелизм  (операции над упакованны м и данными) такж е поддается аппаратно­
программ ной оптим изации, н о им еет ограниченное применение в программах. П араллелизм  
потоков управления, реализуем ы й в м ногоядерны х и м ногопроцессорны х систем ах с общ ей 
памятью , значительно труднее поддается програм м ной автом атизации и зачастую  требует усилий 
программистов для явного распараллеливания программ. Таким  образом , параллелизм  на уровне 
операций является важ нейш им  методом  повы ш ения производительности процессорного ядра, 
вследствие чего повы ш ается производительность м ногоядерны х систем  в целом, так как 
ускоряю тся вы числения на участках, не поддаю щ ихся другим видам распараллеливания.
И спользование параллелизм а операций и технологии динамической ком пиляции 
позволяет не только поднять производительность ядра процессора, н о и при наличии аппаратной 
поддерж ки обеспечить эф ф ективную  совм естим ость с распространенны ми м икропроцессорны м и 
архитектурами, что способствует преодолению  ограничений в развитии архитектуры  
микропроцессоров, вы званны х проблемам и совм естим ости на уровне двоичны х кодов.
Важ нейш ая особенность архитектуры  «Эльбрус» - явное указание процессорном у ядру на 
использование параллельности исполняемы х операций, анализ независим ости которы х и их 
планирование вы полняет ком пилятор. Это позволяет отказаться от слож ной и энергоем кой 
аппаратуры  обеспечения внеочередного исполнения команд, прим еняем ой во всех современны х 
универсальны х м икропроцессорах, и делает осм ы сленны м  расш ирение парка исполнительны х 
устройств и повы ш ение предельной производительности на такт до уровня, превосходящ его 
возм ож ности конкурирую щ их реш ений.
Следует отметить, что м аш инное зрение (m achinevision) -  это обш ирны й прикладной 
раздел м еж дисциплионарной теории ком пью терного зрения (com putervision), представляю щ ий 
сущ ественны й потенциал для встраиваем ы х систем. М аш инное зрение как инж енерная 
дисциплина находится на сты ке нескольких областей, таких как ком пью терное зрение, 
встраиваем ы е системы , базы данных, м аш инное обучение. Среди м ногочисленны х направлений 
прим енения наиболее обш ирны е внедрения наблю даю тся в области пром ы ш ленны х и военных 
прим енений по следую щ им  направлениям : системы  визуального контроля и управления; системы 
безопасности; системы  виртуальной и дополненной реальности; технические средства высокой 
степени автоном ности - от пилотаж но-навигационны х подсистем  БИ УС и до полностью  
автономных роботизированны х технических средств. Элементы  технологий м аш инного зрения 
представляет собой взаим освязанную  технологическую  последовательность, вклю чаю щ ую  
следую щ ие звенья: получение изображ ения от видеокамеры; обработку (оцифровку)
изображ ения; логический анализ циф рового изображ ения и вы деление нуж ной информации; 
перемещ ение камеры  в пространстве. Видеокамера и устройство обработки изображ ения являю тся 
главны ми составляю щ им и системы  маш инного зрения, их объединяет терм ин «техническое 
зрение».
Д ля подобны х систем  характерно наличие нескольких потоков структурно-разнородны х 
данны х (в первую  очередь это видеопотоки о т кам еры  вы сокого разреш ения), необходим ость 
приема данны х в нестандартны х ф орматах, н еобходим ость м аксим изации бы стродействия для 
отработки сценариев по предназначению  системы  в реж име реального времени.
Д ля обработки каж дого из потоков данны х целесообразно использовать ту архитектуру, 
которая будет эф ф ективнее при обработке каж дого из потоков данных. Н апример, для реализации 
ряда специальны х прикладны х алгоритм ов или предварительной обработки нестандартны х 
данны х целесообразно использовать вы числитель на базе ПЛИ С, для обработки интенсивны х 
потоков видео -  вы числители на базе граф ических процессоров, для реш ения задач контроля и 
принятия реш ений -  вы числитель центрального процессора, и т.д.
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О течественная вы сокопроизводительная гетерогенная вы числительная платф орм а (ВГВП ) 
позволяет строить и эф ф ективно прим енять гетерогенны е конф игурации. Вы бор конкретной 
гетерогенной конф игурации обусловлен ком плексом  исходны х технических требований, типом  
данны х и реж им ов их обработки.
На базе ВГВП  представляется возм ож ны м  осущ ествлять конвейерную  обработку данны х с 
прим енением  гетерогенной архитектуры . И дея использования гетерогенны х вы числительны х 
конвейеров заклю чается в том, чтобы на каж дом этапе последовательной обработки (участке 
конвейера) обработчик на базе оптим альной для работы  с конкретны м  типом  данны х 
архитектурой, вы полнив свою  работу, передавал бы  результат для дальнейш ей обработки на 
следую щ ий участок конвейера для обработки вы числителем  -  обработчиком  другой архитектуры , 
одноврем енно приним ая новы й объем  входны х данны х для следую щ ей итерации цикла 
конвейерной обработки.
При этом больш инство задач м аш инного зрения [Головастов, 2010] хорош о поддаю тся 
распараллеливанию  при обработке данны х. Н апример, каж дая видеокам ера передает один 
видеопоток, если таких камер несколько, то  для повы ш ения общ его бы стродействия весьма 
эф ф ективно разделить конвейер н а участки параллельной обработки, где это возмож но, получив 
прирост производительности.
М еханизм  параллельно-конвейерной обработки является признанны м  классическим 
методом  повы ш ения бы стродействия систем  обработки данны х, и если структура данны х и 
алгоритм позволяю т распараллеливать задачу, то  это почти всегда повы ш ает эф ф ективность такой 
обработки.
Так, гетерогенность, архитектурны е реш ения и программ ны е механизм ы  взаим одействия 
м одулей различной архитектуры  позволяю т эф ф ективно прим енять ВГВП для гетерогенной 
параллельно-конвейерной обработки данны х [Баранов и др., 2017].
Рассмотрим  возм ож ности ВГВП  для организации параллельно-конвейерной обработки 
данны х на примере системы  обработки видео вы сокого разреш ения в реж име реального времени.
П остановку задачи м ож но кратко сф орм улировать следую щ им  образом: требуется в 
реж име реального врем ени принять данны е от четы рех камер вы сокого разреш ения, провести 
предварительную  обработку, передать данны е на отдельны й обработчик для отработки 
прикладны х алгоритмов ком пью терного зрения с дальнейш ей передачей результата для принятия 
реш ения центральны м  процессором.
И сходя из постановки данной задачи был сконф игурирован аппаратны й состав базового 
вы числительного блока -  гетерогенного вы числителя на базе ВГВП  -  табл. 1, а дополнительны е 
аппаратны е средства представлены  в табл. 2.
Таблица 1 
Table 1
Аппаратный состав гетерогенного вычислителя обработки видео высокого разрешения
на базе ВГВП
Hardware structure o f heterogeneous calculator processing high-definition video
on the basis o f VGVP
Наименование Описание Внешний вид Количество
CPC512 Модуль центрального 
процессора (может 
использоваться в 
микропроцессорах с 
архитектурой Эльбрус)
1 шт.
FPU500 Модуль ПЛИС 1 шт.
Окончание табл. 1
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VIM556
KIC551
KIC550
MIC2003
Модуль графического 
процессора
Модуль коммутации PCIe
Модуль-носитель HDD- 
накопителя
Мезонинный 
ввода______
модуль
4 шт.
1 шт.
1 шт.
1 шт.
Дополнительные аппаратные средства 
Additional Hardware
Таблица 2 
Table 2
Наименование Количество
Камеры full-hd 4 шт.
3G-SDI-коннекторы 4 шт.
Мониторы 4 шт.
На рис. 1 представлена схем а параллельно-конвейерной обработки данны х на базе ВГВП.
П араллельно-конвейерная обработка данны х
на примере системы обработки видео высокого разрешения в режиме реального времени
Q l —№G-SDH-sgeaml 
[~ b - M3G-SDll- Stream2- 
ПнЖШЬягеашЗ-
0 н а * “ *
FPU 500 
Mezzanine Модуль на 
board базе FPGA 
Virtex 6
- stream 1­
- stream2-
- streamS- 
-stream4-
VTM556  1 Display l] |Display~2]
Модуль графического 
контроллера
Аппаратная конфигурация системы.
Модуль центрального процессора (СРС512) -1 шт. 
Модуль на базе ПЛИС (FPU550) -1 шт.
Модуль графического процессора (\TM556) -1 шт. 
Модуль коммутации PCIe (KIC551) -1 шт. 
Модуль-носитель HDD-накопителя (KIC550) -1 шт. 
Мезонинный модуль ввода -1 шт.
3G-SDI - коннекторы - 4 шт.
Камеры full-hd - 4 шт.
WIM556 
Модуль графического 
контроллера
Обработка изображения 
алгоритмами обработки 
изображении и 
компьютерного зрения
VIM556
Модуль графического . 
контроллера__________
VTM556
Модуль графического 
контроллера_________
-compressed strl- 
-comoressed str2- 
-compressed str3- 
-compressed str4-
- | D is p la y  3 1 |D isp iay  4 1
Peer-to-peer
Рис. 1. Параллельно-конвейерная обработка данных на примере системы обработки видео высокого 
разрешения в режиме реального времени, построенной на базе ВГВП 
Fig. 1. The parallel-pipelined data processing system as an example of processing high definition video in real time,
based on the constructed VGVP
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В статье рассмотрены  этапы работы конвейера на конкретном  примере.
Д ля ввода данны х в вы числительны й контур сразу от нескольких кам ер по стандарту 3G - 
SDI используется м езонинны й субмодульМ ГС, монтированны й на вы числительны й модуль 
FPU500, что позволяет, во-первы х осущ ествить ввод данны х через нестандартны е интерф ейсы , а 
во-вторы х осущ ествить ввод «напрямую » (без транзита по общ ей транспортной ш ине PCIe) на 
модуль FPU500 для дальнейш ей обработки.
П оступаю щ ие на модуль FPU500 кадры  видеоизображ ения разреш ением  1920х1080 в 
формате 3G-SDI, далее декодирую тся и сохраняю тся в пам яти м одуля в формате YU V420, 
организованной в виде кольцевого буф ера ем костью  16 кадров для каж дой камеры . П ри очередной 
записи кадра м одуль генерирует преры вание на ш ине PCIe, по которому управляю щ ая программа 
на модуле центрального процессора CPC512 вы дает команду на копирование кадра из памяти 
FPU500 в память модуля граф ического процессора VIM 556 по линиям  ш ины  PCIe. О дин модуль 
FPU500 м ож ет одноврем енно обслуж ивать видеопотоки о т 4-х видеокамер.
На модуле граф ического процессора V IM 556 в реж име реального времени средствами 
CU D A и ком понентам и библиотеки O penCV отрабаты ваю тся нуж ны е прикладны е алгоритмы: 
поиск лиц (рис. 2), детектирование движ ения (рис. 3), дополнительная ф ильтрация (рис 4) 
[Ж иляков и др., 2016; Ч ерноморец и др., 2012]. Д алее средствами библиотек O penG L и XLib 
прош едш ий обработку на VIM 556 кадр без передачи по PCIe в реж име реального времени 
отображ ается на подклю ченном  к м одулю  V IM 556 м ониторе.
Рис. 2. Поиск лиц. Пример выведенного на монитор кадра из транслируемого видеопотока 
Fig. 2. Search persons. Example outputted to the monitor frame of broadcast video
П ояснение 1: П оиск лиц в кадре производится на видеокарте с пом ощ ью  объекта класса 
cv::cuda::CascadeClassifier библиотеки OpenCV. Ф ункция поиска лиц в O penCV  -  синхронная 
операция, занимаю щ ая порядка 20 мс, поэтому она запускается в отдельном  потоке CPU, чтобы  не 
замедлять отображ ение кадров. О бнаруж ив объект, программ а вы делит его местополож ение в 
кадре белы м  прямоугольником  и плавно вы двинет найденное изображ ение в левую  часть экрана. 
Для сниж ения времени поиска кадр сж им ается в 4 раза.
Рис. 3. Детектирование движения. Пример выведенного на монитор кадра из транслируемого видеопотока 
Fig. 3.Motion Detection. Example outputted to the monitor frame of broadcast video
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П ояснение 2: В основе процедуры  поиска движ ения леж и т объект класса
cv::cuda::B ackgroundSubtractorM O G  библиотеки OpenCV, которы й работает с пам ятью  видеокарты  
и вы числяет “опорное” ф оновое изображ ение по последним  полученны м  N кадрам. Вычитая фон 
из каж дого нового кадра м ож но получить маску движения. П олученная маска разбивается 
прим ерно на 500 частей, в каж дой из которы х с пом ощ ью  CU D A проводится ф ильтрация крупны х 
движ ущ ихся участков. И спользуя найденны е координаты  движ ущ ихся объектов на оригинальное 
изображ ение н аклады ваю тся белы е квадратики.
Рис. 4. Фильтрация Собеля. Пример транслируемого видеопотока 
Fig. 4. Filter Sobel. An example of the broadcast video stream
П ояснения 3: Ф ильтрация Собеля вы полняется с пом ощ ью  объекта cv::cuda::SobelFilter 
библиотеки OpenCV.
Ф ильтр вы деляет белы м цветом  границы  областей различной яркости.
П роцесс такой обработки идет по 4 параллельны м  гетерогенны м  конвейерам  по 
количеству входны х потоков данны х -  в данном прим ере задействованы  4 камеры. П ри этом 
основная нагрузка делегируется для вы полнения средствами модуля на базе П Л И С FPU500 и 
модулей граф ического процессора VIM 556. М одуль центрального процессора CPC512 не 
задействован непосредственно в обработке данных, а вы дает только управляю щ ие команды , что 
сущ ественно сниж ает его загрузку, вы свобож дая ресурсы  для вы полнения другого функционала.
Действительно, следует особо отметить, что одним из важ ны х преим ущ еств ВГВП  является 
поддерж ка реж им а «каж ды й с каж ды м » (peer-to-peer/P2P) при меж м одульном  взаим одействии по 
вы сокоскоростной ш ине PCIe. Это позволяет осущ ествлять пересы лку данны х о т одного 
вы числительного м одуля другому без участия центрального процессора.
В данном прим ере механизм ы  прямого меж модульного взаим одействия в режиме 
«каж дый с каж ды м» позволяю т вы свободить ресурсы  центрального процессора и снизить нагрузку 
на основной транспортны й интерконнект по ш ине PCIe, что на практике позволяет 
миним изировать время обработки кадра по конвейеру.
Важ ны м параметром  ВГВП  при разработке является производительность.
К основным характеристикам  производительности конвейера м ож но отнести следую щ ие 
параметры:
• конвейерная задержка
• пропускная способность
• уровень загрузки ЦП.
В статье рассм отрены  полученны е эксперим ентально значения этих параметров на базе 
представленной системы.
1. Оценка конвейерной задержки
В таблице 3 показаны  длительности основны х этапов цикла обработки кадра как вместе, 
так и без м еханизма “каж ды й с каж ды м ”. Из приведенны х данны х видно, что реализованны й 
м еханизм ВГВП  м еж модульного взаим одействия позволяет значительно сократить величину 
конвейерной задержки. Н а самом деле вы игры ш  от прим еняем ого м еханизм а «каж ды й с каж дым»
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ещ е более значителен, так как приведенны е в таблице данны е для реж им а “без РС1еР2Р” не 
учиты ваю т дополнительны е временны е затраты  на пробуж дение нити на CPU.
Таблица 3 
Table 3
Длительность основных этапов цикла обработки кадра 
Duration o f the m ain stages o f the fram e processing cycle
Отображение и сжатие 
кадра с PCIeP2P
Передача кадра от FPU500 к VIM556 12 мс 16 мсКонвейер видеокодека NVIDIA 4 мс
Отображение и сжатие 
кадра без PCIeP2P
Передача кадра от FPU500 к VIM556 12 мс
28 мсПередача кадра от CPC512 к VIM556 12 мс
Конвейер видеокодека NVIDIA 4 мс
2. Оценка пропускной способности
В представленном  примере модуль FPU500 готовит кадры  объем ом  3110400 байт для 
V IM 556 от нескольких камер, например, 2-х камер, по 30 кадров в секунду. О бщ ий объем 
видеоданны х, поступаю щ их в систем у по PCI-Express, составляет 178 M B/s. На каж дую  видеокарту 
поступает половина от указанного объема. С каж дой из 2-х видеокарт сж аты е кадры  отправляю тся 
на CPU  в объеме 1 M B/s (таблица 4).
Таблица 4 
Table 4
Объем видео данных  
The am ount o f video data
Модуль Входящий поток данных, MB/s Исходящий поток данных, MB/s
FPU500 178
VIM556 N1 89
VIM556 N2 89
CPC512 2
Д ля сравнения в таблице 5 приведены  объем ы  потоков данны х при работе стенда без 
м еханизма “каж ды й с каж ды м ” .
Таблица 5 
Table 5
Объемы потоков данных  
Volum esofdatastreams
Модуль Входящий поток данных, MB/s Исходящий поток данных, MB/s
FPU500 178
VIM556 N1 89
VIM556 N2 89
CPC512 180 178
3. Загрузка центрального процессора
В задачи центрального процессора входят вы дача управляю щ их ком анд м одулям  на 
прием /передачу данны х, управление кодеком  N V ID IA  при сж атии видео в ф ормат M PEG 4 на 
видеокарте, управление вы водом  изображ ения на мониторы  видеокарт.
Результаты  оценки загрузки ЦП в различны х реж им ах проведены  с пом ощ ью  прилож ения 
htop и показаны  в таблице 6.
Таблица 6 
Table 6
Результаты загрузки ЦП в различных режимах  
Results o f CPU usage in different modes
Режим работы стенда Загрузка процессорной платы CPC512
Трансляция и сжатие видео от 1-й видеокамеры Одно из 4-х ядер загружено на 36%
Трансляция и сжатие видео от 2-х видеокамер Одно из 4-х ядер загружено на 50%
Трансляция, поиск лиц и сжатие видео от 2-х видеокамер Одно из 4-х ядер загружено на 100%
П оказано, что основное преимущ ество организации такой параллельно-конвейерной 
обработки в гетерогенной среде заклю чается в том, что:
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во-первых, каж ды й вы числитель задействован на своем участке конвейера, где он 
обрабаты вает те данные, для которы х его архитектура оптимальна
во-вторы х, организация м еж модульного взаим одействия по принципу каж ды й с каж дым, 
позволяет м иним изировать конвейерную  задерж ку -  задержку при отработке одного полного 
цикла конвейера в м ом ент времени.
в-третьих, позволяет разгрузить основной транспортны й интерконнект 
в-четвертых, позволяет сущ ественно снизить нагрузку на центральны й процессор и 
сэкономить его ресурсы  для других задач.
Сущ ественное развитие матем атического аппарата, м етодов и алгоритм ов, прим еняем ы х в 
теории ком пью терного зрения, все чащ е н аходят практическое применение в различны х 
прикладны х областях раздела ком пью терного зрения -  м аш инного зрения, в том  числе в системах 
реального времени. Как правило, задачи м аш инного зрения достаточно ресурсоемки, поэтом у 
одной из важ ны х задач эф ф ективного практического применения этих теоретических результатов 
ком пью терного зрения является поиск путей миним изации потребляем ы х вы числительны х 
ресурсов при достиж ении требуем ого бы стродействия работы  системы . Благодаря архитектурны м  
возмож ностям  ВГВП  представляется возм ож ны м  достигать оптим ального результата при реш ении 
задач ком пью терного зрения.
Заключение
П оказано, что реализация разработанны х м етодов обработки изображ ений допускает 
распараллеливание вы числений, что позволяет использовать м ногопроцессорны е 
вы числительны е структуры.
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