Vector autoregressive models characterize a variety of time series in which linear combinations of current and past observations can be used to accurately predict future observations. For instance, each element of an observation vector could correspond to a different node in a network, and the parameters of an autoregressive model would correspond to the impact of the network structure on the time series evolution. Often these models are used successfully in practice to learn the structure of social, epidemiological, financial, or biological neural networks. However, little is known about statistical guarantees of estimates of such models in non-Gaussian settings. This paper addresses the inference of the autoregressive parameters and associated network structure within a generalized linear model framework that includes Poisson and Bernoulli autoregressive processes. At the heart of this analysis is a sparsity-regularized maximum likelihood estimator. While sparsity-regularization is well-studied in the statistics and machine learning communities, those analysis methods cannot be applied to autoregressive generalized linear models because of the correlations and potential heteroscedasticity inherent in the observations. Sample complexity bounds are derived using a combination of martingale concentration inequalities and modified covering techniques originally proposed for high-dimensional linear regression analysis. These bounds, which are supported by several simulation studies, characterize the impact of various network parameters on estimator performance.
Autoregressive Processes in High Dimensions
Imagine recording the times at which each neuron in a biological neural network fires or "spikes". Neuron spikes can trigger or inhibit spikes in neighboring neurons [1, 2, 3, 4, 5, 6, 7] , and understanding excitation and inhibition among neurons provides key insight into the structure and operation of the underlying neural network. A central question in the design of this experiment is "for how long must I collect data before I can be confident that my inference of the network is accurate?" Clearly the answer to this question will depend not only on the number of neurons being recorded, but also on what we may assume a priori about the network. Unfortunately, existing statistical and machine learning theory give little insight into this problem.
Neural spike recordings are just one example of a non-Gaussian, high-dimensional autoregressive processes, where the autoregressive parameters correspond to the structure of the underlying network. This paper examines a broad class of such processes, in which each observation vector is modeled using an exponential family distribution. In general, autoregressive models are a widely-used mechanism for studying time series in which each observation depends on the past sequence of observations. Inferring these dependencies is a key challenge in many settings, including finance, neuroscience, epidemiology, and sociology. A precise understanding of these dependencies facilitates more accurate predictions and interpretable models of the forces that determine the distribution of each new observation. derlying autoregressive parameters. In particular, our main contributions are the following:
• Formulation of a maximum penalized likelihood estimator for vector GLAR models in high-dimensional settings with sparse structure.
• Mean-squared-error bounds on the proposed estimator as a function of the problem dimension, sparsity, and the number of observations in time for general GLAR models.
• Application of our general result to obtain sample complexity bounds for Bernoulli and Poisson GLAR models.
• Analysis techniques that simultaneously leverage martingale concentration inequalities, empirical risk minimization analysis, and covering arguments for high-dimensional linear regression.
The remainder of the paper is structured as follows: Section 2 introduces the generalized linear autoregressive model and Section 3 presents the novel risk bounds associated with the RMLE of the process. We then use our theory to examine two special cases (the Poisson and Bernoulli models) in Sections 3.1 and 3.2, respectively. The main proofs are provided in Section 4, while supplementary lemmas are deferred to the appendix. Finally, Section 5 contains a discussion of our results, their implications in different settings, and potential avenues for future work.
Problem Formulation
In this paper we consider the generalized linear autoregressive model:
where X t+1,m is the m th observation of X t+1 , (X t ) M is a known, constant offset parameter, and p is an exponential family probability distribution. Specifically, X ∼ p(θ) means that the distribution of the scalar X is associated with the density p(x|θ) = h(x) exp[φ(x)θ − Z(θ)], where Z(θ) is the so-called log partition function, φ(x) is the sufficient statistic of the data, and h(x) is the base measure of the distribution. Distributions that fit such assumptions include the Poisson, Bernoulli, binomial, negative binomial and exponential. According to this model, conditioned on the previous data, the elements of X t are independent of one another and each have a scalar natural parameter. The input of the function p in (1) is the natural parameter for the distribution, i.e., ν + a * m X t is the natural parameter of the conditional distribution at time t + 1 for observation m. A similar model appears in [36] , but that work focuses on maximum likelihood and weighted least squares estimators in univariate settings that are known to perform poorly in high-dimensional settings (as is our focus). For these distributions it is straightforward to show when they have strongly convex log-partition functions, which will be crucial to our analysis. Note that this distribution has E[φ(X t+1,m )|X t ] = Z (ν +a * m X t ) and Var(φ(X t+1,m )|X t ) = Z (ν + a * m X t ), the first and second derivatives of the log-partition function, respectively. Compared to standard autoregressive processes with Gaussian noise, the conditional variance is now dependent on previous data instead of being a constant equal to the noise variance.
We can state the conditional distribution explicitly as:
where h is the base-measure of the distribution p. Using this equation and observations, we can find an estimate for the network A * which is constructed row-wise by a * m . (i.e. a * m is the m th row of A * ). In general, we observe T samples (X t ) T t=0 and our goal is to infer the matrix A * . In the setting where M is large, we need to impose structural assumptions on A * in order to have strong performance guarantees. Let
We define the constant ξ as a constant such that ξ ≤ |T |/T , which will be determined in part by the constant U , and can be set such that ξ is very close to 1.
For ξ ≈ 1, Assumption 1 means most of the observed data is bounded independent of T . The assumption allows us to analyze time series in which the maximum of a series of iid random variables can grow with T , but any percentile is bounded by a constant. Our analysis will then be conducted on the bounded series {X Tt } |T | t=1 . The assumptions are proven to be true with high probability for the Bernoulli and Poisson cases in Sections 3.1 and 3.2, respectively, and the corresponding values of U , σ, ξ, and ω are computed explicitly.
, and let A be the RMLE for a process which obeys the conditions of Assumption 1. For any row of the estimator and for any δ ∈ (0, 1), with probability at least 1 − δ,
where c is independent of M, T, ρ and s. Furthermore,
To apply Theorem 1 to specific GLAR models, we need to provide bounds on λ, as well as σ, ω, U and ξ for Assumption 1. We do this in the next section for Bernoulli and Poisson GLAR models.
Example 1: Bernoulli Distribution
For the Bernoulli distribution we have the following autoregressive model:
The first observation about this model is that the sufficient statistic φ(x) = x and the log-partition function Z(θ) = log(1 + exp(θ)), which is strongly convex when the absolute value of θ is bounded. One advantage of this model is that the observations are inherently bounded due to the nature of the Bernoulli distribution, so T = [0, 1, ..., T − 1] and ξ = 1. Using this observation we derive the strong convexity parameter of Z on the bounded range, thus σ = (3 + exp(ν + 9ρã)) −1 . To derive rates from Theorem 1, we must prove that Assumption 1 holds; this is shown with high-probability by Theorem 2.
Theorem 2. For a sequence X t generated from the Bernoulli autoregressive process with the matrix A * with and the vector ν, we have the following properties:
1. The smallest eigenvalue of the matrix Γ t = E[X t X t |X t−1 ] is lower bounded by ω = (3 + exp(ν + ρã)) −1 .
2. Assuming 1 ≤ t ≤ T and that T ≥ 2 and log(M T ) ≥ 1, then
with probability at least at least 1 − 1 M T . Using these results we get the final sample error bounds for the Bernoulli autoregressive process. has error bounded by
T with probability at least 1 − δ for T ≥ max 1 + ρ ω 2 log(2M ) + log(2/δ) for constants C, c > 0 which are independent of M, T, s and ρ.
Example 2: Poisson Distribution
In this section, we derive the relevant values to get error bounds for the vector autoregressive Poisson distribution. Under this model we have
We assume that a max = 0 for stability purposes, thus we are only modeling inhibitory relationships in the network. Deriving the sufficient statistic and log-partition function yields φ(x) = x and Z(θ) = exp(θ). The next important values are the bounds on the magnitude of the observations, which will both ensure the strong convexity of Z and the stability of the process.
Lemma 1. For the Poisson autoregressive process generated with
1. If log M T ≥ 1, there exists constants C and c which depend on the value ν max , but are independent of T, M, s and ρ such that 0 ≤ X t,m ≤ C log(M T ) with probability at least
2. For any α ∈ (0, 1) such that αM T is an integer, there exist constants U and c which depend on the values of ν max and α, but independent of T, M, s and ρ, such that with probability at least 1 − e −cM T , 0 ≤ X t,m ≤ U for at least αM T of the indices. We define T to be these αM T indices.
As a consequence of Lemma 1, we have X t ∞ ≤ U for at least ξT values of t ∈ {1, 2, ..., T } where ξ = 1 − (1 − α)M . We additionally assume that U is large enough such that α > M −1 M and therefore ξ ∈ (0, 1). Using this Lemma,we prove that Assumption 1 holds with high-probability, by deriving the strong convexity parameter of Z and a lower bound on the smallest eigenvalue of Γ t . In the Poisson case, Z(·) = exp(·) and therefore the strong convexity parameter, σ = exp(−ν + 9ρa min U ).
Theorem 3. For a sequence X t generated from the Poisson autoregressive process with the matrix A * , with all nonpositive elements, and the vector ν, we have the following properties 1. The smallest eigenvalue of the matrix Γ t = E[X Tt X Tt |X Tt−1 ], for consecutive indices T t and T t−1 in T as defined in Assumption 1, is lower bounded by exp(ν min + ρa min max(e νmax , U )).
Assuming
with probability at least at least 1 − exp(−c log(M T )) for some c > 0 independent of ρ, s, M and T .
Using Theorem 3, we can find the error bounds for the PAR process by using the result of Theorem 1.
Corollary 2.
Using the results of Theorem 1 and using the Poisson autoregressive model with A * with all non-positive values, the RMLE admits the overall error rate of
T with probability at least 1 − δ for T ≥ max 
Experimental Results
We validate our theoretical results with experimental results performed on synthetically generated data using the Poisson autoregressive process. We generate many trials of synthetic data with known underlying parameters and then compare the estimated values. For all trials the constant offset vector ν is set identically at 0, and the 20 × 20 matrices A * are set such that s randomly assigned values are in the range [−1, 0] and with constant ρ = 5. Data is then generated according the process described in Equation 1 with the Poisson distribution. X 0 is chosen as a 20 dimensional vector drawn randomly from Poisson(1), then T observations are used to perform the estimation. The parameters s and T are then varied over a wide range of values. For each (s, T ) pair 100 trials are performed, the regularized maximum likelihood estimateÂ is calculated with λ = 0.1/
√
T and the MSE is recorded. The MSE curves are shown in Figure 1 . We show a series of plots which compare the MSE versus increasing behavior of T and s, as well as comparing the behavior of MSE·T and of MSE/s. Plotted in each figure is the median of 100 trials for each (s, T ) pair, with error bars denoting the middle 50 percentile. These plots show that setting λ proportional to T −1 gives us the desired T −1 error decay rate. Additionally, we see that the error increases approximately linearly in the sparsity level s, as predicted by the theory. Finally, Figure 2 shows one specific example process and the estimates produced. The first image is the ground truth matrix, generated to be block diagonal, in order to more easily visualize support structure whereas in the first experiment the support is chosen at random. One set of data is generated using this matrix, and then estimates are constructed using the first T = 100, 316 and 1000 data points. The figure shows how with more data, the estimates become closer to the original, where much of the error comes from including elements off the support of the true matrix.
One important characteristic of the our results is that it does not depend on any assumptions about the stationarity or the mixing time of the process. To show that this is truly a property of the system and not just our proof technique, we Figure 2: These images show the ground truth A * matrix (a) and 3 different estimates of the matrix created using increasing amounts of data. We observe that even for a relatively low amount of data we have picked out most of the support but with several spurious artifacts. As the amount of data increases, fewer of the erroneous elements are estimated. All images are scaled from 0 (dark) to -1 (bright). repeat the experimental process described above, but for each set of observations of length T , we first generate 10,000 observations to allow the process to mix. In other words, for every matrix A we generate T + 10, 000 observations, but only use the last T to find the RMLE. The plots in figure 3 show the results of this experiment. The important observation is that the results both scale the same way, and have approximately the same magnitude as the experiment when no mixing was done.
Proofs

Proof of Theorem 1
Proof. We start the proof by making an important observation about the estimator defined in Equation 4: this loss function can be completely decoupled by a sum of functions on rows. Therefore we can bound the error of a single row of the RMLE and add the errors to get the final bound. For each row we use a standard method in empirical risk minimization and the definition of the minimizer of the regularized likelihood for each row:
, which is conditionally zero mean random variable. By using a moment generating function argument, we know that E[φ(X t+1,m )|X t ] = Z (ν m + a * m X t ), and therefore 
Now we use the definition of a Bregman divergence to lower bound the left hand side. An important property of Bregman divergences is that if they are induced by a strongly convex function, then the Bregman can be lower bounded by a scaled 2 difference of its arguments. This is where our squared error term will come.
where
First we upper bound the right-hand side of the inequality as follows:
In the above, we use the defintion of S as the true support of A * and have used the decomposability of · 1 . The decomposability of the norm means that we have the property
Note that
Under the assumption that
and by the non-negativity of the Bregman divergence on the left hand side of the inequality, we have that
Using the decomposability of the 1 norm, this inequality implies that for all rows 1 ≤ m ≤ M , we have that
where the final inequality follows since |∆ m,j | ≤ 2ã for all j. Using this inequality and the fact that a * m 1 ≤ ρ mã implies that â m 1 ≤ 9ρ mã , and therefore for all t ∈ T the range of both ν m + a * m X t and ν m +â m X t are in
Now to lower bound the Bregman divergence in terms of the Frobenius norm, we use the first condition of Assumption 1. Inherently, the RMLE will admit estimates which should converge to the true matrix A * under a Bregman divergence induced by the log-partition function, but we are interested in convergence of the Frobenius norm. Therefore, to convert from one to the other, we require the log-partition function to be strongly convex. This issue is side-stepped in the Gaussian noise case, due to the fact that the Bregman in question would identically be the Frobenius norm. By Assumption 1, Z is σ-strongly convex, and therefore on T it is true that
and B Z (ν m + a m X t ν m + a * m X t ) ≥ 0 on the rest of the time indices. Therefore
we have the bound:
Therefore we can define the cone on which the vector ∆ m must be defined:
and restrict ourselves to studying properties of vectors in that set. Since ∆ m,S 1 ≤ √ ρ m ∆ m 2 where ρ m is the number of non-zeros of a * m , we have that
Hence the final case we need to consider is ∆ m T ≤ ∆ m 2 and ∆ m 2 ≥ δ m . Now we follow a similar proof technique to that used in Raskutti et al. [54] , to understand this final scenario. Let us define the following set:
Further, let us define the alternative set:
We wish to show that for
for some κ ∈ (0, 1) with high probability, and therefore Equation 6 would imply that max( ∆ m T , ∆ m 2 ) ≤ δ m /κ. We claim that it suffices to show that 
for any k ∈ {1, 2, ..., N }. By the fact that x Ax = 0 for any skew-symmetric matrix A and the Cauchy-Schwarz inequality, we have
By our choice of covering, we have ∆ 
Hence we have:
where N = N pr (γδ m ; B m ; . T ). For any ∆ k m in our covering set, we use the definition of ξ and Lemma 5,
where ω is the minimum eigenvalue of E[X Tt X Tt |X Tt−1 ] for any T t and T t−1 which are consecutive elements of T .
Here is where we use the condition that the smallest eigenvalue of Γ t being bounded strictly greater than 0. This condition is essentially equivalent to the restricted eigenvalue condition due to [59] . Typically, in proving sample complexity bounds the restricted eigenvalue condition is assumed to hold for a given (potentially random) design or sensing matrix that is independent of the data and hence the unknown variable A * . However, dependence introduced in autoregressive setting makes this a more difficult condition to verify. In much of the literature, the columns of sensing matrices are assumed independent, so we would only need to bound E[X t X t ]. In previous work on correlated Gaussian design matrices [60] , there may be correlation and hence dependence among columns, but they are still signal-independent. On the other hand, we need to bound the conditional expectation E[X t X t |X t−1 ], which is signal dependent.
Now we take a union bound,
What remains is to bound log N Pr (γδ m ; B m , . T ). The proper covering entropy log N Pr (γδ m ; B m , . T ) is upper bounded by the standard covering entropy log N ( 
. Thus, we obtain the upper bound:
The final step is to upper bound the Gaussian complexity
. Clearly:
√ ρ m δ m . Using this and the results of Lemma 6
and therefore
By setting γ = ξω 8 gives us the desired bound on B m (δ m )
Overall this tells us that on the set
with high probability. Now we return to the main proof. After considering all three cases that can follow from 6, we have
), which bounds the error accrued on any single row, as a function of the sparsity of the true row. Combining, to get an overall error yields,
with probability at least 1 − exp log(M ) + c ρ
Proof of Theorem 2 4.2.1 Part 1
Proof. The matrix Γ t can be expanded as
Thus Γ t has two parts, one is the outer product of a vector with itself, and the second is a diagonal matrix. Therefore, the smallest eigenvalue will be lower bounded by the smallest element of the diagonal matrix, because the outer product matrix will always be positive semi-definite with smallest eigenvalue equal to 0. Using properties of the Bernoulli distribution, the conditional variance is explicitly given as (2 + exp(ν + A * X t−1 ) + exp(−ν − A * X t−1 ))
and therefore the smallest eigenvalue of Γ t is lower bounded by (3 + exp(ν + ρã)) −1 .
Part 2
Proof. In order to prove this part of the Theorem, we use of Markov's inequality and Lemma 4 in the case of the Bernoulli autoregressive process. Define the sequence (Y n , n ∈ N) as
Notice the following values:
The first value shows that E[Y n − Y n−1 |X 1 , ..., X n−1 ] = 0 and therefore Y n (and the negative of the sequence, −Y n ) is a martingale. Additionally, we know |Y n − Y n−1 | ≤ 1 T B and
where the last step follows because Bernoulli random variables are bounded by one, and the variance is bounded by 1/4. We also need to bound M k n as follows:
We use these values to get a bound on the summation term used in Lemma 4.
In the above D n corresponds to the sum corresponding to the negative sequence −Y 0 , −Y 1 , ... which we also need to obtain the desired bound. Now we use a variant of Markov's inequality to get a bound on the desired quantity. The final inequality comes from the use of Lemma 4, which states that the given terms are supermartingales with initial term equal to 1, so the entire expectation is less than or equal to 1. The final step of the proof is to find the optimal value of η to minimize this upper bound. 
where H(x) = (1 + x) log(1 + x) − x. We use the fact that H(x) ≥ 3x 2 2(x+3) for x ≥ 0 to further simplify the bound.
To complete the proof, we set n = T and take a union bound over all indices because Y T considered specific indices m and , which gives the bound
Here we have additionally assumed that T ≥ 2 and that log(M T ) ≥ 1.
Proof of Theorem 3 4.3.1 Part 1
Proof. We will consider two cases separately, one where T t−1 = T t − 1 and the second where T t−1 < T t − 1. In the first case Γ t can be expanded as
Thus Γ t has two parts, one is the outer product of a vector with itself, and the second is a diagonal matrix. Therefore, the smallest eigenvalue will be lower bounded by the smallest element of the diagonal matrix. Because we are working with the Poisson distribution, the conditional variance above is explicitly given as exp(ν + A * X Tt−1 ). However, because T t − 1 is an element of T then X Tt−1 ∞ ≤ U and therefore the smallest eigenvalue of Γ t is lower bounded by exp(ν min + ρa min U ).
The second case is when T t−1 < T t − 1. In this case, we can look at following quantity
Thus Γ t will have two parts, one that comes from the expected value of an outer-product of a vector with itself, and one from the diagonal matrix formed by the expected value of X t . We know that a positively weighted sum of outerproducts will be a positive semi-definite matrix, and therefore have a non-negative minimum eigenvalue. The second part is a diagonal matrix, and therefore the smallest eigenvalue of the diagonal matrix is the smallest element on the diagonal, and we just need to show a lower bound on the variance of X Tt .
This line is an application of Jensen's inequality. To then upper bound the elements of E[X Tt−1 |X Tt−1 ], we note that since all the elements of A are non-positive, X Tt−1,i will be conditionally Poisson with rate less than e νi , so no matter the value of X Tt−2 , and we have E[X Tt−1,i |X Tt−1 ] ≤ e νmax . Therefore, ω ≥ exp(ν min + ρa min e νmax ) > 0.
Part 2
Proof. To prove this part of the Theorem, we use of Markov's inequality and Lemma 4 as they pertain specifically to our problem. Define the sequence (Y n , n ∈ N) as
Notice the following values:
The first value shows that E[Y n − Y n−1 |X 1 , ..., X n−1 ] = 0 and therefore Y n (and the negative of the sequence, −Y n ) is a martingale. Additionally, we have assumed that
Additionally:
where the last step follows because X ,i |X i−1 ∼ Poisson(exp(ν + a * X i−1 )) and the mean and variance of a Poisson random variable are equal. The final line uses the fact that X t is bounded. We will also need to bound M k n as follows:
We need to use these values to get a bound on the summation term used in Lemma 4.
In the above D n corresponds to the sum corresponding to the negative sequence −Y 0 , −Y 1 , ... which we will also need to obtain the desired bound. Now we are able to use a variant of Markov's inequality to get a bound on the desired quantity. The final inequality comes from the use of Lemma 4, which states that the given terms are supermartingales with initial term equal to 1, so the entire expectation is less than or equal to 1. The final step of the proof is to find the optimal value of η to minimize this upper bound.
n + 1 yields the lowest such bound, giving
where H(x) = (1 + x) log(1 + x) − x. We can use the fact that H(x) ≥ 3x 2 2(x+3) for x ≥ 0 to further simplify the bound.
To prove the proof, we set n = T and take a union bound over all indices because Y T considered specific indices m and , which gives the bound
which is positive for sufficiently large C. Here we have additionally assumed that T ≥ 2 and that log(M T ) ≥ 1.
Discussion
Corollaries 1 and 2 provide several important facts about the inference process. Primarily, if ρ is fixed as a constant for increasing M (suggesting that the maximum degree of a node does not increase with the number of nodes in a network), then the error scales inversely with T , linearly with the sparsity level s and only logarithmically with the dimension M in order to estimate M 2 parameters. These parameters will dictate how much data needs to be collected to achieve a desired accuracy level. This rate illustrates the idea that doing inference in sparse settings can greatly reduce the needed amount of sensing time, especially when s M 2 . Another quantity to notice is that we require T ≥ ω 4 ρ 3 log(M ). If ρ is fixed as a constant for increasing M , this tells us that T needs to be on the order of log(M ), which is significantly less than the total M 2 parameters which are being estimated, and therefore including the sparsity assumption has lead to a significant gain. One final observation from the risk bound is that it provides guidance in the setting of the regularization parameter. We see that we would like to set λ generally as small as possible, since the error scales approximately like λ 2 , but we also require λ at least as large asÕ(T −1/2 ) for the bounds to hold. The balance between setting λ small enough to have low error, while maintaining that it's large enough is an equivalent argument to needing to set λ large enough for it to take effect, but not too large to cause over smoothing.
Dense rows of A *
The exponential scaling in Corollaries 1 and 2 with the maximum number of non-zeros in a row, ρ, at first seems unsatisfying. However, we can imagine a worst-case scenario where a large ρ relative to s and M would actually lead to very poor estimation. Consider the case of a large star-shaped network, where every node in the network influences and is influenced by a single node, and there are no other edges in the network. This would correspond to a matrix with a single, dense row and corresponding column. Therefore we would have ρ = M and s = 2M − 1. In the Poisson setting, this network would have M − 1 independently and identically distributed Poisson random variables at every time with mean ν, but the central node of the network would be constantly inhibited, almost completely. In a large network, it would be very difficult to know if this inhibition was coming from a few strong connections or from the cumulative effect of all the inhibitions. Additionally, since the central node would almost never have a positive count, it would also be difficult to learn about the influence that node has on the rest of the network. Because of networks like this, it is important that not only is the overall network sparse, but each row also needs to be sparse. This requirement might seem restrictive, but it has been shown in many real world networks that the degree of a node in the network follows a power-law which is independent of the overall size of the network [62] , and ρ would grow slowly with growing M .
Bounded observations and higher-order autoregressive processes
Recall that Assumption 1 ensures that most observations are bounded. Bounded observations are important to our analysis because we use martingale concentration inequalities [63] which depend on bounded conditional means and conditional variances, the latter condition being equivalent to Z being strongly convex. Since the conditional means and variances are data-dependent, bounded data (at least with high probability) is a sufficient condition for bounded conditional means and conditional variances. In some settings (e.g., Bernoulli), bounded observations are natural and in Assumption 1 ξ = 1. In other settings (e.g., Poisson) there is no constant U independent of T that is an upper bound for all observations with high probability. Furthermore, if we allow U to increase with T in violation of Assumption 1, we derive a bound on A − A * 2 F that increases polynomially with T . To avoid this and get the far better bound in Theorem 1, our proof focuses on characterizing the error on the set T defined in Assumption 1.
Thus far we have focused on the case where X t+1,m |X t ∼ p(ν + a * m X t ), a first order autoregressive process. However, we could imagine a simple, higher-order version where X t+1,m |X t−q+1 , ..., X t ∼ p(ν+a * m q−1 i=0 α i X t−i ) for some known sequence α i . This process could be reformulated as a process X t+1,m |X t−q+1 , ..., X t ∼ p(ν + a * mXt ) whereX t q−1 i=0 α i X t−1 , and much of the same proof techniques would still hold, especially in the case of the Bernoulli autoregressive process, where T is easily defined. However, in the more general GLAR case finding the right analogy to T in the higher space is not an obvious extension. A true order-q autoregressive process wherẽ X t+1,m |X t−q+1 , ..., X t ∼ p(ν + q−1 i=0 a * m,i X t−i ) could also be formulated as an order-1 process by properly stacking vectors and matrices, however, in this case proving the key lemmas and showing that the process obeys Assumption 1 is also an open question.
Stationarity
As stated in the problem formulation, we restrict our attention to bounded matrices A * ∈ [a min , a max ] M ×M ; in the specific context of the log-linear Poisson autoregressive model, we use a max = 0, corresponding to a model that only accounts for inhibitory interactions. One might ask whether these constraints could be relaxed and whether the Poisson model could also account for stimulatory interactions.
These boundedness constraints are sufficient to ensure that the observed process has a stationary distribution. The stationarity of processes is heavily studied; once a process has reached its stationary distribution, then data can be approximated as independent samples from this distribution and temporal dependencies can be can be ignored. While stationarity does not play an explicit role in our analysis, we can identify several sufficient conditions to ensure the vector GLAR processes of interest are stationary. In particular we assume that A * = A * which ensures reversibility of the Markov chain described by the process defined by X t+1,m |X t ∼ p(ν m + a * m X t ). We derive the stationary distribution π(x), and then establish bounds on the mixing time. Note that this is a Markov chain with transition kernel:
If we further assume that the entries of X t take on values on a countable domain to ensure a countable Markov chain, we can derive bounds on the mixing time.
Lemma 2. Assume A * = A * , then the Markov chain X t+1,m ∼ p(ν m + a * m X t ) is a reversible Markov chain with stationary distribution:
+ , a max = 0 and Z(·) is an increasing function, then for any y ∈ Z M + , if ν m ≤ ν max < ∞ for all 1 ≤ m ≤ M and a min ≤ 0 we have that
Notice that for large M , the chain will mix very slowly, and additionally this bound has no dependence on the sparsity of the true matrix A * . Conversely, our results require T to be greater than a value that scales roughly like ρ 3 log(M ), which has a much milder dependence on M , and varies based on the sparsity of A * . What we can conclude from these observations is that while the RMLE needs a certain amount of observations to yield good results, we do not necessarily need enough data to reach the stationary distribution. Additionally, under conditions where mixing time guarantees are not given (i.e. non-symmetric A * , uncountable domain), we still have guarantees on the performance of the RMLE.
Conclusions
Instances of the generalized linear autoregressive process has been used successfully in many settings to learn network structure. However, this model is often used without rigorous non-asymptotic guarantees of accuracy. In this paper we have shown important properties of the Regularized Maximum Likelihood Estimator of the GLAR process under a sparsity assumption. We have proven bounds on the error of the estimator as a function of sparsity, maximum degree of a node, ambient dimension and time, and shown how these bounds look for the specific examples of the Bernoulli and Poisson autoregressive proceses. In order to prove this risk bound, we have incorporated many recently developed tools of statistical learning, including concentration bounds for dependent random variables. Our results show that by incorporating sparsity the amount of data needed is on the order of ρ 3 log(M ) for bounded degree networks, which is a significant gain compared to the M 2 parameters being estimated. While this paper has focused on generalized linear models, we believe that the extension of these ideas to other models is possible. Specifically, for modeling firing rates of neurons in the brain, we are interested in settings in which we observe X t+1,m |X t ∼ Poisson(g(a * m X t + ν)) and exploring possible functions g beyond the exponential function considered here. Such analysis would allow our results to apply to stimulatory effects in addition to inhibitory effects, but key challenges include ensuring that the process is stable and, with high probability, bounded. Another direction would be settings where the counts are drawn from more complicated higher-order or autoregressive moving average (ARMA) models which would better model real-world point processes.
Appendix
Supplementary Lemmas
First we present supplementary Lemmas which we use throughout the proofs of the main Theorems. We begin by presenting a one-sided concentration bound for Poisson random variables due to Bobkov and Ledoux [64] : random variables.
Lemma 3 (Proposition 10 in [64] ). If X ∼ Poisson(λ):
Then for all integers n ≥ 1 and for all η such that for all Proof. Define the sequence (Y n , n ∈ N) as
It is important to note that even though we are skipping time indices by only focusing on T , we still have a Markov chain where p(X Ti |X T1 , X T2 , ..., X Ti−1 ) = p(X Ti |X Ti−1 ). Notice the following values:
The first value shows that E[Y n − Y n−1 |X T1 , ..., X Tn−1 ] = 0 and therefore Y n is a martingale. Additionally, on T , we
, it is true that ∆ m 1 ≤ 4 ∆ m,S 1 . We then use the the relationship between the 1 and 2 norms to say
where ρ m is the number of non-zeros in the m th row of the true matrix A * . Putting these together means
T and the following is true:
We can then get a bound on the summation term used in Lemma 4.
Now we can use Markov's inequality to get a bound on the desired quantity. The final inequality comes from the use of Lemma 4, which states that the given terms are supermartingales with initial term equal to 1, so the entire expectation is less than or equal to 1. The next step of the proof is to find the optimal value of η to minimize this upper bound.
T y nB + 1 yields the lowest such bound, giving
From here we, use the fact that we plug in our value of B and we look specifically at the case where n = |T | ≤ T and therefore 
Part 2
Proof. We are interested in bounding the number of observations X t,m for 1 ≤ m ≤ M and 1 ≤ t ≤ T that are above the value U . Saying at least j αM T observations are less than a certain value, is equivalent to saying that the j th smallest observation is less than that value. Therefore P(j th smallest observation X t,m > U ) = P In the last line we use the fact that conditioned on X t−1 , Y t is independent across dimensions m, and independent of previous values Y 1:t−1 . We now make the observation that P(X t,m > U |X t−1 = x t−1 ) is exactly the probability that a Poisson random variable with rate exp(ν m + a When U > 4 + e νmax + 4α log(2) 1−α − 4 log(1 − α) and additionally greater than e νmax (2e − 1) the condition from above, then the probability of this event is decaying in M and T . Therefore for c = − 1 − U −e νmax 4 − log(1 − α) (1 − α) − α log(2), we have the inequality P(at least αM T observations X t,m ≤ U ) ≥ 1 − e −cM T
Proof of Lemma 2
Proof. To prove the form of the stationary distribution we show that π(y) = Plugging in π(x) as specified, The second to last equality uses the definition of Z as the log partition function, and the third uses the assumption that A * = A * . To prove the upper bound on total variation distance for Markov chains on countable domains, we define two chains, one chain Y t begins at the stationary distribution and the other independent chain starts at X t begins at some arbitrary random state x, both with transition kernel P . These two chains are said to be coupled if they are run independently until the first time where the states are equal, then are equal for the rest of the trial. The notation P t (x, y) denotes the probability of transitioning from state y to state x in exactly t steps. Theorem 5.2 of [65] asserts that:
where τ couple := min t>0 : X t = Y t . Note first that P(τ couple > t) ≤ t τ =0
(1 − P(X τ = Y τ = 0)). Since the chains are independent until τ couple , P(X τ = Y τ = 0) = P(X τ = 0)P(Y τ = 0). Note also that:
where the first inequality is due to the fact that Z is an increasing function, and from the assumption that A i,j ≥ 0. Hence P(τ couple > t) ≤ t τ =0 (1 − h(0) −2M exp(−2M Z(ν max ))) = (1 − h(0) −2M exp(−2M Z(ν max ))) t .
