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FILTERING WITH WAVELET ZEROS AND GAUSSIAN ANALYTIC
FUNCTIONS
LUIS DANIEL ABREU, ANTTI HAIMI, GU¨NTHER KOLIANDER, AND JOSE´ LUIS ROMERO
Abstract. Following the recent work of Flandrin, we propose a method to filter a signal
embedded in Gaussian white noise. Whereas Flandrin’s technique is based on zeros of
spectrograms—dubbed “silent points”—we propose a similar method using the zeros of
the wavelet transform with window
ĝα(ξ) :=

2
α−1
2√
Γ(α−1) ξ
α−1
2 e−ξ, ξ ≥ 0,
0, ξ < 0,
since these transforms are analytic functions in the upper half-plane. The main observa-
tion is that the zeros of the wavelet transform of complex white noise coincide with those
of hyperbolic Gaussian analytic functions (GAFs). The signal is detected by designing a
mask in the upper half-plane where the zero set of the wavelet transformed noisy signal
is significantly different from the hyperbolic GAF. As a limiting case of wavelet trans-
forms, we consider the Cauchy transform. In this case, white noise maps to a particular
Gaussian analytic function which is a determinantal point process.
1. Introduction
Recovering signals embedded in a noisy background is a fundamental problem in signal
analysis, since most real world signals are acquired in the presence of noise. Most methods
in the literature aim to identify the signal from their large components in some transform
domain (corresponding to high energy regions as in (block-)thresholding methods [14,38],
curves as in “synchrosqueezing” [11] or “reassignment” [2] methods [3], or ridges [8, 13]).
In sharp contrast, Flandrin introduced a novel method to identify a signal embedded in
Gaussian white noise based on its “silent points”—the zeros of the short-time Fourier
transform (STFT) [20]. He studied the “loud-silent” dichotomy represented by maxima
and minima of Gaussian spectrograms based on observation of their geometric distribution
[21–23]. Flandrin’s analysis is based on the fact that, up to a non-vanishing factor,
an STFT with a Gaussian window is an entire function and therefore complex analytic
methods are available. (This fact is also the basis of the characterization of Gabor frames
and Riesz sequences with Gaussian windows [25, 29, 35]. See also [4] for the structure
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of the phase derivative around the zeros of the STFT and [1] for other random point
processes associated to the STFT.)
In Flandrin’s method, the spectrogram of the clean signal is singled out as an area
of statistical deviation from the pattern expected from noise. The intuition behind the
filtering procedure is that, while the zeros of the STFT of pure Gaussian white noise with a
Gaussian window are distributed according to a very regular random pattern in the plane,
the presence of a deterministic signal perturbs that pattern, and has a repulsive effect on
the random point configuration. This insight has been recently revisited in [5], by noting
that the spectrogram of white noise with respect to a Gaussian window is a symmetric
Gaussian entire function—i.e., a random analytic function
∑
j aj
zj√
j!
, where aj are i.i.d.
real Gaussian random variables—and thus its zero-set obeys well-known statistics [19].
In this note we propose a scheme similar to Flandrin’s, based on a continuous wavelet
transform [10, Ch. 2] with analyzing wavelets of the form
(1) ĝα(ξ) :=

2
α−1
2√
Γ(α−1) ξ
α−1
2 e−ξ, ξ ≥ 0,
0, ξ < 0,
with α > 1. The starting point of our analysis is the observation that these windows
lead to wavelet transforms that map into a weighted space of analytic functions that can
be identified with a Bergman space in the upper half-plane [12]—see also Section 2 and
the Appendix. As a consequence, we identify the point process arising from the zeros
of the scalograms of (complex) white noise with the zero set of a so-called hyperbolic
Gaussian analytic function (GAF), and use this information to propose an adequate
filtering procedure for the wavelet transform.
The expected number of the zeros of hyperbolic GAFs within a certain domain is
proportional to its hyperbolic area and this information is instrumental in the design
of a wavelet filtering mask. Crucially, we define a transformation that accounts for the
hyperbolic geometry and uniformizes the distribution of the zeros. After this step, we
proceed as in [20]: we test for a deviation on the distribution expected from white noise,
by selecting significant triangles on a Euclidean Delaunay triangulation of the uniformized
set of zeros.
The paper is organized as follows. In Section 2, we introduce the function spaces and
transforms underlying the specific wavelet transforms considered in this manuscript. In
Section 3, we collect some basic properties of Gaussian analytic functions that will be
needed for our filtering approach. White noise and its wavelet transform are introduced
and discussed in Section 4. Finally, in Section 5, we present the filtering procedure and
an explicit example is given in Section 6.
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2. Transforms and Function Spaces
2.1. Analytic wavelets. We will be interested in so-called analytic wavelets, i.e., wave-
lets g that belong to the Hardy space
H2(R) = {f ∈ L2(R) : f̂(ξ) = 0, for ξ < 0},
and satisfy the usual admissibility condition
cg :=
∫
R
|ĝ(ξ)|2|ξ|−1dξ <∞,
where the Fourier transform is normalized by
ĝ(ξ) = Fg(ξ) =
∫
R
g(t)e−iξtdt.
We regard the corresponding wavelet transform of a function f ∈ L2(R),
Wgf(x, y) :=
1√
y
∫
R
f(t)g
(
t− x
y
)
dt, x ∈ R, y > 0,
as a function on the upper half-plane
Π+ := {z = x+ iy ∈ C : y > 0},
by encoding the joint time-scale parameter into a complex number z = x + iy. Equiva-
lently, the corresponding wavelet transform can also be written in the frequency domain
as
(2) Wgf(x, y) =
√
y
2pi
∫
R
f̂(ξ)eixξĝ (yξ)dξ.
If a wavelet g is further normalized by cg = 1, it is known that the wavelet transform
maps H2(R)→ L2(Π+, y−2dxdy) isometrically [9, Prop. 15.1.1].
The use of analytic wavelets g implies that Wgf discards the negatives frequencies
of f . However, for real-valued f , this does not lead to a loss of information, because
f̂(−ξ) = f̂(ξ). In particular, f can be recovered from its projection onto H2(R) by
(3) f(x) = PH2f(x) + PH2f(−x).
In the following, we will choose g given by (1), where α > 1. These are special cases of
the so-called Morse wavelets. (Note that the limit case g1 is not admissible.) Following
(2), the corresponding wavelet transform is given as
Wgαf(x, y) =
2
α−1
2 y
α
2
2pi
√
Γ(α− 1)
∫
R+
ξ(α−1)/2eiξ(x+iy)f̂(ξ)dξ.(4)
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2.2. Spaces of Analytic Functions. The Hardy space on the upper half-plane H2(Π+)
is defined as the space of all analytic functions f on Π+ such that the norm
(5) ‖f‖2H2(Π+) = sup
y>0
1
pi
∫
R
|f(x+ iy)|2 dx
is finite. This space is closely related to the one on the real line: any function in H2(Π+)
has boundary values for almost every point in R in the sense of non-tangential limits,
and the boundary function then belongs to H2(R). In the other direction, the Cauchy
transform of a function f ∈ L2(R) is defined by
Cf(z) =
1
2pii
∫
R
1
t− z f(t)dt, z ∈ Π
+.
For f ∈ H2(R), Cf is a function in H2(Π+). Furthermore, for a function f ∈ L2(R) 	
H2(R), we have Cf = 0 on Π+.
Similarly, the Hardy space on the unit disk H2(D) is defined as the space of all analytic
functions f on D such that the norm
(6) ‖f‖2H2(D) = sup
0≤r<1
1
2pi
∫ 2pi
0
∣∣f(reiθ)∣∣2 dθ
is finite. An orthonormal basis is given by the monomials {zn : n ≥ 0}. For more
background on Hardy spaces, see e.g. [16].
For α > 1, the Bergman space on the upper half-plane A2α(Π
+) is defined as the space
of all analytic functions f on Π+ such that the norm
(7) ‖f‖2A2α(Π+) =
1
pi
∫
Π+
|f(x+ iy)|2 yα−2 dm(z)
is finite. Here, dm(z) = dxdy is the Lebesgue measure. All the spaces mentioned above
are reproducing kernel Hilbert spaces. We will need the kernels of H2(Π+) and A2α(Π
+),
which are given by
KH(z, w) =
i
2(z − w¯)
and [18]
Kα(z, w) =
2α−2(α− 1)
(−i)α(z − w¯)α ,
respectively. Bergman spaces play an essential role in our analysis as the range of the
wavelet transform with a window gα, α > 1 consists precisely of functions of the form
yα/2f , where f belongs to the weighted Bergman space A2α(Π
+) [33, 34].
The Bergman space on the unit disc, A2α(D) is defined as the space of all analytic
functions f on D such that the norm
‖f‖2A2α(D) =
1
pi
∫
D
|f(z)|2 (1− |z|2)α−2 dm(z)
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is finite. The reproducing kernel of A2α(D) is [26]
(8) KαD(z, w) =
α− 1
(1− zw)α .
The following normalized monomials form an orthonormal basis of A2α(D):
(9) ϕαn(z) =
√
Γ(n+ α)
n!Γ(α− 1)z
n.
Based on a conformal map between D and Π+, we define the isometric isomorphism
Tα : A2α(Π+)→ A2α(D) by
(10) (Tαf)(z) =
2
(1− z)αf
(
i
z + 1
1− z
)
.
The pullback Φαn of the orthonormal basis ϕ
α
n then satisfies
(11) TαΦαn(z) = ϕ
α
n(z) =
√
Γ(n+ α)
n!Γ(α− 1)z
n,
and Φαn(z) has the explicit form
(12) Φαn(z) = 2
α−1
√
Γ(n+ α)
n!Γ(α− 1)
(
z − i
z + i
)n(
i
z + i
)α
.
Similarly to the Bergman space case, we have an isometric isomorphism between the
Hardy spaces TH : H2(Π+)→ H2(D):
(13) (THf)(z) =
2
(1− z)f
(
i
z + 1
1− z
)
.
Consequently, the orthonormal basis of H2(Π+) that corresponds to the monomial basis
on the unit disk has the form
(14) ΦHn (z) :=
(
z − i
z + i
)n
i
z + i
.
3. Gaussian Analytic Functions
In this section, we collect a few facts about Gaussian analytic functions (GAFs) that will
be needed for the filtering procedure. A good reference on this topic is [27]. The general
definition of GAFs involves a reproducing kernel Hilbert space H of analytic functions
on a domain D in the complex plane (for instance, D = C, D = Π+, or D = D). Let
(Ω,F ,P) be a probability space. By a standard complex Gaussian, we mean a complex
valued random variable with distribution 1
pi
e−|z|
2
, or equivalently, a variable of the form
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X + iY where X and Y are independent real Gaussian random variables with zero mean
and variance 1/2. For an orthonormal basis en of H, we can define
(15) f(z) =
∑
n
anen(z),
with {an : n ≥ 0} a sequence of independent standard complex Gaussians and where the
sum is either finite or infinite depending on the dimension of H. The series (15) converges
almost surely and locally uniformly to an analytic function [27]; we think of f as a random
analytic function. One can verify that
E(f(z)f(w)) = K(z, w)
where K is the reproducing kernel of H. More generally, the random vector (f(z1), . . . ,
f(zN)) is a complex Gaussian with a covariance matrix
det[K(zj, zk)]1≤j,k≤N .
For this reason, K is often called the covariance kernel of f . In particular, the statistics of
the random analytic function f depend on the space H, but not on the particular choice
of orthonormal basis.
The central object of interest in the theory of GAFs is their zero set, which is a random
point configuration in the plane. We can think of it as a random integer-valued measure,
by setting a Dirac mass at each zero. This point process is simple [27, Lem. 2.4.1], which
means that singletons have at most measure 1. For D = Π+, the first intensity function
of the zero set of f is the function ρ satisfying
E#{w ∈ U : f(w) = 0} =
∫
U
ρ(z)dm(z),
for every measurable subset U ⊆ Π+. The first intensity of the zero set of GAFs exists
and can be computed from the Edelman-Kostlan formula [17, 27,37] as
ρ(z) =
1
4pi
∆ logK(z, z).
We will focus on the cases where H is either one of the Bergman spaces A2α(Π+) or
the Hardy space H2(Π+). The corresponding random analytic functions are denoted by
fα and fH . These are called hyperbolic GAFs. The first intensities corresponding to the
Bergman and Hardy spaces on Π+ are, respectively,
(16) ρα(z) =
α
4pi(Imz)2
and
(17) ρH(z) =
1
4pi(Imz)2
.
FILTERING WITH WAVELET ZEROS AND GAUSSIAN ANALYTIC FUNCTIONS 7
This means that the zeros of GAFs are distributed according to a multiple of the hy-
perbolic area density on the upper half-plane. Besides this rough description, the zeros
of GAFs are known to be quite rigid: the events where the concentration of the zeros
deviates significantly from what is prescribed by the first intensity are very unlikely (see,
e.g., the large deviations estimates by Sodin [37] and Offord [30]). However, it was re-
cently observed in the Euclidean (non-hyperbolic) setting that strong deviations up to a
“forbidden zone” with hardly any zeros can appear, if the distribution is conditioned on
a hole event [24].
4. White Noise, Zeros of Scalograms, and GAFs
4.1. White Noise. We adopt a Gaussian Hilbert space approach to white noise [28].
Let (Ω,F ,P) be a probability space. Heuristically, one thinks of white noise on R as a
linear combination N = ∑∞n=0 anen where an are independent standard (real or complex)
Gaussians and {en : n ≥ 0} is an orthonormal basis of L2(R). With probability 1, this
sum does not converge in L2(R). However, for any f ∈ L2(R), the sum
N (f) :=
∞∑
n=0
an〈f, en〉
converges in L2(Ω,F ,P) to a complex Gaussian variable with mean zero and variance
‖f‖2. A precise definition of white noise is then as the collection of random variables
G := {N (f) : f ∈ L2(R)}. The space G is a Gaussian Hilbert space, that is, a Hilbert
space consisting of Gaussian random variables. Its inner product is induced by
‖N (f)‖2G := ‖f‖2.
We will call the white noise real or complex depending on whether the variables an are real
or complex standard Gaussians. The definition is independent of the choice of orthonormal
basis.
Alternatively, white noise could be defined as a random element in some larger class,
for example tempered distributions, but, with such definition, N (f) would not be defined
for all f ∈ L2(R).
4.2. Wavelet Transform of White Noise. Let {en : n ≥ 0} be an orthonormal basis
of L2(R). The wavelet transform with respect to the windows gα of (real or complex)
white noise are formally defined by
(18) Wgα(N )(z) = 〈N , y−1/2gα((· − x)/y)〉 =
∞∑
n=0
anWgαen(z),
where z = x+ iy. By the isometry property of the wavelet transform, {Wgα(en) : n ≥ 0}
is an orthonormal set in L2(Π+, y−2dxdy). Furthermore, the functions {yα/2Wgαen(z) :
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n ≥ 0} form an orthonormal basis of the Bergman space A2α. Therefore, as discussed in
Section 4.1, the sum in (18) converges almost surely locally uniformly and, when aj are
standard complex Gaussians, it is a realization of yα/2fα(z), where fα is the hyperbolic
GAF. We conclude the following.
Proposition 4.1. For α > 1, the set of zeros of Wgα(N ), where N is complex white
noise, has the same distribution as those of fα, the hyperbolic GAF associated with the
Bergman space A2α.
To make the connection to [6,7,31] more explicit, we can choose the following orthonor-
mal basis in H2(R) (this basis also appears in the analysis of time-frequency localisation
operators [10, 12]):
Ψαn(t) := 2piF−1lαn(t),
where F−1 is the inverse Fourier transform and lαn are the Laguerre functions
lαn(ξ) :=

√
n!
piΓ(n+α)
(2ξ)
α−1
2 e−ξLα−1n (2ξ), ξ > 0,
0, ξ < 0.
Here, Lαn denotes the associated Laguerre polynomial. We will show in Appendix A that
the wavelet transform maps this basis to the basis Φαn of A2α(Π+) given in (12), up to a
multiplicative factor. More precisely, we have
√
piy−α/2WgαΨ
α
n(z) = Φ
α
n(z). Consequently,
we obtain
√
piy−
α
2Wgα(N )(z) =
∞∑
n=0
an
√
piy−
α
2WgαΨ
α
n(z)
=
∞∑
n=0
an2
α−1
√
Γ(n+ α)
n!Γ(α− 1)
(
z − i
z + i
)n(
i
z + i
)α
.(19)
Finally, using (11), we obtain the following connection to the well-known hyperbolic GAF
on the disk
Tα
(√
piy−
α
2Wgα(N )
)
(z) =
∞∑
n=0
an
√
Γ(n+ α)
n!Γ(α− 1)z
n.
4.3. Cauchy Transform of White Noise. The Cauchy transform corresponds formally
to the wavelet transform with g1:
Wg1f(z) = 2pi
√
yCf(z).
Since the window g1 is not admissible, we cannot speak of the wavelet transform in the
normal sense. Instead, we consider the Cauchy transform as an isometric isomorphism
from H2(R) to H2(Π+). Recall also that Cf = 0 on Π+ for f ∈ L2(R) 	 H2(R). We
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can therefore conclude, as we did for the wavelet transform, that complex white noise is
mapped to the random analytic function
fH :=
∑
n
aneH,n(z)
where eH,n is an orthonormal basis of the Hardy space H
2(Π+). To give an explicit form,
we can use the basis in (14):
ΦHn (z) =
(
z − i
z + i
)n(
i
z + i
)
.
The GAF fH is especially interesting because, due to a result of Shirai [36], based on
a result of Peres and Virag [31], it is a determinantal point process (DPPs) [27], and,
therefore, all statistical quantities have very explicit forms.
5. Filtering
5.1. Wavelet Masking. We consider a square-integrable real-valued function f : R→ R
contaminated with white noise f˜ = f + N . For our theoretical analysis we need to
assume that N is complex white noise. Although in practice the difference between real
and complex noise seems to be minor, let us notice that if f is contaminated with real
white noise, we can artificially add an imaginary part with simulated white noise, without
altering the amount of available information.
The key task is to design a wavelet mask m : R× (0,∞)→ R that discards those parts
of the scalogram of f˜ where the statistics of white noise can be recognized. The goal is
that
mWgα f˜ ≈ Wgαf.
Once this is achieved, the wavelet multiplier
Mmf˜(t) = W
∗
gαmWgα f˜(t) = y
−1/2
∫ ∞
0
∫
R
m(x, y)Wgα f˜(x, y)gα
(
t− x
y
)
dx
dy
y2
provides the approximation
(20) Mmf˜ ≈ W ∗gαWgαf = cgαPH2f.
Here, PH2(R) is the orthogonal projection onto H
2(R) and W ∗gα is the adjoint of Wgα
considered as a mapping from L2(R) to L2(Π+, y−2dxdy); see, e.g., [9, Ch. 15] and [12].
As a second step, we can approximately recover f using (3), because f is real-valued.
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5.2. Design of the Filtering Mask. We start by computing the zeros of the scalogram,
Z = {z ∈ Π+ : Wgα f˜(z) = 0}.
This requires some care because a simple thresholding can be very unstable. We use the
fact that the function yα/2 ·Wgαf(x, y) is analytic, and, therefore, every local minimum
of yα/2|Wgαf(x, y)| is a zero. Indeed, for an analytic function F , the function log |F | is
harmonic outside the set of zeros of F and therefore satisfies the minimum principle. In
practice, this computation is carried out on a grid by comparing each value of |F | to its
immediate neighbors, see Section 6.
The mask m is designed as follows. Due to Proposition 4.1 and the Edelman-Kostlan
formula (16), in the absence of signal f , the set Z is distributed according to a multiple
of the hyperbolic area measure y−2dxdy. To account for this geometry, we apply the map
M : (x, y) 7→
(
x,
1
y
)
to Z.
Proposition 5.1. In the absence of a signal (f = 0), the expected number of points of
MZ inside a measurable domain of the upper half-plane is proportional to its Lebesgue
measure.
In more technical terms, if we denote by ν the counting measure of the zero set of
a hyperbolic GAF, the pushforward point process ν˜ := ν ◦M−1 has constant one-point
intensity.
Proof. Let us denote the one-point intensities of the point processes ν and ν˜ by ρν and ρν˜
respectively. Based on (16) and (17), we can write ρν(x, y) = c y
−2dxdy, with c > 0. We
note that the absolute value of the Jacobian matrix of the map M−1 is | detDM−1(u, v)| =
v−2. We also have ρν(M−1(u, v)) = cv2. Hence, for a measurable set S ⊆ Π+,∫
S
ρν˜(u, v)dudv = E
∫
S
dν˜ = E
∫
M−1(S)
dν
=
∫
M−1(S)
ρν(x, y)dxdy
=
∫
S
ρν(M
−1(u, v))|detDM−1(u, v)|dudv
= c
∫
S
dudv.
As this holds for all measurable subsets S, we conclude that ρν˜ = c. 
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0.15
0.2
0.25
0.3
x
y
Figure 1. One realization of the zeros of wavelet-transformed white noise
for α = 5. The zeros accumulate close to the real axis and were only
simulated for y > 7.76 · 10−3 illustrated by the red line.
In Figure 1, we show a realization of the zeros of white noise in the hyperbolic setting
for α = 5. The effect of Proposition 5.1 is illustrated in Figure 2, where the zeros of the
same realization of white noise are shown with the y-axis inverted.
To detect the signal, we scan for deviations of the stochastics prescribed by Proposi-
tion 5.1. Following [20], we compute a Delaunay triangulation of MZ, and select those
triangles whose perimeter exceeds a certain threshold. The mask m is defined as the char-
acteristic function of the union of the selected triangles. A detailed example is provided
in the following section.
6. Numerical Experiments
We consider a clean signal f represented by L = 128 ·1024 time samples and a sampling
rate of rs = 1024. The clean signal at time t = n/1024 is given as
f(t) = sin
(
2pi(5 + (1/32 t)2)t
)
e−(t−48)
2/162
We model noise by attaching to each sample independently a standard complex Gaussian
random variable. Adding this sequence of i.i.d. noise random variables to the clean signal,
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20
40
60
80
100
120
x
1/y
Figure 2. The same realization of the zeros of wavelet-transformed white
noise for α = 5 as in Figure 1. Here, the y-axis is inverted to obtain a
constant one point intensity function.
we obtain the noisy signal fno. The variance of the noise is chosen such that the signal to
noise ratio is 0.2.
Recall that we want to simulate the wavelet transform
Wgαf(x, y) =
1√
y
∫ ∞
0
f(t)gα
(
t− x
y
)
dt.
We consider the case α = 5 where we can explicitly calculate
g5(t) =
4√
6pi
1
(1− it)3 .
One can check that about 90% of the energy of g5 is contained in the interval [−2, 2]. We
approximate:
(21) Wg5f(x, y) ≈
1√
y
∫ L/rs
0
f(t)g5
(
x− t
y
)
dt
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for x ∈ [2y, L
rs
− 2y]. We can rewrite (21) as
1√
y
∫ L/rs
0
f(t)g5
(
x− t
y
)
dt =
√
y
2pi
∫ ∞
0
ĝ5(s
′y)eis
′xf̂(s′)ds′.(22)
We further approximate:
(23) f̂(s′) =
∫ L/rs
0
f(t)e−its
′
dt ≈
L∑
n=1
e−i
n
rs
s′
∫ n/rs
(n−1)/rs
f(t)dt.
We denote the emerging discrete representation of the signal as f [n] =
∫ n/rs
(n−1)/rs f(t)dt.
Using the discrete Fourier transform, we can thus approximate f̂(s′) at particular values
of s′ as
(24) f̂(s′) ≈
L∑
n=1
f [n]e−2pii
n s
′L
2pirs
L =: f̂ [m]
where m = s
′L
2pirs
and m = 1, . . . , L. Based on this discretization, we can approximate (22)
as
√
y
2pi
∫ ∞
0
ĝ5(s
′y)eis
′xf̂(s′)ds ≈
√
y
2pi
L∑
m=1
ĝ5
(
2pirsm
L
y
)
ei
2pirsm
L
xf̂ [m]
=
√
y
2pi
L∑
m=1
ĝ5
(
2pirsm
L
y
)
f̂ [m]e2pii
xrsm
L(25)
which is the inverse discrete Fourier transform of m 7→ √yĝ5
(
2pirsm
L
y
)
f̂ [m] at n = xrs.
Summarizing, we take a DFT of the discrete signal representation, multiply pointwise
with ĝ5 for various scales y and take the IDFT of the resulting vector. As, according to
Proposition 5.1, we expect the zeros of pure noise to have a constant one-point intensity
if we use a reciprocal scale for the y-axis. We choose 1000 equidistant values for 1/y on
the interval [pi, 41 pi].
We next estimate local minima of this discretized continuous wavelet transform by
comparing each value with the four neighboring points. A point is classified as a zero
if it is smaller than any of its 4 neighbors, cf. Section 5.2. A Delaunay triangulation is
used to connect the resulting zeros and a threshold of 3α = 15 on the perimeter of the
triangles is used to find the region where the signal has significant components. Based
on these triangles a mask of the spectrogram is calculated and the signal reconstructed
following (20) and (3). This procedure is illustrated in Figure 4 and a comparison of
the clean signal, the noisy signal, and the reconstructed signal is given in Figure 3. The
signal-to-noise ratio after filtering is over several realizations of whie noise approximately
5.
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Figure 3. Comparison of the clean signal, noisy signal, and filtered signal.
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Appendix A. Wavelet Transform of an Explicit Basis
We first argue that the functions
Ψαn(t) =
∫ ∞
0
√
n!
piΓ(n+ α)
(2ξ)
α−1
2 e−ξLα−1n (2ξ)e
itξdt
are indeed orthonormal. To this end, we first note that
(26) Ψ̂αn(ξ) =
√
4pin!
Γ(n+ α)
(2ξ)
α−1
2 e−ξLα−1n (2ξ).
Due to the orthogonality property of the Laguerre functions, we have (see [15, eq. (6)])
(27)
∫ ∞
0
e−ξξα−1Lα−1n (ξ)L
α−1
m (ξ)dξ =
Γ(n+ α)
n!
δnm.
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Figure 4. The clean signal (scalogram top left) is corrupted by noise (scalo-
gram top right). The zeros of the scalogram are calculated and a Delaunay
triangulation (mid left) captures the signal region with large triangles, found by
a thresholding of the perimeters (mid right). Finally, the scalogram is filtered
using the chosen triangles as mask (bottom) and the signal reconstructed.
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and, in turn,∫ ∞
0
Ψ̂αn(ξ)Ψ̂
α
m(ξ)dξ = 2pi
√
n!m!
Γ(n+ α)Γ(m+ α)
∫ ∞
0
ξα−1e−ξLα−1n (ξ)L
α−1
m (ξ)dξ
= 2piδnm.
Recalling that we defined the Fourier transform not unitary, we easily see that this results
in
∫
R Ψ
α
n(t)Ψ
α
m(t)dt = δnm.
We next want to show that
√
piy−α/2WgαΨ
α
n(z) = Φ
α
n(z). Starting from (4), we obtain
WgαΨ
α
n(x, y) =
2
α−1
2 y
α
2
2piΓ(α− 1) 12
∫
R+
ξ
α−1
2 eiξ(x+iy)
√
4pin!
Γ(n+ α)
(2ξ)
α−1
2 e−ξLα−1n (2ξ)dξ
=
√
yαn!
piΓ(α− 1)Γ(n+ α)
∫
R+
(2ξ)α−1eiξ(x+iy)e−ξLα−1n (2ξ)dξ
= 2α−1
√
yαΓ(n+ α)
pin!Γ(α− 1)
(
z − i
z + i
)n(
i
z + i
)α
(28)
=
y
α
2√
pi
Φαn(z),
where we used in (28) the Fourier transform of the Laguerre functions given in [15, Lem. 1].
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