Abstract. This paper considers the problem of Bayesian inference in dynamical models with time-varying dimension. These models have been studied in the context of multiple target tracking problems and for estimating the number of components in mixture models. Traditional solutions for the single target tracking problem becomes infeasible when the number of targets grows. Furthermore, when the number of targets is unknown and the number of observations is influenced by misdetections and clutter, then the problem is complex. In this paper, we consider a marked Poisson process for modeling the time-varying dimension problem. Another solution which has been proposed for this problem is the Probability Hypothesis Density (PHD) filter, which uses a random set formalism for representing the time-varying nature of the state and observation vectors. An important feature of the PHD and the proposed method is the ability to perform sensor data fusion by integrating the information from the multiple observations without an explicit data association step. However, the method proposed here differs from the PHD filter in that uses a Poisson point process formalism with discretized spatial intensity. The method can be implemented with techniques similar to the standard particle filter, but without the need for specifying birth and death probabilities for each target in the update and filtering equations. We show an example based on ultrasound acoustics, where the method is able to represent the physical characteristics of the problem domain.
Introduction
Tracking multiple objects with multiple sensors is a problem where the dimensionality of the posterior distribution is evolving in time. Such problems are called "transdimensional" [1] . Furthermore, the procedure of making inference about the current state of the system involves the estimation of non-linear and nonGaussian functions. State space models provides a sound framework for building a probabilistic model from a sequence of observations contaminated with noise. However, not all the solutions for fixed dimensionality are directly applicable to variable dimension models. Transdimensional problems are common in inverse problems, signal processing and statistical model selection. In this paper, a method for handling such problems is provided, and multiple target tracking is to be considered as an example of such a problem. The method is then applied to parameter estimation for acoustic sources.
Sequential Monte Carlo (SMC) methods have been proposed [2, 3] as a framework for dealing with non-linear and non-Gaussian target tracking problems. These methods use the Bayesian approach for simulating several hypotheses taken from an easy-to-sample proposal distribution and weight them using their likelihood with the observed data. The most standard implementation of a SMC method, called the particle filter has demonstrated good performance in several domains as well as having theoretical convergence properties [4] .
In the multiple target tracking problem, the number of targets may be timevarying and unknown. The number of measurements or observations may also be time varying. The traditional approaches for performing measurement-target data association include multiple hypothesis tracking (MHT) and joint probabilistic data association (JPDA), which separates the problem into different sub levels. These approaches use thresholding heuristics to associate each measurement to an existing target, create a new target, merge measurements or mark them as false alarms [5] .
Particle filtering has been successfully used for multiple target tracking [6] , where the data association problem is formulated in a non-explicit way using a joint multiple-target probability density which comprises the estimation of the state of several targets, the number of the targets and the likelihood of the observations with each of them. More recently, the Probability Hypothesis Density (PHD) filter has been proposed to deal with the problem of the unknown number of targets, using random sets theory [7] . The PHD filter propagates the first moment of the multi-target posterior distribution, which (for known dimensionality) results in an analytically tractable Bayesian solution for the multi-target posterior. If the multi-target likelihood can be approximated as a Poisson process, then the integral of the PHD in any region of the space gives the expected number of targets on that region [8] .
In this paper, we work further on the spatial Poisson process model presented in [9, 10] for tracking extended targets. The model is able to perform seamlessly in the multi-target tracking problem as well as solving the data association problem. We propose a SMC approximation to the conditional spatial intensity of the point process. The approximation uses a discretization of the spatial intensity and a modification of the standard particle filter, to take in account spontaneous targets birth. The model is tested with unthresholded physical measurements, where the number of measurements is dependent on the unknown number of targets. An example in the bearings-only tracking problem is provided, as well as an example in range estimation from ultrasound acoustics. The example shows that the model is well suited to characterize physical features from acoustic measurements in uncertain environments.
The paper is structured as follows. In Section 2 we outline the PHD filter. In Section 3 the spatial Poisson process model is presented, and then in Section 4 we present a new sequential Monte Carlo method for an unknown number of targets. Section 5 provides examples that show the feasibility of the model in two different problems. Section 6 present the conclusions.
PHD filter
First-order moment of a multi-target posterior distribution: The PHD filter represents the first moment of the intensity function λ of the multi-target posterior distribution. For any measurable subset S of the space of possible random sets, the regions of high intensity indicate the actual locations of the targets, and the total mass of the same function can provide an estimate of the number of targets N :
The PHD filter operates using the following procedure:
1. Filtering :
where f (x n,t |x n,t−1 ) represents the probability density of motion of the nth single target from state x n,t−1 to state x n,t at time t, P s (x n,t ) is the probability of survival for the nth target at time t, and γ() is the birth probability. 2. Update :
where
and where P d (x n,t ) is the probability of detection, κ() is the clutter rate, L(z m,t |x) is the likelihood of the mth observation and M t is the total number of observations at time t.
SMC implementation of PHD: The particle filter implementation for the PHD recursion was proposed by [11, 12] as a method for simulating the conditional expectation of the unknown number of targets given the current observations. The SMC implementation of the PHD approximates the intensity function λ(x) with a set of particles. Further results on the convergence properties for the particle implementation were given in [13] and an extension to Gaussian mixture models for solving the integral for the PHD recursion [14] .
State Space Model with Poisson process observations
A marked point process is a random collection of events that happens in time and some other dimensions (in this case space) [15] . The number of observations M t received in the interval ∆ t = [t − 1, t) can be written as a marked point process with intensity λ(A, t) dependent on time and the spatial parameter A.
The mean rate of observations λ(A, t) can be decomposed into a rate for clutter components with homogeneous (i.e., constant) spatial intensity function λ c , and an intensity component for each of the N t targets:
The spatial intensity λ(A) can also be written in terms of the spatial posterior distributions of the targets X t = x 1 , .., x Nt and the observations Z t = z 1 , .., z Mt .
So the conditional likelihood of the observations on the targets states can be written as:
SMC approximation for the spatial Poisson process model
We decompose A using some suitable spatial discretization into K disjoint unions (here called bins) so as to transform the problem into counting in each bin. The intensity function λ n (z k |x n ) defines the rate of observations of a particular target x n in a measurement bin k. Given that the overall intensity is a superposition of a discrete number of Poisson processes, it is difficult to calculate the intensity for a single target. A possible solution is to approximate the intensity with a quantity proportional to the likelihood of the nth target and inversely proportional to the number of observations in that bin.
A particle filter model is then used for propagating the conditional spatial intensity of each target, which can be used by the multi-target likelihood (9) for calculating the posterior distribution of the observations. The conditional spatial intensity can be approximated with the update and filtering equations of the standard SMC methods, but in order to take into account targets appearing and dissapearing we use resampling without replacement. In this setup, only r particles survive and the remaining samples gives birth to new samples with probability b(x).
Examples
In this section, two examples are provided for the spatial Poisson process model.
Multi-target bearings-only tracking:
The bearings-only tracking problem is a non-linear Gaussian problem where a passive observer is taking measurements of the angle for which a target is moving in two dimensions. If the number of targets is dynamically changing, then the multi-target Gaussian likelihood becomes intractable and the optimal filter needs to resort in additional techniques for estimating the system state. Figure 1 shows the target trajectories for this example. Each target is represented by its 2-D position and velocity x n,t = (x n,t , y n,t , dx n,t , dy n,t ). The target dynamic model can be written as x n,t = Gx n,t−1 + η t . The state equation innovation is a bivariate zero-mean Gaussian process η ∼ N (0, σ 2 I). The observation model is the non-linear function of the position z n,t = tan −1 (x n,t /y n,t ) + α t . A finite hidden Markov model can be used for the observed number of measurements given an unknown number of targets. This model can represent the probability of a change in dimension given the history of the number of targets and observations The example shows a model jump from 5 targets to 6 targets, with constant clutter probability λ c = 1 and probability of detection P d = 1 for each state. Figure 2 shows the time-varying dimensionality of the state and observations. Figure 3 shows the superimposed observations received at each time step. The number of observations received is a point process with inhomogeneous spatial intensity, and there is not enough information for an explicit measurement-totrack data association. The particle filter model uses 100 particles to represent the intensity function λ(z|x n ). The particles are resampled without replacement. Thus the low weighted particles are killed but not replaced with copies of the best weighted particles. They are used to give birth to new samples. The particles are used to represent a weighted conditional intensity. Figure 4 shows the evolution of the particle system.
Range estimation from acoustic measurements: The location of targets using acoustic measurements in reverberant environments is difficult to characterize because of the multi-path propagation. Estimating range from time-delay measurements from multiple reflecting objects using an array of sensors can be a challenging problem when the model dimension is unknown. Time-delay measurements are a superposition of the first reflection of a target, the multi-path reflections, and the background noise.
In this example, ultrasound measurements are received by an array of sensors. A known signal is propagated in the air, and the received acoustic energy is represented by the complex response of the sensors. The observations here correspond to any samples above a threshold such as the variance of the complex signal. The range of the target is represented as a function of the time-delay of arrival of the wavefront for the first reflection of each target.
A Monte Carlo importance sampling method is used for estimating the range of the target for each measured time delay. The range is calculated as r = ct d +w, Successful target detection is shown in Figure 6 .
Conclusion
This paper has presented a SMC approximation to the spatial Poisson process model for multi-target tracking problems. The model uses a Poisson point process in a multidimensional space, therefore it can be thought as being part of Mahler's Finite Set Statistics framework. The formulation presented does not make use of an explicit birth and death strategy, but uses a modified sequential Monte Carlo method that performs resampling without replacement. In that way, new particles are born in the place of the resampled particles, allowing a non-explicit birth and death formulation. The case of multiple target tracking is illustrated as a motivating example. Although the method proposed has no apparent improvement on the PHD recursion for the tracking problem, the example in acoustic parameter estimation has shown the feasibility of the model for representing the measurement superposition due to reverberation. This is an important feature that makes the model practical to use with unthresholded physical measurements. On the other hand, it shares the problems of the PHD filter of being highly dependent on the SNR ratio and being difficult to interpret. Further work will be done on calculating the target state estimate and comparing the results with the ground truth data. For the acoustic problem presented, new results will be extended to multi-channel observation data.
