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Abstract
Fan et al. (2015) recently introduced a remarkable method for increasing asymptotic
power of tests in high-dimensional testing problems. If applicable to a given test, their
power enhancement principle leads to an improved test that has the same asymptotic size,
uniformly non-inferior asymptotic power, and is consistent against a strictly broader range
of alternatives than the initially given test. We study under which conditions this method
can be applied and show the following: In asymptotic regimes where the dimensionality of
the parameter space is fixed as sample size increases, there often exist tests that can not be
further improved with the power enhancement principle. However, when the dimensionality
of the parameter space increases sufficiently slowly with sample size and a marginal local
asymptotic normality (LAN) condition is satisfied, every test with asymptotic size smaller
than one can be improved with the power enhancement principle. While the marginal LAN
condition alone does not allow one to extend the latter statement to all rates at which the
dimensionality increases with sample size, we give sufficient conditions under which this is
the case.
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1 Introduction
The effect of dimensionality on power properties of tests has witnessed a lot of research in recent
years. One common goal is to construct tests with good asymptotic size and power properties for
testing problems where the length of the parameter vector involved in the hypothesis to be tested
increases with sample size. In the context of high-dimensional cross-sectional testing problems
Fan et al. (2015) introduced a power enhancement principle, which essentially works as follows:
given an initial test, one tries to find another test that has asymptotic size zero and is consistent
against sequences of alternatives the initial test is not consistent against. If such an auxiliary test,
a power enhancement component of the initial test, can be found, one can construct an improved
test that has better asymptotic properties than the initial test. In particular, one can obtain
a test that (i) has the same asymptotic size as the initial test, (ii) has uniformly non-inferior
asymptotic power when compared to the initial test, and (iii) is consistent against all sequences
of alternatives the auxiliary test is consistent against. As a consequence of (iii) the improved test
is consistent against sequences of alternatives the initial test is not consistent against. Fan et al.
(2015) illustrated their power enhancement principle by showing how an initial test based on
a weighted Euclidean norm of an estimator can be made consistent against sparse alternatives,
which it could previously not detect, by incorporating a power enhancement component based on
the supremum norm of the estimator. The existence of a suitable power enhancement component
in the specific situation they consider, however, does not answer the following general questions:
• Under which conditions does a test admit a power enhancement component?
• And, similarly, do there exist tests for which no power enhancement components exist?
In this paper we address these questions in a general setup. In the sequel we call tests that do
(not) admit a power enhancement component asymptotically (un)enhanceable. We first consider
the classic asymptotic setting, where the dimension of the parameter vector being tested remains
fixed as the sample size tends to infinity. Under fairly weak assumptions on the model we prove
(cf. Theorem 4.1) that in this asymptotic regime tests exist that are asymptotically unenhance-
able. That is, in such settings there exist tests that can not be further improved by the power
enhancement principle. Furthermore, such tests exist with any asymptotic size α ∈ (0, 1]. More-
over, Wald-type tests often turn out to be asymptotically unenhanceable under weak regularity
conditions (cf. Theorem 7.2). The situation changes drastically when the dimension increases
(unboundedly) with the sample size. Here we show (cf. Theorem 5.2) that if the models under
consideration satisfy a mild “fixed-dimensional” (i.e., “marginal”) local asymptotic normality
(LAN) assumption, then for all sufficiently slowly increasing growth rates of the dimension of
the parameter vector every test with asymptotic size less than one is asymptotically enhance-
able. We stress that these growth rates can be chosen to be arbitrarily slow, but can not be
chosen to be arbitrarily rapid in general. Two aspects of this result may be somewhat surprising:
Firstly, one may have conjectured that the behavior from the fixed-dimensional case carries over
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to growth rates that diverge “slowly enough”, which, however, is not the case. Secondly, given
the non-existence of asymptotically unenhanceable tests for slow growth rates, it would be natu-
ral to expect that the fixed-dimensional behavior breaks down also for growth rates that diverge
“quickly”. While this is often correct, the marginal LAN condition used in Theorem 5.2 is not
sufficient to conclude such a behavior, as we demonstrate in our Example 2. Guided by this
example, we then introduce and discuss a fairly natural additional assumption, under which we
finally show in Theorem 5.4 that for any growth rate of the dimension of the parameter vector
every test of asymptotic size less than one is asymptotically enhanceable.
We would like to stress that even if a test is asymptotically enhanceable, the test might still
be “optimal” within a restricted class of tests (e.g., satisfying certain invariance properties), or
the test might still have “optimal detection properties” against certain subsets of the alternative
(some of the references given in Section 1.2 below establish “optimality” properties of this type).
Hence, our findings are not in contradiction with such results. Instead, our results provide an
alternative perspective on power properties in high-dimensional testing problems.
In the subsequent section we shall illustrate our findings in the context of a Gaussian location
model. The results obtained are special cases of the general results developed in this article. To
develop some intuitive understanding, however, we shall provide direct arguments, which exploit
specific properties of the Gaussian location model.
1.1 Asymptotic enhanceability in Gaussian location models
We denote them-variate Gaussian distribution with mean µ and covariance matrix Σ byNm(µ,Σ),
and throughout this section we fix the level of significance α ∈ (0, 1). Let X1, . . . , Xn be
i.i.d. with Xi ∼ Nd(n)(θ, Id(n)) for i = 1, . . . , n, and where Im denotes the m-dimensional iden-
tity matrix. We want to test whether the unknown mean vector θ ∈ Rd(n) equals zero. Define
Zn := n
−1/2∑n
i=1Xi ∼ Nd(n)(
√
nθ, Id(n)) and note that Zn is a sufficient statistic for θ. Let
φn be the test that rejects if ‖Zn‖22 exceeds the 1 − α quantile of the χ2-distribution with d(n)
degrees of freedom. Clearly, φn has size α for all n ∈ N.
In a setting where d(n) is fixed to some d ∈ N as sample size n → ∞, the sequence of tests
φn is consistent against a sequence of alternatives θn if and only if
√
n‖θn‖2 →∞. A contiguity
argument now shows that there does not exist a sequence of tests of asymptotic size 0, which
is consistent against a sequence of alternatives φn is not consistent against.
1 Therefore, in the
regime d(n) = d the sequence φn does not admit a power enhancement component and is thus
asymptotically unenhanceable (using the terminology introduced in the previous section).
When d(n) diverges increasingly to ∞, φn is consistent against a sequence θn if and only
if d(n)−1/2n‖θn‖22 → ∞ (cf. Lemma 7.1 in Section 7.1). In contrast to above, one can now
construct a sequence of tests with asymptotic size 0, and which is consistent against a se-
quence of alternatives that φn is not consistent against: Consider, for example, θn = ane1(d(n))
1Suppose the sequence of tests νn has asymptotic size 0 and
√
n‖θn‖2 6→ ∞. Then, Nd(0, Id) and Nd(
√
nθn, Id)
are mutually contiguous along a subsequence n′. Hence, along n′ the power of νn against θn converges to 0.
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where an =
√
log(d(n))/(2n) and ei(m) denotes the i-th element of the canonical basis in Rm.
Note that φn is not consistent against θn. Nevertheless, the test νn, which rejects if the z-
test statistic Z
(1)
n = e1(d(n))
′Zn ∼ N(
√
nθ
(1)
n , 1) is in absolute value greater than (
√
nan)
1/2 =
[log(d(n))/2]1/4, has asymptotic size 0 and is consistent against θn. This implies that in case
d(n) diverges to ∞, regardless at which rate, φn is asymptotically enhanceable, because it ad-
mits the enhancement component νn. Clearly, this argument relied on properties of the spe-
cific test φn under consideration. To see that any sequence of tests ϕn, say, with asymptotic
size α is asymptotically enhanceable is more involved. We argue as follows: (a) by a suffi-
ciency argument we can assume that ϕn depends on X1, . . . , Xn only via the sufficient statistic
Zn ∼ Nd(n)(
√
nθ, Id(n)); (b) arguing as in Section 3.3.7 of Ingster and Suslina (2003) delivers the
following: let Qn,0 = Nd(n)(0, Id(n)), i.e., the distribution of Zn under the null, and define the
mixture Qn = d(n)−1
∑d(n)
i=1 Qn,i, where Qn,i = Nd(n)(
√
nanei(d(n)), Id(n)) is the distribution of
Zn under the alternative anei(d(n)). Note that the likelihood-ratio statistic of Qn w.r.t. Qn,0
is given by Ln = d(n)
−1∑d(n)
i=1 e
√
nanzi−na2n/2. Denote the expectation operators w.r.t. Qn and
Qn,i by EQn and E
Q
n,i, respectively. Then,
∣∣EQn,0(ϕn)− d(n)−1
d(n)∑
i=1
EQn,i(ϕn)
∣∣2 = ∣∣∣EQn,0(ϕn(1 − Ln))∣∣∣2 ≤ EQn,0 ((1− Ln)2) = EQn,0 (L2n)− 1,
where we used d(n)−1
∑d(n)
i=1 E
Q
n,i(ϕn) = E
Q
n (ϕn) = E
Q
n,0(ϕnLn), Jensen’s inequality and E
Q
n,0(Ln) =
1. From the moment-generating-function of a normal distribution we obtain
EQn,0
(
L2n
)
− 1 = d(n)−2
d(n)∑
i=1
d(n)∑
j=1
EQn,0
(
e
√
nan(zi+zj)−na2n
)
− 1 ≤ d(n)−1/2 → 0.
Therefore, existence of a sequence θn = anei(n)(d(n)) against which ϕn has asymptotic power
at most α follows. (c) Finally, observe that the test νn, say, which rejects if the z-test statistic
Z
(i(n))
n = ei(n)(d(n))
′Zn exceeds (
√
nan)
1/2 in absolute value has asymptotic size 0 and is con-
sistent against this sequence θn. Hence ϕn permits the enhancement component νn and is thus
asymptotically enhanceable. Note that this holds for any rate at which d(n) diverges to ∞.
1.2 Related literature
The setting we consider in our main results (Theorems 5.2 and 5.4) requires neither independent
nor identically distributed data, and covers many situations of practical interest. On the other
hand, for concrete high-dimensional testing problems, and under suitable assumptions on how
fast the dimension of the parameter to be tested is allowed to increase with sample size, many
articles have considered the construction of tests with good size and power properties. For a
discussion of several examples in the context of financial econometrics (testing implications from
multi-factor pricing theory) or panel data models (tests for cross-sectional independence in mixed
effect panels) we refer to Fan et al. (2015). Testing problems in one- or two-sample multivariate
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location models, i.e., tests for the hypothesis whether the mean vector of a population is zero, or
whether the mean vectors of two populations are identical, were analyzed in Dempster (1958),
Bai and Saranadasa (1996), Srivastava and Du (2008), Srivastava et al. (2013), Cai et al. (2014),
and Chakraborty and Chaudhuri (2017); in this context the articles Pinelis (2010, 2014), where
the asymptotic efficiency of tests based on different p-norms relative to the Euclidean-norm were
studied, need to be mentioned. For some concrete examples of high-dimensional location models
arising in empirical economics see the discussion in Section 2.1 of Abadie and Kasy (2018). In re-
gression models power properties of F-tests when the dimension of the parameter vector increases
with sample size have been investigated in Wang and Cui (2013), Zhong and Chen (2011), and
Steinberger (2016). A question of particular interest in regression models is whether any of the
regressor coefficients is different from zero. This results in a hypothesis that involves, potentially
after recentering, all parameters of the (high-dimensional) model. Tests for such problems are
among the standard output in any econometric software package, and are routinely used in the
context of model specification and selection and in judging the explanatory power of a given
model. In the context of testing hypotheses on large covariance matrices, e.g., its diagonal-
ity or sphericity, properties of tests were studied in Ledoit and Wolf (2002), Srivastava (2005),
Bai et al. (2009), and Onatski et al. (2013, 2014). For properties of tests for high-dimensional
testing problems arising in spatial statistics we refer to Cai et al. (2013), Ley et al. (2015), and
Cutting et al. (2017). These testing problems all concern a “high-dimensional” parameter the
dimension of which increases with sample size.
An article that obtained results somewhat similar to ours is Janssen (2000), where local power
properties of goodness-of-fit tests (cf. also Ingster and Suslina (2003)) are studied. For such test-
ing problems it was shown, among other things, that any test can have high local asymptotic
power relative to its asymptotic size only against alternatives lying in a finite-dimensional sub-
space of the parameter space. Although related, our results are qualitatively different, because
asymptotic enhanceability is an intrinsically non-local concept (cf. Remark 3.1), and because we
do not consider testing problems with infinitely many parameters for any sample size. Instead
we consider situations where the number of parameters can increase with sample size at different
rates. Results on power properties of tests in situations where the sample size is fixed while the
number of parameters diverges to infinity have been obtained in Lockhart (2016), who showed
that in such scenarios the asymptotic power of invariant tests (w.r.t. various subgroups of the
orthogonal group) against contiguous alternatives coincides with their asymptotic size.
2 Framework
The general framework in this article is a double array of experiments
(
Ωn,d,An,d, {Pn,d,θ : θ ∈ Θd}
)
for n ∈ N and d ∈ N, (2.1)
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where for every n ∈ N and d ∈ N the tuple (Ωn,d,An,d) is a measurable space, i.e., the sample
space, and {Pn,d,θ : θ ∈ Θd} is a set of probability measures on that space, i.e., the set of possible
distributions of the data observed. For every d ∈ N the parameter space Θd is assumed to be a
subset of Rd that contains a neighborhood of the origin. The two indices n ∈ N and d ∈ N should
be interpreted as “sample size” and as the “dimension of the parameter space”, respectively. The
expectation w.r.t. Pn,d,θ is denoted by En,d,θ.
We consider the situation where one wants to test (possibly after a suitable re-parameterization)
whether or not the unknown parameter vector θ equals zero. Such problems have been studied
extensively in the classic asymptotic framework where d is fixed and n → ∞, i.e., properties of
sequences of tests for the testing problem
H0 : θ = 0 ∈ Θd against H1 : θ ∈ Θd \ {0}
are studied in the sequence of experiments
(
Ωn,d,An,d, {Pn,d,θ : θ ∈ Θd}
)
for n ∈ N.
In contrast to such an analysis, the framework we are interested in is the more general situation
in which d = d(n) is a non-decreasing sequence. More precisely, we study properties of sequences
of tests for the sequence of testing problems
H0 : θ = 0 ∈ Θd(n) against H1 : θ ∈ Θd(n) \ {0} (2.2)
in the corresponding sequence of experiments
(Ωn,d(n),An,d(n), {Pn,d(n),θ : θ ∈ Θd(n)}) for n ∈ N, (2.3)
for all possible rates d(n) at which the dimension of the parameter space can increase with n.
The following running example illustrates our framework (for several more examples we refer to
the detailed treatment of the Gaussian location model in Section 1.1 and to the end of Section
5.1). Here, for j ∈ N, λj denotes Lebesgue measure on the Borel sets of Rj .
Example 1 (Linear regression model). Consider the linear regression model yi = x
′
i,dθ+ui, i =
1, ..., n where θ ∈ Θd = Rd. One must distinguish between the cases where the covariates xi,d
are fixed or random:
Fixed covariates: Here the sample space Ωn,d equals Rn, An,d is the corresponding Borel σ-field,
and xi,d = (x1i, . . . , xdi)
′ for X = (xkl)∞k,l=1 a given double array of real numbers. Assuming that
the error terms ui are i.i.d. with u1 ∼ F having λ1-density f , it follows that yi has λ1-density
gi(y) = f(y − x′i,dθ), and Pn,d,θ is the corresponding product measure.
Random covariates: Here the sample space Ωn,d equals×ni=1(R×Rd) and An,d is the correspond-
ing Borel σ-field. Letting the error terms be as in the case of fixed covariates, and the (ui, xi,d) be
i.i.d. and so that x1,d is independent of u1 with distribution Kd on the Borel sets of Rd, we have
that Pn,d,θ is the n-fold product of the measure with density f(y − x′θ) w.r.t. (λ1 ⊗Kd)(y, x).
3 Asymptotic enhanceability
After re-formulating the main idea in Fan et al. (2015) in terms of tests instead of test statistics,
a corresponding power enhancement principle can be formulated in our general context: Let d(n)
be a non-decreasing sequence of natural numbers and let ϕn : Ωn,d(n) → [0, 1] be measurable, i.e.,
ϕn is a sequence of tests for (2.2) in (2.3). Suppose that it is possible to find another sequence
of tests νn : Ωn,d(n) → [0, 1] with asymptotic size 0, i.e.,
lim sup
n→∞
En,d(n),0(νn) = 0, (3.1)
and such that νn is consistent against at least one sequence θn ∈ Θd(n) which the initial test ϕn
is not consistent against, i.e.,
1 = lim
n→∞
En,d(n),θn(νn) > lim infn→∞
En,d(n),θn(ϕn). (3.2)
In this case ϕn and νn can be combined into the test
ψn = min(ϕn + νn, 1), (3.3)
which has the following properties (as is easy to verify):
1. ψn has the same asymptotic size as ϕn.
2. ψn ≥ ϕn, implying that ψn has nowhere smaller power than ϕn.
3. ψn is consistent against the sequence of alternatives θn (which ϕn is not consistent against).
This method of obtaining a sequence of tests ψn with improved asymptotic properties from
a given sequence ϕn is applicable whenever νn with the above properties can be determined. A
sequence of tests ϕn for which there exists such a corresponding sequence of tests νn, i.e., an
enhancement component, will subsequently be called asymptotically enhanceable. For simplicity,
this is summarized in the following definition.
Definition 3.1. Given a non-decreasing sequence d(n) in N, a sequence of tests ϕn : Ωn,d(n) →
[0, 1] is called asymptotically enhanceable, if there exists a sequence of tests νn : Ωn,d(n) → [0, 1]
and a sequence θn ∈ Θd(n) such that (3.1) and (3.2) hold. The sequence νn will then be called
an enhancement component of ϕn.
Before we formulate our main question, we make three observations:
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Remark 3.1. Any sequence θn as in Definition 3.1 must be such that Pn,d(n),θn and Pn,d(n),0 are
not contiguous; in fact, must be such that for any subsequence n′ of n the measures Pn′,d(n′),θn′
and Pn′,d(n′),0 are not contiguous. Hence, asymptotic enhanceability as introduced in Definition
3.1 is a “non-local” property in the sense that whether or not a sequence of tests can be asymp-
totically enhanced, depends only on its power properties against sequences of alternatives θn
such that Pn,d(n),θn and Pn,d(n),0 are not contiguous along any subsequence n
′ of n.
Remark 3.2. For d(n) a nondecreasing sequence of natural numbers, call a sequence θn “asymp-
totically distinguishable from the null” if there exists a sequence of tests νn such that
lim
n→∞
En,d(n),0(νn) = 0 and lim
n→∞
En,d(n),θn(νn) = 1
hold. From Definition 3.1 it is then easily seen that a test ϕn is not asymptotically enhanceable
if and only if it is consistent against all sequences θn that are asymptotically distinguishable
from the null. In testing problems that are “asymptotically non-testable” in the sense that no
sequence of alternative exists that is asymptotically distinguishable from the null, no test can be
asymptotically enhanceable. The problems we consider in our theorems are not of this degenerate
type, i.e., they are “asymptotically testable”; cf. also the discussion surrounding Example 2.2
Remark 3.3. In the context of Definition 3.1 one could argue that instead of (3.1) one should
require the stronger property Pn,d(n),0(νn = 0)→ 1 as n→∞ (hoping for “better” size properties
of the enhanced test min(ϕn + νn, 1) in finite samples). In particular, the constructions in
Fan et al. (2015) (formulated in terms of test statistics) are based on a corresponding property.
But note that if νn is a sequence of tests as in Definition 3.1, the sequence ν
∗
n = 1{νn ≥ 1/2} is a
sequence of tests as in Definition 3.1 that furthermore satisfies Pn,d(n),0(ν∗n = 0)→ 1 as n→∞.
Hence, requiring existence of tests such that Pn,d(n),0(νn = 0)→ 1 holds instead of (3.1) would
lead to an equivalent definition.
4 Main question
The power enhancement principle tells us how one can improve a sequence of tests ϕn provided
an enhancement component νn is available. Thus, a natural question now is: when does such an
enhancement component actually exist? Similarly, in a situation where there are many possible
enhancement components νn available (each improving power against a different sequence θn),
one can repeatedly apply the power enhancement principle. Then, the question arises: when
should one stop enhancing? It is quite tempting to argue that one should keep enhancing until a
test is obtained that is not asymptotically enhanceable anymore. But this suggestion is certainly
2More specifically, in Theorems 4.1 and 7.2 this is seen to follow immediately from the assumptions imposed;
and for the remaining results note that the conclusion of any sequence of tests of size smaller than 1 being
asymptotically enhanceable rules out asymptotic non-testability of the respective sequence of testing problems.
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practical only if there exists a test that can not be asymptotically enhanced. This raises the
following question:
Does there exist a sequence of tests with asymptotic size smaller than one that can not be
asymptotically enhanced?
Note that if the size requirement is dropped in the above question, then the answer is trivially
yes, since one can then choose ϕn ≡ 1, a test that is obviously not asymptotically enhanceable.
But this is of no practical use.
The results discussed in Section 1.1 suggest that the answer to the above question crucially
depends on the dimensionality d(n). We first consider the fixed-dimensional case d(n) ≡ d ∈ N.
Here, it turns out that the results from the Gaussian location model discussed in Section 1.1
are representative in the sense that under weak assumptions there exist sequences of tests that
are not asymptotically enhanceable even if the model is not Gaussian. We shall now present a
result that supports this claim in the i.i.d. case under an L2-differentiability (cf. Definition 1.103
of Liese and Miescke (2008)) and a separability condition on the model:
Assumption 1. For every n ∈ N it holds that
Ωn,d =
n×
i=1
Ω, An,d =
n⊗
i=1
A, and Pn,d,θ =
n⊗
i=1
Pd,θ for every θ ∈ Θd,
where Ω = Ω1,d, A = A1,d and Pd,θ = P1,d,θ. The family {Pd,θ : θ ∈ Θd} is L2-differentiable at
0 with nonsingular information matrix. Furthermore, for every ε > 0 such that Θd contains a θ
with ‖θ‖2 ≥ ε there exists a sequence of tests ψn,d(ε) : Ωn,d → [0, 1] such that as n→∞
En,d,0(ψn,d(ε))→ 0 and inf
θ∈Θd:‖θ‖2≥ε
En,d,θ(ψn,d(ε))→ 1.
Apart from the i.i.d. condition Assumption 1 is quite weak. In Chapter 10.2 of van der Vaart
(2000) a Bernstein-von Mises theorem, attributed to Le Cam, is established under the same set
of assumptions. As pointed out in van der Vaart (2000), a sufficient condition for the existence of
tests ψn,d(ε) as in Assumption 1 is the existence of a sequence of uniformly consistent estimators
θˆn for θ, in which case one can use ψn,d(ε) = 1{‖θˆn‖2 ≥ ε/2} (cf. also the discussion after
Theorem 7.2 in Section 7.3). The proof of the subsequent theorem, which can be found in
Section 7.2, combines the observations in Remarks 3.1 and 3.2 with a minor variation of the
argument in the proof of Lemma 10.3 in van der Vaart (2000).
Theorem 4.1. Let d(n) ≡ d for some d ∈ N and assume that Assumption 1 holds. Then, for
every α ∈ (0, 1] there exists a sequence of tests with asymptotic size α that is not asymptotically
enhanceable.
Inspection of the proof shows that the asymptotically unenhanceable test constructed is a
combination of a “truncated score test” and a suitably chosen sequence of tests ψn,d(ε) as in
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Assumption 1. As discussed above, a sufficient condition for sequences of tests ψn,d(ε) to exist is
the existence of a sequence of uniformly consistent estimators. In case the centered sequence of
distributions of these estimators is also uniformly tight over a neighborhood of 0 in the parameter
space (when scaled with the contiguity rate), then Wald-type tests based on this sequence of
estimators can be shown to be asymptotically unenhanceable (without imposing Assumption
1, or an i.i.d. condition). A formal statement of this result, together with further discussion,
is given in Theorem 7.2 in Section 7.3. Theorems 4.1 and 7.2 show that one can affirmatively
answer the question raised above under weak assumptions in case the non-decreasing sequence
d(n) is constant (eventually). Hence we have, in some generality, answered the question raised
above for the fixed-dimensional case, and the main question thus is:
Does there exist a sequence of tests with asymptotic size smaller than one that can not be
asymptotically enhanced if d(n) diverges with n?
5 Asymptotic enhanceability in high dimensions
In this section we present our main results concerning the question raised in Section 4. The setting
described in Section 2 is very general and we need to impose some further structural properties on
the double array of experiments (2.1) to answer the question. Our main assumption imposes only
a marginal local asymptotic normality (LAN) condition on the double array and is as follows:
Assumption 2 (Marginal LAN). There exists a sequence sn > 0 such that for every fixed d ∈ N
Hn,d := {h ∈ Rd : s−1n h ∈ Θd} ↑ Rd, (5.1)
and such that the sequence of experiments
En,d =
(
Ωn,d,An,d, {Pn,d,s−1n h : h ∈ Hn,d}
)
for n ∈ N
is locally asymptotically normal with positive definite information matrix Id.
3
Note that Assumption 2 only imposes LAN to hold for fixed d as n→∞. Put differently, LAN
is only imposed in classical “fixed-dimensional” experiments, in which LAN has been verified in
many setups as illustrated in the examples in the next section. Frequently sn can be chosen
as
√
n. In principle we could extend our results to situations where sn is a sequence of invertible
matrices that also depends on d, but for the sake of simplicity we omit this generalization.
5.1 Examples
Before we answer the main question of Section 4, we briefly discuss under which additional
assumptions our running example satisfies Assumption 2. Furthermore, we provide several ref-
3For completeness, a full statement of the local asymptotic normality condition is recalled from Definition 6.63
of Liese and Miescke (2008) in the first sentence of Section 7.4.1.
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erences to other experiments that are LAN for fixed d, merely to illustrate the generality of our
results.
Example 1 continued.
Fixed covariates: Assume that f is absolutely continuous with derivative f ′ such that 0 <
If =
∫
(f ′/f)2dF < ∞. Suppose further that the double array X has the following proper-
ties: denoting Xn,d = (x1,d, ..., xn,d)
′, for every fixed d and as n → ∞ we have 1nX ′n,dXn,d →
Qd where Qd has full rank (implying that eventually rank(Xn,d) = d holds), and max1≤i≤n
(Xn,d(X
′
n,dXn,d)
−1X ′n,d)ii → 0. It then follows from Theorems 2.3.9 and 2.4.2 in Rieder (1994)
that for every fixed d the corresponding sequence of experiments En,d in (2) is LAN with sn =
√
n
and Id = IfQd being positive definite.
Random covariates: Let the error terms satisfy the same assumptions as in the case of fixed
covariates. If, furthermore, for every d the matrix Kd =
∫
xx′dKd(x) ∈ Rd×d has full rank d, it
follows from Theorems 2.3.7 and 2.4.6 in Rieder (1994) that the corresponding experiment En,d
in (2) is LAN for every fixed d with sn =
√
n and Id = IfKd being positive definite.
Further examples: Local asymptotic normality for fixed d is often satisfied: For example,
L2-differentiable models with i.i.d. data are covered via Theorem 7.2 in van der Vaart (2000).
Many examples of models being L2-differentiability and subsequently LAN for fixed d, including
exponential families, can be found in Chapter 12.2 of Lehmann and Romano (2006), while gen-
eralized linear models are covered in Pupashenko et al. (2015). Various time series models have
been studied in, e.g., Davies (1973), Swensen (1985), Kreiss (1987), Garel and Hallin (1995) and
Hallin et al. (1999). For more details and further references on LAN in time series models see
also the monographs Dzhaparidze (1986) and Taniguchi and Kakizawa (2000).
5.2 Asymptotic enhanceability for “slowly” diverging d(n)
We first show that for arrays satisfying Assumption 2 there always exists a range of unbounded
sequences d(n) (dimensions of the parameter space) in which every test with asymptotic size less
than one is asymptotically enhanceable. The proof of this result is based on a generalization of
the arguments given in the last paragraph of Section 1.1 to double arrays of experiments (2.1)
satisfying Assumption 2. To be precise, we use the following proposition, the proof of which is
deferred to Section 7.4.
Proposition 5.1. Suppose the double array (2.1) satisfies Assumption 2, and for every d ∈ N let
v1,d, . . . , vd,d be an orthogonal basis of eigenvectors of Id such that v
′
i,dIdvi,d = 1 for i = 1, . . . , d.
Then, there exists a non-decreasing unbounded sequence p(n) in N and an M ∈ N, such that for
every non-decreasing unbounded sequence of natural numbers d(n) ≤ p(n):
1. For every n ≥M and i = 1, . . . , d(n) it holds that
θi,n := s
−1
n max
(√
log(d(n))/2, 1
)
vi,d(n) ∈ Θd(n), (5.2)
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and every sequence of tests ϕn : Ωn,d(n) → [0, 1] satisfies
En,d(n),0(ϕn)− d(n)−1
d(n)∑
i=1
En,d(n),θi,n(ϕn)→ 0 as n→∞.
2. For every sequence 1 ≤ i(n) ≤ d(n) there exists a sequence of tests νn : Ωn,d(n) → [0, 1]
such that En,d(n),0(νn)→ 0 and En,d(n),θi(n),n(νn)→ 1 as n→∞.
As discussed in Section 1.1, in the Gaussian location model the first part of Proposition
5.1 can be verified by an argument given in Ingster and Suslina (2003). Variants of this result
in Ingster and Suslina (2003) have often been used for determining minimax rates for testing
problems in Gaussian models, cf., e.g., Proposition 3.12 in Ingster and Suslina (2003), the ar-
guments starting at Equation 43 on page 35 in Lepski and Tsybakov (2000), or Section 6.3 of
Du¨mbgen and Spokoiny (2001). For a general discussion of minimax lower bounds and related
techniques see, e.g., Tsybakov (2009).
We now state our first result on asymptotic enhanceability in high-dimensional testing prob-
lems. Its proof is given in Section 7.5.
Theorem 5.2. Suppose the double array of experiments (2.1) satisfies Assumption 2. Then,
there exists a non-decreasing unbounded sequence p(n) in N, such that for any non-decreasing
unbounded sequence d(n) in N satisfying d(n) ≤ p(n) every sequence of tests with asymptotic size
smaller than one is asymptotically enhanceable.
Recalling the consequences of asymptotic enhanceability of a test already emphasized around
Equation (3.3) in Section 3, we would like to emphasize two implications of Theorem 5.2:
• Concerning the constructive value of Theorem 5.2: The theorem shows that when the
dimension diverges sufficiently slowly (but cf. also Section 5.3) any test of asymptotic size
smaller than one can benefit from an application of the power enhancement principle. In
particular, every such test has removable “blind spots” of inconsistency. Therefore, if some
of them are of major practical relevance, it can be worthwhile to try to remove these via
an application of the power enhancement principle.
• Theorem 5.2 also comes with a distinct warning: when the dimension diverges sufficiently
slowly (but, again, cf. also Section 5.3), every test with asymptotic size smaller than one
is asymptotically enhanceable. In particular, while some “blind spots” can be removed by
the power enhancement principle, any improved test so obtained will still have removable
“blind spots”, as Theorem 5.2 applies equally well to the improved test. These “blind
spots” are test-specific, and are (implicitly or explicitly) determined by the practitioner
through the choice of a test. This underscores the importance of carefully selecting the
“right” test for a specific problem at hand.
12
Finally, it is also worth noting that while Theorem 5.2 guarantees the existence of a power
enhancement component, it does not indicate how such a sequence of tests can be obtained from
an initial sequence of tests ϕn. Nevertheless, the proof of Theorem 5.2 and Part 2 of Proposition
5.1 give some insights into how certain enhancement components can be obtained for a given
test ϕn.
Theorem 5.2 shows that every test with asymptotic size less than one is asymptotically en-
hanceable as long as the dimension of the parameter space diverges sufficiently slowly. Hence, the
results of Theorems 4.1 and 7.2 concerning the typical existence of asymptotically unenhanceable
tests in the case of d(n) ≡ d do not carry over to the case of slowly diverging d(n). This parallels
the discussion of the Gaussian location model in Section 1.1. Intuition would now suggest that
every test must also be asymptotically enhanceable when the dimension of the parameter space
increases very quickly, as this only makes the testing problem “more difficult”, thus broadening
the scope for increasing the power of a test. As a consequence, one would be led to believe that
under the assumptions of Theorem 5.2, the statement in the theorem can be extended to all
diverging sequences d(n). However, while correct in the Gaussian location model considered in
Section 1.1, this is not true in general: asymptotically unenhanceable tests can exist under the
assumptions of Theorem 5.2 when the dimension of the parameter space increases sufficiently
fast. The simple reason is that while Assumption 2 gives enough structure for slowly increasing
d(n), it does not impose enough structure for d(n) increasing sufficiently quickly. As one poten-
tial consequence, for such d(n), the testing problem can become asymptotically non-testable and
hence any test becomes asymptotically unenhanceable for such regimes, cf. Remark 3.2.4 For
concreteness consider the following example:
Example 2. Let Ωn,d =×ni=1 Rd and let An,d be the Borel sets of×ni=1 Rd. Set Pn,d,θ equal
to the n-fold product of Nd(θ, d
3Id), and let Θd = (−1, 1)d. Assumption 2 is obviously satisfied
(with sn =
√
n and Id = d
−3Id). We now show that for d(n) = n the testing problem is
asymptotically non-testable. It suffices to show that any sequence of tests νn : Ωn,d(n) → [0, 1]
such that limn→∞ En,d(n),0(νn) = 0 must also satisfy
lim
n→∞
En,d(n),θn(νn) = 0 for any sequence θn ∈ Θd(n).
By sufficiency of the vector of sample means, we may assume that νn is a measurable func-
tion thereof, which (since d(n) = n) is distributed as Nn(θ, n
2In). It hence suffices to verify
that the total variation distance between Nn(θn, n
2In) and Nn(0, n
2In), or equivalently between
Nn(n
−1θn, In) and Nn(0, In), converges to 0 as n → ∞. But since each coordinate of θn is
bounded in absolute value by 1, and thus ‖n−1θn‖2 ≤ n−1/2 → 0, this follows from, e.g., Exam-
ple 2.3 in DasGupta (2008).
A condition that rules out a behavior as in Example 2 and under which the conclusion of
4 Note, however, that Theorem 5.2 implies that under Assumption 2 the testing problem is asymptotically
testable for all sequences d(n) ≤ p(n).
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Theorem 5.2 carries over to quickly diverging d(n) is discussed in the subsequent section.
5.3 Asymptotic enhanceability for any non-decreasing unbounded d(n)
The testing problem considered in Example 2 becomes asymptotically non-testable in regimes
where d(n) increases too quickly with n. Informally speaking, the underlying reason is that
increasing d while keeping n fixed leads to a “loss in information” in this example. To extend the
statement in Theorem 5.2 to any non-decreasing unbounded d(n) such a behavior needs to be
ruled out, i.e., we need to restrict ourselves to situations where an increase in the amount of data
available implies an increase in information. This can be achieved by ensuring that for all triples
of natural numbers d1 < d2 and n the testing problem concerning a zero restriction on the pa-
rameter vector in
(
Ωn,d1 ,An,d1 , {Pn,d1,θ : θ ∈ Θd1}
)
can be “embedded” into the testing problem
concerning a zero restriction on the parameter vector in
(
Ωn,d2 ,An,d2 , {Pn,d2,θ : θ ∈ Θd2}
)
. As a
consequence, the testing problem for dimension d2 is then “more informative” than the testing
problem for dimension d1. To arrive at a mathematically precise condition, we shall consider two
testing problems as equivalent if every power function in one experiment is the power function
of a test in the other experiment, and vice versa.5 The above embedding-idea can then formally
be stated as follows:
Assumption 3. For all pairs of natural numbers d1 < d2 there exists a function F = Fd1,d2
from Θd1 to Θd2 satisfying F (0) = 0, and such that for every n ∈ N:
1. For every test ϕ : Ωn,d2 → [0, 1] there exists a test ϕ′ : Ωn,d1 → [0, 1] such that
En,d2,F (θ)(ϕ) = En,d1,θ(ϕ
′) for every θ ∈ Θd1 .
2. For every test ϕ′ : Ωn,d1 → [0, 1] there exists a test ϕ : Ωn,d2 → [0, 1] such that
En,d1,θ(ϕ
′) = En,d2,F (θ)(ϕ) for every θ ∈ Θd1 .
The following observation is sometimes useful (e.g., for regression models with fixed covariates
or certain time series models) in verifying the preceding assumption.
Remark 5.3. Assumption 3 is satisfied with F (θ) = (θ′, 0)′ ∈ Rd2 , if for all pairs of natural
numbers d1 < d2, it holds that
F (Θ1) = Θd1 × {0}d2−d1 ⊆ Θd2 , (5.3)
and (i) the sample space does not depend on the dimensionality of the parameter space, i.e.,
Ωn,d = Ωn and An,d = An holds for every n ∈ N and every d ∈ N; and (ii) for all pairs of natural
5Further discussion and related results concerning the comparison of testing problems based on their informa-
tiveness can be found in Chapter 4 of Strasser (1985). Note that the discussion there is for dominated experiments
which we do not require.
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numbers d1 < dd the condition θ ∈ Θd1 implies Pn,d2,F (θ) = Pn,d1,θ. To see this, note that one
can then use ϕ′ ≡ ϕ in Part 1, and ϕ ≡ ϕ′ in Part 2 of Assumption 3.
In our running example, Assumption 3 holds in the fixed covariates case, and also in the ran-
dom covariates case under an additional assumption on the family of regressor distributions Kd:
Example 1 continued. Since Θd = Rd condition (5.3) obviously holds.
Fixed covariates: Since Ωn,d and An,d do not depend on d it follows immediately from the
observation in Remark 5.3 that Assumption 3 is satisfied.
Random covariates: In this case further conditions onKd for d ∈ N are necessary. Recall that Kd
is a probability measure on the Borel sets of Rd. Given two natural numbers d1 < d2 associate
with Kd2 its “marginal distribution”
Kd1,d2(A) = Kd2(A× Rd2−d1) for every Borel set A ⊆ Rd1 .
If for any two natural numbers d1 < d2 it holds that Kd1 = Kd1,d2 , then Assumption 3 is seen
to be satisfied by a sufficiency argument; see Section 7.6 for details.
We can now present our final result.
Theorem 5.4. Suppose the double array of experiments (2.1) satisfies Assumptions 2 and 3.
Then, for every non-decreasing and unbounded sequence d(n) in N every sequence of tests with
asymptotic size smaller than one is asymptotically enhanceable.
The proof of this theorem is given in Section 7.7 where we replace Assumption 3 with a slightly
weaker asymptotic version. While Theorem 5.2 establishes the existence of a range of sufficiently
slowly non-decreasing unbounded d(n) along which every test is asymptotically enhanceable,
Theorem 5.4 strengthens this property to hold for any non-decreasing unbounded d(n). This
stronger conclusion comes from adding Assumption 3, which now allows one to transfer properties
of experiments with slowly increasing d(n) (established through Theorem 5.2) to properties of
experiments with quickly increasing d(n).
6 Conclusion
Under weak assumptions, we have shown that there exist tests that are asymptotically unen-
hanceable in case d is fixed, but that any test of asymptotic size smaller than one is asymptotically
enhanceable if d(n) grows to infinity. This latter finding, which constitutes the main insight of
this article, reveals that any test possesses removable “blind spots” of inconsistency that can be
removed by applying the power enhancement principle of Fan et al. (2015). Practitioners are thus
forced to prioritize, as any test possesses removable “blind spots”. It is hence recommended to
prioritize deliberately. More specifically, before applying a test one should first analyze its power
properties (e.g., numerically) to get an idea about its “blind spots”. If power is low in regions
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that are highly “practically relevant”, the power enhancement principle can provide a way to
enhance it. To facilitate such an analysis, theoretically describing removable “blind spots” of new
or already established tests, in addition to discussing their consistency regions, seems desirable.
From a theoretical perspective, interpreting our main contribution as impossibility results, they
imply that there are no “asymptotically optimal tests” when d(n) grows to infinity, in the sense
that the power enhancement principle can always be used to construct an asymptotically better
test. In this sense, asymptotic unenhanceability is not generically a reasonable requirement of
a test in high-dimensional testing problems. This information should prevent researchers from
attempting to do the impossible, i.e., to aim for constructing asymptotically unenhanceable tests.
Accepting that any test has “blind spots”, it could be an interesting future avenue of research
to study whether one can construct tests with “blind spots” of a “minimal” size, or tests that
are asymptotically unenhanceable over specific parameter (sub-)spaces.
7 Appendix
Throughout, given a random variable (or vector) x defined on a probability space (F,F ,Q) the
image measure induced by x is denoted by Q ◦ x. Furthermore, “⇒” denotes weak convergence.
7.1 Additional material for Section 1.1
The following lemma shows that the test φn considered in Section 1.1 is consistent against θn if
and only if d(n)−1/2n‖θn‖22 → ∞. The result is probably well known, but difficult to pinpoint
in the literature in this form, and we therefore provide a direct argument for completeness and
for the convenience of the reader.
Lemma 7.1. Let α ∈ (0, 1), let d(n) diverge to ∞, and let X1, . . . , Xn be i.i.d. Nd(n)(θ, Id(n)).
Then, the test φn, which rejects the null hypothesis H0 : θ = 0 if the squared ‖.‖2-norm of Zn =
n−1/2
∑n
i=1Xi exceeds the 1−α quantile of a χ2-distribution with d(n) degrees of freedom, has (i)
size α for every n ∈ N; and (ii) is consistent against a sequence θn, where θn ∈ Rd(n) for every n,
if and only if
ρn := d(n)
−1/2n‖θn‖22 →∞. (7.1)
Proof. Part (i) is trivial, because under the null ‖Zn‖22 is χ2-distributed with d(n) degrees of
freedom. Consider now Part (ii): Denote the 1−α quantile of a χ2-distribution with d(n) degrees
of freedom by κn. Observe that φn rejects if and only if
(‖Zn‖22 − d(n))/
√
2d(n) > (κn − d(n))/
√
2d(n). (7.2)
It follows immediately from the central limit theorem that under the null (‖Zn‖22−d(n))/
√
2d(n)⇒
N(0, 1). Consequently, we obtain from Part (i) that (κn − d(n))/
√
2d(n) must converge to
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the 1 − α quantile of a standard normal distribution, η, say. Let θn 6= 0 be a sequence of alter-
natives. Writing ‖Zn‖22 = ‖Gn‖22+
√
n2G′nθn+n‖θn‖22 with Gn := Zn−n1/2θn ∼ Nd(n)(0, Id(n))
we have
(‖Zn‖22 − d(n))/
√
2d(n) = (‖Gn‖22 − d(n))/
√
2d(n) + (
√
n2G′nθn + n‖θn‖22)/
√
2d(n). (7.3)
The distribution of the first summand to the right in the previous display does not depend on θn,
and converges weakly to N(0, 1); the second summand to the right is N(µn, σ
2
n) distributed with
µn := 2
−1/2ρn and σ2n :=
2
d1/2(n)
ρn.
To prove sufficiency, suppose that θn satisfies Equation (7.1). Obviously, φn rejects if and only if
ρ−1n (‖Zn‖22 − d(n))/
√
2d(n) > ρ−1n (κn − d(n))/
√
2d(n). (7.4)
Since ρn →∞ and because the sequence (κn−d(n))/
√
2d(n)→ η, as pointed out above, the right
hand side converges to 0. From Equation (7.3) and the observations succeeding it, we conclude
that the sequence of random variables to the left in (7.4) converges in probability to 2−1/2.
This, together with the Portmanteau Theorem, implies that the test under consideration is
consistent against θn. Next, we establish necessity: Suppose ρn converges to ρ, say, along a
subsequence n′. Then N(µn, σ2n) ⇒ δ2−1/2ρ along n′, and by Slutzky’s lemma and (7.3) the
sequence of random variables to the left in Equation (7.2) converges weakly to N(2−1/2ρ, 1)
along n′. From (κn − d(n))/
√
2d(n) → η and the Portmanteau Theorem it then immediately
follows that the sequence of tests under consideration is not consistent against such a sequence
of alternatives θn.
7.2 Proof of Theorem 4.1
The statement trivially holds for α = 1. Let α ∈ (0, 1). Suppose we could construct a se-
quence of tests ϕ∗n : Ωn,d → [0, 1] with the property that for some ε > 0 such that B(ε) =
{z ∈ Rd : ‖z‖2 < ε} $ Θd (recall that Θd is throughout assumed to contain an open neighbor-
hood of the origin) the following holds: En,d,0(ϕ∗n) → α, and for any sequence θn ∈ B(ε) such
that n1/2‖θn‖2 →∞ it holds that En,d,θn(ϕ∗n)→ 1. Given such a sequence of tests, we could de-
fine tests ϕn = min(ϕ
∗
n+ψn,d(ε), 1) (cf. Assumption 1), and note that ϕn has asymptotic size α,
and has the property that En,d,θn(ϕn)→ 1 for any sequence θn ∈ Θd such that n1/2‖θn‖2 →∞.
But tests with the latter property are certainly not asymptotically enhanceable, because tests
νn : Ωn,d → [0, 1] can satisfy En,d,0(νn) → 0 and En,d,θn(νn) → 1 only if θn ∈ Θd satisfies
n1/2‖θn‖2 → ∞. To see this use Remark 3.1 and recall that convergence of n1/2‖θn‖2 along a
subsequence n′ together with the maintained i.i.d. and L2-differentiability assumption implies
contiguity of Pn′,d,θn′ w.r.t. Pn′,d,0 (this can be verified easily using, e.g., results in Section 1.5
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of Liese and Miescke (2008) and Theorem 6.26 in the same reference). It hence remains to con-
struct such a sequence ϕ∗n. To this end, denote by L : Ω → Rd (measurable) an L2-derivative
of {Pd,θ : θ ∈ Θd} at 0. In the following we denote expectation w.r.t. Pd,θ by Ed,θ. By as-
sumption the information matrix Ed,0(LL′) = Id is positive definite. Let C > 0 and define
LC = L1{‖L‖2 ≤ C}. Since Ed,0(LCL′) and M(C) = Ed,0((LC − Ed,0(LC))(LC − Ed,0(LC))′)
converge to Id as C →∞ (by the Dominated Convergence Theorem and Ed,0(L) = 0, for the lat-
ter see Proposition 1.110 in Liese and Miescke (2008)), there exists a C∗ such that Ed,0(LC∗L′)
and M := M(C∗) are non-singular. Now, by the L2-differentiability assumption (using again
Proposition 1.110 in Liese and Miescke (2008)), there exists an ε > 0 and a c > 0 such that
B(ε) $ Θd, and such that
‖Ed,θ(LC∗)− Ed,0(LC∗)‖2 ≥ c‖θ‖2 holds for every θ ∈ B(ε). (7.5)
Define on×ni=1Ω the functions Zn(θ) := n−1/2∑ni=1(LC∗(ωi,n)− Ed,θ(LC∗)) for θ ∈ Θd, where
ωi,n denotes the i-th coordinate projection on×ni=1Ω, and set Zn(0) = Zn. It is easy to verify
that Pn,d,θn ◦ Zn(θn) is tight for any sequence θn ∈ Θd, and that by the central limit theorem
Pn,d,0 ◦ Zn ⇒ Nd(0,M). Finally, let ϕ∗n : Ωn,d → [0, 1] be the indicator function of the set
{‖Zn‖2 ≥ Qα}, where Qα denotes the 1 − α quantile of the distribution of the Euclidean norm
of a Nd(0,M)-distributed random vector. By construction En,d,0(ϕ∗n)→ α. It remains to verify
En,d,θn(ϕ
∗
n) → 1 for any sequence θn ∈ B(ε) such that n1/2‖θn‖2 → ∞. Let θn be such a
sequence. By the triangle inequality
‖Zn‖2 ≥ n1/2‖Ed,θn(LC∗)− Ed,0(LC∗)‖2 − ‖Zn(θn)‖2.
Hence, 1−En,d,θn(ϕ∗n) is not greater (cf. (7.5)) than Pn,d,θn(cn1/2‖θn‖2−Qα ≤ ‖Zn(θn)‖2)→ 0,
the convergence following from Pn,d,θn ◦ Zn(θn) being tight, and cn1/2‖θn‖2 →∞.
7.3 Theorem 7.2
In this section we present our second result concerning asymptotic enhanceability in the fixed-
dimensional case, which was already referred to in Section 4.
Theorem 7.2. Let d(n) ≡ d for some d ∈ N and let ‖.‖ be a norm on Rd. Assume that a
sequence of estimators θˆn : Ωn,d → Θd (measurable) satisfies:
1. Uniform consistency: supθ∈Θd Pn,d,θ(‖θˆn − θ‖ > ε)→ 0 for every ε > 0.
2. Contiguity rate: there exists a nondecreasing sequence sn > 0 diverging to ∞ such that for
every sequence θn ∈ Θd such that sn‖θn‖ is bounded, the sequence Pn,d,θn is contiguous
w.r.t. Pn,d,0.
3. Local uniform tightness: There exists a δ > 0 such that for every sequence θn in Θd
satisfying ‖θn‖ ≤ δ the sequence of (image) measures Pn,d,θn ◦ [sn(θˆn − θn)] is tight.
18
Then, for every α ∈ (0, 1] there exists a C = C(α) ≥ 0 such that the sequence of tests ϕn =
1{sn‖θˆ‖ ≥ C} is not asymptotically enhanceable and has asymptotic size not greater than α.
Proof. If α = 1 set C = 0, and note that ϕn := 1{sn‖θˆn‖ ≥ 0} ≡ 1, which is obviously not
asymptotically enhanceable and has size 1. Next, consider the case where α ∈ (0, 1). The
existence of a C ensuring the size requirement follows immediately from the local tightness
assumption applied to the sequence θn = 0. It remains to show that ϕn := 1{sn‖θˆn‖ ≥ C} is not
asymptotically enhanceable. We claim that it suffices to verify that if sn‖θn‖ diverges to ∞ for
θn ∈ Θd, then En,d,θn(ϕn) → 1. This claim easily follows from the contiguity rate assumption,
together with Remark 3.1. Now, let sn‖θn‖ diverge to ∞. To show that En,d,θn(ϕn) → 1 it
suffices to verify that for every subsequence n′ of n there exists a subsequence n′′ of n′ along
which En,d,θn(ϕn)→ 1. Let n′ be a subsequence of n. Then, (i) there exists a subsequence n′′ of
n′ such that ‖θn′′‖ < δ holds for every n′′, or (ii) there exists a subsequence n′′ of n′ such that
‖θn′′‖ ≥ δ holds for every n′′. Consider first case (i). By the local uniform tightness assumption,
the sequence of image measures Pn′′,d,θn′′ ◦ [sn′′(θˆn′′ − θn′′)] is then tight. Let ε ∈ (0, 1) and
choose K > 0 such that Pn′′,d,θn′′ ◦ [sn′′(θˆn′′ − θn′′)]
(
B¯‖.‖(K)
)
≥ 1− ε holds for every n′′, where
B¯‖.‖(K) := {z ∈ Rd : ‖z‖ ≤ K}. We write
En′′,d,θn′′ (ϕn′′) = Pn′′,d,θn′′ ◦ [sn′′(θˆn′′ − θn′′)]
(
{z ∈ Rd : ‖z + sn′′θn′′‖ ≥ C}
)
,
and note that {z ∈ Rd : ‖z + sn′′θn′′‖ ≥ C} contains B¯‖.‖(K) for all n′′ large enough, recalling
that sn‖θn‖ → ∞. Hence, the expectation in the previous display is not smaller than 1−ε for n′′
large enough. Since ε was arbitrary, it follows that En,d,θn(ϕn)→ 1 along n′′. Next, we consider
the case (ii). In this case, we write
En′′,d,θn′′ (ϕn′′ ) = Pn′′,d,θn′′
(
‖θˆn′′‖ ≥ s−1n′′C
)
≥ Pn′′,d,θn′′
(
‖θˆn′′‖ ≥ s−1n′′C, ‖θˆn′′ − θn′′‖ < δ/2
)
For n′′ large (since sn increases to ∞ and ‖θn′′‖ ≥ δ for every n′′) the right hand side equals
Pn′′,d,θn′′ (‖θˆn′′ − θn′′‖ < δ/2) which converges to 1 by the uniform consistency assumption.
The contiguity rate in Theorem 7.2 is often given by sn =
√
n. For an extensive discussion of
primitive conditions sufficient for the consistency and tightness assumptions imposed in the pre-
vious result we refer the reader to Sections 4 and 5 in Chapter 1 in Ibragimov and Has’minskii
(1981), respectively; cf. also pp. 144-146 in van der Vaart (2000) and Section 5.4 in Pfanzagl
(2017). We also emphasize that in the i.i.d. case the local tightness assumption required in
Theorem 7.2 is satisfied by the maximum likelihood estimator (MLE) under standard regular-
ity conditions including smoothness and integrability properties of the log-likelihood function
over a neighborhood of 0, cf., e.g., the discussion at the end of Section 7 in Chapter 1 in
Ibragimov and Has’minskii (1981) or the results in Section 7.5 in Pfanzagl (1994) (these reg-
ularity conditions, however, are stronger than the L2-differentiability condition at the point 0
required by Theorem 4.1; thus Theorem 7.2 is not more general than Theorem 4.1 in this respect).
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In the context of our running example sn =
√
n and the OLS estimator satisfies Conditions 1
and 3 in Theorem 7.2 under standard assumptions on the distribution of the errors F and the
regressors.
7.4 Proof of Proposition 5.1
The proof is divided into three steps. First we construct a sequence p(n). Then, we verify that
the first and second part of Proposition 5.1, respectively, is satisfied for this sequence.
7.4.1 Step 1: Construction of the sequence p(n)
Assumption 2 asserts (cf., Definition 6.63 of Liese and Miescke (2008)) that for every fixed d ∈ N,
there exists a sequence of measurable functions (a “central sequence”) Zn,d : Ωn,d → Rd and a
(positive definite and symmetric) information matrix Id, such that Pn,d,0◦Zn ⇒ Nd(0, Id) (as n→
∞), and such that for every h ∈ Rd the (eventually well defined) log-likelihood ratio of Pn,d,s−1n h
w.r.t. Pn,d,0 equals h′Zn,d − h′Idh/2 + rn,d(h) for a measurable sequence rn,d(h) : Ωn,d → R¯
that converges to 0 in Pn,d,0-probability (as n → ∞). By Theorem 6.76 in Liese and Miescke
(2008), the following holds for every fixed d ∈ N: there exists a sequence c(n, d) > 0 satisfying
c(n, d) → ∞ as n → ∞, such that the family of probability measures {Qn,d,h : h ∈ Hn,d} on
(Ωn,d,An,d) defined via
dQn,d,h
dPn,d,0
= exp
(
h′Z∗n,d −Kn,d(h)
)
, (7.6)
where Kn,d(h) = log(
∫
Ωn,d
exp(h′Z∗n,d)dPn,d,0) and Z
∗
n,d = Zn,d1{‖Zn,d‖2 ≤ c(n, d)}, satisfies
lim
n→∞
|Kn,d(h)− .5h′Idh| = 0 for every h ∈ Rd, (7.7)
and
lim
n→∞
d1(Pn,d,s−1n h,Qn,d,h) = 0 for every h ∈ Rd. (7.8)
Here d1 denotes the total variation distance, cf. Strasser (1985) Definition 2.1. Furthermore (e.g.,
Theorem 6.72 in Liese and Miescke (2008)), for every fixed d ∈ N and as n→∞
Pn,d,s−1n h ◦ Zn,d ⇒ Nd(Idh, Id) for every h ∈ Rd. (7.9)
Next, define the sequence
ai = max
([
.5 log(i)
]1/2
, 1
)
for i ∈ N,
which (i) is positive, (ii) diverges to ∞, and satisfies (iii) i−1 exp(a2i ) → 0. Now, let H˜d ={
0, adv1,d, . . . , advd,d
}
and Hd = a
−2
d H˜d \{0}. By Hn,d ↑ Rd (as n→∞) and by Equations (7.7),
(7.8), (7.9) (and the continuous mapping theorem together with e′Ide = a−2d for every e ∈ Hd),
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for every d ∈ N there exists an N(d) ∈ N such that n ≥ N(d) implies (firstly)
H˜d + H˜d ⊆ Hn,d,
where, for A ⊆ Rd, the set A+A denotes {a+ b : a ∈ A, b ∈ A}, and (secondly)
max
h∈(H˜d+H˜d)
|Kn,d(h)− .5h′Idh|+ max
h∈H˜d
d1(Pn,d,s−1n h,Qn,d,h)
+ max
(h,e)∈H˜d×Hd
dw
(
Pn,d,s−1n h ◦ (e′Zn,d), N1(e′Idh, a
−2
d )
)
≤ d−1.
Here dw(., .) denotes a metric on the set of probability measures on the Borel sets of R that
generates the topology of weak convergence, cf. Dudley (2002) pp. 393 for specific examples.
Note also that we can (and do) choose N(1) < N(2) < . . .. Obviously, there exists a non-
decreasing unbounded sequence p(n) in N that satisfies N(p(n)) ≤ n for every n ≥ N(1) =: M .
Hence, the two previous displays still hold for n ≥M when d is replaced by p(n). Moreover, the
two previous displays also hold for n ≥M when d is replaced by any sequence of non-decreasing
natural numbers d(n) ≤ p(n). The latter implying that for any such sequence d(n) that is also
unbounded we have
H˜d(n) + H˜d(n) ⊆ Hn,d(n) for n ≥M (7.10)
and that (as n→∞)
max
h∈(H˜d(n)+H˜d(n))
|Kn,d(n)(h)− .5h′Id(n)h| → 0 (7.11)
max
h∈H˜d(n)
d1(Pn,d(n),s−1n h,Qn,d(n),h)→ 0, (7.12)
and
max
(h,e)∈H˜d(n)×Hd(n)
dw
(
Pn,d(n),s−1n h ◦ (e′Zn,d(n)), N1(e′Id(n)h, a
−2
d(n))
)
→ 0. (7.13)
We shall now verify that the sequence p(n) and the natural number M defined above have
the required properties. Let d(n) ≤ p(n) be an unbounded non-decreasing sequence of natural
numbers.
7.4.2 Step 2: Verification of Part 1
Equation (5.2) follows from (7.10) which implies H˜d(n) ⊆ Hn,d(n) for n ≥ M (cf. also Equa-
tion (5.1)). Now, let ϕn : Ωn,d(n) → [0, 1] be a sequence of tests. For h ∈ Hn,d(n) ab-
breviate Pn,d(n),s−1n h = Pn,h and Qn,d(n),h = Qn,h, and denote expectation w.r.t. Pn,h and
Qn,h by EPn,h and E
Q
n,h, respectively. Furthermore, define for n ≥ M the probability measures
Pn = 1d(n)
∑
h∈H˜d(n)\{0} Pn,h, and similarly Qn =
1
d(n)
∑
h∈H˜d(n)\{0}Qn,h. Since for n ≥M
∣∣En,d(n),0(ϕn)− d(n)−1 ∑
h∈H˜n\{0}
EPn,h(ϕn)
∣∣ ≤ d1(Pn,0,Pn)
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(cf. Strasser (1985) Lemma 2.3), it suffices to verify d1(Pn,0,Pn) → 0. From (7.12) we see that
it suffices to show that d1(Qn,0,Qn)→ 0. Since Qn ≪ Qn,0 = Pn,0 by (7.6), d21(Qn,0,Qn) equals
(e.g., Strasser (1985) Lemma 2.4)

1
2
EQn,0
∣∣∣∣∣ dQndQn,0 − 1
∣∣∣∣∣


2
≤ EQn,0
(
dQn
dQn,0
− 1
)2
= EPn,0
(
dQn
dPn,0
)2
− 1,
the first inequality following from Jensen’s inequality.
It remains to verify that lim sup
n→∞
EPn,0
(
dQn
dPn,0
)2
≤ 1: Let ad(n) = a(n), kn,i = Kn,d(n)(a(n)vi,d(n)),
kn,i,j = Kn,d(n)(a(n)vi,d(n) + a(n)vj,d(n)), and let z
∗
n,i = v
′
i,d(n)Z
∗
n,d(n). Let n ≥ M . From (7.6)
we see that
dQn
dPn,0
= d(n)−1
d(n)∑
i=1
exp(a(n)z∗n,i − kn,i)
and
EPn,0
(
exp
(
a(n)z∗n,i − kn,i
)
exp
(
a(n)z∗n,j − kn,j
))
= exp
(
kn,i,j − kn,i − kn,j
)
.
Thus, EPn,0
(
dQn
dPn,0
)2
is not greater than the sum of
d(n)−1 exp
(
a2(n)
)
max
1≤i≤d(n)
exp
(
kn,i,i − 2kn,i − a2(n)
)
and
max
1≤i<j≤d(n)
exp
(
kn,i,j − kn,i − kn,j
)
.
But the first sequence converges to 0, and the second to 1. This follows from i−1 exp(a2i )→ 0, and
since the sequences max
1≤i≤d(n)
|kn,i−.5a2(n)|, max
1≤i≤d(n)
|kn,i,i−2a2(n)|, and max
1≤i<j≤d(n)
|kn,i,j−a2(n)|
all converge to 0 by Equation (7.11).
7.4.3 Step 3: Verification of Part 2
Given a sequence 1 ≤ i(n) ≤ d(n) define tn = a(n)−1v′i(n),d(n)Zn,d(n) and let νn = 1{tn ≥ 1/2}.
By definition (using the same notation as in Step 2)
EPn,0(νn) = Pn,0 ◦ tn
(
[.5,∞)) . (7.14)
Since 0 ∈ H˜d(n) and a(n)−1vi(n),d(n) ∈ Hd(n), it follows from (7.13) that
dw(Pn,0 ◦ tn, N1(0, a(n)−2))→ 0.
But a(n)→∞ thus implies (via the triangle inequality, together with dw-continuity of (µ, σ2) 7→
N1(µ, σ
2) on R× [0,∞), N1(µ, 0) being interpreted as δµ, i.e., point mass at µ) that Pn,0 ◦ tn ⇒
δ0. From the Portmanteau Theorem it hence follows that the sequence in (7.14) converges to
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δ0
(
[.5,∞)) = 0. Concerning asymptotic power let vn = a(n)vi(n),d(n). Note that vn ∈ H˜d(n),
a(n)−1vi(n),d(n) ∈ Hd(n) and Equation (7.13) implies dw(Pn,vn ◦ tn, N1(1, a(n)−2)) → 0, hence
Pn,vn ◦ tn ⇒ δ1, and thus EPn,vn(νn) = Pn,vn ◦ tn
(
[.5,∞))→ 1.
7.5 Proof of Theorem 5.2
To prove Theorem 5.2, choose for each d ∈ N an arbitrary orthogonal basis as in Proposi-
tion 5.1 to obtain a corresponding sequence p(n), and let d(n) ≤ p(n) be non-decreasing and
unbounded. Let the sequence of tests ϕn : Ωn,d(n) → [0, 1] be of asymptotic size α < 1,
i.e., lim supn→∞ En,d(n),0(ϕn) = α < 1. According to Definition 3.1 we need to show that
lim infn→∞ En,d(n),θn(ϕn) < 1 for a sequence θn ∈ Θd(n) for which a sequence of tests νn :
Ωn,d(n) → [0, 1] exists such that
lim
n→∞En,d(n),0(νn) = 0 and limn→∞En,d(n),θn(νn) = 1. (7.15)
But Part 1 of Proposition 5.1 implies existence of a sequence 1 ≤ i(n) ≤ d(n) such that
lim sup
n→∞
En,d(n),θi(n),n(ϕn) ≤ α < 1,
and Part 2 of Proposition 5.1 verifies existence of a sequence of tests νn as in Equation (7.15)
for θn = θi(n),n.
Note that the above proof actually exploits a power enhancement component for a sequence
θn against which ϕn has asymptotic power not only smaller than one, but in fact at most α.
7.6 Verification of Assumption 3 for the random covariates case in our
running example
We show that Assumption 3 is satisfied for F (θ) = (θ′, 0)′ ∈ Rd2 . For convenience, denote a
generic element of Ωn,d =×ni=1(R×Rd) by zd = (y, x(1), . . . , x(d)) for y, x(1), . . . , x(d) ∈ Rn. Let
d1 < d2 and n be natural numbers. Consider the experiment
(Ωn,d2 ,An,d2 , {Pn,d2,F (θ) : θ ∈ Θd1}), (7.16)
define the map T : Ωn,d2 → Ωn,d1 as T (zd2) = zd1 , and note that T is sufficient for (7.16) (e.g.,
Theorem 20.9 in Strasser (1985)). Note further that Pn,d2,F (θ) ◦ T = Pn,d1,θ holds for every
θ ∈ Θd1 under our additional assumption that Kd1 = Kd1,d2. That Assumption 3 is satisfied
now follows from Corollaries 22.4 and 22.6 in Strasser (1985).
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7.7 Proof of Theorem 5.4
7.7.1 A weaker version of Assumption 3
Note that Assumption 3 imposes restrictions to hold for every n ∈ N. Since asymptotic enhance-
ability concerns large-sample properties of tests, it is not surprising that a (weaker) asymptotic
version of Assumption 3 suffices for establishing the same conclusion as in Theorem 5.4. The
asymptotic (and weaker) version of Assumption 3 we work with subsequently is as follows:
Assumption 4. For all pairs of natural numbers d1 < d2 there exists a function F = Fd1,d2 from
Θd1 to Θd2 satisfying F (0) = 0, and such that for any two non-decreasing unbounded sequences
r(n) and d(n) in N such that r(n) < d(n) the following holds, abbreviating Fr(n),d(n) by Fn:
1. For every sequence of tests ϕn : Ωn,d(n) → [0, 1], there exists a sequence of tests ϕ′n :
Ωn,r(n) → [0, 1] such that
sup
θ∈Θr(n)
∣∣∣En,d(n),Fn(θ)(ϕn)− En,r(n),θ(ϕ′n)∣∣∣→ 0 as n→∞. (7.17)
2. For every sequence of tests ϕ′n : Ωn,r(n) → [0, 1], there exists a sequence of tests ϕn :
Ωn,d(n) → [0, 1] such that
sup
θ∈Θr(n)
∣∣∣En,r(n),θ(ϕ′n)− En,d(n),Fn(θ)(ϕn)∣∣∣→ 0 as n→∞.
7.7.2 Proof of Theorem 5.4
We shall now prove the conclusion of Theorem 5.4 under slightly weaker conditions by replacing
Assumption 3 by Assumption 4. Theorem 5.4 then follows immediately as a Corollary.
Theorem 7.3. Suppose the double array of experiments (2.1) satisfies Assumptions 2 and 4.
Then, for every non-decreasing and unbounded sequence d(n) in N every sequence of tests with
asymptotic size smaller than one is asymptotically enhanceable.
Proof. Let d(n) be a non-decreasing and unbounded sequence in N, and let ϕn : Ωn,d(n) → [0, 1]
be of asymptotic size α < 1. We apply Theorem 5.2 to obtain a sequence p(n) as in that
theorem. Let r(n) ≡ min(p(n), d(n) − 1), a non-decreasing unbounded sequence that eventually
satisfies r(n) ∈ N and r(n) < d(n). By Part 1 of Assumption 4 there exists a sequence of tests
ϕ′n : Ωn,r(n) → [0, 1] such that (7.17) holds. In particular ϕ′n also has asymptotic size α, recalling
that Fn(0) = 0 holds by assumption. Therefore, by Theorem 5.2 (applied with “d(n) ≡ r(n)”),
ϕ′n is asymptotically enhanceable, i.e., there exist tests ν
′
n : Ωn,r(n) → [0, 1] and a sequence
θn ∈ Θr(n) such that En,r(n),0(ν′n)→ 0 and
1 = lim
n→∞
En,r(n),θn(ν
′
n) > lim inf
n→∞
En,r(n),θn(ϕ
′
n) = lim inf
n→∞
En,d(n),Fn(θn)(ϕn),
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the second equality following from (7.17). By Part 2 of Assumption 4, and using again Fn(0) = 0,
tests νn : Ωn,d(n) → [0, 1] exist such that En,d(n),0(νn) → 0 and En,d(n),Fn(θn)(νn) → 1. Hence
ϕn is asymptotically enhanceable.
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