Abstract Multi-class classification is an important and on-going research subject in machine learning. Recently, the ν-K-SVCR method was proposed by the authors for multi-class classification. Since many optimization problems have to be solved in multi-class classification, it is extremely important to develop an algorithm that can solve those optimization problems efficiently. In this paper, the optimization problem in the ν-K-SVCR method is reformulated as an affine box constrained variational inequality problem with a positive semidefinite matrix, and a regularized version of the nonsmooth Newton method that uses the D-gap function as a merit function is applied to solve the resulting problems. The proposed algorithm fully exploits the typical feature of the ν-K-SVCR method, which enables us to reduce the size of Newton equations significantly. This indicates that the algorithm can be implemented efficiently in practice. The preliminary numerical experiments on benchmark datasets show that the proposed method is considerably faster than the standard Matlab routine used in the original ν-K-SVCR method.
Introduction
The support vector machine for multi-class classification is an important and on-going issue in data mining and machine learning. It refers to the construction of an approximation of an unknown function defined from an input space X ⊂ R N onto an unordered set of classes Y = {Θ 1 , · · · , Θ K } based on independently and identically distributed (i.i.d.) data
Currently, there are two types of approaches for multi-class classification. One is the "decomposition-reconstruction" architecture approach which consists of the 'one-against-all' method [5, 22] , the 'one-against-one' method [11, 13] , the directed acyclic graph SVM method [17] , the 'error-correcting output code' method [7, 1] , and '1-versus-1-versus-rest' method [2, 25] . The other is the "all-together" approach [22, 23, 3, 14, 6] . In this paper, we focus on the "decomposition-reconstruction" architecture approach. The recently proposed K-SVCR method [2] and ν-K-SVCR method [25] improve the standard one-against-all and one-againstone structures by the 1-versus-1-versus-rest structure. Both of them use the mixed classification and regression SV (or ν-SV) machine formulations in the decomposing scheme. In particular, the ν-K-SVCR method has parameters that allow us to control the numbers of support vectors and margin errors effectively, which is helpful in improving the accuracy of each classifier. For K-class classification, they construct K(K − 1)/2 classifiers, which means that we need to solve K(K − 1)/2 quadratic programs to assign a new pattern to the proper class. So it is important to establish a fast algorithm for solving these programs. However, in [2] and [25] , the resulting quadratic programs are solved only by the standard packages which cannot be used even for moderately large data sets.
The quadratic programs in [2] and [25] are convex quadratic programs. The first-order optimality conditions can be reformulated as an affine box constrained variational inequality problem (BVIP) with a positive semi-definite matrix. In this paper, we develop a Newtontype algorithm for solving the optimization problem derived from the ν-K-SVCR method. For this purpose, the nonsmooth Newton method proposed by Kanzow and Fukushima [12] is prescribed. This method is globally and fast locally convergent. Moreover, it has a finite termination property for the BVIP described by an affine function. However, the results for the affine BVIP assume that the problem involves a P-matrix, which is not the case for the quadratic program in the ν-K-SVCR method. Therefore we incorporate a regularization technique in the Kanzow-Fukushima method and use it to solve the support vector machine problem. The proposed algorithm fully exploits the typical feature of the ν-K-SVCR method, which enables us to reduce the size of Newton equations significantly. This indicates that the algorithm can be implemented efficiently in practice. Preliminary numerical experiments on benchmark datasets show that the proposed approach substantially improves the training speed.
The paper is organized as follows: In Section 2, we reformulate the optimization problem in the ν-K-SVCR method as an affine BVIP with a positive semi-definite matrix. In Section 3, we describe the nonsmooth Newton method proposed by Kanzow and Fukushima and regularize it for our purpose. In Section 4, we report numerical results to show the performance of the algorithm. Section 5 concludes the paper.
Reformulation
In this section, we describe the optimization problem in the ν-K-SVCR method [25] that leads to an affine BVIP with a positive semi-definite matrix. First, we recall the optimization problem in the ν-K-SVCR method.
Let the training set T be given by (1) . For an arbitrary pair (Θ j , Θ k ) ∈ Y × Y of classes, the ν-K-SVCR method constructs a decision function f (x) which separates the two classes Θ j and Θ k as well as the remaining classes. Without loss of generality, let patterns x i , i = 1, · · · , m 1 , and x i , i = m 1 + 1, · · · , m 1 + m 2 belong to the two classes Θ j and Θ k which will be labelled +1 and −1, respectively, and the remaining patterns belong to the other classes which will be labelled 0. Then f (x) is supposed to satisfy
For simplicity, we denote m 12 = m 1 + m 2 and m 3 = m − m 12 in the following. For ν 1 , ν 2 ∈ (0, 1] and C, D > 0 chosen a priori, the ν-K-SVCR method needs to solve the following optimization problem [25] :
where 12 . The dual of the problem (3)- (8) can be expressed as follows:
s.t. a
where
and
is a symmetric positive semi-definite matrix with
being a kernel function. The typical choices of kernel functions include polynomial kernels
The ν-K-SVCR method has two adjustable parameters ν 1 and ν 2 . It has been proved in [25] that
provides both an upper bound on the fraction of margin errors and a lower bound on the fraction of support vectors. Moreover, when the pattern size goes to infinitely, both fractions converge almost surely to
under general assumptions on the learning problems and the kernels used ( [25] , Theorem 3.1). Therefore, we can use the parameters ν 1 and ν 2 to control the number of margin errors, which is helpful in improving the accuracy of each classifier. In addition, each classification hyperplane generated by the ν-K-SVCR method has the 'outlier' resistance property, that is, if the classification hyperplane normal vector w can be expressed in terms of the support vectors that are not margin errors, then a sufficiently small perturbation of any margin error along the direction w in feature space does not change the hyperplane ( [25] , Theorem 3.2). This shows that the classifiers are robust.
In the following, we occasionally denotem = m + m 3 
Then the KKT system for the quadratic program (9)- (13) can be written as
where Π X (x) denotes the Euclidean projection of a vector x on the set X.
) is a solution of the KKT system (14) with υ * and ω * defined by
So finding a solution of the KKT system (14) is equivalent to solving r(γ, λ, µ) = 0. Let
Then r(γ, λ, µ) = 0 can be written as
The function r(z) is the so-called natural residual of the following box constrained variational inequality problem (BVIP): Find z * ∈ X such that
We denote the problem (17) as BVI(F, X). Solving BVI(F, X) is equivalent to solving (16) . The function F (z) defined by (15) can be written as
For simplicity, we denotê
Since Q is symmetric positive semi-definite,Q is positive semi-definite. In this paper, we use a regularized version of the nonsmooth Newton method proposed by Kanzow and Fukushima [12] to solve BVI(F, X). This nonsmooth Newton method is globalized by means of the D-gap function [16, 24] defined by
where 0 < α < β, and g α (z) is the regularized gap function [9] defined by
F (z)), and likewise g β (z).
Algorithm
Kanzow and Fukushima [12] propose a nonsmooth Newton method based on the D-gap function as a merit function to solve BVIP. This method is globally and fast locally convergent. Moreover, it has a finite termination property for BVIP involving an affine function. However, we note that this method is not well defined for the BVI(F, X) with the function F given by (15) since in this case the underlying Jacobian may be singular. In the following, we give a regularized nonsmooth Newton method for finding a solution of BVI(F, X).
Instead of solving the original BVI(F, X) directly, the regularization method solves a sequence of regularized problems obtained by replacing F with F , where is a positive parameter converging to 0. If we adopt the Tikhonov regularization, this scheme consists of solving a sequence of BVI(F , X) with
Recall thatQ is positive semi-definite. Therefore,Q + I is positive definite, and hence BVI(F , X) has the unique solution z( ) for any > 0. For a fixed > 0, let r (z) denote the natural residual of BVI(F , X), i,e.,
Then, solving BVI(F , X) is equivalent to solving the equation
Although the function r (z) is nonsmooth, it is known that r (z) has the property called semismoothness [19] . The B-subdifferential of r (z) at z is defined by 
. . ,m, and Xm
For any given point z, the index set {1, . . . ,m + 3} can be partitioned as the union of three index sets
where F ,i (z) is the ith component function of the vector-valued function F (z). For simplicity, we denote j = j (z), j = 1, 2, 3. Then any H ∈ ∂ B r (z) can be expressed as
where δ is some index set with δ ⊆ 2 , andδ = 2 \ δ denotes the complement of δ in 2 [12] .
The nonsmooth Newton method [19] for solving the equation (18) , which is equivalent to BVI(F , X), is defined by
In order to ensure the nonsingularity of matrix H k , we need some regularity condition. Let us recall that a solution z( ) of BVI(F , X) is said to be b-regular [8] if the submatrices
are nonsingular for all index sets δ such that δ ⊆ 2 , where 1 = 1 (z( )) and 2 = 2 (z( )). SinceQ + I is positive definite, it is easy to see that the unique solution z( ) of BVI(F , X) is b-regular. Under this condition, the nonsmooth Newton method (20) is locally well-defined and converges to a solution of (18) superlinearly [12] .
Besides fast local convergence, global convergence is another extremely important property that an iterative method is desired to have. To ensure global convergence of the nonsmooth Newton method, it is useful to utilize the D-gap function associated with BVI(F , X), which is defined by
where 0 < α < β, and
F (z)), and likewise g β (z). It has been shown [16, 24] that g αβ (z) ≥ 0 for all z, and g αβ (z) = 0 if and only if z solves BVI(F , X). This implies that BVI(F , X) is equivalent to the unconstrained minimization of the D-gap function g αβ (z). Therefore we can incorporate g αβ (z) in the nonsmooth Newton method as a merit function to determine a step size at each iteration, thereby ensuring global convergence of the method. The nonsmooth Newton method for BVI(F , X) with D-gap function globalization is formally stated as follows:
Algorithm 3.1 (The globalized nonsmooth Newton method for BVI(F , X))
of the Newton equation
If it is not solvable, then set d
) and go to (S.3), else go to (b).
then set t k = 1 and go to (S.4). Else, go to (c).
(S.3) Let t k be the largest element in the set {1, τ, τ
, and go to (S.1).
Since F is affine and the unique solution z( ) of BVI(F , X) is b-regular as mentioned above, Algorithm 3.1 can find z( ) in a finite number of iterations [12] .
Usually the training set T contains a large number of patterns. The typical feature of the dual problem (9)- (13) is that the number of variables is large but there are only three constraints except for the simple bound constraints on the variables. Moreover, by the nature of the ν-K-SCVR method, a large portion of the dual variables γ are expected to satisfy one of these bound constraints as an equality at the optimal solution. This means that the index sets By (23) and Cauchy-Schwarz inequality, we have
This proves that {z(
By Lemma 3.2, we see that lim k →0 k z( k ) = 0. Then by Theorem 3.1 of [18] , {z( k )} forms a minimizing sequence for the D-gap function g αβ (·) of the original BVI(F, X), i.e.,
The result below further shows that {z( k )} converges to the least 2-norm solution of BVI(F, X). Similar results for complementarity problems can be found in [20, 21] . Proof. By Lemma 3.2, z( j ) → z * for some subsequence j → 0. Then by (25) and the fact that g αβ (z) is continuous on Rm
+3
, we get
Recall that g αβ (z * ) = 0 if and only if z * solves BVI(F, X). Hence z * ∈ S. By (24), we get that for anyz ∈ S, z * ≤ z . Since S is convex, z * is the unique least 2-norm solution of BVI(F, X). So we get that any convergent subsequence of {z( k )} will converge to z * . Now we prove the fact that {z( k )} converges to z * as k ↓ 0, i.e., for any ε > 0, there exists δ > 0 such that when k < δ,
If it is not true, for
However, since {z( m )} is bounded and infinite, there must exist a subsequence of {z( m )} which converges to z * . This contradicts (27), and the proof is complete. 2
The sequence {z( k )} converges to the solution of BVI(F, X) where the value of the D-gap function is zero. We use this fact as the termination criterion in the following regularization method. 
Preliminary numerical results
The datasets used for our numerical experiments are taken from the UCI machine learning repository [4] : iris, wine, glass, vowel, vehicle and segment. Table 1 gives the description of the six benchmark problems. Since no test data sets are provided in the six benchmark datasets, we use tenfold cross validation to evaluate the performance of the algorithm. That is, each dataset is split randomly into ten subsets and one of those sets is reserved as a test set; this process is repeated ten times. We implemented our numerical experiments using Matlab v6.5 on Intel Pentium IV 3.00GHz PC with 1GB of RAM. . The initial point z 0 is first set 0 and then the solution obtained in the kth iteration is used as the starting point of the next (k + 1)th iteration. The parameters ν 1 and ν 2 in (3) are both set 0.01. In Algorithm 3.1, we replaced the standard Armijo-rule in (S.3) by a nonmonotone Armijo-rule [10] , and employed the following two termination criteria in (S.1):
We report the results of Algorithm 3.4 for the six benchmark datasets with termination criteria (28) and (29) in Table 2 and Table 3 , respectively. It can be observed from Table 2 and Table  3 that the testing correctness is almost the same for the two termination criteria (28) and (29), but the training time with (29) is faster than the one with (28).
In [25] , the optimization problems (3)- (8) are solved by the standard Matlab routine. Table  4 shows the results obtained by the standard routine in [25] for iris, wine and glass datasets. It can be observed from Table 2 , Table 3 and Table 4 that the testing correctness of the regularized nonsmooth Newton method is comparable to that obtained by the standard routine. However, the regularized nonsmooth Newton method performs much more efficiently than the standard routine. Specifically, for the iris, wine and glass datasets, the training time is substantially small. We note that for the vowel dataset, since it has 11 classes, 55 optimization problems need to be solved to assign a pattern to a class. So, for the vowel as well as the large datasets vehicle and segment, the training time becomes the major issue. The regularized nonsmooth Newton method has shown good performance on these datasets.
Conclusion
We have reformulated the optimization problem in the ν-K-SVCR method as an affine BVIP with a positive semi-definite matrix and proposed a regularized version of the nonsmooth New- ton method for solving the resulting problems. This method fully exploits the special feature of the problem and the numerical experiments have shown that this method is considerably faster than the standard routine. In particular, it also has shown good performance on large datasets for which the standard routine may not be suitable.
