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Chapter 1: Introduction and the European Environment policy framework
Section 1.1. Introduction and main outcomes
Authors:Karina von Schuckmann, Pierre-Yves Le Traon
The ocean is a central element of the Earth system and
dominates the global water, energy and carbon cycles
(Abram et al. 2019; von Schuckmann et al. 2019).
Human communities depend heavily upon the goods
and services provided by the ocean. These include provi-
sioning services that directly provide human sustenance
(e.g. fisheries, raw materials, renewable energy); regulating
services (e.g. carbon and heat uptake); cultural services for
cultural experiences, tourism, and identity to humans; and
supporting services (e.g. primary production and the pro-
vision of marine habitats) (e.g. Bindoff et al. 2019).
However, changes to the ocean have impacted these
ocean services and stretched them to unsustainable
limits. As stated in the Intergovernmental Panel on Cli-
mate Change (IPCC) Special Report on Ocean and Cryo-
sphere (IPCC SROCC), major ocean stressors from
climate change include ocean warming, ocean acidifica-
tion, sea level rise, loss of oxygen and sea ice retreat
(IPCC 2019). The IPCC SROCC further assessed that
the projected responses of the ocean to past and current
human-induced greenhouse gas emissions and ongoing
global warming include climate feedbacks, changes
over decades to millennia that cannot be avoided,
thresholds of abrupt change, and irreversibility.
Human communities in close connection with the
ocean environment – including also those a bit further
from the coast (as of 2010, 28% of the global population
(1.9 billion people) were living in areas less than 100 km
from the coastline and less than 100 m above sea level,
including 17 major cities which are each home to more
than 5 million people (IPCC 2019) – are particularly
exposed to changes in the ocean, such as for example
through extreme weather events and sea level rise.
More than ever a long term, comprehensive and sys-
tematic monitoring, assessment and reporting of the
ocean is required to ensure a sustainable science-based
management of the ocean for societal benefit.
The development of the annual Copernicus Marine
Service (CMEMS) Ocean State Report is one of the pri-
ority tasks given by the EU Delegation Agreement for
the CMEMS implementation (CMEMS 2014). The
Ocean State Report activity was launched with the pub-
lication of the first OSR (von Schuckmann et al. 2016),
together with a summary for policy makers (see
https://marine.copernicus.eu/science-learning/ocean-sta
te-report/). Currently, the Ocean State Report activity is
in its fourth cycle of reporting of the state, variability and
change in the marine environment.
The report is organised within four principal chapters
(Figure 1.1.1):
. Chapter 1 provides the introduction and a synthesised
overview, together with an informative box on the
European Environment policy framework established
in collaboration with European Environment Agency
(EEA).
. Chapter 2 includes various new scientific analysis
methods covering aspects in the marine environment
and addressing various time scales, including long-
term trends, year-to-year variations, seasonal vari-
ations, and shorter time scales.
. Chapter 3 aims to report on specific characteristics and
processes taking place in the marine environment,
while also discussing the societal and economic benefit.
. Chapter 4 highlights specific events during the year
2018.
The major outcomes of the fourth issue of the Coper-
nicus Marine Service Ocean State Report are synthesised
in Figure 1.1.2.
The reporting and indicators are focused on the
seven Copernicus Marine Service regions, i.e. the global
ocean, the Arctic, the North-West-Shelf, the Iberia-Bis-
cay-Ireland, the Baltic Sea, the Mediterranean Sea and
the Black Sea. The fourth issue of the OSR provides a
view on changes in the marine environment concen-
trating on the period 1993 to 2018, and a specific
focus on the year 2018. The uncertainty assessment
based on a ‘multi-product-approach’ is also used here
(see von Schuckmann et al. 2018 for more details).
The OSR is predominantly based on CMEMS products.
An overview on all products can be found on the web
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portal (https://marine.copernicus.eu/wp-content/uploads/
catalogue-cmems.pdf). CMEMS includes both satellite
and in-situ high level products prepared by the Thematic
Assembly Centres (TACs) – including reprocessed pro-
ducts – and modelling and data assimilation products
prepared by Monitoring and Forecasting Centres
(MFCs). Products are described in Product User Man-
uals (PUMs) and their quality in the Quality Evaluation
Documents (QUID; include a reference). Within this
report, all CMEMS products used are linked to their pro-
duct name, and download links to corresponding QUID
and PUM documents are provided. A few additional
products have been used, in particular from the Coperni-
cus Climate Change Service. All data sources are given in
the corresponding sections.
1.1.1. Summary of outcomes of chapter 2
In chapter 2, marine diatoms obtained from remote sen-
sing data have been analysed in the North Atlantic
Ocean (Section 2.1). Marine diatoms generate most of
the organic matter that serves as food for life in the
ocean; their changes can influence global climate, atmos-
pheric carbon dioxide concentration and marine
ecosystem function; and a large part of oxygen consump-
tion through photosynthesis is carried out by diatoms.
The results show that diatom chlorophyll concentration
during the spring bloom was on record low since 1997,
and the period of diatom dominance has decreased by
one week over 1993–2018. Primary production (Section
2.2) is at the base of oceanic food-webs, and results show
that major hot spots of most productive areas are located
in coastal areas, as well as in the Arctic Ocean. Over the
past 20 years, a small significant decrease of primary pro-
duction is reported. In the Mediterranean Sea, primary
production has slightly increased over the same period.
Also, in chapter 2, a study on barrier layer thickness
has been performed in the tropical Pacific (Section
2.3). Barrier layers act to isolate the mixed layer from
the cooler waters below, and changes in thickness have
thus the potential to influence the ocean heat budget,
the Madden Julian Oscillation, tropical cyclones, and
the development of El Nino events. Knowledge on
barrier layer thickness is thus an important indicator
for sub-seasonal and seasonal forecasting. Results show
that the barrier layer is generally thickening over 1993–
2018 in the western Pacific and thinning in the central
Pacific.
Figure 1.1.1. Schematic presentation of the organisation of the Copernicus Marine Service Ocean State Report, which contains three
principal chapters, introduced by an overview chapter. Topics cover aspects of the blue (e.g. thermo & hydrodynamics), the green (e.g.
biogeochemical processes), and the white ocean (e.g. sea ice), and tackle various variations in time, covering past changes to close to
real time.
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Section 2.4 describes an indicator for the Mediterra-
nean Sea Meridional Overturning Circulation – the
major circulation system in this regional sea. Outcomes
of this study highlight the basin-wide impacts of the so
called ‘Eastern Mediterranean Transient’. Studies in the
Black Sea show a decrease of the Cold Intermediate
Layer thickness (Section 2.5) and in upper ocean heat
content (Section 2.6) over the past 25 years, which rep-
resent a major threat for the Black Sea thermohaline bal-
ance and ecosystem function.
Extreme waves can entail severe impacts over the
coastal environment and infrastructures. A specific
study in the Iberia-Biscay-Ireland region (Section 2.7)
reports 3–5% higher-than-average incidence of strong
wave conditions in the open ocean at latitudes south of
50°N, but do not show significant trends of the strong
wave conditions over the period 1992–2017. Depicting
the Lagrangian behaviour of surface currents in terms
of residence times in coastal zones is key to identify
high-risk scenarios for pollution of the coastal areas
and to quantify transport and retention of larvae or
other planktonic organisms, with impact for fishery
and Marine Protected Areas management. Such a
study has been performed in two pilot coastal study
areas of the Mediterranean Sea (Section 2.8).
A study of sea surface temperatures (Section 2.9)
reveals that between 1993 and 2018, the global average
linear trend amounts to 0.014 ± 0.001°C/year (95%
confidence interval) with warming trends occurring
over most of the globe. The average temperature in
2018 was cooler than the previous three years. This
reflects changes from El Niño to La Niña conditions
during that time, although El Niño thresholds were
again reached by the end of 2018. The European sea
surface temperatures were high, linked to severe heat
waves in large areas of Europe. Since the onset of the
industrial era the ocean took up about 28% of the excess
CO2 emitted to the atmosphere by human activities,
which results in ocean acidification. Results in Section
2.10 show that the ocean carbon sink increased over
the period of reconstruction at a rate of 0.08 ± 0.1 PgC
yr−1, mirrored by a negative trend in global mean pH
of 0.0017 ± 0.0002 pH units over the past two decades.
These studies have the potential to provide new
methods for the CMEMS Ocean Monitoring Indicator
framework.
Figure 1.1.2. Overview on the major outcomes of the fourth issue of the Copernicus Marine Service Ocean State Report.
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1.1.2. Summary of outcomes of chapter 3
Chapter 3 provides studies that have immediate socio-
economic relevance. Global mean sea level rise is a key
indicator of the on-going global warming. In Section
3.1, global mean sea level rise amounts to 3.1 ±
0.4 mm/yr (90% confidence level) over the altimetry
era (1993-present), with an acceleration of 0.12 ±
0.073 mm/yr2. Section 3.2 tackles a subset of the Oslo-
Paris (OSPAR) indicators for eutrophication, and results
show that eutrophication was low in the year 2018 in
most known problem areas, including coastal areas
within the Southern North Sea.
In Section 3.3, the average carbon sequestration ecosys-
tem service value for the Mediterranean Sea basin and at
the Exclusive Economic Zone (EEZ) level has been
derived. The average value for the Mediterranean Sea is
1733 M€/year for the period 2004–2014 and 2095 M
€/year for 2018. Yearly updates of this information on
the basis of both ecological and economic trends is of
great added value for natural capital accounting.
Section 3.4 assesses a down-stream service for Search
and Rescue operators and marine emergency responders
(IBISAR). The results highlight the importance of a state-
of-the-art skill assessment of all models available in a
specific period of interest, since it can have a significant
impact in minimising the response time, optimising
search area planning, thus finally improving search and
rescue and pollution control operations. Section 3.5 ana-
lyses ocean circulation patterns in the Mediterranean Sea
and reinforces the work of the scientific-societal commu-
nities in defining the southeastern Levantine basin as the
most critical area of marine litter accumulation.
1.1.3. Summary of outcomes of chapter 4
An unusual opening in the sea-ice pack (also called poly-
nya) occurred north of Greenland mid-winter 2018 (Sec-
tion 4.1). Never before has a polynya of such dimensions
been observed during winter in this region of the Arctic
Ocean, which is known for its very compact and thick sea
ice. Section 4.2 discusses sea ice conditions (sea ice
extent, ice probability, ice mobility and start, end and
length of the ice period) in the Baltic Sea for the period
1982–2019. The Bothnian Bay, the Bothnian Sea, the
Gulf of Finland and the Gulf of Riga are covered by
sea ice during winter. Results show that the Baltic sea
ice conditions are heavily impacted by climate modes
such as the North Atlantic Oscillation. Moreover, in
the Bothnian Bay, the northeastern Gulf of Finland,
coastal and archipelago areas, the ice processes are domi-
nated by ice thermodynamics, while in the Bothnian Sea,
the southern and central Gulf of Finland and the Gulf of
Riga, by the ice dynamics and are characterised by high
ice mobility (i.e. drift ice conditions). Finally, it is
reported that the ice period length has a statistically sig-
nificant trend between −1 and −2 days/year in the
almost entire Bothnian Bay.
The northeast Pacific experienced unusual warm and
fresh near-surface water conditions in 2018, the so called
‘warm blob’ as reported in Section 4.3. The results also
discuss how these warm anomalies impacted phyto-
plankton biomass. In Section 4.4, record warm con-
ditions in the Baltic sea over the past 37 years are
reported, and the area had experienced strong marine
heat waves over the entire summer period (May–Sep-
tember), particularly in the southern Baltic Sea. Tropical
Cyclones are among the most devastating and destruc-
tive natural hazards. Section 4.5 demonstrates the
benefit of combined use remote sensing data and subsur-
face ocean measurements during the year 2018 (storms
‘Hector’, ‘Lane’ and ‘Sergio’) for improved prediction
of the intensity and evolution of tropical cyclones.
The Gulf of Cadiz region suffered the most severe
wave storm over the past 20 years produced by the
storm Emma in March 2018. The combined effect of
high waves and sea level surge aggravated the storm
risk potential. Section 4.6 shows how the CMEMS pro-
ducts, the local wave and sea level forecasting systems
(PORTUS system) and their associated alerts and down-
stream services worked properly. Warnings were sent in
advance to the users. Several actions were carried out to
mitigate the impact of the event. For example, harbours
stopped operations to prevent accidents and assure
safety. The material damages were considerable but,
probably due to the preventive actions, no personal
damages were suffered.
Over the past decade, European seas have been
affected by severe storms, which caused serious damages
in offshore and coastal zones, and particularly the Black
Sea had been hit by severe storms at the beginning of
2018. Section 4.7 analyses the wave conditions during
these events, and the maximum value of the significant
wave height reached more than 7 m. Moreover, the pre-
dictability of the expected largest wave heights during the
winter marine storms in 2018 is demonstrated.
The understanding of the ‘ocean weather’ and related
processes that can modify horizontal and vertical trans-
port is necessary to comprehend bio-physical inter-
actions that may have a significant impact on the
coastal marine ecosystems (e.g. fisheries, primary pro-
duction, carbon budget, etc.). Section 4.8 investigates
ocean weather conditions in 2018 which caused exten-
sive damage along the coast of the Ligurian Sea in the
western Mediterranean Sea. Section 4.9 describes a
study of circulation reversal in the North Sea through a
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combined use of GPS-drifter observations and CMEMS
model results. The results demonstrate that the
CMEMS surface current products agree well with drifter
observations, even under extreme wind conditions,
which adds to their credibility. The year 2018 was
characterised by a record Ebro river plume affecting
Mediterranean Sea surface circulation (Section 3.10).
This was the most extreme event recorded over the
past 15 years in the western Mediterranean Sea.
1.1.4. CMEMS and the COVID-19 crisis
Mercator Ocean International has taken all measures
needed to ensure a nominal level of service for EU
Copernicus Marine Service. Despite exceptional working
conditions, the service provision has remained state-of-
the-art and operational during the first semester of 2020.
MOi has regularly monitored the CMEMS oper-
ational production during this crisis. At the time of writ-
ing, no operational issues were noted, i.e. neither serious
slow-down in input data flows (observations), nor alarm-
ing slow-down in output data flows (user downloads).
Focusing on the in-situ data stream, all the automatic
stations (HF Radars, Tide gauges, Moorings, Argo, Gli-
ders, drifting buoys) have been operating normally; a
medium-term concern could come from the lack of
maintenance of such stations, stopped during the present
situation, that may affect the data delivery later in
autumn and winter. A decrease has been detected in
the Ferrybox and Research Vessel data flow, since the
majority of vessels had to return to port. The stop of
the research vessels could notably affect some of the bio-
geochemical and carbon time series, however this might
become noticeable only in the coming months when
updated products will be released. Depending on the
different countries, the European research vessels are
expected to resume their activities between early June
and early September. This together with the temporary
closure of some instrument manufacturers may also
impact the deployment of Argo floats and drifters, lead-
ing to a potential decrease in the number of observations
in the coming months since re-seeding cannot be done.
Section 1.2. The EU environment policies and
the European Green Deal
Authors: Monika Peterlin, Stéphane Isoard, Eva Royo
Gelabert
1.2.1. Introduction
This section provides an overview of the EU’s main pol-
icies and related legislations that are currently in place to
guide the sustainable use of Europe’s and global seas and
oceans. EU legislation usually sets the guidelines and
requirements on how the environment should be moni-
tored (e.g. data, information, indicators) and progress
reported. In the last decades, monitoring was developed
for many environmental topics and has led to a substan-
tial increase in data availability, especially with regards to
climate change, air pollution and related human activi-
ties. In this context, the monitoring of seas and oceans
needs to be strengthened to provide a solid data set
and informed knowledge platform that further supports
progress towards the sustainable use of Europe’s and glo-
bal seas and oceans.
A comprehensive European policy framework is being
implemented to guide the sustainable use of our seas and
oceans. This framework is adressing individual human
activities, sectors, pressures, species and habitats, and
entire ecosystems through individual pieces of policy
and legislation, which are all framed by four overarching
policy initiatives providing a clear vision of ecological
sustainability to be reached by 2050 (Figure 1.2.1).
These ‘framing’ policies are the European Green Deal,
the 7th and 8th Environmental Action Plans (EAP),
the EU Biodiversity Strategies to 2020 and to 2030 (EC
2011; EU 2020), and the EU Action Plan for the circular
economy (EC 2020b; EEA 2020). These policies pursue
the following objectives: (i) to protect, conserve and
enhance the EU’s natural capital; (ii) to turn the EU
into a resource-efficient, green and competitive low‐car-
bon economy and (iii) to safeguard the EU’s citizens
from environment-related pressures and risks to their
health and well-being. The 8th EAP, starting from
2021, is expected to be adopted by the European Com-
mission before the end of 2020 for subsequent adoption
by the European Parliament and the Council.
1.2.1. The European Green Deal and links to
international initiatives
The European Green Deal (EU 2019a) outlines the pri-
mary political objectives of the current (2020–2024)
European Commission. Its main goal is making the
EU’s economy sustainable, which is understood, inter
alia, as being climate neutral. It envisages turning cli-
mate and environmental challenges into opportunities
across all policy areas and making the transition just
and inclusive for all. As such, it is supposed to guide
and influence the work at EU, regional, national, and
local levels for the years to come. The Green Deal,
which was put forward by the new Commission in
2019, brings new targets and calls for improved
cooperation among EU institutions at all levels. It
focuses, amongst other topics, on climate change,
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biodiversity conservation and restoration, farming,
fishing and aquaculture, zero pollution, chemicals and
a circular economy. The scope is very broad, and strong
emphasis is given to implementing existing legislation
and policy; improving policy reporting, monitoring
and review; and achieving a comprehensive, informed
management of human activities. The Green Deal also
envisages the introduction of new policy and legislative
initiatives. Several of these are relevant for seas and
oceans including a new 8th EAP, which is expected to
bring, among others, a new monitoring and outlook
mechanism to ensure that the EU remains on track to
meet its environmental objectives.
The renewed EU Biodiversity Strategy to 2030, pro-
posed in May 2020, aims at continuing the fight against
biodiversity loss (IPBES 2018; EC 2020a; EEA 2020). The
2030 Biodiversity Strategy addresses the key gaps that
were identified in the implementation of its predecessor
(EC 2011), including insufficient data, monitoring and
reporting tools, which hamper evaluating the success of
protective measures, in particular for marine areas (Her-
old et al. 2019; EEA 2020). The 2030 Biodiversity Strat-
egy includes a series of ambitious targets addressing
protected areas (i.e. widening the network to 30% of
land and marine space, with 10% under strict protection)
and restoration through 14 key commitments, including:
legally binding nature restoration targets; the full
implementation of the Marine Strategy Directive
(MSFD; EU 2008b), Common Fisheries Policy (CFP;
EU 2008a; EC 2013) and Birds and Habitats Directives
(EEC 1992; EC 2009) and an ecosystem-based approach
to the marine environment; a reduction of 50% in nutri-
ents loss, of 20% in fertilisers use and of 50% in
pesticides use.
Figure 1.2.1. An illustration of EU legislation and policies relevant for the maintenance of Europe’s seas ecosystem capital, including
human activities using marine natural capital and those capable of impacting marine ecosystems through land-based and atmospheric
emissions and freshwater discharges. Source: EEA (2016).
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The EU Climate Action policy aims at supporting
implementation of the Paris Agreement (UNFCCC
2015), which sets the ambitious goal to stop the increase
in the global average temperature to below 2°C above
pre-industrial levels and to pursue efforts to limit the
temperature increase to 1.5°C above pre-industrial levels.
The European Green Deal also brings new targets for
fighting climate change, including an EU climate-
neutrality commitment for 2050. A key instrument to
achieve that is the European Climate Law (EC 2020c),
which was proposed by the European Commission in
March 2020.
A ‘From farm to Fork’ strategy1 is also included in the
European Green Deal. Its objective is to ensure that food
remains safe, nutritious and of high quality across the
EU. In addition, food must be produced with minimum
impact on nature. This strategy is, thus, closely related to
the EU Biodiversity Strategy to 2030, the Zero-pollution
Action Plan and to the implementation of European Cli-
mate Law.
The Green Deal also includes a strategy to eliminate
pollution, the Zero-pollution Action Plan, which will
address pollution in air, soil, waters and oceans.2 Its ulti-
mate objective is to reach a ‘pollution-free environment’
by 2050. The Zero-pollution Action Plan is expected to
be published in 2021. It will aim to achieve clean waters,
preserve terrestrial and aquatic biodiversity, reduce pol-
lution from excess nutrients and other substances (link
to the ‘Farm to Fork’ Strategy, see above), reduce pol-
lution from plastics and from pharmaceuticals, and pre-
vent air and noise pollution. A strong focus will also be
placed on developing tools for regular monitoring and
outlook provision, with a global perspective.
Sustainable development is addressed in the Commis-
sion’s publication ‘Towards a Sustainable Europe in 2030
(EC 2020b), which presents the sustainable development
challenges facing the EU and the advantages from having
the Union as a whole tackling them, as well as outlines
scenarios for the future development of EU policy to
achieve that. Globally, the concepts of ‘planetary bound-
aries’ and ‘safe operating space’ are at the core of the UN
Agenda 2030 (UN 2015a), and the 17 Sustainable Devel-
opment Goals (SDG) aiming at achieving a sustainable
future for humankind by 2030. SDG 14 (‘Life below
water’) aims at protecting ocean health, focussing on
conservation, reduction of pressures and their impacts,
and the sustainable and fair use of seas and oceans
(UN 2015b). It is closely related to, amongst others,
SDG 6 and SDG 13. The EU has adopted and embraced
these goals, which are to be delivered through a series of
policies and legislation (EEA 2020).
The UN Decade of Ocean Science for Sustainable
Development (2021–2030) implementation plan will
be discussed and agreed in 2020. As currently drafted,
the mission of the Decade is to ‘generate and use knowl-
edge for the transformational action needed to achieve a
healthy, safe, and resilient ocean for sustainable devel-
opment by 2030 and beyond’. Activities under the aus-
pices of the Decade aim ‘to support efforts to reverse the
cycle of decline in ocean health and create improved
conditions for sustainable development of the Ocean’
(UNESCO 2020). The Vision of the Science decade is
to develop ocean Science that is fit for purpose and
will encourage the science community, the policy-
makers, the private sector and the civil society to
think beyond business as usual and aspire for real
change (UN 2019; UNESCO 2020); main objectives
defined are to achieve:
. A clean ocean where sources of pollution are ident-
ified and removed;
. A sustainably harvested and productive ocean ensur-
ing the provision of food supply;
. A healthy and resilient ocean where marine ecosys-
tems are mapped and protected;
. A safe ocean where people are protected from ocean
hazards;
. A predictable ocean where society has the capacity to
understand current and future ocean conditions;
. A transparent ocean with open access to data, infor-
mation and technologies.
The European Green Deal embraces objectives of inter-
national initiatives and agreements, such as the UN 2030
Agenda on Sustainable Development (UN 2015a), the
UN Convention on Biological Diversity, the UN Frame-
work Convention on Climate Change, and the UNDecade
of Ocean Science (UNESCO 2020). The EU will strive to
reach a major global agreement on marine biodiversity
in the high seas (e.g. UNCLOS BBNJ) and improve man-
agement of oceans in general in view of climate change.3 A
common thread across the EuropeanGreenDeal strategies
is a requirement for a strengthened process for policy
implementation, reporting, monitoring and review.
1.2.2. Main European environmental acquis
addressing oceans
1.2.2.1. The integrated maritime policy
The EU Integrated maritime policy (IMP) seeks to pro-
vide a coherent approach to maritime activities and
issues. This includes increased coordination between
various policy areas (e.g. fisheries, environmental protec-
tion, maritime sectors and blue growth) in order to pro-
mote a ‘sustainable blue economy’ (EC 2007; EU 2016).
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As such, it guides ‘blue growth’, where the EU’s maritime
economy – referred to as the ‘Blue economy’ – is a driver
of socio-economic growth and of ocean-based industries.
Coastal and maritime activities include traditional/estab-
lished sectors, such as fishing, shipping, tourism, aqua-
culture and the extraction of non-living resources, as
well as emerging sectors, such as offshore renewable
energies, desalination, blue biotechnology and the
extraction of mineral resources specifically in the deep-
sea (EC 2019a, 2019d). All these sectors use the natural
capital held in Europe’s seas one way or another.
Maritime transport remains a key element of global
trade and the economy. In the EU alone, it handles
75% of the its external trade and 35% of all intra EU
trade. The maritime transport sector is also working
towards its sustainability. The European Commission’s
Directives on Port Reception Facilities (EC 2019a) and
Single Use Plastic (EC 2019b), seek to reduce the dis-
charges of waste from ships, and further improve the
efficiency of maritime operations in ports, by seeking
to ensure that more waste is delivered on shore, in par-
ticular garbage, including waste from the fishing sector
such as derelict fishing gear. They also aim to contribute
to the Circular Economy, by improving the adequacy of
waste reception facilities, in particular as regards their
environmental operation.
The IMP is supported by the EU Common Fisheries
Policy (CFP; EU 2008a; EC 2013) and other sectoral
legislation (e.g. on short sea shipping), and it should be
implemented in a coherent way through the Maritime
Spatial Planning Directive (MSPD, EU 2014; ETC/ICM
2019; EEA 2020). MSPD sets the basis for management
of European waters more coherently given the compe-
tition for space. The IMP aims at ensuring human activi-
ties take place in an efficient, safe and sustainable way. Its
ambition is to reduce conflicts, encourage investments,
increase cross-border cooperation and protect the
environment through implementation of MSFD, which
is its environmental pillar.
Fisheries play a key role when considering the sustain-
able use of marine resources. The CFP went through
many revisions since 1970s to make fisheries environ-
mentally, economically and socially sustainable. The
rationale behind this was that fair exploitation means
healthier fish stocks, larger catches, more money and
and more jobs at sea and on land. The geographical
scope for the application of the CFP and its effectiveness
differs significantly among Europe’s seas. Decreased
fishing pressure in recent years has translated into signifi-
cant progress in reachingmaximum sustainable yields for
commercially exploited fish and shellfish stocks in the
North-East Atlantic Ocean and Baltic Sea, meeting EU
policy targets for fishing mortality or reproductive
capacity or both in 2017 (EEA 2019). Most of the assessed
commercially exploited fish and shellfish stocks in the
Mediterranean Sea and Black Sea were still overfished
in 2017 (EEA 2019). This means that the CFP’s 2020
objective requiring that all stocks across all EU marine
regions are exploited at such a rate, which is also reflected
in the MSFD, is unlikely to be met (EEA 2019).
1.2.2.2. The marine strategy framework directive
The Marine Strategy Framework Directive (MSFD; EU
2008b) is the first EU legislation specifically devoted to
the marine environment. It is designed as the environ-
mental pillar of the IMP because it defines the sustain-
able use of Europe’s seas through the concept of ‘good
environmental status’ (GES). The MSFD is, therefore,
the main driver to achieve clean, healthy and productive
seas and oceans across the EU.
The MSFD aims at protecting and restoring the mar-
ine environment and phasing out pollution, so that there
are no significant impacts on or risks to marine biodiver-
sity, human health and the legitimate use of marine
resources. It enshrines an ecosystem‐based management
approach in EU marine policy to ensure the sustainable
use of the marine environment for current and future
generations. It actually requires the achievement of
‘good environmental status’ (GES) in all EU marine
waters by 2020 (EEA 2020). This objective is defined in
detail by the Commission Decision 2017/848 (EU
2017a, 2017b) through a series of elements grouped
into 11 GES descriptors; namely: D1 biodiversity, D2
non-indigenous species, D3 commerical fish and
shellfish, D4 foodwebs, D5 eutrophication, D6 seafloor
integrity, D7 hydrographic conditions, D8 contaminants
(in the environment), D9 contaminants in food for
human consumption, D10 marine litter, D11 underwater
noise. The directive follows a 6-yearly cycle by which
Member States need to define GES and GES targets for
their marine waters, and which should be done in
coordination with others within the same marine region.
Then they need to draw marine strategies to achieve
those targets, which should include assessments of the
current situation and management measures to maintain
or improve the situation to reach GES.
Climate change was not explicitly addressed in the
MSFD, but physical and chemical elements that are rel-
evant for the assessment of pressures caused by climate
change are included in the Descriptor 7 – hydrographic
conditions (EU 2017a, 2017b). This means that, unless
these elements are monitored and assessed, managemet
measures to reduce climate change impacts on hydro-
graphic conditions won’t be effective in delivering GES
for D7. However, climate change impacts can go beyond
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that. So a challenge for MSFD implementation is to
include geographical and climatic conditions in the
assessment of the state of Europes’ seas and in the man-
agement of human activities upon them. Thus, these
conditions all affect the state of marine predominant
habitats and the distribution and abundance of marine
species, and whether these can keep or reach GES. The
understanding of how climate change can affect GES is
required for ecosystem-based management of land-
based and sea-based human activities, will need to be
supported by relevant data flows and assessment
schemes. The same challenge is faced for the implemen-
tation of the European Climate Law.
1.2.3. The need for coherent data and
knowledge on the oceans to support EU
policy implementation
Human society has always been dependent on the seas.
Failure to reach good environmental status for our seas
and oceans is not an option. Marine ecosystem services
sustain people by providing us with vital direct inputs,
such as seafood to eat and oxygen to breathe. They
also provide about 30% of global climate regulation con-
tributing to the habitability of our ambient environment,
which is under increasing pressure. All recent EU and
global assessments of the state of seas and ocean give a
coherent general message: we are not doing well (EEA
2020). In the EU, this is mainly through insufficient
implementation of the current environmental acquis.
Europe is not reaching objectives defined in agreed legis-
lations, monitoring is not sufficient and data availability
does not support informed integrated management
(ETC/ICM 2019).
All EU policies stated above need coherent and timely
data on the state of our seas to support an effective and
timely policy implementation. The Copernicus Pro-
gramme has shown that its products can be instrumental
in supporting EU policies. For example, products from
the Copernicus Monitoring Atmosphere Service are
directly supporting implementation of legislation on air
pollution and climate change; and CORINE Land
Cover products, from the Copernicus Land Monitoring
Service, are used in the implementation of several pol-
icies, like the Water Framework Directive (EU 2000).
The Copernicus Marine Environment Monitoring Ser-
vice (CMEMS) provides various services for marine
applications and a host of Ocean Monitoring Indicators,
especially at global level. There is a high potential for the
work undertaken by CMEMS to contribute significantly
to the implementation of EU policies that need to be sup-
ported by timely and high quality data and information.
This is instrumental in order to support decision-making
and implement an ecosystem-based management
approach for Europe’s seas. CMEMS is increasingly con-
sidered one of the few key tools able to deliver reliable,
coherent and timely data to further support the
implementation of EU environmental and climate pol-
icy. There is a need to better use the scientific work
that has been developed sucessfully since Copernicus is
operational, and develop reliable, high-resolution marine
products that match directly the needs of EU marine and
maritime policies. This would support Member States’
efforts to achieve their objectives, close the implemen-
tation gap and feed into the European Green Deal’s
monitoring mechanism to ensure that the EU is on
track to meet its environmental and climate objectives.
Establishing cooperation both at EU level and across
European regions is instrumental to support a coherent
approach to the implementation of environmental pol-
icy, the effective management of human activities in
Member States, and support the European Commision’s
effort to measure progress towards a good condition of
marine, terrestrial, and freshwater ecosystems and biodi-
versity. In this context, the EU Copernicus Marine
Environment Monitoring Service, in cooperation with
the European Environment Agency and its Eionet net-
work, could provide additional support to this process
in future. At present CMEMS and EEA cooperate par-
ticularly with regard to the use of CMEMS products in
EEA activities and the Ocean State Reports. The new
EU policy developments, which carry ambitious targets,
require state-of-the-art implementation of environ-
mental measures based on actionable data and knowldge,













Abram N, Gattuso J-P, Prakash A, Cheng L, Chidichimo MP,
Crate S, Enomoto H, Garschagen M, Gruber N, Harper S,
et al. 2019. Framing and context of the report. In: Pörtner
HO, Roberts DC, Masson-Delmotte V, Zhai P, Tignor M,
Poloczanska E, Mintenbeck K, Alegría A, Nicolai M,
Okem A, Petzold J, Rama B, Weyer NM, editors. IPCC
JOURNAL OF OPERATIONAL OCEANOGRAPHY s9
special report on the ocean and cryosphere in a changing
climate, in press; p. 73–129. https://www.ipcc.ch/srocc/.
Bindoff NL, Cheung WWL, Kairo JG. 2019. Changing oean,
marine ecosystems, and dependent communities. In:
Pörtner HO, Roberts DC, Masson-Delmotte V, Zhai P,
Tignor M, Poloczanska E, Mintenbeck K, Alegría A,
Nicolai M, Okem A, Petzold J, Rama B, Weyer NM, editors.
Special report: the ocean and cryosphere in a changing cli-
mate summary for policymakers, in press; p. 447–587.
https://www.ipcc.ch/report/srocc/.
CMEMS. 2014. Technical annex to the delegation agreement
with Mercator Ocean for the implementation of the
Copernicus Marine Environment Monitoring Service
(CMEMS). https://www.copernicus.eu/sites/default/files/
library/CMEM_TechnicalAnnex_PUBLIC.docx.pdf.
IPCC. 2019. Summary for policymakers. In: Pörtner HO,
Roberts DC, Masson-Delmotte V, Zhai P, Tignor M,
Poloczanska E, Mintenbeck K, Alegría A, Nicolai M,
Okem A, Petzold J, Rama B, Weyer NM, editors. Special
report: the ocean and cryosphere in a changing climate sum-
mary for policymakers, in press. https://www.ipcc.ch/srocc/.
von Schuckmann K, Traon P-YL, Alvarez-Fanjul E, Axell L,
Balmaseda M, Breivik L-A, Brewin RJW, Bricaud C,
Drevillon M, Drillet Y, et al. 2016. The Copernicus marine
environment monitoring service ocean state report. J Oper
Oceanogr. 9(Suppl. 2):s235–s320. DOI:10.1080/1755876X.
2016.1273446.
von Schuckmann K, Le Traon P-Y, Smith N, Pascual A,
Brasseur P, Fennel K, Djavidnia S, Aaboe S, Fanjul EA,
Autret E, et al. 2018. Copernicus marine service ocean
state report. J Oper Oceanogr. 11(supp. 1):S1–S142.
doi:10.1080/1755876X.2018.1489208.
von Schuckmann K, Le Traon P-Y, Smith N, Pascual A,
Djavidnia S, Gattuso J-P, Grégoire M, Nolan G, Aaboe S,
Aguiar E, et al. 2019. Copernicus marine service ocean
state report, issue 3. J Oper Oceanogr. 12:S1–S123. doi:10.
1080/1755876X.2019.1633075.
Section 1.2
EC. 2007. Communication from the Commission to the
Council, the European Parliament, the European
Economic and Social Committee and the Committee of
the Regions — an integrated maritime policy for the
European Union (COM(2007) 575 final).
EC. 2009. Directive 2009/147/EC of the European Parliament
and of the Council of 30 November 2009 on the conserva-
tion of wild birds, OJ L 20, 26.1.2010, p. 7–25, ELI:
https://data.europa.eu/eli/dir/2009/147/oj.
EC. 2011. Communication from the Commission to the
European Parliament, the Council, the European
Economic and Social Committee and the Committee of
the Regions., Our life insurance, our natural capital: an
EU biodiversity strategy to 2020 /* COM/2011/0244 final */.
EC. 2013. General union environment action programme to
2020 — living well, within the limits of our planet.
Luxembourg: Publications Office of the European Union.
[accessed 2019 Oct 7]. https://publications.europa.eu/en/
publication-detail/-/publication/1d861dfb-ae0c-4638-83ab-
69b234bde376.
EC. 2019a. Directive (EU) 2019/883 of the European
Parliament and of the Council of 17 April 2019 on
port reception facilities for the delivery of waste from
ships, amending Directive 2010/65/EU and repealing
Directive 2000/59/EC. ELI: http://data.europa.eu/eli/dir/
2019/883/oj.
EC. 2019b. Directive (EU) 2019/904 of the European Parliament
and of the Council of 5 June 2019 on the reduction of the
impact of certain plastic products on the environment. ELI:
http://data.europa.eu/eli/dir/2019/904/oj.
EC. 2019c. Reflection Paper, Towards a Sustainable Europe by
2030, COM(2019) 22 final. https://eur-lex.europa.eu/legal-
content/EN/ALL/?uri=COM%3A2019%3A22%3AFIN
EC. 2019d. The EU blue economy report. Luxembourg:
European Commission, Publications Office of the European
Union.
EC. 2020a. Communication from the Commission to the
European Parliament, the Council, the European Economic
and Social Committee and the Committee of the Regions.
EU Biodiversity Strategy for 2030 Bringing nature back into
our lives. COM/2020/380 final. https://eur-lex.europa.eu/
legal-content/EN/TXT/?qid=1590574123338&uri=CELEX:
52020DC0380
EC. 2020b. Communication from the Commission to the
European Parliament, the Council, the European Economic
and Social Committee and the Committee of the Regions. A
new Circular Economy Action Plan. COM(2020) 98 final.
https://ec.europa.eu/environment/circular-economy/pdf/new_
circular_economy_action_plan_annex.pdf
EC. 2020c. REGULATION OF THE EUROPEAN
PARLIAMENT AND OF THE COUNCIL establishing the
framework for achieving climate neutrality and amending
Regulation (EU) 2018/1999 (European Climate Law).
https://ec.europa.eu/info/sites/info/files/commission-proposal
regulation-european-climate-law-march-2020_en.pdf.
EEA. 2016. Seafood in Europe, EEA Report No 25/2016,
European Environment Agency.
EEA. 2019. The European environment — state and outlook
2020: knowledge for transition to a sustainable Europe.
European Environment Agency. [accessed 2019 Dec 9].
https://www.eea.europa.eu/soer-2020.
EEA. 2020. Marine messages II, EEA Report No 17/2019,
European Environment Agency. https://www.eea.europa.
eu/publications/marine-messages-2.
EEC. 1992. Council Directive 92/43/EEC of 21 May 1992 on
the conservation of natural habitats and of wild fauna and
flora. OJ L. 206:7–50. ELI: https://data.europa.eu/eli/dir/
1992/43/oj.
ETC/ICM. 2019. Multiple pressures and their combined
effects in Europe’s seas. European Topic Centre for
Inland, Coastal and Marine Waters. ETC ICM Technical
Report.
EU. 2000. Directive 2000/60/EC of the European Parliament
and of the Council of 23 October 2000 establishing a frame-
work for Community action in the field of water policy OJ L
327, 22.12.2000, p. 1–73, ELI: https://data.europa.eu/eli/dir/
2000/60/oj.
EU. 2008a. Council Regulation (EC) No 1005/2008 of 29
September 2008 establishing a Community system to pre-
vent, deter and eliminate illegal, unreported and unregu-
lated fishing, amending Regulations (EEC) No 2847/93,
(EC) No 1936/2001 and (EC) No 601/2004 and repealing
s10 COPERNICUS MARINE SERVICE OCEAN STATE REPORT, ISSUE 4
Regulations (EC) No 1093/94 and (EC) No 1447/1999 (OJ L
286/1, 29.10.2008. p. 1–32).
EU. 2008b. Directive 2008/56/EC of the European Parliament
and of the Council of 17 June 2008 establishing a framework
for community action in the field of marine environmental
policy (Marine Strategy Framework Directive) (OJ L 164,
25.6.2008, pp. 19–40).
EU. 2014. Directive 2014/89/EU of the European Parliament
and of the Council of 23 July 2014 establishing a framework
for maritime spatial planning (OJ L 257, 28.8.2014, pp. 135–
145).
EU. 2016. Opinion of the European Economic and Social
Committee on ‘Prospects for long-term smart, sustainable
development of European offshore industry and its relations
with the EU’s maritime sectors’ (2016/C 013/12) (OJ C 13/
73, 15.1.2016).
EU. 2017a. Commission Decision (EU) 2017/848 of 17 May
2017 laying down criteria and methodological standards
on good environmental status of marine waters and specifi-
cations and standardised methods for monitoring and
assessment, and repealing Decision 2010/477/EU (OJ L
125, 18.5.2017, p. 43-74).
EU. 2017b. Commission Directive (EU) 2017/845 of 17 May
2017 amending Directive 2008/56/EC of the European
Parliament and of the Council as regards the indicative
lists of elements to be taken into account for the preparation
of marine strategies (OJ L 125, 18.5.2017, pp. 27–33).
EU. 2019a. Communication No. 640/2019/EC from the
Commission to the European Parliament, the European
economic and social Committee and the Committee of
the Regions ‘The European Green Deal’, https://ec.europa.
eu/info/publications/communication-european-green-
deal_en.
Herold A, Cook V, Baron Y, Cames M, Gores S, Graichen J,
Kasten P, Mehlhart G, Siemons A, Urrutia C, Wolff F.
2019. EU environment and climate change policies – state
of play, current and future challenges, study for the commit-
tee on the environment, public health and food safety.
Luxembourg: Policy Department for Economic, Scientific
and Quality of Life Policies, European Parliament.
IPBES. 2018. Intergovernmental science-policy platform on
biodiversity and ecosystem services, regional assessment
report on biodiversity and ecosystem services for Europe
and Central Asia. https://www.ipbes.net/assessment-
reports/eca.
UN. 2015a. Transforming our world: the 2030 Agenda for sus-




UN. 2015b. Sustainable development goals. United Nations.
[accessed 26 Dec 2019]. https://www.un.org/sustainablede
velopment/sustainable-development-goals/.
UN. 2019. The Science We Need for the Ocean We Want,
United Nations The United Nations Decade of Ocean
Science for Sustainable Development (2021–2030). https://
www.unesco.org/new/fileadmin/MULTIMEDIA/HQ/SC/p
df/IOC_Gatefold_Decade_SinglePanels_PRINT.pdf.
UNESCO. 2020. United Nations Decade of Ocean Science for
Sustainable Development (2021–2030). https://en.unesco.
org/ocean-decade/about.
UNFCCC. 2015. Paris Agreement under the United Nations
Framework Convention on Climate Change, United
Nations, Framework Convention on Climate Change,
FCCC/CP/2015/L.9/Rev.1, https://unfccc.int/resource/docs
/2015/cop21/eng/l09r01.pdf.
JOURNAL OF OPERATIONAL OCEANOGRAPHY s11
CMEMS OSR4, Chapter 2: State, variability and change in the ocean
Section 2.1: Diatom dynamics in the North
Atlantic
Authors: Silvia Pardo, Robert J. W. Brewin, Shubha
Sathyendranath
Statement of main outcome: Phytoplankton size
classes are closely related to many phytoplankton func-
tions (Nair et al. 2008; IOCCG 2014; Brewin et al.
2017) related to processes such as carbon cycling and
are therefore important for data assimilation in biogeo-
chemical models. Each size class has a well-defined role
in the carbon cycle, with diatoms being an important
functional type contributing to the biological carbon
pump. The diatom chlorophyll product (Brewin et al.
2017) developed within the Copernicus Marine
Environment Monitoring Service through the TOSCA
(Towards Operational Size-class Chlorophyll Assimila-
tion) Project is a remote sensing product, in which the
macro-phytoplankton size class is partitioned into dia-
toms and dinoflagellates. It is based on climate records
provided by the Ocean Colour Climate Change Initiat-
ive (OC-CCI), and were used to monitor interannual
variability and anomalies in diatom chlorophyll con-
centration. The diatom concentration for the year
2018 was, on average over the region, slightly lower
(5%) than the climatological value. Some regions pre-
sented distinct anomalies, with diatom concentrations
reaching double (North Atlantic oligotrophic gyre) or
half (northwest of Ireland and Scotland) the climatolo-
gical values. In 2018, the peak value of diatom chloro-
phyll concentration during the spring bloom, averaged
over the entire study area, was the lowest for the
entire 1997–2018 period. Diatoms continue to be the
dominating functional group in the coastal regions of
the English Channel and the North Sea in 2018, but
the period of diatom dominance was, on average,
one week shorter than the 1997–2017 climatological
value.
Products used:
Ref. No. Product name and type Documentation













Phytoplankton community structure is a key factor for
many processes in marine biogeochemistry and ecology,
such as photosynthesis, growth, light absorption, nutri-
ent uptake, carbon export, and the transfer of energy
through the marine food chain (Brewin et al. 2017).
Due to its ecological importance, it is critical to monitor
changes in community structure and assess the links
between these changes and climate variability. The phy-
toplankton community structure can be described in sev-
eral ways as, for example, taxonomic composition, size
structure, or functional types. Phytoplankton size classes
are particularly relevant in the context of climate studies,
due to the distinct role that cell size plays in the carbon
cycle: large cells tend to have higher sinking rates, and
hence a higher chance of reaching the sea floor and
confining their associated carbon before they decom-
pose, whereas small cells remain suspended for longer
and are available to processes that release carbon dioxide
into the upper ocean (IOCCG 2014). Of the different size
classes, microphytoplankton is typically made up of dia-
toms and dinoflagellates, which have quite different
functionalities. Remote-sensing techniques for detecting
size and functional types have been developed that
exploit differences in their optical characteristics – scat-
tering and absorption – that can be extracted from
ocean-colour data (Sathyendranath et al. 2004; Loisel
et al. 2006). Several indirect methods have also been pro-
posed for determining size structure from total chloro-
phyll concentration (Nair et al. 2008; IOCCG 2014).
More recently, Brewin et al. (2017) partitioned the
microphytoplankton size class into two components:
diatoms and dinoflagellates, which have been success-
fully assimilated into biogeochemical models (e.g. Cia-
vatta et al. 2018).
The mechanisms that govern the spatial and temporal
distribution of the different size classes have been subject
of multiple studies (e.g. Chavez 1989; Chisholm 1992;
Marañon et al. 2001; Arin et al. 2002; Pannard et al.
2007). Current efforts target the response of phytoplank-
ton community structure to climate change using in situ
observations and biogeochemical models (Cermeño et al.
2008; Finkel et al. 2009; Marinov et al. 2010). Diatoms,
being the functional type responsible for around 40%
of the biological pump of CO2 (Tréguer et al. 2018),
have been given a prominent place in these studies (e.g.
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Bopp et al. 2005; Leterm et al. 2005; Hinder et al. 2012).
Diatoms are typically large in size (>10 μm), and com-
bined with the presence of silica frustules that protect
the cell, they are negatively buoyant. Therefore they
can sink rapidly out of the surface layer of the ocean, con-
tributing to the export of compounds such as carbon and
silica to deeper waters (IOCCG 2014). In the North
Atlantic their chlorophyll concentration can range
from <0.01 mg m–3 in the subtropical gyre to greater
than 3 mg m–3 in productive coastal regions during the
spring bloom (Brewin et al. 2017). The purpose of this
paper is to exploit the 21-year climate-quality CMEMS
diatom dataset to study the interannual variability of dia-
tom concentration and dominance, hence providing a
remote-sensing counterpart to these model calculations.
2.1.2. Method
The CopernicusMarine EnvironmentMonitoring Service
(CMEMS) project ‘Toward Operational Size-class Chlor-
ophyll Assimilation (TOSCA)’ has developed satellite-
based chlorophyll products that are partitioned into size
classes and some important phytoplankton types (dia-
toms and dinoflagellates), accompanied by per-pixel esti-
mates of uncertainty (Brewin et al. 2017) that are
compatible with those provided by the European
Regional Seas Ecosystem model (ERSEM; Butenschn
et al. 2016). These ocean-colour products provide daily
chlorophyll concentrations of three size-classes of chloro-
phyll, with the microphytoplankton size class partitioned
into two, yielding four phytoplankton groups – nano,
pico and microphytoplankton (separated into dinoflagel-
lates and diatoms) – over the North Atlantic area, at 1 km
resolution, and covering the period from 4th September
1997 to 31st December 2018. This dataset is distributed
within CMEMS as part of the North Atlantic chlorophyll
reprocessed observation product (product ref. 2.1.1).
From this daily dataset, we computed regional weekly,
monthly and annual mean composites of diatom chloro-
phyll concentration and its fractional contribution to total
chlorophyll-a concentration (Brewin et al. 2017). The
regional annual anomaly in diatom concentration for
2018 was computed by subtracting a reference annual cli-
matology (1997–2017) from the 2018 annual mean con-
centration. A time series of the monthly area-averaged
diatom concentration was derived; and seasonal cycles
and trends over the 1997–2018 time period were calcu-
lated for both the absolute and fractional concentrations.
For the diatom domination analysis, and starting
again from the daily dataset (product ref. 2.1.1), we cre-
ated a time series of 8-day rolling composite of concen-
tration (in chlorophyll units) of the diatom size classes.
We then performed an analysis of the weekly composites
on a pixel-by-pixel basis, by flagging the pixels where
diatoms dominated. We assigned diatoms as the domi-
nant size class if their contribution to the total chloro-
phyll concentration was > 50%. Using this weekly
composite time series as input, we also computed annual
maps of a diatom index. The diatom index represents the
relative duration of diatom domination over a year, i.e. it
is the ratio of the number of rolling 8-day weeks when
diatoms were the dominating size class to the total num-
ber of available rolling 8-day week composites for that
year. The regional anomaly for diatom index for 2018
was computed by subtracting a reference climatology
(1997–2017) from the 2018 annual mean diatom index.
2.1.3. Results
The annual average diatom concentration in the North
Atlantic for 2018 (Figure 2.1.1(a)) was 0.11 mg m–3,
with values reaching 1 mg m–3 in the coastal areas of
the English Channel, the North Sea and the upwelling
waters off Cape Blanc in Africa. The diatom distribution
in the annual average map is consistent with the 1997–
2017 climatology, with very low diatom concentration
in the North Atlantic gyre and increased concentration
at high latitudes and nutrient-rich coastal and upwelling
waters. The patterns in the annual average map also
match existing knowledge on size-class and diatom distri-
butions obtained from in situ observations (San Martin
et al. 2006), models (Rousseaux and Gregg 2015) and sat-
ellite data (Sathyendranath et al. 2004; Brewin et al. 2010).
Differences between the log-transformed annual and
climatological averages on a pixel by pixel basis are
shown in Figure 2.1.1(c). The average annual diatom
regional anomaly in log10 (Chl) for 2018 was −0.02,
showing that the 2018 values were about 5% lower
than the climatological value. The maximum anomaly
was 1.4 and the minimum −3.9, but most of the values
were confined to ±0.3 in the log scale (2018 values
half/twice the climatological values in linear scale). The
most significant negative anomalies were detected
around the Rockall Plateau to the northwest of Ireland
and Scotland, and in the area surrounding the Azores
archipelago. Areas showing strong positive signals
include the core of oligotrophic North Atlantic Gyre
and the Iberian Abyssal Plain west of Portugal and Spain.
The seasonal dependencies of North Atlantic diatom
concentration are well known, with studies indicating
that seasonal information is the second most important
factor contributing to variations in predicting diatom
concentration in the area (Raitsos et al. 2011). The annual
cycle obtained using the CMEMS TOSCA product (pro-
duct ref. 2.1.1) match these observations: the time series
of total concentration (Figure 2.1.2(a)) exhibits a spring
JOURNAL OF OPERATIONAL OCEANOGRAPHY s13
bloom that peaks consistently in the first / second week of
May, with the exception of years 2002 and 2009, when
the peak was delayed until the first week of June. The cor-
relation between the phenology of the spring bloom, sea
surface temperature and the North Atlantic Oscillation
Index (Zhai et al. 2013) might explain these anomalies.
No appreciable changes in the timing of the spring
bloom was observed in 2018, though its peak area-aver-
aged magnitude (0.176 mg m–3) was slightly lower than
the time series average for the 1997–2017 period (0.20
mg m–3), and the lowest in the time series since 1999
(0.172 mg m–3). The linear trend for the 1997–2018
period is slightly positive for the total concentration
(0.11% per year). However, there are several half-decadal
cycles in the non-linear trend (Figure 2.1.2), and it
appears that 2018 is in the declining phase of one of
these cycles, which started in 2016. In particular, the
annual average for the region in 2018 is 0.118 mg m–3,
the lowest in the 22-year time series.
The time series of fractional concentration of chloro-
phyll associated with diatoms (Figure 2.1.2(b)) also pre-
sents a distinct seasonality and semi-decadal cycles in the
non-linear trend, similar to those observed for the dia-
tom concentration itself (Figure 2.1.2(a)). The fractional
information is better understood in juxtaposition with
the total chlorophyll time series for the area, as published
Figure 2.1.1. (a) Regional annual mean diatom concentration for 2018; (b) climatology (1997–2017) of diatom concentration; and (c)
anomaly in annual mean diatom concentration for 2018 with respect to the climatology shown in (b); all based on the CMEMS diatom
chlorophyll concentration product (product ref. 2.2.1).
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in the previous CMEMS Ocean State Report (Sathyen-
dranath et al. 2018). In particular, a decline in diatom
fraction without any corresponding changes in total
chlorophyll concentration can be observed between
2003 and 2010. This result is consistent with those
obtained by Agirbas et al. (2015) using Atlantic Meridio-
nal Transect data for the same period.
The analyses presented in previous paragraphs pro-
vide valuable information regarding the interannual
and regional variability of diatom chlorophyll concen-
tration, but very little insight on the relative dominance
of diatoms over the other size classes. In fact, diatoms
were the dominating size class during 5.5% of the time
for 2018, on average over the North Atlantic box
(indexdiat = 0.055, where the index is defined as the
number of days in a year when diatoms contributed
more than 50% to the total chlorophyll, divided by the
total number of days in the year when observations
were available), with values reaching 78% for the year
(indexdiat = 0.78) in the coastal areas of the English
Channel, the North Sea and off Africa at around 20–25
degrees north (Figure 2.1.3(a)). Note that a considerable
portion of the region does not present sustained diatom
domination – neither for the 2018 index map nor for the
index climatology. The average 2018 diatom index
anomaly for the area was −0.017, that is to say that the
period of diatom dominance over the North Atlantic
was one week shorter than the 1997–2017 climatological
Figure 2.1.2. (a) Regional North Atlantic time series of the monthly average chlorophyll concentration associated with diatoms, desea-
sonalised time series and trend. (b) Regional North Atlantic time series of the monthly average fraction of total chlorophyll concen-
tration associated with diatoms, deseasonalised time series and trend. Both plots are based on the CMEMS diatom fractional
chlorophyll concentration product (product ref. 2.2.1). The whole 1997–2018 period was considered to calculate the seasonal cycle
and trend components of the signal.
JOURNAL OF OPERATIONAL OCEANOGRAPHY s15
value. The most important negative anomalies were
detected in the coastal regions of the North Sea. A full
time series analysis of the diatom index and correspond-
ing indices for the other functional types and size classes
is required to put this annual anomaly in the context of
the decrease in diatom dominance predicted in the litera-
ture, as one of the consequences of climate change.
It has been predicted on the basis of models and
observations that climate change can impact phyto-
plankton community structure, and that the distribution
of diatoms in particular could be affected (Bopp et al.
2005; Cermeño et al. 2008; Marinov et al. 2010). The dia-
tom products presented here offer a satellite-based tool
to study spatial and temporal variations in diatom
dynamics at high resolution in space and over long
time scales. The time series of the climate-quality
ocean-colour products is now 20 years long and growing,
and the value of these products can only increase as the
length of the time series grows. Ciavatta et al. (2018) have
demonstrated that information on community structure
of phytoplankton, when assimilated into ecosystem
models, can help improve model performance.
Section 2.2: Primary production
Authors: Gianpiero Cossarini, Marine Bretagnon,
Valeria Di Biagio, Odile Fanton d’Andon, Philippe Gar-
nesson, Antoine Mangin, Cosimo Solidoro
Statement of main outcome: Primary production is at
the base of the marine food web and an important factor
in the Earth’s carbon cycle. In this study, we used a
remote sensing algorithm to estimate the reference state
and trend of the global ocean primary production.
Given the availability of the CMEMS reanalysis for the
Mediterranean Sea, we focus on this marginal sea provid-
ing amerged estimate and its uncertainty. Spatial variabil-
ity is high in the global ocean with the most productive
areas located in the Arctic and coastal regions. Tem-
porally, the seasonal cycle is an important component
of the productivity of marine ecosystems. The most pro-
ductive period is observed during summer time (austral
or boreal) for each Hemisphere globally and also for the
Mediterranean Sea regionally. A small but significant
decrease in primary production has been observed over
the past 20 years for the global ocean, whereas a small
but significant increase has been observed in the Mediter-
ranean Sea. High interannual variability is also reported
and possibly triggered by year-to-year changes in physical
forcing, such as the strength of the vertical mixing.
Product used:




















Figure 2.1.3. Regional 2018 mean diatom index (a) and regional 2018 diatom index anomaly (b) with respect to the 1997–2017 cli-
matology of the diatom index, based on the CMEMS diatom fractional chlorophyll concentration product (product ref. 2.2.1).
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Marine primary production is a fundamental component
of marine ecosystem functioning and related ecosystem
services (Hattam et al. 2015; Watson et al. 2015). It is
at the base of oceanic food-webs and contributes to
atmospheric CO2 sequestration through CO2 fixation
and subsequent organic carbon sink (Siegel et al. 2016;
Morrow et al. 2018). During daylight phytoplankton
fixes carbon and nutrients through biological conversion
of solar radiation (i.e. photosynthesis) and produces oxy-
gen and organic matter (Falkowski 2003). Primary pro-
duction drives the biological carbon pump and affects
the amount of atmospheric carbon potentially seque-
strated by the ocean, which highlights one of the roles
of the ocean in the global carbon cycle (Falkowski et al.
1998; Henson et al. 2012; Le Quéré et al. 2018). In
addition, primary production is a proxy of the potentially
available food for higher trophic levels, thus serving as a
potential indicator for the fishery management strategies,
such as the Common Fisheries Policy EU directive
(Chassot et al. 2010). Furthermore, primary production
can be an important indicator for descriptors of the EC
Marine Strategy Framework Directive such as D4
‘Food Web’ (Lynam et al. 2016) and D5 ‘Eutrophication’
(OPEC project, D2.8, opec-marine.eu). Marine primary
production varies generally between 440 mgC.m−2.d−1
in the open ocean and oligotrophic areas, and 1400
mgC.m−2.d−1 in the most productive waters, such as
upwelling systems (Chavez et al. 2011). The spatial dis-
tribution of primary production is generally linked to
nutrients supply and its temporal dynamics usually fol-
low a seasonal cycle, constrained by the seasonality of
solar radiation, nutrient supply and stability of the
water column (Longhust 1995). At interannual or longer
timescales, oceanic primary production is essentially a
function of the physical parameter variability (Chavez
et al. 2011). Consistently with the Ocean State Report
guidelines, the aim of this study is to provide the refer-
ence state (1999–2014 period), the trend analysis
(1999–2018) and the 2018 anomalies of primary pro-
duction in the global ocean, with a focus on some Euro-
pean seas (i.e. North Atlantic Sea, Baltic Sea and
Mediterranean Sea), using a satellite archive. Satellite
estimates of primary production are merged with model-
ling results available for the Mediterranean domain,
which is often considered as a ‘miniature ocean’ (e.g.
Béthoux and Gentili 1999; Lejeusne et al. 2010), with a
western basin about 50% more productive than the east-
ern basin (Moutin and Raimbault 2002). The Mediterra-
nean Sea represents a sensible region to study
environmental forcing and climate change impacts on
primary production. Here we provide some insights on
the influence of winter vertical mixing, nutrient supply
and solar radiation on the ecosystem productivity.
Finally, this study provides insights in similarities and
discrepancies between the two approaches (i.e. modelling
and satellite), addressing the uncertainty associated to
the estimation of this important ecosystem functioning
indicator.
2.2.2. Method
Photosynthesis occurs in the euphotic layer, generally
characterised by a homogeneous production profile in
case of mixing conditions and by a subsurface maximum
in case of stratification. Estimates of the marine ecosys-
tem primary production are usually integrated vertically
over the productive layer. In the present study the verti-
cally integrated primary production at global and
regional scales is assessed through combining satellite-
derived datasets of chlorophyll-a and model reanalysis
over the past 20 years (1999–2018). Satellite results are
integrated over the productive layer (i.e. 1.5 times the
euphotic depth), while the Mediterranean Sea model
output is integrated over 0–200 m depth, which safely
covers the whole productive layer.
At the global scale, primary production is estimated
with the Antoine and Morel satellite algorithm (Antoine
and Morel 1996) using the Copernicus Marine Environ-
ment Monitoring Service (CMEMS) monthly merged
ocean colour product (chlorophyll-a and photosynthetic
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active radiation) from CMEMS (cf. 2.2.3 in the product
table) with a spatial resolution of 4 km. Monthly aver-
aged sea surface temperature comes from the OSTIA
product from CMEMS, at 1/12° spatial resolution (Don-
lon et al. 2012, cf. 2.2.2 in the product table), and it is lin-
early interpolated to 4km.
In the Mediterranean Sea, vertically integrated pri-
mary production is estimated by averaging the afore-
mentioned product (cf. 2.2.3) with the results of the
CMEMS Mediterranean reanalysis (cf. 2.2.1). To esti-
mate the uncertainties associated to the merged product,
we computed the signal-to-noise ratio, as the ratio
between mean and standard deviation of the monthly
maps of primary production from satellite data and
modelling output. The difference between satellite and
model values is estimated as the reciprocal of this ratio
and it is equal to 20% on average.
The CMEMS reanalysis is provided by the coupled
physical-biogeochemical reanalysis model NEMO3.4
(Simoncelli et al. 2014) and OGSTM-BFM (Lazzari
et al. 2012, 2016; Canu et al. 2015; Cossarini et al. 2015,
Teruzzi et al. 2016) with data assimilation of temperature
and salinity vertical profiles and satellite sea level anomaly
(Dobricic and Pinardi 2008), and surface chlorophyll
concentration (Teruzzi et al. 2014, 2018). The horizontal
grid resolution of the model is 1/16̊ (ca. 6–7 km) and the
unevenly spaced vertical levels are 72. The modelled net
primary production is computed as the difference
between the gross primary production and the phyto-
plankton respiration (Lazzari et al. 2012; Vichi et al.
2015). Following Geider et al. (1997), the Biogeochemical
Flux Model (BFM) parameterisation describes the gross
primary production in terms of photosynthetic available
radiation (PAR), temperature, carbon quota in phyto-
plankton cells, chlorophyll content per unit of carbon bio-
mass (i.e. chlorophyll dynamics is decoupled from uptake
and growth dynamics and includes synthesis, degradation
and photo adaptation), and nutrient (nitrogen, phos-
phorus, silicon) availability. Respiration includes both
active (i.e. coupled to the production) and rest (i.e. corre-
lated to the phytoplankton biomass) terms.
2.2.3. Reference state and seasonal cycle of
primary production
At the global scale, primary production is on average of
57.6 GtC.yr−1, in line with previous satellite estimations
(31.2–72.8 GtC.yr−1; Carr et al. 2006; Westberry et al.
2008). The highest values (>800 mgC.m−2.d−1) are
observed in coastal regions and in upwelling areas
(Figure 2.2.1(a)), where nutrients are injected in the sur-
face layer. In contrast, the lowest values (<200
mgC.m−2.d−1) are observed in the open ocean, in the
oligotrophic gyres, where nutrient concentration is low
(Perruche et al. 2018). Note that due to lack of light,
the high latitudes (> 60°) are not covered by satellite
observations. However, the North Atlantic is more pro-
ductive than the surrounding area, with values up to
700 mgC.m−2.d−1. The high productivity in the subpolar
north Atlantic is mainly due to the deep winter mixing,
which brings an important amount of nutrients into
the surface layer. In the Gulf Stream area, the high pro-
ductivity is explained by the meso- and submesoscale
activity (Lévy et al. 2001, 2012).
In the Mediterranean Sea, primary production (Figure
2.2.1(b)) shows a west-to-east decreasing gradient with
the highest values in the Alboran Sea. Local higher max-
ima are found in coastal areas influenced by river input,
such as in Aegean and Adriatic Seas (Salon et al. 2019).
These results are consistent with previous basin wide
studies (Bosc et al. 2004; Lazzari et al. 2012) and with
the general view of increasing west–east oligotrophica-
tion gradient (Siokou-Frangou et al. 2010). The overall
mean value of primary production equals to 385
mgC.m−2.d−1, but large differences are observed between
the western and eastern basins. The mean values in the
western and the eastern (excluding the marginal seas)
areas are 488 and 306 mgC.m−2.d−1, respectively,
which fall between previous estimations (i.e. 216–526
mgC.m−2.d−1 for the western basin and 189–427
mgC.m−2.d−1 for the eastern basin; Bosc et al. 2004;
Uitz et al. 2012). Satellite and model estimates are
quite consistent, with an average difference of 20%. We
observe differences greater than 33% (i.e. with a signal-
to-noise ratio lower than 3) for 6 or more months only
in few limited areas (e.g. mainly coastal and central
Levantine areas, Figure 2.2.1(b)).
Primary production is driven by the seasonal cycle of
stability of the water column, illumination and nutrient
supply (Longhust 1995). Distinctive seasonal regimes
can be recognisable for biogeographical regions of the
global oceans (Longhust 1995; Ducklow 2003). For
sake of brevity and without claim of exhaustiveness, we
provided an essential overview of the seasonal cycle of
primary production in global ocean and selected Euro-
pean seas (Figure 2.2.2). In the global ocean (Figure
2.2.2(a)) the seasonal cycle is characterised by two
peaks and two minima and a quite smooth temporal
variability, since it takes into account the north and
south hemispheres and the presence of wide oligotrophic
areas with weak seasonality. The most productive season
occurs in boreal summer, with a peak in June of about
430 mgC m−2 d−1. The second maximal production
occurs in austral summer, between December and Janu-
ary, and reach a rate of about 380 mgC m−2 d−1. In the
Baltic Sea, the increasing of primary production as the
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consequence of the summer bloom is the strongest com-
pared to the other marginal seas here considered (Figure
2.2.2(a,b)). Indeed, primary production in summer (up
to 3100 mgC m−2 d−1 in August) is almost three times
higher than winter values (down to 1300 mgC m−2 d−1
in February) . Also, due to the winter night, primary pro-
duction can not be monitored from remote sensing
between November and January. In this region, primary
production appears to be limited by the light availability
and the sea ice cover. The North Atlantic seasonal cycle
(Figure 2.2.2(a)) is characterised by summer maxima,
when the highest primary production values (up to
1300 mgC m−2 d−1 in June) are coincident with the
maximum of the light availability.
In the Mediterranean Sea, the seasonal cycle of pri-
mary production presents two significant increases at a
basin scale (Figure 2.2.2(b)). First, a rapid increase in pri-
mary production occurs in March (about 400 mgC m−2
d−1) due to late winter-early spring phytoplankton
blooms sustained by winter vertical mixing that supplies
nutrients into the surface layer (Lazzari et al. 2012).
Second, a year maximum occurs during summer, con-
current with the seasonal variation of light availability
for the photosynthesis (Antoine et al. 1995; Bosc et al.
2004). Note that the intensity of the seasonal cycle is
higher than for the oceans above mentioned. Indeed,
while production in summer is twice as high as pro-
duction in winter for the Mediterranean Sea, production
increases only about 40% between winter and summer
for the global ocean. The Mediterranean Sea can be sub-
divided in two parts linked to the well-known oligo-
trophic west-to-eastern gradients (Moutin and
Raimbault 2002; Siokou-Frangou et al. 2010). Our results
confirm that the western part (i.e. from 5°W to the Sicily
channel at 12°E in Figure 2.2.1) is about 44% more pro-
ductive than the eastern part and has a less smooth sea-
sonal pattern (Figure 2.2.2(b)). Hovmöller diagrams of
Figure 2.2.2(c,d) report the monthly means along the
water column and shed some light on the two different
mechanisms driving the different regimes in the Medi-
terranean basins. In the western basin the increase due
to the late winter-early spring primary production is
restricted to the upper layer (Figure 2.2.2(c)) and is
due to intense blooms at surface, where nutrients are
supplied into the shallow euphotic layer by the winter
mixing (Lòpez-Jurado et al. 2005; Schroeder et al. 2008;
Volpe et al. 2012; Mayot et al. 2017). The surface win-
ter-early spring bloom accounts for up to 40% of the
Figure 2.2.1. Map of 1999–2014 climatology of vertically integrated primary production (1999–2014 average) at global scale (a) and in
the Mediterranean Sea (b). The global map is provided by satellite archive, whereas the Mediterranean map is the merged product
(average of the satellite and model maps) reported to the 1/16° resolution. The areas with signal-to-noise ratio lower than 3 for 6
or more months are marked by the black dots. (Products 2.2.5 and cf.2.2.1).
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mean annual primary production. Beside the late winter-
early spring surface increase, the second highest contri-
bution to the annual primary production values are
observed in the subsurface layer in late spring and sum-
mer (Figure 2.2.2(c,d)). The eastern basin has generally
lower values of volumetric primary production, associ-
ated to a deeper nutricline (120 m depth in winter, Figure
2.2.2(d)) with respect to the western basin (70 m, Figure
2.2.2(c)), which makes less effective the upward nutrient
supply by winter mixing. Nevertheless, the depth of the
euphotic layer in the eastern basin is greater than that
of the western basin (120 and 100 m of maximum
depth in summer, respectively) and substantial pro-
ductivity, up to 15 mgC.m−3.d−1, can be found down
to 120–130 meters depth in July and August (Figure
2.2.2(d)). The thickness of the productive layer follows
the onset of the deep chlorophyll maximum, which is
common in the subsurface layer of the oligotrophic stra-
tified waters of the Mediterranean Sea (Barbieux et al.
2019) and is found at greater depth in the eastern Med-
iterranean basin than in the western basin (Lavigne et al.
2015; Cossarini et al. 2019).
2.2.4. Trend and interannual variability
Following the Vantrepotte and Mélin census I methods
(Vantrepotte and Mélin 2009), the time series of the
spatially averaged monthly primary production is
decomposed into the seasonal component (shown in
Figure 2.2.2) and an anomaly, from which the linear
trend is estimated (Figure 2.2.3). Over the archive
1999–2018, the time series of primary production high-
light the interannual variability with respect to the
mean seasonal component for the global ocean and the
European regional seas (Figure 2.2.3(a–f)). Indeed, the
first years of the time series (Figure 2.2.3(a)) exhibit
higher values, which might be explained by a La Niña
event, as it impacts upwelling and therefore nutrient
Figure 2.2.2. (a) Average seasonal cycle of primary production calculated in global ocean (red line), Baltic Sea (blue line) and North
Atlantic Sea (cyan line) from the satellite archive in the reference period (1999–2014). (b) Average seasonal cycle of primary production
calculated in Mediterranean Sea (yellow line) and in the western basin (black line) and eastern basin (green line) from the merged
product in the reference period (1999–2014); envelopes in (a) and (b) represent the standard deviation as inter-annual variability. Hov-
möller diagrams of mean monthly volumetric primary production [mgC m–3 d–1] for the western (c) and eastern (d, excluding marginal
seas) Mediterranean basins, computed from the reanalysis archive in the reference period (1999–2014); pink triangles represent the
mean monthly nutricline, computed as the depth which separates levels of values of nitrate concentration higher and lower than
1 mmol m–3, on the 1999–2014 reanalysis archive; grey squares represent the monthly mean euphotic depth (Zeu), as the depth at
which the modelled PAR is 1% of its surface value, according to BFM formulation (Lazzari et al. 2012). (Products 2.2.5 and 2.2.1).
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Figure 2.2.3. Primary production time series over the 1999–2018 period, for the satellite archive in global ocean (a), North Atlantic Sea
(b) Baltic Sea (c), and for the merged product in Mediterranean Sea (d), Western Mediterranean Sea (e), Eastern Mediterranean Sea (f).
Each plot reports the monthly time series (blue line), the time series obtained by subtracting the seasonal and residual components
(green line) and the trend (grey line), which is estimated following the Vantrepotte and Mélin census I method (Vantrepotte and
Mélin 2009). For each basin, the arrow indicates the sign of the trend, which is reported in terms of annual variation and standard
error. Panel (g) presents the map of the trend of primary production at the global scale, computed at each pixel except in Mediterra-
nean Sea from the satellite archive and panel (h) the coefficient of determination for the trend estimated at each pixel. (Product 2.2.5 for
the global ocean, and 2.2.5 and 2.2.1 for the Mediterranean Sea).
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availability (Behrenfeld et al. 2006). In addition to El
Niño Southern Oscillation variations, other climate
indexes (e.g. Pacific Decadal Oscillation, North Atlantic
Oscillation) may contribute to explain the interannual
variability (Rousseaux and Gregg 2014). Indeed, the
evolution of primary production anomalies (after seaso-
nal cycle removal) in the North Atlantic Sea appears to
be negatively correlated with NAO phases (not shown).
Generally, periods of positive anomalies of at least 5
months long are associated with negative NAO and
vice versa. This is particularly evident during some
events: in summer 2013 (i.e. negative primary pro-
duction anomaly and positive NAO) and in summer
2008 and 2010 (i.e. positive primary production
anomalies and negative NAO).
Primary production decreases of 2.11 ± 0.10
mgC.m−2.yr−1 (R² = 0.64) at the global scale over the
temporal archive (Figure 2.2.3(a)). The decline of pri-
mary production at the global scale can be explained
by the warming of water column, which induces stratifi-
cation (Von Schuckmann et al. 2019) and nutrient sur-
face depletion. However, the decrease in primary
production is not homogeneous and we observe a high
spatial variability (Figure 2.2.3(g)), which is related to
local environment conditions. For example, a positive
trend of primary production is observed in the south
Greenland area and it is related to the nutrient supply
after sea ice melting (Bhatia et al. 2013; Hawkings et al.
2015; Lawson et al. 2014). Thinning and shortening of
sea ice cover in the Baltic Sea (Tedesco et al. 2017)
explains the positive, even if not significant, trend in
the Baltic Sea (6.68 ± 4.9 mgC.m−2.yr−1, Figure 2.2.3
(c)). Conversely, primary production over the entire
North Atlantic decreases of 3.72 ± 0.47 mgC.m−2.yr−1
(R2 = 0.25). This decline in primary production appears
to be related to the increasing stratification and the
decreasing of upwelling favourable wind (Kwiatkowski
et al. 2019). The increasing primary production offGreen-
land and the global decrease in the North Atlantic high-
light the spatial and temporal variability in this region.
In general, our trend map is in good agreement with
chlorophyll trend estimated by Gregg et al. (2017), with
both maps reporting, for instance, positive trends in the
south east Pacific area, even if the coefficient of determi-
nation is relatively low for the considered archive.
A small positive and significant trend is estimated for
the whole Mediterranean Sea over the period 1999–2018
(1.87 ± 0.3 mgC m−2 yr−1, p < .01, Figure 2.2.3(d)), while
the western basin displays a significant positive trend of
about 2.57 ± 0.6 mgC m−2 yr−1 (Figure 2.2.3(e)). Our
result in the western Mediterranean Sea is in agreement
with the positive trend of chlorophyll detected in the
same area by Salgado-Hernanz et al. (2019) who report
an increase of the amplitude and duration of the phyto-
plankton growing period, on the 1999–2014 subset of
Product 2.2.5. Different long term signals have been
reported for other Mediterranean regions (e.g. negative
or neutral) supporting the conclusion that environ-
mental and climate forcings have local and complex
impacts in the Mediterranean Sea (Salgado-Hernanz
et al. 2019).
The Mediterranean time series (Figure 2.2.3(d)) dis-
plays also substantial interannual variability, which is
larger than the trend signal (not shown). The fluctu-
ations are higher in the western Mediterranean Sea
than in the eastern basin (Figure 2.2.3(e,f)). This spatial
heterogeneity is related to the different oceanographic
characteristics of the two basins: generally stratified
and oligotrophic the eastern basin and influenced by
intense winter mixing and the presence of some frontal
systems the western basin (Siokou-Frangou et al.
2010). Insights into the impact of interannual variability
of the winter mixing on primary production anomalies
are provided in Figure 2.2.4. The highest values of winter
mixed layer depth are generally followed by positive
anomalies of primary production (i.e. productivity
higher than the average in 2006, 2010, 2013, 2014 and
2018; Figure 2.2.4). Indeed, the interannual variability
of the winter-early spring primary productivity is pretty
well explained by the late autumn–winter interannual
variability of the winter deep mixing: the correlation
between time series of November-February averages of
mixed layer depth (data from cf. 2.2.6 in the product
table) and January-May averages of primary production
is 0.77, p < .005.
Strong interannual variability and a stepwise increase
of the dense water formation in the north-western Med-
iterranean is reported starting from winter 1999 after a
period of low convective activity during the 1990s
(Somot et al. 2018). Increased number of winters with
enhanced mixing in the most recent years can have
impacted the nutrient supply in the euphotic layer deter-
mining the positive trend of primary production in the
western basin (Kessouri et al. 2018).
2.2.5. The 2018 anomaly
At global scale, the anomalies for 2018 relative to the
reference period 1999–2014 indicate a lower-than-aver-
age primary production in 2018, indeed the average of
the 2018 anomaly map is about −17% (Figure 2.2.5(a).
In the Gulf Stream area and along the North American
coast, primary production anomalies are below the aver-
age. Lower-than-average primary production values in
the Californian upwelling are potentially linked to the
intensification of the wind drop-off, known to affect
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primary production in this region (Renault et al. 2016).
Higher-than-average values (increasing productivity)
are observed in the south subtropical Pacific. However,
since the subtropical ocean is oligotrophic, a small
increase in productivity can represent a relatively large
positive anomaly.
In the Mediterranean Sea the anomalies for 2018
(Figure 2.2.5(b)) are generally positive in the western
basin, consistently with the positive spring increase
shown in the time series of anomalies (Figure 2.2.4).
Intense vertical mixing in the autumn 2017-winter
2108 period (Figure 2.2.4) triggered a larger nutrient
supply to the euphotic layer (as inferred from Figure
2.2.2(c)) and, thus, caused the positive anomaly in
2018. The eastern Mediterranean Sea is characterised
by an almost balanced overall anomaly with no
Figure 2.2.4. Time series of the monthly anomalies of the modelled primary production (product. 2.2.1) along the water column with
respect to the 1999–2014 monthly means of Figure 2.2.2(c), and time series of mixed layer depth (black line) in the western part of the
Mediterranean Sea (Product 2.2.6).
Figure 2.2.5. Map of the relative anomalies of 2018 with respect to the 1999–2014 reference state for the global ocean except Med-
iterranean Sea (a), estimated from satellite observation, and for the Mediterranean Sea (b), estimated from the merged product. (Pro-
ducts 2.2.5 and 2.2.1). The black dots area indicates the signal-to-noise ratio of the reference state map
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particular spatial patterns. High positive anomalies in the
northern Adriatic Sea and Northern Aegean Sea should
be considered with caution since affected by low sig-
nal-to-noise ratios.
Section 2.3: Barrier layer thickness in the
Pacific Ocean
Authors: Greiner Eric, Nathalie Verbrugge, Sophie Cra-
vatte, Benoit Tranchant, Arnaud Valcarcel
Statement of main outcome: Barrier layers are ubiqui-
tous in the tropical Pacific, with significant interannual,
and decadal variations. Barrier layers act to trap the
heat and motion in a thinner mixed layer. It is therefore
an important indicator for subseasonal and seasonal
forecasting (Madden-Julian Oscillations, El Nino, etc.).
The 2018 anomaly is not very different from climatology.
The barrier layer is generally thickening over 1993–2018
in the western Pacific and thinning in the central Pacific.
Barrier layers may also be an indicator of water cycle
changes. The barrier layer indicator could help to moni-
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The mixed layer depth is controlled by temperature
stratification in most areas of the world ocean. This
is not the case in the tropics, where salinity stratifica-
tion near the surface plays a dominant role, creating
barrier layers (de Boyer Montégut et al. 2007; Mignot
et al. 2007). A barrier layer is a quasi uniform isother-
mal layer located above the top of the thermocline, sep-
arated from the surface mixed layer by salinity
stratification. It isolates the mixed layer from the cooler
waters below. Barrier layers in the tropical Pacific are
quasi-permanent, formed by a mix of complex physical
processes including rainfall freshening, advection, and
stretching (e.g. Cronin et al. 2002). They act to trap
momentum and heat in a layer shallower than it
would be with temperature stratification alone, and
inhibit cooling by turbulent mixing with underlying
waters, inducing higher sea surface temperature (Bosc
et al. 2009) and stronger eastward zonal jets potentially
contributing to the eastward displacement of the Warm
Pool. They have thus the potential to influence the
ocean heat budget, the Madden Julian Oscillation, the
tropical cyclones, and the development of El Nino
events (Maes et al. 2002). Better tracking them, and
their thickness is thus key for subseasonal to seasonal
predictions (Zhao et al. 2014; Zhu et al. 2014).
Barrier layers thickness is computed as the difference
between the isothermal layer depth and the mixed layer
depth. It varies at different timescales. A weak seasonal
cycle of barrier layers in the western tropical Pacific
has been found related to the eastern extension of the
Warm Pool, and to seasonal variations in precipitation
(Mignot et al. 2007). Most of the variability in tropical
Pacific barrier layer thickness is on interannual time
scale (Ando and McPhaden 1997; Bosc et al. 2009). Liu
et al. (2009) indicated that barrier layers are thinning
(thickening) during El Niño (La Niña) west of 160°E
due to the change in precipitation. The changes in barrier
layers’ position and thickness however depend on the
flavor of El Nino (Wang and Liu 2016) and the SST
anomalies location (i.e. emergence in the central or east-
ern Pacific).
At decadal and longer timescales, variations in barrier
layer thickness are harder to detect due to a lack of
sufficient high-vertical resolution data. The sea surface
salinity and barrier layer thickness variations appear to
be closely linked to the Pacific Decadal Oscillation (Del-
croix et al. 2007; Wang and Xu 2018), and to shifts in
precipitation areas. During positive phases of the
Pacific Decadal Oscillation, surface salinity anomalies
exhibit a pattern similar to that of El Nino Southern
Oscillation, with a larger meridional extent: surface sal-
inity is lower in the western-central equatorial Pacific
and higher in the south and north-western Pacific. Pat-
terns of barrier layer thickness anomalies are more com-
plex: barrier layers are thicker in the central-eastern
equatorial Pacific, and thinner (by around 15 m) in the
far western Pacific and in the southwest (Wang and Xu
2018).
Terray et al. (2012) and Durack (2015) found that
the Western Pacific is freshening, following the global
water cycle intensification attributed to anthropogenic
change. Deser et al. (2012) have shown that, in the
atmosphere, the response to anthropogenic forcing is
more detectable in surface temperature than in
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precipitation or wind. Monitoring of observed climate
change may be better served by focusing on integrated
quantities such as ocean heat storage rather than on
surface quantities (Cheng et al. 2017). Increasing trends
in equatorial barrier layer thickness along 137°E and
165°E are associated with the freshening and warming
of the western Pacific Warm Pool over the period
1955–2003 (Cravatte et al. 2009). Thus, large-scale, per-
sistent barrier layer monitoring may offer a more
robust signature for the intensification of the water
cycle than the change in surface salinity. Yet, compet-
ing mechanisms at work (such as erosion of the barrier
layer by strong wind events, changes in sheared cur-
rents), might render the interpretation not
straightforward.
Due to the insufficient concurrent temperature and
salinity profiles observations, a comprehensive descrip-
tion of the decadal variability and trend of the barrier
layers in the last three decades is still lacking. In this
study, we utilise the CMEMS ARMOR3D (Guinehut
et al. 2012, product ref: 2.3.1) monthly dataset over
the 1993–2018 period to compute inter-annual fluctu-
ations and trends of barrier layers in the tropical
Pacific. This multi-observation product takes advantage
of the resolution of the satellites (altimetry and sea sur-
face temperature) to complement the in situ obser-
vations (TAO moorings, XBT lines and ARGO
profiles). In the following, we validate the product
with in situ data over the 2013–2015 period; we analyse
the long term signal over 1993–2018, and we present
the 2018 anomaly.
2.3.2. Method
ARMOR3D is a weekly global product with a 1/4° spatial
resolution and 33 vertical levels (0, 10, 20, 30, 50, 75,
100 m…). It provides temperature, salinity, geostrophic
currents and mixed layer gridded fields from 1993 to pre-
sent. In a first step, 3D temperature and salinity fields are
synthesised through a statistical projection of satellite
altimetry and sea surface temperature. In a second
step, these synthetic 3D fields are combined with all
available in situ data by optimal interpolation. In situ
data include vertical profiles from moorings, scientific
campaigns, autonomous profilers, gliders, ships of
opportunity, sea mammals, as well as surface data from
various buoys and ferry boxes. The method used to cal-
culate the barrier layer thickness (BLT) is similar to
Montégut et al. (2007) and Wang and Xu (2018). We
introduce the reference depth z* (10 m) to avoid the
diurnal variability of ocean surface water. T* and S*
are the potential temperature and salinity at this depth
(level 2 in ARMOR3D). The mixed layer depth (MLD)
is the depth where the change in density from z* is equiv-
alent to a 0.2°C decrease:
r(MLD) = r(z∗; T∗ − 0.2◦C, S∗)
r(z) = r[z; T(z), S(z)] is the potential density at depth z
The isothermal depth layer (ILD) is the depth where
the change in temperature from z* is equivalent to a
0.2°C decrease:
T(ILD) = T∗ − 0.2◦C
The barrier layer thickness is the difference between
the ILD and the MLD:
BLT = ILD−MLD
2.3.3. Time average
The mean BLT from ARMOR3D is shown in Figure
2.3.1, and is consistent with the De Boyer Montégut cli-
matology (Mignot et al. 2007). Thick BLTs (more than
20 m) mainly occur under convergence regions: in the
Pacific warm pool where surface temperature and pre-
cipitation are maximum and surface salinity is mini-
mum, and under the Inter Tropical Convergence Zone
and the South Pacific Convergence Zone. Thick BLTs
are also seasonally found in winter on the equatorial
flank of the subtropical salinity maximum regions in
each hemisphere between 10° and 20°, and are visible
here (see Mignot et al. 2007 for more discussion on the
mechanisms at play). Peak values of BLT appear in the
tropical Pacific near the dateline, which can be up to
35 m, whereas domain average for isothermal depth
layer and mixed layer depth are 42 and 36 m respectively.
2.3.4. Validation
The contributions of the different steps of ARMOR3D
processing have been investigated (not shown). In the
first step of ARMOR3D processing, 3D temperature
and salinity fields are synthesised through a statistical
downward projection of satellite altimetry and sea sur-
face temperature. The barrier layer thickness anomalies
obtained with these synthetic profiles reveal that altime-
try data alone already carries an important portion of the
barrier layer variability signal. For instance, the El Niño
onset in 2015 is associated with positive BLT anomalies
shifting towards the centre of the basin. The satellite
sea surface temperature brings additional refinement,
in particular near the central american coast. Using in
situ data in the second step brings improvement through
large-scale corrections.
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ARMOR3D BLT are validated against collocated in
situ Argo profiles measurements (product 2.3.4), which
have a good vertical resolution.
The comparison between the BLT deduced from
ARMOR3D and Argo profiles is shown in Figure 2.3.2
for the 2013–2015 period. On average over the Tropical
Pacific, the mean difference between the BLT deduced
from ARMOR3D and the Argo profiles is 1.3 m. Rms
error is 10 m. This error is partly explained by the fact
that we compare weekly mean values from ARMOR3D
and instantaneous values from in situ profiles. As a
reference, typical values in the warm pool from both in
situ data and ARMOR3D are about 30–40 m, up to
60 m. The maximum BLT over 1993–2018 in the warm
pool is about 100 m. Near 10°N, the amplitude of the sea-
sonal signal is about 40 m. The BLT as represented in the
ARMOR3D product are thus close to the observations.
The ARMOR3D vertical resolution is a limiting factor
for an adequate barrier layer thickness resolution. It
will be increased in a future version of the product.
The variance of the ARMOR3D BLT is underestimated
but there is a positive linear relationship since the
slope of the linear regression is 0.66.
2.3.5. Interannual variability
We use decompositions in Empirical Orthogonal Func-
tions to explore the Pacific variability. The seasonal
cycle was removed before the decompositions. The
empirical function 1 of isothermal depth layer (not
shown), mixed layer depth (not shown), and BLT (Figure
2.3.3(a)) over 1993–2018 are similar to those found over
1979–2015 with a different dataset (Wang and Xu 2018,
Fig. 2) and over 1951–2010 in the western Pacific (Wang
and Liu 2016), both in terms of spatial pattern and tim-
ing. The patterns reflect the El Nino Southern Oscillation
pattern in sea surface salinity (Singh et al. 2011), and
barrier layer (Wang and Liu 2016), also similar to the
Pacific Decadal Oscillation K-shape pattern in sea sur-
face salinity and barrier layer (Cravatte et al. 2009,
Wang and Xu, 2018), although the amplitude of the sig-
nal is weaker. Over the 1993–2018 period (Figure 2.3.3
(b)), a correlation of 63% is found between the PC1
time series and the Pacific Decadal Oscillation index
(product 2.3.2). Correlation reaches 78% with the
Southern Oscillation Index (product 2.3.3). The 1997–
1998 and 2015–2016 El Niño events, as well as the
Figure 2.3.1. ARMOR3D (product 2.3.1): Mean barrier layer thickness over 1993–2014, seasonal signal included; units are in metres.
Figure 2.3.2. BLT comparisons between ARMOR3D weekly (pro-
duct 2.3.1) and in situ: scatterplot diagram between Argo profiles
in situ BLT in the Tropical Pacific (15°N-15°S,130°E-80°W)
(abcissa), and the corresponding collocated BLT from ARMOR3D
(ordinate); units are metres. The black line along the diagonal
corresponds to the perfect fit; the flatter blue line corresponds
to the linear regression between ARMOR3D and in situ data.
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2010 La Nina event are strong events that help to reach
such high correlations with the BLT. The BLT gets
thicker in the western equatorial Pacific and thinner in
the central and eastern Pacific during La Nina events
and negative Pacific Decadal Oscillation. This pattern
is due to an eastward shift of the Pacific Warm Pool
and to changes in precipitation and advection.
The second empirical mode in BLT (not shown) is
essentially limited to the area between Papua-New Gui-
nea and the dateline, and between 5°N and 10°S. It per-
fectly mirrors the Pacific Decadal Oscillation influence
on the freshwater flux budget (Wang & Xu, 2018, Fig. 3c).
2.3.6. Trend
Sea surface temperature and salinity vary on a multide-
cadal timescale, in correlation with the Pacific Decadal
Oscillation (Cravatte et al. 2009). The associated BLT
changes are not straightforward. Here, we find that
during the 1993–2018 period, both the ILD and MLD
undergo increasing trends (cumulative trends over
1993–2018 are shown in Figure 2.3.4(a,b)) in most of
the tropical Pacific associated with the change in trade
winds and the westward shift of precipitations (England
et al. 2014). On average over the domain, the mean total
change since 1993 is 3.4 m in ILD, and 3.6 m in MLD:
both quantities thicken at the same place, and the result-
ing change is smaller in BLT with opposite effects in ILD
and MLD. The convergence of heat and mass in the wes-
tern and central Pacific largely (about 5 m per decade)
deepens the isotherms (Figure 2.3.4(a)). The fresher sur-
face and saltier subsurface layers between 0° and 8° N
tend to shoal the MLD (about 5 m per decade) west of
the dateline (Figure 2.3.4(b)). Subsequently, the BLT
(Figure 2.3.4(c)) is generally thickening in the far western
equatorial Pacific and thinning off equator and in the
equatorial central Pacific. The BLT trend is negligible
in the East.
Over the last decades, the western Pacific has
become fresher and the subtropical Atlantic saltier
(Terray et al. 2012). The observed Pacific and interba-
sin-averaged salinity changes exceed the range of
internal variability provided from control climate simu-
lations, whereas changes in the tropical and midlati-
tudes Atlantic salinity levels are not significant
compared to internal variability. Moreover, the recent
freshening of the North Atlantic subpolar gyre (Tesdal
et al. 2018) could make the detection even more
difficult in the Atlantic. Hence, the salinity changes
are more significant in the Pacific.
Figure 2.3.3. ARMOR3D (product 2.3.1) 1993–2018 first empirical mode of Barrier Layer Thickness (8% of variance): spatial pattern (a),
times series (b) of the first empirical mode (black line), negative Pacific Decadal Oscillation index (product 2.3.2) (orange) and Southern
Oscillation index (product 2.3.3) (blue); a 3-month smoothing was applied.
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Aretxabaleta et al. (2017) suggest that the acceleration
of the water cycle is at work, but the data span is still too
short and can suffer from a sampling effect. Llovel et al.
(2018) findings about the sea level trends suggest that the
time of emergence (the time when the signal will emerge
from the climate variability) is reduced west of the Date-
line (their Fig. 4), with less than 10 years needed to
exceed the noise level (and at least 30 years in the Atlan-
tic gyres). So, the BLT in the Pacific warm pool is a good
candidate, if well observed, for an early detection of the
water cycle change.
Yet, the BLT trend does not exhibit a pattern obviously
linked with the change in water cycle. Changes in surface
salinity do not follow expected patterns of amplified sal-
inity contrasts. It points out the importance of ocean
advection and natural climate variability in shaping pat-
terns of decadal change in surface salinity (Vinogradova
and Ponte 2017). Our study confirms that the cumulative
trend of BLT over 1993–2018 is still dominated by
internal variations. This period is still too short, and the
data sampling effects must be minimised to detect an
anthropogenic fingerprint in the tropical salinity changes
(increased precipitation and freshening).
2.3.7. Anomaly in 2018
The fluctuations of the yearly BLT are illustrated by the
anomalies for 2008 and 2015 (Figure 2.3.5(a,b)), corre-
sponding respectively to strongly positive and negative
Southern Oscillation indexes. In general, anomalies are
Figure 2.3.4. ARMOR3D (product 2.3.1) 1993–2018 cumulative trend of Isothermal Layer Thickness [a], Mixed Layer Depth [b] and
Barrier layer Thickness [c]; units are metres. The cumulative trend is the linear trend multiplied by the number of sample minus
1. The linear trend was computed over the monthly fields.
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stronger in the Western Pacific where the mean BLT is
thicker (Figure 2.3.2). The 2008 and 2015 anomalies fit
well the first empirical mode pattern (Figure 2.3.3). In
2015, the BLT is thicker in the centre of the basin, in
response to the strong eastern Pacific El Nino. On the
contrary, the 2018 anomaly does not show any clear sig-
nal. More would be needed to explain the pattern seen,
but it is likely internal variability, with little correspon-
dence with the first empirical modes of ILD, MLD and
BLT, or with the trend in BLT. 2018 looks like a transi-
tional year, with weak La Nina regime in 2017–2018.
Only noticeable is the reduced BLT on the southern
flank of the subtropical maximum salinity, near 10°N.
This could be the imprints of the extra-equatorial sea
surface salinity fresh anomalies associated with 2015 El
Nino (Hasson et al. 2018).
2.3.8. Conclusions
The barrier layer plays an important role for ocean-
atmosphere interactions by trapping heat and motion
in a thinner mixed layer, with a noticeable impact on sea-
sonal forecasting. Even if the isothermal and mixed layer
depths undergo increasing trends in most of the tropical
Pacific associated with changes in trade winds and west-
ward shift of precipitation, the trend in BLT is mainly
limited to an equatorial thickening west of the Dateline.
Fluctuations of the past few years, including 2018 yearly
anomaly, are still dominated by internal Pacific variabil-
ity. Correlations with the Pacific Decadal Oscillation and
the Southern Oscillation are significant, even if the
dynamics controlling interannual and decadal BLT
anomalies are not well understood yet. The BLT in the
Figure 2.3.5. ARMOR3D (product 2.3.1): yearly anomaly of Barrier layer Thickness (relative to 1993–2014) in 2008 (a), 2015 (b), and 2018
(c.); units are metres.
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Pacific warm pool is an important monitoring variable,
both for seasonal forecasting, and as a potential candi-
date, for an early detection of water cycle change.
Section 2.4: Interannual variability in the
eastern and western Mediterranean
Overturning Index
Authors: V. Lyubartsev, F. Borile, E. Clementi,
S. Masina, M. Drudi, G. Coppini, P. Cessi, N. Pinardi
Statement of Main Outcomes: The western and eastern
Mediterranean clockwise meridional overturning circu-
lation is connected to deep-water formation processes,
which are responsible for the ventilation of deep pelagic
and benthic ecosystems. In this study, we used an eddy
resolving CMEMS reanalysis of a 32-year-period
(1987–2018) to discuss for the first time the interannual
variability of the Meridional overturning index. This
index is defined here as the maxima of the clockwise
cells in the eastern and western Mediterranean Sea.
The meridional overturning circulation is more vigorous
in the eastern than in the western basin, and reached its
maximum value in 1992, during the Eastern Mediterra-
nean Transient (Roether et al. 1996). In the western
Mediterranean Sea, the overturning circulation became


















TheMediterranean Sea reanalysis (Simoncelli et al. 2014)
over the latest 32 years (1987–2018) was used to assess
the Mediterranean Sea Eulerian overturning circulation
(in both the Eulerian and residual frameworks) which
is composed of multiple zonal and meridional cells
(Pinardi et al. 2019). The clockwise overturning cells
are associated with deep and intermediate water mass
formation processes that occur in specific areas of the
basin: Gulf of Lion, Southern Adriatic Sea, Cretan Sea
and Rhodes Gyre (Pinardi et al. 2015). These processes
are responsible for the transfer of biogeochemical tracers
to the deep-water, such as oxygen and inorganic and
organic matter, which then ventilate and feed the deep
pelagic and benthic ecosystems (Houpert et al. 2016).
Clockwise cells occupy the upper water column, with
maxima in the upper 1500 m of the water column,
while the Mediterranean abyssal regions are character-
ised by anti-clockwise cells.
The overturning circulation of the eastern Mediterra-
nean Sea is affected by the dense Aegean waters outflow-
ing through the Cretan Straits during the Eastern
Mediterranean Transient (Gertman et al. 2006), a cli-
matic event that occurred between 1988 and 1995. In
the western Mediterranean it has been recognised that
a climate shift occurred after 2005 (the Western Mediter-
ranean Transient, Schroeder et al. 2016).
A compact representation of the overturning circula-
tion of the basin has been conventionally given by the
mean meridional Eulerian streamfunctions, and more
recently the residual transport in density coordinates
has also been considered. In this section, we focus on
the Eulerian framework, because this has been tradition-
ally explored in the context of the Atlantic Meridional
Overturning Circulation, allowing in the future the inter-
comparison of the two systems.
Here we here propose the Mediterranean overturning
index as a measure of the strength of the Mediterranean
Eulerian clockwise meridional overturning circulation,
computed separately for the eastern and western sub-
basins. This measure is representative of the transport
of water volume, while the residual overturning is
more representative of the tracers’ transport. The latter
will be the focus of future work.
The goal of this work is to describe the observational
evidence of the interannual variability of the Mediterra-
nean Sea overturning system using an eddy-resolving
model with data assimilation and a Meridional overturn-
ing index. This approach enables the systematic moni-
toring of the ventilation of the deep ocean layers in the
Mediterranean Sea.
2.4.2. Methods
Time mean meridional Eulerian streamfunctions were
computed using the velocity field estimate provided by
the CMEMS Mediterranean Sea reanalysis over the last
32 years (1987–2018). The Eulerian meridional stream-
function was evaluated by integrating meridional vel-
ocity daily data first in a vertical direction, then in a
meridional direction, and finally averaging over the rea-
nalysis period:where – H refers to the bathymetry, xB1
and xB2 define the zonal boundaries, and T = t1–t0 rep-
resents the time interval of interest (Pinardi et al. 2019).
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The Mediterranean overturning indices were derived
for the eastern (Equation 2.4.2) and western (Equation
2.4.3) Mediterranean Sea by computing the annual
streamfunction in the two areas separated by the Strait
of Sicily around 36.5°N, and then considering the associ-
ated maxima.
WMOI = max {c (y ≥ 40◦N, z , −300 m)} (2.4.2)
EMOI = max {c (y , 36.5◦N, z)} (2.4.3)
In each case a geographical constraint focused the
computation on the main region of interest. For the wes-
tern index, we were interested in deep-water formation
regions, thus we excluded both the effect of shallow phys-
ical processes and the Gibraltar net inflow. For the
eastern index, we investigated the Levantine and Cretan
areas corresponding to the strongest meridional over-
turning cell locations, thus we only defined a zonal
constraint.
2.4.3. Results and discussion
The mean meridional Eulerian streamfunctions for the
Mediterranean Sea were evaluated for the entire Mediter-
ranean Sea reanalysis period (1987–2018) for both the
western (Figure 2.4.1(a)) and eastern (Figure 2.4.1(b))
sub-basins separated by the Strait of Sicily around
36.5°N. In both sub-basins, clockwise cells (red arrows
in Figure 2.4.1) occupy the upper water column, with
maxima in the upper 1500 m of the water column. The
Figure 2.4.1. Mean (1987–2018) Eulerian meridional overturning streamfunctions evaluated using Equation (1) for the western (a) and
eastern (b) Mediterranean Sea basins. Red clockwise arrows indicate patterns associated with deep and intermediate water mass for-
mation; blue anticlockwise arrows indicate the pattern of abyssal cells. The Mediterranean Sea regions considered in the latitudinal
averaging are described in the bottom panels. Data used: Mediterranean Sea Reanalysis MEDSEA_REANALYSIS_PHYS_006_004 (pro-
duct 2.4.1).
JOURNAL OF OPERATIONAL OCEANOGRAPHY s31
counter-clockwise cells (blue arrows in Figure 2.4.1)
characterise the Mediterranean abyssal regions. The
large positive values in the upper 500 m between 36°N
and 36.5°N, seen in Figure 2.4.1(a), correspond to the
Gibraltar Strait inflow (Pinardi et al. 2019).
The western sub-basin clockwise overturning circula-
tion is associated with the deep-water formation area of
the Gulf of Lion, while the eastern clockwise meridional
overturning circulation is composed of multiple cells
associated with different intermediate and deep-water
sources in the Levantine, Aegean, and Adriatic Seas. Tra-
ditionally the eastern clockwise overturning circulation
has been associated with the Adriatic and Aegean Sea
deep-water formation processes. However, Pinardi
et al. (2019) reported that strong clockwise meridional
overturning cells are also forced by intermediate and
deep-water formation processes in the Rhodes Gyre
and Cretan Sea areas, south of 36°N.
The yearly western (Equation 2.4.2) and eastern
(Equation 2.4.3) Mediterranean overturning indices
derived using the meridional Eulerian streamfunctions
were computed for 1987–2018 and are shown in
Figure 2.4.2.
The eastern overturning indices had higher values
than the western index during the period 1987–2000.
This indicates a more vigorous meridional overturning
circulation in eastern Mediterranean. The difference is
mostly related to the occurrence of the Eastern Mediter-
ranean Transient climatic event, where the Aegean Sea
discharged unusually dense water masses into the eastern
Mediterranean abyssal layer (Roether et al. 2014). The
Aegean outflow forced the clockwise overturning circula-
tion from 1992 to 1995, and in line with this, the related
peak of the eastern Mediterranean overturning index is
located in 1992.
In 2000 the difference between the eastern and wes-
tern Mediterranean overturning indices started to
become smaller because the water masses formed during
the Eastern Mediterranean Transient reached the Strait
of Sicily and propagated into the western Mediterranean
(Schroeder et al. 2016). The effect of this water propa-
gation inside the western basin is known as the Western
Mediterranean Transition and strongly affects the wes-
tern Mediterranean overturning index thereafter. In par-
ticular, a large peak in the western Mediterranean
overturning index is found in 2006: it could be connected
to the anomalous deep-water formation event in the wes-
tern Mediterranean discussed by Smith et al. (2008) and
Schroeder et al. (2016).
Finally, the other peak in the western basin in 2013
may reflect the significant climate shift in the dense
water formation in the western Mediterranean reported
by Houpert et al. (2016). Our analysis shows the largest
western Mediterranean index peak in 2018, but no
observations documenting an extreme in deep water
formation processes still exist. In summary, the pro-
posed western Mediterranean overturning index can
potentially be used as the basis of long-term climate
monitoring of overturning changes in the Mediterra-
nean Sea.
2.4.4. Conclusions
The high resolution, multidecadal Mediterranean Sea
reanalysis has enabled us, for the first time, to assess
the Mediterranean overturning circulation and develop
indices that can play a key role in monitoring climate
variability in the basin.
The western and eastern Mediterranean overturning
indices are synthetic indices of changes in the
Figure 2.4.2. Mediterranean overturning indices [Sverdrup] calculated from the annual means of meridional streamfunction from 1987
to 2018. Blue: Eastern Mediterranean Overturning Index – EMOI (lat<36.5°N); Red: Western Mediterranean Overturning Index (lat≥40°N,
z>300m) –WMOI, defined in equation 2.4.2 and 2.4.3. Data used: Mediterranean Sea Reanalysis MEDSEA_REANALYSIS_PHYS_006_004
(product 2.4.1).
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thermohaline properties of the Mediterranean basin
related to changes in the main drivings of the basin
scale circulation. In particular, the eastern Mediterra-
nean overturning index was found to have higher ampli-
tude than the western one, with the largest peak
occurring in 1992 during the Eastern Mediterranean
Transient, while the western Mediterranean index maxi-
mum occurs in 2006 during the Western Mediterranean
Transition.
As in the global ocean, the overturning circulation of
the western and eastern Mediterranean are paramount to
determine the stratification of the basins (Cessi 2019). In
turn, the stratification and deep water formation mediate
the exchange of oxygen and other tracers between the
surface and the deep ocean (e.g. Johnson et al 2009;
Yoon et al. 2018). In this sense, the overturning indices
are potential gauges of the ecosystem health of the Med-
iterranean Sea, in particular they could instruct early
warning indices for the Mediterranen Sea to fulfil the
Sustainable Development Goal (SDG) 13 Target 13.3.
Section 2.5: Spatio-temporal variability of the
Black Sea Cold Intermediate Layer properties
derived from in situ data
Authors: Valcheva, Nadezhda, Veselka Marinova, Elisa-
veta Peneva, Leonardo Lima, Stefania Ciliberti, Simona
Masina
Statement of Main Outcome: Representing the inter-
face between surface and deep waters, the Cold Inter-
mediate Layer is a distinctive feature of the Black Sea
thermo-haline dynamics. The presence of cold inter-
mediate waters is extremely important for the Black
Sea ecosystem because they are rich in oxygen and
mark the upper boundary of the anoxic zone. Therefore,
more than 5000 temperature profiles originating from
both in-situ shipboard and Argo profiling floats obser-
vations were used to explore and analyse spatial and
temporal variability of various cold intermediate layer
properties such as thickness and core temperature at
subregional and seasonal to interannual scales. The
findings show that the process of regional warming
penetrating downward to intermediate depths results
in a decrease of the thickness and reduced replenish-
ment of the layer. Concurrently, the core temperature
has risen with about 2.0°C over the past 25 years result-
ing even in cold intermediate layer disappearance in
several instances. In spite of the subsequent recovery,
occurred in the span of a year, the drop of temperature
difference between boundary and core waters as well as
shoaling of the layer’s lower limit represent a major






















The Black Sea is a marginal semi-closed basin. Both the
large freshwater river flux at the surface and inflow of
saltier Mediterranean waters, spreading in the deep sea
through the strait of Bosphorus, create the conditions
for a unique two-layer termo-haline water stratification.
Hence, a sharp halo-pycno-cline located at the depths of
50–100 m is formed, which separates the upper and the
deep basin layers (Özsoy and Ünlüata 1997; Ivanov and
Belokopytov 2013). One of the features of a fundamental
importance is the Cold Intermediate Layer, which rep-
resent the interface between surface and deep Black Sea
waters. Its lower boundary corresponds to the perma-
nent pycnocline, while in the second half year (from
June to December) the layer’s upper boundary is limited
by the seasonal thermocline. Traditionally confined by
the 8°C isotherm, the cold intermediate layer contains
water with the lowest temperatures along the entire col-
umn, including those of the upper pycnocline (Oguz and
Besiktepe 1999; Ivanov et al. 2001).
It has been established that the cold intermediate layer
is formed both in the centres of cyclonic gyres and by
extreme cooling of waters in the north-western shelf
and continental slope (Ivanov et al. 1997; Staneva and
Stanev 1997; Stanev et al. 2003), which are afterwards
advected throughout the Black Sea between depths of
approximately 50–100 m through the cyclonic circula-
tion dominated by the Rim Current. Baroclinic eddies
formed on both sides of the Rim Current play an impor-
tant role in the horizontal exchange of heat and salt (Sta-
neva et al. 2001; Shapiro et al. 2010; Kubryakov et al.
2018). Vertical movements in the eddies displace the iso-
pycnal surfaces resulting in a dome-like vertical distri-
bution of thermohaline and chemical layers being
shallower at the cyclonic centre of the basin and deeper
at the anticyclonic surroundings (Ginzburg et al. 2008;
Ivanov and Belokopytov 2013). In particular, in summer,
when the Rim Current weakens, large anticyclonic eddies
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are formed over the continental slope as a result of cur-
rent instability (Kubryakov and Stanichny 2015), which
can penetrate down to depths of 500–1000 m, therefore
affecting the turbulence generation and deep basin ven-
tilation (Korotaev et al. 2006). Therefore, the depth of
temperature minimum – cold intermediate layer core –
can sink down to more than 110 m in anticyclonic
edge and rise up to 30 m in cyclonic centre (Zatsepin
et al. 2003; Akpinar et al. 2017) with respect to average
values of 60–90 m for the continental slope. In addition,
cold intermediate waters are extremely important for the
Black Sea ecosystem because they are rich in oxygen and
represent upper boundary of the anoxic zone. With this
respect, analysis of historical oxygen profiles and recent
Argo floats showed a long-term deoxygenation trend of
the open Black Sea as the most alarming manifestation
is the shoaling of the oxycline depth from 140 (1955)
to 90 m (2010–2015) (Capet et al. 2016).
During the past decade, the cold intermediate layer
thickness has been found to decrease considerably or
even to disappear, which affects its cooling capacity
(Capet et al. 2018; Miladinova et al. 2018; Stanev et al.
2019). The process of global warming penetrating down-
ward to intermediate depths is influenced by the climate
change, which could be a response to anthropogenic
pressure (Barnet et al. 2001), and might have regional
implications (Piotukh et al. 2011). Hence, it is of utmost
importance to monitor the spatio-temporal variability of
the cold intermediate layer properties.
2.5.2. Data and methods
The present study covers the entire Black Sea basin
where cold intermediate layer can be fully observed
(both upper and lower limit present), typically at depths
of more than 200 m. In order to distinguish between
areas of specific mesoscale dynamics, the basin is divided
into 5 subregions, of which four were delimited within
the anticyclonic periphery – western, northern, eastern
and southern; and one comprising the cyclonic interior,
confined approximately by the 1400-m isobath (denoted
hereafter as 1, 2, 3, 4 and 5, see Figure 2.5.1(A)). The pro-
posed spatial division conforms to a certain extent with
the relative contribution of different Black Sea regions
to cold intermediate waters formation as stated in Stanev
et al. (2003) but considered in balance with the existing
disparity in data spatial coverage.
The studied time period encompasses 26 years (1993–
2018). Assessment is performed for two timespans (sea-
sons) within each calendar year, during which the cold
intermediate layer is observable as a vertical profile fea-
ture. These are successive months of June-July-August-
September and October-November-December roughly
corresponding to summer and autumn, respectively.
Data in use consist of temperature profiles originating
from both in-situ shipboard and Argo profiling floats
observations. The following CMEMS products have
been employed: Black Sea In Situ Near Real Time Obser-
vations (product ref. 2.8.1) and Black Sea In Situ Obser-
vations yearly delivery in delayed mode (product 2.8.2).
More than 5000 profiles have been processed, 48% of
which represent shipboard observations and 52% are
data derived fromArgo floats (starting from 2005). A sea-
sonal bias in sampling is observed as profiles sampled in
autumn represent only 38% of total coverage (Figure 2.5.1
(B–E)). The number of profiles is largest during 1993–
2000 (∼ 40%) and 2011–2018 (41.7%), whereas in
2001–2010 the quantity is less than half – 18.7% (Figure
2.5.1(D,E)). Almost 45% of the data were measured in the
deep basin. The largest amount of data for basin periph-
ery is available for subregions 4 (16.8%) and 2 (14.5%)
and subregion 1 was the most undersampled (10.3%).
The seasonal bias is most distinct for subregions 4 and
2 as the contribution of autumn observations is 35 and
38%, respectively (Figure 2.5.1(D,E)).
Several cold intermediate layer features were moni-
tored such as thickness, core temperature and depth, iso-
therm defining layer’s boundaries, and temperature
difference between boundary and core waters as an indi-
cator of the cold intermediate layer cooling capacity. Sev-
eral authors suggested that currently cold intermediate
layer should comprise waters having temperature lower
than 8.35°C (Stanev et al. 2013; Capet et al. 2014; Mila-
dinova et al. 2018) and even 8.7°C (Stanev et al. 2019).
Therefore, in order to determine the isotherm surface
marking out the layer’s limits, herewith, a dynamic cri-
terion was adopted rather than fixed values.
Dynamic criteria in use concerns determination of the
lower cold intermediate layer margin and is based on
detection of thermal conditions in the profiles’ mid-pyc-
nocline area as suggested by Ivanov et al. (2001). They
reported that the core occurs at potential density
anomaly σt = 14.2–14.8, while the lower boundary corre-
sponds to σt = 15.3–15.9 given that the temperature is
8°C. Stanev et al. (2003) have further specified that
under the dominating density stratification (controlled
by salinity) the isopycnic level beyond which the water
penetrates into the core is σt = 14.5, whereas the lower
boundary is at σt = 15.5.
More specifically, the method involves: (1) calculation
of potential density anomaly by the international
equation of state of seawater EOS-80 (UNESCO 1983)
using the derived variable potential temperature and
the measured pressure and salinity; (2) careful joint
examination of temperature and density profiles, in
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particular within the main pycnocline extent, together
with inspection of related temperature gradients; (3)
determination of the mid-pycnocline depth, which is
considered as cold intermediate layer lower limit
depth, and the corresponding isotherm; (4)
determination of the layer’s upper boundary depth (no
criteria was applied assuming that one and the same iso-
therm defines the boundaries); (5) calculation of cold
intermediate layer thickness; (6) detection of tempera-
ture minimum within the layer extent and the
Figure 2.5.1. Scheme of the study area (A): 1400-m isobath (thick red line) delimitates interior basin while 200-m isobath (thick black
line) marks out the peripheral boundary; 1 denotes western, 2 – southern, 3 – eastern, 4 – northern anticyclonic and 5 – central cyclonic
subregions. Spatial data coverage of both in-situ shipboard and Argo profiling floats observations is presented for: (B) summer and (C)
autumn, as well as a detailed inventory of data availability per year and subregion for: (D) summer and (E) autumn.
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corresponding depth; and (7) calculation of temperature
difference between boundary and core waters.
The further analysis involves an assessment of spatial
and temporal variability of the monitored cold inter-
mediate layer features at subregional and seasonal to
interannual scales. Seasonal time series of averaged mon-
itored parameters were obtained for each subregion and
each year. However, due to relatively small areal extent of
peripheral subregions a certain disparity of data coverage
is apparent. In order to evaluate how this variance in data
spatial distribution influences the seasonal means of
studied properties, the standard error of the mean
(SEmean), referred hereafter as standard error, is calcu-
lated using the following formulation:
SEmean = Standard deviation of sample
Sample size
√ (2.5.1)
Besides, space–time averages of standard error of each
property mean were calculated and regarded as a
threshold value, against which the uncertainty of the
obtained estimates was assessed.
2.5.3. Results and discussion
The cold intermediate layer thickness interannual varia-
bility reveals a steady decreasing trend of this property.
The cold intermediate layer was found to grow thinner
as its thickness dropped by more than half in the course
of the study period, from hundred in the beginning to
several tens of meters by the end depending on the sub-
region. More specifically, in summer, the thickness chan-
ged from 95–125 m in 1993–45–55 m in 2018 in the
anticyclonic periphery, and between 73 and 38 m,
respectively, in the basin interior (Figure 2.5.2(A)). The
cold intermediate layer was thickest in subregions 3
and 4 (123 and 125 m) opposed to 86 m (subregion 1)
and 95 m (subregion 2) and it thinned out to 54, 45,
63 and 60 m each. This means that the sharpest decrease
in thickness was observed for 3 and 4 (2.3–2.8 times),
whilst for 1 and 2 the decrease was not so distinct (less
than 1.6 times). The interannual variability also indicates
that the contrast between peripheral areas reduces in the
course of the study period.
In autumn, the cold intermediate layer grows even
thinner: thickness decreased from 72–95 m in 1993 to
42–56 m in 2018 within the margins, and from 70 to
27 m, respectively, in the inner basin (Figure 2.5.2(C)).
Besides, in the basin periphery, the layer thickness has
well expressed seasonal variability since by autumn it
decreases with approximately 11 m (from 62.7–51.3 m
averaged over the whole peripheral area). This is not
the case within cyclonic gyres where the thickness
remains almost unchanged during the second half of
the year – about 39 m. Altogether, the cold layer is less
thick in subregions 1 and 2 with respect to 3 and 4
but, in autumn, this difference narrows.
In general, the standard error temporal variability dis-
plays the opposite to data availability tendency – the lar-
gest is the error for the middle time-span of the study
period, when there was a deficit of measurements, while
it is the smallest in the past decade (Figure 2.5.2(B,D)).
The space–time averages of standard errors of the cold
intermediate layer thickness means are 2.8 m in summer
and 2.6 m in autumn. In 28% (summer) and 19%
(autumn) of cases these values are exceeded, most notably
in subregions 1 – 3.0 m, 3 – 3.25 m and 4 – 3.14 m (in
summer), and 1 – 2.97 m and 4 – 3.11 m (in autumn).
In both seasons, the standard error is the smallest for
subregion 5 – 1.62 and 1.93 m, respectively.
It was previously reported that the last 50 year have
been characterised by the alternation of intensity of the
upper layer ventilation (Belokopytov 2011). The analysis
of current datasets reveals that cold intermediate layer
thickness fluctuations are (quasi) synphase in all subre-
gions as periods of rise and fall alter every 4–5 years
(Figure 2.5.2(A)). In autumn, perhaps due to the larger
data gaps, an 8-year variation cycle can be detected
(Figure 2.5.2(C)). This is corroborated by the correlation
between data series, which is higher than 0.87 for both
seasons and across all subregions. In general, the corre-
lation between basin periphery and interior is slightly
weaker in comparison with the correlation between the
peripheral subregions themselves, as the lowest one is
observed between 4 and 5 (0.89). This outcome indicates
that the variability in the cyclonic gyres is not similar to
the one in area 4, which partially confirms the impor-
tance of slope convection, occurring on the northwestern
shelf, for evolution of the cold intermediate waters (Sta-
nev et al. 2003). Logically, the weakest is the correlation
between the pairs 1–3 and 2–4 as there is no exchange
mechanism between these areas. In summer, the stron-
gest is correlation between subregions 3 and 4 (0.96) clo-
sely followed by 2 and 3 (0.94). In autumn, the
correlation between the thickness in the pairs 2–3 and
3–4 is still high but correlation between cyclonic and
anticyclonic subregions also increases, in particular
regarding the pairs 3–5 and 2–5.
The suggested cycle of cold intermediate layer thick-
ness interannual variability is in agreement with previous
studies (e.g. Oguz et al. 2006; Capet et al. 2012), which
imply the existence of teleconnection between Black
Sea regional atmospheric condition and large scale
atmospheric pattern driven by the North Atlantic Oscil-
lation. More specifically, this refers to a sequence of cold
and mild winter cycles with approximately 5-year
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Figure 2.5.2. Interannual variability of cold intermediate layer thickness (product ref. 2.5.1 and 2.5.2) averaged over: (A) summer (June,
July, August and September) and (C) autumn (October, November and December), and for each subregion. Symbols show years for
which data are available; thick lines depict the interannual course; 1 denotes western, 2 – southern, 3 – eastern, 4 – northern antic-
yclonic and 5 – central cyclonic subregions. Associated standard errors of the mean are shown as well for: (B) summer and (D) autumn.
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duration that roughly follows the North Atlantic Oscil-
lation positive and negative cycles. Moreover, it was
found that positive and negative phases of cold content
correspond to similar phases of the intensity of the
Rim Current suggesting that an intensified circulation
facilitates the cold intermediate water formation (Capet
et al. 2012). A more intense Rim Current would promote
a sharper dome-like shape of the main picnoclyne, thus
enabling cold layer formation in the open sea due to
stronger upwelling and its deepening along the periphery
resulting in reduced summer warming related erosion.
Ever since 1995, the intensity of cold intermediate
layer replenishment has been reducing and according
to Belokopytov (2011) it was weaker than the climatic
mean. Several exceptions were noted in 2003, 2004,
and 2006, which corresponds to the mean climatic con-
ditions and more intense winter cooling (Piotukh et al.
2011). The result in Figure 2.8.1 supports this finding.
Later on, following a sequence of not particularly cold
winters, bringing forth a weak ventilation of active
layer, the cold intermediate layer disappeared twice –
in 2011 and 2015–2016. There is no sound evidence
for its presence in 2010 either since the available Argo
data are of questionable quality. Moreover, they are of
coarse vertical resolution in the upper mixed layer
and seasonal thermocline and present limited spatial
coverage, both hampering the correct thickness valua-
tion. In addition, 2010 shipboard data sampled in
both western periphery and gyre also did not show
clear existence of the layer. Therefore, no data are pre-
sented for 2010.
Nevertheless, it appears that the thickness decrease
(so as the layer shrinking) is not an irreversible process
since as a result of the 2012 winter cooling, in only a
year timespan, the cold intermediate layer grew thicker
being renewed to reach the levels of the mid-2000s. Evi-
dently, the occurrence of severe winter cooling with con-
sequent intensification of vertical and horizontal mixing
leads to pycnocline deepening so as to a more effective
cold layer replenishment. Most recently, a slight recovery
has also been observed since the thickness drop in 2016.
It seems that such cases are not isolated as a process of
weak upper layer ventilation was also detected back in
the 1960s, leading to its collapse in 1962 and 1966 (Mila-
dinova et al. 2016).
Together with the decrease of cold intermediate layer
thickness, the temperature in its core has been constantly
growing higher from 6.3°C in 1993 to the absolute max-
ima of 8.2°C observed in 2014–2016 – the period in
which the layer was disrupted (Figure 2.5.3(A)). Overall,
the core temperature exhibits no considerable variability
between the subregions. Nevertheless, temperature in the
peripheral parts of the sea is slightly lower. By autumn,
due to anticyclonic eddies activity, it increases with
0.15°C on average (maximum increase of 0.26°C is
noted for subregion 1) while in the inner basin no temp-
erature changes were registered (Figure 2.5.3(C)). The
cold intermediate layer recovery in 2003, 2006 and
2012 was accompanied by lowering of the core tempera-
ture down to about 7°C, which was the level in the late
1990s. The maximum cooling with 1.13°C was observed
in 2012.
The space–time averages of standard errors of the
core temperature means is 0.03°C in summer and
0.02°C in autumn. In 19% (summer) and 23% (autumn)
of cases these values are slightly exceeded, in subregions
1 and 4 (in both seasons) in particular, whilst the stan-
dard error is the smallest for the areas 2 and 3 (Figure
2.5.3(B,D)).
Several authors (e.g. Oguz et al. 2003; Stanev et al.
2014) suggested that the cold intermediate layer shrink-
ing is mainly associated with the atmospheric warming
of the sea surface layer. With this respect, winter sea sur-
face temperature and surface air temperature can be used
as indicators of the cooling intensity (Piotukh et al.
2011). For example, Miladinova et al. (2016) reported
that winter sea surface temperature was higher than
9°C in 2001 and 2011. Our analysis shows that no winter
temperature less than 8.3°C was registered in the water
column prior to the layer disruption in 2011 and 2015.
Moreover, during the whole 2015, the cold layer was
confined below the thermocline in the area of eastern
gyre, i.e. it was not properly ventilated. Eventually, it
resulted in presence of subsurface water mass with temp-
erature of about 8.5°C in autumn. In both cases, the cold
intermediate layer was replenished during the following
year.
The process of increased warming of the Black Sea
surface waters for the past 10 years has led to alteration
of isotherm surfaces marking out the cold intermediate
layer limits. Historically defined by the isotherm 8°C,
since 2007 it has been gradually shifting towards higher
values to reach 8.4°C during the period preceding the
2012 cooling. After the recovery, this temperature was
increasing again and in recent years it has been set in
the range of 8.4–8.5°C. The interannual variation of
this characteristic is presented in Figure 2.8.3 together
with the averaged over entire basin variation of the
temperature difference between the layer’s core and
boundary. The latter was found to diminish in the
course of the study period from more than 1.6°C in
summer and 1.2°C in autumn to less than 0.4°C and
0.3°C, respectively, which indicates considerable lower-
ing of the cold content. In the years with weak venti-
lation of intermediate waters, in particular after 2007,
even if the layer was observable as a profile feature
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Figure 2.5.3. Same as Figure 2.5.2 but for cold intermediate layer core temperature (product ref. 2.5.1 and 2.5.2) averaged over: (A)
summer (June, July, August and September) and (C) autumn (October, November and December), and for each subregion. Associated
standard errors of the mean are shown as well for: (B) summer and (D) autumn.
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and its thickness appeared substantial the temperature
differences were so small that its function was undoubt-
edly disturbed.
In addition, while examining the isopycnal surface
marking the cold intermediate waters base, it was
found out that in the beginning of the study period the
layer’s lower boundary was associated with σt = 15.3–
15.9, while during the past several years (2013–2018) it
corresponds to σt = 14.9–15.2.
The space–time average of standard errors of the
temperature difference means is 0.03°C for both sea-
sons (Figure 2.5.4). In 19% (summer) and 15%
(autumn) of cases these values are slightly exceeded,
especially in the area 4. As for the boundary isotherm,
the standard errors of this property means tend practi-
cally to zero.
Moreover, in order to answer the question what level
of uncertainty the aforementioned standard errors are
associated with, the proportion of each property magni-
tude, that the standard error represents, was calculated.
Following results are obtained: for thickness, it is in the
range of 4.0–5.3% (more specifically for 1–5.3%, 2–
4.8%, 3–4.8%, 4–4.6%, 5–4.0%); for core temperature,
it varies between 0.3 and 0.6% (1–0.5%, 2–0.4%,
3–0.3%, 4–0.6%, 5–0.4%); and for temperature difference
it falls in the range 2.8–5.2% (1–5.2%, 2–3.4%, 3–2.8%,
4–4.3%, 5–4.1%). The above indicates that the level of
uncertainty is not significant.
Finally, the cold intermediate layer core depth was
found to exhibit no significant seasonal and interann-
ual fluctuations. It is located at an average depth of
68 m in the periphery and 53 m in the central part.
The analysis of interannual variability of its bound-
aries’ depths reveals that the observed thickness
decrease is related to deepening of the upper and
shoaling of the lower limits as the latter process is
more pronounced. This is considered as a consequence
of not sufficient cooling, which weakens the ventilation
of intermediate waters and results in only a partial
renewal of the layer.
Figure 2.5.4. Interannual variability of isotherm defining cold intermediate layer boundaries (dots) and temperature difference
between core and boundary (thick line) (product ref. 2.5.1 and 2.5.2) averaged over: (A) summer (June, July, August and September)
and (B) autumn (October, November and December). Standard error of the temperature difference mean is depicted with black rhomb.
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2.5.4. Conclusions
The study dealt with assessment of spatial and temporal
variability of several key cold intermediate layer proper-
ties at sub-regional and seasonal to interannual scales.
The main finding is that the cold intermediate layer
thickness shows a steady decreasing trend as it dropped
by more than half in the course of the study period –35–
60 m depending on season and subregion. The analysis
shows this is primarily related to shoaling of the layer’s
lower limit. This is considered as a consequence of ineffi-
cient cooling, which weakens ventilation of intermediate
waters and results in only a partial replenishment with
cold waters. Ever since 1995, the intensity of this process
has been reducing with several exceptions observed in
2003, 2004, and 2006, which corresponds to the mean
climatic conditions and more intense winter cooling.
The layer even disappeared in 2011 and 2015–2016.
However, this shrinking is not an irreversible process
since as a result of the 2012 winter cooling the layer
was recovered. Results indicate that the variability in
the cyclonic gyres is not similar to the one in the periph-
ery, in particular the northern subregion which under-
pins the difference in contribution of various areas to
cold intermediate layer formation and evolution. The
variability also displays a reduction of contrast between
peripheral areas in both seasonal and interannual aspect.
Together with the decrease of cold intermediate layer
thickness, the core temperature has risen with about 2.0°
C over the study period. This growth is related to the
increased surface warming during the past 10 years.
This process has led to alteration of isotherm surfaces
marking out the layer limits. Initially defined by the iso-
therm 8°C, it was gradually shifting towards higher
values and in recent years it has been tending to 8.4–
8.5°C. This has led to a shift of the isopycnal surface
marking the cold intermediate waters base, which during
the past several years (2013–2018) corresponds to poten-
tial density anomaly 14.9–15.2.
Judging by the standard error of the means, which
hardly exceed 5% of the thickness and temperature
difference and 0.6% of the core temperature magnitudes,
while for the boundary isotherm tends to zero, it can be
assumed that the level of uncertainty does not compro-
mise the validity of estimates and trends obtained in
this study.
Finally, it can be inferred that the upper layer thermal
properties are modified as a result of temperature rise.
After the disruption in 2015–2016, the cold layer seemed
to recover but its cooling potential is substantially
reduced. This represents a major threat since it can nega-
tively affect the Black Sea thermo-haline balance and
ecosystem function.
Section 2.6: Ocean heat content in the Black
Sea
Authors: Leonardo Lima, Elisaveta Peneva, Stefania Cili-
berti, Simona Masina, Benedicte Lemieux, Andrea
Storto, Boriana Chtirkova
Statement of Main Outcomes: Several studies over the
past decade have discussed the surface warming trends
in the Black Sea and the potential impact on its ecological
state. However, these estimates were limited to sea sur-
face temperature analysis only. In this study, we use
the CMEMS global and Black Sea objective analysis
and reanalysis products to reveal the seasonal and
inter-annual variability and trends in subsurface water
temperature and heat content in the upper 1000 m of
depth and over the period 2005–2018. The results
show a notable seasonal cycle down to 100 m depth
with amplitudes of temperature exceeding 15°C in the
uppermost levels. A minimum of ocean heat content
anomaly is registered close to –0.50 J m−2 in 2012,
whereas positive values below 0.50 J m−2 are found in
2014 and 2015. Trends estimated from monthly
anomalies of ocean heat content indicate a non-homo-
geneous warming at depths (0–1000 m) during the
period 2005–2015, which is intensified as thicker layers
starting from the surface are considered. However,
longer time series are needed for a better understanding
of how climate change impacts on the Black Sea.
Product used:
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Continued.
Ref.
No. Product name and type Documentation
documents/QUID/CMEMS-INS-QUID-013-
002b.pdf
2.6.6 EN4 version 4.2.1
objective analysis




The Black Sea is a semi-enclosed basin with very peculiar
characteristics like a positive net freshwater balance,
which is mainly related to the inflow from some of the
largest European rivers (e.g. Danube, Dnieper, Dniester).
This balance is also modulated by the atmospheric for-
cing such as evaporation and precipitation rates (Stanev
et al. 2003; Romanou et al. 2010). Major inflow of sea
water originates from the Mediterranean Sea, which
crosses the Marmara Sea and impacts the Black Sea cir-
culation through the Bosporus Strait (Peneva et al. 2001;
Stanev et al. 2001). Several studies have already
addressed the seasonal and interannual variability of
ocean properties in the Black Sea, such as temperature
and/or salinity (e.g. Ginzburg et al. 2004; Knysh et al.
2011; Shapiro et al. 2011), sea level and eddies (e.g. Kor-
otaev et al. 2003; Kara et al. 2008; Kubryakov and Sta-
nichny 2015), mixed layer depth (e.g. Kara et al. 2005;
Kara et al. 2009; Capet et al. 2014), chlorophyll concen-
tration (e.g. Finenko et al. 2014; Vostokov et al. 2019).
Many studies have investigated the thermohaline
structure in the Black Sea (e.g. Blatov et al. 1984; Simo-
nov and Altman 1991; Oguz et al. 1994; Tuzhilkin
2007). An extensive review about its oceanography is
provided by Ivanov and Belokopytov (2013), who
described with some details important aspects regarding
the heat balance, thermohaline structure, circulation and
so on. Knysh et al. (2011) conducted a pioneer study of
the hydrophysical fields using a long-term reanalysis
and found that the fall-winter water cooling leads to
the formation of the upper mixing layer and freshened
cold intermediate layer, and the spring–summer warm-
ing leads to the formation of a seasonal thermocline
and a new cold intermediate layer. Kara et al. (2005) con-
sidered the penetrative solar radiation as the major com-
ponent of the heat balance in the Black Sea in an
investigation of the seasonal mixed layer depth variabil-
ity. Their model simulations revealed that the dynamics
of the mixed layer are quite sensitive to solar radiation
attenuation. Miladinova et al. (2017) investigated long-
term trends and variations of thermohaline properties
and showed that temperature is seasonally variable at
the surface, decreasing with depth down to the coldest
intermediate layer.
There have been several works that have estimated the
recent temperature trends in the Black Sea using data-
bases and model results. Ginzburg et al. (2004) used sat-
ellite measurements to reveal a positive trend of 0.09°C
year−1 in sea surface temperature over the years 1982–
2000, whereas Degtyarev (2000) noted a positive temp-
erature trend of 0.016°C year−1 in the 50–100 m layer
from 1985 to 1997. Shapiro et al. (2010) noted a warming
trend starting in the 1990s. Miladinova et al. (2017)
found that the surface layers do not display a trend in
temperature while results of temperature at 200 m indi-
cated a positive trend of 0.005°C year−1 over the years
1960–2015. Previous reports indicated a surface warm-
ing of the Black Sea in recent years (Mulet et al. 2018).
The temperature variations for the period 1950–1990
are discussed in detail in Simonov and Altman (1991),
as well as the relation with the thermal, heat and water
fluxes. They found a negative temperature trend in the
shallow north-western part (depth 0–50 m) and a slightly
positive trend for the deeper open sea (75–200 m). Such a
long-term investigation can be considered an exception
since most studies have generally estimated the trend
over relatively short periods in such a way that may
not reflect long-term climate trends. In addition, the
majority of studies has given estimations of temperature
trends for the upper layers in the Black Sea, which is
mainly due to the scarcity of subsurface observations
before the ARGO period.
However, few studies have concentrated efforts to
assess the ocean heat content variability in the Black Sea.
Schrum et al. (2001) used ECMWF atmospheric reanalysis
for the period 1979–1993 and revealed a mean thermal
exchange between the atmosphere and the ocean that
exhibited a cooling in the northern Black Sea and warming
along the southern coast of almost equal magnitude. Mat-
soukas et al. (2007) investigated the seasonal ocean heat
budget in the Black Sea, and a maximum evaporation
period was found during August to October. They have
explained this pattern by the occurrence of relatively
large net shortwave radiation, specific environmental con-
ditions and thermal energy release. Climatological mean
averages of heat content in the cold intermediate layer
showed the lowest values during February to March,
especially in the western part of the Rim Current (Miladi-
nova et al. 2018). Kubryakov et al. (2018) applied an eddy
identification method based on altimetry together with
historical hydrological measurements and they have
found the largest values of heat content in the area of
quasi-stationary eddies such as the Batumi eddy located
in the easternmost basin of the Black Sea.
Nevertheless, the information on the seasonal and
interannual variability and trends of ocean properties
in the Black Sea is still limited, particularly regarding
s42 COPERNICUS MARINE SERVICE OCEAN STATE REPORT, ISSUE 4
the ocean heat content. This study aims to evaluate the
Black Sea ocean heat content variability and its uncer-
tainty estimated from six ocean products including glo-
bal and regional reanalyses and observation-based
objective analyses (product ref. 2.6.1–2.6.6).
2.6.2. Data and method
In order to investigate the ocean heat content variability
in the Black Sea and to provide an estimate of its uncer-
tainty, we used a range of oceanic products: four reana-
lyses (product ref. 2.6.1–2.6.4) and two objective analyses
CORA5.2 (Tanguy et al. 2019; product ref. 2.6.5) and
EN4.2.1 (Good et al. 2013; product ref. 2.6.6). No studies
have been conducted to assess the ocean heat content in
the Black Sea using a set of ocean products, especially for
the recent period. Since there are few in situ measure-
ments of vertical temperature and salinity available for
data assimilation and validation in the Black Sea like
during 1998–2004, we started our investigation using
the monthly averaged values of temperature for the
period from 2005 to 2018. The ocean heat content
anomalies were computed according to the Equation
2.6.1 and the anomalies were defined as the deviation




r0 cp(Tm − Tclim)dz (2.6.1)
with ρ0 equal to 1020 kg m
−3 and cp equal to 4181.3 J
kg−1°C−1 are, respectively, the density and specific heat
capacity; and dz indicates the thickness of a certain
ocean layer of the ocean; Tm corresponds to the monthly
average temperature and Tclim is the climatological temp-
erature of the corresponding month that varies
according to each individual product. Time series con-
sidered the basin-averaged values calculated from results
limited by the depths z1 and z2.
The mixed layer depth was determined based on the
criteria in which the density changes by 0.125 kg m−3
relative to the density at 2.5 m, the shallowest model
depth (Kara et al. 2009). We also estimated the ensemble
mean and spread of temperature, mixed layer depth and
ocean heat content anomaly using the ocean reanalyses
(product ref. 2.6.1–2.6.4). The ensemble spread is
defined as the standard deviation of the ensemble mem-
ber realisations, so it provides a quantitative estimate of
the uncertainty (Table 2.6.1).
2.6.3. Results and discussion
Figure 2.6.1 reveals the climatological seasonal cycle for
both the mixed layer depth and temperature. An increase
in stratification occurs after March with the mixed layer
depth reaching values shallower than 10 m from May to
August. Our results agree with those from the literature,
e.g. Titov (2004), Kara et al. (2009), Capet et al. (2014).
According to Kara et al. (2009), mixed layer depth is
very shallow (< 20 m) in the Black Sea during spring
and summer, and rarely exceeds 50 m during winter.
Capet et al. (2014) calculated the mixed layer depth
from interpolated in situ data over the period 1955–
2011 and found a very clear seasonal cycle, revealing
the stronger mixing in February, the sharp onset of the
thermocline fromMarch to May, and the slower deepen-
ing of the mixed layer from August to February. Their
results exhibited a mixed layer depth that reached 40
m during the winter and became as shallow as 5 m
during the summer. Our results show that the
Table 2.6.1. List of ocean reanalyses including the regional reanalysis (product ref. 2.6.1) and the global reanalyses GLORYS2v4
(product ref. 2.6.2) and GLORYS12v1 (product ref. 2.6.3) from the CMEMS and the Simple Ocean Data Assimilation version 3.4.2
(SODA3.4.2) (Carton et al. 2018; product ref. 2.6.4).
Name Model resolution Atmospheric forcing Data assimilation scheme Assimilated observations




(Dee et al. 2011)
3DVAR
(Dobricic and Pinardi 2008;
Storto et al. 2014)
in situ T/S profiles from EN4.2.1, along-





ERA-interim Reduced-Kalman SEEK filter
(Pham et al. 1998)
Reynolds ¼ AVHRR-only
SST, AVISO SLA, in situ T/S
profiles from Coriolis CORA4.1





ERA-interim Reduced-Kalman SEEK filter
(Pham et al. 1998)
Reynolds ¼° AVHRR-only
SST, AVISO SLA, in situ T/S
profiles from Coriolis CORA4.1 (until
2003), CORA5.0 (2004 – 2015),
CORA5.1 (2016)






(Carton et al. 2018)
WOD13 and COADS2.1
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Figure 2.6.1. The ensemble mean and spread calculated from the climatological seasonal cycle of the basin-averaged (a) mixed layer
depth (in metres) and temperature (in °C) for the period of 2005–2014 in different depth ranges: (b) 0–10 m, (c) 10–25 m, (d) 25–50 m,
(e) 50–100 m e (f) 100–200 m. The bottom colourful panels indicate the ensemble means of the amplitude of the seasonal cycle (in °C)
based on the monthly average temperature results. For each individual reanalysis, this amplitude is assessed as the difference between
the temperature values (in °C) of the warmest and coldest months in each year from 2005 to 2014, such that the (g) zonal and (h)
meridional ensemble means also consider the average in time. The green contours indicate ensemble means of the mixed layer
depth for the corresponding horizontal direction. All ensemble statistics derive from the results of four reanalyses (product ref.
2.6.1–2.6.4).
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uncertainty of mixed layer depth ensemble ranges from
1.52–3.17 m in January and July respectively.
In the near-surface layer (0–10 m), the temperature
seasonal variations are within the range 8°C in winter
and 25°C in summer with the minimum and maximum
values respectively in February and August. The seaso-
nal amplitude rapidly decreases with depth: down to
12°C in 10–25 m and 4°C in 25–50 m with the mini-
mum (maximum) values respectively in February (Sep-
tember) and March (October). This pattern was also
identified by Ivanov and Belokopytov (2013). Below
100 m in fact the seasonal cycle of temperature is not
very clear. The timing of the minimal and maximal
temperatures agrees with the study of Ginzburg et al.
(2004) based on the Advanced Very High Resolution
Radiometer and hydrographic measurements of the
sea surface temperature in the Black Sea during the
period 1981–2000. Above 50 m of depth, the ensemble
uncertainties of temperature are higher in summer com-
pared to other seasons. The uncertainties increase in
depth and a seasonal pattern is viewed down to the
50–100 m layer. This seasonal pattern of temperature
uncertainties does not reflect on the uncertainty pattern
of the mixed layer depth. This leads us to infer that sal-
inity uncertainties counter-balance the temperature
uncertainties in such a way that the ensemble of den-
sity-based mixed layer depth presents a nearly uniform
uncertainty over the months.
The two bottom panels in Figure 2.6.1 show largest
amplitudes of temperature in surface waters, exceeding
20°C north of 45°N. The values above the time-averaged
mixed layer depth exceed 12°C. Comparatively, Ginz-
burg et al. (2004) reported the maximum amplitude of
the seasonal sea surface temperature of 19.8, 20.4, and
20.3°C, respectively in the years 1987, 1992, and 1998.
The signature of the seasonal cycle rapidly decreases at
depth, practically no seasonal changes are seen below
100–150 m. This corroborates with the results from
model simulations performed by Miladinova et al.
(2017), who show the seasonal variation of temperature
predominantly near the surface.
Time series of ocean heat content anomalies show sig-
nificant interannual variability, alternating between cool
and warm events (Figure 2.6.2). However the ensemble
spread of the global reanalysis products exhibits a larger
signal as compared to the amplitudes of the year-to-year
fluctuations, particularly at the beginning of the time
series. The products exhibit a good agreement after the
year 2006 when the in situ data coverage increased.
The ensemble spread decreases over time due to the
increase of the assimilated Argo profiles which makes
the ocean heat content estimates of the global reanalyses
converging over time. As thicker layers are considered,
an important characteristic becomes evident over the
years 2012–2015, as we highlight with blue, green and
red shades in Figure 2.6.2: a minimum of ocean heat con-
tent anomaly is registered close to – 0.50 J m−2 in 2012,
followed by values close to zero in 2013 and positive
values below 0.50 J m−2 in 2014 and 2015.
The trends estimated from the monthly anomalies of
ocean heat content indicate positive values that are even
more evident if we consider deeper layers: the trend is
0.063 W m−2 in layer 0–10 m and reaches 1.082 W
m−2 in the layer 0–1000 m (Figure 2.6.2). In general,
the studies indicate a warming trend of sea surface temp-
erature in the recent years. There is a scarcity of studies
that have investigated the trends of ocean variables at
deeper layers. Miladinova et al. (2017) estimated temp-
erature trends of 0.009°C year−1 and 0.005°C year−1
respectively at 50 m (approximately located at the core
of the cold intermediate layer) and 200 m, by considering
the years 1960–2015. The warming of the cold Inter-
mediate layer is due to the fact that winter cooling is
not so efficient in recent years, e.g. the tendency for
milder winters in the region, which prevents the feeding
of the cold intermediate layer with cold water (Stanev
et al. 2019). The negative anomaly in the ocean heat con-
tent happens in the years with low winter air temperature
(2006, 2012, 2017).
Figure 2.6.3 exhibits the maps of ocean heat content
anomalies in the upper 200 m of the Black Sea. Accord-
ing to Figure 2.6.2, we focus on the years 2012–2015 to
investigate the transition between a cold year (i.e.
anomalies lower-than-average amplitude), a neutral
year (i.e. anomalies fluctuate around climatological
mean), and two warm years (i.e. anomalies
higher-than-average amplitudes). In 2012, there is a
predominance of negative values in such a way the
most negative values are concentrated at the margin
of the basin. Nevertheless, it is possible to find low
values of positive anomalies in small areas in the cen-
tral part of the basin and throughout the northwest
region. The anomaly map is specific in 2013 when
there is an almost equal division with a predominance
of positive (negative) values in the east (west) region.
An important characteristic is that this year shows
the highest positive anomalies in the southeast region
on the Batumi eddy, one of the most intense and per-
sistent anticyclonic eddy in the Black Sea (Korotaev
et al. 2003). The years 2014 and 2015 register positive
anomalies over almost the entire domain. Again, the
extreme values are exhibited along the margin areas
like in the Batumi eddy region. The positive anomaly
pattern in the Batumi eddy corroborates with the
results reported by Kubryakov et al. (2018), who
found positive temperature anomalies in the upper
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layers of anticyclonic eddies, and negative in the deeper
layers, because of the vertical displacement of the
waters of the cold intermediate layer.
Both the maps of ocean heat content trend from the
regional reanalysis (product ref. 2.6.1) and the ensemble
of global reanalyses (product ref. 2.6.2–2.6.4) exhibit
only positives values (Figure 2.6.3). We highlight the
region of the Batumi eddy, where both maps show
higher positive trends as compared to the remaining
domain. This common characteristic suggests that rea-
nalysis products well represent an intensification of
the Batumi eddy in recent years as was reported by
Kubryakov et al. (2017). With the exception of this
region, the trend maps are quite different, highlighting
the fact that interannual fluctuations are very strong
and mask the long-term warming signal. This is
particularly a problem because the period of study, i.e.
short time series to investigate the ocean heat content
evolution and capture the warming signal properly,
which limits the attribution studies for climate change
imprints. The regional reanalysis generally generates
lower values of ocean heat content trends in the west
basin so that there is an increasing toward the east in
such a way that the values increase from about 0.39 W
m−2 at 28.97°E, 0.99 W m−2 at 34.31°E at 1.10 W m−2
39.81°E along the latitude of 43 °N. We can compare
our results with Ginzburg et al. (2004), who presented
the western deep-sea region getting warmer more slowly
(about 0.08°C year−1) as compared with the eastern one
(about 0.11°C year−1). The trends from the global reana-
lysis ensemble do not present this behaviour and the
map generally shows higher values (Figure 2.6.3(f)),
Figure 2.6.2. Monthly basin-averaged of the ocean heat content anomalies (in 109 J m−2) estimated from the depth-averaged temp-
erature over different ocean layers from the regional reanalysis (product ref. 2.6.1; blue), the ensemble of global reanalyses (product ref.
2.6.2–2.6.4; black), the objective analyses CORA5.2 (product ref. 2.6.5; green squares) and EN4.2.1 (product ref. 2.6.6; brown stars). The
monthly ocean heat content anomalies are defined as the deviation from the climatological ocean heat content mean (2005–2014) of
each corresponding month. The blue, green and red shading indicates the years in which the ocean heat content anomalies are pre-
sented in Figure 2.6.3.
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except in a region south of 43°N and between 34°E and
39°E. However, black dots overlapping this region indi-
cate that the discrepancy of the reanalysis ensemble is
greater than its mean signal, which highlights the fact
that using global reanalyses may be inadequate for the
Black Sea.
2.6.4. Conclusions
The seasonal cycle in the Black Sea impacts subsurface
temperature layers down to 150 m depth, with a maxi-
mum during July–September, and minimum during Feb-
ruary–March. The trend analysis reveals a weak warming
Figure 2.6.3. The upper panels represent yearly anomalies of the depth-integrated (0–200 m) ocean heat content (in 109 J m−2) in (a)
2012, (b) 2013, (c) 2014 e (d) 2015 estimated from the regional reanalysis (product ref. 2.6.1) and defined as the deviation from the
reference period of 2005–2014. The bottom panels represent the ocean heat content trends (in W m−2) for the (e) regional reanalysis
(product ref. 2.6.1) and (f) ensemble of global reanalyses (product ref. 2.6.2–2.6.4) in the upper 200 m, so that the dashed black contours
indicate the ensemble spread and black dots indicate areas where the noise exceeds the signal, i.e. the products show low agreement.
The hatched region highlights one of these areas. The ocean heat content trends consider the period of 2005–2015.
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signal in the Black Sea of the upper and intermediate
layers (0–1000 m), which is masked by interannual varia-
bility with basin-wide and high amplitudes: transition
between cold, neutral (west–east pattern) and warm
years, which can persist between 1–3 years. An impor-
tant finding is that the warming trend is more pro-
nounced over intermediate layers than for surface one,
a characteristic of the Black Sea. This reflects the fact
that the Cold Intermediate Layer is warming during
the recent decade (see Section 2.5), following the mild
winter tendency. This leads us to consider that the
usage of sea surface temperature itself is not sufficient
to comprehensively address the warming trend in the
Black Sea. In order to detect and attribute climate change
impacts on the Black Sea temperature change, longer
time series are needed. This mainly requires a sustained
ocean observing system (Palazov et al. 2019), so that the
accuracy and skill of reanalysis products can also
improve.
Section 2.7: Monitoring of wave sea state in
the Iberia-Biscay-Ireland regional seas
Authors: Álvaro de Pascual Collar, Bruno Levier, Roland
Aznar, Cristina Toledano, José María García-Valdecasas,
Manuel García León, Marcos García Sotillo, Lotfi Aouf,
Enrique Álvarez
Statement of Main Outcomes: Ocean waves have a high
relevance over the coastal ecosystems and human activi-
ties. Extreme wave events can entail severe impacts over
human infrastructures and coastal dynamics. However,
the incidence of severe (90th percentile) wave events
also has valuable relevance affecting the development
of human activities and coastal environments. The
Strong Wave Incidence index based on the CMEMS
regional analysis and reanalysis product provides infor-
mation on the frequency of severe wave events. The
objective of the work is to propose and evaluate an
Ocean Monitoring Indicator that detects: (1) regions
where the strong wave incidence is higher/lower than
the climatic average and (2) historic events/trends of
incidence of severe wave conditions. The proposed
index is correlated with NAO index and is able to detect
past wave events described in literature. The analysis of
the index in the last decades do not show significant
trends of the strong wave conditions over the period
1992–2017. The year 2018 in the Iberia-Biscay-Ireland
region can be considered as a higher-than-average period
influenced by strong wave conditions over the study
period. In 2018, higher-than-average incidence of strong
wave conditions are reported in the open ocean at lati-
tudes south of 50°N, which corresponds to an increase
of 3–5% of the frequency of strong wave conditions. In
the Gulf of Biscay and west of the British Islands,























2.7.3 North Atlantic Oscillation
index
NOAA National Weather Service. 2005.
North Atlantic Oscillation (NAO),
available at: https://www.cpc.ncep.
noaa.gov/products/precip/CWlink/
pna/nao.shtml, Last access: 30 May
2019.
2.7.1. Introduction
Waves constitute one of the most relevant ocean pro-
cesses affecting the human activities and nearshore
environment. Sea state and its long-term ocean climatol-
ogy affect all marine anthropogenic activities (Savina
et al. 2003; Gonzalez-Marco et al. 2008), inhabitants of
coastal areas (Gonzalez-Marco et al. 2008), coastal eco-
systems (Hewit et al. 2003) and coastal dynamics (Mei
and Liu 1993; Hewitt et al. 2003). Extreme wave events
can also severely damage coastal infrastructures and
loss of human lives.
The Iberia-Biscay-Ireland (IBI) is one of the CMEMS
Monitoring and Forecasting Centres (MFCs). The IBI-
MFC covers the Europe’s Atlantic coast in a region
bounded by the 26°N and 56°N parallels, and the 19°W
and 5°E meridians. The western European coast is located
at the end of the long fetch of the subpolar North Atlantic
(Mørk et al. 2010), one of the world’s greatest wave gen-
erating regions (Folley 2017). Several studies have ana-
lysed changes of the ocean wave variability in the North
Atlantic Ocean (Bacon and Carter 1991; Kursnir et al.
1997; WASA Group 1998; Bauer 2001; Wang and Swail
2004; Dupuis et al. 2006; Wolf and Woolf 2006; Dodet
et al. 2010; Young et al. 2011; Young and Ribal 2019).
The observed variability is composed of fluctuations ran-
ging from the weather scale to the seasonal scale, together
with long-term fluctuations on interannual to decadal
scales associated with large-scale climate oscillations.
Since the ocean surface state is mainly driven by wind
stresses, part of this variability in Iberia-Biscay-Ireland
region is connected to the North Atlantic Oscillation
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(NAO) index (Bacon and Carter 1991; Hurrell 1995;
Bouws et al. 1996, Bauer 2001; Woolf et al. 2002; Tsimplis
et al. 2005; Gleeson et al. 2017). However, later studies
have quantified the relationships between the wave cli-
mate and other atmospheric climate modes such as the
East Atlantic (EA) pattern, the Arctic Oscillation (AO)
pattern, the East Atlantic Western Russian (EA/WR) pat-
tern and the Scandinavian (SCAN) pattern (Izaguirre
et al. 2011; Matínez-Asensio et al. 2016).
The development of Ocean Monitoring Indicators
pursues the summarising of oceanographic information
to ease recognition of anomalous processes occurring
in the ocean. The use simplified monitoring indicators
enables the automatic and routine diagnosis of the cli-
mate system. Such early diagnossis provides tools for
near-real-time climate monitoring and decision making
in several areas such as coastal management. Addition-
ally, these indicators can be used in several scientific
fields such as the study of the linkages between processes
and variables in the ocean and atmosphere.
In the present work, a statistic methodology is pro-
posed to evaluate the anomaly of the occurrence of
strong wave events. The work is aimed to: (1) Propose
a monitoring indicator providing a clear description of
the indicator as well as its interpretation, (2) discuss
the results comparing them with other scientific works,
(3) provide an analysis of the atmospheric patterns that
enhance the development of strong wave events in the
Iberia-Biscay-Ireland region, and (5) the detection of
the strong wave events in the last decades as well as
the description of the state of the ocean in the last years.
The objective is to provide a methodology for the sys-
tematic monitoring of the severe wave variability and
trends in the Iberia-Biscay-Ireland regional seas. The
procedure follows the commonly used definition of
wave storm by defining the strong wave conditions as
the exceeding threshold above the 90th percentile of Sig-
nificant Wave Height (Eastoe et al. 2013; Bernardara
et al. 2014).
2.7.2. Method
The operational wave forecast and reanalysis delivered
by Iberia-Biscay-Ireland Monitoring and Forecasting
Center, hereinafter named as CMEMS reference pro-
ducts 2.7.2 and 2.7.1, respectively, provide two different
datasets with hourly instantaneous fields of Significant
Wave Height. These fields have a 0.1° horizontal resol-
ution. The CMEMS product 2.7.2 delivers the best esti-
mates of the system spanning the time period from
2015 up to the present, whereas the CMEMS product
2.7.1 is a product that currently ranges 1992–2016.
More information on the system description and
validation can be found in its corresponding Product
User Manuals available in the CMEMS web page, see
the products table.
The Strong Wave Incidence index is proposed to
quantify the variability of strong wave conditions in
the Iberia-Biscay-Ireland regional seas. The anomaly of
exceeding a threshold of Significant Wave Height is
used to characterise the wave behaviour. It is widely
recognised that the final estimation could significantly
depend on the chosen threshold (Onoz and Bayazit
2001; Lin-Ye et al. 2016). Hence, a sensitivity test has
been performed evaluating the differences using several
thresholds (percentiles 75, 80, 85, 90, and 95). From
this analysis, it has been selected the 90th percentile as
the most representative, coinciding with the state-of-
the-art (Eastoe et al. 2013; Bernardara et al 2014).
The Strong Wave Incidence index (SWI) is defined as
the difference between the climatic frequency of excee-
dance (Fclim) and the observational frequency of excee-
dance (Fobs) of a given threshold (Th) of Significant
Wave Height (SWH):
SWI = Fobs(SWH . Th)− Fclim(SWH . Th)
In this study, we use the climatic 90th percentile of
Significant Wave Height as the threshold to consider
strong wave conditions. This threshold is computed on
a monthly basis from product 2.7.1 using the reference
period 1993–2014. Since the percentile is computed as
a frequency, it can be used as the climatic frequency to
compute the index. On the other hand, the observational
frequency for the index is obtained from the frequency of
threshold exceedance on a monthly basis. Since the
Strong Wave Incidence index is defined as a difference
of a climatic mean and an observed value, it can be con-
sidered as an anomaly. Such index represents the percen-
tage that the stormy conditions have occurred above/
below the climatic average. Thus, positive/negative
values indicate the percentage of hourly data that exceed
the threshold above/below the climatic average, respect-
ively. Additionally, the definition of the index as the
difference of two percentages entails a mathematical
limit of the values that the index can take. On the one
hand, the climatic frequency is a constant (10% in this
study). On the other hand, the observational frequency
is a percentage that ranges from 0% up to 100%. There-
fore, the index may vary from −10% up to 90%.
The objective of this study is to provide a set of
indexes to monitor the variability and behaviour of
severe events of Significant Wave Height. Therefore,
the results of the index are displayed using two different
approaches: The spatial distribution of Significant Wave
Height is monitored by representing the map of the
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index on a yearly basis for the time period covered by
CMEMS reference product 2.7.2. The temporal variabil-
ity and trends of Significant Wave Height is monitored
analysing the time series of the index spatially averaged
in four monitoring domains (WAV1, WAV2, WAV3,
and WAV4, see Figure 2.7.1).
2.7.3. Results
Several scientific studies have analysed the high corre-
lation between the North Atlantic Oscillation index
and the Significant Wave Height (specially for winter
months). An increase in Significant Wave Height can
be induced by stronger mean westerly winds in the
mid-latitudes as a consequence of larger North Atlantic
Oscillation indices (Bacon and Carter 1993; Kushnir
et al. 1997; WASA Group 1998; Bauer 2001; Woolf
et al. 2002; Tsimplis et al. 2005; Martinez-Asensio et al.
2016). The correlation between Strong Wave Incidence
index and North Atlantic Oscillation shown in Figure
2.7.1(B) is coherent with results found by Bauer (2001).
The Strong Wave Incidence index shows significant
positive correlations in latitudes above 48° and in the
Gulf of Biscay, while the correlation is lower and not sig-
nificant in latitudes below 45°. Although, some signifi-
cant inverse correlations are found southeast of the
Canary and Azores islands and in the northeast region
of the Gulf of Cadiz. The high NAO values forces
storm tracks northward then causing these negative or
non-significant correlations in the southern regions of
the IBI domain.
The spatial distribution of strong events in the years
2015–2018 shows high temporal variability (Figure
2.7.2). The spatial pattern of each year is defined by
the main direction and intensity of strong wind events
during the year. The anomaly of sea state in 2018
shows a higher-than-average incidence of strong events
in latitudes below 50° (approximately 3–5% higher inci-
dence than the climatic average). However, the negative
values of Strong Wave Incidence index in the shelf of the
Gulf of Biscay and west of the British Islands denote a
lower-than-average incidence of strong wave conditions.
Figure 2.7.1. (A) Mean monthly 90th percentile (%) of Sea Wave Height computed from CMEMS reference product 2.7.1 at an hourly
basis (climatic reference period 1993–2014). Red, blue, green and brown squared regions denote the four monitoring areas defined in
the text (WAV1, WAW2, WAV3, and WAV4, respectively). (B) Shaded colours represent the temporal correlation coefficient between
annual Strong Wave Incidence index (computed from CMEMS reference product 2.7.1) and North Atlantic Oscillation index (product
ref. 2.7.3). Dashed and dotted contour lines represent the minimum statistical significance of the correlation values (levels 90% and
95%, respectively).
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The east–west coastline orientation of the Northern Iber-
ian Peninsula has enhanced shadow areas where the
coastal fringe has been sheltered against the dominant
wave conditions during 2018.
Figure 2.7.3 shows the spatially averaged time series of
the Strong Wave Incidence index in the monitoring
region defined in Figure 2.7.1. The strongest wave inci-
dence events are found in the monitoring regions
Figure 2.7.2. Maps of Strong Wave Incidence index (%) over the years 2015–2018, computed from reference product 2.7.2 product.
Maps show the frequency (percentage of hourly data) where the threshold was exceeded above/below the climatic average. Red/blue
areas denote higher-than-average/lower-than-average incidence of strong wave conditions, respectively.
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Figure 2.7.3. Left column: Time series of Strong Wave Incidence index (%) spatially averaged at monitoring regions. Blue/orange lines
correspond to the index computed on a monthly basis from CMEMS reference products 2.13.1 and 2.13.2, respectively. Red line corre-
sponds to the yearly averaged values of the index from CMEMS products 2.13.1 and 2.13.2. Black dashed line represents the trend line of
product 2.13.2. Trend and 99% confidence interval of the trend are included in the right bottom corner of each panel. Right column:
Composite of SLP in Iberia-Biscay-Ireland region obtained from the 10% of highest values of Strong Wave Incidence index in the period
computed with the product 2.13.2. Rows compile information for monitoring regions: (A) WAV1, (B) WAV2, (C) WAV3, and (D) WAV4.
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WAV1, WAV2, and WAV4. In these regions, some
periods show index values above 30%. Which means a
30% higher-than-average incidence of strong conditions.
The event of high index values in early 2014 at regions
WAV1 andWAV2, correspond to a sequence of extreme
storms that, in January and February 2014, affected the
Northern coast of Spain and UK. This event was charac-
terised by huge wind waves and severe coastal impacts
described by BBC (2014) and Pérez-Gomez et al.
(2016). Despite that the 2014 event can be found in the
regionWAV3, the value of the index inWAV3 (approxi-
mately 20%) is considerably lower than in WAV1 and
WAV2 regions. The trend analysis shows that none of
the monitoring regions presents a statistically significant
trend of the incidence of strong wave conditions over the
period 1992–2017 (Figure 2.7.3). This finding is consist-
ent with those obtained by Young et al. (2011) and
Young and Ribal (2019).
Right panels of Figure 2.7.3 show the composites of
Sea Level Pressure (product referenced 2.7.4 in the pro-
duct table) computed from the 10% of the highest values
of Strong Wave Incidence index computed with the pro-
duct 2.7.1. Since the regionsWAV2 andWAV3 share the
same latitudes, in both regions the most intense wave
events are generated under the influence of a similar pat-
tern. This pattern shows a strong pressure gradient (from
43°N to 54°N) that influences the Gulf of Biscay and the
Celtic Sea. On the other hand, the pressure gradient that
affects the most intense wave events in the WAV1 region
shows slight differences with the previous one. In this
case the pressure gradient moves southward and the
orientation of isobars rotates to east-southeast. Under
these conditions the coast of Iberian Peninsula is more
influenced by the sharp pressure gradient than the north-
ern regions of Gulf of Biscay and Celtic Sea. The SLP field
associated to the intensity of wave events in region
WAV4 shows a weaker pressure gradient that also
affects the whole Iberia-Biscay-Ireland domain. How-
ever, this pattern is not a key driver of strong wave events
in northern regions such as WAV1, WAV2, and WAV3
due to its realtively weak pressure gradient.
As previously stated in the analysis of the spatial pat-
terns, 2018 is characterised by a high incidence of strong
wave conditions in latitudes below 50°. Such high values
of the index can be detected in the annual averages of
WAV1 and WAV4 monitoring domains. The higher
values of Strong Wave Incidence index in 2018 are
mainly found in autumn and winter months of the
year where several values ranging from 10% to 20%
can be seen. Comparing the higher values in 2018 with
the time series of monitoring domains WAV1 and
WAV4, the events show a similar magnitude than pre-
viously recorded events. Therefore, 2018 can be
considered as an average year with high incidence of
severe wave conditions.
2.7.4. Summary and conclusions
The delivery of information about the climatic variability
as well as the monitoring of anomalous events is one of
the main tasks of operational monitoring services such as
CMEMS. The huge amount of information routinely
produced by operational services must be synthesised
to provide simplified monitoring indicators. These indi-
cators allow to evaluate the climatic deviation of events
in order to make possible a fast and easy diagnosis of
the climate system.
The present study proposes a statistic methodology to
detect anomalous events of Significant Wave Height. The
methodology computes the anomaly of exceedance of a
threshold defined by the 90th percentile of Significant
Wave Height. The proposed index is applied to make
an analysis of the wave incidence in the Iberia-Biscay-
Ireland region from 1992 up to 2019. The data provided
by the CMEMS wave forecast and reanalysis systems in
Iberia-Biscay-Ireland region has been used for this
study (products referenced as 2.7.1 and 2.7.2). Since
the validation of those systems is published in the
QUID documents (both referenced in the Products
Table), we consider the Significant Wave Height pro-
vided by this dataset reliable.
The robustness of the proposed indicator has been
tested by (1) comparing its results with the North Atlan-
tic Oscillation index, (2) comparing the anomalous
events detected in the last decades with events described
in literature, and (3) examining the atmospheric patterns
associated to the occurrence of intense wave events.
Part of the study has analysed the relationships
between the Strong Wave Incidence index and the
large-scale atmospheric patterns. On one hand, the cor-
relation of the Strong Wave Incidence index with the
North Atlantic Oscillation has shown coherent results
with other studies describing the relationships between
the North Atlantic Oscillation and the Significant
Wave Height in the North Atlantic. On the other
hand, this study has described the atmospheric patterns
that forces the occurrence of intense wave events in four
different subregions. The physical consistence of results
leads to conclude that the Strong Wave Incidence
index is not only representative of the Significant Wave
Height but also of the physical processes conditioning
the wave behaviour in the region.
Additionally, the study has described the stronger
wave events occurred in the last decades in the region.
Results have shown that the Strong Wave Incidence
index is able to detect past wave events described in
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literature, as it is the case of the one occurred in early
2014 that affected the European Coast from Ireland up
to Cape St. Vincent. However, the analysis has shown
two more anomalous events in the past decades: the
first one affected the WAV2 region in October 2009
and the second one affected region WAV4 in January
1996. The year 2018 in the Iberia-Biscay-Ireland region
can be considered as a higher-than-average period
influenced by strong wave conditions. In 2018, higher-
than-average incidence of strong wave conditions were
reported in the open ocean at latitudes south of 50°N,
which corresponds to an increase of 3–5% of the fre-
quency of strong wave conditions. On the contrary, in
the Gulf of Biscay and west of the British Islands,
lower-than-average incidence of strong wave conditions
were detected in 2018.
The present study has evaluated the skill of the pro-
posed methodology to detect anomalous events of Sig-
nificant Wave Height. However, it worth to mention
that this methodology standardises time series consider-
ing the internal distribution of the data, therefore, it can
be potentially applied to several datasets and variables.
Thus, this work lefts open the evaluation of this method-
ology to compute multi-product indices combining data
obtained from different sources (e.g. different modelling
systems and observations) or the use of this methodology
to evaluate anomalous events of other variables such as
temperature, salinity or biogeochemical variables.
Section 2.8: A Lagrangian approach to
monitor local particle retention conditions in
coastal areas
Authors: Anna Rubio, Ismael Hernández-Carrasco, Ale-
jandro Orfila, Manuel González, Emma Reyes, Lorenzo
Corgnati, Maristella Berta, Annalisa Griffa and Julien
Mader
Statement of Main Outcomes: A Lagrangian model
applied on surface ocean current observations and
simulations in two different coastal areas is show-
cased as a promising approach for the monitoring
of local particle retention conditions. Surface currents
from a numerical model and HF radars are the
principal baseline for this study. The local retention
conditions in the two target coastal areas are charac-
terised for more than 20 years by means of the escape
rate, an approach that permits to obtain an esti-
mation of residence times at a low computational
cost. In addition, a classical estimation of the resi-
dence times is also used to illustrate the spatial varia-
bility of the local retention conditions. Findings show
a significant spatial and temporal variability on the
residence times values, characterised by a strong
seasonality and unveiling areas of higher capacity
for water retention, directly linked to the mean circu-
lation variability and very likely influenced by other
mechanisms (e.g. wind and wave-induced currents,
mesoscale processes and fronts). Depicting the
Lagrangian behaviour of surface currents in terms
of residence times in coastal zones is key to identify
high-risk scenarios for pollution of the coastal areas
or to quantify transport and retention of larvae or
other planktonic organisms, with impact for fishery
and Marine Protected Areas management.
Products used:
Ref.
No. Product name and type Documentation
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Bay of Biscay (Solabarrieta et al.
2016).
Ibiza Channel (Lana et al. 2016)
2.8.1. Introduction
Coastal waters are enriched in nutrients from river outfl-
ows, sediment resuspension and coastal upwelling, they
can also contain increased quantities of pollutants (e.g.
floating marine litter). The physical mechanisms that
contribute to the offshore transport of these mesotrophic
coastal waters to the oligotrophic offshore areas are cri-
tically important for boosting oceanic primary pro-
duction and sustaining the trophic chain. The
mechanisms that can influence the escape times of
these waters in a target area, need to be monitored in
order to identify high-risk scenarios for pollution of
the coastal areas and to quantify transport and retention
of larvae, with impact for fishery and Marine Protected
Area management.
The transport properties of the surface flow can be
monitored using continuous High Frequency (HF)
radar observations and model simulations of coastal sur-
face currents, by means of different diagnostics based on
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the Lagrangian approach. HF radars are capable to
measure ocean surface currents over wide areas (reach-
ing distances from the coast over 100 km) with high
spatial (300 m-5 km) and temporal (≤ 1 h) resolution.
Recent studies have demonstrated the potential of this
land-based remote sensing technology for different
applications in the field of coastal oceanography (e.g.
Rubio et al. 2017; Roarty et al. 2019). Using as input
gap-filled HF radar velocity fields and those simulated
by a realistic model, a Lagrangian Particle-Tracking
Model (Lagrangian model hereinafter), is implemented
here to simulate particle trajectories. Then, from the
Lagrangian model outputs, we study the characteristic
time-scales for transport processes in the HF radar foot-
print area by means of the escape rate of active particles
(Lai and Tel 2011; Hernández-Carrasco et al. 2013). The
main objective of this analysis is to monitor conditions
and identify the different scenarios that favour the local
retention and dispersal of shelf waters in two study
areas under the influence of ocean boundary currents.
A similar approach was used in Rubio et al. (2018) and
in Declerk et al. (2019) to study eddy-induced cross-
shelf transport and particle retention in the South-East
Bay of Biscay during 2014–2015. An additional example
of this type of Lagrangian analysis aimed at quantifying
retention and its impact on the recruitment of small
pelagics has been recently performed using HF radar
data in the Adriatic Sea (Sciascia et al. 2018). Here we
propose a general methodology that allows to extend
and better quantify these properties. Based on this meth-
odology a future Ocean Monitoring Indicator could
consist in a time series of escape times/rates by study
area to be used as an indicator of high/low retention con-
ditions in target coastal areas or along the whole coastal
strip.
2.8.2. Methods
To study surface ocean coastal transport, a Lagrangian
model is applied on surface ocean currents observations
and simulations over the Southeast Bay of Biscay and
over the Ibiza Channel. On one hand we use historical
data of HF radar observations. The HF radar system
located in the South-East Bay of Biscay (www.euskoos.
eus) emits at a central frequency of 4.463 MHz and a
30-kHz bandwidth and provides hourly current maps
with a spatial resolution of 5 km in an area up to 150
km from the coast (Figure 2.8.1, left panel). The HF
radar in Ibiza Channel (www.socib.es) transmits at 13.5
MHz and a 90 kHz bandwidth, providing hourly surface
current maps of the eastern side of the Ibiza Channel
with a spatial resolution of 3 km, covering an area to
60 km offshore (Figure 2.8.1, right panel).
For both systems, surface currents are re-processed to
obtain gap-filled currents using the Open-boundary
Modal Analysis (Kaplan and Lekien 2007). The historical
HF radar data used here cover the period 2009–2018 for
the Bay of Biscay system and 2012–2019 for the Ibiza
Channel (product ref. 2.8.2). On the other hand, mod-
elled surface currents in the period 1992–2016 are
obtained from the CMEMS Atlantic-Iberian Biscay
Irish reanalysis model (product ref. 2.8.1, e.g. Sotillo
Figure 2.8.1. Study areas inside the CMEMS-IBI-MFC domain (central plot) and location of the antennas (asterisks) from the two HF
radar systems used in this study (South-East Bay of Biscay – left-, Ibiza Channel – right-). A snapshot of HF radar currents (product
ref. 2.8.2) is shown for each region. The grey-shaded area in the Southeast Bay of Biscay corresponds to the continental shelf (delimited
by the 200m isobath) and particles’ release region used for the escape time computation.
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et al. 2015; hereafter CMEMS-IBI-MFC), for both areas.
CMEMS-IBI-MFC provides hourly mean surface cur-
rents with a spatial resolution of 1/12 degree, and assim-
ilates altimeter data, in situ temperature and salinity
vertical profiles and satellite sea surface temperature.
The properties of the flow are studied by means of the
Lagrangian model used in Rubio et al. (2018). A com-
parison of virtual trajectories obtained from this model
using HF radar currents and real trajectories from drif-
ters deployed in the study area (Lana et al. 2016; Solabar-
rieta et al. 2016; Hernández-Carrasco et al. 2018),
demonstrates the skills of the Lagrangian model applied
to different HF radar products (including Open-bound-
ary Modal Analysis HF radar gap-filled velocities).
Using the trajectories obtained from the Lagrangian
model, we study the characteristic time-scales for trans-
port processes in the HF radar footprint area by means of
the residence times and the escape rate/times (Lai and
Tel 2011; Hernández-Carrasco et al. 2013). The main
objective of this analysis is to investigate how the varia-
bility of ocean conditions impact the local retention of
particles in the study areas.
First, to obtain the residence times we integrate
N0∼5000 particle trajectories advected during one
month in the region covered by the HF radars in both
study areas. Then we compute the time needed for a par-
ticle to escape from this initial domain and we mapped
the residence times using each particle initial position.
To study the temporal evolution of the retention con-
ditions we complement the previous approach by means
of the escape rate (Lai and Tel 2011; Hernández-Car-
rasco et al. 2013). The escape rates are obtained by ana-
lysing how the particles initially located in a given
subregion inside the study areas (see Figure 2.8.1) escape
from the release region with time. Assuming that the
number of particles remaining inside the footprint area
(Nt) decays exponentially with time (t) we can estimate
the escape rate (κ) from
Nt ≈ N0e−kt (2.8.1)
where N0 is the initial number of particles. Then, the
escape time (τ) is estimated as the inverse of the escape
rate (1/κ). This quantity provides information on how
quickly the particles leave the HF radar area. The esti-
mation of the escape times and offshore export of shelf
particles is performed daily, using 1-month integration
periods, and an initial number of particles N0∼5000.
The particles for each simulation are launched every 24
h following a regular grid of locations, over the continen-
tal shelf area delimited by the 200m isobath (in the
South-East Bay of Biscay, see the grey-shaded area in
Figure 2.8.1) and covering the entire domain (in the
Ibiza Channel). Note that an exponential decay of par-
ticles escaping the domain over time is a requirement
to properly apply Equation 2.8.1. This happens when
the dynamics of the flow are determined by the hyper-
bolic effects (for instance, in the case of presence of
sub or mesoscale flow features like eddies, fronts or
filaments and when boundary conditions have no
effect, which usually occurs for short integration
times). Figure 2.8.2 shows that the averaged decay of par-
ticles (Nt) in the Ibiza Chanel domain over 5000 initiali-
sations is exponential, within an interval of integration of
1–5 days. A similar behaviour is observed in the South-
East Bay of Biscay (not shown). This supports the
hypothesis that the hyperbolic processes dominate in
both study areas at short integration scales and validates
the use of an exponential fit to infer the escape times
from the escape rates given in Equation (2.8.1).
When these conditions are not fulfilled the decay is
not exponential, but as a power law, and the compu-
tation of the escape rates following this approach
would not be accurate enough. To consider only the
Figure 2.8.2. (a) Time evolution of the number of particles inside
the area (HF radar coverage for the Ibiza Chanel domain) as a
function of time, averaged over 5000 initializations. (b) Result
of the exponential fit (green curve) to the averaged curve (in
black) shown in (a). In (b) ln (Nt) is displayed on the y-axis.
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periods when the decay is exponential, we use, for each
initialisation, the Pearson’s correlation (R) to evaluate
the goodness of the fit between the decay of the particles
curve and the fitted exponential curve, which is used to
compute τ. We exclude then the periods where R < 0.8,
which represent < 5% of the computed periods for
both study areas and datasets.
2.8.3. Results and discussion
Figure 2.8.3 shows several examples of residence times
(given in hours) maps computed for different dates and
seasons for the two study areas and illustrates the high
geographical and temporal variability of the retention
conditions of the particles (representing e.g. pollutants
or coastal enriched waters) launched during the Lagran-
gian simulations. It has to be noted that the maps shown
here are only snapshots, thus they cannot be used to
characterise the temporal variability of the retention pat-
terns. Indeed, even in simulations performed a few days
apart (and with overlapping days) we can observe clear
fluctuations in terms of both maximum values and
spatial patterns of the residence times. The high variabil-
ity of the residence time spatial patterns highlights the
impact of the small-scale surface coastal dynamics in
the retention of particles within the coastal area.
As showcased by the chosen examples for winter
(Figure 2.8.3(a,b,e,f)) and summer (Figure 2.8.3(c,d,g,
h)) periods, and as we will demonstrate quantitatively
later on, difference in the values of the residence times
in both study areas for different months suggests a seaso-
nal behaviour, with much higher residence times in
spring/summer than in autumn/winter. In the example
given in Figure 2.8.3, the spatial distribution of residence
times for 6–8 January 2014 (a,b) shows a meridional gra-
dient, with higher values over the south of the domain,
while a zonal gradient is observed for 8–9 July 2014 (c,
d) with larger retention times (over one week) at the east-
ern half of the domain. The residence times in 5–8 Jan-
uary 2013 (e,f) for the Ibiza Channel region are very low
and under 2–3 days for almost all the area with higher
values distributed along filaments, while in the example
for August 21 (h), larger times (> 12 days) can be
observed almost for the whole domain. For all the
examples, the meandering and on some occasions
sharp shape of the areas of high retention puts in evi-
dence the role of mesoscale structures and frontal
dynamics in organising the coastal flow and associated
transport.
The time series of escape times in Figure 2.8.4 allows
us to further explore the temporal variability of the
retention conditions in both study areas. In the case of
the South-East Bay of Biscay the time series are repre-
sentative of the retention in the shelf area, since particles
are released exclusively over the continental shelf and
this is also the control area used for the computations
of the escape rates. For both study areas the conditions
favourable to retention (given by periods of larger
Figure 2.8.3. Maps of particle residence times (hours) computed for different dates and seasons, from HF radar observations (product
reference 2.8.2) in the two study areas. The upper panels show the residence times for the South-East Bay of Biscay in (a, b) winter and
(c, d) summer, the lower for the Ibiza Channel in (e, f) winter and (g, h) summer periods. Dates of the experiments: a – 06/01/2014; b –
08/01/2014; c – 02/07/2014; d – 08/07/2014; e – 05/01/2013; f – 08/01/2013; g – 18/08/2013; h – 21/08/2013.
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scape times) will be those prone to high-risk scenarios
for pollution of the coastal areas from land-based
sources (e.g. river discharges). For the escape times,
both simulated and observed surface currents are used
and the results show similar general trends in the
South-East Bay of Biscay, with some differences in
terms of absolute values and in specific periods, while
higher differences are observed in the Ibiza Channel.
Shorter escape times (20–30%) are observed when
using the observed currents in both areas. The escape
times are much higher in the shelf of the South-East
Bay of Biscay (of 18.5/14.4 days from model/obser-
vations) than in the Ibiza Channel (3.82/ 2.68 days
from model/observations), which was expected because
of the different extension and configuration of the
study areas. In both areas, we can observe a seasonal
modulation of the escape times. In the South-East Bay
of Biscay shelf, the lower escape times are observed in
autumn and are around 14.7 (12.3) days for the
CMEMS-IBI-MFC (HF radar) datasets, while escape
times are between 30 and 40% higher at the end of win-
ter (for CMEMS-IBI-MFC dataset) or spring (for the HF
radar dataset). In this area in autumn both the wind and
slope current regime favour the rapid evacuation of the
particles through the northern frontier of the compu-
tation domain. High-retention conditions are observed
for certain periods like winter/spring of 1994, 1996,
2005, 2007, 2009, 2014, 2015 and 2016, or summer 2000.
For the Ibiza Channel, the escape times from the
CMEMS-IBI-MFC dataset suggests higher retention in
autumn and winter (>4 days; 40% higher than in sum-
mer), while the periods of higher retention from the HF
radar data are spring and summer (3–3.3 days; 38%
higher than in autumn). In this area again wind induced
currents and the northward branch of the Atlantic inflow
circulating along the eastern side of the channel are
expected to be the main mechanisms of particle evacua-
tion through (mainly) the northern boundary of the com-
putation domain (Font et al. 1988; Garcia-Lafuente et al.
1995; André et al. 2005; Heslop et al. 2012; Sayol et al.
2013). The very different spatial resolution of the datasets
in this area can explain the discrepancies in terms of
escape rates observed at shorter and seasonal timescales,
partially because part of the observed mesoscale and sub
mesoscale processes are not properly resolved by the
CMEMS-IBI-MFC, of much coarser resolution. Besides,
the HF radar could better capture wind-induced currents.
High-retention conditions are observed for certain
periods like autumn/winter of 1992, 1993, 1995, 1997,
2004, 2007 and spring of 2001, 2003, 2012.
2.8.4. Conclusion
The information on escape rates and residence times
provides a spatial estimation of the permanence of the
water bodies (and in turn of the substances or particles
found in those waters, like pollutants or biological quan-
tities) in the different areas of a study domain wider than
an instantaneous or averaged current map. Thus, depict-
ing these Lagrangian quantities in the coastal zones arises
as an effective approach to monitor/study the vulner-
ability of the coastal zone to different sources of pollu-
tants, regardless of their source (e.g. riverine or open
waters sources). Residence times are directly correlated
to water quality since they account for the water renewal
capacity of the marine flow, allowing a detailed visualisa-
tion of the interchange of fluid particles between the
coastal waters and the open sea. Its assessment has
proved to be useful to identify pollution pathways or con-
ditions for red tides (Braunschweig et al. 2003; Olascoaga
2010). In addition, residence times from HF radars have
been used to plan the sanitation management and space
Figure 2.8.4. Time-series of escape times (in days) for (a) the South-East Bay of Biscay and (b) the Ibiza Channel (product ref. 2.8.2),
using (grey) CMEMS-IBI-MFC (product ref. 2.8.1) surface current simulations and (red) HF radar surface current observations (product
reference 2.8.2). The black line shows the 30-day running average computed from the timeseries of escape times from surface current
simulations. The values of the escape times are shown only for Lagrangian simulations where the decay of the number of particles
remaining inside the footprint (Nt) is exponential with time.
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requirements for aquaculture farms in South Korea
(Roarty et al. 2019) as well as for obtaining optimal
release times of agricultural runoff in Monterrey Bay
(Couliette et al. 2007). Findings show a significant varia-
bility on the escape rates and residence times in different
areas and seasons, directly linked to the mean circulation
variability and influenced by other mechanisms (e.g.
wind-induced currents, mesoscale processes and fronts).
In both pilot areas the temporal evolution of the reten-
tion conditions is seasonally modulated although it is
shown that there is also variability at shorter (i.e. days)
and longer (i.e. interannual) scales. Spatially the resi-
dence times show complex patterns highlighting the
strong role that coastal mesoscale structures and frontal
dynamics play in organising the coastal flow and associ-
ated transports. The combined use of Lagrangian indi-
cators like the residence times and escape times is
proven to be an interesting approach, allowing to moni-
tor retention conditions in coastal areas at low compu-
tational cost. However, this technique is limited to
ocean regimes where the dynamics are determined by
the hyperbolic effects (i.e. the decay of the particles is
exponential with time). When the condition of an expo-
nential decay of the particles is not fulfilled the retention
conditions could be evaluated by the classical approach
of the residence times. In addition to the evaluation of
the coastal retention conditions with time, the character-
isation of the retention in function of different forcing
(like winds, wave conditions, slope current regime, or
the presence of fronts related to river discharges or
mesoscale structures) could be also a very valuable infor-
mation for the integrated management of target coastal
areas. The increasing number of HF radar systems con-
tinuously monitoring coastal surface currents and the
available long-term high resolution hindcasts and fore-
casts of simulated currents enable the expansion of this
approach to other coastal regions and its use to predict
retention conditions in key coastal areas.
Section 2.9: Global sea surface temperature
anomalies in 2018 and historical changes
since 1993
Authors: Simon A. Good, John J. Kennedy, Owen
Embury
Statement of main outcome: Sea surface temperatures
since 1993 have been assessed using a new climate data
record from the European Space Agency Climate Change
Initiative on sea surface temperature and an interim cli-
mate data record from the Copernicus Climate Change
Service, with a focus on sea surface temperature
anomalies relative to the 1993–2014 average during
2018. Between 1993 and 2018, the global average linear
trend amounts to 0.014 ± 0.001°C / year (95% confidence
interval) with warming trends occurring over most of the
globe. However, the global average temperature in 2018
was cooler than the previous three years. This reflects
changes from El Niño to La Niña conditions during
that time, although El Niño thresholds were again
reached by the end of 2018. Other features of the SST
anomalies in 2018 included above average temperatures
around Europe, which corresponded to a severe heat
wave which affected large areas of Europe, North Africa
and the Middle East between May and September.
Products used:
Ref.
No. Product name and type Documentation













Sea surface temperature is an important ocean variable
to monitor because of its many applications including
determining how the temperature of the oceans has var-
ied over time and tracking changes in modes of variabil-
ity in the ocean and atmosphere. Recently a new climate
data record from the European Space Agency Climate
Change Initiative (ESA CCI) on sea surface temperature
(Merchant et al. 2019) has been produced, covering the
period late-1981 through to 2016. This is being extended
as an interim climate data record by the Copernicus Cli-
mate Change Service (C3S). These products have a high
level of stability throughout the record (Berry et al. 2018)
and hence they are ideal for evaluating changes in sea
surface temperature over time. These datasets have
been used here to examine changes since 1993, with a
focus on temperatures in 2018.
2.9.2. Method
The daily, global, spatially complete sea surface tempera-
ture maps on a regular grid (‘L4’ data) from the ESA CCI
and C3S datasets were aggregated to create monthly and
annual means. These were further averaged over the
period 1993–2014 to generate a climatology. From
these, anomalies (the difference between the monthly
and annual averages and the climatology) were calculated.
The monthly anomalies were aggregated over the full
globe and in regions using grid cell area weighted aver-
aging to generate time series. These were further ana-
lysed to calculate a linear trend estimate using the
JOURNAL OF OPERATIONAL OCEANOGRAPHY s59
procedure described in Mulet et al. (2016). In summary,
the time series were each decomposed into a residual sea-
sonal component, a trend component and errors using
the X-11 seasonal adjustment method (e.g. Pezzulli
et al. 2005). The slope of the trend component was
assessed using Sen’s method (Sen 1968), which provides
a robust estimate of the linear trend and its 95% confi-
dence range. This linear trend calculation was also per-
formed for the time series for each spatial grid point.
The Niño3.4 index was calculated following the
method defined by Trenberth (2019). It is the average
monthly anomaly within the range −5° to 5° in latitude
and −170° to −120° in longitude, which is smoothed
using a 5 day running mean and then normalised by
dividing by the standard deviation of the running
means during the 1993–2014 climatology period.
2.9.3. Results
2.9.3.1. Changes in sea surface temperature over
the period 1993–2018
Figure 2.9.1(a) shows the time series of global average
monthly sea surface temperature anomalies (thin black
line) and the trend component generated using the X-
11 seasonal adjustment method (thick black line). The
estimate of the linear trend in global average sea surface
temperature is 0.014 ± 0.001°C / year (95% confidence
range). Therefore, there has been a statistically signifi-
cant warming trend in sea surface temperature over the
period 1993–2018 according to these data and this stat-
istical model. Huang et al. (2019) reported similar trends
calculated from three different datasets, although for a
shorter period of 2000–2018. The trend in one dataset
was 0.013°C / year and 0.016°C / year in the other two
with an uncertainty of between ±0.006 and ±0.009°C /
year. They also provided trends for the period 1950–
2018 from two datasets. These were 0.008 and 0.010°C
/ year. Hausfather et al. (2017) examined four datasets
and found trends of 0.007–0.012°C / year for 1997
through to 2015, although they found that ‘instrumen-
tally homogeneous’ in situ data and an earlier, exper-
imental version of the ESA CCI data were most
consistent with the dataset with the largest trend.
The residual differences between the trend com-
ponent and the linear trend line are shown in Figure
2.9.1(b) (black line). The residuals contain structure,
indicating that a linear trend is an incomplete statistical
Figure 2.9.1. (a) Thin black line: monthly global average SST anomalies relative to the 1993–2014 average calculated from the ESA CCI
and C3S datasets (product 2.9.1); thick black line: trend component derived from the monthly anomalies using the X-11 seasonal adjust-
ment method; blue line: the estimated linear trend. (b) Black line: residual differences between the trend component and the linear
trend shown in (a); red line: the Niño3.4 index.
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model of the features within the global average sea sur-
face temperature over this time period. The El Niño –
Southern Oscillation is a mode of variability that is
well known to impact on sea surface temperatures. Shifts
between El Niño conditions, characterised in sea surface
temperatures by warm anomalies in the eastern tropical
Pacific, and La Niña conditions, which are associated
with a cool eastern tropical Pacific, occur on timescales
of the order 3–7 years (Trenberth 2019) and might
explain the structure within the residuals. An index of
El Niño – Southern Oscillation variability – the
Niño3.4 index – is shown in Figure 2.9.1(b) (red line).
The correlation coefficient between the residuals and
the Niño3.4 index is 0.67, indicating that the El Niño –
Southern Oscillation mode of variability does explain
much of the residual structure including the two promi-
nent peaks in 1997/8 and 2015/6 which correspond to
strong El Niño events.
The strong El Niño – Southern Oscillation variability
within the time series might impact on the linear trend
estimate, despite the use of a robust method to calculate
this. For example, a strong La Niña at the start of the
time series accompanied by an El Niño at the end
could increase the estimated linear trend, and the reverse
situation could decrease it. To check this, estimates of
linear trend were calculated for the tropical Pacific
(defined as between −15° to 15° in latitude and 160° to
−80° in longitude) and for the globe excluding that
region. These were found to be 0.007 ± 0.006°C / year
and 0.015 ± 0.001°C / year respectively. Therefore, the
tropical Pacific is found to have a lower linear trend esti-
mate over the period 1993–2018 than the rest of the
world and this region does not significantly affect the lin-
ear trend estimate for the globe. This is further
confirmed by Figure 2.9.2(a), which shows the linear
trend estimated for each grid point across the globe
and indicates that the strongest areas of warming and
cooling occurred away from the tropical Pacific.
According to Figure 2.9.2(a), the Arctic Ocean con-
tains some of the largest warming trends over the
1993–2018 period. Warming in this region, including
amplification of the effect due to, for example, changes
in surface albedo as ice melts, is discussed in the Intergo-
vernmental Panel on Climate Change report (IPCC
2013). In contrast the North Atlantic has a prominent
region to the south of Greenland where there is a cooling
trend. This area has cooled on centennial time scales
(IPCC 2013) possibly reflecting a slowdown of the
Figure 2.9.2. (a) Linear sea surface temperature trends over the period 1993–2018 calculated from the ESA CCI and C3S datasets (pro-
duct 2.9.1). (b) Annual average sea surface temperature anomalies for the year 2018 relative to the 1993–2014 average, calculated from
the ESA CCI and C3S datasets (product 2.9.1).
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Atlantic meridional overturning circulation (Sevellec
et al. 2017; Caesar et al. 2018). Another feature in Figure
2.9.2(a) is a pattern of warming trends in the mid-north-
ern Pacific and cooling trends in the north-east and mid-
southern Pacific, which is reminiscent of the Pacific Dec-
adal Oscillation. This climate mode has a similar pattern
of variability to the El Niño – Southern Oscillation but
with more prominence in the Northern Pacific and a
longer timescale (Deser et al. 2016). An index of Pacific
Decadal Oscillation variability is shown in Kim (2018).
According to this, it transitioned from positive values
(associated with cool mid-northern Pacific temperatures)
in the 1990s to negative values (warm mid-northern
Pacific temperatures) in the late-2000s to early-2010s,
but in recent years the index has been positive.
2.9.3.2. Sea surface temperatures in 2018
Figure 2.9.1(a) shows that global sea surface tempera-
tures in 2018 were lower than in the previous three
years and 2018 is nominally the fourth warmest year in
the period 1993–2018 according to these data. This
reflects the shift from El Niño conditions, which held
sway at the end of 2015 and start of 2016 (nominally
the second warmest and warmest years respectively), to
weak La Niña conditions in early 2018. Later in 2018,
sea surface temperature anomalies in the tropical
Pacific increased to El Niño thresholds, though atmos-
pheric indicators of El Niño were largely absent, and
there are indications in the time series of a corresponding
increase in global average temperatures.
The map of annual average anomalies for 2018 is
shown in Figure 2.9.2(b). The transition from La Niña
to El Niño conditions is clear in the tropical Pacific in
monthly anomalies (Figure 2.9.3), but the cool anomalies
at the start of the year largely cancel the end of year warm
anomalies in the annual average. The North Pacific has a
pattern of anomalies that mirror the trends shown in
Figure 2.9.2(a), with cool anomalies surrounded by
warm water, which could reflect the changes in the
Pacific Decadal Oscillation discussed previously.
Other features in Figure 2.9.2(b) include a distinctive
tripole pattern in the sea surface temperature anomalies
in the North Atlantic with below-average sea surface
temperatures to the south of Greenland and Iceland,
and in an area extending from the coast of west Africa
to the southern Caribbean, while above average tempera-
tures were observed in an area extending from the east
coast of the US towards western Europe. This spatial pat-
tern is associated with the positive phase of the North
Atlantic Oscillation (Visbeck et al. 2001).
Figure 2.9.2(b) shows that the waters around Europe
were overall warmer than average during 2018 to the
south and east, but cooler to the north andwest. However,
time series of sea surface temperature in the European
North West Shelf seas, the Mediterranean Sea, the Black
Sea and the Baltic Sea (Mulet et al. 2016) show that
these regions exhibit significant intra-annual variability
and this was also the case in 2018. A prolonged and severe
heatwave affected large areas of Europe, North Africa and
the Middle East between May and September, and strong
warm sea surface temperature anomalies occurred during
that time in the European region (Figure 2.9.3).
In the Southern Hemisphere spring (September -
November), sea surface temperatures in the Indian
Ocean were characteristic of the positive phase of the
Indian Ocean Dipole (Saji et al. 1999) with above-aver-
age sea surface temperatures in the west and below-aver-
age temperatures in the east. The Indian Ocean Dipole
impacts on precipitation in the surrounding land. For
example, in its positive phase, the Indian Ocean Dipole
is associated with drier conditions in Australia (Ummen-
hofer et al. 2009).
Australia was sandwiched between cooler-than-aver-
age waters to the west and warmer than average waters
to the east. Late 2017 and early 2018 saw a marine heat
wave affect the Tasman Sea (Perkins-Kirkpatrick et al.
2019). Daily sea-surface temperatures exceeded 4°C
above average in places. A marine heatwave also affected
the Tasman Sea in the Southern Hemisphere summer of
2015/16 which at the time was considered ‘unprece-
dented’ (Oliver et al. 2017).
2.9.4. Conclusions
Changes in global sea surface temperature between 1993
and 2018 have been examined using new data records
from the ESA CCI and C3S projects. The time series of
global average temperature contains a linear trend of
0.014 ± 0.001°C / year (95% confidence range). Residual
differences between the linear trend and the time series
exhibit variability that correlates well (correlation coeffi-
cient = 0.67) with an index of El Niño – Southern Oscil-
lation variability. Although there is an overall warming
trend, the spatial distribution of the linear trends in sea
surface temperature shows that some regions of the
oceans have cooled, for example the North Atlantic
south of Greenland, while others have warmed more
than others, such as the Arctic Ocean.
Temperature anomalies in 2018 relative to the 1993–
2014 average were examined in detail. This was nominally
the fourth warmest in the dataset, ranking behind the pre-
vious three years. This relative cooling is associated with a
transition between El Niño and weak La Niña conditions.
Sea surface temperature anomalies in the North Atlantic
showed a tripole pattern consistent with the positive
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Figure 2.9.3. Average sea surface temperature anomalies for each month of 2018 relative to the 1993–2014 average, calculated from
the ESA CCI and C3S datasets (product 2.9.1).
JOURNAL OF OPERATIONAL OCEANOGRAPHY s63
phase of the North Atlantic Oscillation. The waters
around Europe exhibited strong warm anomalies around
the middle of the year, corresponding to a heatwave that
affected the region. Anomalies in the Indian Ocean corre-
sponded to the positive phase of the Indian Ocean Dipole
during the Southern Hemisphere spring, while the Tas-
man Sea experienced a marine heatwave, which started
in late 2017 and lasted into early 2018.
Section 2.10: Ocean acidification
Authors: Marion Gehlen, Thi Tuyet Trang Chau, Anna
Conchon, Anna Denvil-Sommer, Frédéric Chevallier,
Mathieu Vrac, Carlos Mejia
Statement of main outcome: Since the onset of the
industrial era the ocean took up about 28% of the excess
CO2 emitted to the atmosphere by human activities.
While the ecosystem service ‘carbon sequestration’ pro-
vided by the world oceans mitigates global warming, it
also results in profound changes of seawater chemistry
referred to as ocean acidification. Carbon dioxide is a
weak acid that reacts with water in a suite of reactions
that lead to a decrease in pH. Ocean acidification is
thus a direct consequence of CO2 uptake by the ocean.
Hence, this section presents and discusses the temporal
evolution of the global carbon sink, the driver of ocean
acidification, and of surface ocean pH from 2001 to
2016. Both time series correspond to novel Ocean Moni-
toring Indicators released in 2019 by CMEMS. The ocean
carbon sink increased over the period of reconstruction
at a rate of 0.08 ± 0.1 PgC yr−1, mirrored by a negative
trend in global mean pH of 0.0017 ± 0.0002 pH units.
Data use:
Ref.
No. Product name and type Documentation
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Between the onset of the Industrial Era (1750) and 2011,
mankind has emitted 555 ± 85 Pg of Carbon (PgC) to
the atmosphere by burning fossil fuels, producing cement
and changing land use (Ciais et al. 2013). Over the same
period, only 240 ± 10 PgC accumulated in the atmosphere.
The remainder has been taken up by the ocean (155 ± 30
PgC) and terrestrial ecosystems (180 ± 80 PgC) (Ciais et al.
2013). The uptake of CO2 by the ocean, the ocean carbon
(C) sink, is evaluated on a yearly basis since 2007 by the
Global Carbon Project (GCP, https://www.
globalcarbonproject.org/). Ocean C sink estimates derived
from atmospheric inversions, forced biogeochemical
ocean general circulation models and statistical interp-
olation converge on the amplitude of the global integrated
ocean C sink at yearly and decadal time scales. However,
uncertainties subsist on the magnitude of the sink and
its variability at the scale of oceanic regions (e.g. North
Atlantic, Southern Ocean) (Le Quéré et al. 2018).
The ocean mitigates thus global warming by taking
up excess CO2 (or anthropogenic C) emitted to the
atmosphere, a ‘service’ that comes at the cost of pro-
foundly modifying seawater chemistry. Carbon dioxide
is a weak acid that reacts with water in a suite of reac-
tions consuming carbonate ions (CO3
2–) and releasing
hydrogen ions (H+). The increase in H+ corresponds
to an increase in acidity (ocean acidification), generally
measured as a decrease in pH (pH = - log [H+]). The
average pH of surface ocean seawater has already
deceased by 0.1 pH unit (26% increase the concen-
tration of H+) since 1870–1899 (Gattuso et al. 2015).
Many biological processes depend on a tight regulation
of pH at the cellular level and mechanisms of pH regu-
lation are present across many taxa (Seibel and Walsh
2001). Ocean acidification occurs together with warm-
ing, loss of oxygen and changes in nutrient availability
for marine primary production (Bopp et al. 2013),
and it constitutes a threat to marine organisms, includ-
ing species of commercial value (e.g. shell fish), ecosys-
tems and dependent services (Hilmi et al. 2013; Gattuso
et al. 2015).
Surface ocean pH is monitored internationally
through a coordinated effort (www.goa-on.org). The
monitoring of average ocean pH at agreed sampling
sites also contributes to the Sustainable Development
Goal (SDG) 14 (‘Conserve and sustainably use the
oceans, seas and marine resources for sustainable devel-
opment’) by providing indicator 14.3.1. CMEMS comp-
lements these efforts by the development of gridded
monthly maps of surface ocean pH (Product 2.10.2a)
from reconstructed surface ocean pCO2 (Product
2.10.2a) and alkalinity estimates. From these monthly
maps a novel Ocean Monitoring Indicator ‘surface
ocean pH’ is derived as the global yearly mean pH (Pro-
duct 2.10.2b). The OMI is initially computed from global
ocean gridded monthly maps of surface ocean pH for the
period 2001–2016 and it will be extended annually in
phase with the yearly update of Product 2.10.2a.
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2.10.2. Method
A novel neural-network based approach (Denvil-Som-
mer et al. 2019) is applied to reconstruct monthly surface
ocean pCO2 fields (Product 2.10.1) at 1°x1° spatial resol-
ution over the period 2001–2016 with the help of
CMEMS observed ocean physics products (sea surface
salinity, sea surface temperature, sea surface height)
and global analyses of the chlorophyll-a, the atmospheric
CO2 mole fraction (Surface Ocean CO2 Atlas, https://
www.socat.info/, Bakker et al. 2016) and the mixed
layer depth. CMEMS will deliver annual extensions of
the reconstruction time series. Together with knowledge
of wind speed and atmospheric pCO2, these fields allow
estimating air-to-sea CO2 fluxes at the same spatial and
temporal resolution. The air-to-sea CO2 fluxes, in turn,
provide the basis for the Ocean Monitoring Indicator
(OMI) ‘Global Surface Ocean CO2 flux’ (Product
2.10.2a), corresponding to the yearly integrated uptake
of CO2 by the ocean, the ocean C sink.
Monthly surface ocean pH fields (Product 2.10.1) are
calculated from reconstructed surface ocean pCO2 and
alkalinity using the speciation software CO2sys (Lewis
and Wallace 1998; Van Heuven et al. 2011). Time and
space varying surface ocean alkalinity fields are obtained
from the multivariate linear regression model LIAR
(Carter et al. 2016, 2018) as a function of sea surface
temperature and salinity, as well as nitrate and dissolved
silica from World Ocean Atlas v2 2013 (https://www.
nodc.noaa.gov/OC5/woa13/). Global monthly maps of
surface ocean pH at 1°x1° spatial resolution are averaged
to compute the OMI ‘pH area averaged’ (Product
2.10.2b)
2.10.3. Results and discussion
2.10.3.1. Air-to-sea fluxes of CO2
The maps of reconstructed yearly mean air-to-sea fluxes
of CO2 (Figure 2.10.1) highlight the regional variability of
fluxes. Outgassing of CO2 is associated with the upwel-
ling of CO2-rich subsurface waters (e.g. Equatorial
Pacific). The northern and southern mid to high latitudes
are sink regions. The North Atlantic stands out as a major
area of CO2 uptake explained by a marked strong cooling
in winter and a vigorous phytoplankton bloom in spring
and early summer. A region of enhanced uptake is also
associated with the subtropical convergence zone in the
southern hemisphere (Takahashi et al. 2009). At inter-
annual time scales, natural modes of climate variability
modulate the intensity of CO2 fluxes over large source
and sink areas. This is illustrated for the last strong El
Niño event that took place in 2015–2016 (Chatterjee
et al. 2017). During El Niño events, a warm anomaly pro-
pagates across the Equatorial Pacific which suppresses
the strength of the Eastern Equatorial Upwelling and
hence the outgassing of CO2 associated with upwelled
waters rich in dissolved inorganic carbon (DIC). The El
Niño Southern Oscillation (ENSO) is an important
mode of tropical climate variability with a well-documen-
ted imprint on atmospheric CO2 (Feely et al. 1999).
Figure 2.10.1 presents yearly average air-to-sea fluxes of
CO2 for 2014 (neutral conditions prior to El Niño) and
2015 (El Niño) (Santoso et al. 2017). The suppressed out-
gassing East of the date line is clearly seen.
Figure 2.10.2 represents the net CO2 uptake by the
ocean from which the uptake of anthropogenic CO2 is
derived after adjusting for the outgassing of 0.45 PgC
yr−1 of river C input to the ocean (Jacobson et al.
2007). After adjustment, the global ocean sink was 2.50
PgC (range: 2.31–2.74 PgC yr−1) in 2016, in close agree-
ment of the estimate by Le Quéré et al. (2018) of 2.6 ± 0.5
PgC yr−1. The global integrated yearly ocean uptake of
CO2 increased from 0.85 (range: 0.50–0.99) PgC yr
−1
in 2001, to 2.05 (range: 1.86–2.29) PgC yr−1 in 2016, in
response to increasing atmospheric CO2 concentrations
(Denvil-Sommer et al. 2019). Here, we took advantage
of the cross-validation and the reconstruction step to
compute the spread defined as the empirical 95%
Figure 2.10.1. Yearly mean air-to-sea reconstructed fluxes of CO2 derived from the CMEMS Global Ocean Surface Carbon (Product
2.10.1). Left panel: pre El Niño conditions; right panel: El Niño conditions.
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confidence interval of 25 network realisations. It corre-
sponds to a conservative estimate of the uncertainty of
the best model solution (Figure 2.10.1, plain line).
2.10.3.2. Surface ocean pH
As a consequence of the ongoing uptake of excess CO2
from the atmosphere, the pH of surface ocean waters
declines with a trend of 0.0017 ± 0.0002 pH units yr−1
(Figure 2.10.3). The global average trend of pH is similar
to estimates derived from time series stations located in
the Atlantic (Bermuda Atlantic Time Series, BATS,
−0.0017 ± 0.0003 pH units yr−1, Bates et al. 2014) and
in the tropical Pacific (Hawaii Ocean Time-series,
HOT, −0.0016 ± 0.0001 pH units yr−1, Bates et al.
2014). The atmospheric CO2 concentration is the main
driver for the surface ocean pH, which explains the rela-
tive homogeneity of these trends.
The total uncertainty of yearly mean surface seawater
pH is 0.003 pH unit. It corresponds to the combined
contributions of (1) speciation uncertainty, (2) mapping
uncertainty, (3) uncertainty due to spatial averaging:
(1) Speciation uncertainty is evaluated through uncer-
tainty propagation following Orr et al. (2018) within
the speciation software CO2sys (Lewis and Wallace
1998; Van Heuven et al. 2011). Inputs to the uncer-
tainty propagation routine were default values for
dissociation constants, and uncertainty estimates
for alkalinity fields from LIAR (Carter et al., 2016;
2018), respectively biome-scale estimates for pCO2
from Denvil-Sommer et al. (2019). The RMSE com-
puted from monthly error maps is taken as an esti-
mate of (1): 0.0143 pH unit.
(2) Mapping uncertainty is set equal to the RMSE com-
puted from the comparison between reconstructed
pH values and the Glodapv2 bottle data set: 0.0285
pH unit.
(3) Uncertainty due to pH space and time variability is
taken as the standard deviation of monthly recon-
structed pH fields: 0.0340 pH unit.
Contributions of individual uncertainty terms are
squared, divided by the effective degrees of freedom
(Neff) and summed to yield (total uncertainty)
2. The
effective degree of freedom takes pH decorrelation length
scales into account. Those were not assessed for this
release. Here we use a constant decorrelation length
scale of 20° and 3 months which for a latitude band
extending from 65°S to 65°N and excluding land points
yields Neff = 327.
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CMEMS OSR4, Chapter 3: Case studies
Section 3.1: Evidence of the TOPEX-A
altimeter instrumental anomaly and
acceleration of the global mean sea level
Authors: J.-F. Legeais, W. Llovel, A. Melet,
B. Meyssignac
Statement of main outcome: Global mean sea level rise
is a key indicator of the on-going global warming (WMO
2018). Contemporary global mean sea level rise has pre-
dominantly been caused by ocean thermal expansion
and by land ice mass loss from mountain glaciers and
the Antarctic and Greenland ice sheets (WCRP 2018).
Knowledge of sea level change is fundamental for policy-
makers as it allows to better characterise the social and
economic consequences of the sea level rise affecting
coastal populations and low-lying areas (e.g. Neumann
et al. 2015; Vousdoukas et al. 2018). Global mean sea
level has been routinely measured by high-precision sat-
ellite altimetry since 1993. The first 6 years of the record
(1993–1998) have been affected by an instrumental
anomaly on the TOPEX-A altimeter, leading to a drift
of the altimeter global mean sea level record which has
been estimated with several approaches. The correction
of this drift leads to a reduced rate of global mean sea
level rise from 3.4 to 3.1 ± 0.4 mm/yr (in a 90% confi-
dence level) over the total altimetry era (1993–present).
Correcting for the drift also modifies the global mean
sea level time-series over the past 25 years from linear
to quadratic, with an acceleration of the associated rise
estimated to 0.12 ± 0.073 mm/yr2 (90% confidence inter-
val). This change of behaviour is of major importance
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3.1.2 Time series of global mean sea
level based on TOPEX/
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3.1.4 Time series of global mean sea
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3.1.6 Time series of global mean sea
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3.1.7 Time series of global mean sea
level based on TOPEX/
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3.1.8 Glaciers contribution to sea
level
Model
Marzeion et al. 2012
3.1.9 Greenland ice sheet
contribution to sea level
Model
IMBIE, Shepherd et al. (2012)
3.1.10 Antarctic ice sheet contribution
to sea level
Space gravimetry from GRACE
IMBIE, Shepherd et al. (2012)
3.1.11 Terrestrial Water storage
contribution to sea level
Model
ISBA-CTRIP model (Decharme et al.
2019)
3.1.12 EN4-Gouretski 0–700 m
thermosteric sea level
In situ
Gouretski and Reseghetti 2010
3.1.13 EN4-Levitus 0–700 m
thermosteric sea level
In situ
Levitus et al. 2012
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3.1.14 IAP 0–700 m thermosteric sea
level
In situ
Cheng et al. 2017
3.1.15 NOAA 700–2000 m
thermosteric sea level
In situ
NOAA, Levitus et al. 2012
3.1.16 Deep (below 2000 m)
thermosteric sea level
In situ
Purkey and Johnson 2010
Around 10% of the world’s population live in low-
elevation coastal zone (defined as the contiguous and
hydrologically connected zone of land along the coast
and below 10m of elevation, McGranahan et al. 2007)
and about 40% of the world’s population lives within
100 km of the coast (United Nations 2017). The growth
in coastal zone population and urbanisation is projected
to continue over the coming years (United Nations Pro-
jections 2015). This evolution is accompanied by the
development of tourism and industries, the latter being
often located close to megacities’ harbours (among
them Bombay, Shanghai, Miami, Alexandrie or New-
York city) (Jouzel 2015).
Increasing human settlement in coastal regions affects
local environmental ecosystems and leads to more
serious exposure to natural and anthropogenic hazards
for people living nearby the sea (Birkmann et al. 2014).
Among them, sea level rise is one of the major threats
in highly populated coastal regions and in all low-lying
coastal areas of the world (Wong et al. 2014). Global
mean sea level rise is one of the most direct consequences
of the on-going global warming since the rise is caused
by both the ocean thermal expansion (93% of the excess
of heat of the Earth’s system in response to climate
change is stored in the oceans) (von Schuckmann et al.
2016) and the mass loss of land ice through melting
and ice discharge (Church et al. 2013). Among all the
consequences of sea level rise in coastal areas, the follow-
ing ones directly affect local population: shoreline ero-
sion, submersion, floods and impeded drainage,
salinisation of coastal aquifers and surface waters, degra-
dation of ecosystems (Cazenave and Le Cozannet 2014;
Hinkel et al. 2014; Oppenheimer et al. 2019). Global
mean sea level rise is expected to increase and could
cost the world $14 trillion a year by 2100 under global
warming scenarios of 1.5 or 2°C (Jevrejeva et al. 2018).
Sea level change and the management of the associated
risks have been largely studied by the scientific commu-
nity (Dasgupta et al. 2009; Kebede and Nicholls 2012;
Wong et al. 2014) and have now entered the public
debate. Long-term and accurate sea level measurements
are essential to better understand the response of the
Earth’s system to climate change and to adapt urbanis-
ation in coastal regions and protect local population.
Long-term sea level records derived from in-situ tide
gauge reconstructions provide estimates of the global
mean sea level rate of rise varying from 1.1 ± 0.3 mm/
yr to 1.9 ± 0.3 mm/yr during the twentieth century
(Church and White 2011; Ray and Douglas 2011; Jevre-
jeva et al. 2014; Hay et al. 2015; Dangendorf et al. 2017).
Such instruments can provide measurements with a high
temporal resolution but the drawback is that only local
coastal areas are sampled and they are not homoge-
neously distributed over the coasts (hemispheric bias).
In addition, most tide gauges are not equipped with a
Global Navigation Satellite System (GNSS) station,
which prevents the associated records to be corrected
for vertical land motion (Wöppelmann and Marcos
2016).
Since 1993, satellite altimetry missions have delivered
accurate sea level measurements, allowing the monitor-
ing of sea level variations on different spatial and tem-
poral scales (Escudier et al. 2017; Cazenave et al. 2018;
Taburet et al. 2019). The precision of the sea surface
height estimates has continuously increased, now close
to 1 cm, following a regular evolution of the radar tech-
nology and efforts made to reduce the different sources
of errors of sea level measurements (e.g. orbit solutions:
Couhert et al. 2014; wet troposphere correction: Legeais
et al. 2014; all required altimeter corrections: Quartly
et al. 2017 and Escudier et al. 2017). At global scale,
after correcting for the glacial isostatic adjustment (sub-
tracting a −0.3 mm/yr value, Peltier 2004), the altimeter
mean sea level rate of rise during the 25 year-long period
(Jan. 1993–Sep. 2018) is estimated to 3.3 mm/yr (Nerem
et al. 2017; Ablain, Legeais, et al. 2017; Legeais, Ablain,
et al. 2018; Legeais, von Schuckmann, et al. 2018; Coper-
nicus ESOTC 2019). The associated uncertainty is 0.4
mm/yr within a 90% confidence interval (Ablain et al.
2019). Compared with the trends cited above during
the twentieth century, the increased value observed
during the last 25 years highlight the on-going accelera-
tion of the global mean sea level rise. According to cli-
mate model projections, unless anthropogenic
greenhouse gases emissions are strictly controlled to con-
strain global warming of the Earth surface close to 2°C,
the rate of sea level rise will continue to accelerate during
the twenty-first century reaching up to 15+/−5 mm/yr in
2100 (Oppenheimer et al. 2019).
An anomaly in the calibration correction on board the
TOPEX-A altimetry mission has been identified in 1998,
affecting estimates of significant wave heights (Hayne
and Hancock 1998; Ablain and Philipps 2005). The
redundant TOPEX-B instrument was used after Febru-
ary 1999 (included) and the global mean sea level time
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series has been assumed to be unaffected by this instru-
mental drift. However, during the past few years, several
studies based on different methodologies have demon-
strated that it has a substantial effect on the global
mean sea level change. One approach to quantify this
drift is the comparison of the global mean sea level
inferred by satellite altimetry with the independent sea
level budget closure inferred from the different contri-
butions to global mean sea level rise (ocean mass and
steric sea level components), as done for example by Llo-
vel et al. (2010, 2014), Dieng et al. (2017) and Chen et al.
(2017). Here we apply the same approach over the 1993–
2010 period because of the availability of data to con-
strain both ocean warming and ocean mass changes
and because it covers the focused period of this study
(1993–1998). We use individual mass contributions esti-
mated from glaciers mass loss (Marzeion et al. 2012)
(prod. ref. 3.1.8), ice sheet mass loss from Greenland
(IMBIE, Shepherd et al. 2012) (prod. ref. 3.1.9) and Ant-
arctica (IMBIE, Shepherd et al. 2012) (prod. ref. 3.1.10)
and terrestrial water storage in equivalent sea level
from the ISBA-CTRIP model outputs (prod. ref.
3.1.11). The full-depth thermosteric sea level contri-
bution is estimated as the sum of different products
according to the ocean layers considered: three gridded
products are used for the 0–700 m ocean layer: EN4-
Gouretski (Gouretski and Reseghetti 2010) (prod. ref.
3.1.12), EN4-Levitus (Levitus et al. 2012) (prod. ref.
3.1.13) and IAP (Cheng et al. 2017) (prod. ref. 3.1.14).
For the intermediate layer (i.e. 700m-2000m), we con-
sider the product from NOAA and its associated uncer-
tainty (Levitus et al. 2012) (prod. ref. 3.1.15). Finally, we
add a linear trend of 0.11 mm/yr to consider the deep
ocean contribution (below 2000m depth) to the thermos-
teric sea level change (Purkey and Johnson 2010) (prod.
ref. 3.1.16).
Figure 3.1.1 depicts the global sea level time-series
with the observed sea level rise from satellite altimetry
(blue curve from product reference 3.1.1 – the gridded
merged multi-satellite product distributed by C3S/
CMEMS) and the global sea level budget from the sum
of all components (green curve). The agreement between
the two curves is good after 1998 but there is a significant
mismatch from 1993 to 1998, in agreement with the drift
Figure 3.1.1. Global mean sea level time-series: the blue curve represents the observed global mean sea level change (with a reference
period of 1993–2012) during 1993–2018 based on satellite altimetry data from product reference 3.1.1 (C3S/CMEMS). The green curve
represents the sum of all the components of the global sea level budget during 1993–2010: glaciers (prod. ref. 3.1.8) and ice sheet mass
loss from Greenland (prod. ref. 3.1.9) and Antarctica (prod. ref. 3.1.10), terrestrial water storage (‘TWS’) (prod. ref. 3.1.11) and full-depth
thermosteric sea level (‘thermo’) (prod. ref. 3.1.12–3.1.16) (see text for more details). The blue envelope denotes the 90% confidence
level interval of the altimeter global mean sea level time series (prod. ref. 3.1.1) based on Ablain et al. (2019). The green envelope
denotes the 90% confidence level interval of the sum of the individual sea level components.
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of 1.5 ± 0.5 mm/yr identified by Dieng et al. (2017). The
90% confidence envelope of the altimeter global mean
sea level has been derived from the square root of the
diagonal error covariance matrix estimated by Ablain
et al. (2018) and the 90% confidence envelope of the
sum of the sea level contributions has been estimated
from the uncertainties of the individual components
on a monthly basis. Given the different origins of these
individual sea level components and the inhomogeneity
of their temporal and spatial sampling, the reliability of
this latter envelope remains questionable but this is a
best estimate.
Two other approaches have been used to quantify the
TOPEX-A instrumental drift on the global mean sea
level rate of rise. As this drift comes from a malfunction
of the internal calibration mode of TOPEX-A, a possible
solution is to recompute the whole TOPEX-A raw data
and removing the internal calibration mode range cor-
rection included in the TOPEX ‘net instrument’ correc-
tion (Beckley et al. 2017; Nerem et al. 2018). At last,
the third approach consists in comparing the altimeter
global mean sea level evolution with in-situ tide gauge
measurements: Watson et al. (2015) have shown that
this instrumental drift leads to overestimating the global
mean sea level rate by 1.5 ± 0.5 mm/yr during the
1993–1998 period. By also comparing with tide gauges,
Ablain, Jugier, et al. (2017) provide a drift of 1.3 mm/
yr during the 1993–1998 period but they suggest that it
may be better described by a V-shape function which
trends amount to −1.0 ± 1.0 mm/yr between 01/1993
and 07/1995 and to +3.0 ± 1.0 mm/yr between 08/1995
and 02/1999 (uncertainty at the 90% confidence level).
Note that all proposed approaches lead to similar sea
level curves (see Fig. 2 in WCRP 2018, reproduced here
in Figure 3.1.2). In terms of global mean sea level trend,
this figure indicates that correcting the altimeter sea level
record for the TOPEX-A drift leads to a reduced rate of
rise from 3.4 mm/yr to about 3.1 mm/yr during January
1993–March 2018.
Beyond the reduction of the global mean sea level
trend over the altimetric period, the corrected global
mean sea level time series appears to be significantly
modified. An adjustment of the curve with a 2nd-order
polynomial reveals an acceleration of the global mean
sea level during the 25-year altimetry era (January 1993
to March 2018), as illustrated in Figure 3.1.3 (see also
Fig. 1 of Cazenave et al. 2018). The different estimates
of this acceleration during this period are in good agree-
ment, between 0.1 mm/yr2 (WCRP 2018) and 0.12 ±
0.073 mm/yr2 (90% confidence interval; Ablain et al.
2019). As an illustration, with such an acceleration, the
decadal trend of the global mean sea level increases
Figure 3.1.2. Evolution of ensemble mean global mean sea level time series (average of the six global mean sea level products from
product references 3.1.2–3.1.7). On the black, red and green curves, the TOPEX-A drift correction is applied respectively based on Ablain,
Jugier, et al. (2017), Watson et al. (2015), Dieng et al. (2017), and Beckley et al. (2017). Annual signal has been removed and a 6-month
smoothing has been applied; Glacial Isostatic Adjustment correction has also been applied. Uncertainties (90% confidence interval) of
correlated errors over a 1-year period are superimposed for each individual measurement (shaded area). Credit: WCRP (2018).
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from about 2.5 mm/yr during the first altimetry decade
(1993–2002) to 4.2 mm/yr during the recent decade
(2008–2017) (WCRP 2018). This change of behaviour
of the global mean sea level rise from linear to quadratic
is of major importance given the socio-economic
impacts of this rise on coastal and low-lying areas, as dis-
cussed earlier (Wong et al. 2014). Indeed, adaptation
strategies are impacted by a change in the rate of sea
level rise since it has consequences on the remaining
time required to implement decisions in order to cope
with a given sea level rise. However, a clear overlap is
observed before 1998 in Figure 3.1.1 between the confi-
dence envelopes of the altimeter global mean sea level
and the one of the sea level budget approach, suggesting
that this acceleration is not virtually certain. This comes
in agreement with Kleinherenbrink et al. (2019) who
conclude, based on crossover differences between
TOPEX and ERS-1&2, that the observed acceleration
of the global mean sea level is only likely possible. On
top of this, note that the altimeter sea level record started
in 1993 in highly anomalous environmental conditions,
two years after the volcanic eruption of Mt Pinatubo in
1991. This eruption has been followed by a reduction
in ocean heat content, leading to a sea level drop of 5–
7 mm (Fasullo et al. 2016). This means that this eruption
has likely masked the acceleration that would have other-
wise occurred (Church et al. 2005; Gleckler et al. 2006;
Gregory et al. 2006). The observed trend of the global
mean sea level has likely been anomalously higher than
what would have been experienced without the eruption
by as much as 0.5 mm/yr on average in the decade fol-
lowing the eruption (Fasullo et al. 2016) and the associ-
ated observed acceleration has been smaller (see Fig. 1 of
Nerem et al. 2018).
Due to the significant impact of the TOPEX-A drift
on the evolution of the global mean sea level, the ‘satellite
altimetry’ community agrees that it is necessary to cor-
rect the TOPEX-A record to improve the accuracy and
the uncertainty of the total sea level time series. However,
a consensus has not yet been reached regarding the best
approach to estimate the drift correction. This explains
why the altimeter sea level products currently distributed
to the users (e.g. Copernicus datasets) are not yet cor-
rected for this drift.
A reprocessing of the TOPEX-A dataset is currently
in progress by JPL/CNES space agencies and the rec-
ommendation of the Ocean Surface Topography
Science Team is that the altimeter sea level products
distributed to the users should not be corrected for
the TOPEX-A drift before the release of this repro-
cessed dataset (expected in 2020). However, in case
the drift issue will not be solved thanks to this reproces-
sing effort, the community will have to find an agree-
ment regarding the correction to be used. As
presented above, three different approaches are avail-
able, based on an update of the altimeter range correc-
tion, comparison with in situ data or with independent
contributions to the sea level.
Figure 3.1.3. Global mean sea level time series (in red) between January 1993 and September 2018 based on satellite altimetry data
from product reference 3.1.1, corrected for the TOPEX-A drift during 1993–1998 following Ablain, Jugier, et al. (2017). The black curve is
the quadratic function fitted to the data. Annual and semi-annual signals have been filtered and a Glacial Isostatic Adjustment correc-
tion has been applied.
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The anomaly of the onboard calibration correction is
not expected to have any spatial signature on the regional
sea level trends since it affects all measurements equally.
However, whatever the selected solution for the global
mean sea level, the impact on a regional scale should
be also assessed so that altimeter gridded maps can
also benefit for the drift correction.
At the extreme, it could be recommended to exclude
the TOPEX-A period and start from 1999 onwards
(with the use of TOPEX-B) when computing the alti-
meter global mean sea level record. In this case, the glo-
bal mean sea level rate of rise during the shortened
period spanning Jan. 1999 to Sep. 2018 amounts to 3.3
mm/yr, which is similar to the 3.4 mm/yr value found
during the 25 year-long altimetry record (not corrected
for the TOPEX-A drift). Ablain et al. (2019) have
demonstrated that the uncertainty of the record during
the reduced period would even be slightly smaller (0.35
mm/yr) than the uncertainty associated with the total
period (0.4 mm/yr), precisely because the TOPEX-A
period is not considered any more. Even with a shor-
tened period, the altimeter sea level would thus remain
a relevant indicator of climate change.
Section 3.2: Using CMEMS satellite and model
data to help assess eutrophication status in
Northwest European Shelf Seas
Authors: James R. Clark, Gavin H. Tilstone, Jerry Black-
ford, Stefano Ciavatta, David Ford, Susan Kay, Peter
E. Land, Robert McEwan, Richard Renshaw
Statement of main outcome: We explore the use of
CMEMS satellite and model data for eutrophication sta-
tus assessments in Northwest European Shelf Seas. The
study covers the period 1998–2018, with a focus on the
year 2018. A subset of the Oslo-Paris (OSPAR) indi-
cators for eutrophication, including: (i) the concen-
tration of chlorophyll-a (Chl-a) in sea water; and (ii)
the bottom concentration of dissolved oxygen are ana-
lysed. Relative to the reference period 2009–2014, there
was a general decrease in satellite derived chlorophyll-a
90 percentile (Chl-a P90) concentrations in 2018 in
known problem areas, including coastal areas within
the Southern North Sea. Throughout the model domain,
simulated minimum daily mean bottom oxygen concen-
trations for 2018 are above OSPAR threshold concen-
trations used to identify problem areas – this is
reflected in anomalies relative to the reference period
1998–2014, that are generally positive, with the exception
of some areas within the Southern North Sea. The location
of low oxygen zones is generally consistent with those
identified in past observational and modelling studies;
however, simulated values should be used with care and
may need bias correction. When used appropriately in
combination with indicators derived from in situ data,
we conclude that the two products have the potential to
enhance existing eutrophication assessment procedures.
Data use:
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European coastal areas are commercially important for
fishing and tourism, yet are subject to the increasingly
adverse effects of eutrophication (Grizzetti et al. 2012;
Romero et al. 2013), harmful algal blooms (Báez et al.
2014; Glibert et al. 2014) and climate change (McQuat-
ters-Gollop et al. 2007). Eutrophication is the anthropo-
genic enrichment of water by nutrients that causes an
accelerated growth of algae and higher forms of plant life,
which produce undesirable disturbances to the balance of
organisms in the water, and the quality of the water itself.
Eutrophication in the European coastal zone was recog-
nised as a problem in the 1960s and reached damaging pro-
portions by the 1980s in several European coastal regions
(Ferreira et al. 2011; and references therein).
Management action to reduce riverine nutrient
sources to the North Sea started in the 1980s. The
OSPAR convention was signed by bordering Northeast
Atlantic States in 1992. OSPAR introduced the objective
to reduce anthropogenic inputs of nitrogen and phos-
phorus by 50% relative to input levels in 1985 (OSPAR
2008). Central to the OSPAR Eutrophication Strategy
is a set of harmonised methods for the assessment of
eutrophication by Contracting Parties. In the latest
OSPAR Eutrophication Assessment Report (OSPAR
2017), the Common Procedure for the classification of
the Eutrophication Status of the OSPAR Maritime Area
included 10 assessment criteria or indicators, spanning
four categories. The primary indicators for eutrophication
are nitrate and phosphate concentrations. Secondary indi-
cators include a range of biological and chemical variables
which respond, either directly or indirectly, to increases in
nutrients, including (among others): the concentration of
chlorophyll-a (Chl-a) in sea water and the concentration
of dissolved oxygen (c(O2)).
Chl-a is a photo-synthetically active pigment of phy-
toplankton which can increase in concentration under
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eutrophic conditions. The 90th percentile (P90) of Chl-a
has been adopted as a measure of eutrophication in
coastal waters (OSPAR 2008), because it is a robust eco-
logical indicator of trophic status (Novoa et al. 2012).
Chl-a P90 is defined as the concentration of Chl-a such
that 90 per cent of the observations over a given time
window are equal to or lower than this value. A target
Chl-a P90 threshold is defined and compared to the
actual observed P90 value to determine eutrophication
risk and non-risk areas. Assessment levels used by Con-
tracting Parties vary by area. In the North Sea, assess-
ment levels range from < 4 mg m−3 to > 20 mg m−3,
reflecting gradients from inshore to offshore waters
(OSPAR 2017). Following reductions in nitrate and
phosphate concentrations, the concentration of Chl-a
has reduced in some regions (Gohin et al. 2019).
Oxygen (O2) is essential for complex marine life,
including commercially important species of fish and
shellfish. Oxygen concentration, c(O2), is influenced by
multiple interdependent factors. Natural phenomena,
such as respiration by aerobic organisms or limited
exchange with the atmosphere, can drive down c(O2),
especially in bottom waters during seasonal stratification
events (Topcu and Brockmann 2015; Große et al. 2016).
O2 depletion is also a known indirect consequence of
eutrophication, in which high nutrient inputs fuel elev-
ated levels of biological production, which leads to an
increase in O2 demand as sinking organic material is
decomposed at depth, with potentially severe conse-
quences for aerobic, bottom dwelling species including
demersal fish species (Best et al. 2007). For this reason,
c(O2) was adopted as an indirect identifier of Eutrophi-
cation problem areas under the OSPAR Common Pro-
cedure. Contracting Parties applying the OSPAR
Common Procedure use assessment levels ranging
from 2 to 6 mg L−1 to help identify Eutrophication pro-
blem areas. Within OSPAR, near seafloor oxygen con-
centrations > 6 mg L−1 are considered to be of
minimal concern (OSPAR 2017). Concentrations < 2
mg L−1 – a threshold often used to define hypoxic con-
ditions – are known to cause severe problems (Levin
et al. 2009) and are considered to be of high concern.
However, species’ tolerances to low oxygen conditions
are known to vary, and many organisms are known to
experience sub-lethal or lethal effects at concentrations
above 2 mg L−1 (Vaquer-Sunyer and Duarte 2008).
Using the OSPAR indicators, the detection of eutro-
phication is targeted at coastal and shelf waters where
the influence of excessive nutrients from river run-off
is most likely to be found. By the time run-off from
NW European rivers reaches the NE Atlantic any
residual eutrophication signature will be undetectable.
Methods are typically based on the collection and
analysis of in situ data at designated monitoring sites,
which allows for long-term time series to be built up
and trends identified. In the latest OSPAR Eutrophica-
tion Assessment Report covering the period 2006–2014
(OSPAR 2017), it was shown that, despite significant
reductions in nutrient inputs since 1990, eutrophication
still exists within the OSPARMaritime Area, particularly
in coastal areas sensitive to nutrient discharges, such as
estuaries. The Greater North Sea – in particular, areas
bordering the Belgian, German and Dutch coasts – and
localised areas of the Celtic Seas, were highlighted as
the main areas of concern. These findings are repeated
in the Wadden Sea Quarterly Status Report (van Beuse-
kom et al. 2017), which evidences lower values for many
eutrophication indicators, but also levels above target
thresholds for non-problem areas.
The potential value of both satellite and model data for
eutrophication assessments has been highlighted within
OSPAR (OSPAR 2017). After the launch of SeaWiFS in
1997, Chl-a estimates from satellite ocean colour were
recognised as a cost effective means of monitoring eutro-
phication at high temporal and spatial scales in coastal
waters and shelf seas (Schaeffer et al. 2012), that could
not be achieved through conventional water sampling tech-
niques. Satellite data in tandemwith in situ data are becom-
ing an accepted means by which water quality can be
monitored over broader spatial and temporal areas. Mean-
while, models can help to fill data gaps for assessment vari-
ables where there is only limited data available. They can
also be used to help guide in situ monitoring efforts by
identifying potential problem areas; to unpick the role
different natural and anthropogenic processes play in driv-
ing observed patterns; and to test the likely effectiveness of
different management interventions. Satellite ocean colour
and models are also integrated in CMEMS by means of
data assimilative systems information (e.g. Skákala et al.
2018), which complements their paired use. In the follow-
ing, we explore the combined use of CMEMS satellite and
model data for the assessment of Eutrophication Status in
Northwest European Shelf Seas. In so doing, we address
the question of what type of information can the data pro-
ducts usefully provide, and what caveats should be attached
to their use.
3.2.1. Method
We use 8-day satellite sea surface Chl-a (mg m−3) com-
posites at 1 km resolution (OCEANCOLOUR_A
TL_CHL_L4_REP_OBSERVATIONS_009_091). The
data are derived from ESA Ocean Colour CCI Remote
Sensing Reflectance data using the regional OC5CI
chlorophyll algorithm (Sathyendranath et al. 2016).
The data covers the time period from January 1998 to
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December 2018, and a spatial area that extends over the
Northwest European Shelf Seas. OC5CI is a switching
algorithm that applies the OC5 model in case 2 coastal
regions and the colour index (CI) in case 1 open ocean
areas. Chl-a P90 values are computed on a per-pixel
basis over the months March to October inclusive, cover-
ing the phytoplankton growing season. In autumn and
winter months, the spatial coverage of ocean colour
data is limited in the study region, due to the high aver-
age solar zenith angle. An assessment of the product’s
skill in the area can be found in the accompanying QUal-
ity Information Document (QUID; see Data Use table).
For model data, we use output from the coupled mar-
ine hydrodynamic-biogeochemical model NEMO-
FABM-ERSEM, which has been run on the 7 km Atlantic
Margin Model (AMM7) domain from January 1998
through to December 2018 (NORTHWESTSHEL-
F_REANALYSIS_BIO_004_011). The NEMO AMM7
configuration is described in O’Dea et al. (2017). A full
description of ERSEM can be found in Butenschön
et al. (2016), while the coupled NEMO-FABM-ERSEM
configuration is described in the Product User Manual
(PUM) and accompanying QUID (see Data Use table).
Physical variables are not assimilated during the reanaly-
sis run; however, sea surface chlorophyll data from satel-
lite is, ensuring consistency with the sea surface
chlorophyll data presented here. From the model, we
use daily mean sea surface Chl-a (mg m−3) and depth
resolved c(O2) (mg L
−1).
In the satellite and model data, anomalies in Chl-a
P90 for the year 2018 were computed by calculating
the difference in Chl-a P90 for 2018 relative to the 6
year reference period 2009–2014. Year-to-year variations
in Chl-a P90 within different regions of the Greater
North Sea are also analysed. Minimum daily mean bot-
tom c(O2) is computed on a per-pixel basis by finding
the minimum daily mean c(O2) within the grid cell
that sits immediately above the sea floor. The minimum
value is computed over the full year.
3.2.2. Results and discussion
Satellite-derived Chl-a P90 concentrations are already
used to complement in situ measurements within
OSPAR assessment reports (OSPAR 2017). As shown
in the product QUID, summary skill metrics show a
close fit to in situ data. In Figure 3.2.1(A), we map satel-
lite-derived Chl-a P90 concentrations for the reference
period 2009–2014. Data for 2018 are shown in Figure
3.2.1(C), while 2018 anomalies relative to the reference
period are shown in Figure 3.2.1(E). The corresponding
model data is shown in Figure 3.2.1(B,D,F), respectively.
In the reference period, the highest P90 values are found
around the continental coast in the Southern North Sea.
Assessment threshold concentrations – in particular, the
15 mg L−1 threshold for coastal waters used by the UK,
France, and Belgium – are generally not exceeded, with
the exception of localised areas near to the mouths of
major estuaries in the Southern North Sea. With the
exception of the area around Dogger Bank, satellite-
derived Chl-a P90 anomalies for 2018 relative to the
reference period are generally negative in off shore
waters throughout the Greater North Sea and English
Channel, indicating lower Chl-a P90 concentrations.
The picture is more mixed near to the continental
coast in the Southern North Sea, with positive anomalies
evident near to the Rhine-Meuse-Scheldt delta and in the
Wadden Sea, and negative anomalies evident along other
areas of the French, Belgian and Dutch coasts. The pic-
ture is also more mixed within the Celtic Seas, where sig-
nificant upward trends were observed in offshore waters
over the period 2006–2014 (OSPAR 2017). Since there is
no direct river-run off into the central Celtic Sea, the
positive Chl-a P90 anomaly in 2018 is unlikely to be dri-
ven by anthropogenic nutrient inputs, but rather climatic
or biological effects, such as a change in grazing pressure.
In past OSPAR assessments, Eutrophication problem
areas have been identified within sub-regions of the
Greater North Sea. Following Tinker et al. (2019), we
divided the AMM7 model domain into 8 sub-regions
(Figure 3.2.2(A)), and examine spatial and temporal
variations in Chl-a P90 concentrations in the Northern
North Sea, the Norwegian Trench and the Southern
North Sea sub-regions (Figure 3.2.2(B–D)). Each sub-
region covers a range of environments, where spatial
and temporal variability in Chl-a P90 is influenced by
both natural and anthropogenic factors. This is particu-
larly evident in the Southern North Sea (Figure 3.2.2(D)),
where the spread in Chl-a P90 concentrations is largest,
and the highest concentrations, representing areas adja-
cent to the continental coast where eutrophication is
most likely to occur, are found. No statistically signifi-
cant long-term temporal trends in the data were found
in the selected sub-regions.
The duration and extent of conditions in which mod-
elled bottom c(O2) fell below 6 mg L
−1 for the years
1998–2018 are shown in Figure 3.2.3(A). In the model,
concentrations generally stayed above 4 mg L−1, while
at no point were hypoxic conditions (c(O2) < 2 mg
L−1) simulated. The sub-regions most frequently
impacted by c(O2) < 6 mg L
−1 are the Northwest and
Southwest Approaches, then the Norwegian Trench
and Southern North Sea. While the former have also
been identified as potential problem areas in a past mod-
elling study (Ciavatta et al. 2016), there is limited in situ
data to reinforce this prediction. The simulation of low
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Figure 3.2.1. Chl-a P90 over the Northwest European Shelf based on satellite (product OCEANCOLOUR_ATL_CHL_L4_REP_OBSERVA-
TIONS_009_091) and model (product NORTHWESTSHELF_REANALYSIS_BIO_004_011) surface Chl-a concentrations. (A) Satellite-
derived Chl-a P90 at 1 km resolution for the reference period 2009–2014, computed over the growing season (March to October inclus-
ive). (B) As in (A), but based on modelled surface ocean Chl-a concentrations at 7 km resolution. (C) Satellite-derived Chl-a P90 at 1 km
resolution for 2018, computed over the growing season (March to October inclusive). (D) As in (C), but based on modelled surface ocean
Chl-a concentrations at 7 km resolution. (E) Satellite-derived Chl-a P90 anomalies for 2018 relative to the reference period 2009–2014.
(F) As in (E), but based on model Chl-a P90 data.
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oxygen conditions within the Southern North Sea, and in
particular the German Bight, is in keeping with OSPAR
assessments (OSPAR 2017). Minimum daily mean bot-
tom c(O2) data for 2018 are shown in Figure 3.2.3(B),
while anomalies relative to the 1998–2014 reference
period are shown in Figure 3.2.3(C). In the 2018 model
data, the 6 mg L−1 threshold concentration was seldom
breached, with an exception being near to the eastern
coast of the Bay of Biscay; and anomalies were generally
positive over the entire continental shelf. Sub-regions
with the lowest oxygen concentrations include the
Southern North Sea, the Northwest and Southwest
Approaches, and areas off the Northwest coast of France
(in agreement with, e.g. Ciavatta et al. 2016).
The advantages of using satellite derived Chl-a P90
concentrations in eutrophication status assessments are
well appreciated (Novoa et al. 2012; Gohin et al. 2019),
and satellite derived ocean colour data is already being
combined with in situ measures by several Contracting
Parties within OSPAR. In terms of resolution, a mini-
mum of 1km is generally required for such studies;
given the tendency for river nutrient fertilisation effects
Figure 3.2.2. Annual variations in model Chl-a P90 within the Greater North Sea, based on model surface ocean Chl-a concentrations
(product NORTHWESTSHELF_REANALYSIS_BIO_004_011). (A) Map of the greater North Sea and its sub-regions, following Tinker et al.
(2019). The sub-regions include the South Western Approaches (SWA); the English Channel (EC), the Southern North Sea (SNS), the
Norwegian Trench (NT), the Northern North Sea (NNS), the North Western Approaches (NWA), the Irish Sea (IS) and off-shelf areas
(Offshelf). (B) – (D) Chl-a P90 calculated on a per-pixel basis for three sub-regions within the Greater North Sea. Chl-a P90 concentrations
are calculated over the growing season March – October inclusive for each year from 1998 through to 2018. The box plots show the
median Chl-a P90 concentration for each region (yellow line), the interquartile range (box edges) and min/max values (whiskers) for
each year.
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to become diluted further away from the shore, it is
desirable to resolve near shore areas in as much detail
as possible. The trade-off in moving to even higher res-
olution products, as they become available, comes in
temporal coverage, which generally worsens at higher
resolutions. For this particular region, CMEMs model
derived Chl-a data are currently only available at 7 km
resolution, meaning fine-scale, near coast signals are
not resolved.
The model provides many other variable fields from
which different eutrophication status indicators can be
derived, and their interdependencies explored. These
include nutrient concentrations and bottom oxygen con-
centrations. The ability of the model to successfully
identify areas that are known to experience low oxygen
concentrations is encouraging. Furthermore, the agree-
ment with Ciavatta et al. (2016), where results were
derived from a 100 member ensemble generated by
Figure 3.2.3. Duration and extent of low bottom oxygen conditions based on modelled bottom oxygen concentration (product
NORTHWESTSHELF_REANALYSIS_BIO_004_011). (A) Areal extent and duration of low bottom oxygen conditions over the period
1998–2018 for the sub-regions defined in Figure 3.2.2(A), based on a threshold concentration of 6 mg L−1. (B) Minimum daily mean
bottom oxygen concentration in 2018, calculated over the full year. (C) Anomalies in the minimum daily mean bottom oxygen con-
centration in 2018 relative to the reference period 1998–2014.
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perturbing model states and forcings, indicate the result
is reproducible within an estimated range of model
uncertainty. Building on this, we propose the outputs
could be explored further, and used to identify potential
problem areas that are not closely monitored at the pre-
sent time. A further potential application of models is to
identify the relevant importance of different natural and
anthropogenic drivers on eutrophication indicators. This
was explored for bottom oxygen concentrations by
Große et al. (2016), who investigated the relative influ-
ence of spatial and temporal variations in seasonal stra-
tification and primary production on c(O2). However,
some care must be taken in this context. The use of
chlorophyll data assimilation in the reanalysis makes
the interpretation of governing relationships and their
interdependencies in the model more complex. Further-
more, it is evident from comparisons with in situ data
that the model dataset contains some significant biases
compared to observed values (see QUID). Specifically,
there is an overall negative median bias in oxygen con-
centrations of ∼0.5 mg L−1 when compared with on
shelf in situ observations from the ICES databases,
which likely result from a warm bias in temperature;
while nitrate concentrations are generally positively
biased, especially in the Southern North Sea, which has
direct relevance to studies of eutrophication, given the
history of this area. If used to support eutrophication
assessments, it is important that these errors are taken
into consideration.
Section 3.3: The value of carbon sink
ecosystem services in the Mediterranean Sea
Authors: Canu, D., A. Ghermandi, P. Lazzari, G. Bolzon,
P.A.L.D. Nunes, S. Zunino, C. Solidoro
Statement of main outcome: Marine ecosystems ser-
vices worldwide are often ignored or underestimated,
due to their limited or indirect visibility and it is criti-
cally important to assess them to improve marine man-
agement and policy. Using the air–sea carbon fluxes
CMEMS products and new estimates of the social cost
of carbon (SCC), i.e. the net present value of the cumu-
lative, worldwide impact of one additional ton of carbon
emitted to the atmosphere at a specific point in time
over its residence time in the atmosphere (Watkiss
et al. 2005), we computed the carbon sink ecosystem
service (CSES) value for the period 2002–2014 and for
the year 2018, for the Mediterranean Sea basin and at
the Exclusive Economic Zone (EEZ) level (Flanders
Marine Institute 2018). Considering the total surface
of (2.48 · 106 km2), the average CSES value for the Med-
iterranean Sea is 1733 M€/year for the period 2004–
2014 and 2095 M€/year for 2018, with spatial
differences according to the variability of air–sea carbon
fluxes, which are associated to the combined action of
marine circulation, heat fluxes and the biological
pump. Accounting for the value of sea carbon sink is
tis of particular importance since such benefits are
still poorly understood. In fact, key information about
the natural capital of oceans and the ecosystem services
flows that it generates is missing or invisible in the Sys-
tem of National Accounts (SNA), including the Gross
Domestic Product (GDP). Moreover, yearly updating
this information on the basis of both ecological and
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3.3.1. Valuation: results and discussion
The aim of this contribution is to provide a new aggre-
gated indicator that could be used to capture the infor-
mation on the state and trends of Carbon Sink
Ecosystem Service (CSES) of the Mediterranean Sea.
Marine ecosystems provide a variety of benefits to
human well being, supporting a wide range of services
that include all the main categories of provisioning,
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regulating, and cultural services (MEA 2005; TEEB 2010;
CICES 2018). Marine systems provide a substantial con-
tribution to climate regulation, through the maintenance
of the CO2/O2 (carbon dioxide/oxygen) balance, the
maintenance of the ozone (O3) layer and sulphur oxides
(SOx) and through thermal regulation (Beaumont et al.
2007; Pörtner et al. 2014). The ecosystem services frame-
work is relevant for re-connecting people to nature high-
lighting the link between good environmental status and
benefits for human society. The new concepts of the
Maritime Spatial Planning Directive (Directive 2014/
89/EU) and the EU Blue Growth agenda (2012) point
out the necessity to develop a future sustainable use of
the marine resources. In this contest, the ecosystem ser-
vices framework can be a powerful tool to highlight the
trade-offs and the conflicts arising from multiple uses
and impacts and to consider as beneficiaries in the
decision-making process not only the single economic
sectors but the entire humanity (Liquete et al. 2016).
Globally, the ocean system absorbs an important frac-
tion of anthropogenic CO2 from the atmosphere. The
global estimate for 2016 was 2.65 PgC/year (Perruche
et al. 2018) which accounts for 25% of the anthropogenic
emissions for the same period, estimated by Le Quéré
et al. (2018) in 10.8 GtC/year. Considering only the
total fossil fuel and cement-manufacturing emissions in
the period from 1800 to 1994 ocean carbon sink was
responsible for the sequestration about 48% of such
emissions (Sabine et al. 2004). These values underline
the relevance of the ocean carbon sequestration service
(Beaumont et al. 2007) which is sustained by the inter-
action of three main categories of functions: the physics
that governs ocean water advection and mixing, the bio-
geochemistry, which is defined by the trophic inter-
actions among primary and secondary producers, and
the carbonate chemistry, which directly responds to CO2
air concentration (Gattuso et al. 2015). Due to the dynamic
nature of seas and oceans, the carbon sequestration service
is variable over time and space, responding not only to the
atmospheric CO2 concentration, but also to changes in
ocean dynamics and properties, such as the dynamics of
dense water formation and upwelling, the variability of
temperature and salinity, and the variability of primary
producers (e.g. phytoplankton and macrophytes). The con-
tribution of these processes to carbon sequestration, is still
poorly known, and, due to the public nature of such service,
poorly captured by the markets.
Melaku Canu et al. (2015) provided the first estimate
of the economic value of carbon sequestration in the
Mediterranean Sea by combining the CO2 fluxes, com-
puted with a state-of-the-art biogeochemical model,
with estimates of the social cost of carbon (SCC). Here
we use the term ‘sink’ rather than sequestration for
consistency with the definition adopted by IPCC 2019,
which requires a centennial time range to assess ‘seques-
tration’. Such previous valuation was conducted both in
terms of the total net CO2 flux – which aggregates the
value of the physical, solubility and biological pumps –
and for the biological pump only, which was intended
to assess the contribution of biological processes to the
marine ‘‘blue carbon’’ absorption. As in Melaku Canu
et al. (2015), in CMEMS global reanalysis (Data Ref #:
3.3.1) the carbon biological pump of the pelagic ecosys-
tem is resolved at the lower trophic level (plankton), as
detailed in Le Quéré et al. (2018). Using conservative
estimates of the cost of carbon emissions, the computed
value for the whole Mediterranean Sea ranged between
127 and 1722 million €/year. The results have also
been aggregated at the level of each Mediterranean
country, by computing the CO2 fluxes (and their relative
economic value) for their relative Exclusive Economic
Zone (EEZ) areas. The SCC is a central concept for
understanding and implementing climate change pol-
icies: it represents the economic cost caused by an
additional ton of carbon dioxide emissions or its equiv-
alent (Nordhaus 2016). Since the publication of the pre-
vious valuation paper in 2015, however, the number of
papers and estimates of the SCC has grown rapidly
(Tol 2018). On parallel, new CO2 air–sea fluxes data-
sets have been made available from model re-analysis
relative to the period 1999–2018 thus allowing to extend
the valuation over a multi-year period and to make com-
parisons between target years and the climatology
(2004–2014). The availability of new, updated infor-
mation, therefore calls for the reassessment of the pre-
vious estimates in light of the new knowledge that is
carried out in the present work. Along with SCC esti-
mates, our analysis also considers market price infor-
mation from the EU ETS for its policy relevance.
Consistently with previous research (Perruche et al.
2018), our results show that the Mediterranean Sea acts
as a weak sink of atmospheric carbon. Carbon is
absorbed in particular in the northern part of the
basin, also linked to dense water forming systems. Air–
sea carbon fluxes in the Mediterranean Sea respond to
the global increase in atmospheric pCO2, showing a posi-
tive trend over the period 2004–2018 as illustrated in
Figure 3.3.1(panel a) with an average sink value of 6.9
TgC/year for the decade 2004–2014. This value corre-
sponds to an average in-flux of 2.9 tonC/km2 with an
increase of 0.16 tonC/km2/year. This trend of CO2 air-
to-sea flux is the same magnitude of the global carbon
budget estimates (Le Quéré et al. 2018). In the same
figure (Figure 3.3.1(panel b)) the red line represents the
evolution of the carbon sink at the basin scale, while
the grey lines indicate the ± standard deviation of the
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carbon sink values computed for each EEZ, which pre-
sent a noticeable variability. According to the map of
Figure 3.3.1(panel b) in the period 2004–2014, the car-
bon sink is particularly strong in the area of Aegean
Sea, Gulf of Lion and northern Adriatic Sea, while out-
gassing occurs mainly along the coasts in the Southern
part of the basin. The spatial variability is a result of
the superposition of several processes (spatially variable)
including: (1) latitudinal gradient in CO2 solubility,
associated to the temperature gradient; (2) the east/
west gradient due to the signature of the Atlantic water
incoming though Gibraltar; (3) the biological activity;
(4) the riverine alkalinity inputs. The anomaly map
shown in Figure 3.3.1(panel c), highlights an increase
Figure 3.3.1. Carbon sink, computed as net annual CO2 fluxes at the sea surface using the CMEM global reanalysis using data presented
in Table 3.3.1 (Data Ref #: 3.3.1). (a) Range of carbon sink (tonC/km2/year) for the different Mediterranean EEZ expressed as Standard
deviation (Grey bars) and average value (grey dot). Basin average (red line) for the period 2004–2018. (b) Climatological mean of net air-
to-sea flux for CO2 (mmol C/m
2/day) over the period 2004–2014 (c) The corresponding anomaly of net air-to-sea flux for CO2 (mmol C/
m2/day) for year 2018 over the climatological mean.
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in carbon sink in some areas (at the dense water for-
mation sites, at Gibraltar, in the southwestern part of
the Basin and in the Aegean Sea, close to the Dardanelles
strait) and a decrease in several other spots, i.e. along the
southern coast, Adriatic Sea, and French coast.
Large uncertainties in the evaluation of the social costs
of climate change have resulted in a wide range of esti-
mates of the SCC (Tol 2018). To partially account for
such variability and consistently with Melaku et al.
(2015), we consider in this work a range of estimates
to characterise the economic value of carbon sink flows
in the Mediterranean based on the carbon fluxes calcu-
lated for the period under investigation (see Table
3.3.1). In particular, we consider the following sources:
a recent review of SCC estimates in the literature (Tol
2018), the SCC from the baseline scenario in Nordhaus
(2017), and the lower bound value calculated by van
den Bergh and Botzen (2014). The yearly average
exchange price in the EU Emission Trading
Scheme (ETS) for the period 2012–2018 (EUA 2019)
was also considered in the analysis as a market-based
information on carbon prices. Prices in the EU ETS
have substantially increased in 2018–2019, with the aver-
age auction price in March 2019 being 3.8 times higher
than the average price during 2018.
All SCC estimates are converted to 2017 EUR using
the 5-year average nominal exchange rate and GDP
(Gross Domestic Product) deflators from the World
Bank.1 Given that the studies do not provide the necess-
ary information for retroactively calculate SCC back to
2002, such values were applied over the entire period.
Several recent studies have focused on producing esti-
mates of individual countries’ contribution to the SCC.
In this paper, however, we retain a focus on a global
SCC, which is the correct value to use from a global per-
spective (Ricke et al. 2018). Other approaches exist to
account for the variability in SCC. Pendleton et al.
(2012), for instance, suggested to use a stochastic
approach. A comprehensive discussion on SCC estimates
can be found in van den Bergh and Botzen (2014).
The temporal evolution of Carbon Sink Ecosystem
Service in the Mediterranean Sea is shown in Figure
3.3.1(panel a) This value is the product of the service
and the economic value associated with the service,
depending on human preferences and on the human
perception of the costs associated to the emission of an
additional ton of carbon in the atmosphere. In details,
the flow of the economic value of the CSES derived
from the specific sea surface S, the in the time frame
(t0, t1) is calculated in Equation (1) as:
V 0 = x y
∫t1
t0
CFlux(x, y, t)× SCC (t)dtdxdy (1)
where CFLUX is the carbon dioxide flux, at each point of
longitude (x) and latitude (y) of the sea surface at the
time t, measured in ton/km2/day (Data Ref #: 3.3.1)
and is the cost associated to the emission of one
additional ton of carbon at the time t (Full details of
the method are provided in Melaku Canu et al. (2015)).
The valuation was done using the values of Table
3.3.1, that are almost constant during the whole period,
except for the last few years, for which a nominal value
was available (Figure 3.3.2).
When valuing the carbon sink service at the EEZ level,
spatial differences appear among the different EEZ as a
consequence of the differences in the surface of the
different EEZ and due to the spatial variability of the car-
bon sink ecosystem service, as shown in the maps of
Figure 3.3.1. CSES for the Mediterranean EEZ have
been calculated for the year 2018, using the data pre-
sented in Products used table, as shown in Figure 3.3.3.
When computing the ES value at the EEZ level, some
countries will be associated with benefits for such service,
while others may be located in the areas of negligible
Table 3.3.1. SCC estimates and market price of carbon emissions
used in this analysis, with corresponding sources. (Data Ref #




EU-ETS Average auction price
2018
55
Tol (2018) SCC estimate, 33
percentile
114
Tol (2018) SCC estimate, 67
percentile
412
van den Bergh and Botzen
(2014)
SCC estimate 579
Nordhaus (2017) SCC estimate Baseline 119
Figure 3.3.2. Temporal trend of CSES for the Mediterranean Sea
for the period 2002–2018 calculated using the different carbon
price estimates presented in Products used table (Data Ref. #:
3.3.1,.3.3.2,.3.3.3,.3.3.4, 3.3.5) and Table 3.3.1.
JOURNAL OF OPERATIONAL OCEANOGRAPHY s91
fluxes, or assigned a negative value if located along areas,
which are mainly outgassing. Although we present here
the value flows aggregated at the EEZ level because this
is consistent with the country-level National Greenhouse
Gas Inventory approach of the UNFCCC (https://unfccc.
int/), already in use, the dynamic nature of sea and
oceans instead calls for a basin scale governance, collec-
tive actions and coordinate responses in order to guaran-
tee the commitment to sustainability goals.
Section 3.4: IBISAR service for real-time data
ranking in the IBI area for emergency
responders and SAR operators
Authors: Emma Reyes, Ismael Hernández-Carrasco,
Adèle Révelard, Baptiste Mourre, Paz Rotllán, Eric
Comerma, Tayebeh Tajalli Bakhsh, Anna Rubio, Julien
Mader, Luis Ferrer, Christian De Lera Fernández, Enri-
que Álvarez-Fanjul, Joaquín Tintoré
Statement of Main Outcome: Reliable information of
wind and currents is critical for responding effectively
to maritime emergencies at an early stage of a disaster.
IBISAR – www.ibisar.es – is a downstream service aim-
ing to facilitate decision-making for Search and Rescue
operators and marine emergency responders, by guiding
them to select the most accurate ocean current predic-
tion for a specific period and area of interest within the
Iberian-Biscay-Irish regional seas. It combines multiple
Copernicus Marine Service and allied complementary
data products, evaluates the skill of each model available
and synthesises the information in a user-friendly way.
This section focuses on the application and test of the
assessment methodology envisioned by the service in
two pilot areas: the Balearic Sea and the southeastern
Bay of Biscay. Findings show that the modelling per-
formance is strongly region-dependent and scenario-
specific. This highlights the importance of the IBISAR
service to keep up-to-date the skill assessment of all
models available in the area and period of interest,
since it can have a significant impact in minimising the
response time, optimising search area planning, thus




No. Product name and type Documentation
3.4.1 GLOBAL_ANALYSIS_FORECAST_
PHY_001_024
(Global Ocean 1/12 Physics























Figure 3.3.3. Ocean carbon sink ecosystem services values calculated for the exclusive economic zones EEZ of the Mediterranean
countries using the net carbon fluxes at the EEZ elaborated from data presented in Products used table and the valuation of SCC
and EU auction prices presented in Products used table (Data Ref # 3.3.1) and in Table 3.3.1 (van den Bergh and Botzen 2014; Nordhaus
2017; Tol 2018). Light blue area (primary axis): range of estimates using the range of SCC values. Red dots, (second axis): Values calcu-
lated using the 2018 yearly averaged EU-ETS auction are presented for comparison.
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Operational oceanography aims to provide timely and
accurate observations and predictions of the marine
environment and offer dedicated services to marine sta-
keholders and the general public. In order to support
their decisions, government agencies and private compa-
nies in charge of maritime safety and marine pollution
control use Search and Rescue and environmental risk
modelling applications. These tools, mostly based on
Lagrangian models for trajectory prediction of e.g. drift-
ing targets or oil spills, ultimately rely on accurate wind
and current forecasts to properly determine the optimal
search region.
The multiple ocean forecasts available, with different
parameterisations and levels of complexity, ensure the
data availability in near real-time for a specific region.
As a drawback, when each model provides a different
outcome, the key concern of many targeted users is:
which ocean current prediction should I select to run
my applications? Skill assessment methods are required
to estimate the level of confidence in the different predic-
tions, and this information should be displayed in a user-
friendly way, using easily interpretable metrics.
Addressing user needs, the IBISAR service (www.
ibisar.es) provides real-time data of the ocean current
forecasts available in the Iberian-Biscay-Irish regional
seas and evaluates their performance. Built on an existing
operational service developed by RPS Ocean Science
(www.rpsgroup.com/) it consists of an automated pro-
cess that helps the user to identify the most accurate
ocean current prediction. The service includes three
elements (as schematised in Figure 3.4.1): (1) the regu-
larly updated database of current forecasts and obser-
vations; (2) the graphical user interface, acting as a
single access point for serving and visualising all avail-
able data; (3) the skill assessment functionality, which
evaluates the reliability of the different current forecasts.
In this section, we apply and test the quantitative method
used by the science-based service for assessing the skill of
each data source and discuss the results obtained in two
pilot areas with varying dynamical conditions.
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In the operational ocean model assessment frame-
work, IBISAR supports ongoing efforts to develop ade-
quate evaluation tools, which are essentially built on
statistical metrics obtained by comparing against in-
situ data (Hernández et al. 2015; Mourre et al. 2018).
Moreover, it is also aligned with the validation and ver-
ification of ocean numerical simulations activities to
implement the long-term strategy developed by
CMEMS (Hernández and Melet 2016; Le Traon et al.
2017). IBISAR is accessible online since December
2019, under subscription.
The IBISAR service includes all Copernicus Marine
Service forecast models (product ref 3.4.1–3.4.4) avail-
able in the Iberian-Biscay-Irish regional seas as well as
several downscaling of the formers over regional and
coastal areas. Within the latter, SOCIB-WMOP for the
Western Mediterranean (Tintoré et al. 2013; Juza et al.
2016; Mourre et al. 2018, product ref 3.4.7) and PUER-
TOS-SAMOA for the Bilbao harbour (Álvarez-Fanjul
2018, product ref 3.4.8) are used in this section.
In order to assess the performance of the forecast, sat-
ellite-tracked surface drifter trajectories are used as refer-
ence (ground-truth) source. In the Balearic Sea, four
shallow drogued ODi sphere surface drifters (product
ref. 3.4.6), with minimal wind drag effects, were tracked
from the 28th July to September 2016. In the Bay of Bis-
cay, two Zunibal drifters (product ref 3.4.9), which
respond to surface currents and partially to the direct
wind drag effect, were deployed and tracked by the Span-
ish Maritime Safety Agency during its routine exercises
on the 17–19th September 2018 and 12–14th February
2019. An additional novelty of IBISAR is the integration
of HF radar surface currents (product ref. 3.4.5), one of
the observing platforms from the CMEMS new service
release of the 16th April 2019. From all Spanish HF
radar systems available in the service, those from the
Ibiza Channel (Lana et al. 2015) and the Bay of Biscay
(Solabarrieta et al. 2014) are considered here. With the
purpose of obtaining radar-derived Lagrangian trajec-
tories, the generation of HF radar gap-filled products
Figure 3.4.1. Schema showing how Copernicus marine service data products are used to assess the performance of different forecasts
in the IBISAR downstream data service. Starting from the top-left corner, the figure shows the Copernicus Marine Service models (pro-
duct ref 3.4.1–3.4.4) and in-situ observations (product ref. 3.4.5–3.4.6) datasets integrated in the IBISAR catalogue. The visualisation of
all datasets is displayed by means of an integrated OGC OpenGIS® Web Map Service (WMS) interface standard. The methodology envi-
sioned by the IBISAR Skill Assessment is summarised in three steps: (1) it simulates trajectories using all available current forecast
models within the period and region of interest; (2) it compares simulated against observed drifter trajectories according to the Normal-
ized Cumulative Lagrangian Separation (NCLS) distance developed by Liu and Weisberg (2011) and finally (3) it computes the averaged
skill score obtained for each dataset. The model reliability information is finally synthesised and displayed in a table.
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are required (Solabarrieta et al. 2016; Hernández-Car-
rasco, Orfila, et al. 2018, Hernández-Carrasco, Solabar-
rieta, et al. 2018). To do this we apply the Open-
boundary Modal Analysis methodology, implemented
by Lekien et al. (2004) and further optimised by Kaplan
and Lekien (2007), using the modules of the HFR Progs
Matlab package (https://github.com/rowg/hfrprogs).
Since HF radar derived surface currents can also be
used as an alternative of the models for backtracking
drifting objects, with a demonstrated effectiveness of
the HF radar short term predictions (Zelenke 2005; Bar-
rick et al. 2012; Frolov et al. 2012; Orfila et al. 2015; Sola-
barrieta et al. 2016; Vilibić et al. 2016; Abascal et al. 2017)
in coastal risk-prone regions, they have also been evalu-
ated. However, although not included in this section, HF
radar could also be used as a benchmark (i.e. reference
source), complementing the drifter observations, allow-
ing us to routinely and systematically evaluate the per-
formance of model prediction over wider coastal areas.
The methodology used in IBISAR evaluates the
reliability of each current forecast and HF radar obser-
vations available within the period and region of interest
in three steps (see Figure 3.4.1): (1) for each available satel-
lite-tracked drifter, simulated trajectories are initialised
hourly from the observed drifter locations and the virtual
particles are tracked for the next 6 h, a relatively short
time scale (e.g. tidal to synoptic weather) for model assess-
ment useful for maritime safety and environmental protec-
tion applications (Liu andWeisberg 2011) and also adapted
to the usual operational time framework of safety agencies;
(2) it evaluates the distance between pairs of observed-pre-
dicted trajectories and computes a metric named Skill Score
at hourly intervals over the 6 h of simulation; (3) it averages
the Skill Scores obtained for each simulated trajectory over
the area and period of interest. The Skill Score is based on
the Normalized Cumulative Lagrangian Separation (NCLS)
distances (Liu and Weisberg 2011; see equations in Figure
3.4.1). It is a dimensionless index ranging from 0 to 1; the
higher the skill score value, the better the model perform-
ance, with a value equal 1 implying a perfect match between
observation and simulation. This approach is gaining popu-
larity in evaluating trajectory models for oil spill and SAR
operations (Ivichev et al. 2012; Mooers et al. 2012; Röhrs
et al. 2012; Liu et al. 2014) after being used in the context
of the Deepwater Horizon oil spill (Liu and Weisberg
2011; Mooers et al. 2012; Halliwell et al. 2014). As it is sta-
ted in Liu and Weisberg (2011), this methodology is par-
ticularly useful when the number of drifter trajectories is
limited and neither a conventional Eulerian-based velocity
nor a Lagrangian-based probability density function may
be estimated. However, the current lack of drifter avail-
ability in coastal risk-prone areas restrict the robustness
of the methodology and consequently it would reduce the
potential of the downstream data service based on it.
Addressing this drawback, the IBISAR service provides
both real-time and historical evaluations according to the
data availability.
For this study, the simulated trajectories of virtual
particles advected by different surface velocity fields
were all computed using the COSMO Lagrangian
model (described by Jiménez Madrid et al. 2016) from
the Institute of Marine Sciences of Barcelona, which is
a free software available in github repository (https://
github.com/quimbp/cosmo, version from 5 Jun 2019,
DOI:10.5281/zenodo.3522268). It consists of a fifth-
order Runge–Kutta integration scheme, bicubic spatial
interpolation of the gridded velocity field and third
order Lagrange polynomials in time. Although the vali-
dation of the Lagrangian model COSMO is out of the
scope of this section, it was verified that the trajectories
simulated by COSMO using SOCIB-WMOP currents
agreed with the ones simulated with CDrift (Sayol
et al. 2014), as shown in Figure 3.4.2.
Furthermore, the use of a single Lagrangian model for
all experiments allows a more accurate cross-area com-
parison of the results. Here we present and discuss the
results of applying and testing this methodology in two
of four of the considered pilot areas, where CMEMS,
regional and coastal ocean models overlap and several
observational networks are available (with HF radar sys-
tems included). These regions are the Balearic Sea (Figure
3.4.3), which is an area with complex dynamic due to the
interaction between different water masses and associated
permanent density-driven currents (Font et al. 1988; La
Violette et al. 1990; Pinot et al. 2002; André et al. 2005),
and the southeastern Bay of Biscay (Figure 3.4.4), which
is marked by a strong seasonality of the Iberian Poleward
Current (Rubio et al. 2019) and related mesoscale variabil-
ity along the slope (Rubio et al. 2018). The full report gath-
ering the results from the four pilot areas, comprising the
evaluation with 144 drifters is available in www.ibisar.es.
Figure 3.4.3 shows the skill score obtained over the
four drifters tracked in the Balearic Sea from July to Sep-
tember 2016, after 6 h of simulation using three CMEMS
models, the regional model SOCIB-WMOP and the HF
radar. During this experiment, all drifters got entrained
into the Balearic Current, being transported northeast-
ward through the Balearic Sea. Considering the entire
region, the CMEMS global (product ref 3.4.1) and the
regional model of the Iberian-Biscay-Irish seas (product
ref. 3.4.2) show the best performance with similar aver-
aged skill scores of 0.261 and 0.26, respectively. Higher
score values (>0.7) in the northern part of Ibiza island
and Mallorca channel indicate better model perform-
ances in this area. The SOCIB-WMOP model (product
ref. 3.4.7) and its parent model, the CMEMS regional
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model of the Mediterranean Sea (product ref. 3.4.3), pre-
sent also similar skill score values of 0.213 and 0.241,
respectively. However, in the north-northwest part of
Ibiza island, SOCIB-WMOP presents higher values (>
0.6). Focusing on the northern part of the Balearic Sea
(north of latitude 40°N), none of the models show a
good performance, probably due to their difficulties in
representing the soutwestward quasi-permanent baro-
tropic large-scale alongshore Northern Current – NC –
jet (Font et al. 1988). However, the CMEMS regional
model of the Iberian-Biscay-Irish seas performs better
than the others along the Catalan shelf, reaching skill
score values > 0.6. On the contrary, when focusing on
the Ibiza Channel (black-line rectangle in Figure 3.4.3),
most of the models and the HF radar present good skills
(> 0.4). In this area, the CMEMS regional model for the
Mediterranean Sea (product ref 3.4.3) shows the best
performance (skill score of 0.619) for this specific period,
which somewhat unexpectedly, improves the skills of the
HF radar (skill score of 0.482, product ref 3.4.5) and the
solution of its child model forecast, the regional model
SOCIB-WMOP (skill score of 0.362, product ref 3.4.7).
This is because the CMEMS regional model was capable
of predicting the observations of inertial oscillations
depicted by drifters (not shown), while the HF radar
gap-filled surface currents were not able to properly
reproduce some of these circularly polarised currents
in this specific event (dark blue points of Figure 3.4.3
(d)). It must also be considered the strong smoothing
character of the OMA analysis, which can remove
small features from the velocity field (Kaplan and Lekien
2007; Hernández-Carrasco, Solabarrieta, et al. 2018). In
addition, the meridional velocities of the surface current
are only moderately well reproduced by the HF radar as
previously reported by Lana et al. (2016) and, in this par-
ticular case, the flow across the Ibiza Channel was predo-
minantly meridional.
Figure 3.4.4 shows the skill score over the two drif-
ters released in the southeastern Bay of Biscay after 6 h
of simulation using four CMEMS models, the PUER-
TOS-SAMOA-Bilbao coastal model and the HF
radar. Drifter 1 was tracked for two days during late
summer (17–19 September 2018) while it became tem-
porarily trapped in an eddy. Drifter 2 was tracked for
two days during winter (12–14 February 2019) and got
entrained into the shelf-slope Iberian Poleward Cur-
rent, which is particularly persistent and intense during
this season (Le Cann and Serpette 2009; Herbert et al.
2011; Charria et al. 2013; Rubio et al. 2019), being
transported eastward along the Spanish coast. On aver-
age, the regional CMEMS model of the Iberian-Biscay-
Irish regional seas (product ref. 3.4.2) shows the best
performance (∼0.357) for both periods, reaching skill
score values higher than 0.9 in some areas, and better
than the higher-resolution downscaled coastal model
PUERTOS-SAMOA-Bilbao (∼0.329). As expected, the
Figure 3.4.2. Virtual particle trajectories simulated by three different Lagrangian models: COSMO (blue line); TracPy-TRACMASS (red
line) and CDrift (black line) with diverse advection schemes and different spatio-temporal interpolation, advected by the surface current
field from SOCIB-WMOP (product ref. 3.4.7)
s96 COPERNICUS MARINE SERVICE OCEAN STATE REPORT, ISSUE 4
Figure 3.4.3. Map of the Balearic Sea showing the spatial distribution of skill scores for the following datasets: (a) CMEMS IBI-MFC
(product ref. 3.4.2); (b) CMEMS GLO-MFC 1/12 (product ref. 3.4.1); (c) CMEMS MED-MFC (product ref. 3.4.3); (d) HF radar data from
the Ibiza Channel system (product ref. 3.4.5) and (e) SOCIB-WMOP (product ref. 3.4.7); after 6 h of simulation comparing 4 real drifters
available in the area from July to September 2016. Black-line rectangle shows the bounding box around the region of interest over the
Ibiza Channel, covering the HF radar footprint area.
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regional CMEMS model of the Mediterranean shows
the lowest skill score (∼0.158), since it does not include
tidal forcing, which is particularly important in this
area (Piraud et al. 2003). When considering only drif-
ter 1, the former model and the HF radar present simi-
lar skill score values on average (∼ 0.3), while the
highest scores are reached by the CMEMS-NWS-
MFC (∼0.403). However, none of the models neither
the HF radar are able to reproduce the entire eddy-
like trajectory of the drifter. In this experiment, the
HF radar surface currents (product ref. 3.4.5) do not
perform better than the simulated ones, probably
because the drifter trajectories were very close to the
edge of the areas where HF radar total currents can
be computed. In this area the resulting currents are
known (Chapman et al. 1997; Cook et al. 2007) to
have a higher observational error amplified through
the geometric dilution of precision.
In conclusion, selecting the most accurate ocean cur-
rent prediction for running an application might be a key
concern for end users, particularly when multiple choices
are available and each one provides a different outcome.
Here we have presented the results of applying and test-
ing the methodology envisioned by the IBISAR service
Figure 3.4.4.Map of the SE Bay of Biscay showing the spatial distribution of skill scores for the following datasets: (a) CMEMS GLO-MFC
1/12° (product ref. 3.4.1); (b) CMEMS MED-MFC (product ref. 3.4.3); (c) CMEMS IBI-MFC (product ref. 3.4.2); (d) CMEMS NWS-MFC (pro-
duct ref. 3.4.4); (e) PUERTOS-SAMOA-Bilbao (product ref. 3.4.8); and (f) HF radar data from the Biscay system (product ref. 3.4.5). The
simulation periods were from 17 to 19 September 2018 for drifter 1 – product ref. 3.4.9 – (temporarily trapped in an eddy) and from 12
to 14 February 2019 for drifter 2 – product ref. 3.4.9 – (transported eastward along the Spanish coast). PUERTOS-SAMOA-Bilbao dataset
was only available for drifter 1 and the HF radar dataset was available for about 20 h for drifter 2.
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for assessing the performance of all available current fore-
casts in the Balearic Sea and the southeastern Bay of Bis-
cay. The models have shown varying levels of skills in
predicting the trajectory of the observed drifters, depend-
ing on the region and on the analysed period, mainly
related to their different capacities to reproduce coastal
processes (e.g. inertial oscillations, submesoscale eddy
activity, intensification of the Iberian poleward current)
and diverse flow regimes (including seasonal modulation).
One surprising result is the better performance of
some models when compared to the HF radar derived
surface currents for some of the scenarios considered.
As the skill score is region-dependant and scenario-
specific, this might not be a general rule, and more simi-
lar experiments are needed to be able to draw some con-
clusions. Furthermore, it should be considered that skill
scores computed at the model domain boundaries and in
areas with higher HF radar observational errors penalises
the overall results.
Findings highlight the need of including this type of
skill assessment services to evaluate and monitor the per-
formance of operational systems and the accuracy of its
products in order to unlock their potential for different
applications.
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Section 3.5: Surface picture of the Levantine
Basin as derived by drifter and satellite data
Authors: Milena Menna, Giulio Notarstefano, Pierre-
Marie Poulain, Elena Mauri, Pierpaolo Falco, Enrico
Zambianchi
Statement of main outcome: Ocean circulation derived
from drifter data covers not only oceanographic and cli-
mate research but also spread and retention of pollu-
tants. The latter field has a strong societal impact
because it is able to give the measure of political action
efficiency in such a delicate sector. Moreover, it is able
to actively improve the policy-making of the environ-
mental governance. The scientific knowledge derived
from such a topic is transferable easily to the public in
an accessible form to benefit the relationship between
science and society and to respond better to the human
needs.
The surface circulation in the Levantine Basin derives
from the complex interaction among multi-scale flow
patterns, producing a high spatio-temporal variability
of the current field. A considerable amount of in situ
data has been collected in this region, giving us the
opportunity to produce an updated version of the surface
current paths (1993–2018). Drifter data are compared
with satellite altimetry data in order to define a detailed
and complete picture of the main quasi-permanent
structures and of the along-slope currents. This updated
description of the circulation pattern reinforces the work
of the scientific-societal communities in defining the
southeastern Levantine basin as the most critical area
of marine litter accumulation.
Data use:
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The marine litter has really become a serious problem in
the Mediterranean Sea. This issue is intensified by the
limited exchanges of the Mediterranean with the open
ocean, the high degree of urbanisation along the coasts
and the high level of maritime traffic. The pollution
caused by marine litter can deeply impact human and
animal health and create an economic damage to the
societal environment. The most abundant marine litter
items worldwide are plastics (Gregory and Ryan 1997)
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and they constitute more than 80% of the floating debris
in the Mediterranean Sea (Galgani 2014; Suaria and
Aliani 2014). Their persistence in the marine environ-
ment and their slow degree of degradation (Barnes
et al. 2009) make the plastics a threat that has to be mon-
itored and possibly reduced.
The geography of the Mediterranean basin and its
general surface circulation scheme contribute to create
a sort of re-circulation system of floating debris in
which they are distributed into possibly retention and
stranding areas within the basin.
Recently, Lagrangian models and in-situ data have
been used to estimate the drift of floating debris (Mansui
et al. 2015; Liubartseva et al. 2018) and the probability of
debris particles to reach different areas of the Mediterra-
nean basin (Zambianchi et al. 2017). The results of the
mentioned studies have defined the Southern Levantine
basin as a sort of ‘garbage patch’ of the Mediterranean,
where the surface currents contribute to enhance the
local increase of floating litter (Zambianchi et al. 2017).
In particular, the southern coast of the Levantine
seems to be a site of destination/accumulation of pol-
lution that extent also towards Syria and the Cilician
area (Mansui et al. 2015; Liubartseva et al. 2018). Cur-
rently, the statistics performed in Zambianchi et al.
(2017) are based on Lagrangian drifter data updated to
2014. The aim of this work is to provide an updated ver-
sion of the surface circulation patterns in the Levantine
sub-basin, adding the copious drifter data collected
after 2014.
3.5.2. Results and discussion
Drifter velocities (CMEMS product Ref. No. 3.5.2), col-
lected in the Levantine basin during the period 1993–
2018 (Figure 3.5.1), are compared with the concurrent
satellite altimetry products (Absolute Dynamic Topogra-
phy – ADT, CMEMS product Ref. No. 3.5.1) in order to
add new and further insights to the mean and seasonal
circulation patterns of this area. More details about the
drifter data processing are available in Menna et al.
(2017, 2018).
The two datasets fit rather well (Figure 3.5.1(b)) and
define the well-known cyclonic coastal circuit in the
Levantine sub-basin (Menna et al. 2012) with strength
as large as 15 cm/s along the southern and eastern coasts
(Libyo-Egyptian Current – LEC) and larger than 25 cm/s
along the northern coast (Cilician Current – CC – and
Asia Minor Current – AMC), in agreement with the
results of Menna et al. (2012). The interior of the Levan-
tine basin is longitudinally divided into two parts by the
zonal meandering Mid-Mediterranean Jet (MMJ; speeds
of 10–15 cm/s), with prevalent anticyclonic/cyclonic
structures located southern/northern of the MMJ path-
way. For some years after the publication of Millot and
Taupier-Letage (2005) and Millot and Gerin (2010)
there was a debate about the existence of the MMJ.
According to the above-mentioned authors, the MMJ
may not be a proper eastward current but it can corre-
spond to the northern limb of the anticyclonic eddies
generated by the instability of the along-slope LEC.
Nevertheless, the work published thereafter by Menna
et al. (2012), Poulain et al. (2012), Schroeder et al.
(2012) and more recently by Mauri et al. (2019) demon-
strate unambiguously the existence of the MMJ.
The main anticyclonic structures that characterise the
surface current field south of the MMJ signature are the
mesoscale Egyptian eddies (EE; speeds of 10 cm/s)
derived from the instability of the along-slope current
(Hamad et al. 2005, 2006; Menna et al. 2012), the sub-
basin scale Mersa-Matruh Gyre (MMG; maximum
speeds of ∼ 25 cm/s) and Cyprus Gyre (CG, mean speeds
of 10–20 cm/s) (Gertman et al. 2007; Mauri et al. 2019).
The Shikmona Eddy (ShE) is defined in literature as a
very complex system, composed of several cyclonic and
anticyclonic eddies (Gertman et al. 2007; Mauri et al.
2019), and formed as pinched off meanders from the
instability of the coastal current (Menna et al. 2012);
its position, sizes and intensities vary markedly over
time (Mauri et al. 2019). The mean pattern of the ShE
is cyclonic (Figure 3.5.1(b)) in the period 1993–2018.
The main cyclonic structures located north of the
MMJ signature (Figure 3.5.1(b)) are the sub-basin
scale Western Cretan Gyre (WCG; speeds of 10–15
cm/s) and the Rhodes Gyre (RG; speeds of 15–25 cm/
s). In addition to these large cyclones, there is a mesos-
cale cyclonic eddy generally squeezed between Syria and
the eastern Cyprus coasts, known as Latakia Eddy (LTE;
speeds of 10 cm/s). The LTE is generated by the inter-
action between the MMJ and the northward coastal cur-
rent (Zodiatis et al. 2003; Menna et al. 2012). The
cyclonic pattern along the northern coasts of the Levan-
tine is interrupted only by the anticyclonic, wind-driven
Ierapetra Gyre (IG; speeds of 15 cm/s), induced by the
northeasterly Etesian winds (Amitai et al. 2010). Alti-
metry data point out another cyclonic mesoscale struc-
ture (centred at 33.7°N and 25.3°E) that has never been
described before in literature as a stand-alone structure,
but sometimes it is included in the WCG system (e.g.
Poulain et al. 2012; Pinardi et al. 2015). The occurrence
of a recurrent cyclonic structure in this region is
confirmed by the DYNED-Atlas database (Le Vu et al.
2017; https://dyned.cls.fr/seewater/#!&page=isv-
mainPage), that uses the Angular Momentum Eddy
Detection Algorithm in the period 2000–2017, to locate
and track the surface signature of mesoscale eddies in
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the Mediterranean Sea. The DYNED-Atlas database
describes a cyclonic structure whose core is located
between 33.4°N and 34.3°N and between 24.7°E and
25.7°E for over a third of the 17 years analysed. This
mesoscale cyclone, located southwest of the IG, is
defined hereafter as Southern Cretan Eddy (SCE; speeds
of 5–10 cm/s). Drifter derived currents do not clearly
identify the edge of the SCE (due to their non-hom-
ogenous spatial and temporal sampling) but detect the
occurrence of a cyclonic meander in this region.
The seasonal variability of the surface currents field
was estimated dividing the dataset in two extended sea-
sons, selected following the suggestion of Menna et al.
(2012): the extended winter corresponds to January–
June (Figure 3.5.2(a)), and the extended summer to
July–December (Figure 3.5.2(b)). The dataset used in
this work allows to add more details than the previous
literature on the seasonal variability of circulation struc-
tures, especially in the easternmost part of the Levantine
where, after 2010, a conspicuous amount of drifter data
was collected in the framework of some international
projects. The WCG, IG, MMG, and the southern limb
of the RG are more dynamic in summer (Figure 3.5.2
(b); speeds up to 30 cm/s), as well as the CC, AMC
and the LTE (speeds larger than 20 cm/s). The CG is
more intense in winter (Figure 3.5.2(b); speeds of 10–
15 cm/s), whereas it appears weaker and zonally
elongated during summer (Figure 3.5.2(b); speeds of
Figure 3.5.1. (a) Drifter trajectories and (b) mean drifter currents (arrows, CMEMS product Ref. No. 3.5.2) in bins of 0.25° x 0.25° super-
imposed on the mean map of ADT (CMEMS product Ref. No. 3.5.1) between 1993 and 2018. Black arrows in (a) emphasise the location of
the main currents, sub-basin and mesoscale eddies and gyres adapted from Menna et al. (2012); acronyms are defined in the text. Black
contour lines in (b) are referred to the ADT field.
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10–15 cm/s). The ADT values are generally higher in
summer. The SCE is a permanent structure observed in
both the seasons with greater intensity during summer
(speeds of 18 cm/s); its shape and location are influenced
by the seasonal and interannual variability of IG.
The year 2018 is characterised by higher intensity of
the anticyclonic structures (Figure 3.5.3(a)) compared
to the mean field of the period 1993–2018 (Figure 3.5.1
(b)). Drifters entrapped in the MMG show a strengthen-
ing of this feature (speeds larger than 40 cm/s) and an
increase of its longitudinal extension (diameter of
about 400 km). The centre of the CG (Figure 3.5.3(a))
is shifted to the west with respect to its mean location
(Figure 3.5.1(b)), and the main lobe of the ShE is antic-
yclonic and located south east of Cyprus (Figure 3.5.3
(a)). The cyclonic activity is weakened in the region of
the RG and the SCE disappears (Figure 3.5.3(a)). The
sea level rises almost everywhere with larger increments
along the coasts, in the IG and MMG and south of
Cyprus (Figure 3.5.3(b)).
Figure 3.5.2. Mean drifter currents (arrows, CMEMS product Ref. No. 3.5.2) in bins of 0.25°x 0.25° superimposed on mean map of ADT
(CMEMS product ref. No. 3.5.1) in the extended winter (a) and extended summer (b). Contour lines refer to the ADT field.
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Model results by Zambianchi et al. (2017) rep-
resent probabilities of finding particle retention
areas based on the transition matrix of drifters
deployed in the Mediterranean and floating until
2014, showing a marked asymptotic maximum in
the southeastern Levantine basin. The above discussed
more recent drifter data show, in particular, an inten-
sification of anticyclonic eddies developing in that
same area, namely south of the MMJ. As recently
discussed by Brach et al. (2018) in a comparative
analysis between cyclonic and anticyclonic eddies in
a similar context, the latter show a much stronger
capacity to entrap litter particles. For this reason,
we expect that the situation of 2018 may have led
to an even enhanced accumulation off the coasts of
Libya and Egypt, and a possible resulting northeast-
ward migration as hypothesised by Liubartseva et al.
(2018).
Figure 3.5.3. Mean drifter currents (arrows, CMEMS product Ref. No. 3.5.2) in bins of 0.25°x 0.25° superimposed on the mean map of
ADT (colours, CMEMS product Ref. No. 3.5.1) in 2018 (a); anomaly of the ADT field in 2018 with respect to the period 1993–2018 (b).
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3.5.3. Conclusions
The Mediterranean drifter dataset updated to 2018 not
only provides more data but also guarantees a more
complete spatial and temporal coverage in areas that
were previously less sampled (like the northern part of
the Levantine sub-basin).
The improvement of the drifter dataset is fundamen-
tal in strengthening and supporting present and future
studies on the transport of marine litter. Indeed, a
more detailed and robust description of the main cur-
rents and sub-basin/mesoscale structures (eddies and
gyres) has been provided in this work: the SCE has
been mentioned here for the first time and the CC and
AMC are now much better tracked in winter seasons.
It has been recently declared that the Mediterranean is
most likely one of the areas of the global ocean most
strongly impacted by the presence of microplastics
(see, e.g. Suaria et al. 2016); within the Mare Nostrum,
the Levantine sub-basin is a highly marine litter con-
taminated area and a deeper knowledge of the floating
matter propagation is necessary to deeply understand
the mechanisms of the waste dispersion. The drifter
dataset will help in this context, providing a more robust
description of the current field that will favour the learn-
ing mechanism of the distribution, retention and
accumulation of the marine floating debris in the Medi-
terranean Sea and in particular in the Levantine sub-
basin. This implies that enhancing the Lagrangian data-
set is of great importance not only for the advancement of
the knowledge of the mechanisms governing the dynami-
cal functioning of the Mediterranean, but also for the
strong societal impact that a deeper awareness of local dis-
persion processes may provide to the assessment of mar-
ine litter distribution and to the design of possible
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Section 4.1. A most unusual winter sea-ice
opening north of Greenland
Authors: SigneAaboe,Vidar S. Lien,GillesGarric, Laurent
Bertino, Thomas Lavergne, Anton Korosov, Malte Müller
Statement of main outcome: An unusual opening in the
sea-ice pack (also called polynya) occurred north of
Greenland mid-winter 2018. Never before has a polynya
of such dimensions been observed during winter in this
region of the Arctic Ocean, which is known for its very
compact and thick sea ice. Sea ice was pushed offshore
by very warm and strong southeasterly winds, and a
large area of open water was exposed directly to the
atmosphere for a little less than a week. The polynya
then closed, partly because older sea ice drifted back
towards the coast but to a larger extent because of the
formation of new sea ice in the open water. This region
was therefore dominated by first-year ice until the end of
the winter. Although the response in the ocean to the
anomalous polynya event was most likely limited, we
find indications of low resilience to changes induced by
anomalous events in the Arctic.
Ref.
No. Product name & type Documentation
4.1.1 SEAICE_GLO_SEAICE_L4_NRT_
OBSERVATIONS_011_001
Global ocean sea ice near-real-time
products from EUMETSAT OSI



























4.1.4 EUMETSAT OSI SAF AMSR-2 sea-ice
concentration product, near-real-
time (non CMEMS product)
Data and documentation from
https://www.osi-saf.org
4.1.5 Products from GLO MFC but not
available in the CMEMS portfolio:
MLD AVT, Surface Net Heat Flux











Polynyas are openings within the sea-ice cover and are
categorised as either a ‘sensible-heat polynya’ formed
by melting of the sea ice in a region due to heating
from the water below, or a ‘latent-heat polynya’ which
is mechanically forced often by wind blowing the sea
ice away from the coast (also called a ‘coastal polynya’)
(Morales Maqueda et al. 2004). Winter polynyas play
an important climatic role, through increased air-sea
heat fluxes and sea-ice formation (Morales Maqueda
et al. 2004). When polynyas form in winter, the ocean
becomes exposed to the overlying, colder atmosphere,
leading to rapid warming of the atmosphere affecting
mesoscale atmospheric dynamics (e.g. Alam and Curry
1995; Fiedler et al. 2010; Tetzlaff et al. 2015). The sub-
sequent cooling of the ocean may enhance sea-ice pro-
duction and consecutive brine rejection into the
underlying ocean. Such buoyancy loss may trigger cas-
cading of dense water off the continental shelves and
into the deep ocean (e.g. Ivanov et al. 2004), which is a
mechanism that provides a substantial part of the Arctic
cold halocline water (e.g. Cavalieri and Martin 1994;
Winsor and Björk 2000) and ventilates the deep water
of the Arctic Ocean (Martin and Cavalieri 1989; Swift
et al. 1997; Schauer and Fahrbach 1999; Winsor and
Björk 2000).
In February and early March 2018, the north coast of
Greenland was dominated by unusual strong and persist-
ent southwesterly winds (maximum wind speed exceed-
ing 25 ms−1 on February 24th) and unusual warm air (T
> 0°C) (Moore et al. 2018). These atmospheric con-
ditions caused a latent-heat polynya to open in the Wan-
del Sea along the Greenland coast (Figure 4.1.1) and was
the first time ever recorded in winter during the satellite
era (since 1978) (Moore et al. 2018; Ludwig et al. 2019).
The first sign of reduced ice concentration (<70%) in the
Wandel Sea appeared on February 16th, and almost
three weeks later, on March 8th, the Wandel Sea was
again covered with ice concentration exceeding 70%
(Figure 4.1.2a). The polynya reached its maximum extent
on February 25th with approximately 13,000 km2 of
open water (sea-ice concentration below 30%) and a
total area of 80,000 km2 with sea-ice concentration
below 70%. After February 25th, the temperature
decreased rapidly to below −20°C as the wind direction
shifted along with a decrease in the wind speed (Ludwig
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et al. 2019). These changes in atmospheric conditions
caused new sea ice to rapidly form in the polynya (Figure
4.1.2). Eventually, the sea-ice drift became east – and
southeastward (later southward) over the polynya
region, pushing the older multiyear ice back toward the
northern Greenland coast (sea-ice drift quick looks
from EUMETSAT OSI SAF https://www.osi-saf.org;
Ludwig et al. 2019). However, the formation of new sea
ice due to cooling at the surface limited to some extent
the return of the multiyear ice, and the polynya area,
usually dominated by thick multiyear ice, retained a sub-
stantial fraction of first-year ice for the remaining of the
Figure 4.1.1. Sea-ice concentration (%) on the 25th of February 2018 showing the polynya north of Greenland, (a) from AMSR-2 passive
microwave imagery (product 4.1.4) overlaid with sea-ice drift displacement vectors (23rd to 25th February) (product 4.1.1), and from the
model analyses of (b) neXtSIM (product 4.1.6), (c) Arctic MFC (product 4.1.2), (d) Global MFC (product 4.1.3). The red contour is the 50%
concentration isoline. The black box represents the polynya region and is used in Figure 4.1.2 to compute mean values of satellite sea
ice data.
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winter (Figure 4.1.2a,b). The fraction of first-year ice is
high already from January (Figure 4.1.2a,b) and may
have contributed to favourable preconditioning for the
polynya. However, before the polynya, the fraction is
highly variable in time and space, which is an effect of
the unusually intense and frequent intrusions of warm
air into the European Arctic with record high surface
air temperatures for February (ESOTC 2018). These
warm air intrusions over sea ice are known for causing
short term misclassification of multiyear ice as first-
year ice (Ye et al. 2016).
Coastal openings (here defined as ice concentration
<30%) in the ice pack north of Greenland are not unu-
sual during the summer months. Still, the replacement
of thick older ice with first-year ice during the 2018 win-
ter polynya in the Wandell sea, most probably played a
key role in forming the extraordinary large coastal poly-
nya in the following August and early September which
almost decoupled the sea-ice pack entirely off the coast of
north Greenland (Bertino 2018).
4.1.2. Data and analysis
The polynya and the atmospheric conditions causing the
polynya are analysed and presented elsewhere (Moore
et al. 2018; Ludwig et al. 2019). Here, we investigate
the impacts of the opening of the polynya on the under-
lying ocean. Due to the lack of direct, in-situ obser-
vations in the area (Dmitrenko et al. 2017), we rely our
analysis on numerical model products: The Global and
Arctic MFC operational systems (products 4.1.2, 4.1.3,
4.1.5) and a pre-operational run from a new stand-
alone neXtSIM model (product 4.1.6). The first two
models are driven at the surface by ECMWF operational
data whereas neXtSIM was run with Climate Forecast
System Reanalysis winds from the National Center for
Figure 4.1.2. Evolution of sea-ice conditions during winter 2017/2018. (a) Relative areal distribution [%] of the sea-ice classes: multi-
year-ice, first-year-ice, open-ice (concentration < 70%), open-water (concentration < 30%), and ambiguous = either multiyear-ice or
first-year-ice (October 2017–April 2018) from product 4.1.1 of sea-ice type and sea-ice edge. (b) Fraction of first-year ice (FY) relative
to the total ice cover (February-March) from product 4.1.1 and 4.1.3. (c) Sea-ice concentration (February-March) from product 4.1.2, 4.1.3
and product 4.1.4. (d) Net surface heat flux [Watts per m2, positive downwards] from product 4.1.5. All values are daily averaged of the
polynya region, defined by the black box in Figure 4.1.1 for products 4.1.1 and 4.1.4, and for products 4.1.2, 4.1.3 and 4.1.5 data is
averaged over area where SIC < 50% on February 25th.
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Atmospheric Research. The Arctic MFC model (product
4.1.3) is the TOPAZ4 system based on a North Atlantic
and Arctic configuration of the HYCOM ocean model
coupled to a modified version of the CICE3 sea ice
model at a horizontal resolution of 12 km, assimilating
various observations once a week, including sea-ice con-
centrations from OSI SAF (redistributed by CMEMS,
product 4.1.1) and thin-ice thickness (from SMOS)
with an Ensemble Kalman Filter (Xie et al. 2016). The
best estimate output is the average of the 100-members
ensemble. The Global MFC model (product 4.1.2) is
the coupled NEMO-LIM2 model at 1/12th deg horizon-
tal resolution (about 3 km) using a fixed-basis SEEK
filter to assimilate various observations, including sea-
ice concentrations from OSI SAF as well (product
4.1.1). The neXtSIM stand-alone sea ice model (product
4.1.6) used here is a pre-operational configuration of a
new CMEMS forecast product to be released in Novem-
ber 2019. neXtSIM is using the Maxwell-EB sea ice rheol-
ogy (Dansereau et al. 2016) in a pure Lagrangian
adaptive finite element mesh to preserve highly local fea-
tures like cracks, leads and ridges (Rampal et al. 2019).
The typical mesh edge is 3.5 km long. The ocean forcing
(30 m) below the ice is taken from the TOPAZ4 oper-
ational runs. neXtSIM-F runs daily assimilation of both
sea-ice concentrations from AMSR-2 provided by OSI
SAF (Tonboe et al. 2017) and thin-ice thickness from
SMOS provided by UNI Hamburg (Tietsche et al.
2018) using a simple nudging (Williams et al. 2019).
4.1.3. Results
In our analysis, we define our study region as the area
that experienced a sea-ice concentration of less than
50% at the peak of the polynya on February 25th (Figure
4.1.1b–d). While the models differ from the observations
with regard to the area of the polynya and also somewhat
the sea-ice concentration within the polynya, all three
models show a polynya that qualitatively compares
well with the observations with regard to position and
temporal evolution of the polynya (Figures 4.1.1 and
4.1.2). Moreover, all models assimilate the observed
sea-ice cover with respect to concentration.
As the polynya opened and the ocean became exposed
to the colder atmosphere, there was a distinct increase in
the ocean-to-air heat flux, from around 5 Wm−2 before
and after the event to values exceeding 30 Wm−2 during
the event (Figure 4.1.2d). Turbulent (latent and sensible)
fluxes and radiative (longwave) cooling contributed
equally to the increased heat fluxes (not shown). This
increase in air-sea heat exchange was one order of mag-
nitude less than typical heat fluxes observed during poly-
nya events elsewhere in the Arctic during winter (e.g.
Schneider and Budéus 1997; Morales Maqueda et al.
Figure 4.1.3. Time series of daily average of (a) Temperature at 30 m (solid) and 300 m (dotted) depth and (b) salinity at 30 m (solid)
and 300 m (dotted) depth from product 4.1.3, (c) surface averaged temperature and (d) salinity profiles from product 4.1.2 with mixed-
layer depth diagnosed from density from product 4.1.3 (solid) and mixed layer depth diagnosed from vertical eddy diffusivity from
product 4.1.5 (dotted). The values are averaged on the area where sea-ice concentration is less than 50% on February 25th (see Figure
4.1.1). The dates (15th of February-5th of March) of occurrence of the open polynia is shown in vertical dotted lines.
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2004; Ivanov and Shapiro 2005) due to the unusual warm
air temperatures comparable to the sea surface tempera-
tures. However, the difference between observing heat
fluxes above open water and calculating heat fluxes in
partially ice-covered grid cells in the models likely also
contributes to the discrepancy.
The response in the ocean mixed-layer depth to the
opening of the polynya depends on the definition of
the mixed-layer depth. Using the turbocline depth, that
is, the depth where the vertical eddy diffusivity falls
below a given value, we find that the mixed-layer depth
increased during the opening of the polynya (dashed
line in Figure 4.1.3c,d), which indicates an increase in
the transfer of momentum from the atmosphere to the
ocean and subsequently increased ocean mixing during
the polynya event. Using temperature or density to
define the mixed-layer depth revealed however no sig-
nificant changes during the polynya event (solid line in
Figure 4.1.3c,d).
An upwelling event was triggered by the offshore
winds that also caused the polynya to open (Figure
4.1.3). In the upper 50 m of the water column, the sal-
inity increased by approximately 0.3 units (Figure
4.1.3b) indicating an upwelling of the deeper and more
saline water masses. For temperature the change in the
upper 50 m was less (Figure 4.1.3a). The upwelling
caused both the salinity and temperature to increase
down to at least 300 m depth (Figure 4.1.3a,b). The sal-
inity in the upper layer remained elevated throughout
the remainder of the winter and further increased some-
what, likely due to freezing of sea ice subsequent to the
opening of the polynya (Figure 4.1.3b). These results
indicate a weak resilience of the upper ocean to extreme,
atmospherically-driven events in the polar region.
Despite the salinity increase and the transient upwelling
event associated with the offshore wind that caused the
polynya, the impact of the polynya on the underlying
ocean was limited. The increase in density of the surface
water following the increase in salinity and modest cool-
ing from increased heat loss to the atmosphere and sub-
sequent formation of new sea ice, was not sufficient to
induce convection through the pycnocline. For the
water in the surface layer to attain the density of the
water masses below the pycnocline, the salinity would
have to increase by approximately 1.5 units (not
shown). Assuming a salinity of newly formed sea ice of
0.31 times the initial salinity (Martin and Cavalieri
1989) and using a surface-layer thickness of 50 m, it
would require approximately 3 m of sea-ice production
to add enough salt for the surface waters to penetrate
through the pycnocline.
While the polynya occurred during the Arctic night, it
may potentially have had a subsequent impact on the
marine biological production. First, the thinner ice
cover due to the first-year ice replacing thicker multiyear
ice changed the amount of light penetrating into the
water column when the sunlight returned in spring,
potentially leading to a stronger sea-ice algal bloom,
and an increased food supply to zooplankton and
benthic communities (e.g. Assmy et al. 2017). Further-
more, changes to the water column stability and the
mixed-layer depth may alter the nutrient availability in
the upper mixed layer, and, thus, the potential for pri-
mary production in the region. However, observations
are needed to address questions regarding possible
impact of such polynya openings on the biological pro-
duction in the region and the ecosystem’s resilience to
potentially changing conditions, although bio-geo-
chemical numerical modelling could also provide some
useful insights. Based on the model results on the impact
from the polynya on the physical conditions, however,
we anticipate that the impact on biological production
in 2018 was limited.
4.1.4. Conclusions
The unusual winter polynya north of Greenland in 2018
was captured in both regional and global numerical
ocean models. The analyses suggest that the impact of
the polynya on the underlying ocean was limited most
likely due to the extraordinary small air-sea temperature
difference. However, with the frequency of anomalous
events, such as this polynya event, expected to increase
in the Arctic in the coming decades (e.g. Mann et al.
2017), our results underscore the need for further inves-
tigations of the potential impacts of climate change in the
Arctic.
Section 4.2. Geographical and seasonal
coverage of sea ice in the Baltic Sea
Authors:Urmas Raudsepp, Rivo Uiboupin, Kaari Laane-
mäe, Ilja Maljutenko
Statement of main outcome: The Bothnian Bay, the
Bothnian Sea, the Gulf of Finland and the Gulf of Riga
are covered by sea ice during winter. Sea ice extent, ice
probability, ice mobility and start, end and length of
the ice period were evaluated based on the satellite
remote sensing ice concentration data for the period
1982–2019. All four sub-basins of the Baltic Sea showed
similar interannual variations in these ice cover con-
ditions explained by the large atmospheric circulation.
Correlation coefficients between the length and end
date of the ice period, maximum ice extent and mean
NAO index were between −0.4 and −0.5 for all sub-
basins (except maximum ice extent and NAO for the
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Bothnian Bay). A longer ice formation period than ice
melting period is inherent for all four sub-basins of the
Baltic Sea. In the Bothnian Bay, the northeastern Gulf
of Finland, coastal and archipelago areas, the ice pro-
cesses are dominated by ice thermodynamics, while in
the Bothnian Sea, the southern and central Gulf of Fin-
land and the Gulf of Riga, by the ice dynamics. The latter
areas are characterised by high ice mobility, i.e. drift ice
conditions. The ice period length has a statistically sig-
nificant trend between −1 and −2 days/year in the
almost entire Bothnian Bay.
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4.2.3 Monthly mean NAO index Barnston and Livezey (1987), Chen
and Van den Dool (2003), Van den
Dool et al. (2000)
4.2.1. Introduction
Climatology of the seasonal ice cover in the Baltic Sea has
been of interest for a long time. The century-long (1900–
2000) time series of the freezing and breakup dates, the
length of the ice season and maximum annual ice thick-
ness of landfast ice in the Baltic Sea were analysed by Jev-
rejeva et al. (2004). In a climatological timescale, the ice
breakup date has shown a statistically significant
decreasing trend in the northern Baltic Sea. The longest
time series of the maximum annual ice extent covering
the period of 1720–2008 has been compiled by Vihma
and Haapala (2009), based on original information col-
lected by Jurva (1952) and published by Palosuo
(1953), and extensions of the time series by Seinä
(1994) and Seinä and Palosuo (1996). Vihma and Haa-
pala (2009) concluded that there is a noticeable shift
towards a warmer climate in the latter half of the nine-
teenth century and a decreasing trend of the length of
the ice season in the twentieth century.
The Baltic Sea has a north-south elongated shape,
with the Gulf of Finland extending to the east from the
main basin. Geographically, the Gulf of Bothnia belongs
to the subpolar climatic region, while the Gulf of Finland
and the Gulf of Riga are part of the humid continental
climate region (after Köppen, Peel et al. 2007). The ice
extent of the Baltic Sea is a valuable indicator of the
impact of global warming in the region. For the winter
navigation and development, as well as operation of
offshore constructions, knowledge of ice conditions of
different sub-basins of the Baltic Sea is relevant.
Different sub-basins possess different hydrophysical
conditions i.e geometry, depth, stratification and mixed
layer depth, which all influence the heat content of the
total water volume and therefore play an important
role in the ice climate and ice conditions of the particular
sub-basins. Previous studies have generalised the ice con-
ditions over the whole Baltic Sea without focusing on
different sub regions (Omstedt and Chen 2001; Kar-
pechko et al. 2015; Höglund et al. 2017). The aim of
the current study is to characterise ice climate in the
different sub-basins of the Baltic Sea in terms of ice sea-
son statistics (Figure 4.2.1).
4.2.2. Methods
The satellite remote sensing data of ice coverage from the
years of 1982–2019 is used. Copernicus product refer-
ence 4.2.1 provides daily sea ice concentration data
derived from the Swedish Meteorological and Hydrolo-
gical Institute’s (and the operational product by Finnish
Meteorological Institute) high resolution ice charts at a
5 km horizontal resolution for the period of 1982–
2011. The near real-time observations (NRT) product
reference 4.2.2 provides ice concentration data for the
period of 2012–2019 on 1 km grid, therefore the data
was resampled on the reanalysis grid. The missing data
from the Copernicus NRT FTP service were requested
directly from the respective Copernicus production
unit. The sea ice concentration is an estimated fraction
of an area which is covered by ice in the grid cell.
The maximum extent of the ice season is from the
beginning of October until the end of May. A grid cell
is considered ice covered when the sea ice concentration
of the grid cell exceeds 0.15. Within the ice season we
have calculated ice probability as the ratio between
days when sea ice is present and the length of the ice sea-
son (243 days). The beginning of ice period in each grid
cell is defined as the first day when sea ice concentration
exceeded threshold value of 0.15. Likewise, the last day
when the sea ice concentration exceeded 0.15 is assumed
to be the end of the ice covered period. The length of the
ice covered period is the number of days between the first
and last ice day. The ratio between the total number of
ice days and total length of the ice period shows the ice
persistency, while one minus ice persistency could be
interpreted as ice mobility, i.e. the ratio between the
total number of ice free days and total length of the ice
period.
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Interannual variations of the ice extent in the Baltic
Sea, which are calculated from the product reference
4.2.1 are consistent with the observations provided by
Höglund et al. (2017), except for the absolute value of
the ice extent, which could be overestimated in our
study.
4.2.3. Results
The sea ice probability is very low, less than 0.05, in the
Baltic Proper. In the open Baltic Proper, the extensive
presence of the sea ice was registered in 5 years: 1984–
86, 2009 and 2010, while only the Northern Baltic
Proper, i.e. north of Gotland Island, was covered by ice
in the years of 1993, 1994, 2002 and 2005. Due to the
scarcity of years with extensive sea ice cover we did not
analyse the ice statistics of the Baltic Proper. Ice prob-
ability is the highest in the northern Bothnian Bay and
decreases gradually towards the Bothnian Sea (Figure
4.2.2a). In the Gulf of Finland, maximum ice probability
is lower than in the Bothnian Bay. The spatial distri-
bution of ice probability shows higher values in the
northern than in the southern part of the Gulf of Finland.
In the Gulf of Riga, maximum ice probability (0.44) is
lower than in the Gulf of Finland (0.57). The ice prob-
ability is higher in the shallow archipelago area and
has a gradual decrease in the northern part of the gulf.
In the Bothnian Sea, ice probability is highest along the
coast and decreases circularly towards the central parts
of the basin.
Ice starts to form in the Bothnian Bay in November, in
the Gulf of Finland at the beginning of December and in
the Gulf of Riga at the end of December (Figure 4.2.2b).
The start of the ice period is gradually shifted to a later
date from the coastal areas towards the centre of the
basin in all sub-basins of the Baltic Sea. Excluding the
Bothnian Bay, the end of the ice period is in April (Figure
4.2.2c). In the Bothnian Bay, ice melting is shifted to a
later date, moving from southwest to northeast. In the
Gulf of Finland, ice melting starts from the southern
part and has a northeastward gradient. In the Bothnian
Sea and in the Gulf of Riga, ice period ends in the central
part of the basin. Mean ice period is the longest in the
Bothnian Bay, reaching up to 183 days in the northeast,
and the shortest in the Bothnian Sea and the Gulf of Riga,
where it is around 70 days (Figure 4.2.2d). Spatial distri-
bution of the mean ice period shows qualitatively similar
conditions in the Bothnian Bay, the northeastern Gulf of
Finland and the coastal and archipelago areas. In the lat-
ter, the ice conditions are most likely defined by ice ther-
modynamics, while in the Bothnian Sea, the western and
central Gulf of Finland and the Gulf of Riga, ice
dynamics have the biggest influence (Herman et al.
2011). This is illustrated by the ice mobility map (Figure
Figure 4.2.1. The map of the Baltic Sea showing locations of sub-basins. Isodepths 50-m, 100-m and 150-m are marked with a grey line.
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4.2.2e). Ice mobility is very low at the coasts and in the
archipelago areas, which are usually covered with land-
fast ice, and high in the open sea outside the landfast
ice zone. Relatively low mobility in the centre of the
sub-basins is related to the presence of the drift ice
there as the leads form at the edge of land-fast ice zone.
The ice period length has a statistically significant
(p-value < 0.05) trend between −1 and −2 days/year in
Figure 4.2.2. The maps of sea ice statistics calculated for the period of 1982–2019 (product reference 4.2.1). The sea ice probability for
the ice season from the start of October until the end of May (a). The average first (b) and last (c) day of sea ice period. Mean length of
the sea ice period (d). Sea ice mobility (e). The trend of sea ice period (f). Hatcheted area shows the area where the calculated trends had
p-value > 0.05. The data is derived from the product references 4.2.1 and 4.2.2.
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Figure 4.2.3. The area of sea ice extent calculated for the different regions of Baltic Sea: The Bothnian Bay (a), The Bothnian Sea (b), The
Gulf of Finland (c) and the Gulf of Riga (d). The data is from the product references 4.2.1 and 4.2.2.
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the almost entire Bothnian Bay (Figure 4.2.2f). There are
also statistically significant negative trends in the western
part of the Bothnian Sea, northeastern Gulf of Finland
and northwestern Baltic Proper, but over a limited area
and scattered in space. To some extent, the location of
these patches corresponds to the area where spatial gra-
dient of ice probability is high (Figure 4.2.2a) and the ice
is mobile (Figure 4.2.2e). No such zones are seen in the
southern and eastern parts of the sub-basins, nor in
the Gulf of Riga.
Interannual variability of the ice extent in different
sub-basins shows that colder and warmer winters are
represented similarly in the Bothnian Sea, Gulf of Fin-
land and the Gulf of Riga (Figure 4.2.3). The Bothnian
Bay is almost every year until 2012 filled with ice. In gen-
eral, ice starts to form successively in the Bothnian Bay,
the Bothnian Sea and the Gulf of Finland, and eventually
in the Gulf of Riga. A reverse pattern holds for the ice
melting. There is an obvious asymmetry between the
time period from the first ice occurrence to the maxi-
mum ice extent, and the last day of maximum ice extent
and complete ice melting. The freezing-up takes about
30-days longer than the melting.
4.2.4. Discussion
In general, climatological mean southwesterly winds
over the Baltic Sea (Soomere and Keevallik 2003) favour
lower ice probability at the southwestern parts of the
sub-basins. Interannual variations of maximum ice
extent are coherent in the Bothnian Sea, the Gulf of Fin-
land and the Gulf of Riga with a minimum correlation
coefficient (R) of 0.83 between the sub-basins. Although
the Bothnian Bay is fully covered with ice more fre-
quently than the Bothnian Sea, the Gulf of Finland and
the Gulf of Riga (Figure 4.2.3), the length of maximum
ice extent period and the temporal dynamics of ice for-
mation or melting is similar to a coherent pattern of
the interannual variations between the sub-basins. This
suggests that the large atmospheric circulation deter-
mines the severity of the ice season (Omstedt and
Chen 2001; Karpechko et al. 2015). Jevrejeva et al.
(2004) has shown correlation coefficients of −0.4 to
−0.7 between the North Atlantic Oscillation (NAO) win-
ter index (Jones et al. 1997) and ice break-up date for
different coastal locations of the Baltic Sea. We have cal-
culated correlation coefficients (R) between the length,
start date and end date of the ice period, maximum ice
extent and mean NAO index (product reference 4.2.3)
for the ice season (October–May) in different sub-basins
of the Baltic Sea. The correlation coefficient for the
length of the ice period and NAO was −0.4 for the
Gulf of Bothnia and about −0.5 for the Gulf of Finland
and Gulf of Riga. There was no correlation between the
start date of the ice period and NAO, but a correlation
of about−0.5 was found for the end date of the ice period
and NAO in all the four sub-basins. Uotila et al. (2015)
found correlation coefficient of −0.6 between maximum
ice extent of the Baltic Sea and NAO index from 1979 to
2015. Our results show correlation coefficients for the
maximum ice extent and NAO of −0.4 to −0.5 for the
Bothnian Sea, Gulf of Finland and the Gulf of Riga.
There is no correlation for the Bothnian Bay, as this
basin is fully covered with ice more frequently than the
other basins (Figure 4.2.3). A longer ice formation period
than ice melting period is inherent for all four sub-basins
of the Baltic Sea. Similar asymmetry has been observed
for the Bohai Sea and explained by the different tempera-
ture change rate during the freezing and melting phases
(Yan et al. 2017).
Regional differences of the ice statistics are most pro-
nounced between the Bothnian Bay and the Gulf of Riga,
which is not surprising as the Bothnian Bay is located
between the latitudes of 64° N and 66° N, while the
Gulf of Riga is located between 56° 30′ N and 59°
N. In general, ice formation starts one month later and
ice melts one month earlier in the Gulf of Riga (Siitam
et al. 2017) than in the Bothnian Bay (Ronkainen et al.
2018). The most general difference between the Bothnian
Bay and other sub-basins is that the ice stays longer
there, which could be explained by thicker ice and colder
weather (Pemberton et al. 2017) and a spatially large fast
ice zone (Ronkainen et al. 2018).
Spatial distribution of the start and end of the ice
period, mean ice period length and ice mobility in the
sub-basins indicates that the Bothnian Sea, the southern
and central Gulf of Finland and the Gulf of Riga have
similar ice dynamics, which is determined by the large
fraction of drift ice there (Haapala 2000). In the Both-
nian Sea, fast ice is formed at the coast, while drift ice
is present offshore (Leppäranta and Myrberg 2009).
The Bothnian Sea is relatively large and deep (Figure
4.2.1), has weak vertical stratification (Leppäranta and
Myrberg 2009) and large heat content, which all delays
the ice formation. Drift ice can form due to break-off
from the ice floes from the offshore edge of the landfast
ice. Climatological mean cyclonic circulation (Myrberg
and Andrejev 2006) contributes to the ice break-up out-
side landfast ice zone at the coast, as well as high mobility
of the ice and converging of melting ice in the centre of
the basin.
The southern and central Gulf of Finland have similar
hydrographical conditions, i.e. water depth, vertical stra-
tification (Liblik and Lips 2017) and the role of water cir-
culation. Development of westward coastal current at the
southern coast (Maljutenko and Raudsepp 2019)
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supports earlier ice break-up and higher ice mobility at
the southern coast. Ice mobility is lower in the Gulf of
Finland than in the Bothnian Sea due to the elongated
shape of the Gulf of Finland compared to the circular
shape of the Bothnian Sea.
The Gulf of Riga is a small and shallow basin, which is
vertically well mixed during winter (Raudsepp 2001) and
it has the lowest heat content of the 4 basins. The south-
ernmost location of the Gulf of Riga, compared the other
sub-basins under study, and the correspondingly higher
climatological air temperature and thinner ice (Pember-
ton et al. 2017) hamper formation of the stable ice there.
The dominant anticyclonic circulation (Soosaar et al.
2014), momentum input and development of the Dau-
gava River bulge and coastal current (Soosaar et al.
2016) in the southern part of the gulf in spring favours
earlier ice breakup and relatively high ice mobility
there (Figure 4.2.2).
Section 4.3. The resurgence of the North
Pacific marine heatwave in 2018
Authors: F. Gasparin, A. Mignot, C. Perruche
State of main outcome: Unusual warm and fresh near-
surface waters extending over thousands of square kilo-
metres have been observed in late 2018 in the northeast
Pacific, a signature similar to that of the North Pacific
‘warm blob’ during the winter of 2013/2014 and 2014/
2015. These pronounced warm and fresh anomalies
were forced by persistent atmospheric anticyclonic con-
ditions during the 2018 spring and summer periods. By
increasing the thermal stratification, the early year
warming reduced the vertical entrainment of cold
water in the surface mixed layer during the seasonal con-
vective cooling in autumn 2018, enhancing the initial
warming. These dynamical changes were associated
with changes in surface chlorophyll concentrations in
the subpolar and subtropical North Pacific, suggesting
that these warm anomalies impacted phytoplankton bio-
mass. This section demonstrates the critical need for bet-
ter understanding the physical and biogeochemical
mechanisms associated with prolonged, anomalously
warm water events – also known as ‘marine heatwaves’
– which are expected to intensify with global warming.
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In late 2018, the northeast Pacific experienced warm
near-surface ocean conditions, reminiscent of the strong
marine heatwave during the winter of 2013/2014 and
2014/2015, and coined as `the Blob’ in the North
Pacific (Bond et al. 2015; Walsh et al. 2018). The
2013–2015 event was the warmest event ever recorded
in the region, and numerous studies have investigated
its causes and consequences on regional climate (e.g.
Hartmann 2015) and marine ecosystems (e.g. Peña
et al. 2019). Based on a mixed layer temperature budget,
Bond et al. (2015) have shown that this warm anomaly
mainly resulted from a reduced e loss of heat of the
ocean in addition to a relatively weaker cold horizontal
advection in the surface layer. By increasing ocean ther-
mal stratification, this large-scale anomaly has been
identified as impacting both open ocean and coastal
areas in changing marine ecosystems (Whitney 2015)
and vertical dynamics (Zaba and Rudnick 2016). Recent
papers have identified that large-scale modes of climate
variability are key mechanisms driving marine heatwaves
(e.g. Holbrook et al. 2019). As for the persistence of the
northeast Pacific marine heatwave, several studies have
documented its relation with the tropical variability
through El Niño-Southern Ocean teleconnection (Di
Lorenzo and Mantua 2016). Additionally, recent
research has shown that the frequency, intensity and
duration of marine heatwaves has increased over the
past several decades and century (e.g. Hobday et al.
2018; Oliver et al. 2018), a trend expected to continue
through the twenty-first century (Frolicher et al. 2018).
The processes triggering ‘marine heatwaves are still not
well understood – although a number of isolated case
studies provide valuable insights into their drivers (Hol-
brook et al. 2019). In particular, a temperature tendency
budget provides a useful framework for diagnosing the
important drivers (Holbrook et al. 2019). Here, we also
consider the potential importance of the salinity budget
for understanding marine heatwaves and discuss the
potential impact on phytoplankton biomass.
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Associated with persistent anticyclonic atmospheric
conditions in mid-2018, sea surface waters in the Gulf
of Alaska were characterised by unusual warm and
fresh surface waters (2°C warmer and 0.2 psu fresher
than the climatological cycle) over more than 4000
square kilometres in September–November 2018 (Figure
4.3.1a,b). These anomalously warm and fresh waters
were associated with an intensification of the near-sur-
face stratification, marked by a shallow winter mixed
layer depth (around 30 m shallower than the climatol-
ogy). The sea surface temperature pattern in Septem-
ber–November 2018 was analogous to the 2013/2014
winter conditions (Di Lorenzo andMantua 2016), except
that the 2018 warm anomaly was weaker and did not
extend as deep (Figure 4.3.1c,d). This is potentially
explained by the weaker duration and amplitude of the
2018 anticyclonic atmospheric conditions than was evi-
dent during the 2013–2015 period. For instance, the
anomalous atmospheric sea level pressure was up to +5
HPa in 2018 while it reached up to +9 HPa in 2014
(Bond et al. 2015). Both events ended up with anomalous
negative sea level pressure in December 2016 and
December 2018, increasing winds and causing higher
turbulent mixing (not shown).
To detail the oceanic processes associated with the
observed conditions in the northeast Pacific, the terms
of the temperature and salinity mixed layer budgets are
shown in Figure 4.3.2 using an ocean reanalysis. Seasonal
variations of temperature in the mixed layer are typically
characterised by a warming from March to August and a
cooling from September to February, mainly driven by
sea surface heat fluxes and vertical entrainment fluctu-
ations due to the deepening and shallowing of the
mixed layer (Figure 4.3.2a). Note that temperature
changes are approximately explained by the contri-
butions of sea surface heat fluxes, and vertical
Figure 4.3.1. (a,b) Sea surface temperature (in °C) and salinity anomalies (psu) in the North Pacific for the period October–November
2018 (colour shading), and sea level pressure anomaly (in hPa) for the period July–September 2018. The black square indicates the
marine heatwave region (135°–155°W; 35°–50°N). (c,d) Temperature and salinity anomalies area-averaged in the marine heatwave
region for the period 2008–2018 (shading) and the corresponding mixed layer depth (black line, defined as the depth equivalent
to the surface density plus 1 kg/m3; as in Bond et al. 2015). Anomalies are obtained after removing the 2008–2018 climatological
cycle, but no long-term warming trend (product reference 4.3.1, 4.3.2).
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entrainment since the variations of the vertical entrain-
ment estimate (often considered as residuals; e.g. Bond
et al. 2015) are consistent with the ‘temperature changes
minus advection minus surface heat flux’ residuals. Com-
pared to seasonal variations, the surface layer heat budget
in 2018 shows a maximum warming at the beginning of
the seasonal cooling in September–October, mainly due
to a reduced vertical entrainment cooling (Figure
4.3.2b). The dominant role of vertical physics was not
pointed out during the onset of the 2013–2016 marine
heatwave by Bond et al. (2015), but rather in maintaining
the warm sea surface temperature over two years
(Schmeisser et al. 2019). In Figure 4.3.2c, the freshwater
budget also illustrates the dominant contribution of the
entrainment term in seasonal variations in salinity,
marked by a freshening from March to August and sali-
nification from September to February. In early 2018, the
observed freshening mostly resulted from an enhanced
vertical entrainment during the seasonal freshening
(Figure 4.3.2d). Through the barrier layer mechanism,
this surface freshening might have contributed to
enhance the vertical stratification and reinforce the
near-surface warming by reducing the mixed layer
(Sprintall and Tomczak 1992). In order to assess the sal-
inity contribution to the thinning of the mixed layer, the
mixed layer depth, estimated with salinity replaced by the
mean value, was subtracted from the mixed layer depth
with the observed salinity included. The freshening of
near-surface waters appears to reduce the mixed layer
by more than 15 m (not shown), illustrating the impor-
tant role of salinity in the 2018 marine heatwave in the
northeast Pacific. Further investigation is needed to
properly determine the contribution of the salinity
anomaly in the processes associated with marine heat-
waves. The mixed layer temperature and salinity budgets
have thus demonstrated the essential role of the entrain-
ment term and the contribution of salinity in reducing
the mixed layer depth during the 2018 marine heatwave
in the northeast Pacific. The important role of the pro-
cesses at the base of the mixed layer in the maintenance
of the 2013–2016 northeast Pacific marine heatwave has
been recently pointed out by Schmeisser et al. (2019).
Figure 4.3.2. (a) 2008–2017 climatological mixed layer heat balance terms (in °C/month), area-averaged in the marine heatwave
region, i.e. temperature change (full black line), horizontal advection (dashed red line, as in Lee et al. 2004), net surface heat flux
(dashed red line) and entrainment (full red line, as a function of mixed layer depth variations and temperature differences between
the mixed layer and at the base of the mixed layer). The sum of entrainment and atmospheric fluxes are indicated in blue. (b)
Same as (a), except for the 2018 anomaly from the climatological cycle. (c,d) Same as (a,b), except for salinity (product reference 4.3.1).
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Numerous studies have identified the impact of mar-
ine heatwaves on marine ecosystems and marine pro-
ductivity (e.g. Greene 2016; Yang et al. 2018), but also
on atmospheric conditions including North America
weather (e.g. Smale et al. 2019). As the heat and fresh-
water budgets have identified the role of vertical
Figure 4.3.3. Chla anomaly (October–January) in the northeast Pacific during winter of 2018/2019 and 2013/2014 ((a,b) spatial maps,
(c) zonal average in the marine heatwave region). The black square indicates the marine heatwave (135°–155°W; 35°–50°N). Anomalies
are obtained after removing the 2008–2018 climatological cycle, but no long-term trend (product reference 4.3.3).
s124 COPERNICUS MARINE SERVICE OCEAN STATE REPORT, ISSUE 4
entrainment in the near-surface temperature and salinity
variations in 2018, the consequences regarding phyto-
plankton biomass are briefly investigated using surface
chlorophyll-a concentrations from a satellite product as
a proxy. The surface chlorophyll-a concentrations
anomaly, shown for the winter of 2018/2019 and 2013/
2014 in the northeastern Pacific in Figure 4.3.3, exhibits
a north-south dipole in the marine heatwave region,
with higher than usual chlorophyll concentrations in
the northern part and lower in the southern part. In
the subtropical gyre, phytoplankton growth is strongly
limited by the availability of nitrate in the surface sunlight
layer (Whitney 2015; Peña et al. 2019). We thus hypoth-
esise that the reduction of vertical entrainment during the
warm blob dampened the nitrate supply in the euphotic
layer (the layer where there is enough light to sustain
photosynthesis), which in turn decreased phytoplankton
growth and primary production. In the subarctic region,
phytoplankton growth is limited by iron availability and
light in winter when phytoplankton are mixed from the
surface to the base of the deep mixed layer (Whitney
2015; Westberry et al. 2016). In the subarctic North
Pacific, we surmise that the shallow mixed layers during
the warm blob have increased the light exposure of phy-
toplankton and thus phytoplankton growth and primary
production (Whitney et al. 2005; Peña et al. 2019), but
other mechanisms might cause an enhanced biological
activity such as iron supply from sea ice melting (Paik
et al. 2017) Thus, the different relationship of the sea sur-
face temperature and primary production observed in the
subtropical and subarctic gyres demonstrates that the
enhanced stratification associated with marine heat
waves might impact differently on phytoplankton bio-
mass as mentioned by Yu et al. (2019).
In conclusion, the 2018 ocean conditions in the north-
east Pacific were characterised by anomalous warm and
fresh waters. A detailed description of the heat and fresh-
water balances have identified that the enhanced stratifica-
tion reduced the vertical exchanges of temperature and
salinity. The impact of the enhanced stratification on
chlorophyll-a is of opposite sign in the subarctic and sub-
tropical North Pacific, as already observed by Yu et al.
(2019) for the 2013/2015 blob. A question arises about
the long-term consequences of global warming for ecosys-
tems (Webb and Werner 2018), given the projected
increases in marine heatwaves in the future (Frolicher
et al. 2018). Thus, a better understanding of the processes
associated with marine heatwaves could be improved with
the deployment of biogeochemical-Argo floats in this
region (Jaine et al. 2017). In addition, improving the abil-
ity of biogeochemical models to represent such ocean
mechanisms is essential to monitor and anticipate impacts
on marine ecosystems (Figure 4.3.3b).
Section 4.4. Anomalous surface warming in
the Baltic Sea in summer 2018 andmechanism
analysis
Authors: Jun She, Jian Su, Ann-Sofie Zinck
Statement of main outcomes: The summer 2018 is one
of the two warmest summers recorded over the past 37
years in the Baltic Sea. This warm summer also showed
unique features in synoptic extreme events – marine
heatwaves (MHWs). MHWs in the Baltic Sea during
2018 lasted for the entire summer period (May–Septem-
ber) and showed great intra-seasonal variability on the
spatial pattern. MHW duration ranges between 80 and
110 days in most of the southern Baltic Sea and below
60 days north of 59°N in most of the Baltic Sea. No mar-
ine heatwave events are found in open waters in Both-
nian Sea and Bothnian Bay in May and June. Results
show that the large scale atmospheric circulation in sum-
mer 2018 was featured by the highest seasonal Arctic
Oscillation index and North Atlantic Oscillation index
since 1950. Strong blocking in atmospheric circulation
in summer 2018 was accompanied by a deepening and
eastward shifting Low over Greenland-Iceland and also
a very strong jet stream further north than normal.
The Baltic SeaMHWduration in summer 2018 was posi-
tively correlated with surface air temperature anomaly,
which was caused by prevailing high pressure systems
over northern Europe and Scandinavia. Atmospheric
reanalysis shows that the shortwave solar radiation is
the dominant factor contributing to the positive anomaly
of the net surface heat flux.
Products used
Ref.
no. Product name & type Documentation
4.4.1 SST_BAL_SST_L4_REP_
OBSERVATIONS_010_016
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atmospheric reanalyses of the
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4.4.3 Monthly values of the NAO
and AO indexes during
January 1950–November 2019
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Extreme ocean warming, termed as marine heatwaves
(MHWs, similar to heatwaves occurring on land), has
been recorded more frequently, both on global (Hobday
et al. 2015, 2018; Frölicher and Laufkötter 2018) and
regional scale (Bensoussan et al. 2019). MHWs can be
quantitatively defined as an event with a prolonged
period (5 consecutive days or more) of anomalously
warm water condition (e.g. warmer than the 90th per-
centile of local temperatures to the long-term climatolo-
gical mean) (Hobday et al. 2015). Mean duration and
frequency of annual MHWs have increased globally (Oli-
ver et al. 2018). Compared to the open ocean, MHW
events are stronger in the coastal waters, with significant
environmental impacts on the coastal marine ecosystems
(Frölicher and Laufkötter 2018; Bensoussan et al. 2019).
The Baltic Sea is a semi-enclosed sea (Figure 4.4.1a)
which has experienced significant climate warming
over the past decades, especially in the upper ocean
layer. Høyer and Karagali (2016) showed that the Baltic
Sea underwent a surface warming trend at a rate of
0.041°C yr−1 during 1983–2012. This trend however var-
ied regionally. Generally, north of 59°N the 30-year
trends were larger compared to those further south. It
was also noted that the warming trend in summer was
the largest among the seasons. The summer mean Sea
Surface Temperature (SST) time series in the past 37
years is given in Figure 4.4.1c. In addition to the warming
trend, there is also significant inter-annual variability.
Years 2002 and 2018 are both around 15.5°C and marked
as the highest records in the past 37 years.
On seasonal scale, anomalous surface warming in the
Baltic Sea is mainly affected by anomalies of atmospheric
Figure 4.4.1. (a) Bathymetry (units: m) in the Baltic Sea. (b) Illustration of MHWs in 2018 at location (10.98°E, 55.48°N), as indicated by
the red dot in a). The climatological mean (grey line) and the 90th percentiles (blue dashed line) of daily SST were calculated over the
period 1983–2012. A MHW (red line) is defined when SST (black line) exceeds the climatological 90th percentile (blue line) for 5 days in
a row. c) Time series of summer (May–September) Baltic Sea area mean SST over the period 1982 to 2018. The average area is indicated
as a red box in a). Two warmest years 2002 and 2018 are highlighted with circles. The results in b) and c) are generated by using product
ref. 4.4.1.
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heat fluxes and vertical mixing. On synoptic scale, hori-
zontal advection of heat flux, e.g. from North Sea inflow,
can also be important for surface warming but mainly for
the transition waters. A comprehensive introduction on
the Baltic Sea hydrodynamics can be found in Leppär-
anta and Myrberg (2009).
In summer 2018, the Baltic Sea experienced extremely
warm weather and upper ocean conditions. What were
the major spatiotemporal features of this warming and
reasons generating them? Are they related to significant
anomaly in atmospheric circulation and on which spatial
and temporal scales? The purpose of this study is to
quantify the level of the surface ocean heat anomaly in
the Baltic Sea and its potential driving factors.
In this context, we will use a CMEMS level 4 repro-
cessed SST dataset over the period 1982–2018 (product
ref. 4.4.1) to quantify spatiotemporal patterns of
MHWs in the Baltic Sea during summer 2018. In
addition, we use the ERA5 reanalysis dataset (product
ref. 4.4.2), a most recent version of European global
atmospheric reanalysis produced by European Centre
for Medium Range Weather Forecast (ECMWF), to ana-
lyse anomalous atmospheric conditions, e.g. geopotential
height, air temperature at 2 m elevation and surface heat
fluxes and their potential impacts on SST.
4.4.1. Identification of MHW events
The definition of a MHW and its continuation used in
this study followed that described in Hobday et al.
(2015). It is defined as a period in which the water temp-
erature is above the 90th percentile for that area’s histori-
cal conditions for five or more days, where the
climatological threshold is a time-of-year dependent
11-day shifting window. The method allows comparison
of MHW duration and intensity across time and space
from sites with different thermal regimes. The 30-year
climatological mean and 90th percentiles of SST were
calculated over the 1983–2012 period, using an 11-day
centred window and additional smoothing on the clima-
tology with a 30-day running mean (Hobday et al. 2015).
Figure 4.4.1b illustrates an example of MHW in 2018 at a
site (10.98°E, 55.48°N), which gives three MHW periods,
i.e. May – mid-June, July and the first half of September.
Note that the identification of MHW events can be sen-
sitive to the presence of significant climate trends and/or
long-period variability, in particular the choice of 30-
year climatological standard normal period. Therefore,
the employment of the definition of the MHW in the
future climate adaptation applications should be with
caution, e.g. climate adaptation for the marine
ecosystem.
4.4.2. Spatial and temporal variability of 2018
MHW events
For period May–September 2018, most of the Baltic Sea
surface experienced at least one MHW event except for a
minor part of Swedish coastal waters in the Bothnian Bay
(Figure 4.4.2b). The accumulated summer MHW dur-
ation ranges between 80 and 110 days in most of the
southern Baltic Sea and below 60 days north of 59°N
(Figure 4.4.2b). However, the mean MHW intensity
north of 59°N (2–4°C) is stronger than most of the
southern Baltic Sea (1–2°C, Figure 4.4.2a).
Monthly spatial distribution of MHW duration shows
notable intra-seasonal variability (Figure 4.4.2c–f). In
May, major MHW events are found between 56° N
and 60° N, featured by MHW days >15. Areas without
MHWs are only found in the central Bothnian Sea and
Bothnian Bay. In June, non-MHW areas remain similar
to May while MHWs are intensified south of 59°N.
MHWs covered the entire Baltic Sea in July and August
but areas with longer MHW duration were moved to
north of 59°N in July and back to south of 59°N in
August. Only very limited area in Swedish nearshore
waters in western Bothnian Bay were free from MHWs.
4.4.3. Atmospheric conditions in summer
2018
The summer of 2018 was exceptionally hot and dry in
northern Europe, which led to droughts, heatwaves
and wildfires (Copernicus Climate Change Service
2019). Most of the areas affected by the drought were
across northern and central Europe, including Austria,
Denmark, Finland, France, Germany, Ireland, Lithuania,
Sweden, the northeast part of Switzerland and the UK
(EUMETSAT 2018). Because of the drought, farmers
experienced a significantly reduced harvest, leading to
concerns about food shortages in the coming months.
Wildfires were reported in Denmark, Finland, Germany,
Greece, Latvia, Norway, Portugal, Sweden and the UK,
severely damaging hundreds of acres of scrubland, for-
ests and moorland. Maximum and mean temperature
records were broken in many places (Copernicus Cli-
mate Change Service 2019).
In seasonal scale, Arctic Oscillation (AO) (Ambaum
et al. 2001) and North Atlantic Oscillation (NAO) (Barn-
ston and Livezey 1987) are major teleconnection patterns
affecting weather in northern Europe and Scandinavia.
The former is related to the degree of which Arctic air
penetrates into the middle latitudes. Large positive AO
index often helps the extra-tropical westerly jet stream
to blow strongly and consistently, thus keeps the cold
Arctic air locked in the polar region. Using published
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monthly values of the AO index from Climate Prediction
Center, NOAA Center for Weather and Climate Predic-
tion, USA (product ref. 4.4.3), it is found that May–Sep-
tember mean AO index in 2018 is 0.72 and reaches its
70-year maximum. This means that less Arctic cold air
was transported to the south in summer 2018 and the
Arctic condition was in favour of warm weather in
northern Europe.
Figure 4.4.2. Spatial distribution of MHW intensity and duration in 2018: (a) summer (May–September) mean MHW intensity (in °C); (b)
accumulated summer MHW duration (number of days); (c)–(f) MHW duration by month May to August 2018, overlapped by corre-
sponding monthly mean geopotential height in 500 hPa. The results are generated from product ref. 4.4.1 and product ref. 4.4.2.
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The NAO index reflects direction and strength of the
westerlies into Europe and is correlated with location of
the jet stream. By analysing data in 1881–2003, Folland
et al. (2009) found that there existed statistically signifi-
cant positive correlation between the positive phase of
summer NAO (SNAO) and anticyclonic and sunny con-
ditions over northwest European land from Ireland to
the eastern Baltic. Variations of the SNAO are associated
with changes in the North Atlantic storm track such that
a positive SNAO index is associated with northward
movement of the storm track over northwest Europe.
This happened in summer 2018. Using monthly values
of the NAO index from product 4.4.3, it is found that
the SNAO index (May–September mean) in 2018
(1.65) is the highest in the past 70 years for the 5
month moving average values. This implies a high
possibility of prevailed anticyclonic circulation and dry,
sunny weather in northern Europe and the Baltic Sea.
At 500 hPa in summer 2018, an unusual geopotential
high anomaly can be found over the Baltic-North Sea
region (lower panel in Figure 4.4.3) which implies that
the summer experienced more frequent occurrence of
the high pressure systems. The jet stream (zone with
the highest horizontal gradient of the geopotential
height) was strengthened and moved to the Nordic
Seas (upper right panel in Figure 4.4.3) from its normal
position between 45 and 60° N over the North Atlantic
(upper left panel in Figure 4.4.3), so that Baltic-North
Sea region experienced stable sunny weather.
It should be noted that Figure 4.4.3 only represents
summer mean condition instead of daily weather.
There exists significant intra-seasonal variability on the
Figure 4.4.3.May-August mean circulation at 500 hPa in 2018: (a) geopotential height climatology; (b) geopotential height in 2018 and
(c) geopotential anomaly (m2 s−2) relative to 1981–2010 climatology. The results are generated from product ref. 4.4.2.
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weather pattern, which can be found in the monthly
mean geopotential height distribution from May to
August, as shown in Figure 4.4.2(c–f). By looking at
daily synoptic maps from ERA5 reanalysis, it was
found that the summer period was dominated by several
blocking events ranging 8–14 days which were separated
by transient highs and lows with shorter synoptic scales
(figures not shown). The first blocking event started from
6 May, lasting for 8 days, and followed by a 5 day period
of transient weather systems. Afterwards there was a
major blocking event with duration of about 14 days.
In June, the transient synoptic systems dominated the
northern Baltic while the stable high pressure system
retreated to south. From 23 June, high pressure system
re-gained control over the northern Baltic Sea, which
prevailed for most of July. After 8 August, a transient
low controlled Baltic Sea and brought cool and wet air
to the Baltic Sea.
Further investigations show that the intra-seasonal
variability in the atmosphere circulation causes similar
variability in the 2 m air temperature, as shown in Figure
4.4.5. In May, positive 2 m air temperature anomaly
above 4°C can be found in most of the northern European
continent and Scandinavia, withmaximumanomaly above
6°C around 61°N in Norway and 55–60°N over the Baltic
Sea. In June, the positive air temperature anomaly retreated
to southof 61°N.Most areas northof 61°Nwere dominated
by negative temperature anomalies with exceptions in the
northern Baltic Sea. The positive air temperature anomaly
was enhanced again in July, and expanded to the northeast
in Scandinavia and to the west in the northern European
continent. In August the positive air temperature anomaly
was less significant than in July. The southern andmid-Bal-
tic Sea was dominated by positive air temperature
anomalies of 2–3°C while the Bothnian Sea and the Both-
nian Bay were 1°C cooler.
4.4.4. Relationship between the MHWs and
the anomalous atmospheric conditions
The areas with largest positive air temperature anomaly
in the Baltic Sea (Figure 4.4.4) are well correspondent to
areas with high MHW duration (Figure 4.4.2). The
spatial correlation coefficients between the monthly air
temperature anomaly and the number of MHW days
are 0.47, 0.54, 0.60 and 0.59 for May, June, July and
Figure 4.4.4. Monthly averages of 2 m air temperature (°C) anomaly from May to August 2018, relative to 1981–2010 climatology. The
results are generated from product ref. 4.4.2.
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August, respectively, which are all above a p-level of
0.0001. This means that there exist common factors
impacting both surface air and sea temperature and/or
they affect each other.
Analysis on the atmospheric circulation anomalies
from ERA5 suggests that the prevailed blocking events
over northern Europe and Scandinavia are the common
cause of positive air temperature anomaly and high
MHW duration. The blocking high pressure system
caused strong downward movement of air which led to
strong warming in the mid- and the lowest levels of the
atmosphere. This also prevented the formation of clouds
and rain, leading to more than 80% of precipitation
deficit associated with cloudless conditions in central
and northern Europe (Copernicus Climate Change Ser-
vice 2019). This led to excessive amount of shortwave
radiation reaching the sea surface. On the other hand,
due to high evaporation and low precipitation, the latent
heat has a strong negative anomaly. In such conditions
latent heat contributed negatively to the surface warming.
Sensible heat anomaly and longwave radiation anomaly
are the secondary contributors to the sea surface warming
comparing to the shortwave radiation and latent heat as
their impacts depend on negative air-sea feedback mech-
anisms among surface air temperature, SST, humidity and
longwave radiation. Eventually the sensible heat flux and
longwave radiation do not move too far from the climatol-
ogy in the Baltic Sea in summer 2018 (±20 Wm−2, figures
not shown), as shown by the ERA5 reanalysis. Another
factor which may contribute to the warming is enhanced
upper layer stratification in the sea, which could reduce
the upper ocean mixing and retain the heat in the thinner
upper layer. This also formed a positive feedback
mechanism of surface warming. However, a quantitative,
detailed analysis of this factor should be attributed to a
modelling study, since the resolution of the ERA5 is not
enough to resolve all the air-sea coupling processes.
The above mechanism is partly illustrated in Figure
4.4.5, using May as an example. Most of the Baltic Sea
has shortwave radiation flux anomalies from 20 to
50 Wm−2 (Figure 4.4.5 left) while sensitive heat flux
anomaly ranges from −5 to 15 Wm−2. The high short-
wave radiation anomaly is found south of 59°N, which
corresponds to the high MHW duration in the same
region. The two areas with the minimum shortwave
anomalies are found in the Bothnian Sea and Bothnian
Bay, which are reported as areas with no MHW events
in May (Figure 4.4.2c).
4.4.5. Conclusion
Extremes of surface marine heat anomaly in summer
2018 in the Baltic Sea are investigated. In most parts of
the Baltic Sea, MHWs occurred 50-100 days, with their
maximum duration in the southern Baltic Sea. The
MHW spatial pattern showed significant intraseasonal
variability, featured by meridional movement of the
MHW areas. Similar fluctuations were also found in sur-
face air temperature and atmospheric circulation pat-
terns. The impact study of the associated changes in the
subsurface structure of the water column is interesting
and important but will be the subject of a separate paper.
Large scale atmospheric circulation in summer 2018
was characterised by the highest summer AO and
NAO indexes in past 70 years. Anomalous blocking
high pressure systems were dominant over Northern
Figure 4.4.5. Anomaly of mean net solar radiation (shortwave, left panel) and sensible heat flux (right panel) in May 2018, relative to
1981–2010 climatology. The unit is W m−2. The results are generated from product ref. 4.4.2.
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Europe and Scandinavia during most periods of May–
August 2018, accompanied with an eastward shifting
Greenlandic low pressure system and a northward shift-
ing jet stream. Such atmospheric circulation anomalies
brought extremely warm and sunny weather over the
Baltic Sea during summer 2018 and high surface solar
radiation. It is found that MHW duration is significantly
correlated with surface air temperature anomaly, which
is caused by the anomalous atmospheric circulation pat-
terns. The results also suggest that, among all atmos-
pheric surface heat flux components, the very high
positive anomaly of the surface solar radiation is the pri-
mary contributor to the extremely warm surface water in
the Baltic Sea in summer 2018.
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Statement of main outcome: In this section, a new focus
is given on the ocean response induced by Tropical
Cyclones. Tropical Cyclones are among the most devas-
tating and destructive natural hazards. Unfortunately,
predicting the intensity and evolution of such individual
event is still extremely difficult, owing to various internal
and environmental factors, including interactions with
the ocean interior. In that context, multiple satellite
remote sensing observations are essential, and today,
combined with denser ARGO interior measurements,
the upper ocean responses to moving tropical cyclones
can be more efficiently captured and monitored.
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4.5.4 Non-CMEMS product: ISAS13-clim
Monthly climatology of
temperature and salinity profile
used as a background
stratification information, in case
of argo absence. Developed by








4.5.5 Non-CMEMS product: IBTrACS
Best-tracks are post-storm analyses
at every 6-hours of Tropical and
subtropical cyclones, giving
several characteristic parameters
(position, intensity,size) . They are
produced by several dedicated
centres and gathered in a
homogeneous database named
IBTrACS: International Best Track













4.5.6 Non-CMEMS product: SAR-
Sentinel-1A/B wind field:
C-band radar with high resolution
and dual polarisation (Co- &
Cross- pol) signal. The wind
product used was retrieved by
the inversion scheme published
by Mouche & al 2017 (LOPS/
IFREMER) from L1 sigma0 of ESA
Copernicus. Data were collected




- ESA Copernicus L1 sigma0:
Copernicus open access hub
(https://scihub.copernicus.eu/
) and Sentinel-1 Mission
Performance Center (MPC S-1)
- SAR’s Tropical Cyclone Wind
Product:




Over the Eastern Pacific region, 2018 has been a very
active Tropical Cyclone season. The accumulated
cyclone energy reaches a record value of 316.104 kt2
(NOAA, Annual 2018 report; Kruk and Schreck 2019).
As shown in the background of Figure 4.5.1a, a persistent
positive Sea Surface Temperature Anomaly (SSTA) up to
1.5°C extended over the entire region, to explain this very
active 2018 season in combination with an enhanced
convection (Kruk and Schreck 2019).
Associated to the extreme wind forcing conditions,
distinctive localised impacts have long been attracting
considerable attention. Indeed, quite systematically, a
tropical cyclone will leave persistent signatures in its
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wake (Leipper 1967; Price 1981). The vigorous induced
mixing and resulting intense upwelling generally cool
the upper ocean mixed layer, stirring warm surface
waters with colder waters below (Ginis 2002). Conse-
quently, a tropical cyclone wake is generally character-
ised by a surface cold anomaly, possibly accompanied
with nutrient blooms. Moreover, governed by intense
isopycnal displacements (Geisler 1970), a tropical
cyclone can also leave prominent sea-surface height
anomalies in its wake. Resulting surface depressions
can reach 0.3–0.5 m, depending upon the forcing inten-
sity, size, translation speed, and ocean stratification con-
ditions (Kudryavtsev et al. 2019a). Building on the actual
satellite altimeter constellation (presently up to 6 satel-
lites are available), satellite sea surface height estimates
may more likely cross such trenches. Using both sea sur-
face height and temperature observation, a more consist-
ent view of the tropical cyclone characteristics can thus
be obtained with additional support of a semi-empirical
2D model to interpret the oceanic answer. Here, the
wakes of seven Eastern Pacific tropical systems are pre-
sented. To illustrate and further discuss the influence
of the forcing parameters, the analysis mainly focuses
on three particular major tropical cyclones: Hector
(August), Lane (August) and Sergio (October). Hector
experienced two intensification periods with maximum
winds over 110 kt that lasted up to 7 days (NHC
archive). Lane was the second wettest storm in USA ter-
ritory with 1341 mm accumulated rainfall (NHC
archive). Finally, Sergio left a particularly deep ocean sig-
nature (Figure 4.5.1). Above all, these three tropical
cyclones are relevant cases as they benefit from longer
time monitoring by satellites.
4.5.2. Data analysis
A database has been set up that merges satellite obser-
vations, from altimeters, radiometers, and high-
Figure 4.5.1. Constellation of satellite (product ref 4.5.1 & 4.5.2) and in-situ observations (product ref 4.5.3 & 4.5.4) for wake analysis
over Eastern Pacific in 2018. (a) Overview of the database with all the tracks (coloured lines), SAR swaths (dashed contours) and Argo
floats (magenta triangles) represented. The background field depicts the 2018 seasonal thermal anomalies (globally positive). (b) A
zoom on Hector, Lane and Sergio. The 3 tropical cyclones wakes are represented by shaded areas for SSTA (see colorbar) as well as
for SSHA anomalies (blue = negative, red = positive). Specific Sentinel 1A/B swaths were selected to map the tropical cyclone wind
fields (product ref. 4.5.6). To clarify, not all the altimetry and SAR crossings available for the 3 tropical cyclones are displayed. Best-
track information were added as the synoptic positions and intensities (coloured circles, product ref 4.5.5), with Hector and Lane head-
ing westward and Sergio drawing a loop that ends northeast.
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resolution Synthetic Aperture Radars (SAR), with Argo
float data. The 6-hour Best-Track data set further pro-
vides several parameters over the tropical cyclone life
such as position, intensity and specific wind radii (Pro-
duct ref. 4.5.5). For each track, all available altimeter
observations from the L3 CMEMS products were
assembled for the different storm positions (Figure
4.5.1, product ref. 4.5.2), keeping only altimeter passes
crossing the tropical cyclone wake afterwards. The
well-defined trough left behind the tropical cyclones
(blue shaded areas on the altimetry tracks in Figure
4.5.1) was used to directly estimate the sea surface height
anomaly, i.e. the maximum difference between the bot-
tom and the top of the altimeter sea surface height
profile. As the tropical cyclone generates near-inertial
oscillations (Geisler 1970), the altimeter may not sample
the maximum trough value. For each Best-Track synop-
tic time, we thus kept the largest sea surface height
anomalies among all the closest time/space colocated
altimeter passes. When only one altimeter pass is avail-
able, the unique anomaly estimate was kept. This can
thus introduce a slight underestimation of the altimeter
trough.
The daily CMEMS L4 sea surface temperature product
is used to estimate the thermal anomalies at each Best-
Track synoptic position (product ref. 4.5.1). The cold
wake intensity was estimated as the difference between
a 2-week average of pre-storm sea surface temperature
conditions and the daily post-storm sea surface tempera-
ture field. In case of pre-existing storms or loop trajec-
tory, this pre-storm time window was reduced to
withdraw the cooling of previous forcing. Shaded areas
in Figure 4.5.1b trace the maximum cooling, from 1 to
3 days after the Best-Track synoptic time (Dare and
McBride 2011; Vincent et al. 2012). Finally, using wind
radii information from Best-Track, all Argo data inside
the 34 kt wind radius were selected to infer the ocean
stratification parameters (magenta triangles in Figure
4.5.1, product ref 4.5.3). From the nearest profile, we
extracted the Brunt-Väisälä frequency N in the thermo-
cline (Figure 4.5.2c), known to strongly influence the
oceanic response to tropical cyclone forcing (Reul et al.
2014). In absence of Argo floats, the ISAS-13 climatology
was used (product ref 4.5.4). As obtained in Figure 4.5.1b,
rather moderate signatures are found for Hector and
Lane, with maximum thermal and height anomalies
amplitude of −1.7° and −0.17 m, respectively. A stronger
cooling and a deeper trough are found for Sergio, with
respective signatures larger than −7°C and −0.3 m. The
first two cyclone cases were small intense storms with
fast translation speed (Vfm = 7 m s
−1), while Sergio had
a weaker wind intensity but is a large and slowly moving
cyclone (Vfm = 4 m s
−1). As anticipated, the overall tropi-
cal cyclone induced-stirring process depends on its
intensity, but also on its size and translation speed
(Reul et al. 2014; Kudryavtsev et al. 2019a). The tropical
cyclone wind structure is therefore of paramount impor-
tance, and the Best-Track data may not be precise
enough to depict it, especially the determination of the
maximum wind radius (Rmax) can be subject to large
errors (Kossin et al. 2007; Knaff et al. 2015).
To overcome such a limitation, SAR measurements
have therefore been used (product ref. 4.5.6), which
can provide unique observations of high resolution
wind patterns in tropical cyclones (Mouche et al.
2019). As collected, 1-km resolution data from Coper-
nicus/ESA’s Sentinel 1A/B operating in C-band and
VH cross-polarisation provide reliable surface winds
up to 70 m s−1 (Mouche et al. 2017; Mouche et al.
2019). A total of 23 SAR scenes were collected with
maximum winds ranging from 25 to 70 m s−1 (Figure
4.5.2a), representing small to medium size systems
(Figure 4.5.2b). For each SAR scene, an objective
analysis was used to determine the centre of the
storm and to extract the maximum wind speed
(Vmax) and radius of maximum wind information
(Combot et al. 2020). These estimates are compared
to the Best-Track ones in Figures 4.5.2a, b. An excel-
lent consistency is found for the maximum wind
speed parameter, with a correlation coefficient of
0.95, a very weak normalised bias, and a root mean
square difference of about 4 m s−1, that is partly associ-
ated with the discretization of the Best-Track estimates.
For the radius of maximum winds, the correlation is
significantly lower but still high (0.80). Yet, compared
to Best-Track values, SAR estimates are not discrete
and therefore more likely to provide accurate values
for small size TCs (Rmax < 30 km, Combot et al. 2020).
Pre-storm ocean stratification and heat content are
key variables that determine ocean/atmosphere feedback
mechanisms and the associated evolution of tropical
cyclones. The lower panels in Figure 4.5.2 show the temp-
erature, salinity and density profiles measured by an Argo
float a few days before (∼7 days, in blue) and after (∼3
days, in magenta) Sergio’s passage in category 4 at that
time. The corresponding ISAS profiles are also displayed
for the two climatological months close to the Argo
profile time (black lines). As obtained from the pre-
storm Argo profile, the ocean stratification was much
stronger than the climatological values (values indicated
in the lower right panel), mainly due to a 30-m thick sur-
face layer much fresher than usual, which is confirmed by
the surrounding floats. As a result, mixing and associated
salinity and temperature anomalies are reduced, and the
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stratification remains very strong during and after Ser-
gio’s passage which is an important limiting factor for
oceanic feedback on tropical cyclones evolution.
4.5.3. Analysis from a semi-empirical model
Following Geisler (1970) and Price (1981), Kudryavtsev
et al. (2019a) proposed a semi-empirical framework to
jointly analyse and interpret tropical cyclones sea surface
temperature and height anomalies. It is assumed that
the ocean response to a moving TC is largely dominated
by baroclinic effects. Considering this assumption,
scaling laws issued from the semi-empirical modelling
approach developed by Kudryavtsev et al. (2019) can
be expressed as
SSTA










with f, the Coriolis parameter, Vfm the translation speed,
α the thermal expansion coefficient, g the gravitational
acceleration on Earth, and N the Brunt-Väisälä
Figure 4.5.2. Upper panel: Comparison between Best-Track (product ref 4.5.5) and SAR (product ref 4.5.6). Maximum wind speed (a)
and radius of maximum wind speed (b) with dots coloured as a function of Vmax. Following the Figure 4.5.1 convention, the three
particular TCs dots are notified with coloured squares, red = Hector, blue = Lane, green = Sergio. Lower panel: Profiles of temperature
(c), salinity (d) and density (e) of Argo and ISAS climatology (product ref 4.5.3 & 4.5.4) at the Sergio’s location on 3rd October 2018 at
13h40, when it was particularly strong (∼60 m s−1). The two surrounding months, September (dashed line) and October (dashed dotted
line), from the ISAS climatology profiles are shown. Two Argo profiles were selected, one before (26th September 2018 in blue) and one
after (6th October 2018 in magenta) the Sergio path. Shaded areas illustrate the anomalies left by Sergio, a slight deepening (∼10 m)
and cooling (∼2°C) of the mixed layer are observed. These profiles were acquired near 117 °W and 12 °N (black triangle in Figure 4.5.1.a,
profiler number: 5901302).
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frequency. Best-Track and SAR offer two different sets
of Vmax/Rmax estimates, giving different semi-empiri-
cal predictions that are compared in Figure 4.5.3. Over-
all, the results agree well with large correlation between
observations and predictions (R≥ 0.75). These corre-
lation coefficients are significant at the 95% confidence
level but, due to the rather small sample size, this can-
not be accurately assessed. However, ongoing research
confirms these findings with a much larger sample
size including N > 100 SAR scenes colocated with TCs
for the recent years and over all the ocean basins. Bring-
ing improved high-resolution description within the
maximum wind region, SAR estimates give a signifi-
cantly closer agreement with the proposed scaling
laws (R≥0.88). The Hector case (red squares)
remarkably illustrates the improvement, as large maxi-
mum wind radius discrepancies were indeed observed
between the two data sources (Figure 4.5.2b). As also
shown in Figure 4.5.3, the Sergio case highlights a larger
dynamical range for its wake signature, going from 2.5°
C to 5.2°C cooling and from 0.26 to 0.39 m sea level
drop. This overall stronger induced oceanic answer
arises from its larger size and lower translation speed
and is well accounted for by the semi-empirical model
when fed by the SAR observations. This is particularly
true with regard to the two points departing the most
from the 1:1 line, Sergio and Lane (Figure 4.5.3a), for
which overestimation of Best-Tracks for maximum
wind speed and its radius (Figure 4.5.2) led to unrealis-
tic predictions of sea surface anomalies.
Figure 4.5.3. Comparison of Sea Surface Height (left column, product ref 4.5.2) and Sea Surface Temperature (right column, product ref
4.5.3) anomalies between satellite measurements (x-axis) and estimation from the semi-empirical model (y-axis): (a) and (b) represent
the estimates inferred from Best-Track information (product ref 4.5.5); (c) and (d) from SAR-derived wind field (product ref 4.5.6). The 3
reference cases are reported according to the same convention than in Figure 4.5.2. The required spatial collocation between SAR and
altimetry has slightly reduced the numbers of points (21) as used for Figure 4.5.2(a,b).
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The proposed interpretation framework can thus
guide the combined use of sea surface temperature
and height amplitude changes measured in the wake
of tropical cyclones. It can help to inform about the
resulting strength of hurricane-induced mixing and
upwelling. This opens a bottom-up approach to guide
future investigations to help document the resulting
wind forcing and practical drag coefficient under
extreme tropical cyclone conditions (Kudryavtsev
et al. 2019a, 2019b).
4.5.4. Summary
This study highlights the use of multi-platform obser-
vations for the analysis of tropical cyclones and their
induced oceanic answer. As a main outcome, it is
shown that the combination of low and high resolution
satellite sensors are of paramount importance to better
depict and monitor the tropical cyclones wind patterns,
and to interpret the air/sea coupling that imprints the
cyclone wake. In particular the study shows that altimeter
and SAR measurements can provide unique information
to help analysis and monitoring of extreme events. The
wide-swath altimetry SWOT mission foreseen in 2021
will be a unique opportunity for further research and
applications, notably since it will provide a 2D mapping
of sea level anomalies left by tropical cyclones.
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Section 4.6. Record wave storm in the Gulf of
Cadiz over the past 20 years and its impact on
harbours
Authors:Marta deAlfonso, JoséMaría García-Valdecasas,
Roland Aznar, Begoña Pérez-Gómez, Pablo Rodríguez,
Francisco Javier de los Santos and Enrique Álvarez-Fanjul
Statement of main outcome: The Gulf of Cadiz region
suffered the most severe wave storm over the past 20
years produced by the storm Emma in March 2018. The
combined effect of high waves and sea level surge aggra-
vated the storm risk potential. The CMEMS products,
the local wave and sea level forecasting systems (PORTUS
system) and their associated alerts and downstream ser-
vices worked properly and warnings were sent in advance
to the users. Several actions were carried out tomitigate the
impact of the event. For example, harbours stopped oper-
ations to prevent accidents and assure safety. The material
damages were considerable but, probably due to the pre-
ventive actions, no personal damages were suffered.
CMEMS products used
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4.6.6 PORTUS coastal and local wave
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During February-March 2018 several storms including
Emma, affected the maritime area in the south of Europe.
In particular, Emma was characterised by an area of deep
low pressure located west of the Iberian Peninsula, chan-
nelling strong southwesterly winds over the Gulf of
Cadiz, and generating the highest significant wave
heights recorded in the region. The impact of these
huge waves in the coastal infrastructures was strength-
ened by less extreme, but still important, sea level and
surge. In this paper, this event is studied employing
data from the PORTUS system (Product refs: 4.6.6 and
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4.6.7), a series of forecasting models (sea level, waves and
wind) and measuring instrumentation (buoys and tide
gauges integrated into Copernicus Marine Service) oper-
ated by Puertos del Estado at the Spanish Coast.
During the event, waves were especially severe there,
where the deep water buoy ‘Golfo de Cadiz’ (WMO:
6200085), part of the PORTUS system and moored
since 1996, surpassed its significant wave height record
of 6.6 m, reaching 7.2 m during the 1st of March. In
this paper, the historical information from measure-
ments and model reanalysis from 1992 to 2018 has
been analysed, confirming this event as the most severe
over the past 20 years.
This extreme wave value coincided with extreme high
sea levels produced by the combination of spring tides
(high tides reaching the 99.95 percentile of historical
high tides) and a storm surge over the 99.5 percentile of
historical surge data as measured by Puertos del Estado
tide gauges network in the region. The combined effect
of extreme waves and sea levels produced a huge impact
at the coast causing serious damages in the harbours of
the area. These storms were correctly forecasted by the
CMEMS regional wave model for Iberia-Biscay-Ireland
region (product ref. 4.6.4), by the local wave forecast (pro-
duct ref. 4.6.6) (Gómez Lahoz et al. 2005) and by Puertos
del Estado sea level forecast system (product ref. 4.6.7)
(Alvarez Fanjul et al. 2001), and provided through the
downstream services developed by Puertos del Estado
and Algeciras Port Authority for the harbours (product
ref: 4.6.8) (Alvarez Fanjul et at. 2018). The warning system
was activated and alerts were sent to prevent accidents.
This paper studies the storm Emma and the values
forecasted and measured during the event, then these
values are compared with the historical information
recorded in the area and finally it focuses on the impact
on harbours, that nowadays are huge logistic centres
with wide and complex infrastructures (https://www.
puertos.es/en-us). For the Port Authorities, the met-
ocean information is required during all the phases of
their life: planning and design, construction and daily
operation. The Gulf of Cádiz area is the basin that con-
nects the North Atlantic and the Mediterranean Sea with
an intense vessel traffic and a high maritime and com-
mercial activity in the harbours of the area. The monitor-
ing and forecasting of storms are essential to assure the
security conditions for harbour operations.
The location of the measuring instruments and the
harbours affected in the area of interest is shown in
Figure 4.6.1.
4.6.2. Data and analysis
Description of the forecasting systems and instrumenta-
tion: Two wave forecasting systems have been used in
this article, the CMEMS system (product refs 4.6.4 and
4.6.5) used to compare the historical time series and
the PORTUS system (product ref 4.6.6) used in the fore-
cast and downstream services. Both systems employ, at
the regional scale, the same numerical model WAM
(WAMDI Group 1988; Günther et al. 1992) but with
different implementations, bathymetry and forcing.
PORTUS system has, in addition, a set of models to
downscale to the harbours. The local domains run
SWAN model (Booij et al. 1999) and provide boundary
conditions to the MSP model used in Algeciras Bay
Port to obtain wave agitation inside the port and a Bous-
sinesq + VOF models (Losada et al. 2008) used to obtain
overtopping at Tarifa Port. Both MSP and Overtopping
models use the results from Nivmar storm surge fore-
casting system to include water level time series.
Figure 4.6.1. Location of the measuring instruments (buoy and tide gauge) and the harbours in the area of the Gulf of Cadiz.
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These systems are validated periodically with the stat-
istical results at regional scale shown in Table 4.6.1 for
the comparison period: 1996–2018. For the CMEMS sys-
tem the bias is clearly negative with a general underesti-
mation of the values probably due to the same
underestimation in the forcing. The PORTUS system
has better results, but we have observed that, for severe
storms, it tends to overestimate the values. More details
in CMEMS system validation can be found in the
CMEMS Quality Information Document, periodically
updated (Toledano et al. 2018).
The Nivmar storm surge forecasting system is in
operation since 1998: based on a 2D barotropic
implementation of the HAMSOM model, and forced
by atmospheric pressure and winds provided today by
the ECWMF, it provides hourly forecasts of sea level
along the whole Spanish coast with a 72 h prediction
horizon. It combines tide gauge data and surge forecasts,
adding the tide at each harbour as the one obtained from
the tide gauge data, and allowing correction of the fore-
casts by means of a nudging technique (by means of
operational comparison with recent surge data recorded
at the stations, Alvarez Fanjul et al. 2001). Based on pre-
vious validation studies of the Nivmar storm surge fore-
casting system, the RMSE error of the model forecasted
surge is 4.7 cm in Huelva and 6.1 cm in Bonanza
(Pérez-Gómez 2014). These figures must be considered
a qualitative assessment of the model performance at
these two stations. Bias of the system is not provided,
because this is computed and corrected in near-real
time, as already mentioned, by the nudging technique.
The instrumentation in the area is composed by a
deep-water buoy and two tide gauges. The deep-water
buoy named ‘Golfo de Cadiz’ (WMO: 6200085) is one
of the fifteen measurement stations along the Spanish
Coast of the network owned by Puertos del Estado
(Alvarez Fanjul et al. 2003). It is a multiparametric
buoy measuring since 1996 hourly met-ocean par-
ameters including directional waves. The two tide
gauges, named ‘Bonanza2’ and ‘Huelva’ are part of the
REDMAR network, composed by 37 tide gauges oper-
ated by Puertos del Estado (Pérez-Gómez et al. 2008,
2013) and installed at the Ports facilities in 1992 and
1996 respectively (product ref. 4.6.1). Today these
stations are based on radar type sensors providing 1-
min, 5-min and hourly sea levels (standard sampling of
final products). The position of the instruments is
showed in Figure 4.6.1.
Synoptic description of the event as derived from model
results: The storm Emma was formed on the 26th of Feb-
ruary 2018 as a low-pressure system over the Atlantic
Ocean and followed a track towards the Iberian Penin-
sula. Although most of the storms affecting the north-
eastern Atlantic tend to seek septentrional trajectories,
crossing areas of the British Isles, northern France, Neth-
erlands or the Baltic Sea (i.e. Lothar andMartin in Decem-
ber 1999), others, as Emma, sometimes develop at more
meridional latitudes and then pursue tracks towards
Northeastern Europe, touching the Iberian Peninsula.
This southwest-northeast storm path has also character-
ised in the past other damaging storms (such as the wind-
storm of 1941 or storm Xynthia in February 2010) in that
area (Garnier et al. 2018; Ferreira et al. 2019).
The comparison of Emma with Xynthia storm is par-
ticularly interesting since both systems shared similar
evolutions. Figure 4.6.2 highlights the similitude of the
mean sea level pressure patterns featured by the Emma
and Xynthia storms, as they moved towards northeastern
Europe crossing the northwestern tip of the Iberian
Peninsula. In both cases, the low-pressure system dee-
pened suddenly in roughly the same area, and the
specific track induced an increase of strong winds and
waves impacting the western and northern Iberian coast-
line. Focusing on Emma, as the storm approached the
Table 4.6.1. Statistical comparison between 6200085 buoy and
both wave systems (CMEMS and Puertos del Estado) for the
period 1996–2018.
BIAS RMSE Scatter Index Correlation Coef.
CMEMS system −0.473 0.586 0.483 0.858
PORTUS system −0.003 0.314 0.259 0.902
Figure 4.6.2. Snapshots of mean sea level pressure isobars (in
hPa) taken as Emma (left panel) and Xynthia (right panel) storms
moved in February-March 2018 and February 2010, respectively,
over the Iberian Peninsula. Data obtained from ERA5 atmos-
pheric reanalysis.
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west of the Iberian Peninsula during the following hours
and the associated pressure gradient intensified, it gave
rise to strong geostrophic southwesterly winds over the
Gulf of Cadiz. These winds generated high waves and a
storm surge in the area. On the 1st of March 2018
Emma shifted northwards, moving across the western
coastal areas of the Iberian Peninsula with associated
gale force southwesterly winds. Once the trough moved
away from the Iberian Peninsula and continued its tra-
jectory towards northern Europe, the prevailing winds
turned from southwesterly to westerly direction over
the Gulf of Cadiz and their intensity decreased.
This evolution is clearly depicted by the two wave sys-
tems referenced in this article. Figure 4.6.3 shows the wind
field, the significant wave height from PORTUS system
and the sea level residuals during the 1st of March 2018,
at 00h and 12h, presenting the evolution of the storm
before and at the time of hitting the coasts of the Gulf
of Cadiz. The forecasting models correctly predicted the
storm moving north-eastwards from the Azores Islands
towards the Gulf of Cadiz, with significant wave heights
over 7 m and sea level residuals over 0.4 m.
Analysis of the measurements during the storm: The
event was properly recorded by the instruments of Puertos
Figure 4.6.3. (a) and (b): Module (colour) and direction (vectors) of 2 m wind forecasted for March, 1st, 2018 at 00h and 12h. The
magenta circles mark the low pressure minima at 00h and 12h. (c) and (d): Significant wave height (SWH) forecasted for March,
1st, 2018 at 00h and 12h. Wave heights over 7 m were forecasted in the area of the Gulf of Cadiz (product ref. 4.6.6). (e) and (f): Residual
or surge (sea level – tide) forecasted for March, 1st, 2018 at 00h and 12h. Residuals over 0.4 m were forecasted along the coast the Gulf
of Cadiz (product ref. 4.6.7).
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del Estado measure networks. Figure 4.6.1 shows the
location of these instruments in the area and Figure
4.6.4 the values measured by the instruments together
with the values provided by PORTUS sea level and wave
forecasting systems. The vertical red line shows the
moment of the significant wave height peak (2018-03-01
14 GMT) with a value of 7.2 m. We have compared this
value with the extreme analysis performed for this buoy
for the period 1996–2017 applying peaks over threshold
method and Weibull distribution and it coincides with
the central estimation estimated for a return period of
50 years (https://bancodatos.puertos.es/BD/informes/
extremales/EXT_1_2_2342.pdf). The values from the
WAMmodel used at PORTUS wave forecast system (pro-
duct ref. 4.6.6) were very accurate following the shape of
the measurements, but slightly overestimated remaining
about 0.5–1 m over the values measured during the
storm. The maximum in the wave value coincides exactly
with the high tide maximum levels (14:00 GMT at
‘Bonanza 2’ and 14:10 GMT at ‘Huelva’, not shown).
Analysis of the historical wave information in the area:
Since its first mooring, the data coverage of 6200085 buoy
has been excellent with a mean annual percentage of
92.5% of valid recorded data. However, every year, some
data are lost due to accidents, sensor malfunctions or
ordinary planned maintenance operations, so we have
compared the historical information (product ref. 4.6.3)
with model values to be sure that no higher storm passed
during the past 20 years. The comparison has been made
with the wave reanalysis performed by CMEMS Iberia-
Biscay-Ireland Monitoring and Forecasting Centre with
ERA INTERIM homogeneous atmospheric forcing for
the period: 1992–2018 (product ref. 4.6.5). We have com-
pared the buoy wave measurements with the CMEMS sys-
tem instead of PORTUS system because the forcing in the
first one is homogeneous for the whole period. In the
second one, the system has evolved over time and we can-
not assure the consistency of the results in the compari-
son. The results of this reanalysis have been validated
with in situ and satellite data showing a good performance
of the model (see Table 4.6.1). In Figure 4.6.5, the histori-
cal time series are plotted showing clearly the maximum
on 1st March 2018 for both data sets (product ref. 4.6.3,
product ref. 4.6.5). In this figure are also shown the scatter
plot corresponding to both time series and the Quantile-
Quantile plot performed with both data sets.
Figure 4.6.4. Values forecasted and measured by the models and instruments during the storm Emma, as displayed in the PORTUS
system. (a) Sea level forecast and measurements at Bonanza2 tide gauge: observations in blue colour (product ref. 4.6.2), PORTUS
sea level forecast in red colour (product ref. 4.6.7) and astronomical tide (orange colour). (b) Same for just the surge or residual com-
ponent (subtracting the tide) at Bonanza2 tide gauge: measurements in blue colour (product ref. 4.6.2) and forecasted residuals in red
colour (product ref. 4.6.7). c) Significant wave height (SWH) measured (light blue) at the 6200085 buoy (product ref. 4.6.3) and fore-
casted by PORTUS wave model (dark blue) (product ref. 4.6.6). The vertical red line shows the moment of the significant wave height
peak (2018-03-01 14 GMT).
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Analysis of the historical sea level information: From an
analysis of hourly sea levels from tide gauges in the area,
the recorded values near the high tide on March 1st 2018
at 14:00 GMT (time of the wave record) were over the
99.95th percentile of all observed high tides for ‘Bonanza
2’ station (second highest sea level for 1992–2018 period)
and ‘Huelva’ station (third highest sea level for 1996–2018
period). From extreme variability assessment based on
the evolution of the 99th percentile of hourly sea level
and surge (Pérez-Gómez et al. 2018), the mean 99th per-
centile of the surge or residual (sea level-tide) is 0.34 m for
‘Bonanza 2’ (1992–2017) and 0.24 m for ‘Huelva’ (1996–
2017 period). During Emma storm, the surge reached at
these tide gauges 0.60 and 0.36 m, respectively, at 14:00
GMT (time of the record wave height), which is well
over its mean 99th percentile. Interestingly, the maxi-
mum surge was in both cases recorded a few hours before
the high tide, reaching up to 0.72 m at ‘Bonanza 2’ and
0.65 m at ‘Huelva’. In the latter, the surge was in fact
over the 99.5th percentile for 15 h.
Nevertheless, these values were not a record on the sea
level measurements in the region: the highest residual or
surge in ‘Bonanza 2’ was recorded on the 6th of Novem-
ber, 1997 (reaching 0.80 m), being the maximum value
measured during Emma storm (0.72 m) the second high-
est residual value recorded at this location since 1992. In
agreement to this, extreme analysis of historical tide
gauge surge data (based on the Peak Over Threshold
method, and fit to a Weibull distribution) revealed,
that recorded surge values during Emma were well
below the 20 year return period (central estimate) at
both stations (81.3 cm for Bonanza, data period: 1992–
2019 and 84 cm for Huelva, data period: 1996–2019).
Therefore the extreme total sea levels (surge+tide) during
Figure 4.6.5. (a) Historical significant wave height (SWH) time series during the period 1996–2018. Red dots: values measured by the
6200085 buoy (product ref. 4.6.3); blue line: values from CMEMS Iberia-Biscay-Ireland Monitoring and Forecasting Centre wave model
(product ref. 4.6.5). The historical maximum measured (7.2 m) is reached on March 1st, 2018. (b) Scatter plot with both time series
(Buoy-Model). c) Quantile-Quantile plot for both datasets.
s142 COPERNICUS MARINE SERVICE OCEAN STATE REPORT, ISSUE 4
that particular high tide on March 1st could have been
higher and the impact of the storm and waves much
more severe.
The main explanation for the differences observed
between Bonanza and Huelva tide gauges is that Bonanza
is very affected by Guadalquivir river discharge. Histori-
cally, this is reflected in larger residual values than in
nearby tide gauges. The amount of residual or surge mag-
nitude caused by river discharge or by the storm surge
itself at Bonanza coast is not easy to determine exactly,
however. Having a look to the model forecast, that does
not include river discharge as a forcing mechanism,
could be of help: some underestimation of the forecasted
surge is observed in Figure 4.6.3b. However, this underes-
timation is less significant than others observed in the his-
tory of this tide gauge. This allows us to say that possibly a
significant part of the difference in this case is due to
spatial variations of the surge along the coast.
It is important to emphasise that hourly sea levels
(and surge) are typical sea level products derived from
tide gauges, obtained by means of an adequate filter on
original <10 min sampling (in this case, the Pugh filter
is applied, as described in Pugh and Woodworth 2014).
They are usually sufficient to measure the storm surge
magnitude (in fact, the output of the Nivmar forecasting
system is also hourly), and all values provided here come
from hourly sampling. However, other high frequency
oscillations and local effects may be present that would
conduct to temporary higher sea levels in higher
sampling data. Original 1-min data from both tide
gauges were examined, and no significant variability
was observed, however, in higher frequencies, on
March 1st, when this wave record value was measured.
Analysis of the activated alerts, actions taken and
damages at the ports: During the 1st of March the Port
of Huelva, as the rest of the Gulf of Cadiz coast, was
affected by the storm Emma, starting the 27th of Febru-
ary. Previously, forecasts, along with its associated alerts,
were forwarded to the Port Authorities located in the
area of the Gulf of Cadiz. Thanks to these warnings
received the days and hours before, the impact of the
event was mitigated. Particularly, the reports service of
Puertos del Estado and its downstream service for the
ports CMA (Cuadro de Mando Ambiental – Harbour
Environmental Monitoring Dashboard) (product ref.
4.6.8) and the special alert received from the Spanish
Meteorological Office (AEMET; https://www.aemet.es/
en/portada) for the storm, which was re-sent for the
rest of the port community, allowed to take the appropri-
ate measures. This downstream service, able to send user
defined alerts at different points of interest, is fed by the
PORTUS system and additional high-resolution local
models (Alvarez Fanjul et al. 2018). Other early warning
systems have been implemented successfully before in
ports, like the Zeebrugge harbour (Bolle et al. 2018). In
this particular case, the system is focused in flooding
warnings, with the model train ending in a 2D hydro-
dynamic model used to simulate the inundation in the
port facilities. This system has been set up in a unique
case study site and has an additional Bayesian decision
support system trained with previous simulations. The
CMA downstream service, implemented in most of the
state-owned ports in Spain, has been designed to be
directly managed by the Port Authorities, following a
less specialised and more flexible approach. Therefore,
it is the final user the one defining the thresholds and
details of the alert system. One of the particularities of
the design of the CMA alert system is the possibility to
create complex alerts, considering at the same time
more than one physical variable, or restricting vector
ones to given directions. For example, it is quite common
the implementation of an alert combining high waves
with elevated sea level (typical situation for overtopping),
or limiting the winds alerts to winds from a given direc-
tion (dangerous for navigation at the port mouth). Fur-
thermore, the system contains two kinds of alerts: (1) the
administration ones, implemented directly by the port
manager, and accessible to all users and (2) the individ-
ual alerts, created and used only by the final user to fit its
own needs. Thanks to this two level alert system, the
different departments of the port (operations, piloting,
infrastructures, water quality, etc.) can be coordinated
thanks to the existence of common alerts and, at the
same time, the software retains the flexibility to cope
with the individual user needs. It is also worth to men-
tion that many port managers are opening this system
to companies working on their facilities, therefore creat-
ing a tool useful to coordinate all the Port Community.
During Emma storm, port access was restricted as the
pilots boarding was extremely complicated even in shel-
tered waters (pilots are who decide to go ahead with the
operation or not). In the docks, the appropriate instruc-
tions were given like cancelling operations with heavy
equipment (cranes, machines…), ensuring safety. The
port activity could be resumed once the storm started
to decline. Despite these actions, the strength of the
storm Emma caused important damages in the main
breakwater of Huelva Port, from beginning to end,
along six kilometres. Both the outer and inner part of
the mantle were affected with blocks losses that caused
a section reduction of more than one metre of the section
in some points. No personal damages and very limited
material damages at Algeciras and Tarifa Ports were
suffered. Port access for certain types of vessels and
time period during the storm were restricted and
planned in advance thanks to the CMA service. Some
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special vessels and floating construction facilities were
assured with tugs to prevent any damage. Furthermore,
marine terminals and works in anchorage areas were
planned and stopped accordingly taking into account
CMA met-ocean forecasts and operativity and safety
thresholds. High-resolution met-ocean forecast system
was crucial to be able to restrict or go ahead with certain
operations, taking into account the different areas of
Algeciras Bay and Tarifa and the effects on different
types of vessels. This fact was highly valued by port oper-
ators in order to guarantee safety and reduce business
discontinuity.
On the other hand, this event caused devastating
effects throughout the Huelva and Gulf of Cadiz coast-
line. In certain areas the water literally guzzled seafront,
promenades and houses close to the beaches, in a region
where the tourism is a very important social-economic
factor. The damages in the area have been estimated to
more than 30M€: 7M€ in the port of Huelva, 5M€ in
the Coast of Huelva, 250K€ in the Port of Cadiz, 20M€
in the Coast of Cadiz (direct communication from the
harbour infraestructures responsibles). These numbers
correspond only to direct costs due to harbour facilities
and coastal damages and don’t include the indirect losses
due to pause of activity.
4.6.3. Outcomes and conclusions
The most severe wave storm measured in the area of the
Gulf of Cadiz occurred in March 2018. The measure-
ment recorded by a permanent station in the area, the
deep-water buoy Bahia de Cadiz (6200085 station) the
1st of March (7.2 m of significant wave height) has
been compared with the historical wave information
and with the CMEMS wave reanalysis in the same
location and the wave record has been confirmed. This
extreme sea state, produced by the storm called Emma
and aggravated by the combined effect of waves, high
tide and sea level surge, caused devastating effects in
the coastal area. The recorded sea levels were also
extreme in both the tidal and surge component (e.g.
the surge recorded by Bonanza2 tide gauge, 0.74 m, is
the second highest recorded since tide gauge installation
in 1992), although historical records were not reached in
this case, what would have aggravated the consequences
of the storm.
Several ocean monitoring services were working oper-
ationally in the area during this event: CMEMS products
and coastal and local wave and sea level forecast systems
developed by Puertos del Estado. These services were
accurate and the storm was properly forecasted. The
downstream services, including alert systems, worked
properly and users were warned in advance.
Thanks to the accuracy of the forecasts and the
actions taken accordingly, even though the storm had a
catastrophic potential and caused numerous material
damages, safety could be assured in the ports facilities
and no personal damages took place. These services pro-
vide essential information in the daily operations in the
harbour community and their users (shipping compa-
nies, stevedores, pilots and tugboats, etc.), and for
other stakeholders like tourism sector, maritime infra-
structures and transport, fisheries, etc.
Section 4.7. Predictability of large wave
heights in the western Black Sea during the
2018 winter storms
Authors: Joanna Staneva, Arno Behrens, Gerhard Gayer
Statement of main outcome: Over the past decade,
European seas have been afflicted by severe storms,
which caused serious damages in offshore and coastal
zones. Severe storms hit the western Black Sea at the
beginning of 2018. Wave conditions in the western
Black Sea during the storms were high in winter 2018
and the maximum value of the significant wave height
reached more than 7 m. Making use of the annual time
scale provides enough samples to examine quantiles
even higher than the 99th percentile supporting the
understanding of the peak values in the western part of
the Black Sea. The predictability of the expected largest
wave heights during the winter marine storms in 2018
is demonstrated. Close match of the Black Sea CMEMS
data with the satellite measurements for high waves is
observed. We evaluated the extreme wave conditions in
the Black Sea in 2018, based on satellite and model
data, when several strong storms have been identified,
considering maximum significant wave heights over a
given threshold (e.g. 6 events with significant wave
height >5 m in the western Black Sea).
Data use:
Ref.
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4.7.3 BLKSEA_ANALYSIS_FORECAST_
WAV_007_003
















Reliable prediction of the largest waves during a storm
event has always been foremost for offshore platform
design, coastal activities, and navigation. Indeed, many
severe accidents and casualties at sea have been most
likely ascribed to abnormal and unexpected waves
(Didenkulova et al. 2006). However, predicting extreme
waves is a challenging task, because of their inherent ran-
domness and because the mode of observation of ocean
waves, which is of primary importance to verify wind-
wave models. That is limited by the costs and risks of
deployment during severe open-ocean sea-state con-
ditions. As a consequence, in many cases, the theoretical
and modelling frameworks used to estimate wave max-
ima have been ineffective in warning seafarers or avoid-
ing structural damage to offshore facilities (Forristal
2007).
Significant efforts are being undertaken to better
understand and predict the waves in the Black Sea (e.g.
Rusu 2016). Polonsky et al. (2011) studied the wind
waves variability estimated in the Black Sea in 1979–
2008 and studied the occurrence of high waves. Onea
and Rusu (2014) studied the variability of the sea states
conditions using reanalysis dataset and satellite measure-
ments. Local assessment of the wave conditions for the
Black Sea is done in Erselcan and Kükner (2017) and
Akpınar and Kömürcü (2012). Akpınar et al. (2016)
and Van Vledder and Akpinar (2016) analysed the
distribution of the maximum wave heights in the Black
Sea in the period from 1979 to 2009 and identified the
areas in which the magnitudes of significant wave heights
reach maximum values (southwest, east and in the
region of the Crimean peninsula). The spatiotemporal
variability of the Black Sea waves was also investigated
by Divinsky and Kosyan (2017) over an extended time
interval, using the results of a spectral wave model.
Recently, Divinski et al. (2019) studied the extreme
wind waves in the Black Sea using the MIKE21 spectral
wave model with the atmospheric forcing based on the
ERA-Interim data until 2017.
The capability of predicting the expected largest wave
heights during marine storms for the Black Sea has been
evaluated with the wave model WAM (product ref. 4.7.3
and 4.7.4). WAM is a third-generation spectral wave
model; the source function integration scheme of Hers-
bach and Janssen (1999) and the reformulated wave
model dissipation source function (Bidlot et al. 2005),
later reviewed by Bidlot et al. (2007) and Janssen
(2008) are incorporated. A description of the WAM
set-up for the Black Sea and validation against observa-
tional data can be found in Staneva et al. (2019).
4.7.1. Anomalies in 2018
We first calculated the average annual 99th percentiles in
the distribution of the significant wave height (Álvarez
Fanjul et al. 2019) within the period from 2002 to 2017
(Figure 4.7.1). The right panel in Figure 4.7.1 shows
the difference between the year 2018 and the average
map shown in the left panel of Figure 4.7.1. It is a
known pattern (e.g. Rusu and Butunoiu 2014) demon-
strating that the highest values of the average of annual
99th percentiles are in the areas where high winds and
long fetch are simultaneously present (Staneva et al.
2019). Figure 4.7.1(a) shows that wave extremes vary
with latitude (Pontes 1998), being larger in the south-
western part of the Black Sea (99th percentile of the
Figure 4.7.1. Map of (a) mean 99th percentile (2002–2017), (b) map of the anomaly of 99th percentile in 2018 of the significant wave
height [m] computed from reanalysis model data for the Black Sea. (Product ref 4.7.3 and 4.7.4)
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significant wave height larger than 3 m. The mean
extreme values are largest in the western Black Sea,
with values as high as 3.5 m, while 99th percentile values
in the eastern part of the basin are around 2.5 m. This
pattern is consistent with the previous studies, e.g. of
(Akpınar et al. 2016; Van Vledder and Akpinar 2016).
The year 2018 shows positive anomalies of the signifi-
cant wave height in the south-western part of the Black
sea (Figure 4.7.1b), with values up to 75 cm. In the east-
ern Black Sea, the anomalies are negative. It is consistent
with the yearly west-east displacement of the tracks of
the largest storms. These latitudinal displacements alter
the wind patterns over the region and, therefore, the
extreme waves (Staneva et al. 2019). In general, the
results from wave fields for 2018 are in good agreement
with satellite data (Jason-3 and Sentinel-3a) as well as
with the Varna wave-buoy, showing values of mean
SWH up to 1.8 m in the centre of the Black Sea (Quality
information document (QUID) of product 4.7.3 and
4.7.4).
4.7.2. Time series
The Black Sea is a data sparse European Sea regarding
the availability of traditional in situ wave measurements
recorded by usual wave-rider buoys. We used satellite
measurements as the only available long-term observa-
tional data over the region (ref. 4.7.1 and 4.7.2) to assess
the model predictability for higher waves and to
demonstrate the variability of the significant wave
height in the western Black Sea. It is noteworthy to
note here, that the wave model multi-year products
(ref 4.7.4) don’t assimilate the satellite data and there-
fore we are analysing two truly independent datasets.
The spatial resolution of the observations is also extre-
mely poor for extracting conclusions for the entire basin
(Divinski et al. 2019). In addition, recent research of
Onea and Rusu (2017) has shown that in the western
and eastern parts of the sea the existing trends in
wave power fluctuations have different signs. The
annual analyses in this section are made over the wes-
tern part of the Black Sea only (up to 34° E). We also
demonstrate the skill of the CMEMS products used
here against the satellite observations. The data from
the wave model have been collocated with along-track
satellite observations be using always the closest grid
point to the satellite observation in space and time.
Description of the following statistical parameters is
given in Appendix A. As shown in Figure 4.7.2b, the
annual mean significant wave heights increase from
around 0.7–1.1 m from 2002 to 2018 in WAM, and
from about 0.9–1.1 m in the satellite measurements.
The WAM model shows a small underestimation of
the mean significant wave height which is reflected in
a negative bias of about 4 cm and a relative error of
4.1% (Figure 4.7.2b) . However, the mean significant
wave heights of WAM and from satellite measurements
are highly correlated. At a correlation of 0.916, the
variability of the model and of satellite measurements
agrees. The maximum significant wave heights over
the western Black Sea derived from satellite measure-
ments and from WAM show a correlation of 0.937,
which demonstrates that WAM can simulate well the
temporal variability of maximum significant wave
heights over the tracks and sampling period of the
JASON satellite data. On the other side, WAM overes-
timates the maximum significant wave height (Figure
4.7.2c) resulting in a positive bias of 23.9 cm (translat-
ing to a relative error of 5.11%). The maximum value
of the significant wave high in the year 2018 over the
western Black Sea tracks is 7.5 m. It occurred during
the winter storm event in the western Black Sea. How-
ever, the temporal frequency of the satellite data is
definitely inadequate, especially over the regional basins
as the Black Sea one. Thus, it may happen that entire
storms and definitely storm peaks may be totally missed
by the satellites. With the lack of consistent in-situ wave
observations over the Black Sea area, the satellite data
are the only data source that can be used for assessing
the predictability of the CMEMS wave products includ-
ing also one of the higher waves.
The quality of the satellite measurements depends on
the frequency band of the radar altimeter, for instance
with Saral (Ka band), Aouf and Lefevre (2015) were
able to detect SWH of 0.3 m accurately. Observations
of small waves from the satellite (Hs≲ 0.3 m) are difficult
to be identified. It is worth to notice that the agreement
between the satellite measurements and WAM median
and mean wave height has been improved significantly
in recent years.
The annual quantiles of significant wave heights from
the 25th to the 75th percentiles (Figure 4.7.2d–f) repre-
senting almost three-quarters of the distribution show a
temporal behaviour similar to that of the annual mean sig-
nificant wave height (Figure 4.7.2b). With higher percen-
tiles considered, the annual variability increases.
Making use of the annual time scale provides enough
samples to examine quantiles even higher than the 99th
percentile supporting the understanding of the peak
values in the western part of the Black Sea in 2018
with respect to transitioning from the lower parts of
the distribution to the uppermost part. Figure 4.7.2 (bot-
tom panels) shows the time series of the annual 99th,
99.9th, and 99.99th percentiles of significant wave
heights. While the annual 99th percentiles show variabil-
ity evenly distributed over the whole period with a very
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good agreement in the time series behaviour, the 99.9th
and 99.99th percentiles in WAM become dominated by
the peaks in 2018 and 2012. The correlations increase
from 0.85 for 99th to 0.91 for the 99.99th percentile).
The correlations range between 0.83 and 0.86 for the per-
centiles up to 99th and 0.911–0.953 for percentiles of
99th and higher demonstrate very good skill in charac-
terising the variability of wave heights in the western
Black Sea. Even though the absolute bias increases for
increasing quantiles (Figure 4.7.2g–i), the bias for the
annual 99th percentile is 0.18 m. The skill of WAM
thus increases with higher percentiles, which possibly
relates to parametrizations within WAM that slightly
degrade the skill for smaller wave heights in favour of lar-
ger waves. It is interesting to note that the peaks that are
seen in the year 2018 and 2012 in the 99.99th percentiles
(Figure 4.7.2i) resemble those of the maximum signifi-
cant wave height (Figure 4.7.2c). On the other hand,
for the 99.99th percentile, the maximum peak is in 2018.
These very high percentiles represent only a very
small number of observations attributable to single
events that do not affect markedly lower quantiles of
the distribution. Several factors might hamper the
assessment of extreme significant wave heights. First,
the wind-wave model WAM, for which simulated
wave heights depend on the wind forcing to a large
extent, requires wind fields that include high wind
speeds at the right time and place to model wave
heights in general good agreement with satellite obser-
vations. Here, the used wind fields are taken from the
ERA-Interim reanalysis, which provides 6-hourly data
and runs on a reduced Gaussian grid with
Figure 4.7.2. Time series during 2002–2018 of the annual Black Sea (western basin) (a) median, (b) mean, and (c) maximum significant
wave height [m], as well (d–i) specific annual quantiles of significant wave height [m] derived from Jason satellite measurements (blue
dots) and from WAM (red line). The satellite data used are ref 4.7.1 and 4.7.2 the model data used are ref 4.7.3 and 4.7.4.
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approximately 79 km spatial resolution. Jason along
track measurements have a resolution of 7 km and
the model simulation of 3 km. In addition, the satel-
lites, and in particular the class exemplified by Jason
have their own issues estimating extreme waves this
they cannot be considered as the ‘truth’. It is however
likely that elevated wind speeds that cause very high
significant wave heights, as seen from the satellite
observations, are not well present in the forcing wind
fields – possibly explaining the deviations for the
uppermost percentiles and maximum wave heights.
The ‘true’ scale of the model is affected by the wind
resolution which is quite coarse, thus a higher
resolution forcing is of crustal importance for regional
and coastal CMEMS products.
4.7.3. Winter storms in 2018
Figure 4.7.3 shows two winter ocean storms, one of them
detected by the higher percentiles statistics in 2018. This
is the event on the 18th of January, 2018 (Figure 4.7.3a).
During the storm at the 18th of January, the driving Era-
Interim wind fields show very high speeds up to 20 m/s
(at 18:00 UTC), generating high significant wave heights
up to 9 m in the western part of the Black Sea. Three
satellites crossed the storm area, namely Jason 3
Figure 4.7.3. 18 January 2018: Distribution of (a) wind speed and wind direction, and of significant wave height and mean wave direc-
tion and Jason-3 track (b), wave field and Saral Altika track 2 h earlier (c), and wave field and Cryosat 2 track 1 h later (d). Distribution of
(e) wind speed and wind direction, (f) and of significant wave height and mean wave direction and Jason-3 track on 28 November 2018.
The data used are ref 4.7.1 and 4.7.4.
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(Figure 4.7.3b), two hours earlier Saral Altika (Figure
4.7.3c), and one hour later Cryosat 2 (Figure 4.7.3d).
The agreement between measurements and wave model
data near the peak of the storm is fairly well. The wind
field shows a sharp front in north-easterly direction,
which is not reproduced in the modelled wave fields
which show broader transition zones instead. After these
transition areas, the model values and measurements
compare well again. The distribution of significant wave
height shows good agreement with the Jason 3 obser-
vations for the November storm (Figure 4.7.3f) and less
good agreement for the storm in January (Figure 4.7.3b).
The January 2018 winter storm caused very high waves,
especially over the south-western Black Sea. It contributes to
the anomaly of the higher percentiles. The mean 99.9th per-
centile for the period of 2002–2017 from the satellite
measurements is 4.26 m and is slightly overestimated for
WAM (4.53 m). The anomaly of 99.9th percentile in 2018
relative to the multi-year mean is 1.9 and 1.8 m respectively.
In our analysis, we match satellite measurements with their
closest match in WAM introducing a sampling error that
affects all parts of the wave distribution (Table 4.7.1).
4.7.4. Outcomes and conclusions
Severe storms have been identified and analysed during the
fall-winter of 2018. The purpose of this study was to assess
the wave model multi-year simulations for high waves
using satellite measurements The measurements recorded
by the satellite observations has been compared with the
Black Sea CMEMS wave reanalysis in the same locations
and the wave records in 2018 have been confirmed. The
annual time scale of the investigation provides enough
samples to examine quantiles even higher than the 99th
percentile. That supports the understanding of the peak
values. Different human activities, e.g. the offshore wind
power and oil industries and coastal recreation necessitates
information about the sea state with high resolution in
space and time. There is a consensus that high-quality pre-
dictions of extreme events caused by storms could substan-
tially contribute to avoiding or minimising human and
material damages and losses. Therefore, reliable wave fore-
casts, together with long-term statistics (of extreme con-
ditions) are of utmost importance for the marine areas.
That can be achieved by demonstrating and predicting
the characteristics of the largest waves.
Appendix A:
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Section 4.8. Small scale ocean weather during
an extreme wind event in the Ligurian Sea
Authors: Maristella Berta, Lorenzo Corgnati, Marcello
G. Magaldi, Annalisa Griffa, Carlo Mantovani, Anna
Rubio, Emma Reyes and Julien Mader
Statement of main outcome: We investigate the
response of the coastal ocean circulation during an
extreme event at the end of October 2018, that caused
extensive damage along the coast of the Ligurian Sea in
the western Mediterranean Sea. In particular, we con-
sider the response of ageostrophic small scale eddies
and jets (submesoscales), that are present in the area.
During the extreme event, sea surface velocity as
measured by High Frequency Radars increases approxi-
mately four times while vorticity and divergence associ-
ated with the small features are almost doubled. High
(positive/negative) divergence values indicate upward/
downward motion that may inject/eliminate pollutants,
nutrients and biological quantities into/from the surface
of the ocean. The understanding of the ‘ocean weather’
and related processes that can modify horizontal and
vertical transport is necessary to comprehend bio-phys-
ical interactions that may have a significant impact on
the coastal marine ecosystems (e.g. fisheries, primary
production, carbon budget, etc.).
Products used
Ref.
no. Product name & type Documentation
4.8.1 WIND_GLO_WIND_L3_NRT_
OBSERVATIONS_012_002










Table 4.7.1. The Black Sea specific annual quantiles and anomaly in 2018 relative to the mean of significant wave height [m] derived

















Mean 2002–2017 [m] 3.141 2.96 4.54 4.26 5.028 4.753 5.096 4.928
Anomaly in 2018 [m] 0.209 0.215 1.969 1.808 2.442 2.231 2.395 2.220
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4.8.2 INSITU_GLO_UV_NRT_
OBSERVATIONS_013_048





































We are used to the concept of ‘atmospheric weather’
because it affects our everyday life with meteorological
features, like storms or low-pressure systems. The typical
horizontal scale of these features is of the order of 100–
1000 km, i.e. the so-called atmospheric ‘mesoscale’. We
have also experience with smaller atmospheric ‘submesos-
cale’ features, like tornadoes or thunderstorms, that have
typical horizontal scales of the order of 100 m to 100 km.
We are less familiar with the equivalent concept in the
ocean: ‘ocean weather’, and its impact on the ecosystem,
is often ignored even by most scientists (Bates et al.
2018). Like the atmosphere, the ocean is characterised
by the presence of eddies and jets at various scales.
These structures, though, are significantly smaller than
their atmospheric counterparts, because of the different
fluid properties and stratification. Mesoscale eddies in
the ocean are of the order of tens to hundreds km,
while submesoscale features are characterised by smaller
scales (typically in the range of 1-10 km) and by vorticity
values comparable or higher than the Coriolis parameter
f, indicating ageostrophic dynamics.
The impact of ocean submesoscale structures is still
only partially known, mostly because of the difficulties
in collecting extensive measurements at the necessary
high spatial and temporal resolution (Alkire et al.
2012). Submesoscale features are expected to be even
more relevant than mesoscale ones for the lowest trophic
levels of the ecosystem, mostly because they are charac-
terised by higher vertical velocities and convergence
areas that impact the distribution of nutrients, biological
quantities as well as potential pollutants (Mahadevan
and Campbell 2002; Gildor et al. 2009). It has been
suggested, mostly on the basis of numerical model results
(Lévy et al. 2012) that submesoscale dynamics ‘can
change not only primary and export production, but
also the structure and functioning of the planktonic eco-
system’. Direct measurements of submesoscale dynamics
and ecosystem response, though, are still lacking, and
several mechanisms are still unknown.
One still open question is the interaction between wind
forcing and ocean submesoscale. Various mechanisms
have been proposed, through which the wind could actu-
ally weaken or strengthen submesoscale eddies and jets
(Mahadevan and Tandon 2006; Thomas et al. 2013;
Berta et al. 2018; Zatsepin et al. 2019), but experimental
evidences are still rare. Classic linear theory suggests that
the wind generates a surface Ekman layer that tends to
erase submesoscale features and induce coastal upwelling
or downwelling, depending on wind direction (Berta et al.
2018), being the former most common along the west
coast of continents. Theories on nonlinear Ekman pump-
ing, on the contrary, suggest that submesoscale features
and winds interact, possibly leading to local increases of
divergence and vertical velocities (Mahadevan et al. 2008).
Here we investigate the response of submesoscale
structures to an extreme wind event in October 2018
in an area located in the Ligurian Sea. The wind reached
a speed of 20 m/s during October 29, which classifies as
an ‘extreme event’ in the Ligurian area according to the
climatology of Chronis et al. (2011), causing extended
damages along the coast. The area is of particular interest
because it is situated in front of a highly touristic coast,
with an important Marine Protected Area (Cinque
Terre), also well known to be a favourable habitat for
anchovies. The work is mostly based on hourly sea sur-
face current maps measured by a High Frequency
Radar (HFR) network (product ref. 4.8.2: spatial grid res-
olution 1.5 km, ranging approximately 40 km from the
coast), together with meteorological and oceanographic
data from satellite (product refs. 4.8.1 and 4.8.3, respect-
ively) and in situ platforms (product ref. 4.8.4).
The investigation describes the evolution of ocean
currents and wind during a 2-month period (October–
November 2018), focusing on the extreme event during
the period 25 October–1 November. The aim is to
characterise the evolution of the ocean weather at scales
of a few kilometres, especially in terms of divergence/
convergence, causing upwelling/downwelling, that can
be diagnosed from the surface velocity and that have a
direct impact on the ecosystem and on fishery.
4.8.2. Data and analysis
The HFR-TirLig High Frequency Radar (HFR) network
is composed of 3 Codar SeaSonde systems (VIAR, TINO,
PCOR) with antennas locations and coverage as shown
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Figure 4.8.1. Overview of the explored datasets. (a) Chl-a map from a satellite data product (product ref 4.8.3) on 20 October 2018 in
the Ligurian Sea with superimposed glider tracks (black lines, product ref. 4.8.4) and outlines of the area of interest (purple square).
Bathymetric levels (white contours) are at 25, 50, 100, 250, 500, 1000 and 2000 m. (b) Details of the study area, the average coverage
of the HFR TirLig network (yellow dots, product ref 4.8.2) and the (black) glider track with the red part indicating the position of the
glider during the event of interest, 25 October (red diamond)–1 November (red triangle). (c) Stickplot of averaged winds measured by
satellite scatterometers (product ref 4.8.1).
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in Figure 4.8.1(a,b). The systems generate hourly maps of
the radial components of the surface velocity on a polar
grid over a range of ∼40 km from the coast, with typical
range resolution of 1 km, angular resolution of 5° and
integration time of 1 h. The radial velocities are then
combined into total velocities over a cartesian grid
with spatial resolution equal to 1.5 km. The sea surface
velocity field from HFR is characterised here considering
2D hourly maps of surface currents and computing kin-
ematic properties, such as vorticity and divergence, nor-
malised with respect to f. Values of order 1 indicate that
the flow is highly non-linear and characterised by con-
vergence/divergence areas and significant vertical vel-
ocities (Mc Williams 2016; D’Asaro et al. 2018). As a
second step, the average magnitude of velocities and kin-
ematic properties are evaluated as Root Mean Square
(RMS) values over the area of HFR coverage, and time
series of these RMS quantities are considered.
The used wind dataset consists of daily L3 gridded sea
surface wind observations at 10 m from ASCAT scatte-
rometers onboard METOP-A and METOP-B satellites
with resolution 0.125 degrees based on 12.5 km swath
observations. Vector velocities from both ascending
and descending paths of the two satellites are temporally
and spatially averaged over the HFR domain. Time series
of this average are shown in Figures 4.8.1(c) and 4.8.3
(top panel), with stick plots andmagnitudes, respectively.
Satellite ocean colour observations are used to retrieve
the mass concentration of chlorophyll a (Chl-a) for the
Mediterranean Sea according to the algorithms developed
by Berthon et al. (2002), D’Alimonte et al. (2003),
D’Alimonte and Zibordi (2003), Volpe et al. (2007). The
L3 dataset consists of daily mean gridded (1 km× 1 km)
maps of the average Chl-a content at the sea surface. In
Figure 4.8.1(a) we show Chl-a concentration on 20 Octo-
ber to provide some general information in the area of
interest. A complete time series of L3 Chl-a product is
not available because of extensively cloudy conditions,
especially during the extreme event.
One glider track is covering the Eastern Ligurian Sea
in the period 19 September to 3 November 2018, with
initial and final mission points within the HFR domain
(Figure 4.8.1a). During the event, the glider trajectory
covers a segment just to the South-West of the HFR cov-
erage (red lines in Figure 4.8.1b). The glider dives from
the surface to about 874 m providing profiles of tempera-
ture and salinity that are used for background infor-
mation on water stratification and estimate of the
mesoscale Rossby radius. Unfortunately, biogeochemical
data are not available, so that a direct evaluation of the
ecosystem response cannot be performed.
4.8.3. Results
We first provide background information on the
environmental characteristics of the area of interest, to
then consider the evolution of winds, current velocities
and kinematic properties before and after the extreme
wind event.
Figure 4.8.1(a) shows high Chl-a concentration in
the area of interest compared to the surrounding
waters, probably due to the presence of the Magra
Figure 4.8.2.Water column temperature evolution observed along the glider track (product ref. 4.8.4) from 19 September to 3 Novem-
ber 2018.
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river (Cattaneo Vietti et al. 2010). The spatial varia-
bility suggests the influence of small velocity
structures.
Scatterometer winds (Figure 4.8.1c) before the event
are weak (<10 m/s) and predominantly north-easterly.
The wind event starts around 25 October and winds
reach 20 m/s on 29 October, with winds that are initially
southwesterly to become then southeasterly. After the
event, winds are again ∼10 m/s and northerly, even
with alternate directions. Temperature and salinity
profiles from glider measurements in the area of interest
indicate that during late October the water column
Figure 4.8.3. Examples of maps of hourly surface currents (top panels) measured by HFR (product ref. 4.8.2), surface horizontal diver-
gence –normalised by f- (middle panels) and surface relative vorticity -normalised by f- derived from HFR current measurements (pro-
duct ref. 4.8.2) (bottom panels) fields before (20 October 2018, left panels) and after (31 October 2018, right panels) the extreme wind
event. The arrows indicate velocity vectors, the colours indicate the magnitude of the panel-specific scalar quantities.
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undergoes an abrupt cooling of the upper layers and an
intense mixing process, with a deepening of the mixed
layer and a decrease of its temperature approximately
from 26°C to 19°C (Figure 4.8.2).
An example of surface currents from HFR before the
event is shown in Figure 4.8.3 (left panels). The northern
area of the domain is more energetic than the southern
part, and is characterised by jets and eddies with typical
radius of approximately 5–6 km, smaller than the mesos-
cale Rossby radius of 10–15 km in the area, as reported in
the literature (Grilli and Pinardi 1998), and directly esti-
mated by the stratification shown in the glider data
(Figure 4.8.2). The structures have relatively low velocity
(∼10–30 cm/s), but their vorticity and divergence reach
order f, indicating ageostrophic dynamics and confirming
that they can be classified as ‘submesoscale’ structures.
During and immediately after the storm, the sea surface
velocity goes through significant changes (Figure 4.8.3,
right panels). Areas characterised by high velocities and
kinematic properties are wider and stronger than before
the event, exceeding f and suggesting enhanced horizontal
and vertical velocities (e.g. D’Asaro et al. 2018). The
increase in horizontal and vertical transport in the water
column might impact biological quantities, nutrients
and pollutants with potential consequences on the
ecosystem. It is important to note that the areas of diver-
gence/convergence appear mostly related to the structure
shapes, rather than coastally induced upwelling/downwel-
ling, which hints to nonlinear interactions between sub-
mesoscale and wind forcing.
Figure 4.8.4 shows the time series of daily wind and
surface current speed and the RMS of kinematic proper-
ties, averaged over the HFR domain. Before the storm,
kinematic property values are approximately 0.3–0.4f.
As the wind speeds up (25 October), kinematic proper-
ties increase and reach average values exceeding 0.6f,
while currents increase from 0.1 to 0.4 m/s. Notice that
the higher uncertainty (indicated by the highest standard
deviation values) occurs during the peak of the storm, on
29 October, when the HF radar coverage is partial
(∼50%) due to the extreme weather conditions that
increase the noise in the received echoes and thus reduce
the coverage (Barrick 1971; Gurgel et al. 1999). After the
storm values of velocity and kinematic properties tend to
decrease to pre-storm conditions.
4.8.4. Conclusions
In this paper, the effects of an extreme wind event on the
local circulation in the Ligurian Sea are investigated. The
Figure 4.8.4. Time series of (from top to bottom panel): daily averaged wind magnitudes (scatterometry, product ref 4.8.1) spatially
averaged over the HFR domain, daily averaged surface current speed (product ref. 4.8.2) spatially averaged over the HFR domain, daily
averaged RMS of divergence and vorticity normalised by the local Coriolis parameter f and spatially averaged on the HFR domain.
Hourly divergence and vorticity are evaluated from the hourly surface current velocity fields measured by HFR (product ref. 4.8.2).
The gray area highlights the event period (25th October to 1st November 2018). The event peak is on 29th October. The shaded
coloured areas in the bottom panels indicate the standard deviation of the surface currents and of the kinematic properties. The
HFR dataset has a gap in the period November 6–22 because the TINO antenna suffered from a power outage.
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evolution of the structures suggest nonlinear interactions
with the wind forcing, with local values of divergence
exceeding the Coriolis parameter f, indicating significant
submesoscale vertical velocity in the water column. The
results show that the simplified paradigm of Ekman
transport and induced coastal upwelling/downwelling
can be significantly altered by the presence of submesos-
cale. The specific mechanisms of interaction, as well as
the role of high resolution inhomogeneity in the wind
magnitude and direction (Zatsepin et al. 2019) need
further investigation.
Results also show that small scale ocean weather
strongly modifies horizontal and vertical transport,
suggesting a potential impact on the biological response.
Unfortunately, though, no glider biogeochemical data
are available during the event, so that the ecosystem
response cannot be directly evaluated. The study indi-
cates the importance of further investigating data from
multi-platform observations such as water column infor-
mation from gliders or fixed buoys within the HFR cov-
erage. Further investigations are also planned to assess
the generality of the results as a function of ocean
state, wind conditions and seasonality.
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Section 4.9. Drifter observations and
Lagrangian tracking of the 2018 easterly wind
event in the North Sea
Authors: M. Ricker, E. V. Stanev, T. H. Badewien,
H. Freund, J. Meyerjürgens, J.-O. Wolff, O. Zielinski
Statement of main outcome: Persistent easterly winds in
spring 2018 reversed the circulation in the North Sea for
more than a month. This reversal has been documented
by GPS-drifter observations, as well as by the stranding
positions of wooden drifters released along the German
North Sea coast. The latter information came from mem-
bers of the public, the majority of which are likely to be
non-scientists. It provided a valuable contribution to the
GPS-drifter experiment and demonstrates an excellent
example of the usefulness of citizen science. Lagrangian
numerical experiments were also performed and helped
explain and quantify the anomalous transport and the
reversal of the circulation at the sea surface and in deeper
layers. It has been shown that the CMEMS surface current
products agree well with drifter observations, even under
extreme wind conditions, which adds to their credibility.
Products used
Ref.
No. Product name & type Documentation
4.9.1 NORTHWESTSHELF_ANALYSIS_
FORECAST_PHYS_004_001_b


























The present research was motivated by observations
made during the project ‘Macroplastics Pollution in the
Southern North Sea’ (http://www.macroplastics.de/),
one aim of which was to study the propagation pathways
of marine litter in the North Sea (e.g. Stanev et al. 2019).
It describes the response of the circulation in the North
Sea to non-typical atmospheric situations in 2018 and
the validation of available CMEMS surface and Stokes
drift velocities against observations from drifters during
extreme weather conditions. Data of two drifter types
have been used: 1. GPS drifters providing temporally
highly resolved trajectories (Meyerjürgens et al. 2019)
and 2. Wooden drifters providing a large amount of
beaching positions and emphasising the benefits of citi-
zen science (Garcia-Soto et al. 2017).
The sense of circulation in the North Sea is overall
anti-clockwise (Mathis et al. 2015), which is illustrated
in Figure 4.9.1 by the annual mean surface currents
during 2018 computed using the Copernicus product
for the European North West shelf (product ref. 4.9.1).
Earlier research on the wind effects focused mostly on
the annual mean circulation, on the circulation patterns
resulting from wind blowing from different directions
and with varying magnitudes, or on the coupled wind-
tidal variability (Maier-Reimer 1977; Backhaus 1989;
Otto et al. 1990; Sündermann and Pohlmann 2011;
Jacob and Stanev 2017). However, not much is known
about the role of extreme, or specific, wind conditions
(e.g. untypical change of wind-direction, very strong
magnitudes, persistence of anomalous conditions for a
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long time), neither about the associated changes of the
general circulation in the North Sea. To enable reliable
future studies of the influence of extreme wind events
on the North Sea circulation, the validation of the
numerical models during such events is inevitable.
The North Sea is a shallow shelf sea with an average
depth of ∼90 m. Large areas of it are shallower than
30 m, and the whole water column there can be directly
impacted by wind forcing as the upper Ekman layer can
reach the bottom. The response to variable winds can
thus change the circulation down to the bottom in a
very short time (about one inertial period, i.e. about
15 h in this region). Short-periodic reversals are not
untypical in this sea, because the circulation is essentially
dominated by daily and semi-daily tidal periodicity.
Whether pronounced reversals of the circulation could
persist for very long times, is not well known. If they
do, this would suggest a long-range displacement and
mixing of large bodies of water. An improved knowledge
on the non-typical transformations of the North Sea cir-
culation is needed also for trajectory forecasts and many
related activities, e.g. search and rescue operations
(Röhrs et al. 2012), propagation of fish eggs, larvae and
marine litter (Christensen et al. 2007; van der Molen
et al. 2007; Gutow et al. 2018), or for optimising the
use of the marine environment and preserving its
environmental status (Emeis et al. 2015).
In the present study, we analyse the propagation path-
ways of surface water using surface drifters, which are
advected by the Lagrangian current that includes the
wave-induced Stokes drift, as well as the direct wind
drag. Lagrangian tracking using data from an operational
model is also performed.
4.9.2. Methods
The research methods are based on observations of three
GPS and wooden drifters, as well as Lagrangian tracking.
A total of 1600 wooden drifters (Schöneich-Argent et al.
2019; Stanev et al. 2019) were released during the research
cruise HE503 of the RV Heincke (Figure 4.9.2). The first
800 wooden drifters were released on 24.02.2018 in the
southern North Sea at approximately 53.11° N, 6.42° E
Figure 4.9.1. Mean surface currents (grey vectors) in 2018 in the
area of the North Sea plotted on a grid with a resolution of ∼30
km (product ref.: 4.9.1). Superimposed are schematic current pat-
terns (blue arrows). The squares indicate the locations (red: Bor-
kum Riffgrund, black: Sylter Außenriff) where wooden drifters
have been released. The respective beaching locations between
the towns (stars) Dunbar (Du), Lynemouth (Ly), Peterlee (Pe) and
Burniston (Bu) are shown with smaller black and red symbols
where the colour of the beaching locations relates to the colour
of the release points. Grey/purple lines: the trajectories of three
GPS drifters in 10-day intervals (black dots) from 24.02.2018 to
25.04.2018. The trajectories start in the German Bight and end
at their respective numbers. ECh: English Channel, GBi: German
Bight and NTr: Norwegian Trench.
Figure 4.9.2. 1600 wooden drifters were released on 24.02.2018 and 27.02.2018 during the research cruise HE503 of the RV Heincke
(Figure 4.9.1). (a) The wooden drifter (message in English is on the back side: ‘Help us understand the distribution of marine litter! Please
report the number and position of this drifter to the University of Oldenburg’). (b) Floating drifters after the deployment at Borkum
Riffgrund.
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(Borkum Riffgrund, red square in Figure 4.9.1) which is
situated northwest of the Dollart, i.e. in the Ems estuary.
The second release of 800 wooden drifters was conducted
on 27.02.2018 at approximately 54.97° N, 6.79° E (Sylter
Außenriff, black square in Figure 4.9.1).
The wooden drifters are cut from solid, FSC-certified
spruce wood, and measure 10 × 12 cm and 2 to 4 cm in
height, respectively. Finders are asked to report the drif-
ters via the project website (Aden and Stephan 2017).
Hence, a message in German and English as well as a
unique identification number are branded on either
side (Figure 4.9.2a). Each report contains information
on the drifter ID, the location and time of finding, as
well as any additional comments that the finder may
want to leave. More technical details and further infor-
mation about stranding are given in Stanev et al. (2019).
GPS drifters (Meyerjürgens et al. 2019) have a cylind-
rical shaped housing (500 mm in length) made of poly-
vinyl chloride (PVC), which is divided into two parts
(Figure 4.9.3). The upper part (140 mm in diameter)
holds the positioning and transmission unit. The lower
part (90 mm in diameter) contains a battery pack
which powers the GPS transmitter, yielding an average
battery life span of 4 months by transmitting the pos-
itions at an interval of 10 min. Four drag-producing cru-
ciform wings are mounted directly to the lower part of
the housing to reduce the direct windslip-induced
motion to the drifter. Positions of the drifter were
sampled with an accuracy of ∼2.5 m.
Start and end positions and times are the only infor-
mation known for the wooden drifters (Figure 4.9.1).
The GPS drifter also provides the trajectory, but does
not fully describe the circulation over the entire North
Sea. Therefore, for the period of drifter observations,
data from the CMEMS numerical model for the Euro-
pean Northwest Shelf (product ref. 4.9.1), which is
based on version 3.9 of NEMO (Madec 2008) have
been additionally used (see also O’Dea et al. 2012). The
second set of data from operational modelling included
Stokes drift velocities (product ref. 4.9.2). These are pro-
duced from the North-West European Shelf Wave
Analysis and Forecast system using the WAVEWATCH
III model (version 4.18; The WAVEWATCH III Devel-
opment Group 2016).
Particle tracking was used to analyse the transport in
the studied area and to support the observations from the
GPS and wooden drifters. The model, which is known as
OpenDrift (Dagestad et al. 2018), uses a 2nd-order
Runge-Kutta scheme. Experiments were carried out
‘offline’ using data from the circulation and wave
model, as well as 10 m winds. The horizontal diffusion
is accounted for as described in Stanev et al. (2019).
The calibration of the tracking model (weights of cur-
rents, Stokes drift and wind drag) using drifter obser-
vations is also described in their work.
4.9.3. Wooden drifters
Wooden drifters (product ref. 4.9.3) released within a
distance of 40–120 km to the German coastline stranded
at the east coast of England and Scotland (Figure 4.9.1).
In total, 782 validated drifter reports (out of 1600
released drifters) were recorded between the time of
deployment and 05.06.2018. All these reports were
made along the British northeast coast (Figure 4.9.1).
This is contrary to the ‘canonic’ circulation scheme
described above. A simple explanation for this finding
could be that easterlies persisted for a relatively long
time after the release of the drifters. These events are
known as the ‘Beast from the East’, a phrase used to
describe cold conditions in the UK caused by easterly
winds from the continent. The general wind direction
Figure 4.9.3. One of the GPS drifters (a) and their deployment (b) during the RV Heincke cruise HE503 at Borkum Riffgrund (Meyerjür-
gens et al. 2019).
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was mostly towards the west with peak values of up to
22.6 m s−1. The time period 19.02.2018 to 15.04.2018
exhibited the strongest easterlies. Ocean surface vel-
ocities responded to the wind speeds which resulted in
a general westward ocean surface circulation
accompanied by westward Stokes drift velocities.
The calibration of wind drag for the wooden drifters
was conducted by comparing the simulated stranding
Figure 4.9.4. Validation of model surface currents against observations from GPS drifters. Top, middle and bottom panels correspond
to drifters 1, 2, and 3, respectively. Left panels: zonal velocity component (u), right panels: meridional velocity component (v). The
dashed line is the diagonal and the optimal location of the dots.
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positions with the real ones and finding the appropriate
coefficient for which the difference between stranding
positions of real and simulated drifters was minimal.
The additional contribution of the wind to the current
and Stokes drift is estimated at ∼2.5%. The pathways
of simulated wooden drifters (see their stranding pos-
itions in Figure 4.9.1) demonstrated that their movement
is dominated by several strong eastward wind events fol-
lowed by several stagnation periods. The stranding pos-
itions of model drifters with characteristics of the
wooden drifters from the two releases coincided almost
perfectly with the observations (Stanev et al. 2019).
4.9.4. GPS drifters
The trajectories of the three grey/purple (grey solid lines
in Figure 4.9.1) complement the propagation patterns of
floating objects (product ref. 4.9.4). The strong easterly
wind conditions resulted in a substantial westward dis-
placement, opposite to the canonic pattern. During the
two months considered here, the drifters travelled 790,
722, and 668 km, respectively.
The experiments with Lagrangian tracking showed
that the GPS drifter can be considered to be primarily
driven by the Eulerian currents and Stokes drift. The
influence of wind on the simulated drifters was found
to be ∼0.3% of the 10 m winds. This result is in very
good accordance with Meyerjürgens et al. (2019) who
determined a direct wind drag of 0.27% from the drifter
surfaces above and below water.
A validation experiment is presented in the following
by comparing the observed and modelled data. Surface
velocity was computed using observed positions and
times of GPS drifters. For each observed location and
time, model data was extracted and compared with
observations by linear interpolation. Besides the root
mean square error (rms), linear correlation (cor), stan-
dard deviation (std) and bias, the skill of the calibrated




i=1 (Pi − Oi)2∑n
i=1 (|Pi − O| + |Oi − O|)2
,
where n is the number of observations (index i) of the
observed (O) or model (P) data and the overbar is the
temporal mean (Willmott 1981). The agr was 0.98/
0.85, 0.97/0.94, and 0.97/0.93 for the zonal/meridional
velocity component, respectively, of which the latter is
slightly worse. Seeding experiments over the entire
model area with particles having the characteristics of
the GPS drifters showed that many of the particles cov-
ered distances of more than 400 km, which is ∼2/3 of the
zonal extension of the North Sea. The results of vali-
dation of surface currents from the operational model
against observations (Figure 4.9.4) are shown separately
for the zonal (left panels) and meridional velocity (right
panels) components. Statistics of agreement between
observed and modelled data (Eulerian currents, Stokes
drift and wind) are shown in each panel for the respect-
ive dataset. The conclusion is, that the model gives accu-
rate estimates of surface currents even for these extreme
wind conditions. For comparison, during regular wes-
terly winds, Ricker and Stanev (2020) found similar stat-
istics for the German Bight and Johnson et al. (2007) for
the world ocean. However, even in deeper water Stokes
drift cannot be neglected during extreme wind events.
Further analyses reveal, that the model performance in
terms of velocity direction is almost the same for westerly
and reversed wind conditions emphasising the good
model performance. This validation experiment is of
great value, because so far not many direct observations
exist over large areas in the North Sea.
4.9.5. Conclusions
Drifter releases were conducted in early 2018 in German
waters using three drifters equipped with Global Posi-
tioning System devices, as well as 1600 wooden drifters.
Some of the wooden drifters stranded in different coastal
areas, a large number of them on the UK coast. These
unique observations appeared successful, because indi-
viduals finding the stranded objects gave their valuable
feedback about the position and time of drifter findings.
This public participation in scientific research further
demonstrated the usefulness of citizen science.
An anomalous propagation of the drifters was
observed. Some of them reached the British coast in
just a few weeks. Using observed and numerically simu-
lated drifters allowed us to calibrate the Lagrangian
model in a way to adequately resolve the wind drag.
This further enabled us to reconstruct the propagation
pathways during the period of strong easterlies in early
2018.
The agreement between direct observations of surface
currents and the CMEMS products demonstrates that
the modelled data are of good quality. Furthermore, it
can be concluded that the model replicates ocean
dynamics well even under extreme weather conditions.
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Section 4.10. Coastal ocean variability related
to the most extreme Ebro River discharge
over the last 15 years
Authors: Inmaculada Ruiz-Parrado, Ana Genua-
Olmedo, Emma Reyes, Baptiste Mourre, Paz Rotllán,
Pablo Lorente, Marcos García-Sotillo, Joaquín Tintoré
Statement of main outcomes: Extreme rivers discharges
contribute to enhance the shelf/open ocean fronts and
the associated currents, being also one of the crucial fac-
tors controlling sediment supply and dispersal, impact-
ing in turn water quality in highly sensitive
environments. The most extreme Ebro river freshwater
discharge event recorded over the past 15 years was
observed in April 2018 at the Tortosa gauge in the Wes-
tern Mediterranean. This freshwater-pulse discharge had
a high impact on the surface current patterns which was
captured by many different observational sources pro-
vided by the Copernicus Marine Environment Monitor-
ing Services (CMEMS hereinafter): three-site High
Frequency Radars (HF Radar, hereinafter) around the
Ebro delta (CMEMS In Situ TAC) and satellite-derived
surface Chlorophyll-a (CMEMS Ocean Color TAC) as
well as satellite-derived suspended matter (Sentinel 2-
ESA). Furthermore, the intercomparison of various
simulations from CMEMS Monitoring Forecasting
Centres (CMEMS MFCs) and other regional ocean
models with increased resolutions highlighted the advan-
tages of downscaling and the importance of implement-
ing realistic runoff forcing to properly represent the river
plume and its impacts on the coastal circulation.
Products used
















































































4.10.11 2010 CORINE (the
Coordination of Information
on the Environment
programme initiated by the
EU) Habitats distribution
maps in the Ebro Delta
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The coastal ocean, here defined as the region extend-
ing from the coast to the continental shelf break, is a
highly variable environment that provides direct benefits
to society, being subject to continental, atmospheric and
ocean forcings. In this context, CMEMS models and in-
situ data products, as well as other complementary data-
sets, have been used to characterise the impact of an
extreme river discharge on the local shelf circulation.
The area of interest is the Western Mediterranean Sea
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off the northeastern coast of the Iberian Peninsula, where
the Ebro River (910 km long) provides the main source
of continental freshwater inputs draining through a del-
taic formation, the Ebro Delta (Figure 4.10.1a). Most of
the deltaic surface (65 %) is devoted to intensive rice cul-
tivation (Figure 4.10.1a), and is the main economic
activity in the area. In contrast to these non-natural
areas, the Ebro Delta contains a diversity of natural
habitats, including coastal lagoons and marshes
(Figure 4.10.1a), which comprise the Ebro Delta Natural
Park and are part of the Natura 2000 network (https://
natura2000.eea.europa.eu/Natura2000/SDF.aspx?site=E
S0000020). These varied mosaic of environments allow
the thriving of economic activities such as tourism, agri-
culture, aquaculture and industry. The Ebro Delta is a
wave-dominated coast, which suffers from retreat and
intense reshaping by wave erosion (Sánchez-Arcilla
et al. 1996) and is also a relevant Marine Protected
Area (MPA) which deserves protection and more strin-
gent and knowledge based management. The shelf
south of the Ebro Delta widens considerably. In this
area, the circulation and the variability of physical and
Figure 4.10.1. (a) Map of the Iberian Peninsula, showing the study area (the Ebro River, the Ebro Delta and its coast). The inset map at
the right represents the Ebro Delta, showing the positions of the Tarragona Buoy -red triangle- and the Tortosa river gauge -blue tri-
angle- (product references 4.10.2 and 4.10.8, respectively). Blue line is the Ebro River hydrographic network (product reference 4.10.10).
Black dots denote the coverage of HF Radar Ebro System (product reference 4.10.7). Green section represents the rice fields. Yellow
colour shaded areas are the natural areas. Light blue shaded sections are the lagoons (product reference 4.10.11). (b) Historical
time series of the Ebro River daily freshwater discharge (blue line) from 2004 to 2019 (product reference 4.10.8). The most extreme
event registered over the last 15 years is marked by the arrows showing the analysed dates.
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biogeochemical properties are highly influenced by the
Ebro River runoff (Fernández-Nóvoa et al. 2015; Teruzzi
et al. 2018), as well as wave (Sánchez-Arcilla et al. 2019)
and wind conditions (Grifoll Colls et al. 2016; Ràfols
et al. 2017; Ràfols Bundó et al. 2019). Previous qualitative
(Sánchez-Arcilla and Simpson 2002) and quantitative
(Sánchez-Arcilla et al. 2019) studies have demonstrated
that the Region Of Freshwater Influence (ROFI) was
depending not only on river discharges but also on the
prevailing meteo-oceanographic conditions.
The Ebro River is highly regulated by the construction
of several dams, irrigation channels and reservoirs along
its watercourse (Palanques et al. 1990) and therefore the
discharge at the mouth is fully controlled (Figure
4.10.1b). The most extreme event registered over the
past 15 years was observed in April 2018 (Figure
4.10.1b), as measured by the Tortosa river gauge (pro-
duct reference 4.10.8). The main peak was observed
from the 18th to the 21st of April 2018, with a maximum
river flow of 1.904 m3 s−1, which corresponds to more
than six times the mean runoff near the mouth. Notice
that discharges larger than 1.500 m3 s−1 were also
observed in 2007, 2008, 2013 and 2015, but without
reaching the intensity of the 2018 event.
Sentinel 2A satellite images of suspended matter
concentration were provided by the European Space
Agency (product reference 4.10.6, Figure 4.10.2) and
processed by the Cartographic and Geological Insti-
tute of Catalonia (ICGC) using a radiometric treat-
ment based on a Red-Green-Blue bands analysis.
This methodology isolates land and water areas by
applying normalisation functions to enhance desired
image features.
To highlight the extreme event under study, a low
river flow (∼100 m3 s−1) observed on the 1st of January
2018 has been used as reference conditions (Figure
4.10.2a -left panel-), where no suspended matter is
observed. This is the typical condition of the Ebro
River which is sediment-starved, mostly due to its
retention in the approximately 200 dams built in the
river catchment. On the contrary, a large amount of
suspended matter is observed, which ejects up to
20 km into the Mediterranean Sea, as a consequence
of the extreme event observed from the 18th to the
21st April 2018 (Figure 4.10.2a -middle and right
panel, respectively-).
HF Radar deployed at the Ebro Delta (product refer-
ence 4.10.7) is operated by Puertos del Estado (Spain)
and is composed of three-sites (Salou, Alfaca, Vinaroz).
A central frequency of 13.5 MHz and a 90 kHz band-
width is emitted and hourly surface current maps with
a spatial resolution of 3 km are provided. The impact
of the impulsive-type freshwater discharge in the sea
surface circulation in the Ebro deltaic region (derived
from reliable HF Radar surface current measurements)
has been analysed in Lorente et al. 2015.
Following this approach, results show that surface
current patterns (Figure 4.10.2b -middle and right
panel, respectively-) are influenced by the river discharge
and have a clear correspondence with the high concen-
trations of satellite-derived Chlorophyll-a (product
reference 4.10.1). During low-flow (∼100 m3 s−1) refer-
ence conditions (1st of January 2018, Figure 4.10.2b
-left panel-), the sea surface circulation was uniform
and the Chlorophyll-a concentration was lower com-
pared to the values registered during and after the
extreme event.
The Tarragona Buoy salinity measurements (product
reference 4.10.2, Figure 4.10.1a) were studied to see if the
Ebro River freshwater discharge had an impact in the
decay of the salinity values. At the reference conditions
(1st of January 2018) the salinity range is from 37.69
to 37.78 PSU, and during the extreme event (18th to
the 21st April 2018) is from 37.85 to 38.14 PSU. This
shows that the extension of the freshwater input dis-
charge and thus the plume area do not reach this buoy
(Figure 4.10.1a).
Hovmöller diagrams of HF Radar-derived meridional
and zonal currents (Figure 4.10.2c, product reference
4.10.7) show an increase of the southward current
around the longitude 1.5°E during the second half of
April and an increase of the eastward velocity, close to
the latitude 40.6°N, during the days 17, 18, 22 and 23
of April (period of the extreme river discharge).
An analysis of forecasting models was carried out
using models of different extensions and resolutions
(Figure 4.10.3a). The models represented here (products
ref. 4.10.3, 4.10.4, 4.10.5, 4.10.9, and 4.10.12) included
the Ebro River freshwater discharge from hydrological
models data or climatological values, which resulted in
some underrepresentation of the discharge and then
overestimation of the coastal the salinity values. The
river runoff forcing for each one of the ocean models is
specified as follows:
(1) The Global forecast system (CMEMS GLOBAL-
MFC) (product reference 4.10.3), which provided
10 days of 3D global ocean forecasts daily updated
and used coastal runoffs from 100 major rivers
from the Dai et al. 2009 database.
(2) The Iberian-Biscay-IrelandMonitoring and Forecast
Center (CMEMS IBI-MFC) (product reference
4.10.4), which produced near-real-time with river
discharge inputs daily updated, including discharge
for 33 rivers. Combination of daily observations
from PREVIMER (Ebro River runoff not included),
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Figure 4.10.2. (a) Satellite images of suspended matter in the Ebro River plume (Sentinel 2A, Copernicus Academy Network, product
ref 4.10.6) processed by the Cartographic and Geological Institute of Catalonia (ICGC) during reference conditions (01-01-2018) and the
extreme discharge (18 and 21-04-2018). (b) Map showing the snapshots of HF Radar surface currents (black vectors, product ref. 4.10.7)
and surface Chlorophyll-a concentration (product ref. 4.10.1), for Reference conditions (1st of January 2018, Ebro River low-flow con-
ditions) and Extreme discharge event during 18th and 21st of April, 2018, are represented in the middle and right panels, respectively.
(c) Hovmöller diagrams of HF Radar-derived meridional (northward) and zonal (eastward) currents (positive values, red colours indicat-
ing northward and eastward currents; negative values, blue colours indicating southward and westward currents, for meridional and
zonal components, respectively; product ref. 4.10.7).
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simulated data from SMHI E-HYPE hydrological
model, monthly climatology from GRDC and
French Banque Hydro dataset plus (since April
2017) extra coastal runoff rate (derived from
monthly climatology) for consistency with the
parent CMEMS GLOBAL system.
Figure 4.10.3. (a) Maps of surface salinity distribution in the Ebro River Delta from 5 different ocean models: (i) CMEMS GLO-MFC
(Product ref. 4.10.3); (ii) CMEMS IBI-MFC (Product ref. 4.10.4); (iii) CMEMS MED-MFC (Product ref. 4.10.5); (iv) PdE-SAMOA (Product
ref. 4.10.12); (v) SOCIB-WMOP (Product ref. 4.10.9). Panel (a) is divided in 18 and 21 April 2018, respectively. (b) 18-April-2018
WMOP (Product ref. 4.10.9) daily average surface salinity distribution and currents (hindcast simulation climatological and real
runoff) and (c) 21-April-2018 WMOP (Product ref. 4.10.9) daily average surface salinity distribution and currents (hindcast simulation
climatological and real runoff).
s164 COPERNICUS MARINE SERVICE OCEAN STATE REPORT, ISSUE 4
(3) The Mediterranean Sea Forecast (CMEMS MED-
MFC) (product reference 4.10.5), which included
river runoff for 39 rivers from monthly mean data-
sets (Global Runoff Data Centre, Raicich 1996,
UNEP-MAP, PERSEUS).
(4) The SAMOA Puertos del Estado forecast system
(product reference 4.10.12; García Sotillo et al. 2019;
Fanjul et al. 2018) were CMEMS downstream ser-
vices, being the coastal models nested into the
regional CMEMS IBI-MFC forecast solution. At the
surface, models were forced by water fluxes from
the Spanish Meteorological Agency (AEMET) fore-
cast services. This system offers an increasingly higher
resolution with a nested approach going down to grid
sizes of 350 m near the Ebro coast.
(5) The Western Mediterranean sea OPerational model,
(WMOP, product ref. 4.10.9) is a SOCIB (Balearic
Islands Coastal Observing and Forecasting System)
added value product (Juza et al. 2016; Mourre et al.
2018) that uses the CMEMS Mediterranean Sea
Analysis and Forecast products (product ref. 4.10.5)
as parent model (initial and boundary conditions).
The operational version includes daily climatological
values over 2009–2016 for 6 rivers from the French
HYDRO database and the Spanish hydrographic con-
federations of Ebro and Júcar river. Particularly, for
this study, river forcing using the daily observed
runoff of the Ebro River has been considered.
The model intercomparison (Figure 4.10.3a) shows
that the salinity horizontal variations in the Ebro River
plume identified after the extreme event in the sus-
pended matter distribution of the satellite images (pro-
duct ref. 4.10.6, Figure 4.10.2a) is well represented in
the regional scale models (CMEMS-MED-MFC and
WMOP) and in the coastal scale one (SAMOA). On
the contrary, it is not well represented in the global
scale (CMEMS-GLO-MFC) and the other regional
(CMEMS-IBI-MFC) model.
In order to demonstrate the importance of including
real river discharge data to properly represent the flow
and salinity structure near the river mouth, two scenarios
have been simulated with WMOP (product ref. 4.10.9);
the first one using climatological runoff (Figure 4.10.3b,c
-left panel-) and the second one, using daily river dis-
charge inputs (Figure 4.10.3b,c -right panel-) for the
18th and the 21st April 2018 (Figure 4.10.3b,c, respect-
ively). Maps of daily averaged surface salinity allow to
characterise coastal circulation patterns associated with
the impulsive-type freshwater discharge. The Ebro River
plume signature simulated by theWMOPmodel (product
ref. 4.10.9), in real discharge case (Figure 4.10.3b,c -right
panel-) is very similar to the one observed either in the
satellite observations (Figure 4.10.2a, product ref.
4.10.6), in the HF Radar surface currents (Figure
4.10.2b, product ref. 4.10.7) and the surface circulation
pattern induced by the spatial distribution of the Chl-a
concentration (Figure 4.10.2b, product ref. 4.10.1).
In conclusion, the evaluation of the ability of the
different models to reproduce the extreme Ebro River
discharge event, highlights the need to include daily
observational runoff data in both regional and coastal
forecast systems to accurately reproduce the plume and
the importance of using a high-resolution model to
study its impact at coastal scales.
The proper representation of the flow, the salinity gra-
dient and the concentration of suspended matter near
the river mouth due to discharge extreme events is cru-
cial to identify their impacts (i.e. decrease of water qual-
ity, deltaic morphodynamics, etc.) on high-sensitive
coastal water ecosystems.
In this context, the extreme event presented here, as
seen in the Sentinel-2 images (product ref 4.10.6) showed
a high capacity for sediment transport to the river mouth
and Delta, which is of great interest taking into account
that the sediment transport continuity was disrupted due
to construction of dams, where a 99 % of the sediment is
retained (Rovira and Ibáñez 2007). The capacity for sedi-
ment transport encourages the feasibility of implement-
ing sediment management plans for restoring the
sediment flux artificially redistributed as existing studies
showed (i.e. Martín-Vide et al. 2004; Rovira and Ibáñez
2007).
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