Two-dimensional hybrid numerical simulations of E ϫ B discharges used in Hall thruster propulsion point to the presence of strong fluctuations attributable to resistive instabilities in the frequency range of f Ϸ 0.1-10 MHz and the wavenumber range of −1 Ϸ 10-500 m −1 . Analytical analyses confirm that these resistive modes are of the convective type, become increasingly unstable at low electron mobility, and are particularly intense at high voltage. The simulations, which model cross-field electron flow via an experimentally measured mobility, exhibit large fluctuation power in a region corresponding to a strong electron transport barrier. The analysis gives an electron mobility ͑ e ͒ -dependent growth rate ͑␥͒ scaling as ␥ ϳ e −1/2 . The predicted phase velocity of these waves is close to the ion velocity, somewhat lower than that seen in the simulations. Including the electron pressure contribution lowers the growth rate at high frequencies, and introduces a phase velocity that is shifted by ± the ion acoustic speed for the stable and unstable branch, respectively. Surprisingly, the phase velocity of the strong disturbances at high frequency seen in the simulations is found to be in agreement with that of the initially stable branch. Finite ionization/particle wall recombination does not change the overall conclusions at high frequencies. However, at lower f or larger , the growth rate of the instability is dominated by the ionization rate, and the disturbances are better described as "ionization" instabilities. The transition/competition between ionization, electron pressure, and resistive behavior gives rise to a "quiescent frequency band" where the growth rate is found to be small, consistent with what is seen in the numerical experiments. While simple linear analysis captures much of the observed simulation behavior, comparison with limited experimental data at low frequency suggests that other effects, in particular azimuthal dynamics, are very important, and further motivate extending the hybrid simulation models to three dimensions.
I. INTRODUCTION
Coaxial E ϫ B discharge accelerators first proposed as plasma injectors for fusion reactors 1, 2 have now matured into useful ion sources for space propulsion applications. These so-called "Hall thrusters" operate under conditions in which the electron fluid is strongly magnetized and forced to flow across the magnetic field by an externally imposed electric potential differential. The ion flow is kinetic, not confined by the magnetic field, and accelerated to nearly the discharge potential by the electric field established by the cross-field resistance to the electron flow. Early research on these plasma devices revealed the presence of a rich spectrum of plasma disturbances, some of which propagate in the direction of the ion flow. 3 These axial disturbances were found to be active in the 0.1-0.5 MHz range, 4 and were referred to as "transit-time" instabilities, as they were characterized to have a phase velocity very near the ion velocity, resulting in a wavelength comparable to the thickness of the ion acceleration zone. A linear analysis of the fluid equations carried out by Esipchuck and Tilinin 5 for the propagation of quasineutral waves in nonuniform plasmas provided the first attempt at a theoretical description of these instabilities. More recently, Barral et al. 6 have shown that the plasma nonuniformities are not properly accounted for in Ref. 5 , and that a WKB treatment of the flow suggests that these disturbances are quasineutral ion acoustic waves superimposed on a background standing wave generated by discharge current oscillations. Two-dimensional ͑2D͒ hybrid particle-in-cell ͑PIC͒/ fluid simulations of Hall thrusters performed by Bareilles et al. have confirmed the presence of these waves at moderate frequencies, and attributed them to a nonlinear wavebreaking phenomenon. 7 In that paper, the strength of the transit-time oscillations was correlated to the plasma resistivity, and it was found that the amplitude of the oscillations can be reduced by increasing the cross-field electron mobility. In this paper, we examine the results of similar 2D hybrid simulations 8 that make use of an experimentally measured cross-field mobility in a laboratory thruster, here referred to as the Stanford Hall Thruster ͑SHT͒, that was extensively tested and probed in previous work. 9 Section II provides a brief description of these numerical simulations, which model the geometry and input parameters of this particular discharge. As presented in Sec. III, the results of the simulation point to the presence of strong axial fluctuations over a much broader range of frequencies ͑f Ϸ 0.1-10 MHz͒ and wavenumbers ͑ −1 Ϸ 10-500 m −1 ͒ than those seen in prior simulations or experimental studies.
In Sec. III, we also develop an analytical model of the observed fluctuations based on a linear stability analysis of the discharge. We show that these disturbances at large wavenumbers are more broadly characterized as resistive instabilities, 10 and are present even in uniform plasmas, driven by the interaction between the ion beam and the background plasma of finite resistivity. The dispersion and growth rate of the instabilities are found to be sensitive to properties such as discharge resistivity, electron pressure, and finite-rate ionization. A comparison is made in Sec. IV to limited experimental data at low frequency. This comparison suggests that other effects, in particular azimuthal dynamics, may be important and provides a direction for future work.
II. NUMERICAL SIMULATIONS
The hybrid PIC simulation used for comparison with the linear analysis is a two-dimensional ͑radial-axial͒ hybrid model of the interior channel and near-field region of the SHT. 8, 11 The simulated geometry corresponds to an annular thruster 8 cm in length, 1.2 cm in width, and with an outer diameter of approximately 9 cm, as schematically illustrated in Fig. 1 . For the simulations presented here, the thruster is taken to operate at 2 mg/ s of xenon propellant, and the applied magnetic field is mostly radial inside the channel, with a maximum field of 10 mT along the channel center line, near the axial position of the magnetic poles. Figure 1 also shows a typical simulated ͑time-averaged͒ plasma density field, ͗n͘, with a color shading that is purposely not smoothed, so that the grid size and distribution are apparent.
A. Model
In the hybrid model, the electrons are treated as a quasione-dimensional fluid while the heavy species ͑ions, neutrals͒ are treated as discrete particles advanced in space using a PIC approach. The two solutions are coupled assuming space-charge neutrality. The electron fluid is governed by the first three moments of the Boltzmann equation, as described by Fife. 12 The electron continuity equation is enforced through current continuity, where the instantaneous discharge current is determined in order to satisfy the potential boundary conditions at the anode and cathode. The electron momentum equation is solved in the two directions parallel and perpendicular to the magnetic field. Along magnetic field lines, infinite conductivity is assumed resulting in a balance between electric and pressure forces. In the perpendicular direction, an effective Hall parameter is used to determine the electron cross-field velocity. Since the diffusion of electrons perpendicular to magnetic field lines is higher than that predicted by electron-neutral collisions in a quiescent plasma, the resistivity of the electrons to cross-field motion is modeled using an experimentally measured inverse Hall parameter 9 ͑proportional to the electron mobility͒, an example of which is given in Fig. 2 for the 200 V discharge operating condition. In the figure, this inverse Hall parameter is also compared to that expected as a result of classical electron-neutral momentum scattering collisions, and that assuming Bohm diffusion.
A one-dimensional energy equation is solved for the electron temperature variation normal to the field lines, as the temperature is taken to be uniform along the direction of the magnetic field. The unsteady spatially varying electron energy equation includes thermal conduction and flow work as well as source and sink terms representing joule heating, ionization, and energy loss to the channel walls. Thermal conduction is also modeled using the experimentally measured anomalous mobility through the Einstein relation.
The axisymmetric heavy particle species are advanced in time through solution of their respective equations of motion in cylindrical coordinates. Due to the large Larmor radius of the ion species, the force produced by the magnetic field on the ions is neglected. Neutral injection occurs from the center of the anode as well as from the boundaries of the plume to simulate background gas, with a distribution based on a one-way Maxwellian flux. Electron impact ionization of neutral particles is modeled using local densities and the electron temperature. Heavy particles that impact channel walls are assumed to reflect diffusely at the wall temperature, while in The temperature profile and current are also initialized and used to calculate an initial electric field. The heavy particles are updated individually through a second-order solution of the equation of motion for each superparticle. Neutral particles are injected from the anode and plume based on the prescribed mass flow rate and background pressure, while charge-exchange collisions are simulated using a direct simulation Monte Carlo ͑DSMC͒ approach. The electron temperature is updated using a fourth-order Runge-Kutta scheme satisfying the imposed boundary conditions of no heat transfer at the anode and prescribed temperature at the cathode. The computed temperature profile is used to update the potential, and the discharge current is modified as necessary to satisfy the potential boundary conditions. Due to the fast electron time scale relative to the ions and neutrals, the time step used for the electrons is 0.1 ns, while the heavy particles are advanced after several electron iterations with a time step of 25 ns. On a 3.8 GHz Pentium 4 processor, the simulation completes 625 ms, or approximately five to ten "breathing mode" cycles, 13 in two days.
B. Plasma density fluctuations
Two stacked renderings ͑11 image sequence each͒ of plasma density fluctuations, ͑n−͗n͒͘ ͗n͘ , taken from the simulations, are shown in Fig. 3 . The first rendering ͑left side of Fig. 3͒ shows images separated by 1 s, revealing a slow wave generated at midchannel that moves toward the anode along the direction of a reversed ion flow driven by ambipolar diffusion. In the second rendering ͑right side of Fig. 3͒ , the separation in time is 0.1 s, making the anode bound wave appear almost stationary. The smaller time increment helps to reveal the outward propagation of small-scale structures in the region near the exit plane. Close inspection shows that these structures have a typical transit time of 1 s or less, moving at or very near the ion velocity.
The propagation characteristics of the simulated timevarying plasma disturbances along the centerline of the channel are analyzed over approximately one breathing mode cycle using a two-point sampling technique first presented by Beall et al., 14 and later refined ͑by using a wavelet instead of Fourier decomposition of the signal͒ by Dudok de Wit et al. 15 This analysis provides the spectral power of the fluctuations as a function of wavenumber and frequency from timevarying data at two neighboring positions. In the results presented, the analysis is of the electric potential, although similar dispersion is seen in the simulated plasma number density. The phase velocities at each position are determined from the maximum in spectral power density over the wavenumber and frequency range limits of the computation.
III. LINEAR ANALYSIS
The goal of this section is to present a simple model that can account for the fluctuations observed in the hybrid simulation. The one-dimensional ͑axial͒, local fluid model used here describes quasineutral, electrostatic fluctuations governed by continuity and momentum equations for electrons and ions. In this analysis, we focus on linear theory, although we give some heuristic comments on nonlinear and transittime effects at the end of the section. The dominant instability that emerges from the model equations is a resistive instability, which we describe below in terms of its mode frequency, growth rate, convective behavior, and associated electron transport. Comparisons between the model predictions and hybrid simulation fluctuation spectra and profiles are made. The effects of electron pressure and ionization on the instability are also examined.
A. Model equations
The standard normal mode method is used, in which quantities are described by a stationary component plus a small perturbation as follows:
where a o is the stationary value and a 1 is the perturbation. The latter has amplitude ã, and varies sinusoidally with frequency and axial wavenumber k. The stationary solution has been given in previous work. 6 The linearized equations for the fluctuating quantities are given by . Each frame is of the entire channel, with the anode on the left boundary and the exit plane on the right, and reference vertical lines every two cm along the axis. Left: 1 s between each frame. Right: 0.1 s between each frame, with the first and last ͑11th͒ frame corresponding to the first and second frame on the left, respectively.
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and ñ e = ñ i . ͑7͒
Equations ͑2͒ and ͑3͒ are the electron and ion continuity equations, where ñ e ͑ñ i ͒ is the fluctuating electron ͑ion͒ density and ṽ e ͑ṽ i ͒ is the fluctuating electron ͑ion͒ velocity. The stationary plasma density, electron velocity, and ion velocity are given by n o , V eo , and V io , respectively. The symbol ␣ denotes the net electron or ion generation rate ͑volume ionization less wall recombination͒, which enters in the continuity equations as a source. Equations ͑4͒ and ͑5͒ describe the momentum balance for ions and electrons, respectively. Particle inertia is retained for the ions ͓note the ion mass m i appears in Eq. ͑4͔͒, but not for the electrons. Electron momentum is described by a drift-diffusion equation parametrized by an effective mobility eff . The word "effective" qualifies the mobility as a parameter that attempts to capture the axial transport of electrons across the magnetic field. It is not given by the classical value derived from electron-neutral collisions, nor is it given by a simple Bohm relation. Instead, as pointed out in Sec. II, eff is given by the experimentally measured mobility. 8 The second term on the right-hand side ͑rhs͒ of Eq. ͑5͒ represents the pressure contribution to the electron drift, where K b and T e denote Boltzmann's constant and the equilibrium electron temperature. Since the Hall thruster plasma is a low beta plasma, the disturbances are assumed electrostatic. Thus, the fluctuating electric field, Ẽ , is given in terms of the gradient of the electrostatic potential ͓Eq. ͑6͔͒. Quasineutrality is invoked in Eq. ͑7͒, as only waves with scales larger than the Debye length are considered in this paper.
The equations above represent a highly simplified model of the two-dimensional hybrid PIC simulation. The model is one-dimensional, assumes a homogeneous plasma, neglects kinetic effects, neglects collisions ͑except in the source term͒ and charge-exchange processes, assumes a constant temperature, and does not take nonlinear effects into account. For the purposes of this paper, it is instructive to view the 2D hybrid simulation as a numerical experiment. We seek to understand the high-frequency disturbances arising in this complex and rich dynamical system using as simple a model as possible, in order to more easily identify and evaluate various effects.
B. Resistive mode
Equations ͑2͒-͑7͒ above can be simplified further by removing the effects of ionization and electron pressure. This is done by removing the rhs of Eqs. ͑2͒ and ͑3͒, removing the second term on the rhs of Eq. ͑4͒, and removing the second term on the rhs of Eq. ͑5͒. With these simplifications, the resulting equations are analyzed with the standard normal mode method, yielding the following dispersion relation:
The quantity With this notation, the solution to Eq. ͑8͒ is given by
Two limits are distinguished. If
Eq. ͑10͒ gives the following approximate result:
These two roots correspond to unstable and damped modes that propagate with a phase velocity close to the ion velocity. The growth rate of the unstable mode is proportional to ͱ , and from the scaling given by Eq. ͑11͒, it is small compared to the real part of the frequency. We also note that the unstable root propagates with the smaller phase velocity. In the other limit, namely kV io ϳ kV eo Ͻ , the system is stable. The 2D hybrid simulation is in the regime given by Eq. ͑11͒ for virtually all k; only at the smallest k allowed by the system size do the fluctuations approach the latter limit. Therefore, we focus our attention on Eqs. ͑11͒ and ͑12͒, corresponding to k / 2 = −1 larger than about 20 m −1 and frequencies larger than about 0.1 MHz. The unstable mode in Eq. ͑12͒ represents a resistive mode that results from the interaction of the ion beam with the resistivity mediated electron flow under the constraint of current continuity and quasineutrality. From the form of Eq. ͑12͒, the growth rate of the resistive instability is given by
Thus, high fluctuation power is expected for small values of eff according to Eq. ͑9͒. This is confirmed in Fig. 4 , where the observed fluctuation power and effective Hall parameter ͑inversely proportional to eff ͒ are plotted as a function of position for 200 V. It is worth noting that the maximum in the power is slightly downstream of the maximum in the effective Hall parameter ͑or minimum in eff ͒. This can be explained perhaps by noting that the growth rate is also proportional to ͱ V io − V eo ͑V eo is negative, so the two velocities add͒. Since the ion velocity increases downstream due to the electric field in the hybrid simulation, the quantity in the radical is relatively higher downstream of the minimum of eff as opposed to upstream. Therefore, the growth rate is relatively higher downstream, consistent with the fluctuation power profile shown in Fig. 4 . From current conservation, this implies that the plasma density must decrease downstream, which is also seen in the hybrid simulation. High fluctuation levels corresponding to low values of the electron mobility are also reflected in other simulations carried out ͑not shown͒ for a range of discharge voltage indicating a positive scaling of fluctuation power with voltage. This is expected since is larger at higher voltages ͑due to the fact that the electron transport barrier, or well in the eff profile, is deeper at higher voltage͒.
The real frequency of the unstable mode is given by
corresponding to a nondispersive wave traveling at the ion velocity with a relatively small, dispersive correction. The phase velocity inferred from the 2D hybrid simulation dispersion maps is found to be somewhat larger than the predicted phase velocity, which is close to the ion velocity as indicated in Eq. ͑14͒. On the other hand, a comparison of the predicted phase velocity and ion velocity ͑extracted from the 2D hybrid simulation͒ as a function of axial position reveals that the two track each other very well, which provides some support for the analytical model indicating that the phase velocity scales as the ion velocity plus some correction. For this comparison, the average ion velocity has been corrected for the low-energy tail of ions produced by latent ionization downstream of the acceleration zone, which we believe has a negligible role in the behavior of the beam-resistive plasma instability. Plots showing the inferred phase velocity from the simulation along with the theoretical phase velocities from the model are given a little later in the paper, as more effects are included for comparison. An analysis has been carried out ͑see the Appendix͒ to determine whether this resistive instability is of the convective or absolute type. 16, 17 This classification of instabilities pertains to the way an initially localized pulse in time and space propagates and amplifies in an unstable system. In an absolutely unstable system, such a disturbance will appear to grow everywhere in space as it propagates. On the other hand, in a convectively unstable system, the disturbance will convect; that is, at a given spatial location the fluctuation amplitude may go up and then decay, as the pulse is carried away. Swanson 16 gives the criterion for determining whether an instability is convective or absolute based on the dispersion relation. Application of this criterion to the model equations above confirms that the resistive instability is of the convective type, consistent with the field renderings of the plasma density fluctuations shown in Fig. 3 . Movies from which these frames are extracted clearly confirm this behavior: Perturbations originating in the region of low mobility are convected out of this region with roughly the ion velocity. Near the exit plane, the disturbances are convected outwards ͑toward the cathode͒ at velocities very near the relatively high ion velocity. Upstream, in the region of reversed ion flow, the disturbances are convected toward the anode with a much lower velocity, as expected on the basis of this analysis.
The quasilinear transport generated by this instability can be calculated from the perturbed plasma density ñ k ͑V io −V eo ͒ are both less than unity, the quasilinear transport generated by this instability is small. However, it is possible that this resistive mode may couple to other waves, particularly to waves that have similar axial dispersion but incorporate azimuthal physics. Thomas 18 has shown that azimuthal waves arising from the interaction of the ion beam with the Hall electron current, in the presence of pressure, collisions, and electron flow shear, can yield transport levels consistent with experiment. The coupling of the resistive instability with those azimuthal waves in the presence of electron flow shear is the subject of ongoing work.
It is possible that the resistive mode discussed here was seen in 2D hybrid simulations of Barreilles. 7 These authors report on waves of a few hundred kHz that propagate with the ion velocity. They point out that the observed disturbances are stronger when the electron mobility is low. This is consistent with our observations. On the other hand, these authors explain that the instability results from the oscillation of the acceleration zone that allows ions to see an effective potential drop higher than the discharge voltage, resulting in a "surf riding" effect. Two populations of ions are created, one slow and another fast, that interact with the potential and trigger the instability. While a low velocity component in the ion velocity distribution function is also seen in our hybrid simulations, a kinetic effect is not needed for instability: The simple, fluid model presented here contains sufficient physics to explain, at least qualitatively, the properties of these fluctuations.
A more elaborate version of the model above, which included a kinetic description of ions and neutrals as well as an electron energy equation, was recently presented by Chable and Rogier 19 in order to explain low-frequency ͑100 kHz͒ oscillations of SPT Hall thrusters. The disturbances studied in their paper had maximum growth rates corresponding to mode frequencies of about 20 kHz, and wavenumbers on the order of 1 / L, where L is the length of the device. These time and length scales are typical of the strong Hall thruster oscillations known as the breathing mode. 13 These authors point out that resistive effects, and not simply ionization as often invoked in predator-prey descriptions, 20 are crucial for the explanation of that mode. The regime studied in our paper is a higher-frequency regime, but interestingly, in view of Chable and Rogier's work, some of the conclusions presented in our paper may apply to the low-frequency regime studied by those authors. In particular, these authors note high fluctuation power in regions where the magnetic field is large ͑low electron mobility͒, in agreement with our conclusions.
It seems that the simple linear resistive instability model presented above qualitatively describes the observed power and wave propagation characteristics of the disturbances in the 2D hybrid simulation. These MHz waves, with wavenumbers up to a few hundred inverse meters, are strongest at high voltage. They become unstable near the exit of the channel in a region of pronounced low electron mobility. Born in this electron transport barrier, these disturbances are convected out of the region at roughly the ion speed. The quasilinear electron transport induced by the instability is small. In the next subsection, we consider how the dispersion and growth of the resistive instability are modified as a result of electron pressure and ionization.
C. Effect of electron pressure
Electron pressure enters in the model as the second term on the right-hand side of the drift diffusion equation, and it couples to the other equations via electron continuity. As a result, the resistive mode solution of Eq. ͑10͒ is modified to yield
where
is the ion acoustic speed. As expected, inclusion of electron pressure results in ion acoustic waves. Under the scaling given by kV io ϳ kV eo ϳ kC s Ͼ , ͑16͒ the real part of Eq. ͑15͒ is to lowest order
This is the dispersion relation for ion acoustic waves riding on the mean ion flow. Unlike stable ion acoustic waves in nonmagnetized plasmas, where electrons can establish Boltzmann equilibrium along the axial direction, ion acoustic waves in the Hall thruster are driven unstable as a result of the finite electron mobility. Thus, electron pressure does not change the source of the instability-as before, if vanishes, the instability goes away. However, the real part of the frequency as well as the growth rate are modified as a result of finite electron pressure. At low k the effect of electron pressure is small ͓the C s 2 k 2 term inside of the radical in Eq. ͑15͒ is small͔, and the corresponding mode frequency and growth rate modification with respect to the purely resistive mode are small. On the other hand, at high k, the mode frequency is now given by Eq. ͑17͒, and the growth rate is reduced compared to the resistive mode growth rate given by Eq. ͑13͒. Indeed, at high k, the growth rate no longer grows as ͱ k, rather it approaches a constant value given by
. For the high k fluctuations observed in the hybrid simulation, this growth rate reduction is significant, and can exceed a factor of 2.
Nevertheless, electron pressure does not change the overall picture of the instability: The growth rate at high k now scales as 1 eff and thus it is still largest in the region of smallest electron mobility. As was the case in the resistive mode, the unstable branch in Eq. ͑15͒ corresponds to the wave traveling with a phase velocity lower than the ion velocity ͓minus sign branch in Eq. ͑17͔͒. This was also observed in the Wentzel-Kramers-Brillouin ͑WKB͒ analysis of Barral. 6 However, the phase velocity inferred from the 2D simulation dispersion plots is higher than the ion velocity. In fact, at high k, it is in surprisingly good agreement with the phase velocity corresponding to the damped branch. This feature is shown in Fig. 5 , where the theoretical prediction from both branches is superimposed on the spectral map ͑discussed further in Sec. III D below͒ for a 200 V operation condition in a region near the exit plane. Similar trends are observed for a 160 V operating condition ͑not shown͒. At lower frequencies ͑less than 200 kHz͒, the unstable root does an adequate job of capturing the behavior observed for the lower-frequency disturbances, but at high frequencies the inferred phase velocity is relatively high, in better agreement with the damped branch of the dispersion relation. Figure 6 compares the variation in the phase velocity with axial position, estimated from the simulated dispersion maps, to the phase velocities predicted on the basis of Eq. ͑15͒, for the unstable and stable branches. It is seen that over the entire acceleration region, the phase velocity of the high-frequency disturbances is best described by the stable root of this resistive mode. Also shown in the figure is the average ion velocity, which lies in between the phase velocities of the stable and unstable branches of the instability, in accordance with Eq. ͑15͒. While the linear instability drive comes from the unstable branch, recent work on collisionless trapped electron mode turbulence shows that a linearly damped branch can be nonlinearly excited and can saturate at finite amplitude. 21 Other studies of dissipative trapped electron mode turbulence have shown that cross coupling of nonlinearities can produce significant nonlinear frequency shifts. 22 These nonlinear effects are present in hot, fully ionized fusion plasmas with magnetized electrons and ions, and by no means are applicable to our weakly ionized Hall thruster plasma. Nevertheless, they represent examples in which nonlinearity modifies the linear eigenmode structure in a nontrivial way. Our 2D hybrid simulations exhibit somewhat broad spectra, suggesting that nonlinear interactions are playing a role in saturating the instability. In addition, the measured hybrid simulation spectral maps are obtained at saturation, that is, after the system has reached a quasisteady state having undergone several long ͑breathing mode͒ eddy-turnover times. Therefore, the fluctuations are not in the low-amplitude, exponentially growing phase assumed by linear theory. At this point, we do not understand why the damped branch mode frequency is in better agreement with the measured phase velocity at high k, and we only speculate that nonlinear effects may be playing a role.
D. Effect of ionization
Ionization has long been known to play an important role in the physics governing low-frequency oscillations in Hall thrusters, like the breathing mode as well as the azimuthal mode often referred to as a rotating spoke. 5 In the 2D simulations, the low mobility region ͑where the fluctuations are excited͒ naturally corresponds to a region of high electric field, joule heating, and ionization. Ionization enters the continuity equations as a source, and the ion momentum equation as a drag. The solution to the dispersion relation incorporating the effects of ionization ͑in addition to electron pressure͒ is given by
͑18͒
Note that in this analysis, the ionization rate is treated as a constant, and therefore the resulting dispersion does not capture the breathing mode instability often seen in Hall thrusters. It does show, however, that a constant ionization rate adds to the resistive instability growth rate via the second term inside the radical in Eq. ͑18͒. The first and third terms in the radical are due to electron pressure and resistivity, respectively. If ␣ Ͼ , and if k is low, ionization dominates the growth rate. Since the resistive mode contribution in the radical is proportional to k, the short wavelength regime is described predominantly by resistive ion acoustic modes, while the long-wavelength regime is described by a mixture of ionization and resistive effects, with little contribution coming from electron pressure. Given the scaling implied by Eq. ͑16͒, the transition wavenumber k t between the two regimes can be roughly estimated by
In the hybrid simulation spectral maps, we observe significant fluctuation power down to the lowest resolved wavenumbers. Since the resistive mode is stable in the limit of low k, we expect ionization to exert a stronger effect at those long wavelengths. Indeed, the map shown in Fig. 5 reveals evidence for the possibility of two bands of high power ͑one at low k and another at high k͒ that bound a region of relatively low power at moderate k. In Fig. 7 , the transition wavenumber k t obtained from Eq. ͑19͒ and the transition wavenumber inferred from the dispersion map, i.e., the FIG. 6 . ͑Color online͒ Spatial variation in the simulated and predicted phase velocities ͑both unstable and stable branches͒ for the resistive mode, including the effect associated with the electron pressure. The discharge condition is 200 V. Superimposed is the simulated ion velocity, which lies between the phase velocity of the two branches, in agreement with Eq. ͑17͒.
FIG. 7.
͑Color online͒ A comparison of the theoretical transition wavenumber ͓Eq. ͑19͔͒ and the observed transition wavenumber, as a function of axial position. The trend in the predicted k t / 2 tracks, but is slightly lower than that observed in the simulations ͑Ref. 20͒.
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wavenumber centered about the region between the two strong bands as seen in Fig. 5 , are given as a function of axial location. We see that the theoretical k t is smaller than the measured k t by about a factor of 2, indicating that additional effects ͑not captured by the simple model͒ must be coming into play. The simple model, nonetheless, nicely points out the effect of ionization at long wavelengths and its competition with resistive and electron pressure effects, in qualitative agreement with hybrid simulation observations. Interestingly, an examination of the dispersion maps generated by the hybrid simulations around the location of the minimum of eff , where the fluctuation power is roughly maximum, reveals a transition between the two bands that is less clear. A representative example of this for a case of 200 V is shown in Fig. 8 . It seems that the two bands merge into a single band of high fluctuation power. At this location, is quite large and the asymptotic relation implied by Eq. ͑16͒, used in deriving Eq. ͑19͒, is only approximate. This merging of high-power fluctuation bands at around the minimum in eff is less evident in a spectral map for the 160 V case ͑not shown͒, where the overall power is smaller. We interpret this as resulting from the weaker resistive instability at lower voltage. Conversely, at high voltage the resistive instability is so strong at the minimum of eff that it effectively extends to very low k, merging with the ionization mode into one, high-power, continuous band.
E. Heuristics of nonlinearity and saturation for convective instability
Under a Kolmogorov-type balance, an instability will saturate at a level where the power input into the mode from the linear drive balances the nonlinear transfer out of the mode. 23, 24 A conservative nonlinearity will then take this power across scales, in a so-called energy cascade, and transfer it to the dissipative scales. A saturated state is then achieved under a balance of instability and dissipation mediated by nonlinear transfer. For a mode or eddy ͑to use the fluid mechanics analogy͒ of spatial scale k −1 in the inertial range ͑a mode not driven or damped͒, energy saturation occurs from balancing the energy input rate ͑originating from the unstable modes͒ and the nonlinear energy transfer rate. In standard fluid turbulence, the time taken for a fluid eddy to transfer its energy to a neighboring eddy is the eddy-turnover time, which, as its name implies, is roughly the time it takes for an eddy to turn around once. Balancing the energy input rate with the nonlinear energy transfer rate, using the eddyturnover time as the characteristic nonlinear time scale, directly gives the famous k −5/3 spectrum of neutral fluid turbulence. 25, 26 In our system, we can estimate the eddy- , where L is the length of the acceleration region ͑which corresponds to the unstable low mobility region of the resistive instability studied in this paper͒. If this transit time is longer than the eddy-turnover time, the standard Kolmogorov scenario will hold, but not otherwise. The ratio of the two time scales is given by
2, and L Ϸ 0.02 m as representative values for wavenumber, fluctuation level, and acceleration length, respectively, we obtain a ratio of time scales equal to 0.8. This implies that eddies of this scale are convected out of the region of instability before they turn over once. As a result, the transit time competes with the nonlinear time and will affect the level to which the instability grows. If the ratio were significantly larger than 1, the transit time would play a small role in saturating the instability. A ratio of 0.8 indicates that both time scales are important.
Another simple calculation that highlights the importance of the transit time is the following. Neglecting nonlinearity altogether, a fluctuation born from some initial random seed ṽ io is expected to grow exponentially at a rate given by the linear growth rate, but only for a time given by the transit time. That is, ṽ i = ṽ io e ␥L/V io , where ␥ is the linear growth rate of the instability given by the imaginary part of Eq. ͑18͒. Estimating L, V io , and ␥ as 2 cm, 5000 m / s, and 400000 s −1 , respectively, we get ṽ i = ṽ io e 1.6 , which indicates that the perturbation has not grown for two linear growth times before it has been convected out of the region of instability. This crude analysis suggests that rapid convection is an efficient mechanism in limiting instability growth, and will compete with nonlinearity in setting the overall saturation level. On the other hand, spectra obtained from 2D hybrid simulations are rather broad, with spectral mode widths only somewhat smaller than mode frequencies. In addition, fluctuation levels are significant, up to 20%. These two points suggest that nonlinearity is also important. 
IV. DISCUSSION: COMPARISON WITH EXPERIMENTS
The numerical simulations carried out using hybrid particle-fluid treatments with a prescribed electron mobility within the channel reveal strong disturbances that span a wide range of frequency and wavelength scales. Our theoretical analysis suggests that these disturbances are resistive instabilities of the convective type, propagating with a phase velocity very near the ion velocity, characteristic of transittime instabilities. At high frequency, the instabilities are influenced by the pressure of the electron fluid. At lower frequency, the instabilities are strongly coupled to the ionization process. The theory predicts the possibility of a quiescent frequency band, consistent with what is seen in the numerical experiments.
The ability of these hybrid simulations, which have as a computational domain the radial-axial dimension of the Hall thruster channel, to predict moderate-to-high-frequency plasma fluctuations is largely untested experimentally. While, as mentioned above, there is some evidence in the literature for so-called transit-time instabilities, 4 a thorough characterization of the propagation behavior of these instabilities in the Hall thruster channel, which were identified to be up to 500 kHz in frequency, is not available. Properties of lower frequency disturbances, i.e., 200 kHz, have been measured by our group in the channel of our laboratory discharge constructed with alumina walls, at relatively low discharge voltage ͑110-150 V͒, and for a wide range of wavenumbers. 27 Dispersion maps were generated from plasma density fluctuations characterized by three lowimpedance Langmuir probes biased negatively with respect to the plasma potential to collect the ion saturation current. All three probes were separated by 4 mm along the azimuthal direction, with one probe spaced 6 mm relative to the others, along the axial direction. The spacing of the probes limited the analysis to disturbances with k / 2 less than approximately 50 m −1 . The survivability of the electrostatic probes, and the perturbation that the probes have on the overall discharge, precluded measurements at higher voltage, where the transport barrier is stronger, and hence where these resistive instabilities may be more prominent.
Representative dispersion maps for the strongest lowfrequency disturbances are shown in Fig. 9 . Positive azimuthal and axial component wavenumbers refer to propagation that is in the E ϫ B direction and toward the cathode direction, respectively. It is apparent that the propagation characteristics is rich in structure, with higher-frequency disturbances ͑Ͼ100 kHz͒ generally propagating along directions toward the anode and opposing the E ϫ B drift, at these lower voltages. The variations with axial position can be correlated to features in the axial variation of the plasma density and magnetic field, suggesting that the dispersion behavior is strongly affected by plasma and field nonuniformities ͑gradients͒, not accounted for in the analysis presented here. Despite this, possible evidence for the existence of transit-time instabilities appears in the axial wavenumber map, between z = 40 and 80 mm, consistent with the region of lower mobility. The disturbances have a phase velocity of ϳ10
In the relevant limit given by Ͼ , the solution given by Eq. ͑A1͒ reduces to k Ϸ
V io
͑1 ϯ ⑀ ± i⑀͒ with ⑀ = ͱ ͑V io − V eo ͒ 2V io Ͻ 1.
͑A2͒
For wave amplification, we look for negative imaginary k, so we choose the bottom root. The real part of k that corresponds to the bottom root of Eq. ͑A2͒ gives k real Ϸ ͑1+⑀͒, or Ϸ kV io 1+⑀ Ϸ kV io ͑1−⑀͒, which corresponds to the mode frequency associated with the unstable mode given in Eq. ͑12͒. In order to ascertain that the unstable resistive mode is of the convective type, one last check must be performed as explained by Swanson: 16 The root with negative imaginary k must change sign as the frequency is allowed to have a large positive imaginary value. That is, letting → i i, where i is large and positive, one obtains, after a little algebra, the following for the bottom root of Eq. ͑A2͒: k → i i V io
. The k root with the negative imaginary component has thus crossed the real axis in the complex k plane as we let → i i, ensuring that the mode in question is a convective mode. A similar conclusion is obtained if we include electron pressure and ionization effects in the dispersion relation.
