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Abstract
Using recent results on a generalized form of the Loomis–Sikorski theorem [A. Dvurecˇenskij,
Loomis–Sikorski theorem for σ -complete MV-algebras and -groups, J. Austral. Math. Soc. Ser. A
68 (2000) 261–277; D. Mundici, Tensor product and the Loomis–Sikorski theorem for MV-algebras,
Adv. Appl. Math. 22 (1999) 227–248], it is shown that a unital Dedekind σ -complete -group is
a compatible Rickart comgroup in the sense of D.J. Foulis [D.J. Foulis, Spectral resolutions in a
Rickart comgroup, Rep. Math. Phys. 54 (2004) 229–250]. In particular, elements in unital Dedekind
σ -complete -groups and, consequently, elements in σ -MV-algebras, admit uniquely defined spectral
resolutions similar to spectral resolutions of self-adjoint operators. A functional calculus and spectra
of elements are considered in relation with the Loomis–Sikorski representation by functions.
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1.1. Compressible groups
A unital group is a partially ordered Abelian group G with a positive cone G+ :=
{g ∈ G: 0 g} and with a distinguished element u ∈ G+ such that (1) u is an order unit,
i.e., for every g ∈ G there is a positive integer N such that g  Nu, and (2) the interval
E := {e ∈ G: 0 e u} generates G+ in the sense that, for every g ∈ G+, there is a finite
sequence e1, . . . , en of (not necessarily distinct) elements of E such that g =∑ni=1 ei . The
element u in G+ is called a (strong) unit of G, the interval E is called the unit interval
of G, and elements e ∈ E are called effects in G. If G is a unital group, then G is directed,
i.e., G = G+ −G+ [11, p. 4]. A group G is called an -group if G is lattice ordered.
Let G and H be unital groups with units u and v, respectively. An order-preserving
group homomorphism φ :G → H such that φ(u) = v is called a unital morphism. A unital
morphism φ :G → R, where R denotes the unital group of real numbers with strong unit 1,
is called a state on the unital group G. A state s is σ -additive if gi ↗ g implies s(gi) ↗
s(g). If G = {0} is a unital group with unit u, then the state space S(G,u) of G, i.e., the
set of all states on G, is a non-empty σ -convex set and, with the topology of pointwise
convergence, it forms a compact Hausdorff space [11, Propositions 6.2 and 6.5], which is
the closed convex hull of its extremal points. A state ω is discrete if ω(G) is an additive
cyclic subgroup of R [11, p. 70]. By [11, Theorem 4.14], G+ = {g ∈ G: 0  ω(g) ∀ω ∈
S(G,u)} iff G is Archimedean in the sense that, if g,h ∈ G, then ng  h for all positive
integers n implies g  0.
Let G be a unital group with unit u and unit interval E. A mapping J :G → G is called
a retraction if J is an order-preserving group endomorphism on G such that J (u)  u,
and for every effect e ∈ E, e  J (u) ⇒ J (e) = e. A retraction is necessarily idempotent,
i.e., J = J ◦ J . A retraction J is a compression if, for every element e ∈ E, J (e) = 0 ⇒
e + J (u) u [7].
Two retractions J and J ′ on G are said to be quasicomplementary if, for all g ∈ G+,
J (g) = 0 ⇔ J ′(g) = g and J (g) = g ⇔ J ′(g) = 0 [8]. If a retraction J has a quasicom-
plement J ′, then both J and J ′ are compressions. By [8], a compressible group is a unital
group G with unit u such that (1) if I and J are retractions on G, then I (u) = J (u) ⇒
I = J , and (2), every retraction J on G has a quasicomplementary retraction J ′ on G. If G
is a compressible group with unit u, then an element p ∈ G is called a projection if there
is a retraction (and hence a compression) Jp on G with p = J (u). Let P denote the set
of all projections on G. Clearly, we have P ⊆ E. If p ∈ P then u − p ∈ P and Ju−p is
the unique compression on G that is quasicomplementary to Jp . Partially ordered by the
restriction of the partial order on G, and with p → u − p as an orthocomplementation,
P forms an orthomodular poset [8]. Moreover, p ∈ P iff p is a sharp element of E, i.e.,
p ∧E (u− p) = 0.
In the sequel, we assume that G is a compressible group with unit u.
If p ∈ P , we define C(p) := {g ∈ G: g = Jp(g) + Ju−p(g)} and we say that g is
compatible with p if g ∈ C(p). Evidently, C(p) is a subgroup of G. If p,q ∈ P , we often
write the condition p ∈ C(q) in the form pCq . By [8, Theorem 5.4 and Corollary 5.6], if
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pCq ⇔ Jp ◦ Jq = Jq ◦ Jp ⇒ Jp ◦ Jq = Jp∧q .
If g ∈ G, we define the subspace CPC(g) of G by CPC(g) :=⋂{C(p): p ∈ P and
g ∈ C(p)}. That is, h ∈ CPC(g) iff h is compatible with every projection p with which g
is compatible. Further, we define C(P ) :=⋂{C(p): p ∈ P }, i.e., the elements of C(P )
are those that are compatible with every projection in P . If G = C(P ), we say that G is a
compatible group.
If g ∈ G, we put
P±(g) := {p ∈ P ∩ CPC(g): g ∈ C(p) and Ju−p(g) 0 Jp(g)}.
Each projection p ∈ P±(g) splits g into a “positive part” Jp(g) 0 and a “negative part”
Ju−p(g) 0. If P±(g) = ∅ for every g ∈ G, we say that the compressible group G has the
general comparability property [9]. The positive and negative parts of an element of G do
not depend on the choice of p.
Following [9,10], we say that G has the Rickart projection property (RPP for short) if
there is a mapping ′ :G → P , called the Rickart mapping, such that for all g ∈ G and all
p ∈ P ,
p  g′ ⇔ g ∈ C(p) and Jp(g) = 0.
If G has the RPP, then P is an orthomodular lattice. In fact, for p,q ∈ P , p′ = u − p and
p ∧ q = Jp(Jp(q ′)′) [9, Theorem 6.4].
Following [10], a compressible group (G,u) with general comparability and Rickart
projection property will be called a Rickart comgroup.
1.2. Dedekind σ -complete unital -groups and σ -MV algebras
A lattice ordered group G is Dedekind σ -complete if any non-empty countable subset
of G which is bounded above in G has a supremum in G. Equivalently, G is Dedekind
σ -complete iff every non-empty subset of G which is bounded below in G has an infimum
in G. Any Dedekind σ -complete -group is Archimedean [11, Proposition 9.7].
Let G and H be -groups with strong units u and v, respectively. By an -homo-
morphism h : (G,u) → (H,v) we mean a group homomorphism h :G → H that also
preserves the lattice structure and satisfies the condition h(u) = v. An -homomorphism h
is a σ --homomorphism if it preserves countable lattice operations.
We recall that an MV-algebra [3,12] is an algebra (M;⊕,∗ ,0), where ⊕ is an asso-
ciative and commutative binary operation on M having 0 as a neutral element, a unary
operation ∗ is involutive and such that a ⊕ 0∗ = 0∗ for all a ∈ M , and, in addition,
the Lukasziewicz identity a ⊕ (a ⊕ b∗)∗ = b ⊕ (b ⊕ a∗)∗ is satisfied for all a, b ∈ M .
MV-algebras were introduced by Chang [3] as the Lindenbaum–Tarski algebras for many-
valued logic. It was proved in [12], that MV-algebras are categorically equivalent with
unital -groups, where the functor Γ assigns to every -group (G,u) the MV-algebra
Γ (G,u) consisting of the unit interval [0, u] of G endowed with the operations g∗ = u−g
and g ⊕ h = u∧ (g + h). An element a ∈ M is an idempotent if a ⊕ a = a, and a is sharp
if a ∧ a∗ = 0. The idempotent and sharp elements in M coincide and form a Boolean
subalgebra B(M) of M .
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subset of M has a supremum in M . We note that an -group G with unit u is Dedekind
σ -complete iff Γ (G,u) is a σ -MV-algebra [11, Proposition 16.9].
A state on an MV-algebra M is a mapping m :M → [0,1] such that (1) m(1) = 1, and
(2) m(a ⊕ b) = m(a) + m(b) whenever a  b∗. A state m is σ -additive if ai ↗ a implies
m(ai) ↗ m(a). The state space S(M) of an MV-algebra M coincides with the state space
S(G,u), where (G,u) is the unital -group such that M ≡ Γ (G,u) [5, Theorem 7.1.23].
Extremal points in S(M) coincide with the state morphisms, i.e., MV-algebra homomor-
phisms from M to Γ (R,1), the unit interval [0,1] of the unital group R with unit 1, which
can be considered as an MV-algebra with a∗ = 1 − a and a ⊕ b = min(a + b,1), see
[5, Theorem 7.1.1].
The following definition [5, p. 465] plays an important role in the sequel.
Definition 1.1. A g-tribe is a non-void system of bounded functions Tg on a set X = ∅ such
that
(i) 0X,1X ∈ Tg ;
(ii) f ± g ∈ Tg whenever f,g ∈ Tg ;
(iii) if (fn)n is a sequence of elements from Tg for which there is f ∈ Tg with fn  f
(pointwise) for all n 1, then supn fn ∈ Tg .
Observe that a g-tribe Tg (here g stands for a group) with respect to the point-
wise ordering is a Dedekind σ -complete -group with a strong unit 1X . In addition,
T := Γ (Tg,1X) := {f ∈ Tg: 0X  f  1X} is a σ -MV-algebra, called the tribe of fuzzy
sets. It plays an important role in the fuzzy-set theory as a natural generalization of the
σ -algebra of sets. The set B(Tg) = B(T ) = {A ⊆ X: χA ∈ Tg} is a σ -algebra of subsets
of X. According to the Butnariu and Klement theorem [1], every function f in a tribe
T is B(T )-measurable and every σ -additive state m on T has an integral representation
m(f ) = ∫
X
f (x)dP (x), where P(A) := m(χA) is a probability measure on B(T ).
According to [6], the following extension of the Butnariu and Klement theorem holds:
every f ∈ Tg is B(Tg)-measurable, and m(f ) =
∫
X
f (x)P (dx), where P is the probabil-
ity measure on B(Tg) defined by P(A) = m(χA). We note that the first statement easily
follows by the fact that for every f ∈ Tg we have f = f1 − f2 with f1, f2  0, and every
non-negative f can be written as f = f1 + · · · + fn with fi ∈ [0X,1X], i = 1,2, . . . , n,
and the latter functions are B(Tg)-measurable by the Butnariu and Klement theorem.
Generalizations of the Loomis–Sikorski theorem for σ -MV algebras were proved in
[4] and [13], independently (see also [2] for an alternative proof), and for Dedekind
σ -complete -groups with strong unit in [4], for a survey see [5]. A non-commutative
generalization of the Loomis–Sikorski theorem can be found in [17].
Theorem 1.2 [5, Theorem 7.1.22]. For every σ -complete MV-algebra M there exists a
tribe T of fuzzy sets and a σ -MV-homomorphism η from T onto M .
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strong unit u there exists a g-tribe Tg of bounded functions on a compact Hausdorff space
Ω and a σ --homomorphism η from Tg onto G with η(1Ω) = u.
We note that the space Ω in Theorem 1.3 is the set ExtS(G,u) of all extremal points
in the state space S(G,u). Let C(Ω) be the set of all continuous functions on the compact
space Ω . Set
D = {f ∈ C(Ω): f (ω) ∈ ω(G) for all discrete states ω ∈ Ω}.
According to [11, Corollary 9.14], the mapping g → gˆ from G → C(Ω), defined by
gˆ(ω) := ω(g), defines an isomorphism of (G,u) onto (D,1Ω) (as ordered groups with
order units).
Let Tg be the g-tribe generated by D. For f ∈ Tg , let N(f ) := {ω ∈ Ω: f (ω) = 0} de-
note the support of f . It can be proved that for every element f ∈ Tg , there is exactly one
g ∈ G for which N(f − gˆ) is a meager subset of the basically disconnected compact Haus-
dorff space Ω , and for every f ∈ Tg , η(f ) = η(gˆ) = g iff N(f − gˆ) = {ω ∈ Ω: f (ω) =
gˆ(ω)} is a meager set. Moreover, the set of extremal states in S(G,u) is homeomorphic
with the set of extremal states on the σ -MV-algebra Γ (G,u), and the restriction of η to the
mapping Γ (η) :Γ (Tg,1Ω) → Γ (G,u) yields the Loomis–Sikorski theorem for Γ (G,u).
2. Spectral resolutions in unital Dedekind σ -complete -groups and σ -MV algebras
Let the couple (G,u) denote a Dedekind σ -complete Abelian -group with unit u.
A triple (Ω,Tg, η), where Ω is a non-empty set, Tg is a g-tribe of bounded real func-
tions defined on Ω , and η is a surjective σ --homomorphism from (Tg,1) onto (G,u),
will be called a representation of (G,u). Further, B(G) will denote the Boolean σ -algebra
of all idempotents in the MV-algebra Γ (G,u). The set B(Tg) = {A ⊆ Ω: χA ∈ Tg} is a σ -
algebra of subsets of Ω . We will often set η(A) := η(χA). Let B(R) denote the σ -algebra
of Borel subsets of R. For every f ∈ Tg and X ∈ B(R), we have η(f−1(X)) ∈ B(G), owing
to the B(Tg)-measurability of f .
A representation (Ω,Tg, η) will be called regular if the following condition is satisfied:
η(f ) = 0 if and only if η(χN(f )) = 0. (1)
We will call the triple (Ω, Gˆ, η), arising in the proof of the Loomis–Sikorski Theo-
rem 1.3, the canonical representation of (G,u). Recall that Ω = ExtS(G,u). For g ∈ G,
the symbol gˆ will denote the function gˆ :Ω → R defined by gˆ(ω) = ω(g), and B(Gˆ) will
denote the σ -algebra of all subsets of Ω whose characteristic functions belong to Gˆ. By
construction, the canonical representation is regular.
Lemma 2.1. Let (Ω,Tg, η) be a regular representation of (G,u). Then η maps B(Tg) onto
B(G).
Proof. Since η preserves lattice operations, we clearly have η(B(Tg)) ⊆ B(G). Assume
that a ∈ B(G). By surjectivity of η, there is f ∈ Tg such that η(f ) = a. Put g = 0 ∨
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Since η restricted to Γ (Tg,1) is a σ -MV algebra homomorphism, we have η(g) = a =
a ⊕ a = η(min(g + g,1)). Then {x ∈ Ω: g(x) = min(g + g,1)(x)} = {x: g(x) = 1} ∪
{x: g(x) = 0}. By regularity of the representation, {x: g(x) = min(g + g,1)(x)} ∈ ker(η).
Put A := {x: g(x) = 1}. Then {x: g(x) = χA(x)} = {x: g(x) = 0} ∩ {x: g(x) = 1} ∈
ker(η). This entails η(g) = η(χA) = a, where A ∈ B(Tg). 
The following theorem is a generalization of [14, Theorem 3.1].
Theorem 2.2. Let G be a unital Dedekind σ -complete -group with unit u. Let (Ω,Tg, η)
be a regular representation of (G,u). To every g ∈ G, there exists a σ -homomorphism
Λg :B(R) → B(G) such that g → Λg is a one-to-one correspondence, and for every
σ -additive state m on G we have
m(g) =
∫
R
λm
(
Λg(dλ)
)
. (2)
Proof. Take g¯ ∈ Tg such that η(g¯) = g, and define, for X ∈ B(R),
Λg(X) := η
(
g¯−1(X)
)
.
Evidently, Λg :B(R) → B(G) is a σ -homomorphism of Boolean σ -algebras.
Let f ∈ Tg be another element such that η(f ) = g. Then f−1(X)∆g¯−1(X), where
∆ is the set-theoretical symmetric difference, is a subset of N(f − g¯) that belongs to
ker(η). Therefore η(g¯−1(X)) = η(f−1(X)), which proves that Λg does not depend on the
representative of g in Tg .
Assume that, for g,h ∈ G, we have Λg = Λh, that is, for every X ∈ B(R), and g¯, h¯ ∈ Tg
with η(g¯) = g, η(h¯) = h, we have η(g¯−1(X)) = η(h¯−1(X)), hence g¯−1(X)∆h¯−1(X) be-
longs to ker(η). Notice that for f, k ∈ Tg , denoting by Di the interval (−∞, i], where i is
any rational number, we have
N(f − k) = {ω ∈ Ω: f (ω) = k(ω)}
=
∑
i
(
f−1(Di)∩ k−1
(
Dci
)∪ f−1(Dci )∩ k−1(Di))
=
∑
i
f−1(Di)∆k−1(Di).
This implies that N(g¯ − h¯) belongs to ker(η), and hence g = h.
Let m be a σ -additive state on G. Define mˆ :Tg → R by mˆ(f ) = m(η(f )). If η(f ) = 0,
then mˆ(f ) = 0, hence ker(mˆ) ⊇ ker(η). Since m is a σ -additive state and η is a σ --
homomorphism, mˆ is σ -additive state vanishing on the kernel of η.
For every g ∈ G we have m(g) = mˆ(g¯), where η(g¯) = g. From the integral rep-
resentation of mˆ and the integral transformation theorem, we get for every f ∈ Tg ,
mˆ(f ) = ∫
Ω
f (ω) mˆ(dω) = ∫
R
λmˆ (f−1(dλ)). That is, m(g) = ∫
R
λm(η(g¯−1(dλ)) =∫R
λm(Λg(dλ)). 
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a Tg-spectral representation of G. The Gˆ-spectral representation of G, defined by the
canonical representation (Ω, Gˆ, η) will be called the canonical spectral representation
of G. An analogous terminology is used for spectral representations of σ -MV-algebras
(see [14]). By a terminology borrowed from physics, Λg is also called a real observable
on B(G).
For any spectral representation and every g ∈ G, the observable Λg is uniquely de-
fined by the one-parameter family (Pg,λ)λ∈R, where Pg,λ := Λg((−∞, λ]), λ ∈ R. The
family (Pg,λ)λ∈R will be called the spectral resolution for g. For every g ∈ G, its spectral
resolution (Pg,λ)λ satisfies the following conditions (we write Pλ instead of Pg,λ if g is
understood):
(i) λ µ ⇒ Pλ  Pµ.
(ii) ∧λ<µ Pµ = Pλ.
(iii) ∃α,β ∈ R, Pα = 0, Pβ = u.
According to Theorem 2.2, every regular representation of (G,u) gives rise to a spectral
resolution (Pg,λ)λ for every element g ∈ G. In particular, the spectral resolutions obtained
from the canonical representation (Ω, Gˆ, η), Ω = Ext(S(G,u)), will be called the canon-
ical spectral resolutions of elements of G.
3. Compressions on unital Dedekind σ -complete -groups
Let G be a unital Dedekind σ -complete -group with unit u. Recall that e ∈ G is called
a characteristic element if e ∈ E and e ∧G (u − e) = 0. It is easy to see that for e ∈ E,
e ∧G (u− e) = 0 iff e ∧E (u− e) = 0.
Notice that for every p ∈ P , and e ∈ E, we have e = p ∧ e + (u − p) ∧ e. Indeed,
e  p + (u − p) = u implies that e = x + y with x  p, y  u − p, so that e  p ∧ e +
(u−p)∧e. Let z ∈ E be such that e+z = p∧e+ (u−p)∧e. By the Riesz decomposition
property, e = w11 +w12, z = w21 +w22, p ∧ e = w11 +w21, (u− p)∧ e = w12 +w22. It
follows that w21  w12  (u − p) and w22  w11  p, and since we also have w21  p,
w22  (u − p), we get w21 = w22 = 0, hence z = 0. Similarly we prove that if e, f ∈ E
with e + f ∈ E, then p ∧ (e + f ) = (p ∧ e)+ (p ∧ f ).
Proposition 3.1. For every projection p, define a mapping Jp :E → E by Jp(e) = p ∧ e.
This mapping extends to a compression on G with a quasicomplement Ju−p .
Proof. First observe that if e, f ∈ E with e + f ∈ E, then Jp(e + f ) = p ∧ (e + f ) =
p ∧ e + p ∧ f = Jp(e)+ Jp(f ).
Let g ∈ G+, and let g = g1 + · · · + gn, g = h1 + · · · + hm be two decompositions of
g into elements in E. Define Jp(g) =∑ni=1 p ∧ gi . By the Riesz decomposition prop-
erty, there are elements wij ∈ E, 1  i  n, 1  j  m, such that gi =∑mj=1 wij , 1 ∑ ∑ ∑ ∑
i  n, hj = ni=1 wij , 1  j  m. Then Jp(g) = ni=1 p ∧ gi = ni=1 mj=1 p ∧ wij =
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j=1
∑n
i=1 p ∧ wij =
∑m
j=1 p ∧ hj . This implies that Jp(g) is well defined for g ∈ G+.
Obviously, Jp :G+ → G+ is additive.
If g ∈ G, g = h − k, h, k ∈ G+, define Jp(g) = Jp(h) − Jp(k). If h − k = h1 − k1
with h1, k1 ∈ G+, then h+ k1 = h1 + k imply that Jp(h)+ Jp(k1) = Jp(h1)+ Jp(k), and
hence Jp(g) = Jp(h) − Jp(k) = Jp(h1) − Jp(k1). Hence Jp :G → G is a well-defined
order preserving group endomorphism.
Moreover, Jp(u) = p, and 0  a  Jp(u) implies Jp(a) = p ∧ a = a. If a ∈ E and
Jp(a) = 0, then p ∧ a = 0 implies a  u− p, so that a + Jp(u) = a + p  u. This entails
that Jp is a compression. Clearly, the quasicomplement of Jp is Ju−p . 
Let e be a characteristic element of (G,u) and let H be the convex subgroup of G
generated by e and let K be the convex subgroup of G generated by u − e. Then G =
H ⊕ K as an ordered group [11, Lemma 8.2], and let pe be the projection of G onto H
with kernel K . From [11, Proposition 8.3], it can be derived that pe coincides with Je
on E, and hence on the whole G. It follows that for all g ∈ G, g = Je(g) + Ju−e(g) for
every e ∈ P , hence G is a compatible group. Therefore the notion of general comparability
from [9] coincides with the definition of general comparability in [11, p. 131], and by [11,
Theorem 9.9], (G,u) has general comparability. Moreover, by [8, Theorem 3.5], (G,u) is a
compressible group. The set of projections P coincides with the set B(G) of characteristic
elements of (G,u), which is a Boolean σ -algebra [11, Theorem 8.7].
In particular, for a g-tribe we obtain the following characterization of compressions,
which can be extended, using the Loomis–Sikorski representation, to all unital Dedekind
σ -complete -groups.
Theorem 3.2. Let (Tg,1X) be a g-tribe of functions on a set X, considered as a Dedekind
σ -complete -group with unit 1X . For every projection p = χA, A ∈ B(Tg), and every
f ∈ Tg , the function χA.f ∈ Tg , and Jp(f ) = χA.f .
Proof. If 0  f  1X , then χA.f = χA ∧ f ∈ Tg . If f ∈ T +g , then f = f1 + · · · + fn,
0X  fi  1X , i  n, and hence χA.f =∑ni=1 χA.fi =∑ni=1 χA ∧ fi ∈ Tg . Moreover,
Jp(f ) =∑ni=1 Jp(fi) =∑ni=1 χA ∧ fi =∑ni=1 χA.fi = χA.f . If f = h − k with h, k ∈
T +g , then χA.f = χA.h− χA.k = Jp(h)− Jp(k) = Jp(f ) ∈ Tg . 
Corollary 3.3. Let (G,u) be a Dedekind σ -complete -group with unit u and let (X,Tg, η)
be a regular representation of (G,u). Then for every projection p ∈ P and every g ∈ G,
Jp(g) = η(χA.g¯), where p = η(χA) and g = η(g¯).
4. The Rickart projection property and uniqueness of spectral decompositions
Let (G,u) be a Dedekind σ -complete -group with unit u. Recall that for g ∈ G,
{ }P±(g) = p ∈ P : Ju−p(g) 0 Jp(g) ,
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set P±(g) = ∅. Moreover, the elements g+ := Jp(g) and g− := −Ju−p(g) are uniquely
defined, independently of the choice of p [9].
Theorem 4.1. Let (G,u) be a Dedekind σ -complete -group with unit u, and let (Ω,Tg, η)
be any regular representation of (G,u). For any g ∈ G, choose g¯ ∈ Tg such that g = η(g¯).
Put p0(g) := η(g¯−1(−∞,0]). Then
(1) u− p0(g) ∈ P±(g),
(2) p ∈ P±(g) ⇔ u− p0(g) p.
That is, u−p0(g) is the smallest element in P±(g). In particular, p0(g) is uniquely deter-
mined by g and does not depend on the choice of the representation.
Proof. (1) Put A := {ω ∈ Ω: g¯(ω)  0}, then p0(g) = η(A), and u − p0(g) = η(Ac) =
η({ω ∈ Ω: g¯(ω) > 0}). By Corollary 3.3, Ju−p0(g)(g) = η(χAc .g¯), where (χAc .g¯)(ω) =
(g¯ ∨ 0)(ω)  0. Therefore Ju−p0(g)(g)  0. Similarly, Ju−(u−p0(g))(g) = Jp0(g)(g) =
η(χA.g¯), where χA.g¯ = g¯ ∧ 0 0, hence Jp0(g)(g) 0.
(2) Let q ∈ P±(g), and let u− q = η(χB). Then Ju−q(g) = η(χB.g¯) 0, consequently
{ω ∈ Ω: (χB.g¯)(ω) > 0} = B ∩ Ac belongs to ker(η). This yields that u − q = η(B) =
η(B ∩A) = (u− q)∧ p0(g), that is, u− p0(g) q . 
Theorem 4.2. Let G be a Dedekind σ -complete -group with unit u. Let (Ω,Tg, η) be a
regular representation of (G,u). For every g ∈ G, choose g¯ ∈ Tg with η(g¯) = g and put
g′ := η(ker(g¯))= η({ω ∈ Ω: g¯(ω) = 0}). (3)
Then g → g′ is a Rickart mapping and G has the Rickart projection property.
Proof. We have to prove that for p ∈ P,p  g′ ⇔ Jp(g) = 0.
Let p ∈ P , p  g′, and assume that p = η(X), X ∈ B(Tg). This entails η(X) 
η(ker(g¯)), hence X \X ∩ ker(g¯) belongs to ker(η). Therefore Jp(g) = η(χX.g¯) = 0.
Conversely, if Jp(g) = 0, then {ω ∈ Ω: (χX.g¯)(ω) = 0} belongs to ker(η), whence p =
η(X) = η(X ∩ ker(g¯))+ η(X ∩ ker(g¯)c) = η(X)∧ η(ker(g¯)) = p ∧ g′, hence p  g′. 
Theorem 4.2 implies that (G,u) is a Rickart comgroup, therefore we can apply results of
[9] and [10]. Following [10, Definition 4.2], we define the following elements. For g ∈ G,
if λ ∈ Q, choose m,n ∈ Z with n > 0 and λ = m/n. Define
pg,λ :=
(
(ng −mu)+)′ and dg,λ := (ng −mu)′. (4)
By [10, Lemma 4.1], pg,λ and dg,λ are well defined elements of P = B(G), which do
not depend on the choice of m,n. The family of projections (pg,λ)λ∈Q is called the rational
spectral resolution for g ∈ G. The projection dg,λ is called the λ-eigenprojection for g. If
λ ∈ Q and dg,λ = 0, we say that λ is a rational eigenvalue of g. If g is understood, we write
pλ and dλ rather than pg,λ and dg,λ.
Since the Rickart mapping g → g′ does not depend on the choice of a representation, in
what follows we use the canonical spectral representation g → Λg .
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dλ = Λg(λ).
Proof. We have
( ̂ng −mu)+−1(0) = (sup(ngˆ −m.1,0))−1(0) = {ω ∈ Ω: (ngˆ −m.1)(ω) 0}
=
{
ω ∈ Ω: gˆ(ω) m
n
}
= gˆ−1(−∞, λ].
Therefore
pλ =
(
(ng −mu)+)′ = η(( ̂ng −mu)+−1(0))= η(gˆ−1(−∞, λ])= Λg(−∞, λ].
Similarly,
dλ = (ng −mu)′ = η
(
̂(ng −mu)−1(0))= η
{
ω ∈ Ω: gˆ(ω) = m
n
}
= η
(
gˆ−1
{
m
n
})
= Λg
(
m
n
)
. 
Theorem 4.4. Let G be a Dedekind σ -complete -group with unit u. For every g ∈ G,
the spectral resolution (pg,λ)λ∈R, and hence the observable Λg , is uniquely defined. Con-
versely, every element g ∈ G is uniquely determined by the observable Λg .
Proof. For every rational λ, pg,λ is uniquely defined as the Rickart projection of the el-
ement (ng − mu)+, where λ = m/n, m,n ∈ Z, n > 0. By right continuity, the spectral
resolution (pg,λ)λ∈R for g is uniquely determined by the rational spectral resolution for g.
On the other hand, each element g ∈ G is uniquely determined by its rational spectral
resolution (pg,λ)λ∈Q by [10, Corollary 4.8]. 
Since the restriction of the canonical representation of (G,u) to elements in M =
Γ (G,u) is a canonical representation of the MV-algebra M , we obtain the following state-
ment.
Corollary 4.5. Let M be a σ -MV-algebra. For every a ∈ M , the spectral resolution
(pa,λ)λ∈R, and hence the observable Λa is uniquely defined. Conversely, every element
a ∈ M is uniquely determined by the observable Λa .
5. Functional calculus and spectrum of observables
5.1. Functional calculus
Let L be a Boolean σ -algebra, (Xi,Si ), i = 1,2, be measurable spaces, and let ξi :
Si → L, i = 1,2, be observables. We say that ξ2 is a function of ξ1 if there is a measurable
function f :X1 → X2 such that for every F ∈ S2, ξ2(F ) = ξ1 ◦ f−1(F ). If (X2,S2) =
(R,B(R)), then according to [16, Theorem 1.4], ξ2 is a function of ξ1 iff the range of ξ2
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that if g :X1 → R is another measurable function such that ξ2(F ) = ξ1 ◦ g−1(F ) for all
F ∈ S2, then ξ1({x ∈ X1: f (x) = g(x)}) = 0.
Theorem 1.6 in [16] enables us to introduce a functional calculus for real observ-
ables associated with a Boolean σ -algebra L, which assigns, to any real observables ξi ,
i = 1,2, . . . , n, associated with L and any Borel function φ :Rn → R, a well-defined
real observable associated with L, which is called the φ-function of the observables ξi ,
i = 1, . . . , n, and is denoted by φ(ξ1, ξ2, . . . , ξn).
Moreover, let ξn, ξ be real observables associated with L. According to [15, Defini-
tion 6.1.2], we say that the sequence (ξn)n converges to ξ everywhere if for every  > 0,
lim infn(ξn − ξ)(−, ) = 1. Theorem [15, Theorem 6.1.3] gives a characterization of
everywhere convergence.
The proof of the following theorem is analogous to the proof of Theorem 5.3 in [14].
Theorem 5.1. Let (G,u) be a Dedekind σ -complete -group with unit u. For g ∈ G, let
Λg be the corresponding observable. Then for every g,h ∈ G, the following hold:
(i) Λg+h = Λg +Λh,
(ii) Λg∨h = Λg ∨Λh,
(iii) Λg∧h = Λg ∧Λh,
where the observables on the right-hand side are defined by the functional calculus. More-
over, if (gi)i is a sequence of elements of G, then gi ↗ g if and only if Λgi → Λg
everywhere.
5.2. The spectrum
In this sequel, we compare the spectrum of an element g of G and the spectrum of the
corresponding observable Λg , and we will show that they coincide.
Let G be a Dedekind σ -complete -group with unit u. In accordance with [11, Proposi-
tion 4.7] and [10, Definition 3.10], define, for g ∈ G, the spectral lower and upper bounds,
Lg and Ug , respectively, by
Lg := sup
{
m
n
: m,n ∈ Z, 0 < n, mu ng
}
,
Ug := inf
{
m
n
: m,n ∈ Z, 0 < n, ng mu
}
.
Moreover, an order-unit norm on G is defined by putting, for all g ∈ G,
‖g‖u := inf
{
k
n
: k,n ∈ N and −ku ng  ku
}
.
From [11, Proposition 4.7], the following statements can be deduced for every g ∈ G:
(i) −∞ <Lg Ug < ∞.
(ii) s ∈ S(G,u) ⇒ Lg  s(g)Ug .
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(iv) ‖g‖u = max{|Lg|, |Ug|} = sup{|s(g)|: s ∈ S(G,u)}.
(See also [10, Theorem 3.11].)
Let g ∈ G. According to [10, Definition 5], we say that ρ ∈ R belongs to the resolvent
set of g if there is an open interval I ⊆ R with ρ ∈ I such that pλ,λ ∈ Q, is constant on
I ∩ Q, i.e., for all λ,µ ∈ Q ∩ I , pλ = pµ. If there is a positive real number  such that
pλ,λ ∈ Q, is constant on each of the open intervals (ρ − ,ρ) ∩ Q and (ρ,ρ + ) ∩ Q,
we say that ρ belongs to the relative resolvent set of g. The spectrum of g, in symbols
spect(g), is defined to be the complement in R of the resolvent set of g.
On the other hand, by [16, p. 47], spectrum of a real observable ξ associated with the
Boolean σ -algebra B(G) with the unit element u, is the smallest closed set C such that
ξ(C) = u. The real numbers λ ∈ spect(ξ) are called the spectral values of ξ . A real number
λ is said to be a strict value of ξ , or an eigenvalue of ξ , if ξ({λ}) = 0. A strict value is a
spectral value, the converse need not be true. We have λ ∈ spect(ξ) iff for every open set
U containing λ, ξ(U) = 0. The resolvent set is the complement in R of spect(ξ), that is,
res(ξ) =⋃{U,U open: ξ(U) = 0}.
Theorem 5.2. Let (G,u) be a Dedekind σ -complete -group with unit u. For every g ∈ G,
let Λg be the corresponding observable. Then for every g ∈ G and ρ ∈ R, ρ ∈ res(g) if
and only if ρ ∈ res(Λg). Consequently, spect(g) = spect(Λg).
Proof. Let ρ ∈ res(g). Then there exists an open interval I with ρ ∈ I , such that pλ (λ ra-
tional) is constant on I . Choose λ,µ ∈ I ∩ Q such that λ < ρ < µ, then (λ,µ) is an open
interval containing ρ and Λg(λ,µ) = Λg(−∞,µ] −Λg(−∞, λ] = 0, hence ρ ∈ res(Λg).
Conversely, let ρ ∈ res(Λg). The there is  > 0 with Λg(ρ − ,ρ + ) = 0. Choose any
λ,µ ∈ (ρ − ,ρ + ) ∩ Q, λ < ρ < µ. Then ρ ∈ (λ,µ) ⊆ (ρ − ,ρ + ), hence Λg(λ,µ)
= 0. This entails that Λg(−∞, λ] = Λg(−∞,µ], hence pλ = pµ. 
Since for all g ∈ G, gˆ is continuous, and Ω = Ext(S(G,u)) is compact, there are
k,K ∈ R such that
k = min{gˆ(ω): ω ∈ Ω}, K = max{gˆ(ω): ω ∈ Ω}.
Assume m,n ∈ Z, n > 0. Then k = sup{m/n: ngˆ  m} and K = inf{m/n: ngˆ  m}.
Since ngˆ m iff ng mu (indeed, ngˆ m implies nη(gˆ)mη(uˆ), hence ng mu, and
conversely, ng mu implies that for all ω ∈ Ext(S(G,u)), nω(g)mω(u), which yields
ngˆ m), and similarly ngˆ m iff ng mu, we may conclude that k = Lg and K = Ug .
Consequently, ‖g‖u = sup{|gˆ(ω)|: ω ∈ Ω}.
Proposition 5.3. Let g ∈ G, ρ ∈ R. Then:
(i) If ρ ∈ spect(g), then ρ ∈ ran(gˆ), where ran(gˆ) = {gˆ(ω): ω ∈ Ω} is the range of gˆ.
(ii) If ρ is an isolated point of ran(gˆ) then ρ belongs to the relative resolvent set of g, and
ρ ∈ spect(g) if and only if ρ is an eigenvalue of g.
(iii) g is a projection if and only if gˆ is a characteristic function.
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= η(gˆ−1(ρ − ,ρ + )). It follows that for every n ∈ N, gˆ−1(ρ − 1/n,ρ + 1/n) = ∅. Then
there is a sequence (ωn)n such that gˆ(ωn) ∈ (ρ −1/n,ρ+1/n). Since Ω is compact, there
is a subsequence (ωkn)n such that ωkn → ω for some ω ∈ Ω . Since gˆ is continuous, we get
gˆ(ω) = ρ.
(ii) If ρ is an isolated point in ran(gˆ), then there is a positive number  such that
gˆ−1(ρ − ,ρ) = ∅ and gˆ−1(ρ,ρ + ) = ∅. If λ < µ are rational numbers in (ρ − ,ρ)
or in (ρ,ρ + ), then η(gˆ−1(λ,µ]) = 0. It follows that pλ = η(gˆ−1(−∞, λ]) is constant
on (ρ − ,ρ) and on (ρ,ρ + ), hence ρ belongs to the relative resolvent set of g. If
ρ ∈ spect(g) = spect(Λg), then for every δ > 0, η(gˆ−1(ρ − δ,ρ + δ)) = 0. Choosing δ < 
yields η(gˆ−1({ρ})) = 0, hence ρ is an eigenvalue of g (equivalently, of Λg).
(iii) Recall that g is a projection iff g ∈ B(G) iff 0  g  u and g ∧ (u − g) = 0.
Assume that g is a projection. Since every ω ∈ Ext(S(G,u)) is a state morphism, we have
gˆ(ω) = ω(g) ∈ [0,1], and 0 = ω(g ∧ (u − g)) = inf(gˆ(ω), (1 − gˆ)(ω)), for all ω ∈ Ω ,
which implies that ran(gˆ) ⊆ {0,1}. It follows that gˆ is a characteristic function. Conversely,
if gˆ is a characteristic function, then for all ω, 0 gˆ(ω) 1 and inf(gˆ(ω), (1− gˆ)(ω)) = 0.
Now g = η(gˆ) yields the desired result. 
From the above considerations, we obtain the following (see also [10, Theorem 5.9]).
Theorem 5.4. Let (G,u) be a Dedekind σ -complete -group with unit u. Then:
(i) spect(g) ⊆ [0,∞) if and only if g  0 if and only if ran(gˆ) ⊆ [0,∞).
(ii) spect(g) ⊆ [0,1] if and only if 0 g  u (i.e., g ∈ E) if and only if ran(gˆ) ⊆ [0,1].
(iii) spect(g) ⊆ {0,1} iff g is a projection (i.e., g ∈ P = B(G)) if and only if gˆ is a char-
acteristic function.
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