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51. Introduction
It was H.Widom who ”elegantly” proved in 1976 in [11] a more exact version of Szego¨’s
Theorem:
Theorem 1.1. Let a ∈ W ∩ B
1/2
2 and let Ω be an open set which contains sp T (a). If f is
analytic in Ω, then
trf(Tn(a)) = nGf (a) + Ef (a) + o(1),
as n −→∞, where Gf (a) and Ef (a) are certain constants. We have
Gf (a) = (f(a))0 =
1
2pi
∫ 2pi
0
f(a(eiθ))dθ.
Furthermore, if a is absolutely continuous, then
Ef (a) =
1
4pi2
∞∑
k=1
∫ 2pi
0
∫ 2pi
0
sin(k(θ1 − θ2))
f(a(eiθ1)− f(a(eiθ2))
a(eiθ1)− a(eiθ2)
(a′(eiθ2)− a′(eiθ1))dθ1dθ2.
In case when f = ln, at the left hand side we actually get the logarithm of the determinant
of the truncated Toeplitz matrix Tn(a). We will denote this determinant by Dn(a). In the
same paper the matrix version of this theorem was also proved:
Theorem 1.2. Let a be a matrix function in (W ∩B
1/2
2 )N×N and suppose T (a) is Fredholm
of index zero. Then det a has a continuous logarithm log det a on T, T (a−1)T (a) − I is a
trace class operator on l2N , and
lim
n−→∞
Dn(a)/G(a)
n = E(a),
where
Gln(a) := G(a) = exp(log det a)0,
Eln(a) := E(a) = detT (a
−1)T (a).
At the present moment, probably, there was no ’good’ expression as in Theorem 1.1 for
Ef (a) in case N > 1. Even in case N = 1 this expression does not seem to be very efficient
for computation.
In this paper we present a new way of proof of Szego¨-type theorems. The idea of the
proof is based on the construction of ”almost” inverse operator to Tn(a), which is close to
the inverse operator in trace norm(these ”almost” inverses are well-known). This way of
proof gives the possibility to write another representation for Ef (a), and in the scalar case
to receive a shorter representation. Another observation is that the convergence in these
theorems is strongly dependent on the smoothness of function a.
Main results are Proposition 6.9 and Theorems 8.3, 8.4, 9.2.
2. Convolution, Toeplitz and Hankel operators: definitions and simple
properties
We denote by l2(Z) a Hilbert space of sequences of complex numbers, which are square
summable. Further let T = {z ∈ C : |z| = 1} be a unit circle in C. Let L2(T) denote the set
of equivalence classes of complex functions on T which are square summable with usual norm
‖·‖2, let L
∞(T) denote the set of equivalence classes of essentially bounded functions on T,
with a usual norm ‖·‖∞. For a given sequence of complex numbers {an}n∈Z we consider a
convolution operator L({an}) : l
2(Z) −→ l2(Z)
(L({an})x)k =
∑
n∈Z
anxk−n.
It is well known that
6Theorem 2.1. The convolution operator L({an}) generates a bounded operator on l
2(Z) if
and only if there is a function a ∈ L∞(T) such that {an}n∈Z is a sequence of the Fourier
coefficients of a:
ak =
1
2pii
∫
T
a(t)
tk+1
dt.
In this case ‖L({an})‖ = ‖a‖∞.
The function a is usually called the symbol. In view of this theorem further we will write
L(a) instead of L({an}).
Convolution operator has the following property L(ab) = L(a)L(b) for all a, b ∈ L∞(T).
We denote by P the following projector
P : l2(Z) −→ l2(Z), (Px)k =
{
xk, k ≥ 0
0, k < 0.
Let Q = I − P , where I is the identity operator on l2(Z).
We introduce a subspace l2(N0) of l
2(Z), where N0 = N ∪ {0}, as
l2(N0) =
{
x ∈ l2(Z) : Px = x
}
.
P will play a role of identity on l2(N0). In the space l
2(N0), for a ∈ L
∞(T) we consider an
operator
T (a) = PL(a)P,
which is called a Toeplitz operator. One can prove that ‖T (a)‖ = ‖a‖∞.
We also want to consider so-called block Toeplitz matrices, which act in the space l2N(Z)
of sequences of N -dimensional vectors:
l2N(Z) =
{
{xn}n∈Z ⊂ C
N :
∑
n∈Z
‖xn‖
2 <∞
}
,
with the Euclidean norm in CN :
‖x‖ =
√√√√ N∑
i=1
|xi|2, ∀x ∈ C
N .
For a given sequence {an} of complex N×N matrices we introduce as above the convolution
operator L({an}).
We denote by L∞N×N (T) the algebra of all N × N matrix functions on T, with elements
from L∞(T), for a ∈ L∞N×N (T) by ‖a‖∞ we denote the norm of multiplication by a operator,
which acts in L2N(T), here L
2
N(T) denotes the direct sum on N copies of L
2(T) with the
norm
‖f‖ =
√√√√ N∑
i=1
‖fi‖
2
2, f = (f1, ..., fN ) ∈ L
2
N(T).
A similar to 2.1 theorem can be proved, and that is why we will also write L(a) instead of
L({an}), where a ∈ L
∞
N×N(T) is the function, which Fourier coefficients coincide with {an}.
Operators P , Q and T (a) we define analogously as in the scalar case. Again it can be
proved that ‖T (a)‖ = ‖a‖∞, for details see [7].
To introduce a Hankel operator, we present a flip operator
J : l2N(Z) −→ l
2
N(Z), (Jx)k = x−k−1.
It is clear that J2 = I and PJ = JQ, QJ = JP , Q = JPJ .
We denote by H(a), for a ∈ L∞N×N(T), the Hankel operator:
H(a) : l2N(N0) −→ l
2
N(N0), H(a) = PL(a)JP.
7Since the above mentioned properties of J , Q and P , we can rewrite the last representation
so H(a) = PJJL(a)JP.
If we assign to each function a ∈ L∞N×N(T) a function a˜(t) := a(
1
t
), then it is easy to check
that
L(a˜) = JL(a)J, or L(a) = JL(a˜)J.
Thus H(a) = PJL(a˜)P , and then H(a˜) = PJL(a)P .
Obviously ‖H(a)‖ ≤ ‖a‖∞, but one can show that
‖H(a)‖ = inf
{
‖b‖∞ | b ∈ L
∞
N×N(T) : H(b) = H(a)
}
.
The following Proposition reveals the connection between Toeplitz and Hankel operators:
Proposition 2.2. Let a, b ∈ L∞N×N(T), then
T (ab) = T (a)T (b) +H(a)H(b˜),
H(ab) = T (a)H(b) +H(a)T (b˜).
We consider the sets
H∞N×N(T) =
{
a ∈ L∞N×N(T) : an = 0, for n < 0
}
,
H∞N×N(T) =
{
a ∈ L∞N×N(T) : an = 0, for n > 0
}
.
Obviously, if a ∈ H∞N×N then H(a) = 0. From this fact follows the following
Proposition 2.3. Let a− ∈ H∞N×N(T), b ∈ L
∞
N×N(T), c+ ∈ H
∞
N×N(T), then
T (a−bc+) = T (a−)T (b)T (c+),
H(a−bc˜+) = T (a−)H(b)T (c+).
Corollary 2.4. Let a±1+ ∈ H
∞
N×N(T) and a
±1
− ∈ H
∞
N×N(T). Then T (a±) is invertible in
l2N(N0) and
[T (a±)]
−1 = T (a−1± ).
3. Shatten’s classes
Let H be a Hilbert space. We denote by L(H) the set of all linear bounded operators
acting in H. Let K∞ be the set of all compact operators in H. For each K ∈ K∞ we
denote by {sn(K)}n∈N the decreasing sequence of all singular values of K, taking algebraic
multiplicity into account.
For 1 ≤ p <∞ the sets
Kp =
{
K ∈ K∞ :
∑
n∈N
spn(K) <∞
}
are called Shatten’s classes.
One can show that Kp equipped with the norm
‖K‖p = (
∑
n∈N
spn(K))
1
p
becomes a Banach algebra. Moreover, for each K ∈ Kp and A,B ∈ L(H) it holds that
‖AKB‖p ≤ ‖A‖ ‖K‖p ‖B‖.
For K ∈ K∞
‖K‖∞ = max
k∈N
sk(K) = s1(K) = ‖K‖ ,
so we consider p between 1 and ∞. The proof of these facts can be found in [18].
It is well known that if K is compact and Bn −→ B strongly, then BnK −→ BK
uniformly, the next Proposition is a generalization of this fact, its proof can be found in [11].
8Proposition 3.1. Let K ∈ Kp and Bn −→ B, C
∗
n −→ C
∗ strongly, then
‖BnKCn −BKC‖p −→ 0 as n −→∞.
3.1. Hilbert-Schmidt and trace class operators. An operator A ∈ L(H) is called the
trace class operator, if for any orthonormal basis {ϕj}j∈N of H the series
tr(A) :=
∑
j∈N
(Aϕj, ϕj)
is convergent. The following Theorem states the one-to-one correspondence between K1 and
trace class operators:
Theorem 3.2. An operator A ∈ L(H) has finite matrix trace tr(A) if and only if A ∈ K1.
If A ∈ K1 then the sum ∑
j∈N
(Aϕj, ϕj)
is independent of choice of the orthonormal basis {ϕj}j∈N in H, and it holds
|tr(A)| ≤ ‖A‖1 .
The following theorem is for us of great interest:
Theorem 3.3. If A ∈ K1 then
tr(A) =
ν(A)∑
j=1
λj(A),
where {λj(A)}
ν(A)
j=1 is a sequence of all eigenvalues of A, taking the algebraic multiplicity into
account.
An operator A ∈ L(H) is called a Hilbert-Schmidt operator if tr(A∗A) < ∞. It can be
shown that tr(A∗A) =
∑
n∈N s
2
n(A), and that is why K
2 coincides with the set of Hilbert-
Schmidt operators.
We have to note that if {ϕj}j∈N, {ψj}j∈N are orthonormal bases in H then
tr(A∗A) =
∑
j,k∈N
|(Aϕj, ϕk)|
2 =
∑
j,k∈N
|(Aψj, ψk)|
2.
The following proposition gives a connection between trace class and Hilbert-Schmidt oper-
ators:
Proposition 3.4. If K1, K2 ∈ K
2, then K1K2 ∈ K
1 and
‖K1K2‖1 ≤ ‖K1‖2 ‖K2‖2 .
3.2. Compactness of Hankel operator. The following theorems provide compactness’s
criteria for a Hankel operator.
Theorem 3.5. Let a ∈ L∞N×N (T). The operator H(a) is compact if and only if a ∈
CN×N(T) +H∞N×N(T), where CN×N(T) is the set of all continuous N ×N matrix functions
on T.
Proposition 3.6. Let a ∈ L∞N×N (T). The operator H(a) is Hilbert-Schmidt if and only if∑
n∈N n ‖an‖
2 < ∞, where ‖·‖ denotes the Hilbert-Schmidt(Frobenius) norm in CN×N . In
this case ‖H(a)‖2 = (
∑
n∈N n ‖an‖
2)
1
2 .
For proofs and details see, for example, [7].
94. Factorization
As before, let C(T) be a Banach algebra of continuous functions defined on T, with
pointwise operations of addition and multiplication, and with maximum norm.
Let A be an algebra consisting of continuous functions on T. A is called an R-algebra if
the set of all rational functions with poles off T belongs to A, and is dense in it.
Obviously, the linear span of functions {tn}n∈Z is dense in any R-algebra.
We denote by A+, A−, A−0 the closures by the norm of A of linear spans {t
n}∞n=0, {t
−n}∞n=0
and {t−n}∞n=1. It can be shown that functions from A
+(A−) admit analytic extension to
|t| ≤ 1 (|t| ≥ 1). We will prove now that in every R-algebra functions which do not vanish
on T are invertible.
Let a ∈ A and a(t) 6= 0 for all t ∈ T. Suppose that a is not invertible in A, then there
exists a maximal ideal M on which aˆ(M) = 0, where aˆ denotes the Gelfand transform of a.
Let M be such ideal.
Since a does not vanish on T, there exists δ > 0 such that |a(t)| > δ, for all t ∈ T.
As A is an R-algebra, we can choose a polynomial p such that ‖a− p‖ ≤ δ/3.
Now, using linearity and multiplicity of the Gelfand transform (see [19]), we can show that
there exists a t0 ∈ T such that pˆ(M) = p(t0). Thus |pˆ(M)| = |p(t0)| ≥ mint∈T |p(t)| ≥ δ −
δ/3 = 2δ
3
. On the other hand, |pˆ(M)| = |pˆ(M)− aˆ(M)| = |p̂− a(M)| ≤ ‖p− a‖. Combining
the inequalities, we get 2δ
3
≤ |pˆ(M)| ≤ ‖p− a‖ ≤ δ/3, so we received a contradiction.
That means that every non vanishing on T element of an R-algebra is invertible. Now, it
is easy to derive that the set of all maximal ideal of an R-algebra may be identified with T.
The set of maximal ideal of A+(A−) can be identified with |t| ≤ 1(|t| ≥ 1).
An R-algebra is called decomposing if A is equal to the direct sum of A+ and A−0 .
For every f ∈ C(T), which does not vanish on T, we define
indf = [arg f(t)]t∈T,
where [·]T denotes the increment on T.
Let a ∈ C(T), which does not vanish on T. We call the representation
(1) a(t) = a+(t)t
χa−(t)
factorization of a, if it holds
- χ ∈ Z,
- a+(t) has an analytic extension to |t| < 1, which is continuous in |t| ≤ 1, and does
not turn to zero in |t| ≤ 1,
- a−(t) has an analytic extension to |t| > 1, which is continuous in |t| ≥ 1, and does
not turn to zero in |t| ≥ 1.
We will denote the set of all invertible elements of A as GA.
Theorem 4.1. Let A be an R-algebra. Every a ∈ GA admits factorization (1) with a± ∈ A
±
if and only if A is decomposing. In this case number χ in (1) is defined as χ = inda.
Proof of this and following theorems one can find in [3].
Let A, A+, A−, A+0 be as above. For a linear set M and N ∈ N, we denote by MN×N the
set of all N × N matrices with elements from M . AN×N we equip by the Hilbert-Schmidt
norm of CN×N .
We call the following representation of a ∈ AN×N
a(t) = ar−(t)diag(t
χ1 , tχ2 , ..., tχN )ar+(t)
right factorization of a, if
a±1r− ∈ A
−
N×N , a
±1
r+ ∈ A
+
N×N ,
χ1 ≥ χ2 ≥ ... ≥ χN , χi ∈ Z,∀i = 1, 2, ..., N,
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analogously
a(t) = al+(t)diag(t
ν1 , tν2 , ..., tνN )al−(t)
left factorization of a, if
a±1l− ∈ A
−
N×N , a
±1
l+ ∈ A
+
N×N ,
ν1 ≥ ν2 ≥ ... ≥ νN , νi ∈ Z,∀i = 1, 2, ..., N.
Remark 4.2. One can consider the factorization, when the multipliers do not belong to the
same algebra, but to the bigger one. Anyway, it can be shown that the numbers χ1, χ2, ..., χN
and ν1, ν2, ..., νN are uniquely defined, no matter to what algebra the factors belong.
χ1, χ2, ..., χN are called right partial indices, ν1, ν2, ..., νN - left partial indices.
Theorem 4.3. Let A be an R-algebra. Every element a ∈ AN×N such that det a(t) 6= 0
admits left and right factorization if and only if A is decomposing.
Further we will say that a ∈ AN×N admits canonical factorization, if left and right fac-
torization exist and it holds
- all left and right partial indices are equal to zero,
- ar−(∞) = al+(0) = matrix(1).
If a ∈ AN×N has left and right factorization, and all left and right partial indices are equal
to zero, then it is clear that a admits canonical factorization since
a = (ar−(t)a
−1
r−(∞))(ar−(∞)ar+(t)) = (al+(t)a
−1
l+ (0))(al+(0)al−(t)).
It is clear that, if a admits canonical factorization, then this factorization is unique.
Proposition 4.4. Let a ∈ AN×N admit a canonical factorization. Then
a˜r− = a˜l+, a˜l+ = a˜r−,
a˜r+ = a˜l−, a˜l− = a˜r+.
Proof. We just use the definition of ,˜ left and right factorization:
a˜ = a˜r−a˜r+ = a˜l+a˜l− = a˜l+a˜l− = a˜r−a˜r+

5. Wiener algebras with weights
We consider the following sets
W α =
{
f ∈ L∞(T) :
∑
n∈Z
(1 + |n|)α|fn| <∞
}
, ‖f‖α =
∑
n∈Z
(1 + |n|)α|fn|,W := W
0,
W ∩B
1/2
2 =
{
f ∈ L∞(T) :
∑
n∈Z
|fn|+ (
∞∑
n=1
n|fn|
2)
1
2 + (
∞∑
n=1
n|f−n|
2)
1
2 <∞
}
,
‖f‖ =
∑
n∈Z
|fn|+ (
∞∑
n=1
n|fn|
2)
1
2 + (
∞∑
n=1
n|f−n|
2)
1
2 .
From now on we have the same notation for operator’s norm and function’s norm, but we
think it is not hard to distinguish them, since we will always write ‖·‖ for norm in W ∩B1/22 ,
‖f‖α will stand for the norm in W
α, if f is a function, otherwise ‖·‖p will denote K
p norm.
It is clear that W α ⊂ W ∩B
1/2
2 for α ≥ 1, and ‖f‖ ≤ 2‖f‖1.
It is not hard to prove that W α and W∩B
1/2
2 are Banach spaces. For a, b ∈ (W∩B
1/2
2 )N×N
operators H(a) and H(b) are Hilbert-Schmidt (by Proposition 3.6). Moreover, W α and
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W ∩ B
1/2
2 are even Banach algebras. We will show only the property ‖fg‖ ≤ ‖f‖ ‖g‖ for
f, g ∈ W ∩B
1/2
2 .
‖ab‖ = ‖ab‖0 + ‖H(ab)‖2 +
∥∥∥H(a˜b)∥∥∥
2
≤ ‖a‖0 ‖b‖0 +
∥∥∥T (a)H(b) +H(a)T (b˜)∥∥∥
2
+
∥∥∥T (a˜)H(b˜) +H(a˜)T (b)∥∥∥
2
≤ ‖a‖0 ‖b‖0 + ‖a‖0 ‖H(b)‖2 + ‖H(a)‖2
∥∥∥b˜∥∥∥
0
+ ‖a˜‖0
∥∥∥H(b˜)∥∥∥
2
+ ‖H(a˜)‖2 ‖b‖0
≤ ‖a‖0 (‖b‖0 + ‖H(b)‖2 +
∥∥∥H(b˜)∥∥∥
2
) + (‖H(a)‖2 + ‖H(a˜)‖2) ‖b‖0
≤ (‖a‖0 + ‖H(a)‖2 + ‖H(a˜)‖2)(‖b‖0 + ‖H(b)‖2 +
∥∥∥H(b˜)∥∥∥
2
)
= ‖a‖ ‖b‖ .
Let f ∈ L∞N×N (T), we denote by
snf(t) =
∑
|k|≤n
fkt
k.
Proposition 5.1. If a ∈W αN×N , then
‖f − snf‖∞ ≤
‖f‖α
(n+ 1)α
.
If α ≥ 1 then
‖f − snf‖1 ≤
‖f − snf‖α
(n+ 1)α−1
≤
‖f‖α
(n+ 1)α−1
.
Proposition 5.2. Let K ⊂ C be compact, let a : K −→ (W ∩ B
1/2
2 )N×N , ξ 7→ a
ξ be a
continuous mapping. Then for all ε > 0 there exists n0 such that for all n > n0 and all
ξ ∈ K ∥∥aξ − snaξ∥∥ ≤ ε.
5.1. Factorization in Wiener algebras. Obviously, W α and W ∩B
1/2
2 are R-algebras. It
is also clear that projector P on W α+ and (W ∩ B
1/2
2 )
+ is bounded, that means that W α
and W ∩B
1/2
2 are decomposing.
We want to establish the following
Proposition 5.3. An element a ∈ W αN×N (a ∈ (W ∩ B
1/2
2 )N×N) admits the canonical
factorization if and only if T (a) and T (a˜) are both invertible.
In view of Remark 4.2, this proposition is an immediate corollary of the(see [8])
Theorem 5.4 (I. Gohberg, M.G. Krein). Let a ∈ WN×N and suppose det a does not vanish
on T. Then there exists uniquely defined integers
χ1 ≤ χ2 ≤ ... ≤ χN
and matrix functions a±1r− ∈ GW
−
N×N , a
±1
r+ ∈ GW
+
N×N such that
a(t) = ar−(t)diag(t
χ1 , ..., tχN )ar+(t) for all t ∈ T.
We have
dimKerT (a) =
∑
χi<0
|χi|, dim(l
2
N/ImT (a)) =
∑
χj>0
|χj|,
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and in particular,
IndT (a) = −
N∑
i=1
χi.
Now, using the results of Corollary 2.4, we can establish the inversion formulas for T −1(a)
and T−1(a˜):
Proposition 5.5. Let a ∈ W αN×N (a ∈ (W ∩ B
1/2
2 )N×N). Let T (a) and T (a˜) be both
invertible. Then
T−1(a) = T (a−1r+)T (a
−1
r−),
T−1(a˜) = T (a˜−1r+)T (a˜
−1
r−).
It is not hard to see that in the scalar case invertibility of T (a) implies invertibility of
T (a˜). And by Theorem 4.1 it is not hard to conclude that the invertibility is equivalent to
the conditions a(t) 6= 0,∀t ∈ T and inda = 0.
The following proposition states continuity of canonical factorization.
Proposition 5.6. Let K ⊂ C, a : K −→ W αN×N(a : K −→ (W ∩ B
1/2
2 )N×N), ξ 7→ a
ξ be a
continuous mapping. Let operators T (aξ) and T (a˜ξ) be invertible for all ξ ∈ K. Then the
mappings
ξ 7→ (aξ)−1l± , K −→ W
α
N×N((W ∩B
1/2
2 )N×N),
ξ 7→ (aξ)−1r±, K −→ W
α
N×N ((W ∩B
1/2
2 )N×N)
are continuous.
Proof. Let A denote either W αN×N or (W ∩B
1/2
2 )N×N .
We consider an equation
(2) T (aξ)x = ej,
where 1 ≤ j ≤ N , ej ∈ l
2(N0), ej = (bj, 0, ..., 0), and bj is j-coordinate vector in C
N .
Applying Proposition 2.3 we get
T (aξ)x = T (aξr−a
ξ
r+)x = T (a
ξ
r−)T (a
ξ
r+)x = ej.
Using the corollary from the same proposition we receive
T (aξr+)x = T ((a
ξ)−1r−)ej = ej,
where the last inequality follows from the fact that aξr− ∈ GA
− and norming condition
(matrix of operator T ((aξ)−1r−) is upper triangular and a
ξ
r−(∞) = matrix(1)).
So, it follows that x = T ((aξ)−1r+)ej.
The solution x = x(ξ) of equation (2) depends on ξ continuously. Thus j-column of matrix
of T ((aξ)−1r+) depends on ξ continuously. Since this is true for all 1 ≤ j ≤ N , we conclude
that the mapping ξ 7→ (aξr+)
−1 is continuous. This means that assertion is true for (aξr±)
−1,
as the product and inverse mapping are continuous. Analogously, considering the equation
T (a˜ξ)x = ej, and using Proposition 4.4 we obtain the result. 
For the other proofs of continuity see [5].
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6. Approximation of the inverse of truncated operator
6.1. Definitions and Notation. We define on l2N(N0)
Pn : {x0, x1, ...} 7→ {x0, x1, ..., xn−1, 0, 0, ...} ,
Qn = P − Pn,
Wn : {x0, x1, ...} 7→ {xn−1, xn−2, ..., x0, 0, 0, ...} .
The following properties are obvious
WnPn = PnWn = Wn,
WnWn = Pn.
The truncated Toeplitz operator we denote by
Tn(a) = PnT (a)Pn, for a ∈ L
∞
N×N(T).
It is clear that Tn(a˜) = WnTn(a)Wn = WnT (a)Wn.
Proposition 6.1. Let a, b ∈ L∞N×N then
PnT (a)QnT (b)Pn = WnH(a˜)H(b)Wn.
Proposition 6.2. Let a+ ∈ H
∞
N×N , a− ∈ H
∞
N×N then
PnT (a+)Pn = PnT (a+),
PnT (a−)Pn = T (a−)Pn.
Proposition 6.3. Let a ∈ L∞N×N then
QnH(sna) = 0,
H(sna)Qn = 0.
6.2. Asymptotic Inverse. The following Lemma by Widom is well known.
Lemma 6.4. Let a ∈ CN×N(T). Let T (a) and T (a˜) be invertible. Then for all sufficient
large n,
T−1n (a) = PnT
−1(a)Pn +WnK(a˜)Wn + Cn
= Tn(a
−1) + PnK(a)Pn +WnK(a˜)Wn + Cn,
where K(a) = T−1(a)− T (a−1) and K(a˜) are compact, and ‖Cn‖ −→ 0 as n −→∞.
It is reasonable to expect that if the symbol a is ”smoother” then convergence is more
quick.
Let a ∈ L∞N×N(T), and operators T (a) and T (a˜) be invertible. We denote
T ain (a) = Tn(a
−1) + PnK(a)Pn +WnK(a˜)Wn,
where ”ai” stands for ”almost inverse”.
In case when a ∈ W αN×N (a ∈ (W ∩ B
1/2
2 )N×N) admits the canonical factorization a =
ar−ar+ = al+al−, we can rewrite operator K(a) as
K(a) = T−1(a)− T (a−1)
= T (a−1r+)T (a
−1
r−)− T (a
−1
r+a
−1
r−)
= −H(a−1r+)H(a˜
−1
r−)
= −H(a−1r+)H(a˜
−1
l+ ),
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analogously K(a˜) = −H(a˜−1r+)H(a
−1
l+ ). Thus we can rewrite T
ai
n (a) in the form
T ain (a) = PnT
−1(a)Pn −WnH(a˜
−1
r+)H(a
−1
l+ )Wn
= Tn(a
−1)− PnH(a
−1
r+)H(a˜
−1
l+ )Pn −WnH(a˜
−1
r+)H(a
−1
l+ )Wn.
Remark 6.5. The following operator was considered already in [10], as an almost inverse
operator:
TΠ0n (a) = Pn/2T
−1(a)Pn + (Pn − Pn/2)WnT
−1(a˜)Wn,
where n/2 = k, if n = 2k or n = 2k − 1. This operator can be rewritten in the following
form:
TΠ0n (a) = Tn(a
−1)− Pn/2H(a
−1
r+)H(a˜
−1
l+ )Pn − (Pn − Pn/2)WnH(a˜
−1
r+)H(a
−1
l+ )Wn.
Proposition 6.6. Let a ∈W αN×N(a ∈ (W ∩B
1/2
2 )N×N), and let operators T (a) and T (a˜) be
both invertible. Then
T ain (a)Tn(a)− Pn = WnT (a˜
−1
l− )QnH(a˜
−1
l+ )H(a)Wn + PnT (a
−1
l− )QnH(a
−1
l+ )H(a˜)Pn.
Proof. First we compute −PnK(a)PnTn(a) = PnH(a
−1
r+)H(a˜
−1
l+ )PnTn(a). To do this we use
Propositions 2.2 and 6.2.
PnH(a
−1
r+)H(a˜
−1
l+ )PnTn(a) =
= PnH(a
−1
r+)H(a˜
−1
l+ )PnT (a)Pn
= WnT (a˜
−1
l− )QnT (a˜
−1
l+ )PnT (a˜)Wn
= WnT (a˜
−1
l− )T (a˜
−1
l+ )PnT (a˜)Wn −WnT (a˜
−1
l− )PnT (a˜
−1
l+ )PnT (a˜)Wn
= WnT (a˜
−1)PnT (a˜)Wn −WnT (a˜
−1
l− )Pn(T (a˜l−)−H(a˜
−1
l+ )H(a))Wn
= PnT (a
−1)PnT (a)Pn −WnT (a˜
−1
l− )T (a˜l−)Wn +WnT (a˜
−1
l− )PnH(a˜
−1
l+ )H(a)Wn
= PnT (a
−1)PnT (a)Pn − Pn +WnT (a˜
−1
l− )PnH(a˜
−1
l+ )H(a)Wn.
Analogously we compute −WnK(a˜)WnTn(a) = WnH(a˜
−1
r+)H(a
−1
l+ )WnTn(a):
WnH(a˜
−1
r+)H(a
−1
l+ )WnTn(a) =
= PnT (a
−1
l− )QnT (a
−1
l+ )PnT (a)Pn
= PnT (a
−1
l− )T (a
−1
l+ )PnT (a)Pn − PnT (a
−1
l− )PnT (a
−1
l+ )PnT (a)Pn
= PnT (a
−1)PnT (a)Pn − PnT (a
−1
l− )Pn(T (al−)−H(a
−1
l+ )H(a˜))Pn
= PnT (a
−1)PnT (a)Pn − PnT (a
−1
l− )T (al−)Pn + PnT (a
−1
l− )PnH(a
−1
l+ )H(a˜)Pn
= PnT (a
−1)PnT (a)Pn − Pn + PnT (a
−1
l− )PnH(a
−1
l+ )H(a˜)Pn.
Now we can rewrite T ain (a)Tn(a)− Pn, using the results of above computations, as
T ain (a)Tn(a)− Pn = PnT (a
−1)PnTn(a)− Pn
− PnH(a
−1
r+)H(a˜
−1
l+ )PnTn(a)−WnH(a˜
−1
r+)H(a
−1
l+ )WnTn(a)
= Pn − PnT (a
−1)PnT (a)Pn −WnT (a˜
−1
l− )PnH(a˜
−1
l+ )H(a)Wn
− PnT (a
−1
l− )PnH(a
−1
l+ )H(a˜)Pn.
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We compute applying again Propositions 2.2:
Pn − PnT (a
−1)PnTn(a) = Pn − PnT (a
−1)PnT (a)Pn
= Pn − PnT (a
−1)T (a)Pn + PnT (a
−1)QnT (a)Pn
= Pn(P − T (a
−1)T (a))Pn + PnT (a
−1)QnT (a)Pn
= PnH(a
−1)H(a˜)Pn +WnH(a˜
−1)H(a)Wn.
Thus we get
Pn − T
ai
n (a)Tn(a) = WnH(a˜
−1)H(a)Wn −WnT (a˜
−1
l− )PnH(a˜
−1
l+ )H(a)Wn
+ PnH(a
−1)H(a˜)Pn − PnT (a
−1
l− )PnH(a
−1
l+ )H(a˜)Pn
= WnH(a˜
−1
l− a˜
−1
l+ )H(a)Wn −WnT (a˜
−1
l− )PnH(a˜
−1
l+ )H(a)Wn
+ PnH(a
−1
l− a
−1
l+ )H(a˜)Pn − PnT (a
−1
l− )PnH(a
−1
l+ )H(a˜)Pn
= WnT (a˜
−1
l− )H(a˜
−1
l+ )H(a)Wn −WnT (a˜
−1
l− )PnH(a˜
−1
l+ )H(a)Wn
+ PnT (a
−1
l− )H(a
−1
l+ )H(a˜)Pn − PnT (a
−1
l− )PnH(a
−1
l+ )H(a˜)Pn
= WnT (a˜
−1
l− )QnH(a˜
−1
l+ )H(a)Wn + PnT (a
−1
l− )QnH(a
−1
l+ )H(a˜)Pn.

Now the following fact is now obvious, since ‖T (a)‖ = ‖a‖∞ and ‖H(a)‖ ≤ ‖a‖∞.
Proposition 6.7. Let a ∈ (W∩B
1/2
2 )N×N , and let operators T (a) and T (a˜) be both invertible.
Then ∥∥Pn − T ain (a)Tn(a)∥∥ ≤ ∥∥a˜−1l− ∥∥∞ ‖a‖∞ ∥∥QnH(a˜−1l+ )∥∥ + ∥∥a−1l− ∥∥∞ ‖a˜‖∞ ∥∥QnH(a−1l+ )∥∥ .
The consequence of this proposition is the invertibility of the truncated operator for
sufficient large n.
Proposition 6.8. Let a ∈ (W ∩ B
1/2
2 )N×N . Let T (a) and T (a˜) be both invertible. Then
there exists n0 such that for all n > n0 operator Tn(a) is invertible and
‖T−1n (a)‖ ≤
‖T ain (a)‖
1− ‖Pn − T ain (a)Tn(a)‖
.
Proof. Since
∥∥QnH(a˜−1l+ )∥∥ = ∥∥QnH(a˜−1l+ − sna˜−1l+ )∥∥ ≤ ∥∥a˜−1l+ − sna˜−1l+ ∥∥, and similarly∥∥QnH(a−1l+ )∥∥ ≤ ∥∥a−1l+ − sna−1l+ ∥∥ ,
we can choose n0 by previous proposition so, that for all n > n0
‖Pn − T
ai
n (a)Tn(a)‖ < 1/2.
It immediately follows that matrix T ain (a)Tn(a) is invertible. Then we have
Pn = (T
ai
n (a)Tn(a))
−1(T ain (a)Tn(a)) = ((T
ai
n (a)Tn(a))
−1T ain (a))Tn(a).
And it follows from here that
T−1n (a) = (T
ai
n (a)Tn(a))
−1T ain (a).
We can estimate
‖T−1n (a)‖ ≤ ‖(T
ai
n (a)Tn(a))
−1‖‖T ain (a)‖ ≤
‖T ain (a)‖
1− ‖Pn − T ain (a)Tn(a)‖
.

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Proposition 6.9. Let a ∈ (W ∩ B
1/2
2 )N×N . Let T (a) and T (a˜) be both invertible. Then
there exists n0 such that for all n > n0 the following estimate is true∥∥T−1n (a)− T ain (a)∥∥1 ≤ ∥∥T−1n (a)∥∥ (∥∥a˜−1l− ∥∥∞ ∥∥QnH(a˜−1l+ )∥∥2 ‖H(a)‖2
+
∥∥a−1l− ∥∥∞ ∥∥QnH(a−1l+ )∥∥2 ‖H(a˜)‖2).
Proof. By Proposition 6.8 there exists n0 such that for all n > n0 operator Tn(a) is invertible.
By assumptions operators H(a˜−1l+ ), H(a
−1
l+ ), H(a) and H(a˜) are Hilbert-Schmidt, then∥∥T−1n (a)− T ain (a)∥∥1 ≤ ∥∥T−1n (a)∥∥∥∥Pn − T ain (a)Tn(a)∥∥1
≤
∥∥T−1n (a)∥∥ (∥∥a˜−1l− ∥∥∞ ∥∥QnH(a˜−1l+ )H(a)∥∥1
+
∥∥a−1l− ∥∥∞ ∥∥QnH(a−1l+ )H(a˜)∥∥1)
≤
∥∥T−1n (a)∥∥ (∥∥a˜−1l− ∥∥∞ ∥∥QnH(a˜−1l+ )∥∥2 ‖H(a)‖2
+
∥∥a−1l− ∥∥∞ ∥∥QnH(a−1l+ )∥∥2 ‖H(a˜)‖2).

Corollary 6.10. Let a ∈ (W ∩B
1/2
2 )N×N . Let T (a) and T (a˜) be both invertible. Then there
exists n0 such that for all n > n0 the following estimate is true
|tr(T−1n (a)− T
ai
n (a))| ≤
∥∥T−1n (a)∥∥ (∥∥a˜−1l− ∥∥∞ ∥∥QnH(a˜−1l+ )∥∥2 ‖H(a)‖2
+
∥∥a−1l− ∥∥∞ ∥∥QnH(a−1l+ )∥∥2 ‖H(a˜)‖2).
Proof. We apply Theorem 3.2 and previous proposition. 
6.3. Semirational symbol. Let a ∈ (W ∩B
1/2
2 )N×N . We say that a is semirational if a is
invertible and a−1 has the following property: there exists n0 ≥ 0 such that
a−1n = 0 for all n > n0 or a
−1
n = 0 for all n < n0.
Proposition 6.11. Let a ∈ (W ∩B
1/2
2 )N×N . Let T (a) and T (a˜) be invertible. Let a be also
semirational:
a−1n = 0 for all n > n0.
Then a−1l+ and a
−1
r+ are at most n0 degree polynomial of t, a˜
−1
r− and a˜
−1
l− are at most n0 degree
polynomial of t−1.
Proof. We consider the factorizations a = ar−ar+ = al+al−, then
a−1 = a−1r+a
−1
r− = a
−1
l− a
−1
l+ .
Then we can write
a−1l+ = al−a
−1, a−1r+ = a
−1ar−
It follows immediately that a−1l+ is the polynomial of at most n0 degree. Since a
−1
l+ is such
then a˜−1l+ = a˜
−1
r− is at most n0 degree polynomial of t
−1. The result is true for a˜−1l− since
a˜−1r+ = a˜
−1
l− . 
We will call a a ∈ (W ∩ B
1/2
2 )N×N a quasi polynomial if a is invertible and there exists
n0 such that for all |n| > n0 it holds a
−1
n = 0. The the following fact is the consequence of
proposition 6.11 and 6.6
Proposition 6.12. Let a ∈ (W ∩ B
1/2
2 )N×N . Let T (a) and T (a˜) be invertible. Let a be a
quasi polynomial. Then there exists n0 such that for all n > n0
(Tn(a))
−1 = T ain (a).
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6.4. A more exact almost inverse. The following representation comes from [8] pages
442-449.
Proposition 6.13. Let a ∈ (W ∩ B
1/2
2 )N×N . Let T (a) and T (a˜) be both invertible. Then
there exists n0 such that for all n > n0 the following representation holds
(Tn(a))
−1 = PnT (a
−1
r+)Pn{P − T (c)Qn (P −QnH(b)H(c˜)Qn)
−1 QnT (b)} PnT (a
−1
r−)Pn,
where b = al−a
−1
r+, c = a
−1
r−al+.
Let a ∈ C, T (a) and T (a˜) be both invertible. Then for sufficient large n we can present
(Tn(a))
−1 in the following form
(Tn(a))
−1 = PnT (a
−1
r+)Pn(P − T (c)QnT (b))PnT (a
−1
r−)Pn + Cn,
where
Cn = −PnT (a
−1
r+)Pn T (c)Qn
∞∑
k=1
(QnH(b)H(c˜)Qn)
k QnT (b) PnT (a
−1
r−)Pn.
Proposition 6.14. Let a ∈ (W ∩B
1/2
2 )N×N . Let T (a) and T (a˜) be both invertible. Let a be
semirational. Then there exists n0 such that for all n > n0
(Tn(a))
−1 = PnT (a
−1
r+)Pn(P − T (c)QnT (b))PnT (a
−1
r−)Pn,
where b = al−a
−1
r+, c = a
−1
r−al+.
Proof. It is clear that for sufficient large n either QnH(b) or H(c˜)Qn is equal to zero. 
We consider the operator
(Tn(a))
−1 − Cn = PnT (a
−1
r+)Pn(P − T (c)QnT (b))PnT (a
−1
r−)Pn.
Because of
(Tn(a))
−1 − Cn = PnT (a
−1
r+)(Pn − PnT (c)QnT (b)Pn)T (a
−1
r−)Pn,
we get by proposition 6.1
(Tn(a))
−1 − Cn = PnT (a
−1
r+)(Pn −WnH(c˜)H(b)Wn)T (a
−1
r−)Pn.
We open the brackets
(Tn(a))
−1 − Cn = PnT (a
−1
r+)T (a
−1
r−)Pn − PnT (a
−1
r+)WnH(c˜)H(b)WnT (a
−1
r−)Pn.
By proposition 5.5 we use that T−1(a) = T (a−1r+)T (a
−1
r−) and
PnT (a
−1
r+)Wn = WnWnT (a
−1
r+)WnPn = WnT (a˜
−1
l− )Pn,
this leads to
(Tn(a))
−1 − Cn = PnT
−1(a)Pn −WnT (a˜
−1
l− )PnH(c˜)H(b)PnT (a˜
−1
l+ )Wn.
Now we insert Pn = I −Qn and get
(Tn(a))
−1 − Cn = PnT
−1(a)Pn −WnT (a˜
−1
l− )H(c˜)H(b)T (a˜
−1
l+ )Wn
+WnT (a˜
−1
l− )QnH(c˜)H(b)PnT (a˜
−1
l+ )Wn
+WnT (a˜
−1
l− )H(c˜)H(b)QnT (a˜
−1
l+ )Wn
We will compute now WnT (a˜
−1
l− )H(c˜)H(b)T (a˜
−1
l+ )Wn.
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We recall the definitions of b = al−a
−1
r+ and c = a
−1
r−al+
WnT (a˜
−1
l− )H(c˜)H(b)T (a˜
−1
l+ )Wn = WnT (a˜
−1
l− )H(a˜
−1
r−al+)H(al−a
−1
r+)T (a˜
−1
l+ )Wn
= WnH(
˜a−1r+a
−1
r−al+)H(al−a
−1
r+a
−1
r−)Wn
= WnH(a˜
−1
r+)H(a
−1
l+ )Wn.
So we have
(Tn(a))
−1 = PnT
−1(a)Pn −WnH(a˜
−1
r+)H(a
−1
l+ )Wn
+WnT (a˜
−1
l− )QnH(c˜)H(b)PnT (a˜
−1
l+ )Wn
+WnT (a˜
−1
l− )H(c˜)H(b)QnT (a˜
−1
l+ )Wn
+ Cn.
From this representation it is clearly seen that ”almost inverse” operator differs from its
more exact(in sense that for a semirational function it is exactly the inverse) ”parent” by a
trace class operator, which nuclear norm goes to zero.
7. Trace of the product of two Hankel operators
Proposition 7.1. Let a, b ∈ W ∩B
1/2
2 . Then
tr(H(a)H(b)) =
∞∑
n=1
nanbn.
Proof. Since operators H(a) and H(b) are Hilbert-Schmidt, operator H(a)H(b) is trace class
operator, hence tr(H(a)H(b)) is defined, and not hard computation shows:
tr(H(a)H(b)) =
∞∑
n=1
(H(a)H(b)en, en) =
∞∑
n=1
∞∑
k=0
an+kbn+k =
∞∑
n=1
nanbn.

Corollary 7.2. Let a, b ∈ (W ∩B1/22 )N×N . Then
tr(H(a)H(b)) =
∞∑
n=1
ntr(anbn).
Proposition 7.3. Let a, b ∈ W ∩B
1/2
2 , furthermore, let a be absolutely continuous. Then∑
n∈Z
nanbn = (a
′b˜)−1 =
1
2pii
∫
T
a′(t)b(
1
t
)dt.
Proof. It is well known that if a is absolutely continuous, then its derivative is summable
and the partial integration formula (with functions of finite variation) is valid(see [22] for
details), thus
(a′)n−1 =
1
2pii
∫
T
a′(t)
tn
dt = n
1
2pii
∫
T
a(t)
tn+1
dt = nan.
Hence
1
2pii
∫
T
a′(t)b(
1
t
)dt =
1
2pii
∫
T
a′(t)
∑
n∈Z
bnt
−ndt
=
∑
n∈Z
bn
1
2pii
∫
T
a′(t)
tn
dt =
∑
n∈Z
nanbn.

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Corollary 7.4. Let a, b ∈ (W ∩B
1/2
2 )N×N , let a be also absolutely continuous. Then∑
n∈Z
ntr(anbn) = (tr(a
′b˜))−1.
Remark 7.5. It is now not difficult to conclude that for a, b ∈ W αN×N , α ≥ 1, we have∑
n∈Z
ntr(anbn) = (tr(a
′b˜))−1 = (tr(a˜b
′))−1.
Proposition 7.6. Let a, b ∈ (W ∩B1/22 )N×N . Then
|tr(PnH(a)H(b)Pn −H(a)H(b))| ≤ ‖QnH(a)‖2 ‖H(b)‖2 + ‖H(a)‖2 ‖H(b)Qn‖2 .
Proof. The statement is true since
PnH(a)H(b)Pn −H(a)H(b) = PnH(a)H(b)Pn − PnH(a)H(b)−QnH(a)H(b)
= −PnH(a)H(b)Qn −QnH(a)H(b).

8. Second order trace formulas
Proposition 8.1. Let a, b ∈ (W ∩B
1/2
2 )N×N . Let T (a) and T (a˜) be both invertible. Then
tr(T ain (a)) = n(tr(a
−1))0 −
∞∑
k=1
ktr((a−1r+)k(a˜
−1
l+ )k + (a˜
−1
r+)k(a
−1
l+ )k) +Rn(a),
where
|Rn(a)| ≤
∥∥QnH(a−1r+)∥∥2 ∥∥H(a˜−1l+ )∥∥2 + ∥∥H(a−1r+)∥∥2 ∥∥H(a˜−1l+ )Qn∥∥2
+
∥∥QnH(a˜−1r+)∥∥2 ∥∥H(a−1l+ )∥∥2 + ∥∥H(a˜−1r+)∥∥2 ∥∥H(a−1l+ )Qn∥∥2 .
Proof. We recall the representation of T ain (a):
T ain (a) = Tn(a
−1)− PnH(a
−1
r+)H(a˜
−1
l+ )Pn −WnH(a˜
−1
r+)H(a
−1
l+ )Wn.
It is easy to see that
tr(PnT (a
−1)Pn) = ntr[(a
−1)0] = n(tr[a
−1])0,
now applying proposition 7.2 and 7.6 we get the needed result. 
Here we denote: χ = t, then χ−1 = 1/t, and for a ∈ (W ∩B
1/2
2 )N×N , when T (a) and T (a˜)
are both invertible, let
Eχ−1(a) := −
∞∑
k=1
ktr((a−1r+)k(a˜
−1
l+ )k + (a˜
−1
r+)k(a
−1
l+ )k).
Then we can rewrite the statement of the previous proposition so
tr(T ain (a)) = n(tr(a
−1))0 + Eχ−1(a) +Rn(a).
Proposition 8.2. Let M be an open and bounded set. Let G be a set such that G ⊂ M .
Let f be an analytic function on M . Then there exists a contour Γ such that Γ ⊂ M \ G
and for all z ∈ G
f(z) =
1
2pii
∫
Γ
f(ξ)
ξ − z
dξ.
For a A ∈ L(H) we denote by R(A) the resolvent set of A, i.e. the set of all complex
numbers λ, for which operator A− λI is invertible. And let sp A = C \R(A).
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Theorem 8.3. Let a ∈ (W ∩B
1/2
2 )N×N , M be an open and bounded set, such that (sp T (a)∪
sp T (a˜)) ⊂ M . Let f be an analytic function on M . Let sp Tn(a) = {λ
nN
1 , ..., λ
nN
nN} be the
set of all eigenvalues of Tn(a).
Then there exists such n0 that for all n > n0 sp Tn(a) ⊂ M , and constants Gf (a) and
Ef (a) such that for all n > n0 it holds
1
n
nN∑
j=1
f(λnNj ) = Gf (a) +
1
n
Ef (a) + o(n
−1),
where
Gf (a) =
1
2pii
∫
T
tr(f(a(t)))
dt
t
,
Ef (a) =
1
2pii
∫
Γ
f(ξ)Eχ−1(ξ − a)dξ,
here Γ is some contour in M containing (sp T (a) ∪ sp T (a˜)).
Proof. First we will prove that there exists such n1 that for all n > n1 it holds sp Tn(a) ⊂M .
Since ‖Tn(a)‖ ≤ ‖a‖∞, it is clear that for all n ∈ N and for all λ such that |λ| > ‖a‖∞ we
have that λ belongs to the resolvent set of each Tn(a).
Let K be a compact set such that K ∩ (sp T (a) ∪ sp T (a˜)) = ∅. Then for all ξ ∈ K
operators T (ξ − a) and T (ξ − a˜) are both invertible. Using proposition 5.6 we can conclude
that there exists a constant CK such that for all ξ ∈ K it holds
(3)
‖(ξ − a)−1l± ‖ ≤ CK ,
‖(ξ − a)−1r±‖ ≤ CK ,
‖(ξ − a˜)−1l± ‖ ≤ CK ,
‖(ξ − a˜)−1r±‖ ≤ CK .
Applying the proposition 6.7 we get the following estimate∥∥Pn − T ain (ξ − a)Tn(ξ − a)∥∥ ≤ ∥∥(ξ − a˜)−1l− ∥∥∞ ‖ξ − a‖∞ ∥∥QnH((ξ − a˜)−1l+ )∥∥
+
∥∥(ξ − a)−1l− ∥∥∞ ‖ξ − a˜‖∞ ∥∥QnH((ξ − a)−1l+ )∥∥ .
We choose n1 so that for all ξ ∈ K∥∥(ξ − a)−1l+ − sn1(ξ − a)−1l+ ∥∥ ≤ 13CKM
and ∥∥(ξ − a˜)−1l+ − sn1(ξ − a˜)−1l+ ∥∥ ≤ 13CKM ,
where M = maxξ∈K {‖ξ − a˜‖ , ‖ξ − a‖}. We can do this by proposition 5.2.
Consequently, we get that for all ξ ∈ K and all n > n1
(4)
∥∥Pn − T ain (ξ − a)Tn(ξ − a)∥∥ ≤ 23 .
Now we can apply proposition 6.8 which says that under these assumptions Tn(ξ − a) is
invertible for all ξ ∈ K and we have a uniform (in ξ) bound for ‖T−1n (ξ − a)‖:
‖T−1n (ξ−a)‖ ≤
‖T ain (ξ − a)‖
1− ‖Pn − T ain (ξ − a)Tn(ξ − a)‖
≤ 3‖T ain (ξ−a)‖ ≤ 3(
∥∥(ξ − a)−1∥∥
∞
+2C2K).
Let L = maxξ∈K ‖(ξ − a)
−1‖∞, then ‖T
−1
n (ξ − a)‖ ≤ 3(L+ 2C
2
K) for all ξ ∈ K.
And this means that beginning from n1 the set sp Tn(a) will lie outside K.
As the choice of a compact set K was arbitrary, except for the condition K ∩ (sp T (a) ∪
sp T (a˜)) = ∅, we get that for any open bounded set M such that (sp T (a) ∪ sp T (a˜)) ⊂ M
there exists n1 such that for all n > n1 sp Tn(a) ⊂M .
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To see that, we choose Γ as in proposition 8.2 with G = sp T (a) ∪ sp T (a˜). Then Γ
separates the complex plane into to sets: the interior, and exterior which contains the
infinity point, and which we denote Γ−.
For K = Γ− ∩B‖a‖∞ (where B‖a‖∞ is a disk of radius ‖a‖∞ with a center at zero) we can
choose CΓ and n1 as above. From the above reasoning it follows that for all n > n1 sp Tn(a)
will lie inside Γ and, consequently sp Tn(a) ⊂M .
Now for all n > n1 we can write
1
n
nN∑
j=1
f(λnNj ) =
1
n
nN∑
j=1
1
2pii
∫
Γ
f(ξ)
ξ − λnNj
dξ =
1
2pii
∫
Γ
f(ξ)dξ{
1
n
nN∑
j=1
1
ξ − λnNj
}.
We use the well-known fact that
nN∑
j=1
1
ξ − λnNj
= tr[T−1n (ξ − a)],
we obtain
nN∑
j=1
1
ξ − λnNi
= tr[T ain (ξ − a)] + tr[T
−1
n (ξ − a)− T
ai
n (ξ − a)].
We denote by R1n(ξ − a) = tr[T
−1
n (ξ − a)− T
ai
n (ξ − a)], then by Corollary 6.10 we get
|R1n(ξ − a)| ≤
∥∥T−1n (ξ − a)∥∥ (∥∥(ξ − a˜)−1l− ∥∥∞ ∥∥QnH((ξ − a˜)−1l+ )∥∥2 ‖H(ξ − a)‖2
+
∥∥(ξ − a)−1l− ∥∥∞ ∥∥QnH((ξ − a)−1l+ )∥∥2 ‖H(ξ − a˜)‖2).
The estimates above deliver
|R1n(ξ − a)| ≤ 3(L+ 2C
2
K)CKM(
∥∥QnH((ξ − a˜)−1l+ )∥∥2 + ∥∥QnH((ξ − a)−1l+ )∥∥2).
Now, using proposition 8.1,we get
nN∑
j=1
1
ξ − λnNi
= n(tr[(ξ − a)−1])0 + Eχ−1(ξ − a) +R
1
n(ξ − a) +R
2
n(ξ − a),
where
|R2n(ξ − a)| ≤
∥∥QnH((ξ − a)−1r+)∥∥2 ∥∥H((ξ − a˜)−1l+ )∥∥2
+
∥∥H((ξ − a)−1r+)∥∥2 ∥∥H((ξ − a˜)−1l+ )Qn∥∥2
+
∥∥QnH((ξ − a˜)−1r+)∥∥2 ∥∥H((ξ − a)−1l+ )∥∥2
+
∥∥H((ξ − a˜)−1r+)∥∥2 ∥∥H((ξ − a)−1l+ )Qn∥∥2 .
So, we can estimate
|R2n(ξ − a)| ≤ CK(
∥∥QnH((ξ − a)−1r+)∥∥2 + ∥∥H((ξ − a˜)−1l+ )Qn∥∥2
+
∥∥QnH((ξ − a˜)−1r+)∥∥2 + ∥∥H((ξ − a)−1l+ )Qn∥∥2).
We denote by R3n(ξ − a) = R
1
n(ξ − a) +R
2
n(ξ − a), then
|R3n(ξ − a)| ≤ SK(
∥∥QnH((ξ − a)−1r+)∥∥2 + ∥∥H((ξ − a˜)−1l+ )Qn∥∥2
+
∥∥QnH((ξ − a˜)−1r+)∥∥2 + ∥∥H((ξ − a)−1l+ )Qn∥∥2
+
∥∥QnH((ξ − a˜)−1l+ )∥∥2 + ∥∥QnH((ξ − a)−1l+ )∥∥2),
where SK = 3(L+ 2C
2
K)CKM + CK .
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Now for given ε > 0 we will choose n0 > n1 such that∥∥(ξ − a)−1r+ − sn1(ξ − a)−1r+∥∥ ≤ ε6 1SK |Γ|maxt∈Γ f(t) ,∥∥(ξ − a˜)−1r+ − sn1(ξ − a˜)−1r+∥∥ ≤ ε6 1SK |Γ|maxt∈Γ f(t) ,∥∥(ξ − a˜)−1l+ − sn1(ξ − a˜)−1l+ ∥∥ ≤ ε6 1SK |Γ|maxt∈Γ f(t) ,∥∥(ξ − a)−1l+ − sn1(ξ − a)−1l+ ∥∥ ≤ ε6 1SK |Γ|maxt∈Γ f(t) ,
where |Γ| denotes the length of Γ.
Then for all ξ ∈ K it holds
|R3n(ξ − a)| ≤
ε
|Γ|maxt∈Γ f(t)
.
Now let
Gf (a) : =
1
2pii
∫
Γ
f(ξ)(tr(ξ − a)−1)0dξ
=
1
2pii
∫
T
dt
t
1
2pii
∫
Γ
f(ξ)tr(ξ − a(t))−1dξ
=
1
2pii
∫
T
trf(a(t))
dt
t
,
Ef (a) : =
1
2pii
∫
Γ
f(ξ)Eχ−1(ξ − a)dξ
= −
1
2pii
∫
Γ
f(ξ)
∞∑
k=1
ktr[((ξ − a)−1r+)k((ξ − a˜)
−1
l+ )k + ((ξ − a˜)
−1
r+)k((ξ − a)
−1
l+ )k]dξ.
Thus for n > n0
1
n
nN∑
j=1
f(λnNj ) = Gf (a) +
1
n
Ef (a) +Rn(a),
where |Rn(a)| ≤
ε
n
. 
Theorem 8.4. Let a ∈W αN×N , α ≥ 1, M be an open and bounded set, such that (sp T (a)∪
sp T (a˜)) ⊂ M . Let f be an analytic function on M . Let sp Tn(a) = {λ
nN
1 , ..., λ
nN
nN} be the
set of all eigenvalues of Tn(a).
Then there exists such n0 that for all n > n0 sp Tn(a) ⊂ M , and constants Gf (a) and
Ef (a) such that for all n > n0 it holds
1
n
nN∑
j=1
f(λnNj ) = Gf (a) +
1
n
Ef (a) + o(n
−α− 1
2 ),
where
Gf (a) =
1
2pii
∫
T
tr(f(a(t)))
dt
t
,
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Ef (a) =
1
2pii
∫
Γ
f(ξ)(tr[
{
(ξ − a)−1r+((ξ − a)r+)
′
t + ((ξ − a)l+)
′
t(ξ − a)
−1
l+
}
(ξ − a)−1])−1dξ
=
1
2pii
∫
Γ
f(ξ)
1
2pii
∫
T
tr[
{
(ξ − a(t))−1r+((ξ − a(t))r+)
′
t + ((ξ − a(t))l+)
′
t(ξ − a(t))
−1
l+
}
(ξ − a(t))−1]
dt
t
dξ,
here Γ is some contour in M containing (sp T (a) ∪ sp T (a˜)).
Proof. Let α ≥ 1. For b ∈ W αN×N , the following estimation takes place
‖QnH(b)‖2 = ‖QnH(b− snb)‖2 ≤
‖b− snb‖1
n
1
2
≤
‖b− snb‖α
n
1
2
+α−1
= o(n−α+
1
2 )
Thus following the proof of previous theorem, we actually get
1
n
nN∑
j=1
f(λnNj ) = Gf (a) +
1
n
Ef (a) + o(n
−α− 1
2 ),
where
Gf (a) =
1
2pii
∫
T
tr(f(a(t)))
dt
t
,
and
Ef (a) = −
1
2pii
∫
Γ
f(ξ)
∞∑
k=1
ktr[((ξ − a)−1r+)k((ξ − a˜)
−1
l+ )k + ((ξ − a˜)
−1
r+)k((ξ − a)
−1
l+ )k]dξ.
As α ≥ 1 we can apply corollary 7.4, then
∞∑
k=1
ktr((ξ − a)−1r+)k((ξ − a˜)
−1
l+ )k = (tr[((ξ − a)
−1
r+)
′
t(ξ − a)
−1
r−])−1,
∞∑
k=1
ktr((ξ − a˜)−1r+)k((ξ − a)
−1
l+ )k = (tr[(ξ − a)
−1
l− ((ξ − a)
−1
l+ )
′
t])−1.
Thus the next representation for Eχ−1(ξ − a) is true:
Eχ−1(ξ − a) = −(tr[((ξ − a)
−1
r+)
′
t(ξ − a)
−1
r− + (ξ − a)
−1
l− ((ξ − a)
−1
l+ )
′
t])−1.
It not hard to derive the following formula for differentiating of matrix function (b−1)′ =
−b−1b′b−1, then
((ξ − a)−1r+)
′
t(ξ − a)
−1
r− = −(ξ − a)
−1
r+((ξ − a)r+)
′
t(ξ − a)
−1
r+(ξ − a)
−1
r−
= −(ξ − a)−1r+((ξ − a)r+)
′
t(ξ − a)
−1,
(ξ − a)−1l− ((ξ − a)
−1
l+ )
′
t = −(ξ − a)
−1
l− (ξ − a)
−1
l+ ((ξ − a)l+)
′
t(ξ − a)
−1
l+
= −(ξ − a)−1((ξ − a)l+)
′
t(ξ − a)
−1
l+ .
Now using that tr(ab) = tr(ba) we get
Ef (a) =
1
2pii
∫
Γ
f(ξ)(tr[
{
(ξ − a)−1r+((ξ − a)r+)
′
t + ((ξ − a)l+)
′
t(ξ − a)
−1
l+
}
(ξ − a)−1])−1dξ.

Remark 8.5. Now we can write
Eχ−1(a) = −(tr[(a
−1
r+)
′
ta
−1
r− + a
−1
l− (a
−1
l+ )
′
t])−1
= (tr[(a−1r+(ar+)
′ + (al+)
′a−1l+ )a
−1])−1.
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9. Scalar case
We denote by Cm,λ the set of all m times continuously differentiable functions, m-th
derivative of which satisfies Ho¨lder condition with parameter λ.
Define a singular integral operator ST : C
m,λ −→ Cm,λ:
(STf)(t) =
1
pii
∫
T
f(τ)
τ − t
dτ.
Obviously, W α ⊂ C1,λ when α ≥ 2.
Proposition 9.1. Let a ∈W α, α ≥ 2. Let T (a) be invertible. Then
Eχ−1(a) = −((a
−1
r+)
′a−1r− + a
−1
l− (a
−1
l+ )
′)−1
= −
1
4pi2
∫
T
∫
T
1
a(τ)a(t)
a′(τ)− a′(t)
τ − t
dτdt.
Proof. As multiplication is commutative, it is clear that if a = a−a+ is some factorization
then (a−1r+)
′a−1r− = (a
−1
+ )
′a−1− and a
−1
l− (a
−1
l+ )
′ = a−1− (a
−1
+ )
′. So we have
Eχ−1(a) = −((a
−1
r+)
′a−1r− + a
−1
l− (a
−1
l+ )
′)−1
= (−a−1− (a
−1
+ )
′ − (a−1+ )
′a−1− )−1.
Now noticing that (−a−1− (a
−1
+ )
′)−1 = ((a
−1
− )
′a−1+ )−1 we get
Eχ−1(a) = ((a
−1
− )
′a−1+ − (a
−1
+ )
′a−1− )−1
= −(
1
a
(
(a−1+ )
′
a−1+
−
(a−1− )
′
a−1−
))−1
= −(
1
a
ST(
(a−1+ )
′
a−1+
+
(a−1− )
′
a−1−
))−1
= −(
1
a
ST(
(a−1+ )
′a−1−
a−1+ a
−1
−
+
(a−1− )
′a−1+
a−1− a
−1
+
))−1
= −(
1
a
ST(a(a
−1)′))−1 = (
1
a
ST(a
a′
a2
))−1 = (
1
a
ST(
a′
a
))−1
=
1
2pii
∫
T
1
a(t)
(
1
pii
∫
T
a′(τ)
a(τ)
dτ
τ − t
)dt
=
1
2pii
∫
T
1
a(t)
(
1
2pii
∫
T
a′(τ)
a(τ)
dτ
τ − t
)dt
−
1
2pii
∫
T
1
a(τ)
(
1
2pii
∫
T
a′(t)
a(t)
dt
τ − t
)dτ
= −
1
4pi2
∫
T
∫
T
1
a(τ)a(t)
a′(τ)− a′(t)
τ − t
dτdt.
It is easy to check that here we can interchange the integrals, the theorems about inter-
changing a singular integral, used here, can be found in [1]. 
Theorem 9.2. Let a ∈ W α, α ≥ 2. Let {λn1 , λ
n
2 , ..., λ
n
n} be the set of all eigenvalues of
Tn(a). Let J = {z|z ∈ C, a(t)− z 6= 0 ∀t : |t| = 1, ind(a− z) = 0},M = C \ J . Let f be an
analytic function in open set G, which contains M .
Then there exist constants Gf (a), Ef (a) and n0 such that for all n > n0 sp Tn(a) ⊂ M
and
1
n
n∑
k=1
f(λnk) = Gf (a) +
Ef (a)
n
+ o(n−α−
1
2 ),
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where
Gf (a) =
1
2pii
∫
T
(f ◦ a)(t)
dt
t
,
Ef (a) =
1
4pi2
∫
T
∫
T
f(a(τ))− f(a(t))
a(τ)− a(t)
a′(τ)− a′(t)
τ − t
dτdt.
Proof. We need only to calculate the constant Ef (a):
Ef (a) : =
1
2pii
∫
Γ
f(ξ)
(−
1
4pi2
∫
T
∫
T
1
(ξ − a(τ))(ξ − a(t))
(ξ − a)′τ (τ)− (ξ − a)
′
t(t)
τ − t
dτdt)dξ
=
1
2pii
∫
Γ
f(ξ)
1
4pi2
∫
T
∫
T
1
(ξ − a(τ))(ξ − a(t))
a′(τ)− a′(t)
τ − t
dτdtdξ
=
1
4pi2
∫
T
∫
T
(
1
2pii
∫
Γ
f(ξ)
(ξ − a(τ))(ξ − a(t))
dξ)
a′(τ)− a′(t)
τ − t
dτdt.
The following is obvious
1
(a(τ)− a(t))
(
1
ξ − a(τ)
−
1
ξ − a(t)
) =
1
(ξ − a(τ))(ξ − a(t))
Let us calculate the inside integral:
1
2pii
∫
Γ
f(ξ)
(ξ − a(τ))(ξ − a(t))
dξ =
1
a(τ)− a(t)
{
1
2pii
∫
Γ
f(ξ)
ξ − a(τ)
dξ −
1
2pii
∫
Γ
f(ξ)
ξ − a(t)
dξ}
=
f(a(τ))− f(a(t))
a(τ)− a(t)
.
So we get
Ef (a) =
1
4pi2
∫
T
∫
T
f(a(τ))− f(a(t))
a(τ)− a(t)
a′(τ)− a′(t)
τ − t
dτdt.

Remark 9.3. We can rewrite the constant Ef (a) in the following way
Ef (a) =
1
2pii
∫
Γ
f(ξ)(−
1
2pii
∫
T
1
ξ − a(t)
(
1
pii
∫
T
a′(τ)
ξ − a(τ)
dτ
τ − t
)dt)dξ
=
1
2pi2
∫
T
∫
T
(
1
2pii
∫
Γ
f(ξ)
(ξ − a(t))(ξ − a(τ))
dξ)
a′(τ)
τ − t
dτdt
=
1
2pi2
∫
T
∫
T
f(a(τ))− f(a(t))
a(τ)− a(t)
a′(τ)
τ − t
dτdt.
Remark 9.4. It is not hard to see from the proof, that instead of the case a ∈ W α, α ≥ 2,
we could have considered a ∈ Cm,λ, m ≥ 1, λ > 0.
Remark 9.5. For absolutely continuous ϕ ∈ W ∩ B1/22 H. Widom received in [11] another
representation for
Ef (ϕ) =
1
4pi2
∞∑
k=1
∫ 2pi
0
∫ 2pi
0
sin(k(θ1 − θ2))
f(ϕ(θ1)− f(ϕ(θ2))
ϕ(θ1)− ϕ(θ2)
(ϕ′(θ2)− ϕ
′(θ1))dθ1dθ2,
where ϕ(θ) stands for ϕ(eiθ) (compare with Theorem 1.1).
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We will show that our representation coincides with the above one for a ∈ C1,λ. The
starting point of this representation is
Ef (ϕ) =
1
2pii
∫
Γ
f(λ)
d
dλ
(
∞∑
k=1
k(ln(a− λ))k(ln(a− λ))−k)dλ.
Further we will prove the following formula:
d
dλ
(
∞∑
k=1
k(ln(a− λ))k(ln(a− λ))−k) = −(
1
a− λ
ST(
a′
a− λ
))−1.
Then, by the proof of Proposition 9.1, we get
Eχ−1(λ− a) =
d
dλ
(
∞∑
k=1
k(ln(a− λ))k(ln(a− λ))−k).
Now following the theorem we get the needed result.
For the proof we compute the following:
d
dλ
(
∞∑
k=1
k(ln(a− λ))k(ln(a− λ))−k) =
=
∞∑
k=1
k(
d
dλ
(ln(a− λ))k(ln(a− λ))−k)
=
∞∑
k=1
k(
d
dλ
((ln(a− λ))k)(ln(a− λ))−k + (ln(a− λ))k
d
dλ
((ln(a− λ))−k))
=
∞∑
k=1
k
d
dλ
((ln(a− λ))k)(ln(a− λ))−k +
∞∑
k=1
k(ln(a− λ))k
d
dλ
((ln(a− λ))−k))
=
∞∑
k=1
k
d
dλ
((ln(a− λ))k)(ln(a− λ))−k −
−1∑
k=−∞
k(ln(a− λ))−k
d
dλ
((ln(a− λ))k))
=
∑
k∈Z
k
d
dλ
((ln(a− λ))k))(ST ln(a− λ))−k.
Since
d
dλ
((ln(a− λ))k) = −(
1
a− λ
)k
we get that
d
dλ
(
∞∑
k=1
k(ln(a− λ))k(ln(a− λ))−k) = −
∑
k∈Z
k(
1
a− λ
)k(ST ln(a− λ))−k.
And by Proposition 7.3
d
dλ
(
∞∑
k=1
k(ln(a− λ))k(ln(a− λ))−k) = −(
1
a− λ
ST(
a′
a− λ
))−1.
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