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We develop the resource theory of private randomness extraction in the distributed and device-
dependent scenario. We begin by introducing the notion of independent random bits, which are
bipartite states containing ideal private randomness for each party, and motivate the natural set
of free operations. As a conceptual tool, we introduce Virtual Quantum State Merging, which
is essentially the flip side of Quantum State Merging, without communication. We focus on the
bipartite case and find the rate regions achievable in different settings. Surprisingly, it turns out
that local noise can boost randomness extraction. As a consequence of our analysis, we resolve a
long-standing problem by giving an operational interpretation for the reverse coherent information
(up to a constant term log d) as the number of private random bits obtained by sending quantum
states from one honest party (server) to another one (client) via the eavesdropped quantum channel.
Introduction.–Randomness is an important notion,
having various applications in science and technology.
Usually only pseudo-randomness is produced in the clas-
sical world, for instance by certain complex algorithms
in a computer, where the pseudo-random value is deter-
mined by a hidden variable so that it is already implicitly
known beforehand. Conceptually, the most straightfor-
ward way to ensure a uniformly random bit sequence is
to generate it by measuring a quantum state, e.g., the σZ
eigenstate |0〉 in the σX eigenbasis |±〉. In this way the
measurement outcome is completely unpredictable and,
thus, private against any eavesdropper. Here the privacy
comes from the fact that a pure state naturally excludes
any correlation with other systems. The problem of ran-
domness extraction from a general mixed state has been
considered in [1] by the decoupling approach [2–4], where
Alice’s system is correlated with the system of an eaves-
dropper Eve via a mixed state ρAE and the goal of Alice
is to generate randomness private against Eve. An im-
plicit assumption in this setting is that Bob, who holds
the purifying system of ρAE , is a trusted but otherwise
completely passive party. The reason is that Alice herself
cannot figure out the correlation with Eve without Bob’s
assistance. So in the spirit of being cautious in cryptog-
raphy, we have to assume that Eve holds all the purifying
system of ρA, i.e. ρAE is pure, unless Alice knows that
Bob holds part of it.
We make Bob active, where Alice and Bob trust each
other and collaborate to extract independent random-
ness private against Eve. This is a novel scenario: dis-
tributed private randomness extraction, which is dual to
the Slepian-Wolf problem of distributed data compres-
sion [5] in information theory. Surprisingly, a natural
dual setting to Slepian-Wolf does not exist in the clas-
sical framework, yet quantumly it does. In this Letter,
we study the distributed and device-dependent scenario
for randomness extraction (for an alternative approach,
the so-called device-independent scenario, see [6] and ref-
erences therein). We begin with defining the notion of
independent random bits (ibits), in a picture dual to the
standard one, as bipartite states that contain ideal pri-
vate randomness, and justifying the set of allowed oper-
ations which do not increase randomness. Then we in-
troduce our conceptual tool, the Virtual Quantum State
Merging (VQSM) protocol, to study two-sided and one-
sided randomness extraction. VQSM originates from the
Quantum State Merging (QSM) protocol [2] and repre-
sents the other face of QSM, less noticed in the litera-
ture. In the two-sided setting, we obtain the achievable
rate regions in various scenarios, including either free or
no communication and either free or no local noise. It
follows that there is no bound randomness. Surprisingly,
local noise, usually regarded as useless, can extend the
rate region. In the one-sided setting, we determine the
optimal rates of randomness extraction in two extremal
classes, pure entangled states and separable states, and
provide a computable upper bound for general states.
Finally, we resolve a long-standing problem by giving an
operational interpretation for the reverse coherent infor-
mation in terms of the number of ibits obtained by send-
ing quantum state from one honest party to another one
via an eavesdropped quantum channel. In the following,
we state and discuss the results carefully, while all proofs
are in the appendix [7].
Ibits and CLODCC.–In the standard approach, a state
having one ideal random bit with respect to Eve has the
form ρKAE =
1
2 (|0〉〈0|+|1〉〈1|)KA ⊗ ρE where ρE is an ar-
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2bitrary state of Eve. In the dual picture, where the puri-
fying system is included and Eve’s system is excluded,
an equivalent form is αKAA′B′ =
1
2
∑1
i,j=0 |i〉〈j|KA ⊗
UiσA′B′U
†
j , where KA is the key part that generates ran-
domness if a measurement were performed in the basis
{|0〉, |1〉}KA , Ui are unitary operators on A′B′, and σA′B′
is an arbitrary state. A′B′ is known as the shield system
possibly distributed over Alice’s and Bob’s spaces, pro-
tecting privacy against Eve [17]. Similarly, a state with
two independent random bits at Alice’s and Bob’s side,
respectively, called ibit, has the following form:
Lemma 1 A bipartite quantum state having two inde-
pendent random bits private against Eve is of the form
αKAKBA′B′ =
1
4
1∑
i,j,k,`=0
|i〉〈j|KA⊗|k〉〈`|KB⊗UikσA′B′U†j`.
(1)
It is important to note that getting (approximate) ibits
is equivalent to obtaining the state in the exact (approx-
imate) standard form:
ρKAKBE =
1
4
(|0〉〈0|+|1〉〈1|)KA ⊗ (|0〉〈0|+|1〉〈1|)KB ⊗ ρE ,
(2)
see the proof of Lemma 1 in [7]. The security of random-
ness is measured by the trace distance [18] and, thus, is
composable [19, 20].
Now we ask what kind of operations are allowed for
free in randomness extraction. Notice that a pure state
|0〉KA is a special form of ibit where KB and A′B′ are di-
mension one, so we cannot allow pure states for free. It is
safe to assume a closed system paradigm, like the frame-
work for distilling thermodynamical work represented by
pure states [21]. Also it is natural to assume that free
operations should allow for local unitary transformation
and some form of communication. A good candidate
is the set of operations formed by Closed Local Oper-
ations (CLO) and Dephasing Channel Communication
(DCC) [21, 22], designed for quantifying the localizable
purity in a quantum state, where DCC simulates classi-
cal communication. In our setting, partial trace is not
needed since we can always put the partial-tracing sub-
system into the shield without harming privacy. In to-
tal, the set of free operations consists of the following
two and their compositions: (i) local unitary transfor-
mations and (ii) sending a subsystem through a dephas-
ing channel, where the dephasing channel environment
goes to Eve. W.l.o.g. the dephasing basis is chosen to
be the fixed computational one and these operations are
named CLODCC. By Lemma 1, the picture of distilling
ibits without measurement is equivalent to that of get-
ting randomness in the standard form after performing
measurement on the key part. We can therefore exchange
both pictures freely.
It might seem that our framework for randomness re-
duces to that for purity since we have similar operations
and purity can generate randomness. This would be true
if we considered randomness extraction under global op-
erations, but it is very different in the distributed setting
on which we focus in this work. Also, it is possible to
study randomness extraction by assuming other free op-
erations, e.g., incoherent operations [23].
Having defined the free operations, we now ask the
key question: For a bipartite quantum state ρAB whose
purification is with Eve, how much private randomness
can Alice and Bob obtain against Eve under CLODCC?
We mainly consider the asymptotic i.i.d. setting which
means we count the rates. It turns out that another seem-
ingly useless resource–local noise, can act as a booster in
the process. Here local noise means a maximally mixed
state on Alice’s or Bob’s side, whose purification is un-
der Eve’s control, i.e. Alice or Bob share a maximally
entangled state with Eve. It is clear that from local noise
alone, Alice cannot produce randomness unknown to Eve
by measuring her half, because the outcome is perfectly
correlated with Eve. However local noise may help when
combined with other states. An illuminating example
is entanglement swapping: Alice shares one singlet with
Bob and another one with Eve, i.e. the tripartite state
is |Φ〉A1B ⊗ |Φ〉A2E . Here the state 121A2 is understood
as the local noise on Alice’s side. Observe that in entan-
glement swapping, the outcome of the Bell measurement
by Alice is completely random against each of Bob and
Eve separately (no communication between them). Thus
we get that in the case of no communication between Al-
ice and Bob, Alice can obtain two random bits unknown
to Eve. However without the local noise, Alice can get
only one random bit. We therefore have several differ-
ent settings depending on whether randomness is to be
distilled on two sides or one side, whether local noise is
available or not, and whether communication is allowed
or not. Before stating our findings on the rate regions,
we introduce the conceptual tool.
VQSM.–Entanglement swapping shows that local noise
can play an important role in the distributed scenario. If
local noise is not freely available, Alice and Bob have the
option of creating it from the resource. In the case of no
communication, Alice can put one copy of her systems A
into the shield A′, meaning that it will not be touched
by her any more. This does not change Bob’s state. We
may pretend that A′ is with Eve, making things only
worse for Bob, but now it is a pure state with Eve, the
definition of local noise. In the case of communication,
Alice can send one of her systems to Bob through the
dephasing channel. Since randomness in the copy is not
extracted, these options may reduce the overall rate of
randomness distillation if the proportion of the wasted
copies is not negligible. However, there is a more effi-
cient way, which produces some private randomness for
3Alice and simultaneously gives Bob local noise. To gain
intuition, let us look at the QSM protocol [2]. For our
goal, B is the reference system and QSM is performed
from A to E, i.e., the task is to transform n copies of a
tripartite state |ψ〉ABE into |φ〉A1A2BnE′E1E2 by LOCC
such that φE1BnE′ ≈ (|ψ〉〈ψ|ABE)⊗n, where φE1BnE′ =
TrA1A2E2 φA1A2BnE′E1E2 . In the asymptotic i.i.d. case,
if S(A|E)ψ = S(ψAE)−S(ψE) > 0, the protocol requires
an additional rate of S(A|E)ψ ebits (the unit entangle-
ment in a two-qubit maximally entangled state) shared
between systems A and E. However, when S(A|E)ψ < 0,
not only does it not need entanglement, but also creates
a rate of −S(A|E)ψ ebits on A2E2. In the protocol, Al-
ice transforms An into A1A2 by a unitary, then measures
subsystem A1 in the computational basis and announces
the outcome to Eve, who further, according to the out-
comes, transforms En into E′E1E2 by proper unitaries.
The amount of classical communication is the size of A1,
its rate is the mutual information between Alice and Bob,
I(A : B)ψ = S(ψA) + S(ψB)− S(ψAB).
Roughly speaking, the measurement outcome on A1
in QSM is independent of Bob and private against Eve.
The intuition is the following: Bob’s state remains invari-
ant, so the measurement outcome is independent of Bob;
the necessity to send the measurement outcome from Al-
ice to Eve implies that Eve cannot predict it by herself
and, thus, it is private against Eve. Technically, the mea-
surement outcome is almost decoupled from Eve. This
weak correlation can be deleted by the technique of pri-
vacy amplification (PA) [20]; it amounts to tracing out
a little bit more from A1, not affecting the rate of ran-
domness. A further observation is that Bob’s system is
purely entangled with Eve’s, conditional on the measure-
ment outcomes, and in our setting, Bob need not care
about whether Eve performs the rotations or not. In this
way, Alice can extract randomness independent of Bob
and private against Eve at the rate I(A : B)ψ, while at
the same time Bob’s system is virtually entangled with
Eve, acting as noise that can help Bob extract random-
ness later. The composition of QSM and PA we call
Virtual Quantum State Merging. The formal claim that
the rate of randomness extractable by Alice in the QSM
setting equals to I(A : B)ψ is encapsulated in a double-
decoupling theorem, [7, Theorem 19]. Its composability,
i.e. Alice’s and Bob’s randomness is independent when
Bob extracts randomness later assisted by local noise, is
proved in [7, Theorem 20]. Theorem 19, which may be
of independent interest itself, is our main tool to derive
randomness distillation rates.
Two-sided randomness distillation.–Having developed
the tool, we are ready to state the main results. It is clear
that given a state ρAB , we can obtain the randomness at
the rate RG(ρAB) := log |AB| −S(ρAB) if global unitary
operations on AB are allowed [7, Lemma 14]. We now
ask the same question when the parties are distributed
so only local unitary operations are allowed: What is
the rate region of achievable pairs (RA, RB), representing
that Alice produces randomness at rate RA and Bob at
rate RB , and their randomness is independent and secret
against Eve, who has the purifying system? We have four
different settings in which we allow free or no local noise,
and free or no communication in form of the dephasing
channel. The answer is our first main result, Theorem 2.
Theorem 2 For a given state ρAB, the following rate
regions are achievable (and tight in settings 1, 2 and 3):
1) For no communication and no noise, RA ≤ log |A|−
S(A|B)+, RB ≤ log |B|−S(B|A)+, and RA+RB ≤ RG,
where [t]+ = max{0, t};
2) for free noise but no communication, RA ≤ log |A|−
S(A|B), RB ≤ log |B| − S(B|A), and RA +RB ≤ RG;
3) for free noise and free communication, RA ≤ RG,
RB ≤ RG, and RA +RB ≤ RG;
4) for free communication but no noise, RA ≤
log |AB| − max{S(B), S(AB)}, RB ≤ log |AB| −
max{S(A), S(AB)}, and RA +RB ≤ RG.
Note how the solutions to 1) and 2) appear to be dual
to the Slepian-Wolf theorem on distributed data com-
pression [5]. In 3), the rate RG can be realised on either
side as randomness (but not necessarily as purity). We
prove only achievability in 4) and leave its tightness open.
R
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log|A
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FIG. 1. The rate regions of (RA, RB) when S(A|B) > 0 >
S(A)−log |A| > S(B|A). The green lines show the rate region
of setting 1), the purple lines of setting 2), the red lines of
setting 3), and the blue lines of setting 4).
It is easy to see that, if non-zero randomness can be ex-
tracted by global operations, which means RG > 0, then
from Theorem 2 there exists a pair (RA, RB) satisfying
RA + RB = RG > 0 achievable even in the most re-
strictive setting 1). Therefore, an immediate conclusion
from Theorem 2 is the non-existence of bound random-
ness states.
4Corollary 3 Given a state ρAB, if randomness can be
extracted by global operations on AB, then non-zero ran-
domness can be extracted by CLODCC operations.
One-sided randomness distillation.–We will focus on
a pair rate (RA, 0) in setting 4) to understand it a bit
better. The task is that Bob helps Alice to extract ran-
domness against Eve as much as possible. Free commu-
nication is allowed but local noise is not. Other settings
are understood already in Theorem 2 from the tightness
of the rate regions, which imply that the extremal points
are optimal. First, we derive a formula for the optimal
rate, unfortunately involving regularization.
Theorem 4 The randomness that can be extracted
from ρAB on Alice’s side is RA(ρ) = log |AB| −
inf 1n max
{
S(E′(n)), S(B′(n))
}
, where the infimum is
taken over all n, and E′(n) and B′(n) are the output sys-
tems under CLODCC acting on ρ⊗nAB.
At first sight, this theorem is not very useful as it
involves complex CLODCC processing and suffers from
the notorious regularization problem. But the further
observation that S(E′(n)) ≥ nS(E), because Eve’s en-
tropy is non-decreasing in every use of the dephasing
channel, gives the exact optimal rate for a large class
of states. Namely, for ρAB satisfying S(B) ≤ S(E),
RA(ρ) = log |AB| − S(AB) = RG, so all the random-
ness can be localized on Alice’s side. A large class of
bipartite states satisfy this property, e.g. the positive-
partial-transpose states, which include separable states.
Note that possibly two-way communication is needed to
localize the global purity on Alice’s side, but only one-
way communication is needed to localize randomness. An
example for this is the cq-state ρAB =
∑
i pi|i〉〈i|A ⊗ ρiB ,
when ρiB do not commute.
Whether the regularization is needed or not is an open
problem. We give a partial answer to this in that RA
is at least not strongly additive, i.e. RA(ρ ⊗ σ) 6=
RA(ρ) +RA(σ), by presenting an example with the acti-
vation effect: RA(ΦAB ⊗ σAB) = 3 while RA(ΦAB) = 32
and RA(σAB) = 1, where ΦAB is a singlet and σAB =
1
2 (|00〉〈00|+|11〉〈11|). The nontrivial RA(ΦAB) = 32 comes
from Theorem 5, and the other two are straightforward.
Theorem 5 The optimal randomness that can be ex-
tracted from ρAB on Alice’s side is upper bounded by
RA(ρ) ≤ log |AB| − 12 max{S(A), S(B)}. The upper
bound is tight for pure states.
Hence, for |φ〉AB , RA = log |AB| − 12S(A)φ. Fur-
thermore, the rate of the secret key that can be dis-
tilled from the pure state is KD = S(A)φ [17]. When
|A| = |B| = d, we have an appealing formula exhibit-
ing the exact balance between localisable and share-
able privacy RA +
1
2KD = 2 log d. For mixed states
KD(ρAB) ≤ S(ρA), we get RA + 12KD ≤ 2 log d, which
can be treated as complementarity between private ran-
domness and key in analogy to complementarity between
purity and entanglement [24]. It captures the fact that
RA attains 2 log d on a pure product state while KD at-
tains the maximal value on a maximally entangled state.
Private randomness capacity.–It is well known that
channel capacity formulas usually involve regularization
[25], i.e., optimisation over growing numbers of chan-
nel uses due to non-additivity of the relevant quantities
[26–29], making a head-on numerical approach impos-
sible. However, this does not prevent the regularized
non-additive quantities from having physical interpreta-
tions: the optimal rate to transmit information faithfully
through a channel. Ironically, there are additive quanti-
ties that however lack an interpretation [30], one of these
being the reverse coherent information, which is addi-
tive [31], but whose interpretation was missing for a long
time. The quantity was defined in [32] and introduced in
[31] as the “negative cb-entropy” of a channel. In [33],
it was rediscovered independently as reverse coherent in-
formation (RCI) and shown to be a lower bound for the
entanglement distribution capacity of a channel assisted
by classical feedback communication by using the hash-
ing inequality [34] (see [35] in this context). See [36, 37]
for the extension to the continuous-variable case and the
very recent papers on RCI [38–46]. Here we provide its
exact operational interpretation.
Consider the task of generating private randomness by
communicating through a quantum channel. A client
Bob wanting to produce private randomness, has the
measurement device but cannot prepare a quantum state
himself. He has access to but does not trust quantum
systems being at his disposal, which are potentially en-
tangled with Eve’s system. However, there is a quantum
channel to Bob from a trusted server Alice who can pre-
pare any quantum state, although the channel itself is
eavesdropped by Eve. First, we argue that the model
is well motivated and that it captures the server-client
structure possibly realised in future quantum networks:
the server having huge devices and being able to prepare
and manipulate quantum states and a client being able
to only perform limited operations, e.g., unitaries and
measurement. The server provides a service to the client
via a quantum channel. Second, this new cryptographic
model is completely in line with the standard model of
transmitting information and, thus, can be regarded as
a new character of a quantum channel. Now the natu-
ral capacity question is: “What is the maximal rate of
private randomness that can be extracted at Bob’s side
when Alice sends quantum states through the channel?”
Amazingly, we can answer it completely.
Theorem 6 The private randomness capacity of a chan-
nel N : A′ −→ B is given by
R(N ) = log |B|+max|φ〉AA′
{
S(φA)−S(idA⊗N (φAA′))
}
.
The second term is just the reverse coherent informa-
tion of the channel. So, for the first time, we provide an
5operational interpretation for it in a natural Shannon-
theoretic model. [After our work, Mark Wilde pointed
out that the same quantity R(N ) can be derived from
[47, Theorem 15] and, thus, can be explained in quantum
hypothesis testing for channels.] As a matter of fact, the
randomness generated at the client is private not only to
the eavesdropper but also to the server. The single-letter
formula is concave w.r.t. the input state [48] and, thus,
efficiently computable. We can draw an interesting com-
parison between private randomness capacity and purity
capacity: Pure(N ) = log |B| − infn 1nSmin(N⊗n), where
Smin(N ) = minφ S(N (φ)) is the minimum output en-
tropy. From [26], we know that Smin(N ) is not additive;
thus regularisation is required.
Summary and outlook.–We have initiated the study of
randomness extraction in the distributed scenario and
provided the tool to tackle this situation. We found the
exact achievable rate regions for various settings of dis-
tillation protocols and gave the long-sought operational
interpretation of the reverse coherent information of a
quantum channel.
This work opens up a new area, suggesting a wide
range of generalisations and extension of the consid-
ered scenarios, including the multipartite case and the
one-shot scenario based on one-shot QSM [49], as well
as other cryptographic variants such as the honest-but-
curious scenario. The structural analogy between private
states and independent states also needs further explo-
ration. These directions will be developed elsewhere [50].
Two notable topics are under study. One is distributed
randomness extraction under the framework of coherence
theory [51–53], where the allowed operations are incoher-
ent, and the other is the strong converse problem for the
private randomness capacity. Indeed, there are rare cases
[54, 55] where we have a single-letter formula on capacity,
and the strong converse theorem is proved only for such
cases [56, 57].
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7SUPPLEMENTAL MATERIAL
A. Miscellaneous facts and lemmas
In this appendix, we collect some standard facts about
various functionals we use and prove some lemmas that
we need in the proofs of main results.
Recall that the fidelity between two mixed states is
defined as
F (ρ, σ) :=
∥∥√ρ√σ∥∥
1
= Tr
√√
ρσ
√
ρ,
and the trace distance is 12‖ρ−σ‖1. We use the notation
X
≈ Y to mean ‖X − Y ‖1 ≤ .
Lemma 7 (Uhlmann [8]) The fidelity is alternatively
characterized by the relation
F (ρA, σA) = max
UB
∣∣〈φ|1A ⊗ UB |ψ〉∣∣,
where |φ〉AB and |ψ〉AB are purifications of ρA and σA,
respectively, and UB ranges over unitaries.
Lemma 8 (Fuchs and van de Graaf [9]) For any
two states ρ and σ, fidelity and trace distance are related
by
1− F (ρ, σ) ≤ 1
2
‖ρ− σ‖1 ≤
√
1− F (ρ, σ)2.
Lemma 9 (Winter [10]) For a subnormalized state ρ,
i.e. ρ ≥ 0 and Tr ρ ≤ 1, and operator 0 ≤ X ≤ 1 , if
Tr ρX ≥ 1− λ, then
‖ρ−
√
Xρ
√
X‖1 ≤
√
8λ.
Lemma 10 (Alicki-Fannes [11]) For two states ρXY
and σXY on HX ⊗HY , if ‖ρXY − σXY ‖1 ≤ λ ≤ 1, then
|S(X|Y )ρ − S(X|Y )σ| ≤ 4λ log |X|+ 2h(λ),
where h(λ) := −λ log λ− (1− λ) log(1− λ).
Lemma 11 (Dupuis et al. [4]) Given a state ρAE, let
 > 0 and T : A→ B be a CPTP map with Choi-
Jamio lkowski representation τRB = (idR⊗T )ΦRA. Then,∫
UA
‖T (UAρAEU†A)− τB ⊗ ρE‖1dU
≤ 2− 12 [Hmin(A|E)ρ+Hmin(R|B)τ ] + 12,
(3)
where the integral is over the Haar measure on the uni-
tary group U(A).
Lemma 12 (Horodecki et al. [22]) The function de-
fined by g(ρAB) := S(ρAB) + Er(ρAB) is non-decreasing
under CLODCC. 2
Here,
Er(ρAB) := min
σAB∈SEP
S(ρAB‖σAB)
is the relative entropy of entanglement [12], where the
minimum is taken over the separable states (SEP), and
D(X‖Y ) = TrX(logX − log Y ) is the relative entropy.
In the proof of Lemma 13, we need the concept of
typical operator and its properties. For a mixed state
ρ, write it in its eigenbasis, ρ =
∑
i λi|i〉〈i|. Consider n
copies of the state,
ρ⊗n =
∑
in
λin |in〉〈in|,
where in = i1i2 · · · in. For δ > 0, the typical projector is
defined as
Πnδ =
∑
in∈T nδ
|in〉〈in|,
where T nδ := {in : | − 1n log λin −S(ρ)| ≤ δ}. The typical
subspace is the supporting space of the the projector.
From [13, 14], we have
Tr ρ⊗nΠnδ ≥ 1− , (4)
2n[S(ρ)+δ] ≥ Tr Πnδ ≥ (1− )2n[S(ρ)−δ], (5)
with  := e−cδ
2n and c a constant.
For n copies of a pure tripartite state |ψ〉ABE , let A˜ and
B˜ be the typical subspaces of An and Bn respectively,
and ΠA˜ and ΠB˜ the typical projectors onto these typical
subspaces, that is,
Tr ΠA˜ψ
⊗n
A ≥ 1− ,
Tr ΠB˜ψ
⊗n
B ≥ 1− .
Denote
|Ω〉A˜B˜En = ΠA˜ ⊗ΠB˜ |ψ〉⊗nABE ,
|Ψ〉A˜B˜En =
1
〈Ω|Ω〉 |Ω〉A˜B˜En ,
and write ΠA˜ and ΠB˜ in their eigenbasis respectively
ΠA˜ =
∑
i
|i〉〈i|A˜,
ΠB˜ =
∑
j
|j〉〈j|B˜ ,
where |i〉A˜ ∈ HAn and |j〉B˜ ∈ HBn . By typicality in Eq.
(5), we have
log |A˜|
n
≈ S(ψA),
log |B˜|
n
≈ S(ψB).
8We now decompose HAn and HBn as
HAn = HAI ⊗HAP ,
HBn = HBI ⊗HBP ,
by unitaries U : An → AIAP and V : Bn → BIBP
satisfying
U |i〉A˜ = |i〉AI ⊗ |0〉AP , (6)
V |i〉B˜ = |i〉BI ⊗ |0〉BP . (7)
Notice that |A˜| = |AI | and |B˜| = |BI |, so we get
U ⊗ V |Ψ〉A˜B˜En = |Ψ〉AIBIEn ⊗ |0〉AP ⊗ |0〉BP .
We call AI , BI the information parts, and AP , BP the
purity parts.
Lemma 13 Given δ > 0 and  = e−cδ
2n with a constant
c, for n copies of a pure tripartite state |ψ〉ABE where n
is large, and unitary operators U and V in Eqs. (6) (7),∥∥U ⊗ V (|ψ〉〈ψ|)⊗nU† ⊗ V †−
|Ψ〉〈Ψ|AIBIEn ⊗ |0〉〈0|AP ⊗ |0〉〈0|BP ‖1 ≤ 2+ 4
√
, (8)
with log |AI |n =
log |A˜|
n ≈ S(ψA), log |BI |n = log |B˜|n ≈
S(ψB), and
log |AP |
n ≈ log |A|−S(ψA), log |BP |n ≈ log |B|−
S(ψB), and all the entropy relations in |Ψ〉AIBIEn is al-
most the same as those in |ψ〉⊗nABE.
Proof. By the operator inequality
1An⊗1Bn−ΠA˜⊗ΠB˜ ≤ 1An⊗(1Bn−ΠB˜)+(1An−ΠA˜)⊗1Bn ,
we get
〈Ω|Ω〉A˜B˜En ≥ 1− 2.
By Lemma 9, we have
‖(|ψ〉〈ψ|)⊗n − |Ω〉〈Ω|‖1 ≤ 4
√
,
from which,
‖(|ψ〉〈ψ|ABE)⊗n − (|Ψ〉〈Ψ|)A˜B˜En‖1 ≤ 2+ 4
√
 =: ′
that implies Ineq. (8) under unitary operators U and V .
Notice that U and V are local unitaries, thus the en-
tropies and the conditional entropies in ψ⊗nABE remain
invariant. By the non-increasing property of trace norm
for Ineq. (8) and Lemma 10 (including entropies), we get
|S(A|B)ψ⊗n − S(AI |BI)Ψ| ≤ 4n′ log |A|+ 2h(′),
|S(A)ψ⊗n − S(AI)Ψ| ≤ 4n′ log |A|+ 2h(′),
and similar other relations. Notice that ′ is exponen-
tially small in n, so we conclude that |Ψ〉AIBIEn encodes
almost all information in |ψ〉⊗nABE .
2
Lemma 14 For a state ρAB, if global operations are al-
lowed, the randomness extraction rate is RG(ρAB) =
IG(ρAB) = log |AB| − S(ρAB).
Proof . It is clear that a pure state |0〉 is the simplest
ibit. So given a state ρAB , if global operations are
allowed, then we can obtain purity at the rate IG =
log |AB| − S(ρAB), by data compression and algorith-
mic cooling [22]. From the purity the same amount of
randomness can be obtained which implies RG ≥ IG
On the other side, any randomness extraction ends up
in a state close to α state of Eq. (1), on which we can
undo the twisting U =
∑
i,k |ik〉〈ik|KAKB ⊗ Uik to get a
pure state on the key part which means IG ≥ RG. So we
conclude IG = RG. 2
Lemma 15 If states in an ensemble {pi, ρi} are close
to a fixed state σ on average, then most of the ensemble
states are close to the fixed state. To be precise, if∑
i
pi‖ρi − σ‖1 ≤ , (9)
then ∑
i:‖ρi−σ‖1≤√
pi ≥ 1−
√
. (10)
Proof. This is an instance of Markov’s inequality. It is
obvious that∑
i:‖ρi−σ‖1≥√
√
pi ≤
∑
i:‖ρi−σ‖1≥√
pi‖ρi − σ‖1 ≤ , (11)
thus ∑
{i:‖ρi−σ‖1≥√}
pi ≤
√
, (12)
concluding the proof. 2
B. Proofs
In this appendix, we provide the detailed proofs of the
results claimed in the main text.
We begin with the precise definition of the rate of pri-
vate randomness distillation, both in the standard pic-
ture and in the dual one. In the standard picture [1], the
protocol of extracting randomness from a bipartite state
ρAE is to perform a unitary map UA→KAA′ followed by
the measurement map
MA→KA ⊗ IE(·) =
|KA||A′|∑
i,j=1
|i〉〈i|KA ⊗〈ij|(·)|ij〉KAA′ (13)
to approximate a state with log |KA| randomness of the
form 1|KA|
∑|KA|
i=1 |i〉〈i|KA ⊗ ρE , where HA = HKA ⊗HA′
9and {i}KA and {j}A′ is the computational basis for sub-
system KA and A
′ respectively, and ρE = TrA ρAE . This
is equivalent to performing the unitary UA→KAA′ opera-
tion followed by the partial tracing of A′ and then a de-
phasing map on KA in the computational basis ∆KA(·) =∑|KA|
i=1 〈i|(·)|i〉KA |i〉〈i|KA . Notice that after the measure-
ment map, the state of KA represents the classical out-
come, so it cannot be involved in any further quantum
processing, otherwise any initial state in d−dimensional
space can always be used to generate log d private ran-
dom bits by a projective measurement in an arbitrary
basis followed by a further measurement in the comple-
mentary basis. Extending to the distributed scenario,
the protocol of extracting independent randomness from
a pure tripartite state |ψ〉ABE is: i) Alice performs a uni-
tary U1 : A→ A1A2 and sends A2 through the dephasing
channel to Bob; ii) Bob performs a unitary V1 : BA2 →
B1B2 and sends B2 through the dephasing channel to
Alice; iii) Alice and Bob start the second round with the
new state |ψ(2)〉A(2)B(2)E(2) = WB2 ◦V1◦WA2 ◦U1|ψ〉ABE ,
where WX =
∑|X|
i=1 |i〉EX |i〉X〈i| is the isometry of the de-
phasing channel on X in the computational basis, and
A(2) = A1B2 and B
(2) = B1, E
(2) = EEA2EB2 ; iv)
After some finite rounds, Alice and Bob perform local
unitaries followed by the measurement map of the form
(13) to approximate a state with independent random-
ness log |KA| at Alice’s side and log |KB | at Bob’s side
1
|KA|
∑|KA|
i=1 |i〉〈i|KA ⊗ 1|KB |
∑|KB |
i=1 |i〉〈i|KB ⊗ ψEf , where
ψEf is the final reduced state at Eve. Randomness gen-
erated in the intermediate measurement is required to
be private against the final state of Eve, therefore the
measurement can be postponed to the final stage of the
protocol. So does for the intermediate partial trace. De-
note the operation class composed by the four steps as
MCLODCC and we are ready to define the rate of private
randomness distillation in the standard picture.
Definition 16 A protocol with {|KA|, |KB |, (n)}, which
distills private randomness from n copies of |ψ〉ABE in
the standard form, is an operation Λ˜n ∈ MCLODCC :
AnBnEn → KAKBEnf , where |KA| and |KB | are the
sizes of the randomness parts dependent on n and (n)
is the error measured by the trace distance from the ideal
standard form
‖Λ˜n((|ψ〉〈ψ|⊗nABE)− ρKAKBEnf ‖1 ≤ (n),
where
ρKAKBEnf =
1
|KA|
|KA|∑
i=1
|i〉〈i|KA⊗
1
|KB |
|KB |∑
i=1
|i〉〈i|KB⊗ψEnf .
The pair rate (RA, RB) achieved by the protocol is defined
as RA = limn→∞
log |KA|
n and RB = limn→∞
log |KB |
n ,
when limn→∞ (n) = 0.
Similarly we define the pair rate of private randomness
distillation in the dual picture where the goal state is
the α state and the allowed operations come from the
CLODCC class.
Definition 17 A protocol with {|KA|, |KB |, (n)}, which
distills private randomness from n copies of |ψ〉ABE in
the dual picture, is an operation Λn ∈ CLODCC :
AnBn → KAA′KBB′, where |KA| and |KB | are the sizes
of the randomness parts and (n) is the distance from the
αKAA′KBB′ state
‖Λn(ψ⊗nAB)− αKAA′KBB′‖1 ≤ (n),
and
αKAA′KBB′
=
1
|KA||KB |
|KA|∑
i,j=1
|KB |∑
k,`=1
|i〉〈j|KA ⊗ |k〉〈`|KB ⊗ UikσA′B′U†j`.
The pair rate (RA, RB) achieved by the protocol is defined
as RA = limn→∞
log |KA|
n and RB = limn→∞
log |KB |
n ,
when limn→∞ (n) = 0.
From Definitions 16 17 and the proof of Lemma 1, we
can establish a corollary that extracting private random-
ness in the two pictures are equivalent.
Corollary 18 If there exists a protocol to distill private
randomness at the pair rate limn→∞(
log |KA|
n ,
log |KB |
n ),
getting a state that approximates the state ρKAKBEnf un-
der MCLODCC in the standard picture, then there ex-
ists a protocol achieving the same pair rate, getting a
state that approximates αKAA′KBB′ under CLODCC in
the dual picture. The converse statement is true as well.
Proof of Lemma 1. In the usual approach, a quantum
state having two independent random bits private against
Eve is of the form
ρKAKBE =
1
4
1∑
i,j=0
|i〉〈i|KA ⊗ |j〉〈j|KB ⊗ ρE . (14)
Consider a pure state |φ〉KAA′KBB′E whose marginal
state φKAKBE turns into ρKAKBE after measuring sub-
systems KA and KB in the computational basis. We
denote the dephasing map in the computational basis by
∆, so the dephased state of φKAKBE is
(∆KA ⊗∆KB )φKAKBE :=∑
ij
|i〉〈i|KA ⊗ |j〉〈j|KB ⊗ 〈ij|φKAKBE |ij〉KAKB .
When written in the computational basis, the global state
has the form
|φ〉KAA′KBB′E =
1
2
1∑
i,j=0
|i〉KA |j〉KB ⊗ |φij〉A′B′E . (15)
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The dephased state is
ρKAA′KBB′E =
1
4
1∑
i,j=0
|i〉〈i|KA⊗|j〉〈j|KB⊗|φij〉〈φij |A′B′E .
Because ρKAKBE = TrA′B′ ρKAA′KBB′E is of the
form Eq. (14), |φij〉A′B′E satisfy the condition
TrA′B′ |φij〉〈φij |A′B′E = ρE for all i and j. Then, by the
Schmidt decomposition, there exist unitary operators Uij
acting on A′B′ such that the following holds:
|φij〉A′B′E = Uij |φ0〉A′B′E , (16)
where |φ0〉A′B′E is a fixed purification for ρE . Using this
form and tracing the E part in Eq. (15), we get the state
αKAA′KBB′ of the claimed structure. A similar reasoning
gives the state αKAA′B′ when random bit is only on one
side.
The robust version of Lemma 1 is also true in the fol-
lowing sense, which we state directly for general amounts
of randomness for Alice and Bob: Let, for positive inte-
gers a and b,
ρKAKBE =
1
ab
a−1∑
i=0
b−1∑
j=0
|i〉〈i|KA ⊗ |j〉〈j|KB ⊗ ρE , (17)
αKAA′KBB′ =
1
ab
a−1∑
i,j=0
b−1∑
k,`=0
|i〉〈j|KA ⊗ |k〉〈`|KB ⊗ UikσA′B′U†j`,
(18)
the ideal private randomness state and the ideal idit, re-
spectively. They descend from the common pure state
|φ〉KAA′KBB′E =
1√
ab
a−1∑
i=0
b−1∑
j=0
|i〉KA |j〉KB ⊗Uij |φ0〉A′B′E ,
(19)
with a suitable purification |φ0〉 of ρE , by which we mean
(∆KA ⊗∆KB )φKAKBE = ρKAKBE , and |φ〉KAA′KBB′E is
a purification of αKAA′KBB′ : TrE |φ〉〈φ| = αKAA′KBB′ .
If a ccq-state ρ˜KAKBE is such that
1
2‖ρ˜KAKBE − ρKAKBE‖1 ≤ , then for
any pure state |φ˜〉KAA′KBB′E satisfy-
ing (∆KA ⊗ ∆KB )φ˜KAKBE = ρ˜KAKBE ,
1
2‖φ˜KAA′KBB′ − αKAA′KBB′‖1 ≤ δ =√
f()(2− f()) with f() → 0 as  → 0, for
an α of the form (18) with suitable σA′B′
and unitaries Uik acting on A
′B′.
Conversely, if α˜KAA′KBB′ is such that
1
2‖α˜KAA′KBB′ − αKAA′KBB′‖1 ≤ , then
for any purification |φ˜〉KAA′KBB′E of α˜,
1
2‖(∆KA ⊗∆KB )φ˜KAKBE−ρKAKBE‖1 ≤ δ =√
(2− ), for a ρ of the form (17) with a
suitable ρE .
For the forward direction, suppose the ccq-state
ρ˜KAKBE =
∑
ij pij |i〉〈i|KA ⊗ |j〉〈j|KB ⊗ ρ˜ijE satisfies
1
2‖ρ˜KAKBE − ρKAKBE‖1 ≤ . We have a pure state
|φ˜〉KAA′KBB′E =
∑
ij
√
pij |i〉KA |j〉KB |φ˜ij〉A′B′E′
such that (∆KA ⊗ ∆KB )φ˜KAKBE = ρ˜KAKBE , where
|φ˜ij〉A′B′E are the purifications of ρ˜ijE . Denote a fixed
purification of ρE as |φ0〉A′B′E . From Uhlmann’s the-
orem [8], we can choose unitaries Uij on A
′B′ sat-
isfying 〈φ˜ij |Uij |φ0〉 = F (ρ˜ijE , ρE), and form the state
|φ〉KAA′KBB′E in Eq. (19), which is clearly the purifica-
tion for some αKAA′KBB′ . We claim that |φ˜〉KAA′KBB′E
is close to |φ〉KAA′KBB′E that is sufficient to prove
φ˜KAA′KBB′ is close to αKAA′KBB′ .
By the triangle inequality for the trace norm and its
monotonicity under partial trace, we get
∑
ij
pij‖ρ˜ijE − ρE‖1
=
∥∥∥∥∥∥
∑
ij
pij |ij〉〈ij| ⊗ ρ˜ijE −
∑
ij
pij |ij〉〈ij| ⊗ ρE
∥∥∥∥∥∥
1
≤
∥∥∥∥∥∥
∑
ij
pij |ij〉〈ij| ⊗ ρ˜ijE −
1
ab
∑
ij
|ij〉〈ij| ⊗ ρE
∥∥∥∥∥∥
1
+
∥∥∥∥∥∥ 1ab
∑
ij
|ij〉〈ij| ⊗ ρE −
∑
ij
pij |ij〉〈ij| ⊗ ρE
∥∥∥∥∥∥
1
≤ 4.
From Lemma 15, there exists a good index set K ={
ij : ‖ρ˜ijE − ρE‖1 ≤
√
4
}
, with
∑
ij∈K pij ≥ 1 −
√
4.
We denote K¯ as the complement of K. From Lemma
8, we have 〈φ˜ij |Uij |φ0〉 ≥ 1 −
√
 for every ij ∈ K and
11
∑
ij∈K
√
pij
√
1
ab ≥ 1− . Then we compute the fidelity,
〈φ˜|φ〉KAA′KBB′E =
∑
ij
√
pij
√
1
ab
〈φ˜ij |Uij |φ0〉 (20)
≥ (1−√)
∑
ij∈K
√
pij
√
1
ab
(21)
= (1−√)
∑
ij
√
pij
√
1
ab
−
∑
ij∈K¯
√
pij
√
1
ab
 (22)
≥ (1−√)
(1− )− 1
2
∑
ij∈K¯
(
pij +
1
ab
) (23)
≥ (1−√)
(1−)− 1
2
∑
ij∈K¯
(∣∣∣∣pij − 1ab
∣∣∣∣+ 2pij)

(24)
≥ (1−√)
[
(1− )− −
√
4
]
(25)
= (1−√)(1− 2− 2√) =: 1− f(), (26)
where Ineq. (21) comes from 〈φ˜ij |Uij |φ0〉 ≥ 0 and
〈φ˜ij |Uij |φ0〉 ≥ 1 −
√
 for ij ∈ K, (23) from √x√y ≤
1
2 (x + y), (24) from x − y ≤ |x − y|, and (25) from
1
2
∑
ij∈K¯ |pij− 1ab | ≤ 12
∑
ij |pij− 1ab | ≤  and
∑
ij∈K pij ≥
1 − √4. Then we get, by monotonicity of the fidelity,
that
F (φ˜KAA′KBB′ , αKAA′KBB′) ≥ 1− f(),
and so
1
2
‖φ˜KAA′KBB′ − αKAA′KBB′‖1 ≤
√
f()(2− f()) =: δ.
For the opposite direction, we proceed in a simpler way,
namely by Uhlmann’s theorem we have that there exists
a unitary VE such that∣∣〈φ˜|1 ⊗ V |φ〉∣∣ = F (α˜KAA′KBB′ , αKAA′KBB′) ≥ 1− .
Then we get, by monotonicity of the fidelity, that
F
(
(∆KA ⊗∆KB )φ˜KAKBE , (∆KA ⊗∆KB )(V φKAKBEV †)
)
≥ 1− ,
and so
1
2
‖(∆KA ⊗∆KB )φ˜KAKBE − (∆KA ⊗∆KB )(V φKAKBEV †)‖1
≤
√
(2− ) =: δ.
As before, (∆KA ⊗ ∆KB )(V φKAKBEV †) has the same
structure as ρKAKBE . 2
Theorem 19 Given , δ > 0, for n copies of a pure tri-
partite state |ψ〉ABE where n is large, there exists a uni-
tary U : An → KA′ with a fixed basis {|i〉} of subsystem
K, (UAn ⊗ 1BnEn)|ψ〉⊗nABE =
∑|K|
i=1
√
pi|i〉K |ψi〉A′BnEn ,
such that after measurement on K in the fixed basis,∥∥∥∥∥∥
|K|∑
i=1
pi|i〉〈i|K ⊗ ψiBn −
1
|K|
|K|∑
i=1
|i〉〈i|K ⊗ ψ⊗nB
∥∥∥∥∥∥
1
≤ ,
∥∥∥∥∥∥
|K|∑
i=1
pi|i〉〈i|K ⊗ ψiEn −
1
|K|
|K|∑
i=1
|i〉〈i|K ⊗ ψ⊗nE
∥∥∥∥∥∥
1
≤ ,
when 1n log |K| = min{I(A : E)ψ, I(A : B)ψ} − δ.
Proof. First we prove a one-shot version of Theorem 19.
Namely, for a pure tripartite state |ψ〉ABE , there exists
a unitary U : A→ KA′ with a fixed standard basis {|i〉}
of subsystem K, such that the state of K after the von
Neumann measurement simultaneously decouples from
Bob and Eve, as follows:∥∥∥∥∥∥
|K|∑
i=1
pi|i〉〈i|K ⊗ ψiB −
1
|K|
|K|∑
i=1
|i〉〈i|K ⊗ ψB
∥∥∥∥∥∥
1
≤ 2(2− 12 [Hmin(A|B)ψ+Hmin(R|K)τ ] + 12),
(27)
∥∥∥∥∥∥
|K|∑
i=1
pi|i〉〈i|K ⊗ ψiE −
1
|K|
|K|∑
i=1
|i〉〈i|K ⊗ ψE
∥∥∥∥∥∥
1
≤ 2(2− 12 [Hmin(A|E)ψ+Hmin(R|K)τ ] + 12),
(28)
where (UA ⊗ 1BE)|ψ〉ABE =
∑|K|
i=1
√
pi|i〉K |ψi〉A′BE and
τRK = (idR ⊗ T )ΦRA is the Choi-Jamio lkowski state of
the CPTP map
TA→K(ρ) =
∑
i
|i〉〈i|(TrA′ ρ)|i〉〈i|,
with A = A′K, that is tracing A′ first and then per-
forming a von Neumann measurement on K. Notice that
τK =
1K
|K| . Now borrowing the idea from [15], and Lemma
11, it is easy to see that more than half of the unitary
operators U satisfy Ineq. (27) and more than half satisfy
Ineq. (28). So there must exist a common unitary such
that both inequalities are satisfied.
Now, by the asymptotic equipartition property, the
-smooth conditional min-entropy reduces to condi-
tional entropy in the asymptotic i.i.d. setting, and
S(A|E)ψ⊗n = n(S(B)− S(E)), S(A|B)ψ⊗n = n(S(E)−
S(B)), as well as S(R|K)τ = nS(A)−log |K| when we re-
strict to the typical subspace of ψ⊗nA . Counting the rates,
we get that if 1n log |K| = min{I(A : B), I(A : E)} − δ,
then the first term will decay exponentially with n. So
we can get randomness in K simultaneously independent
of Bob’s and of Eve’s system. 2
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Remark Theorem 19 can be generalized to multipartite
states.
Theorem 20 Given , δ > 0 and sufficiently large n,m,
for a state |ψ〉ABE satisfying S(A|B) > 0 > S(B|A),
there exist local unitaries U : An+m → KAA′ and V :
Bn+m → KBB′, and fixed bases {|i〉}KA and {|j〉}KB ,
U⊗V |ψ〉⊗(n+m)ABE =
|KA|,|KB |∑
i,j=1
√
pij |i〉KA |j〉KB |ψij〉A′B′EnEm ,
so that after measurements on KA, KB in the fixed bases,∥∥∥∥∥∥
∑
i,j
pij |ij〉〈ij|KAKB⊗ψijEnEm−
1KA
|KA| ⊗
1KB
|KB | ⊗ψ
⊗(n+m)
E
∥∥∥∥∥∥
1
≤f ′() := 2+ 5
√
2+ 2
√
4
√
2− 2,
assuming log |KA| = nI(A : B) − nδ and log |KB | =
min{mI(B : A),mI(B : E)+2nS(B)}−mδ. By choosing
m
n = −S(B|A)S(B) , log |KB | = mI(A : B)−mδ.
Here S(A|B) > 0 > S(B|A) implies that I(A : E) >
I(A : B) > I(B : E). From Theorem 19, we know that
Alice can distill private randomness at the rate I(A : B)
but Bob cannot achieve the rate I(A : B) directly. In
the proof of Theorem 2, we will see that I(A : B) is the
optimal rate at which private randomness can be distilled
from the information part. To that end, Bob will make
use of the local noise created from Alice’s randomness
distillation.
Proof . Essentially Theorem 20 says that Theorem 19
is composable in the following way. Suppose n copies of
|ψ〉ABE and m copies of |ψ〉ABE are given. From Theo-
rem 19, we know that Alice can get nI(A : B)ψ bits of
randomness in KA from |ψ〉⊗nABE . Notice that Bob could
virtually regard his state ψ⊗nB as local noise in the sense
that it is entangled with A′E even assuming A′ is at
Eve’s control which is the worst case (but of course Eve
does not really have access to A′ whose state may have
information on the randomness). And he can make use
of this noise to help extract randomness with the fresh
state |ψ〉⊗mABE , where the randomness in subsystem KB
will decouple from the system A′E. All together, the
randomness in KA and KB is independent and secure
against Eve.
The first step is for Alice to extract randomness from
|ψ〉⊗nABE . From Theorem 19, we know that there exists a
unitary U : An → KAA′ such that
U |ψ〉⊗nABE =
|KA|∑
i=1
√
pi|i〉KA |ψi〉A′BnEn , (29)
satisfying∥∥∥∥∥∥
|KA|∑
i=1
pi|i〉〈i|KA ⊗ ψiBn −
1
|KA|
|KA|∑
i=1
|i〉〈i|KA ⊗ ψ⊗nB
∥∥∥∥∥∥
1
≤ ,
∥∥∥∥∥∥
|KA|∑
i=1
pi|i〉〈i|KA ⊗ ψiEn −
1
|KA|
|KA|∑
i=1
|i〉〈i|KA ⊗ ψ⊗nE
∥∥∥∥∥∥
1
≤ ,
when log |KA| = n[I(A : B)− δ]. By the monotonicity of
trace norm, we have
|KA|∑
i=1
pi|i〉〈i|KA
≈ 1|KA|
|KA|∑
i=1
|i〉〈i|KA .
By triangle inequality of the trace norm, we then get
1
|KA|
|KA|∑
i=1
|i〉〈i|KA ⊗ ψiBn
2≈ 1|KA|
|KA|∑
i=1
|i〉〈i|KA ⊗ ψ⊗nB .
From Lemma 15, we have∑
i:ψi
Bn
√
2≈ ψ⊗nB
1
|KA| ≥ 1−
√
2. (30)
Similarly we have∑
i:ψi
En
√
2≈ ψ⊗nE
1
|KA| ≥ 1−
√
2. (31)
For both to be true, we have∑
K˜A
1
|KA| ≥ 1− 2
√
2, (32)
where K˜A :=
{
i : ψiBn
√
2≈ ψ⊗nB & ψiEn
√
2≈ ψ⊗nE
}
. De-
noting RA = [KA] \ K˜A, we can write
1
|KA|
|KA|∑
i=1
|i〉〈i|KA ⊗ ψiA′BnEn
=
1
|KA|
∑
i∈K˜A
|i〉〈i|KA ⊗ ψiA′BnEn
+
1
|KA|
∑
i∈RA
|i〉〈i|KA ⊗ ψiA′BnEn .
The next step is for Bob to extract randomness by
applying a unitary V : B(n+m) → KBB′ to the state
|φ〉Bn(A′En) ⊗ |ψ〉⊗mABE , where A′En is virtually at Eve’s
side and |φ〉Bn(A′En) is any state satisfying φBn = ψ⊗nB .
We assume a unitary W : A′En → Env such that
W |φ〉Bn(A′En) = |φ〉⊗nBEv . From Theorem 19, we have
V |φ〉⊗nBEv ⊗ |ψ〉⊗mABE =
|KB |∑
j=1
√
qj |j〉KB |φj〉B′AmEnvEm ,
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satisfying∥∥∥∥∥∥
|KB |∑
j=1
qj |j〉〈j|KB⊗ φjAm−
1
|KB |
|KB |∑
j=1
|j〉〈j|KB⊗ ψ⊗mA
∥∥∥∥∥∥
1
≤ ,
(33)∥∥∥∥∥∥
|KB |∑
j=1
qj |j〉〈j|KB ⊗ φjEnvEm
−
|KB |∑
j=1
1
|KB | |j〉〈j|KB⊗φ
⊗n
Ev
⊗ψ⊗nE
∥∥∥∥∥∥
1
≤ , (34)
when log |KB | = min{mI(B : A),mI(B : E)+2nS(B)}−
mδ. Here the additional term 2nS(B) comes from the
mutual information between Bn and Env in the state of
noise |φ〉⊗nBEv . Applying W † : Env → A′En to reverse
the action of W does not change the above relations but
recover states on A′En. Thus Theorem 19 can be applied
though |φ〉Bn(A′En) is not of product form. Notice that V
is determined entirely by Bob’s local states φBn = ψ
⊗n
B
and |ψ〉⊗mABE , and is independent of the local state φA′En .
Thus Bob can apply V blindly to all states of the form
|ψi〉A′BnEn ⊗ |ψ〉⊗mABE .
Suppose now that
V |ψi〉Bn(A′En)⊗|ψ〉⊗mABE =
|KB |∑
j=1
√
qj|i|j〉KB |ψj|i〉B′AmA′EnEm .
For i ∈ K˜A, we have ψiBn
√
2≈ ψ⊗nB = φBn . Using
Uhlmann’s theorem (precisely, first using Lemma 8, then
Lemma 7), there exist unitary operators Wi acting on
A′En such that the purification Wi(φBn(A′En))W
†
i =
φiBn(A′En)
′≈ ψiBn(A′En) with φiBn = ψ⊗nB and φiA′En
′≈
ψiA′En , where 
′ =
√
4
√
2− 2. Then we have
V |ψi〉Bn(A′En)⊗|ψ〉⊗mABE
′≈ V ⊗Wi|φ〉Bn(A′En)⊗|ψ〉⊗mABE .
(35)
From Eq. (35), we get∑
j
qj|i|j〉〈j|KB ⊗ ψj|iA′EnEm
′≈
∑
j
qj |j〉〈j|KB ⊗WiφjA′EnEmW †i (36)
≈ 1|KB |
∑
j
|j〉〈j|KB ⊗WiφA′EnW †i ⊗ ψ⊗mE (37)
′≈ 1|KB |
∑
j
|j〉〈j|KB ⊗ ψiA′En ⊗ ψ⊗mE , (38)
where Eq. (36) comes from Eq. (35) and the mono-
tonicity of trace norm under the dephasing operation on
KB and tracing out A
m, Eq. (37) from (34), and Eq.
(38) from WiφA′EnW
†
i = φ
i
A′En
′≈ ψiA′En . Summing the
errors, we have for i ∈ K˜A∑
j
qj|i|j〉〈j|KB ⊗ ψj|iA′EnEm
2′+≈ 1|KB |
∑
j
|j〉〈j|KB ⊗ ψiA′En ⊗ ψ⊗mE . (39)
For i ∈ K˜A, we also have ψiEn
√
2≈ ψ⊗nE , and by mono-
tonicity of the trace norm under tracing out A′,∑
j
qj|i|j〉〈j|KB ⊗ ψj|iEnEm
2′+≈ 1|KB |
∑
j
|j〉〈j|KB ⊗ ψiEn ⊗ ψ⊗mE (40)
√
2≈ 1|KB |
∑
j
|j〉〈j|KB ⊗ ψ⊗nE ⊗ ψ⊗mE (41)
=
1
|KB |
∑
j
|j〉〈j|KB ⊗ ψ⊗(m+n)E . (42)
Summing the errors, we get∑
j
qj|i|j〉〈j|KB ⊗ ψj|iEnEm
′′≈ 1|KB |
∑
j
|j〉〈j|KB ⊗ ψ⊗(m+n)E , (43)
where ′′ := 2′ + +
√
2.
Now combining the two steps and considering the de-
phasing state, we get∑
i∈KA
pi|i〉〈i|KA ⊗
∑
j∈KB
qj|i|j〉〈j|KB ⊗ ψj|iEnEm
≈ 1|KA|
∑
i∈KA
|i〉〈i|KA⊗
∑
j∈KB
qj|i|j〉〈j|KB⊗ψj|iEnEm
(44)
=
1
|KA|
∑
i∈K˜A
|i〉〈i|KA⊗
∑
j∈KB
qj|i|j〉〈j|KB⊗ψj|iEnEm
+
1
|KA|
∑
i∈RA
|i〉〈i|KA⊗
∑
j∈KB
qj|i|j〉〈j|KB⊗ψj|iEnEm
(45)
′′≈ 1|KA|
∑
i∈K˜A
|i〉〈i|KA⊗
1
|KB |
∑
j
|j〉〈j|KB⊗ψ⊗(n+m)E
+
1
|KA|
∑
i∈RA
|i〉〈i|KA⊗
∑
j∈KB
qj|i|j〉〈j|KB⊗ψj|iEnEm
(46)
4
√
2≈ 1|KA|
∑
i∈KA
|i〉〈i|KA⊗
1
|KB |
∑
j
|j〉〈j|KB⊗ψ⊗(n+m)E ,
(47)
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where Eq. (47) comes from
∑
i∈RA
1
|KA| ≤ 2
√
2 and
‖ρ1 − ρ2‖1 ≤ 2 for any two states. We sum up all the
errors and get∥∥∥∥∥∥
∑
i∈KA
pi|i〉〈i|KA ⊗
∑
j∈KB
qj|i|j〉〈j|KB ⊗ ψj|iEnEm
− 1|KA|
∑
i∈KA
|i〉〈i|KA⊗
1
|KB |
∑
j∈KB
|j〉〈j|KB⊗ψ⊗(n+m)E
∥∥∥∥∥∥
1
≤ 2+ 5
√
2+ 2
√
4
√
2− 2 =: f ′(). (48)
The protocol can be composed iteratively in a new round
by tackling the indices of KAKB together. Notice that
only the existence of the good index set is required in the
proof, which is used to construct the ideal control state.
Alice and Bob need not know how to select the good in-
dex set because the unitary operation, as explained by
argument below Eq. (34), depends only on the average
local state. Thus they can apply the decoupling unitary
locally such that the dephasing state on the randomness
subsystem will approximate the ideal randomness state.
Indeed iterating the protocol in finite rounds renders the
security of the “ping-pong” protocol in the proof of The-
orem 2. 2
Proof of Theorem 2. We first prove it for the setting
1) of no noise and no communication. The other three
settings can be reduced to setting 1), making a couple of
simple observations.
The proof for setting 1) proceeds by the analysis of
four cases. A common feature is that Alice and Bob pre-
process their states by Lemma 13, separating the purity
parts that can be exchanged when dephasing channels
are allowed, and the information parts that contain the
correlation. The private randomness contributed from
purity part is equal to the purity. Then we only need
to deal with the information part and apply iteratively
Theorem 19 for the special state ψAIBIE satisfying the
conditions S(BI) = log |BI | and S(AI) = log |AI |. When
I(A : B) ≤ I(A : E) or I(A : B) ≤ I(B : E), we can
distill private randomness at the rate I(A : B) without
need of local noise. Otherwise, we will employ or create
local noise such that the rate is still equal to I(A : B) by
noticing that local noise implies increasing I(A : E) or
I(B : E) but keeping I(A : B) invariant. Then we need
Theorem 20 to guarantee that the randomness generated
at both sides is independent.
Case 1. S(A|E) < 0 and S(B|E) < 0: By the duality
relation between conditional entropies of a pure tripartite
state |ψ〉ABE , that is S(A|E)+S(A|B) = 0 and S(B|E)+
S(B|A) = 0, The claimed region is
RA ≤ log |A| − S(A|B),
RB ≤ log |B| − S(B|A), (49)
RA +RB ≤ RG.
The extremal points are given by the rate pairs
(RA, RB) = (log |A| + S(B) − S(AB), log |B| − S(B))
and (RA, RB) = (log |A|−S(A), log |B|+S(A)−S(AB)).
The first point is simply achieved by Alice extracting ran-
domness from her local purity part at rate log |A|−S(A)
and from the information part I(A : B) by Theorem 19,
and Bob just extracting randomness from the local pu-
rity part at rate log |B| − S(B). Exchanging the role
gives the second point. The rate region is achieved by
time-sharing. Time-sharing is a technique used in the
asymptotic iid setting in information theory. By sharing
time in a sense that for np out of n runs, protocol 1 is
performed, and for n(1 − p) out of n, protocol 2 is per-
formed, if the rates R1 and R2 are achievable in protocol
1 and 2 respectively, then the rate R = pR1 + (1− p)R2
with 0 < p < 1 is also achievable [16, p.534].
Case 2. S(A|E) < 0 and S(B|E) ≥ 0: By the duality
relation, the claimed region is
RA ≤ log |A| − S(A|B),
RB ≤ log |B|, (50)
RA +RB ≤ RG.
One of the extremal points is (log |A|−S(A|B), log |B|−
S(B)) by the same protocol as above. The other extremal
point is (log |A| − S(AB), log |B|), which is achieved
as follows: Alice distills local purity from all copies,
then distills randomness from pn copies of the infor-
mational part by Theorem 19. This produces RA =
log |A| − S(A) + pI(A : B) of randomness on Alice’s
side, and at the same time creates local noise ψ⊗pn(A′E):B
for Bob; Then Bob extracts randomness from the state
ψ
⊗(1−p)n
ABE ⊗ ψ⊗pn(A′E):B =: ψ′. The randomness comes
from local purity for all copies that contribute the rate
log |B| − S(B), and the informational part for (1 − p)n
copies under the assistance of local noise ψ⊗pn(A′E):B . By
Theorem 19, if we choose p satisfying the I(B : E)ψ′ =
I(B : A)ψ′ , i.e. (1 − p)S(B|E) − pS(B) = 0 then it will
produce (1 − p)I(A : B) of randomness from the infor-
mational part. The sum of the two parts gives log |B| on
Bob. Replacing p in RA then gives RA = log |A|−S(AB).
That the randomness at both sides is independent and
private against Eve comes from Theorem 20.
Case 3. S(A|E) ≥ 0 and S(B|E) < 0 is analogous to
case 2.
Case 4. S(A|E) > 0 and S(B|E) > 0: The claimed
region is
RA ≤ log |A|,
RB ≤ log |B|, (51)
RA +RB ≤ RG.
Its extremal points are (RA, RB) = (log |A|, log |B| −
S(AB)) and (RA, RB) = (log |A| − S(AB), log |B|). We
suppose Alice and Bob preprocess their states by local
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compression, separating the purity parts and the infor-
mation parts that contain the correlation. We only deal
with the information part. Neither Alice nor Bob can
directly distill randomness at the rate I(A : B). We will
show the “ping-pong” protocol achieves the two extremal
points. Alice and Bob will take a “ping-pong” strategy
to help each other obtain required virtual local noise be-
tween Alice and Eve, and Bob and Eve in order to distill
randomness at the rate I(A : B). It is an activation pro-
cess and it works only if the process could be amplified
to more and more copies. So it has to satisfies some con-
straints. However finally we find that the constraint is
always satisfied. So there is no constraint at all!
In detail, the “ping-pong” protocol works as follows:
suppose that initially Bob puts x of his copies into his
shield system (the copies consumed will be negligible
when we count the rate at the end) and will not use
them any more. Alice can imagine Bob’s x part is in
Eve’s hands, i.e. ψ⊗xA:(BE), so she would share xS(A) ebits
with Eve by her x systems. Then Alice distills random-
ness on n1 fresh copies using xS(A) = 1 ebits. Now we
apply Theorem 19 to the state ψ⊗n1ABE ⊗ ψ⊗xA:(BE). If n1
satisfies n1I(A : B) = n1I(A : E)+2, i.e. n1S(A|E) = 1,
then Alice can distill randomness at the rate I(A : B).
Notice that the rate would be I(A : E) if no local noise
is used, which is less than I(A : B) from the condition
S(A|E) > 0. In this sense we say that one ebit can boost
randomness distillation of n1 copies at the rate I(A : B).
Alice’s randomness distillation on n1 copies creates new
virtual ebits between Bob and Eve, the number of which
is n1S(B). Then Bob distills randomness on n2 fresh
copies under the assistance of n1S(B) ebits, where n2
satisfies n2S(B|E) = n1S(B). After Bob’s action, Al-
ice would virtually share n2S(A) ebits with Eve. This is
one round. The process can be amplified if n2S(A) > 1,
which reads S(A)S(B) > S(A|E)S(B|E). This is always
satisfied, unless we are in a trivial situation. By symme-
try, if Bob does first, still we have the same constraint
(i.e., no constraint). Now consider the initial step is per-
formed on xK copies, where K is large such that Theo-
rem 19 is applied. Because at any step of any round, the
extraction randomness rate is the same equal to I(A : B),
so overall the rate is also I(A : B). In addition with the
local purity, the sum achieves the global purity.
Now we compute the rate: denote r := S(A)S(B)S(A|E)S(B|E) >
1. Suppose the “ping-pong” protocol ends at Alice’s side
after L rounds with a large finite number L. Then Alice
gets the randomness from NA copies where
NA = n1 + n3 + · · ·+ nL+1
=
K
S(A|E) (1 + r + r
2 + · · ·+ rL+1)
=
K
S(A|E)
rL+2 − 1
r − 1 ,
and Bob from
NB = n2 + n4 + · · ·+ nL
=
KS(B)
S(A|E)S(B|E) (1 + r + r
2 + · · ·+ rL)
=
KS(B)
S(A|E)S(B|E)
rL+1 − 1
r − 1 ,
and the total number of copies is N = NA + NB . The
randomness rate depends only on the proportion of copies
that randomness distiallion is performed on. So NBNA ≈
S(B)
rS(B|E) =
S(A|E)
S(A) and
NA
N =
S(A)
I(A:B) for large L. Thus
we get RA =
NA
N I(A : B) + log |A| − S(A) = log |A| and
RB = log |B| − S(AB); exchanging the role of Alice and
Bob we get the rate pair (log |A|−S(AB), log |B|). That
the randomness generated at both sides is independent
and secure against Eve comes from Theorem 20.
Proofs for the other settings.
2) Free noise but no communication means that we
are effectively applying the result in setting 1) to states
ρAB ⊗ 1|A′| ⊗ 1|B′| with large local dimension of A′ and B′
instead of ρAB . In this way, the two conditional entropies
S(AA′|BB′) and S(BB′|AA′) in setting 1) can be made
positive while the local dimension increases, hence the
entire rate region becomes
RA ≤ log |A| − S(A|B),
RB ≤ log |B| − S(B|A), (52)
RA +RB ≤ RG = log |AB| − S(AB).
3) Free noise and free communication: The rate region
is characterised by
RA ≤ RG, RB ≤ RG, and RA +RB ≤ RG, (53)
i.e. the entire global purity can be realised on either side
as randomness (but not necessarily as purity!). To see
this consider an extreme point of the free-noise region,
Eq. (52): RA = log |A| − S(AB) + S(B) = log |A| −
S(A) + I(A : B), RB = log |B| − S(B). In this case,
Bob’s entire randomness, and the part log |A| − S(A) of
Alice are realised as purity obtained by first compressing
their respective systems. But purity can be exchanged
freely via the dephasing channel, so the rate sum can be
concentrated at Alice’s side. Similarly for Bob.
4) For free communication but no noise we have only
an achievable region from combining setting 1) with the
sharing of purity observed in setting 3): We can certainly
achieve all rate pairs with
RA ≤ log |A| −max{S(B), S(AB)},
RB ≤ log |B| −max{S(A), S(AB)}, (54)
RA +RB ≤ RG = log |AB| − S(AB).
Proof of tightness. We prove the tightness of the rate
regions in three of these settings: scenario 1), scenario
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2), and scenario 3), but leave 4) open. In all settings,
RA+RB ≤ RG = log |AB|−S(AB), which clearly cannot
be beaten, even if Alice and Bob can freely cooperate.
For setting 3): It clearly cannot be improved, because RG
is reached for both parties, and nothing can be better.
Setting 2): Since there is no communication, whatever
Alice does, she cannot effect the purity log |B| −S(B) of
Bob’s state which can be used to generate randomness.
Hence RA ≤ RG − (log |B| − S(B)) = log |A| − S(A|B).
Similarly for Bob’s rate. Setting 1): Even with free noise,
RA ≤ log |A|−S(A|B), so this bound is still true without
free noise. But also RA ≤ log |A| always because Alice
has only her system A to work on. So RA is bounded by
the minimum of the two; likewise for Bob. 2
We arrive at the form of the one-sided irreducible ibit
states by which we mean that all the randomness is in
the key part at Alice’s side and no extra randomness can
be gained from the shield part. So any optimal protocol
must reach this kind of state, asymptotically.
Lemma 21 Every irreducible ibit state with randomness
only on Alice’s side, is of the form
αKAA′B′ =
1
|KA|
|KA|∑
i,j=1
|i〉〈j|KA ⊗
1
|A′||B′|UiU
†
j ,
where Ui are unitaries acting on A
′B′.
Proof. Suppose the purification for the irreducible state
is |φ〉KAA′B′E , where the randomness part is KA and
A′B′ is the shield part. From the form of αKAA′B′ , we
know
|φ〉KAA′B′E =
1√|KA|
|KA|∑
i=1
|i〉KA ⊗ Ui|φ0〉A′B′E .
Because it is an irreducible state which means the op-
timal rate of randomness that can be extracted under
CLODCC is log |KA|, and so no protocol can produce
more than log |KA| bits of randomness. Now consider
the Berta-Fawzi-Wehner protocol [1], which is naturally
a CLODCC protocol where Bob does nothing. It cre-
ates log |KA| + log |A′| + S(AA′|E)− bits which should
be not larger than log |KA|, where we use the denotation
[t]− = min{0, t}. Then we get log |A′|+S(KAA′|E)− ≤ 0
that implies S(KAA
′|E) = S(B′) − S(E) ≤ 0. So
we have log |A′| + S(B′) − S(E) ≤ 0. Notice that
αB′ =
1
|B′|1 (or Bob can do local compression to get
purity and send the purity to Alice), and S(E) =
S(A′B′)φi ≤ S(A′)φi+S(B′)φi ≤ log |A′|+log |B′| for ev-
ery |φi〉A′B′E = Ui|φ0〉A′B′E . Then the equality holds if
and only if φiA′B′ =
1
|A′|1A′⊗ 1|B′|1B′ for every |φi〉A′B′E ,
which means that |φi〉A′B′E = U>iE1E2 |Φ〉A′E1⊗|Φ〉B′E2 =
UiA′B′ |Φ〉A′E1 ⊗ |Φ〉B′E2 , where U>iE1E2 is the transpose
of UiE1E2 . Tracing out the E part, we get the desired
form. 2
From Lemma 21, it is clear the last step of an optimal
protocol is VQSM when Eve’s system is included. The
irreducible form shows that entropy of Eve is not less
than Bob’s entropy.
Proof of Theorem 4. Denote the quantity at the
right-hand side as RHS.
“RA ≥ RHS”: For any CLODCC that transforms n
copies of ρAB to a state σA′B′ whose purification is de-
noted as |φ〉A′B′E′ . We notice that in the case of free
communication and no noise in the two-side randomness
scenario, Alice can get randomness at rate
log |A′B′|−max{S(B′), S(E′)}
= n log |AB| −max{S(B′), S(E′)},
which holds because under CLODCC, Alice and Bob
can only exchange qubits, but the total number of their
shared degrees of freedom remains constant. So we have
RA ≥ supn
[
log |AB| −max{ 1nS(B′), 1nS(E′)}], which
is the RHS.
“RA ≤ RHS”: Given n copies of ρAB , a protocol to
extract randomness ends in a state ωKA′B′ that is close to
the state αKA′B′ =
1
K
∑K
i,j=1 |i〉〈j|K ⊗ UiσA′B′U†j in the
sense that ‖ωKA′B′ − αKA′B′‖1 ≤ (n)→ 0 (as n→∞).
Now suppose the purifying state for ωKA′B′ is ωE′ . From
the continuity of entropy, we get
|S(ωKA′B′)− S(αKA′B′)| ≤ (n) log |AB|n + h((n)),
which amounts to
|S(ωE′)− S(αE′)| ≤ (n) log |AB|n + h((n)), and
|S(ωB′)− S(αB′)| ≤ (n) log |B′|+ h((n)).
From the structure of αKA′B′ , we know that S(αE′) =
S(σA′B′) ≤ log |A′B′|. Hence,
log |K| = log |KA′B′| − log |A′B′|
≤ n log |AB| − S(αE′)
≤ n log |AB| − S(ωE′) + (n) log |AB|n + h((n)).
Thus we have
1
n
log |K| ≤ log |AB|− 1
n
S(ωE′)+(n) log |AB|+h((n)).
At the same time we have
1
n
log |K| ≤ log |AB| − 1
n
log |B′|
≤ log |AB| − 1
n
S(α′B)
≤ log |AB| − 1
n
S(ωB′) + (n) log |AB|+ h((n)).
Take the supremum over n, and notice that if for a fi-
nite n, the supremum is obtained, then for any mn, it is
achieved. So we get RA = supn
1
n log |K| ≤ RHS. 2
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Proof of Theorem 5. First we prove that the optimal
randomness that can be extracted from ρAB on Alice’s
side is upper bounded as
RA(ρ) ≤ log |AB|−max
{
1
2
[E∞r (ρAB) + S(AB)], S(AB)
}
,
where Er(ρ) = infσ Tr ρ(log ρ−log σ), σ running over sep-
arable states, and E∞r (ρ) = limn→∞
1
nEr(ρ
⊗n) are the
relative entropy of entanglement [12] and its regularisa-
tion. Then from E∞r (ρAB) ≥ max{S(A)−S(AB), S(B)−
S(AB)} [34], we get the easy upper bound RA(ρ) ≤
log |AB| − 12 max{S(A), S(B)}.
It is straightforward to see that the randomness RA
that can be extracted on Alice’s side is not larger than
the randomness extracted by global operation which is
equal to the global purity. So RA(ρ) ≤ log |AB|−S(AB).
Suppose that for n copies of ρAB whose purification is
|φ〉ABE , with E on Eve’s side, we get an approximate irre-
ducible state α˜KA′B′ under CLODCC operations, where
K is the randomness part and A′B′ is the shield part,
KA′ is on Alice’s side and B′ on Bob’s, and its purifica-
tion part is denoted as E′. Then,
log|K| ≤ n log |AB| − S(E′), (55)
= n log |AB| − [S(E′)− nS(E)]− nS(E), (56)
≤ n log |AB| − [Er(ρ⊗nAB)− Er(α˜KA′:B′)]− nS(E),
(57)
≤ n log |AB| − Er(ρ⊗nAB)− nS(E) + S(B′), (58)
≤ n log |AB| − Er(ρ⊗nAB)− nS(E) + log |B′|, (59)
= n log |AB| − Er(ρ⊗nAB)− nS(E)
+ log |KA′B′| − log |KA′|, (60)
≤ 2n log |AB| − Er(ρ⊗nAB)− nS(AB)− log |K|, (61)
where Ineq. (55) comes from the Berta-Fawzi-Wehner
protocol [1], Eq. (56) from nS(E)−nS(E) = 0, Eq. (57)
from Lemma 12, Ineq. (58) from the fact that Er(ρXY ) ≤
S(ρY ) which follows from ρXY = TrX′(|ρ〉〈ρ|X′X:Y )
where |ρ〉X′XY is a purification state for ρXY , and the
nonincreasing property of entanglement under partial
trace, Ineq. (59) from S(ρX) ≤ log |X|, and Ineq. (61)
from that the dimension of AB is invariant. So we
obtain log |K| ≤ n log |AB| − n2 [E∞r (ρAB) + S(ρAB)].
Since it holds for any randomness extraction, we get
RA = supn
1
n log |K| ≤ log |AB|− 12 [E∞r (ρAB)+S(ρAB)].
To prove the tightness for pure states, we first show
it is tight for a singlet, that is RA =
3
2 . We get this by
constructing an explicit protocol. Consider two singlets
|Φ〉A1B1 ⊗|Φ〉A2B2 . Bob sends B1 through the dephasing
channel and the resulting state is 1√
2
(|000〉+|111〉)A1B1E
when we include Eve. Alice performs a CNOT to get
|Φ〉A1E⊗|0〉B1 , where the pure state |0〉B1 can produce 1
ibit. Then Alice performs a Bell measurement on A1A2
to get another 2 ibits, in total 3 ibits from 2 copies
of the state. This is optimal from the upper bound
for a singlet. The result can be generalised to a gen-
eral pure state |φ〉AB by noticing that the local purity
log |B| − S(B) = log |B| − S(A) at Bob’s side can be
transmitted freely through the dephasing channel. First
both Alice and Bob turn the shared state into purity
parts and information parts. Next Bob sends his purity
part to Alice and Alice generates randomness from the
purity parts. Then Alice and Bob extract randomness
to Alice’s side from the information part where the spec-
trum of the local state is nearly uniform by performing
the similar protocol for a singlet. The total randomness
comes from three parts, from the local purities of Alice
and Bob at the rates log |A| − S(A) and log |B| − S(B)
respectively, and from the information part at the rate of
3
2S(A). Noticing S(A) = S(B) and summing up, we get
the rate RA = log |AB| − 12S(A)φ. 2
Proof of Theorem 6. Suppose for n uses of the chan-
nel, the final tripartite state among Alice, Bob, and Eve
is
|ψ〉AnBnEn = V ⊗n(|φ〉AnA′n),
where V : A′ → BE is an isometric dilation of the
channel N . Then with free noise, from scenario 2) of
Theorem 2 we know that for such a state, Bob can ex-
tract randomness at rate n log |B| − S(Bn|An)ψAnBn =
n log |B|+[S(An)−S(AnBn)]ψAnBn . Further, from Theo-
rem 19, we know that the randomness value which is rep-
resented by the dephased system KB is decoupled from
both system A of the sender, and E of the eavesdropper,
thus is private to each of them individually.
To maximize the quantity amounts to maximizing the
second term, which is none other than the reverse co-
herent information, and from [31, 33] we know that the
reverse coherent information of a channel is additive. So
optimisation over n channel uses is reduced to the opti-
mization over a single channel use.
For the sake of completeness, we write the proof. We
will prove that
max
|φ〉A1A2A′1A′2
[S(φA1A2)− S(N1 ⊗N2(φA1A2A′1A′2))]
= max
|ψ〉A1A′1
[S(ψA1)− S(N1(ψA1A′1))]
+ max
|ϕ〉A2A′2
[S(ϕA)− S(N2(ϕA2A′2))],
for quantum channels N1 : A′1 → B1 and N2 : A′2 → B2.
It is easy to see the direction “≥” holds by taking
|φ〉A1A2A′1A′2 = |ψ〉A1A′1 ⊗ |ϕ〉A2A′2 .
The nontrivial part is the opposite direction “≤”. First
we give another equivalent form of the optimisation. Let
V : A′ → BE be an isometric dilation of the channel
N : A′ → B. Then for an input |φ〉AA′ , we have
1A ⊗ V |φ〉AA′ = |ψ〉ABE .
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From the duality relation between conditional entropies
of a pure state |ψ〉ABE
S(A)ψ − S(AB)ψ = −S(B|A)ψ = S(B|E)ψ,
and φA = ψA, ψAB = N (φAA′), we have
S(φA)− S(N (φAA′)) = S(B|E)ψ, (62)
where ψBE = V φA′V
†. In Eq. (62), the optimisation
over the input |φ〉AA′ on the left side is reduced to the
optimisation over the mixed state φA′ on the right side.
So we get the equivalent form of RCI,
max
|φ〉AA′
[S(φA)− S(N (φAA′))] = max
φA′
S(B|E)ψ.
Given two channels N1 and N2, denote their isometries
as V1 : A
′
1 → B1E1 and V2 : A′2 → B2E2 respectively.
Suppose the optimal input state for the two channels is
σA′1A′2 and the output on B1E1B2E2 is
ρB1E1B2E2 = V1 ⊗ V2σA′1A′2V
†
1 ⊗ V †2 .
By the chain rule S(XY |Z) = S(X|Z)+S(Y |XZ) and
the monotonicity of conditional entropy (coming from the
strong subadditivity) S(X|Y Z) ≤ S(X|Y ), we get
S(B1B2|E1E2)ρ = S(B1|E1E2)ρ + S(B2|B1E1E2)ρ,
≤ S(B1|E1)ρ + S(B2|E2)ρ,
where ρB1E1 = V1σA′1V
†
1 , ρB2E2 = V2σA′2V
†
2 . So the
direction “≤” is true and we get the result of additivity.
Next we show that the function S(B|E) on ρBE =
V σA′V
† is concave with respect to the input state σA′ ,
thus its optimisation problem is efficiently computable.
We will prove that for the input state σ = pσ1 +(1−p)σ2
with 0 ≤ p ≤ 1, and output
ρBE = pρ1 + (1− p)ρ2 = pV σ1V † + (1− p)V σ2V †,
we have
S(B|E)ρ ≥ pS(B|E)ρ1 + (1− p)S(B|E)ρ2 . (63)
To that end, consider the state
ρBEF = pρ1 ⊗ |0〉〈0|F + (1− p)ρ2 ⊗ |1〉〈1|F .
By the monotonicity of the conditional entropy
S(B|E) ≥ S(B|EF ) and the computation of S(B|E) and
S(B|EF ), we arrive at Ineq. (63). 2
