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Abstract
Abrikosov fluxonics, a domain of science and engineering at the interface of superconductiv-
ity research and nanotechnology, is concerned with the study of properties and dynamics of
Abrikosov vortices in nanopatterned superconductors, with particular focus on their confine-
ment, manipulation, and exploitation for emerging functionalities. Vortex pinning, guided vortex
motion, and the ratchet effect are three main fluxonic “tools” which allow for the dynamical
(pinned or moving), the directional (angle-dependent), and the orientational (current polarity-
sensitive) control over the fluxons, respectively. Thanks to the periodicity of the vortex lattice,
several groups of effects emerge when the vortices move in a periodic pinning landscape: Spatial
commensurability of the location of vortices with the underlying pinning nanolandscape leads to
a reduction of the dc resistance and the microwave loss at the so-called matching fields. Temporal
synchronization of the displacement of vortices with the number of pinning sites visited during
one half ac cycle manifests itself as Shapiro steps in the current-voltage curves. Delocalization
of vortices oscillating under the action of a high-frequency ac drive can be tuned by a super-
imposed dc bias. In this short review a choice of experimental results on the vortex dynamics
in the presence of periodic pinning in Nb thin films is presented. The consideration is limited
to one particular type of artificial pinning structures — directly written nanolandscapes of the
washboard type, which are fabricated by focused ion beam milling and focused electron beam
induced deposition. The reported results are relevant for the development of fluxonic devices and
the reduction of microwave losses in superconducting planar transmission lines.
Keywords: Abrikosov fluxonics, washboard potential, nanopatterning, pinning, guiding,
ratchet, vortex dynamics, niobium films
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1. Introduction
1.1. Retrospective
The vast majority of technologically important superconductors are superconductors of type
II: Magnetic field H penetrates these as a flux-line array of Abrikosov vortices [1–3]. The re-
pulsive interaction between vortices makes them to arrange in most cases into a triangular lattice
with parameter a4 = (2Φ0/H
√
3)1/2 (Φ0: magnetic flux quantum), which in the presence of a
transport current can be either pinned (locally anchored) or be on the move. This depends on the
counterbalance between the pinning and the driving (Lorentz) force FL exerted on the vortices
by the transport current. At currents densities larger than the critical (depinning) one j > jc, that
is when the Lorentz force dominates the pinning force, the vortex ensemble moves and faster
vortex motion corresponds to larger dissipation. The associated resistive response enhances heat
generation and charging times in superconducting integrated circuits.
The importance of controllable vortex pinning for reducing the dissipation has been outlined
in early [4] and later [5, 6] reviews. Technologically, an enhancement of jc can be achieved
by strategically positioning vortex pinning sites. Early attempts to improve the current-carrying
ability of the samples through introducing artificial pinning sites date back to the late 1960th
and relate to the pioneering works of Niessen and Wiessenfeld [7], Morrison and Rose [8], Fiory
[9, 10], Martinoli [11] and many others. In addition, quantum interference effects (Shapiro steps)
in rf-excited current-voltage curves (CVCs) were observed [9] for unpatterned Al films with
weak pinning. Films showing stronger vortex pinning did not display observable steps. The
effect was explained [9] by the nearly coherent motion of the vortex lattice in the presence of
weak random pinning. The absence of the effect in films with stronger random pinning was
attributed to the lack of said coherence. More pronounced interference steps in the CVCs were
observed in thickness modulated Al films [10, 11].
A crossover from the weakly-dissipative regime at low frequencies to the strongly-dissipative
regime at high frequencies was reported by Gittleman and Rosenblum [12] who measured the
rf and microwave (mw) power absorbed by vortices in non-patterned PbIn and NbTa films. The
reason for this crossover lies in the shaking movement of vortices which are confined to one
potential well, provided the ac drive occurs at sufficiently high frequency. This is in contrast to
the dc-driven vortex dynamics where the motion of vortices can be described as their motion in
a tilted pinning potential, i. e, when they visit many potential wells. The characteristic crossover
frequency from the low-frequency (quasi-static or adiabatic) regime to the high-frequency regime
is called the depinning frequency.
As a consequence of the spatial periodicity of the vortex lattice, there has been clear evi-
dence [10, 13] that pinning is most effective when it is induced not by random but correlated
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(usually artificial) disorder and the period of the vortex lattice geometrically matches the period
of the underlying pinning nanolandscape. Computer simulations revealed [14] that in this case
the vortex-vortex interaction is effectively cancelled so that the dynamics of the entire vortex
ensemble can be regarded as that of a single average vortex in an average pinning potential.
Therefore, along with the formalism based on the time-dependent Ginzburg-Landau equation
[15–19] for the superconducting order parameter, single-vortex mechanistic models relying upon
the Langevin equation [20] were elaborated [12, 21–27, 29, 30, 32, 35–40, 42–44] and applied
for the theoretical treatment of the vortex dynamics. The vortex-vortex interaction has also been
considered in molecular dynamics simulations [14, 45, 46]. In these mechanistic models the
vortices are regarded as point-like rigid entities.
Artificially created linearly extended pinning sites are known to be very effective for the re-
duction of the dissipation by vortices in one or several particular directions. Indeed, if the pinning
potential in a superconductor is anisotropic, the direction of vortex motion can be deflected away
from the direction of the Lorentz force. In this case the nonlinear vortex dynamics becomes
two-dimensional so that v ∦ FL. The non-collinearity between the vortex velocity v and FL is
evidently more drastic the weaker the background isotropic pinning is [27], which can otherwise
mask this effect [47]. The most important manifestation of the pinning anisotropy is known as
guided vortex motion, or the guiding effect, meaning that vortices tend to move along the pinning
potential channels rather than to overcome the potential barriers. As a consequence of the guided
vortex motion, an even-in-field reversal transverse resistivity component appears, unlike the or-
dinary Hall resistivity which is odd with regard to the field reversal. Though a guiding of vortices
can be achieved with different sorts of pinning landscapes [48, 49] it is more strongly enhanced
and can be more easily treated theoretically when using pinning potentials of the washboard
type.
One more intriguing effect appears when the pinning potential is asymmetric. In this case the
reflection symmetry of the pinning force is broken and thus, the critical currents measured under
current reversal are not equal. As a result, when subjected to an ac drive of zero mean value a net
rectified motion of vortices occurs. This is known as the rocking ratchet effect [50] which has
been used, i. e. for removing the vortices from superconductors [51] as well as for studying the
physics of a number of nanoscale systems, both solid state and biological [50, 52].
All together vortex pinning, guided vortex motion, and the ratchet effect are the three main
“tools” which allow for the dynamical (pinned or moving), the directional (angle-dependent), and
the orientational (current polarity-sensitive) control over the fluxons, respectively. The respective
domain of science and engineering is termed Abrikosov fluxonics which emerged at the interface
of superconductivity and nanotechnology [13, 53]. Abrikosov fluxonics is concerned with the
study of properties and dynamics of vortices in nanopatterned superconductors with particular
focus on their confinement, manipulation, and exploitation for emerging functionalities.
1.2. Systems with washboard pinning nanolandscapes
The distinctive feature of a washboard pinning potential (WPP) is that it is periodic in one
dimension and constant in the perpendicular one. In contrast to systems with complex two-
dimensional pinning potentials, for superconductors with a WPP an extensive theoretical de-
scription of the vortex dynamics is available. In its most general form it has been provided by
Shklovskij and collaborators [25–44]. From the viewpoint of theoretical modeling, saw-tooth
[25–28, 32, 41] and harmonic [29–31, 35–40, 42–44] potentials represent the simplest WPP
forms. On the one hand, these allow one to explicitly calculate the dc magnetoresistivity and the
absorbed ac power as functions of the driving parameters of the experiment. On the other hand,
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Figure 1: Exemplary systems with artificially created washboard pinning potentials: (a) In-2% Bi foil imprinted with
diffraction grating. Adapted from [8]. (b) Parallel stripes of Ni prepared by electron-beam lithography on a Si substrate
onto which a Nb film was sputtered. Adapted from [54]. (c) Superconducting microbridge (1) with an overlaying
magnetic tape (2) containing a pre-recorded magnetization distribution. Adapted from [55]. (d) Nb film deposited onto
faceted α-Al2O3 substrate surface. Adapted from [56]. (e) Al film deposited on top of 20 nm-thick Co bars. Adapted
from [18]. (f) YBCO thin film with antidots milled by focused ion beam and arranged in a washboard-like fashion.
Adapted from [57]. (g) Nb film surface with an array of Co nanostripes fabricated by focused electron beam-induced
deposition [58]. (h) Nb film surface with an array of grooves etched by focused ion beam milling [59]. In addition, WPPs
naturally occur in HTSCs either in form of intrinsic layers [60] or uniaxial twins [61–63].
WPPs are found across numerous experimental systems ranging from naturally occurring pinning
sites in high temperature superconductors (HTSCs) to artificially created linearly-extended pin-
ning sites in superconductor thin films. In fact, it is the latter which determine the functionality
of present-day fluxonic devices.
A few representative systems with WPPs are exemplified in Fig. 1. The first experimental
realization of a WPP dates back to the work of Niessen and Weijsenfeld [7] who used a periodic
modulation of the thickness of cold-rolled sheets of a Nb-Ta alloy. In their work the influence of
isotropic pointlike disorder on the guiding of vortices was discussed for the first time. Morrison
and Rose [8] used parallel microgrooves in the surfaces of homogeneous cast In-2%Bi foils by
pressing diffraction gratings into the foils. The pinning force thus induced was minimal for flux
flow parallel to the grooves and maximal for perpendicular flux flow. Jacue et al [54] fabricated
submicron Ni stripes by electron beam lithography underneath superconducting Nb films and
showed that the stripes induce a strong anisotropy in the dissipative behavior. When the vortices
moved perpendicular to the Ni stripes the resistance dropped by several orders of magnitude
in comparison with the dissipation of vortices moving parallel to them. Yuzhelevski and Jung
[55, 64] applied a magnetic tape containing a pre-recorded magnetization distribution to the
surface of high-Tc thin films and thereby reversibly introduced controllable pinning profiles for
the vortices therein. For instance, they demonstrated that periodic pinning conditions enforce a
coherent flow of vortices that lead to the appearance of Shapiro steps in the CVCs.
Huth and collaborators used self-organization [56, 65] to provide semi-periodic, linearly ex-
tended pinning “sites” by spontaneous facetting of m-plane sapphire substrate surfaces on which
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Nb films were grown. They demonstrated that a pronounced guiding of vortices occurs. The
experimental data [56] were in good agreement with the theoretical predictions within the model
of competing isotropic and anisotropic pinning [27] that allowed the authors to fit their data to
the theoretical expressions of Ref. [27]. Silhanek et al [66] employed ferromagnetic bars densely
packed in a linear array underneath a superconducting Al bridge to create two types of vortex
chains of opposite polarity inside the superconductor. The authors observed, in particular, a dras-
tic reduction of the dissipation in the channel populated with vortices having opposite polarity to
the applied field and that the reduced dispersions in the velocity of vortices and their displace-
ments in one individual row of magnetic bars leads to more pronounced Shapiro steps in the
CVCs. Wo¨rdenweber et al [57] used YBCO thin films with an array of blind holes (antidots)
milled by focused ion beam and forming a quasi-washboard pinning landscape. They demon-
strated that the mechanism of the guided flux transport depends on the microwave frequency
and the geometrical size of the superconducting structures. Their crucial observation [57] is that
vortex guiding persists up to high frequencies of several GHz.
The systems with naturally occurring pinning sites are largely represented by cuprates in
which one distinguishes the intrinsic pinning induced by the layered structure itself [60] and the
planar pinning caused by uniaxial twins [61–63]. Due to the high temperatures of the super-
conducting state and the short coherence lengths [5], natural pinning sites in cuprates have been
shown to be less effective [47] as compared to regularly arranged artificial pinning structures.
1.3. Processing of surfaces by focused particle beams
An alternative approach to conventional lithographic techniques for the fabrication of pin-
ning nanolandscapes is provided by two complementary mask-less nanofabrication techniques,
namely focused ion beam (FIB) milling [67] and focused electron beam induced deposition
(FEBID) [68]. In the context of washboard nanolandscapes an advantage of these techniques
lies in the possibility to directly write quasi-3D washboard nanolandscapes where the left-hand
and right-hand slopes of the nanostructure’s individual elements (grooves or stripes) can have
different steepness. This results in an asymmetry of the induced pinning potential and leads to
a difference in the depinning currents measured under current reversal [50]. A further benefit of
the use of focused particle beams lies in their high-resolution (FIB: down to 25 nm laterally and
0.5 nm vertically [69], FEBID of Co: down to 35 nm laterally and 0.5 nm vertically [69]). This is
why FIB and FEBID are unique tools for the fabrication of washboard ratchet landscapes which
are hard to obtain by other approaches. Atomic force microscope (AFM) images of exemplary
pinning landscapes fabricated by FIB milling and FEBID of Co are shown in Fig. 1(g,h) and in
the insets to Fig. 8(a,b).
FIB milling and FEBID take place in the vacuum chamber of a scanning electron microscope
(SEM), which in our case is a high-resolution dual-beam instrument Nova Nanolab 600 (FEI).
FIB milling is done by Ga ions provided by a liquid metal ion source consisting of a tungsten
needle covered with gallium. When heated to 30◦C, the liquid Ga reaches the needle tip and in
the presence of a strong electric field forms a source cone with a diameter of several tens of nm
[70]. The most important processes which take place upon interaction of ions with matter are
nonelastic scattering with electrons and elastic scattering with nuclei, which leads to the braking
of ions and their possible implantation. The principle of FIB milling is sketched in Fig. 2(a).
The ion penetration depth is determined by the ion energy (1 ÷ 30 keV typically) and the atomic
number of the constituent atoms. An early report on the use of FIB-milled trenches to increase
the critical current in Nb films can be found in [71].
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Figure 2: (a) Illustration of focused ion beam (FIB) milling. Removal of the material is accompanied by amorphization,
implantation of Ga ions and vacancy generation in the processed surface. Adapted from [67] (b) Illustration of FEBID.
Precursor molecules (here: organometallic complex; blue: metal, green: organic ligands) are supplied by a gas-injection
system and physisorb (1) on the surface. Surface diffusion (2), thermally induced desorption (3) and electron-stimulated
desorption (3’) take place. Within the focus of the electron beam, adsorbed precursor molecules are (partly) dissociated
followed by desorption of volatile organic ligands (4). Upper left: For pattern definition the electron beam is moved in
a raster fashion (here: serpentine) over the surface and settles on each dwell point for a specified dwell time. After one
raster sequence is completed the process is repeated until a predefined number of repeated loops is reached. Adapted
from [68].
FEBID is a process of decomposing adsorbed molecules using a focused beam of electrons
to form a deposit on a substrate. Well-established applications of FEBID range from photomask
repair [72] to fabrication of nanowires [73], nanopores [74], magnetic [75] and strain [76] sensors
as well as direct-write superconductors [77, 78]. When the material to be deposited is magnetic, it
is possible to tune the deposit’s magnetic properties which is essential for basic research in micro-
magnetism [79] and spin-dependent transport [80] as well as for such applications as magnetic
domain-wall logic [81] and memory [82], fabrication of Hall sensors [75] and cantilever tips
[83] for magnetic force microscopy (MFM). In particular, the ability to tune the magnetization is
the basic property needed for the realization of stacked nanomagnets [84], pinning of magnetic
domain walls [85] and Abrikosov vortices [86], magnetic sensing [75] and storage [82], and the
necessary condition for spin-triplet proximity-induced superconductivity [87–90]. Early reports
on the use of FEBID for the fabrication of pinning nanostructures can be found in [58, 91].
The principle of FEBID is schematically shown in Fig. 2(b). The precursor gas [in this
case Co2(CO)8] is supplied to the SEM chamber in the vicinity of the substrate surface by a
gas injection system. The precursor molecules adsorb, desorb and diffuse onto the substrate
surface. Given optimal conditions applied during the deposition process, the surface is covered
homogeneously and permanently with precursor gas molecules. Further, by rastering over the
substrate surface with the electron beam, the adsorbed precursor molecules are excited and, as
a result, dissociated. During the dissociation process, decomposition of the precursor molecules
to volatile and non-volatile components takes place. The volatile components are pumped away
from the SEM chamber, while the non-volatile components are deposited. Scanning takes place
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over a predefined area, resulting in deposits that can be freely configured in the desired spatial
geometry [92]. Relevant FEBID parameters are the primary beam energy (1 ÷ 30 keV), the
beam current (10 pA ÷10 nA), the distance between successive dwell points of the electron beam
(pitch, 10÷100 nm), and the time period over which the electron beam is helt at each dwell point
(dwell time 100 ns÷10 ms). The variation and combination of the given FEBID parameters have
a significant impact on precursor decomposition efficiency, deposition rate, and composition of
the resulting deposits. The metal content of as-deposited FEBID structures is strongly dependent
on the applied precursor gas and the deposition parameters. A long standing problem with the use
of organo-metallic precursors is the low efficiency of the process, which results in an abundance
of carbon with inclusions of oxygen and a low metal content. The problem, however, can be
partially solved by post-growth annealing and electron irradiation of the deposits [93, 94].
To summarize the introductory part, the bloom of studies of the dynamics of vortices in
nanopatterned superconductors [13, 53] has led to the appearance of a new field of science and
engineering termed Abrikosov fluxonics. In this, washboard nanolandscapes represent a unique
class of pinning structures capturing the three main fluxonic effects, namely vortex pinning,
guiding and the ratchet effect which can be treated in the framework of mechanistic models.
On the experimental side, pre-defined symmetric and asymmetric WPPs can be fabricated by
processing superconductor surfaces by focused particle beams. A choice of effects generic to the
vortex dynamics in WPPs is presented next.
2. Vortex dynamics in washboard nanolandscapes
2.1. Resistance anisotropy in Nb thin films with Co nanostripes
Employing the current-oriented setup used by Pastoriza et al [62] to the thin-film geometry
it was shown that a Co nanostripe array [Fig. 1(g)] deposited on top of Nb films induces a strong
WPP [58, 91, 95]. The film contained eight contacts as shown in the left bottom part of Fig.
3. The two current components Ix and Iy applied along the x- and y-axis allowed one to rotate
the total current vector I with respect to the guiding direction of WPP, which is parallel to the
y-axis. Two voltage components Vx and Vy were measured simultaneously. This allowed one to
plot the total resistance R = (V2x + V
2
y )
1/2/(I2x + I
2
y )
1/2 as a function of the angle α between I and
the y-axis. Though a quantitative analysis of the vortex response in such a geometry is known to
be complicated due to the complex current distribution in the cross-strip constriction [96], this
scheme suited well to verify whether the Co-FEBID stripes invoke any anisotropy in the resistive
response in principle. The period of the Co nanostripe array was 400 nm, the stripe height was
8 ± 0.5 nm, and the nanopattern was fabricated within a cross area of 46 × 46 µm2.
Polar diagram of the total resistance is shown in Fig. 3 for a series of temperatures from
7.00 to 8.10 K (0.86÷ 0.99Tc) and the magnetic field B = 10 mT resulting in one row of vortices
pinned at the Co stripes. At lower temperatures the resistive response is substantially anisotropic,
whereby the minimal value of the resistance is attained at α = 0◦ and 180◦. The difference be-
tween the resistance maximum and minimum values is up to four orders of magnitude. When
approaching the superconducting transition temperature Tc the response becomes isotropic since
a diffusion-like mode strongly dominates in the vortex motion. Noting that the Lorentz force
is oriented perpendicular to the transport current direction, the 90◦ current orientation corre-
sponds to the vortices moving along the Co stripes, whereas the 0◦ orientation corresponds to
their transverse motion. The observed maximum of the resistance for 90◦ and the minimum
for 0◦ prove that at low temperatures the vortices prefer to move along the pinning channels in-
duced by the stripes of Co. As far as a faster vortex motion corresponds to a larger resistance,
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Figure 3: Polar diagram of the total magnetoresistance of a Nb films with a Co nanostripe array upon rotating the total
current. RN designates the total resistance of the film in the normal state. The experimantal geometry is shown in the
insets. After [58].
such an eight-shaped form is a clear signature of a guided vortex motion along the Co stripes.
Hence, cross-strips with a WPP can be used as fluxonic valves to govern the resistive response
in superconducting planar transmission lines.
2.2. Adjustable guiding of vortices by magnetic field tuning
Another approach to study the vortex guiding effect consists not in rotating the current direc-
tion with respect to the pinning channels but in tilting the pinning structure with respect to the
current direction in the conventional four-probe geometry [59, 97]. Thus, by means of a single
deposition process two nominally identical epitaxial Nb (110) films with a thickness of 52 nm
were prepared by dc magnetron sputtering [98] onto (112¯0) sapphire substrates cut from one and
the same α-Al2O3 wafer. Each film contained four 30× 100 µm2 bridges so that both films acco-
modated seven replica of the 450 nm-periodic FIB-milled profile shown in Fig. 1(h) and tilted at
an angle α of 0◦, 15◦, 30◦, 45◦, 60◦, 75◦, 90◦ with respect to the current direction as well as one
bridge left non-patterned.
Resistance dips and critical current maxima were observed at the magnetic fields H = 8.8 mT
and 11.7 mT [59]. The geometrical relation between the assumed triangular vortex lattice with
parameter a4 = (2Φ0/H
√
3)1/2 and the matching conditions a4 = 2a/
√
3 and a4 = a allowed
us to study adjustable guiding of vortices by fine-tuning magnetic field. To exclude the Hall-
like contribution in the longitudinal resistivity component [27], the even-in-field resistivity was
measured. Three qualitatively different cases were studied: First, the field of Ha = 8.8 mT cor-
responded to the fundamental matching field, i. e., when all vortices were pinned at the groove
bottoms and there were no interstitial vortices. Second, a field of Hb = 11.7 mT represented the
partial matching field at which half the total number of vortices were pinned at the groove bot-
toms and the remaining vortices were pinned by randomly distributed isotropic pins in between.
Finally, a field of Hc = 15 mT was used as a mismatching field for reference.
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Figure 4: The temperature dependence ρ+‖ (T ) for different grooves tilt angles α with respect to the transport current at
three magnetic field values. After [59].
The temperature dependences of the resistivity components thus measured are shown in Fig.
4. The arrangements of vortices with respect to the underlying pinning nanolandscapes are shown
in the respective insets. The tunability of the guiding effect is clearly seen, namely the guiding ef-
fect becomes less pronounced upon detuning the field value away from the fundamental matching
configuration. In doing so, the most likely pinning sites along which the flux lines move through
the samples could be selected. By this, either the background isotropic pinning of the pristine
film or the enhanced isotropic pinning originating from the nanoprocessing was probed.
An Arrhenius analysis of the resistivity data allowed us to quantify the pinning activation
energy U ' 6000 K at the groove bottom for the transverse vortex motion, while U was about
1000 K for the longitudinal motion. The activation energy for the isotropic pinning in the pro-
cessed films was estimated as U ' 830 K between the grooves, while U amounted to ' 760 K in
the non-patterned sample. The pinning activation energies were found to correlate well with the
results of local compositional analysis by energy-dispersive x-ray spectroscopy, that allowed us
to elucidate the pinning mechanisms at work in superconductors with FIB-milled nanolandscapes
[59].
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Figure 5: (a) CVCs of the microstrip at the fundamental matching field H = 7.2 mT and the reduced temperature
t = 0.98. The dashed line is a guide for the eye. Upper inset: The CVC in the small currents regime. The arrows
indicate the depinning currents determined by the 0.1 µV voltage criterion. Lower inset: The arrangement of vortices
at 7.2 mT corresponding to the fundamental matching configuration, where a4 is the vortex lattice parameter and a is
the nanopattern period. (b) Manifestation of the Shapiro steps in the flux-flow regime of the CVCs for a series of ac
frequencies, as indicated. The origins of the curves are shifted by 1 mA to the right along the current axis. After [101].
2.3. Synchronization effects under combined dc an ac drives
The vortex dynamics under combined dc and high-frequency ac drives was investigated in
nanopatterned Nb microstrips by broadband transmission spectroscopy using a custom-made
sample probe [99]. The unexcited CVC of a Nb microstrip with a 500 nm-periodic WPP is
shown in Fig. 5(a). The depinning current densities are nearly equal to 6.4 kA/cm2 for both CVC
branches. This is due to the cross-sectional symmetry of the symmetric pinning nanolandscape
in Fig. 8(a) which will be referred to as sample S. At j > jc one recognizes the linear regime of
viscous flux flow. At yet larger current densities, j∗ ≈ 65 kA/cm2, abrupt jumps to the normal
state follow. The fact that the CVCs does not exhibit a continuous crossover from the flux-flow
resistance to the normal-state resistance is associated with non-equilibrium phenomena in the
vortex motion with j∗ being the Larkin-Ovchinnikov instability current density [100]. In the
following considered are the CVCs at j < j∗.
The modification of the CVCs in the presence of a mw excitation [101] is shown in Fig.
5(b). The CVCs exhibit Shapiro steps which appear due to the synchronization of the motion
of Abrikosov vortices to the microwave frequency. The steps occur at voltages [9] V = nV0 ≡
nNΦ0 f , where n is an integer, N is the number of vortex rows between the voltage leads, f is the
microwave frequency, and Φ0 = 2.07 × 10−15 Vs is the magnetic flux quantum. The steps in the
CVCs arise when one or a multiple of the hopping period of Abrikosov vortices coincides with
the period of the ac drive.
In Fig. 5(b) one can distinguish up to six lowest-order Shapiro steps (refer to the curve for
252 MHz) while higher-order steps are smeared. Given the geometrical dimensions of the mi-
crostrip and the fundamental matching field configuration for a triangular vortex lattice [see the
inset to Fig. 5(a), the expected number of vortex rows between the voltage leads is equal to
N = 866. The fact that the experimental data could be fitted [101] with the same N suggests
that all vortices move coherently. This strongly coherent motion is caused by both, the high pe-
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riodicity of the nanogroove array and a relatively weak contribution of the background isotropic
pinning due to structural imperfectness as compared to the dominating strong pinning owing to
the nanopatterning. When tuning the field value away from the matching configuration the steps
disappear.
2.4. Vortex lattice matching effects in absorbed ac power
Figure 6(a) presents the relative change of the forward transmission coefficient ∆S 21 for a Nb
microstrip with asymmetric grooves as a function of the magnetic field at T = 0.98Tc and a series
of frequencies. Here, ∆S 21 is a measure for the mw loss due to vortex motion. An AFM image
of the WPP landscape is shown in Fig. 8(b); this microstrip will be referred to as sample A. The
∆S 21(H) data attest to that at lower frequencies, the mw loss rises with increasing magnetic field,
whereas ∆S 21 becomes less sensitive to the field variation at elevated frequencies and saturates
at the −6.4 dB level (maximal loss). A detailed inspection of ∆S 21(H) unveils a pronounced
reduction of the mw loss (peaks in ∆S 21) at 7.2 mT and 9.6 mT, while less pronounced peaks
(recognizable at f . 3 MHz) correspond to 2.4 mT and 28.7 mT. An increase of the microwave
power by 20 dB leads to the disappearance of these matching field effects as the sample is driven
to the normal state.
Figure 6: (a) Changes in the forward transmission coefficient ∆S 21 of sample A under magnetic field reversal. (b) Vortex
lattice configurations corresponding to the observed peaks in panel (a) along with the matching conditions a4 = ka and
the calculated magnetic fields values. After [104].
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Commensurability effects in the mw power were recently observed also in Pb films with
square pinning site arrays by magnetic field-dependent mw power reflection spectroscopy [102]
and broadband permeability transmission measurements [103]. In the present case, for the as-
sumed triangular vortex lattice with lattice parameter a4 = (2Φ0/H
√
3)1/2 and the geometrical
matching conditions a4 = ka, the arrangement of vortices with respect to the underlying pinning
nanolandscape is shown in Fig. 6(b). The calculated field values for the triangular vortex lattices
agree very well with those deduced from Fig. 6(a), although one cannot exclude the presence of
more complex arrangements at fields 9.6 mT and 28.7 mT as suggested by computer simulations
[14]. The field 7.2 mT corresponds to the maximal vortex density when each vortex is pinned
at the bottom of a groove and there are no interstitial vortices, i. e. to the fundamental matching
configuration. It is this field for which the following effects are reported.
2.5. Microwave filter exploiting vortex ratchet effect
Figure 7(a) and (b) show the frequency dependence ∆S 21( f ) of sample A for the same mag-
nitudes of positive and negative dc current densities. In the absence of a dc bias, the mw loss is
maximal at high frequencies, whereas the vortex response is weakly dissipative at low frequen-
cies. For both dc bias polarities, upon increasing the dc value, the ∆S 21 curves shift towards lower
frequencies but the magnitudes of the shifts substantially differ, as is in contrast with sample S
[104].
Figure 7: Dependence ∆S 21( f ) of sample A at positive (a) and negative (b) dc densities at H = 7.2 mT, T = 0.3Tc, and
P = −20 dBm. (c) Difference signal ∆S A,±21 ( f ) = ∆S 21( j) − ∆S 21(− j). (d) Zero-bias depinning frequency at H = 0 and
T = 0 as a function of the (inverse) Nb film thickness for the data of Refs. [18, 104–106]. The straight line fd ∝ 1/d is
guide for the eye. After [104].
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The reduction of the depinning frequency upon increasing the dc bias can be understood as a
consequence of the effective lowering of the pinning potential well due to its tilt by the dc current,
see also Fig. 8(c). Indeed, the mechanistic consideration [35] of a vortex as a particle leads to
the conclusion that during an ac semiperiod, while the pinning potential well is broadening, with
increasing f the vortex has no longer time (∼ 1/ f ) to reach the areas where the pinning forces
dominate and, hence, the response becomes stronger dissipative already at lower frequencies,
as compared with the zero-bias curve. The same mechanistic scenario can be applied for the
explanation of the difference in the shifts of the depinning frequencies for the positive and the
negative dc biases, caused by the different groove slope steepnesses [42], refer to Fig. 8(d).
Thus, by electrical resistance measurements it was revealed that the groove asymmetry causes a
difference in the depinning currents ( jd) for the positive and the negative branches of the CVC
for sample A, see Fig. 8(b). At T = 0.3Tc and H = 7.2 mT these amount to 0.52 MA/cm2
and 1.25 MA/cm2, respectively. This is in contrast to the CVC of sample S which is symmetric
Figure 8: CVCs for samples S (a) and A (b) at T = 0.3Tc and H = 7.2 mT, respectively. The qualitatively different
regimes in the vortex dynamics ensue upon application of currents depicted by horizontal arrows. Tilts of the washboard
potentials (c) and (d) sketched for the ac amplitudes (1)–(3) in the CVCs (a) and (b), respectively. The regimes (2) for
both samples are used for the presentation of tailoring the excess loss level in Fig. 9. After [109].
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with jd = 0.75 MA/cm2, see Fig. 8(a). Here, jd is determined by the 10 µV/cm electric field
strength criterion. Hence, sample A exhibits a microwave filter behavior, whose cut-off frequency
depends not only on the dc value but also on the dc polarity.
The difference signal ∆S A,±21 ( f ) = ∆S 21( j) − ∆S 21(− j) for sample A is plotted in Fig. 7(c).
One clearly sees the difference between the mw loss measured for the same, positive and negative
dc bias magnitudes. This is caused by the fact that at moderate dc values (with respect to the
corresponding jd), for the gentle-slope direction of the vortex motion the depinning frequency is
markedly lower than for the steep-slope direction. Specifically, the effect is most pronounced at
j = 0.46 MA/cm2 at which the depinning frequencies are fd ≈ 1 GHz and fd ≈ 2.7 ' 3.02 GHz
= fd( j = 0) for the gentle-slope and the steep-slope direction, respectively. The depinning
frequencies are determined at the −3 dB excess loss level.
The frequency characteristics of the filter ∆S 21( f ) can be fitted to the expression ∆S 21( f ) =
1/[1 + ( fd/ f )n] with the exponent n = 2 for 0 < j < 0.42 MA/cm2 and n ≈ 1.85 for j ' jd for
sample S. For the gentle-slope direction of sample A n ≈ 2.1 and for its steep-slope direction
n ≈ 1.9. In general [107], n = 2 corresponds to a first-order filter roll-off −10 log10[( f / fd)2].
The mw filter operates under the fundamental matching field condition and the observed effects
become entangled and eventually vanish upon tuning the field value away from 7.2 mT.
In Fig. 7(d) is plotted the zero-bias depinning frequencies at T = 0 and H = 0, fd(0, 0), for
both samples [104] along with the data for Nb films reported in Refs. [18, 105, 106]. The values
fd(0, 0) were estimated by the expression fd(T ) = fd(0)[1 − (T/Tc)4] successfully used [108]
for fitting the experimental data in high-Tc films and the empiric dependence fd(H) = fd(0)[1 −
(H/Hc2)2] observed [105] for Nb films, respectively. For samples S and A, their thicknesses were
taken after subtracting the groove depths. From Fig. 7(d) it follows that the cumulative data for
Nb films can be fitted to the phenomenological law fd ∝ 1/d, where d is the film thickness.
2.6. Synthesis of arbitrary microwave loss levels
A low-frequency (3 Hz) ac current was used [109] for tailoring the mw excess loss levels by
vortices. The sine waves of the input quasistatic currents are shown in Fig. 9(a,d). The reduction
of the depinning frequency upon ramping the current value is shown in Fig. 9(b,e). Panels (c)
and (f) in Fig. 9 present the time dependences of the excess loss ∆S 21(t, f = fd) where the
depinning frequency fd are chosen as carrier frequencies. In particular, in Fig. 9(b) one sees
that for sample S in the critical-amplitude regime, the modulation of fd attains its maximal depth
with a module-of-sine shape. Accordingly, ∆S 21 is modulated for both ac halfwaves and attains
the −6.4 dB “floors” corresponding to the maximum excess loss level due to the vortex motion
in the flux-flow regime. The modulation pattern for sample A in the critical current regime for
the weak-slope WPP direction is substantially different. The depinning frequency is modulated
during the positive ac halfwave (in red) only, whereas it remains constant during the negative ac
halfperiod (in blue), see Fig. 9(e). In consequence of this, the excess loss ∆S 21(t) is observed
during the positive ac halfwaves and is absent during the negative one. The shape of ∆S 21(t) is
nearly rectangular, that is a sine-to-rectangular pulse form conversion takes place.
To exemplify the excess loss level synthesis, one considers the mw transmission through sam-
ples S and A connected in series. For definiteness, the ac current I with an amplitude of 50 mA is
applied that, given the thicknesses of the samples, corresponds to the current density amplitude
0.48 MA/cm2 for sample A and 0.83 MA/cm2 for sample S. From the CVCs it follows that j =
0.48 MA/cm2 ' 0.52 MA/cm2 = j+d for sample A and j = 0.83 MA/cm2 ' 0.75 MA/cm2 = jd
for sample S.
14
The cumulative insertion loss in Fig. 9(g) is characterized by three different insertion loss
levels, whereby the intermediate level is achieved in consequence of the combination of the lossy
state of microstrip S and the low-lossy state of microstrip A. This can be understood as a result
of summation of the individual excess loss levels in samples S and A with the help of panels (c)
and (F) in Fig. 9, given the larger difference (about 5 dB) in ∆S 21 for sample S at 3.02 GHz with
respect to −6.4 dB.
Figure 9: Microwave loss modulation in microstrips S (a-c) and A (d-f) at H = 7.2 mT, T = 0.3Tc, and the excitation
power P = −20 dBm. The adiabatic ac current (3 Hz) in the close-to-critical (a) regime for sample S and in the critical
regime for the weak slope of sample A leads to the reduction of the depinning frequency [panels (b) and (e), respectively]
and the modulation of the excess loss due to the vortices ∆S 21( f = fd( j = 0)) in panels (c) and (f), respectively. The
rectangular “floors” in panels (c) and (f) correspond to the maximal loss value −6.4 dB in the flux-flow regime. In panel
(g) is exemplified synthesis of three different insertion loss levels by a serial connection of samples S and A for an ac
current I = 50 mA and a frequency 3.02 GHz. After [109].
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3. Perspective
To summarize, vortex dynamics in nanopatterned superconductors is a domain of intensive
research. Among many interesting problems in this area a few ongoing challenging research
lines should be emphasized. In particular, it was argued that the one-to-one mapping of a vortex
to a particle breaks down at high velocities where vortex displacements take place at shorter time
scales than the time to recover the superconducting order parameter along the vortex trajectory.
The vortices then become elongated and turn into phase slip lines [17, 100, 110–112]. While it
has been demonstrated that vortex guiding persists up to several GHz [57], the crossover from
the vortex-mediated flux transport to that via phase slips should be elaborated.
An interesting related phenomenon is the effect of microwave-stimulated superconductivity
observed in both, flat [113] and nanopatterned [103] films. In addition, dynamic pinning land-
scapes, which can be provided by, e. g. a pulsed laser excitation of the superconductor surface,
were predicted [114] to support synchronization effects but not experimentally realized so far.
New insights into vortex matter are also expected from studying it in more sophisticated nano-
architectures [19, 115].
It was reported that sub-terahertz transmission of a superconducting metamaterial can be
modulated by passing electrical current through it [116]. Quantum metamaterials comprised of
networks of superconducting qubits based on Josephson junctions are used for exploring quan-
tum effects in meta-atoms [117]. Tailoring microwave losses due to Abrikosov vortices in indi-
vidual sections of superconducting transmission lines allows one to use them as building blocks
for fluxonic metamaterials [109] enriching the large family of artificial media [118].
On the nanometa-materials science side a special interest lies in the use of focused electron
beam induced deposition (FEBID) to directly write superconducting (S) nanostructures. At the
time of writing, artificial FEBID-superconductors were limited to the systems MoC [77] and
PbxCyOδ [78], while further systems fabricated by FEBID are expected to be available in the
years to come. The suitability of FEBID for the fabrication of ferromagnets (F) [79, 93, 94]
promises to bridge the gap to study spin-triplet proximity-induced superconductivity [87, 88]
in S/F nanowire structures. Vortex matter in low-dimensional systems with proximity-induced
superconductivity represents an intriguing [119], but “uncharted domain” so far.
Finally, the description of the dynamics of Abrikosov vortices in superconductors with a
washboard pinning landscape, relying upon the Langevin equation [20], allows one to regard
them as a “playground” to foresee the effects in related systems which require considering the
dynamics of (quasi)particles in a periodic potential. Exemplary systems include Josephson junc-
tions, superionic conductors [120], ring laser gyroscopes [121], the dynamics of spin [122] and
charge density [123] waves, phase-locking loops [124] in radioengineering, the motion of do-
main walls [125], magnetization dynamics [126] and the diffusion of colloidal particles in pe-
riodic structures [127]. For instance, molecular dynamics simulations [128] have recently been
applied to spin textures termed skyrmions that were recently discovered in chiral magnets [129]
and have particle-like properties and many similarities to superconducting vortices. In the pres-
ence of a washboard landscape, the force-velocity characteristic of the system has been predicted
to exhibit Shapiro steps [130], similar to the observations in superconducting vortex systems.
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