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ABSTRACT
Level-set methods have become a valuable and well-established field of visualization over the last decades. Different implemen-
tations addressing different design goals and different data types exist. In particular, level sets can be used to extract isosurfaces
from scalar volume data that fulfill certain smoothness criteria. Recently, such an approach has been generalized to operate on
unstructured point-based volume data, where data points are not arranged on a regular grid nor are they connected in form of a
mesh. Utilizing this new development, one can avoid an interpolation to a regular grid which inevitably introduces interpolation
errors. However, the global processing of the level-set function can be slow when dealing with unstructured point-based volume
data sets containing several million data points.
We propose an improved level-set approach that performs the process of the level-set function locally. As for isosurface
extraction we are only interested in the zero level set, values are only updated in regions close to the zero level set. In each
iteration of the level-set process, the zero level set is extracted using direct isosurface extraction from unstructured point-based
volume data and a narrow band around the zero level set is constructed. The band consists of two parts: an inner and an outer
band. The inner band contains all data points within a small area around the zero level set. These points are updated when
executing the level set step. The outer band encloses the inner band providing all those neighbors of the points of the inner
band that are necessary to approximate gradients and mean curvature. Neighborhood information is obtained using an efficient
kd-tree scheme, gradients and mean curvature are estimated using a four-dimensional least-squares fitting approach.
Comparing ourselves to the global approach, we demonstrate that this local level-set approach for unstructured point-based
volume data achieves a significant speed-up of one order of magnitude for data sets in the range of several million data points
with equivalent quality and robustness.
Keywords: Level sets, unstructured point-based volume data, isosurface extraction.
1 INTRODUCTION
Many modern technologies and methods generate vol-
ume data that is not gridded anymore. The data points
can have an arbitrary distribution without any connec-
tivity. A major group of such data stem from numerical
simulations of natural phenomena. They are carried out
on unstructured point-based data to gain a high flexibil-
ity and provide new insights by additional degrees of
freedom. Many physical simulations are, for instance,
carried out as smoothed particle hydrodynamics sim-
ulations with millions of particles. Such simulations
allow for the reproduction of complex natural phenom-
ena by not only simulating the evolution of data at the
sample points but also simulating the flow of the sample
points under respective forces. Hence, data points move
over time, change their positions and neighborhoods,
and are distributed with a highly varying density. Such
a flexible data structure saves computation time when
using high sample density only in those regions, where
action takes place.
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Level-set methods have a large variety of applications
and, in particular, have entered the fields of image pro-
cessing and scientific visualization for extracting fea-
tures from scalar data. We are mainly interested in the
aspect of segmenting scalar volume data. Many algo-
rithms and approaches with different modifications of
the main level-set idea exist. Most of the algorithms ad-
dress a specific problem or a specific type of data. Typ-
ically, the algorithms operate on hexahedral cells and a
given initial level-set function is modified to explicitly
or implicitly minimize a given energy functional.
Recently, we have presented an approach generaliz-
ing the basic idea of level sets to unstructured point-
based volume data [19]. It operates directly on un-
structured data, i. e., we do not resample the data over
a structured grid nor are we generating global or local
polyhedrizations. By doing so, resampling errors are
avoided, which are inevitably introduced when resam-
pling unstructured data over a regular structured grid
using scattered data interpolation techniques.
The level-set method involves the evolution of a func-
tion using an iterative numerical integration scheme. At
each iteration step, the approach typically induces com-
plex calculations and the evaluation of partial differen-
tial equations at each sample location and each itera-
tion step. When dealing with large data sets and small
time-integration steps, this can lead to enormous com-
putation times until convergence of the level-set pro-
cess. The calculations for unstructured point-based data
are yet more complex than those in the gridded case,
slowing down the process even more. To overcome this
problem, narrow-band methods have been proposed in
recent years. The main idea is to update the level-set
function only in a narrow band of interest and neglect
all other sample points, saving a major number of com-
putations. Narrow-band methods have turned out to
be very useful for fast yet correct level-set computa-
tions on gridded data. To our knowledge, no algorithm
exists yet that combines the accurate computations of
level-sets with the efficiency of a narrow-band local-
ization directly applied to unstructured point-based vol-
ume data. We propose such a method for smooth isosur-
face extraction based on a fast local level-set approach.
We initialize the level-set function at the sample point
positions and extract the zero level set. This zero level
set is being transformed into the desired surface by ap-
plication of the iterative level-set process to the level-
set function. Therefore, we can restrict the process to
a narrow band of sample points around the current zero
level set.
The main ideas of our local level-set method and the
structure of the whole visualization pipeline are intro-
duced in Section 3. The creation of the narrow band and
the update of the level-set function in the narrow band
are explained in Sections 4 and 5, respectively.
The actual level-set process applied to the narrow
band and the required approximation of gradient and
mean curvature for unstructured point-based volume
data using a four-dimensional least-squares method is
described in Section 6. Finally, results and their discus-
sion, including the analysis of computation times and
detailed comparisons, are provided in Section 7.
2 RELATED WORK
The fast visualization of large unstructured point-based
volume data sets is a challenging task, even more when
dealing with highly varying sample point densities. The
generation of a polyhedrization [4] of the unstructured
data points can be very slow for large data sets and is
thus not practicable. Hence, the most common way of
dealing with unstructured point-based volume data is to
resample to a structured grid using scattered data in-
terpolation techniques [7]. Subsequently, a large vari-
ety of well-known methods like isosurface extraction,
region-growing methods, and level-set methods can be
applied to gridded data to generate the desired visual-
izations. Level-set methods, in particular, are almost
without exception executed on regular hexahedral grids
what facilitates discrete derivative computations.
Unfortunately, such resampling steps to a regular grid
always introduce inaccuracies, which heavily depend
on the resolution of the grid and the point density of
the data set. In our case, when dealing with data sets
with highly varying point density, the interpolation er-
ror can be enormous when using regular grids that fit to-
day’s commodity hardware memory constraints. Adap-
tive grids can reduce the error, but the more adaptive it
gets the more complicated the processing becomes and
we are looking into data sets with a difference of three
orders of magnitude in point density. This raises the
desire to directly operate on unstructured point-based
volume data.
The original idea of level sets is to implicitly repre-
sent a surface as the solution of an equation with respect
to an underlying scalar field. The (dynamic) level-set
methods go back to Sethian and Osher [15, 16, 21], who
first described the evolution of such a closed hypersur-
face by application of PDEs to the underlying scalar
field.
Due to their flexibility and capability level-set meth-
ods have developed rapidly in the recent years. Many
different approaches exist and the range of application
areas is wide. Breen et al. [2] presented a general frame-
work for level-set segmentation of a large variety of
regular data sets. Museth et al. [14] use a level-set
method to segment non-uniform data sets, where non-
uniform data denotes unions of multiple regular data
sets with non-uniform resolutions. Enright et al. [5]
apply a level-set approach to an octree-based adaptive
mesh. Many other approaches, e.g. [22], exist that tar-
get a huge variety of level-set segmentation tasks on
different structured data sets.
In terms of unstructured data, the particle level-set
methods [8] use free particles during the level-set com-
putations, but still need an underlying structured grid to
compute the motion of the particles. We recently pre-
sented the first approach, directly processing level sets
on unstructured point-based volume without any grid
calculation or reconstruction of the scalar field [19]. We
initialize the level-set function only at sample positions
and carry out the whole level-set evolution at these lo-
cations. One drawback of the method is the relatively
low speed when compared to state-of-the-art level-set
methods for gridded data.
The largest gain in computation speed for level-set
methods was achieved with the introduction of local
level-set methods by Adalsteinsson and Sethian [1].
These methods, also called narrow-band methods, have
been developed rapidly in the last years [12, 17] and
have also been transformed to work on today’s fast and
parallel graphics hardware [10]. The main idea of these
narrow-band approaches is to carry out the level-set
process only in a small region around the level set of
interest. Similar to active contours [9, 13], this requires
the knowledge about the location of the zero level set.
However, contrary to active contours, where the zero
level set is explicitly deformed until it converges to
the desired surface, the main idea of just deforming
the level-set function is maintained in the narrow-band
methods. This allows for easy changes of the topology
of the zero level set.
To our knowledge, there exists no method which
combines the accuracy of directly applying level sets to
unstructured data and the fast level-set computation us-
ing a narrow band. We propose such an approach that
directly operates on the unstructured point-based data
and does not need to reconstruct any scalar field at any
positions other than the sample points.
3 GENERAL APPROACH
Let f : D→R be a volumetric scalar field with bounded
domain D ⊂ R3 given at a set of unstructured sample
points xi ∈D. Our goal is to efficiently extract a smooth
isosurface Γiso ⊂D with respect to a given isovalue fiso.
This task should be carried out utilizing a narrow-band
level-set approach which only operates on the sample
points. The level-set approach provides a handle to con-
trol the smoothness of the resulting surface. The vi-
sualization pipeline consists of three main phases: the
initialization, the level-set evolution, and the rendering.
Its flow chart is depicted in Figure 1.
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Figure 1: Illustration of the whole visualization pipeline. In
the initialization phase, the level-set function and the narrow
band are initialized. Next, the level-set function and the nar-
row band are consecutively updated following Equation (2)
until the level-set function reaches steady state. Finally, the
zero level set is rendered as resulting smooth isosurface.
In the initialization phase, we build a data structure
that stores and handles neighborhood information, to
efficiently compute level-set function properties, ex-
tract isopoints, and generate the narrow band. This is
done using a three-dimensional kd-tree. In a prepro-
cessing step, we compute the n nearest neighbors for
each sample. Here, n = 26 is chosen, inspired by the
regular case on a structured equidistant hexahedral grid,
where every sample x has 26 nearest neighbors in the
L∞-metric.
Afterwards, the level-set function ϕ : D → R is ini-
tialized for every sample of the data set as a signed-
distance function to a sphere. The points of the zero
level set are extracted using direct isosurface extrac-
tion [18], which results in a point cloud representation
of the extracted surface. Around the extracted isosur-
face, a narrow band of sample points consisting of two
layers is generated. The inner layer or α-band consists
of all sample points, which have a smaller distance to
the isosurface than a given band width dα . The outer
layer or β -band consists of all sample points, which are
not lying in the α-band but are needed to compute gra-
dients or mean curvature at α-band points. The actual
level-set process will be performed only within the α-
band.
In the iterative processing phase, first the gradient ∇ϕ
of the level-set function and the mean curvature κϕ are
approximated for the sample points in the α-band. The
approximation is computed using a four-dimensional
least-squares approach. If the norms of the level-set
function gradients exceed a given threshold, a reinitial-
ization step is applied to the level-set function with re-
spect to the special Eikonal equation
∂ϕ
∂ t = sign(ϕ)(1−|∇ϕ|) . (1)
The reinitialization step brings the level-set function
again close to a signed-distance function, which as-
sures good numerical behavior of the whole process.
If no reinitialization is necessary, a level-set step is per-




(1−λ )( f − fiso−ϕ)+λκϕ
)
|∇ϕ| , (2)
which models a weighted combination of hyperbolic
normal advection [15] and mean curvature flow [6] with
smoothness parameter λ ∈ [0,1]. Since we use an ex-
plicit Euler time discretization for updating the level-
set function at the sample points, the time steps are
bounded by the Courant-Friedrichs-Lewy (CFL) con-
dition [3] to permit numerical stability. In particular,
this condition also assures that the zero level set cannot
leave the α-band in a single iteration.
After updating the function values in the α-band, the
new zero level set is extracted and the narrow band has
to be updated. Since we only update the function values
of the points in the α-band, the points that have been
added to the α-band after the level-set step do not hold
the correct level-set function values. Consequently, the
values have to be recomputed with respect to the new
zero level set. This is done by interpolating between
computed level-set function values and signed-distance
function values in the α-band. Similarly, the points in
the β -band have not been updated and may hold wrong
level-set function values. These points are updated by
assigning signed-distance function values to the new
zero level set.
The local level-set process is executed until the level-
set function reaches steady state, i. e., until the function
values do not change more than a given threshold from
one time step to the subsequent one. After convergence,
the zero level set has the desired properties of Γiso and
is rendered using splat-based ray tracing [11].
4 NARROW BAND CREATION
Since the movement of the zero level set during the
level-set iteration is bounded in each step by the CFL-
condition, it is possible to restrict the level-set process
to a band around the zero level set without loosing flex-
ibility or distorting the result. However, the level-set
process at a sample point requires the approximation
of level-set function derivatives in this point and, there-
fore, the level-set function values of its nearest neigh-
bors. Restricting level-set update and derivative ap-
proximation to points within the band around the zero
level set would, consequently, lead to oscillations at the
border of the band, since derivatives there are less pre-
cisely approximated than near the zero level set.
Figure 2: Construction of the two-layer band around the zero
level set (colored blue). The zero level set is extracted in form
of a point cloud representation. Then, all sample points with
distance to the zero level set less than dα are marked as be-
longing to the inner layer of the band (green). Thereafter,
all additional sample points needed for the gradient computa-
tions within the level-set process are marked as belonging to
the outer layer of the band (red points).
We chose, instead, to use a band consisting of two
nested layers. We want to use the notation α-band and
β -band for the two layers. The construction of these
layers is illustrated in Figure 2. The α-band describes
the volume, where the actual level-set process is per-
formed. All sample points having a smaller distance to
the zero level set than the width dα of the α-band are
marked as members of the α-band. As the zero level set
is extracted in a point cloud representation, the distance
of a sample point to the zero level set is defined as the
distance to the nearest point of the zero level set. For
each sample point the distance is efficiently obtained
by a nearest-neighbor query to the kd-tree of the points
of the zero level set.
The size of dα depends on the distribution of the sam-
ple points, i.e., is data-dependent. To capture the en-
tire area surrounding the zero level set, dα has to be at
least greater than the maximum distance of neighbor-
ing points within the point cloud representation of the
zero level set. In fact, it should be even twice as large to
permit a reasonable recalculation of the level-set func-
tion values. We discuss this in more detail in Section 5.
In all our experiments, it was sufficient to choose one
global value for dα for the whole local level-set pro-
cess, even for data sets with highly varying point den-
sities. Hence, dα was chosen depending on the sample
distribution of the data set and independent of the zero
level sets.
For the processing of the points in the α-band with
respect to Equations (1) and (2), sample points outside
the α-band are needed to approximate level-set func-
tion derivatives. Having established the α-band, all ad-
ditional sample points that are required for derivative
approximation of the points belonging to the α-band
are marked as members of the β -band, which merely
acts as support for the α-band processing.
5 NARROW BAND UPDATE
In the initialization phase, the level-set function is set
globally to a radial signed-distance function. Hence,
the level-set function values of points in the initial nar-
row band are directly given. However, after executing
one local level-set step in the α-band, extracting the
new zero level set, and updating the narrow band, the
sample points may have changed their band member-
ship. Consequently, some sample points may have been
added to the α-band. For these new members of the α-
band, the level-set function values are outdated.
Moreover, function values of all the points in the β -
band have not been updated in the level-set step, but
their new values are required for the subsequent level-
set iteration. Hence, additional updates of the level-set
function values at some sample points of the narrow
band are likely to be required in each iteration step. An
illustration of the idea is given in Figure 3.
For points with distance smaller than dα2 to the zero
level set, we can be sure that the level-set function val-
ues have been updated in the level-set iteration step.
This is due to the fact that the level-set function value
update is executed with a step size that is bounded by
the CFL condition. Hence, no adjustment is necessary.
Sample points in the narrow band with distance to
the zero level set larger than dα2 (red points in Figure 3)
may have not been updated or may even not have been





Figure 3: Updating the level-set function on the narrow band
with size dα : Points (green) with minimum distance to the
zero level set points (blue) smaller than dα4 have correctly
been updated in the level-set iteration step. Points (red) in
the narrow band with distance to the zero level set greater
than dα2 might have not be included in the computations of the
last level-set iteration step. We assign their level-set function
value to the signed distance to the zero level set points. For all
points in the α-band lying in between, the new level-set func-
tion value is interpolated between the old level-set function







Figure 4: Derivation of correct sign for signed-distance func-
tion generation at sample points with distance to the zero level
set greater than dα4 . Each point of the zero level set xiso holds
a surface normal n, inducing an orientation of the zero level
set and therewith inducing a well-defined sign for all points
with distance greater than dα4 .
Hence, the level-set function value needs to be recom-
puted as illustrated in Figure 4. Since the level-set func-
tion is always kept near a signed-distance function it is
feasible to reset the level-set function values in these
points to a signed-distance function. Let x be such a
sample point that needs to be updated. Then, we make
use of the - already computed - distance d to the near-
est zero level set point xiso. The sign for the signed-
distance function is directly induced by the surface nor-
mal of the nearest zero level set point as illustrated in
Figure 4. Altogether, we set the level-set function value
for x to
ϕx := sign(〈n,x−xiso〉) |x−xiso| .
Although the level-set function is kept near a signed-
distance function at points with distance d ≤ dα2 to the
zero level set and is explicitly been set to a signed-
distance function at all the other points of the nar-
row band, there might occur a discontinuity at distance
d = dα2 to the zero level set. This can be avoided by
interpolating between level-set function value and con-
structed signed-distance function value in a transition








to the zero level set. For a con-
tinuous transition, we apply an interpolation using the
monotone polynomial
k : [0,1]→ [0,1] , k(t) := 6t5−15t4 +10t3 .






to the zero level set, we recalculate its level-set
function value by













which produces a C2-continuous blending between both
functions.
In summary, keeping the level-set values for points




, blending between level-set








, and setting all other points in the
narrow band to a signed-distance function results in a
continuous recalculation of the level-set function in the
narrow band.
6 LOCAL LEVEL-SET PROCESS
To process the level-set function according to hyper-
bolic normal advection and mean curvature flow as
modeled in Equation (2), we apply the methods already
used in the global case [19] to estimate the level-set
function gradient ∇ϕ and mean curvature κϕ in each
sample point in the α-band of each time step. There-
fore, only nearest-neighbor computations for the sam-
ple points are used. Furthermore, no information about
the scalar field other than at the sample points in the
narrow band is needed.
Since the quality of the level-set process significantly
degrades if the level-set function ϕ is not close to a
signed-distance function of the zero level set, the level-
set function is initialized as a signed-distance function
and the function values of points in the β -band get reset
to represent a signed-distance function to the zero level
set. However, the level-set process cannot maintain this
property. To keep the level-set function near a signed-
distance function, it is reinitialized using a PDE-based
approach solving the special Eikonal equation (1),when
the norms of the gradients of the function exceed a cer-
tain threshold.
Since the level-set processes following Equations (1)
and (2) are performed using an explicit time discretiza-
tion of order one, the used time step has to be chosen
carefully to keep the zero level set always in the α-
band and fulfill the CFL-condition. In fact, meeting the
CFL-condition is also sufficient to keep the zero level
set within the α-band during computations, as already
observed by Peng et al. [17].
7 RESULTS AND DISCUSSION
The presented approach was applied to a variety of data
sets to verify our method and evaluate it in terms of ac-
curacy and speed. For performance analysis we applied
it to an unstructured point-based volume data set with
eight million randomly distributed samples. The data
set was generated by resampling the regular Hydrogen
data set of size 128× 128× 128 to the random points.
An illustration of the evolution process for this data set




Figure 5: Evolution of the zero level set when applying the
local level-set method with λ = 0.01 to the Hydrogen data set
with eight million sample points. For each time step, a splat-
based ray tracing of the zero level set is shown on the right-
hand side. On the left-hand side, a point rendering of a slab of
the data set is shown illustrating the narrow band. Extracted
surface points of the zero level set are colored black, sample
points in the α-band are colored green, and sample points in
the β -band are colored red. Sample points not belonging to
the narrow band are not rendered.
The same data set was used to analyze the perfor-
mance of our method in terms of speed. The data set
was downsampled to different sizes for investigating the
scalability of our approach. All computation times were
measured on a single 2.66 GHz XEON processor.
The runtime analysis for the preprocessing phase is
given in Table 1. We observe that most of the time is
required for the nearest neighbor computation. How-
ever, the data to which we typically apply our method
stem from numerical simulations, where nearest neigh-
bors are known such that this pre-processing step can
be dropped.
samples kd-tree gen. NN calc. kd-neig. calc.
2M 4 sec 111 sec 4.1 sec
4M 9 sec 239 sec 10.1 sec
8M 19 sec 541 sec 21.9 sec
Table 1: Computation times for the preprocessing of the Hy-
drogen data set with different sample quantities, including the
generation of the kd-tree, calculation of 26 nearest neighbors
(only required if not given), and the calculation of the kd-tree
neighbors needed for zero level-set surface extraction.
The computation times for one level-set iteration step
analyzed with respect to the Hydrogen data set are
shown in Table 2. It comprises a summary of the re-
sults including the number of samples, the number of
extracted zero level set points, and the calculation times
of all computation steps, i. e., for the zero level set ex-
traction, for the update of the narrow band (including
narrow band function value updates), and for the level-
set process.
samples points point ex. band up. ls step
2M 18k 1.9 sec 1.8 sec 1.5 sec
4M 29k 2.6 sec 2.4 sec 2.8 sec
8M 47k 4.1 sec 3.9 sec 5.2 sec
Table 2: Computation times for one level-set iteration step
of the Hydrogen data set with different numbers of sample
points. The number of extracted zero level set points as
well as the computation times for zero level set extraction are
given. Moreover, the computation times for the narrow band
update and the calculation of one level-set step are given.
The whole local level-set process for extracting a
smooth isosurface from the Hydrogen data set with
eight million sample points and given nearest neigh-
bors needed 24 steps and was performed in 6 minutes.
For the four million version of the data set, the overall
computation time for the entire level-set approach in-
cluding pre-computations dropped to 84 seconds. This
is a significant speed-up in comparison to the time of
13 minutes for the global level-set process [19] for the
four million Hydrogen data set.1 When comparing the
computation times per iteration (including computation
of zero level set, narrow band, and level-set function
1 These numbers assume that the nearest neighbors are known.
update), the 7.8 seconds of our presented local level-
set method are one order of magnitude faster than the
67.8 seconds for the global level-set method [19]. Still,
our local level-set method produces equivalent results
in terms of quality and correctness.
Next, we have analyzed the speed of the iterative
phase of our approach with respect to the number of
points in the α-band. We applied the method to a re-
sampled unstructured point-based data set of eight mil-
lion randomly distributed samples, generated from the
regular Engine data set of size 256×256×128. A ren-
dering of the zero level set after convergence is shown
in Figure 6.
Figure 6: Splat-based ray tracing of the zero level set ex-
tracted after convergence of the local level-set method with
λ = 0.01. The method was applied to the Engine data set with
eight million unstructured sample points. (Data set courtesy
of General Electric.)
Just by looking at the rendering, the complex topol-
ogy and geometry of the zero level set is obvious. Con-
sequently, the number of isopoints steadily increases
during the local level-set evolution as well as the num-
ber of sample points in the narrow band. A comparison
of the computation speed of our local method with dif-
ferent number of extracted zero level set points is given
in Table 3. Note that the number of points in the α-band
is increasing sub-linearly with the number of extracted
zero level set points, since several surface parts get very
close to each other and their neighboring regions share
data points in the band.
ls points α-points point ex. band u. ls step
20k 130k 2.1 sec 2.0 sec 3.5 sec
49k 287k 4.3 sec 3.8 sec 6.3 sec
83k 404k 7.6 sec 6.9 sec 8.5 sec
Table 3: Computation times for the iteration phase of the En-
gine data set at different steps of the level-set process with
different numbers of zero level set points. For each step, the
number of extracted zero level set points, the number of points
in the α-band, and all computation times within an iteration,
i. e., for extracting the zero level set, updating the narrow
band, and performing one level-set step, are given.
Finally, we applied our local level-set method to un-
structured point-based volume data from a real scien-
tific application. The data set was provided by astro-
physical particle simulations [20] of Stephan Rosswog,
Jacobs University, Bremen, Germany. In the simula-
tion, a set of particles representing a White Dwarf is
passing a black hole and is torn apart by the strong grav-
ity. The data set represents one time step of this simu-
lation and consists of 500k sample points. The density
of the points in space is varying in two orders of magni-
tude, directly showing that scattered data interpolation
techniques would not be applicable due to the introduc-
tion of enormous errors.
We applied our local level-set method to this prac-
tical data set to compare the results of the local and
the global method. Both methods were applied with
the same initial signed-distance function, the same iso-
value, and the same smoothness parameter. Renderings
of the obtained zero level sets after convergence of both
methods are shown in Figure 7. The presented local
level-set method required only 6 minutes of compu-
tation time (including all computations) until reaching
steady state. In comparison, the global level-set process
using actually asynchronous time integration required
68 minutes. In terms of quality, there are no significant
differences visible between the resulting surfaces. We
have measured the distance between the points of the
two extracted zero level sets. The maximum deviation
between the surfaces was always of the same order as
the stopping criterion for the level-set process. This re-
sults from the linear interpolation of surface points from
the quasi-linear level-set function.
All experiments have shown, that the proposed local
level-set method is significantly faster than the global
method but equivalent in terms of quality. The narrow-
band method is also able to process objects with com-
plex topology and is applicable to real-world data.
8 CONCLUSION
We have presented a local level-set method that com-
bines the accuracy of directly applying level sets to un-
structured data and the fast level-set computation using
narrow bands. We directly operate on the unstructured
data and do not need to process data at any positions
other than the sample points, effectively avoiding inter-
polation errors. For each iteration, we extract the zero
level set, build a narrow band of sample points around
it and process the level-set function only in the narrow
band with respect to a combination of normal advec-
tion with mean curvature flow. The final zero level set
is visualized using point-based rendering.
Our method is capable of robustly processing data
sets with several million sample points and highly vary-
ing point density. For all investigated examples we
achieved a speed-up of one order of magnitude com-
pared to the global level-set method. Nevertheless, the
proposed method achieves the same results in terms of
quality.
Figure 7: Comparison of global and local level sets for the
White Dwarf data set with 500k unstructured sample points
with highly varying point density. Both methods have been
applied to the same initial signed-distance function using the
same isovalue and the same smoothness parameter λ = 0.1.
The zero level set obtained by the global level-set method with
asynchronous time integration is shown on the left-hand side.
In comparison, the smooth isosurface generated by our local
level-set method, shown on the right-hand side, exhibits no
significant difference in terms of quality, but was generated
more than ten times faster.
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