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Abstract
We compare the maximum achievable rates in single-carrier and OFDM modulation schemes, under the practical
assumptions of i.i.d. finite alphabet inputs and linear ISI with additive Gaussian noise. We show that the Shamai-
Laroia approximation serves as a bridge between the two rates: while it is well known that this approximation is
often a lower bound on the single-carrier achievable rate, it is revealed to also essentially upper bound the OFDM
achievable rate. We apply Information-Estimation relations in order to rigorously establish this result for both general
input distributions and to sharpen it for commonly used PAM and QAM constellations. To this end, novel bounds
on MMSE estimation of PAM inputs to a scalar Gaussian channel are derived, which may be of general interest.
Our results show that, under reasonable assumptions, optimal single-carrier schemes may offer spectral efficiency
significantly superior to that of OFDM, motivating further research of such systems.
I. INTRODUCTION
Intersymbol interference (ISI) is a ubiquitous impairment in communication and data storage media [1]. Techniques
of information transmission over ISI channels can be roughly divided into two types: single-carrier (SC) modulation
and multi-carrier modulation.
In SC modulation, symbols are transmitted at a rate approximately equal to the available bandwidth, and are
distorted by ISI. The distortion can be compensated for at the receiver using different equalization techniques such
as maximum-likelihood sequence estimation [2] and linear MMSE estimation, possibly with decision-feedback [3].
Equalization can also be combined with decoding, resulting in various iterative schemes [4].
In multi-carrier modulation, the available bandwidth is divided among several lower symbol-rate signals, each
with a different carrier frequency, often referred to as subcarriers. Orthogonal frequency-division multiplexing
(OFDM) [5], [6] is the most important multi-carrier modulation technique. In OFDM, the frequency spacing between
subcarriers is chosen so that they are orthogonal on every signaling interval. Additionally, a portion of the end of
each interval is copied to its beginning and is commonly referred to as the cyclic prefix. These two modifications
allow for low-complexity optimal equalization using the FFT algorithm, which is the primary advantage of OFDM.
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2Today, OFDM is the predominant modulation technique in high-bandwidth communications over channels with
significant ISI, and is featured in a large number of standards, including DSL [7], WiFi [8], WiMAX [9], DVB-T [10]
and the LTE downlink [11]. However, OFDM waveforms suffer from a higher peak to average power ratio (PAPR)
than SC waveforms. Due to their lower PAPR, and due to the introduction of efficient frequency-domain decision
feedback equalization techniques [12], SC schemes have become a viable alternative to OFDM in certain settings. In
particular, small, cheap and power-efficient amplifiers require low PAPR input due to their limited dynamic range,
making SC desirable when they are used. Two such examples are the uplink air-interface of LTE, where a scheme
called SC-FDMA is used [13], and the new 802.11ad specification, which includes a SC option [14].
The purpose of this paper is to compare the maximum achievable rates of reliable communication in OFDM and SC
modulations, when optimal equalization and channel coding is assumed. Since optimal OFDM equalization is trivial,
modern OFDM systems are able to approach this maximum theoretical rate using advanced coding schemes such
as turbo codes or LDPC [15]. In contrast, optimal equalization and decoding cannot be decoupled in SC schemes,
and instead must be approximated by iterative turbo equalization techniques [4]. Such techniques incur a high
computational cost which currently renders them infeasible in practice. Nonetheless, with ever-growing computation
resources and steadily improving iterative receivers (c.f. [16]), SC schemes able to approach the maximum achievable
rate might soon become feasible. Therefore, comparison of the two maximum achievable rates is of practical as
well as theoretical interest.
When only average power constraints apply on the channel input, it is well known that Gaussian signaling achieves
the same maximum rate in both OFDM and SC schemes [17]. However, we impose two practical restrictions, which
rule out the classical Gaussian solution. The first restriction is that the channel inputs take values in a certain fixed
finite alphabet (constellation), as is always the case in practice. The second restriction is that the inputs are i.i.d.,
or more precisely that an i.i.d. random coding distribution is used. This restriction is justified as long as we limit
ourselves to channel coding schemes that were designed for memoryless channels, as is common in practice. For
OFDM the latter restriction is taken to mean that all subcarriers use the same distribution — this will simplify our
calculations and it also accurately models wireless ISI channels, which most often change too rapidly for constellation
loading to become practical.
Under these constraints, there is no closed-form expression for the achievable rate of SC modulation. However, an
expression introduced by Shamai and Laroia [18] is known to tightly approximate the SC achievable rate in virtually
all scenarios. The Shamai-Laroia approximation is intimately connected to the performance of decision-feedback
equalization of SC signals.
In this paper, we show that in the sense of achievable rate and under the above-mentioned restrictions, SC
modulation will often offer performance superior or equal to that of OFDM. In particular, we prove that for BPSK
and QPSK inputs, the OFDM achievable rate is lower than the Shamai-Laroia approximation regardless of the ISI
channel. A numerical study indicates this holds also for 4-PAM, 8-PSK, 16-QAM and 32-QAM inputs. For general
finite-alphabet input distributions, we prove the same result in the low- and high-SNR regimes. For PAM and square
QAM inputs, we find an SNR threshold above which the high-SNR regime is in effect. For square QAM inputs of
order 256 and above, this threshold corresponds to a symbol error rate of more than 50% and is therefore reasonably
3low. We provide an exact characterization of the maximum advantage OFDM may offer over the Shamai-Laroia
approximation. Numerical evaluation shows that this advantage is very small for QAM constellations of orders up to
4096 (less than 0.1 bit). Complementing this result, we show that the advantage of the Shamai-Laroia approximation
over the OFDM rate becomes arbitrarily large for some of ISI channels. Thus, SC schemes may offer a significant
performance gain over OFDM in certain cases, but not vice versa. Finally, we study continuous uniform input, which
is limiting case of increasingly high-order QAM inputs. We show that unlike the finite-alphabet cases, under uniform
input the Shamai-Laroia approximation cannot significantly exceed the OFDM achievable rate. This indicates that
the advantage of SC over OFDM will become small if a sufficiently dense input constellation is chosen. However,
such inputs are not necessarily feasible. We provide a detailed discussion on practical scenarios in which SC is
expected to offer a considerable performance gain over OFDM.
Our results stem from the concavity properties of the input-output mutual information in a scalar Gaussian channel,
as a function of a rescaled SNR variable that we call the “log-SNR”. In order to investigate these properties, we
make extensive use of Information-Estimation results that link derivatives of the mutual information function and
estimation-theoretic quantities [19]–[21]. We derive new bounds on MMSE estimation of PAM inputs to an additive
Gaussian channel in the high-SNR regime. Besides their use in proving some of our main results, we believe them
to be of general interest.
There is a considerable amount of literature that deals with comparison between SC and OFDM modulations. It is
mostly concerned with comparison of specific schemes and quantities such as PAPR and bit or frame error rates (c.f.
[22]–[27]). Some works also compare fundamental limits. In [28]–[30] achievable rates are considered, but Gaussian
inputs are assumed in order to model adaptive constellation loading, leading to the expected conclusion that both
methods offer the same rates. In [31] achievable rates are compared via simulation for binary input and two-taps
ISI channels. The authors report that in these settings SC is superior, but make no general or theoretically-backed
claims. In [32] it is conjectured that the SC achievable rate is always higher than the OFDM rate. This conjecture
is supported by numerical evidence, but no theoretical analysis is performed. In [33] and [34] the cut-off rate is
compared analytically, and the SC rate is shown to exceed the OFDM rate in several scenarios.
In a recent report [35] the authors independently found that concavity with respect to log-SNR yields an inequality
between the OFDM achievable rate and the Shamai-Laroia approximation. Based on numerical evidence, they
argue that concavity holds for QPSK and 16-QAM inputs and that while it does not always hold for higher order
constellations, the maximum difference in favor of OFDM is small. However, the majority of our results remain
exclusive to this work, including the analytic proofs of concavity, the study of the concave envelope and the
application of Information-Estimation tools.
The rest of this paper is organized as follows. Section II formulates the problem and presents the main results,
briefly discussing their extension when linear precoding is allowed. Section III introduces the log-SNR scale and
studies the concavity of the mutual information function with respect to it, culminating in a proof to our main
result for general finite-alphabet inputs. Section IV focuses on the nonlinear MMSE estimation of PAM random
variables corrupted by additive Gaussian noise. In this section, a novel “pointwise” result is presented, bounding the
conditional variance of the channel input given an observation of the channel output. This bound is then applied to
4derive a tight high-SNR characterization of the MMSE function and its derivative. Section V uses insights from the
two previous sections in order to prove our results pertaining PAM and square QAM inputs, as well as continuous
uniform input. Section VI contains an in-depth discussion on the differences between the SC and OFDM achievable
rates likely to occur in practice, and the implications of increasing the constellation order. Section VII concludes
this paper.
II. PRELIMINARIES AND MAIN RESULTS
We consider a complex-valued, discrete-time ISI channel model,
yk =
L−1∑
i=0
hixk−i + nk, (1)
where x∞−∞ is the channel input sequence
1, hL−10 are arbitrary complex-valued ISI taps and n
∞
−∞ is an i.i.d. standard
complex Gaussian2 sequence independent of the input. Here L denotes the length of the channel impulse response.
Let H (θ) =
∑L−1
k=0 hke
−jkθ be the ISI channel transfer function. We assume throughout the paper that the input
sequence has zero mean and unit average power, i.e. E |xi|2 = 1. Since the input and noise are both normalized to
unit variance, the quantity
∑L−1
k=0 |hk|2 = 12pi
´ pi
−pi |H(θ)|2dθ, which is not normalized to unity, expresses the input
signal-to-noise ratio (SNR).
A. Single carrier modulation model
In our model for single-carrier modulation, the channel input sequence is assumed to be i.i.d., zero-mean
and unit power, with every input symbol drawn from a finite complex-valued alphabet also known as a signal
constellation. Conventional constellations are composed of 2m uniformly spaced symbols, each representing m data
bits. Commonly used constellations include BPSK, QPSK, 8-PSK, 16-QAM and 64-QAM [1]. Unless specifically
mentioned otherwise, our results apply for any (finite alphabet) input distribution. However, when we refer to a
certain input distribution by its constellation name (e.g. “BPSK input” or “256-QAM” input), a uniform distribution
over the constellation points will be assumed. The maximum achievable rate for reliable communication under the
assumptions of this model is given by the input-output Average Mutual Information [36]:
ISC , lim
K→∞
1
2K + 1
I
(
xK−K ; y
K
−K
)
= I
(
x0 ; y
∞
−∞ | x−1−∞
)
(2)
where I (A ; B) denotes the mutual information between A and B, and I (A ; B | C) denotes the mutual information
between A and B, conditioned on C (c.f. [37]).
When the input distribution is symmetric Gaussian, a closed-form expression for ISC can be easily derived (cf.
[17], [18]),
ISC,Gaussian = 1
2pi
ˆ pi
−pi
log
(
1 + |H(θ)|2) dθ (3)
1We use the standard notation aN2N1 for the sequence [aN1 , aN1+1, ..., aN2 ] with the natural interpretation when N1 = −∞ and/or N2 =∞.
2A standard complex Gaussian variable is of the form nI + jnQ, where nI , nQ ∼ N (0, 1/2) and nI ⊥ nQ.
5Let
Ix (γ) , I (x ;
√
γx+ n) (4)
stand for the input-output mutual information in a scalar complex-valued Gaussian channel with unit-power input3
x, SNR γ and standard complex Gaussian noise n, independent of x. The Gaussian achievable rate can also be
expressed as
ISC,Gaussian = IGaussian (SNRMMSE-DFE-U) (5)
where
SNRMMSE-DFE-U = exp
{
1
2pi
ˆ pi
−pi
log
(
1 + |H(θ)|2) dθ}− 1 (6)
is the output SNR of the unbiased MMSE linear estimator of x0 given x−1−∞ and y
∞
−∞, known as the MMSE
decision-feedback equalizer (DFE), and IGaussian (γ) = log (1 + γ) is the input-ouput mutual information for a
complex-valued Gaussian channel with standard complex Gaussian input. A concise presentation of the MMSE
descision-feedback equalizer, as well as a derivation of its output SNR can be found in [3].
When the input distribution in not Gaussian, no closed-form expression for ISC is known and it must be
approximated either analytically [18], [38], [39] or by Monte-Carlo simulations [40]–[42]. A simple and often-
used approximation for ISC was first proposed by Shamai and Laroia [18],
ISC ≈ ISL , Ix (SNRMMSE-DFE-U) (7)
where x is a random variable distributed as one of the input symbols to the ISI channel. This approximation can be
derived by applying the MMSE DFE on the channel output sequence and replacing the residual ISI by independent
Gaussian variables with equal power — however, as explained in [18], the central limit theorem cannot be used to
rigorously justify this approximation, as the residual ISI coefficients do not meet its conditions.
The Shamai-Laroia approximation was originally conjectured to be a lower bound on ISC. However, in [39] a
counterexample based on highly skewed binary input is constructed, showing that this conjecture does not hold for all
input distributions. Nonetheless, extensive experimentation has shown that when conventional input distributions are
used, ISL is an extremely tight lower bound for ISC for any ISI channel and SNR [18], [38], [40]. In particular, there
is no known counterexample to ISC ≥ ISL that involves symmetrically distributed inputs (as all conventional inputs
are). Moreover, in [39] the lower bound ISC ≥ ISL is proven to hold for sufficiently high SNR, further establishing
its validity. Whether ISC ≥ ISL can be proven to always hold for specific input distributions is a question open to
future research.
B. OFDM modulation model
In OFDM, information is transmitted in blocks of N + NCP channel inputs, where the first NCP elements of
each block are identical to its last NCP elements and thus constitute a cyclic prefix (CP). With the CP discarded at
3By “Gaussian channel” we mean a channel with additive Gaussian noise independent of the input, which is not necessarily Gaussian. The
subscript x will commonly be used to indicate that a general input distribution x is discussed, and subscripts with indicative names will be
employed when referring to specific input distributions, e.g. IBPSK (γ) and IGaussian (γ).
6the receiver, the ISI channel is transformed into a vector channel,
y = Hx+ n (8)
The vectors y and x represent blocks of N channel outputs and inputs, respectively, n is a standard complex
Gaussian noise vector, and H is a matrix representing the ISI. Practical OFDM schemes are designed so that the
cyclic prefix is longer than the channel memory (NCP > L). Moreover, we consider a sequence of schemes in which
the block size N and the cyclic prefix size NCP grow to infinity, so that NCP is guaranteed to exceed L eventually.
Assuming NCP > L, H is a circulant matrix, with first row equal to [h0, 0 · · · 0, hL−1, · · · , h1]. Therefore, H is
diagonalized by the the DFT matrix of order N ,
Hd = WHW−1 (9)
with Hd a diagonal matrix and Wm,k = 1√N e
−2pijmk/N the DFT matrix. Applying the input precoding x = W−1x˜
and output transformation y˜ = Wy thus yields an equivalent diagonal vector channel,
y˜ = Hdx˜+ n˜ (10)
We assume that the elements of x˜ are i.i.d.4, zero mean and have unit average power. Since the channel model
in (10) is simply N parallel channels, the maximum achievable rate per channel input is given by
IOFDM(N) , 1
N +NCP
I (x˜; y˜) =
1
N +NCP
N∑
i=1
Ix
(|Hdi,i|2) (11)
with Ix (·) as defined in (4) and x distributed as one of the elements of x˜. The Toeplitz Distribution Theorem [43]
allows us to take the limit of the large block size,
IOFDM , lim
N→∞
IOFDM(N) = 1
2pi
ˆ pi
−pi
Ix
(|H(θ)|2) dθ (12)
where it is assumed that NCP grows as o(N), so that the rate overhead of the cyclic prefix vanishes.
C. MMSE estimation in a scalar Gaussian channel
Consider once more the scalar complex-valued Gaussian channel y =
√
γx+n with input x and standard complex
Gaussian noise n independent of x. The minimum mean square error (MMSE) in estimating x from y is given by
mmsex (γ) = E |x− E [x|y]|2 (13)
For a standard complex Gaussian input we have mmseGaussian (γ) = 1/ (1 + γ) ≥ mmsex (γ), for any other unit-
power input x.
4This is usually the case in wireless links, where the communication overhead of coordinating different powers and constellations for different
subcarriers often makes doing so undesirable.
7Assuming x has zero mean and unit variance (i.e. E |x|2 = 1), the connection between the mutual information
(4) and the MMSE (13) is given by:
I ′x (γ) = mmsex (γ) (14)
Note that the above equation differs from the familiar Guo-Shamai-Verdu´ formula [19] by a factor of 2 on the
right-hand side. This is due to the fact that our channel model is complex-valued. The relation (14) can be easily
derived from the vector version of the GSV theorem (eq. (22) in [19]), by considering a two-dimensional scalar
channel matrix.
D. Statement of results
Our main result provides a connection between IOFDM and ISL for finite-alphabet inputs. First, we show that an
inequality of the form IOFDM ≤ ISL + ∆x always holds, where ∆x ≥ 0 depends only on the input distribution (and
not on the ISI channel). Second, we characterize low and high SNR regions in which the strengthened inequality
IOFDM ≤ ISL holds, even when ∆x 6= 0. To this end, we introduce two pairs of SNR thresholds. The first pair,
denoted γ
1
and γ¯2, constitutes low and high SNR thresholds with respect to SNRMMSE-DFE-U, defined in (6) — when
SNRMMSE-DFE-U is below γ1 or above γ¯2, we have IOFDM ≤ ISL. The second threshold pair is denoted γ0 and γ¯0,
and relates to the channel’s frequency response — when |H(θ)|2 is bounded by γ
0
from above or by γ¯0 from below,
we are guaranteed once more to have IOFDM ≤ ISL. Like ∆x, these thresholds depend only on the input distribution.
The explicit construction of γ
0
, γ¯0, γ1, γ¯2 and ∆x is deferred to Section III and Definitions 1, 2 and 3 therein,
as it relies on concepts and results developed there. These quantities are defined in terms of concavity properties of
a certain function, and are straightforward to evaluate numerically. In particular, we provide an expression for ∆x
in terms of a three-variable optimization problem which is easily solved numerically — see (16) below.
Formally stated, our main result is as follows,
Theorem 1. For any ISI channel and any finite alphabet distribution x,
IOFDM ≤ ISL + ∆x (15)
Where ∆x ≥ 0 is given by
∆x , sup
γ1,γ2,γ s.t.
γ1≤γ≤γ2
log
(
1+γ
1+γ1
)
[Ix (γ2)− Ix (γ)]− log
(
1+γ2
1+γ
)
[Ix (γ)− Ix (γ1)]
log ([1 + γ2] / [1 + γ1])
(16)
Additionally, if ∆x > 0, there exit 0 < γ1 ≤ γ0 ≤ γ¯0 ≤ γ¯2 < ∞ that depend only on the input distribution,
such that IOFDM ≤ ISL holds whenever the channel transfer function H (θ) satisfies at least one of the following
conditions:
1) SNRMMSE-DFE-U ∈ [0, γ1] ∪ [γ¯2,∞)
2) |H(θ)|2 ≤ γ
0
for every θ ∈ (−pi, pi)
3) |H(θ)|2 ≥ γ¯0 for every θ ∈ (−pi, pi)
8Next, we provide the following results, which sharpen Theorem 1 for specific input distributions,
Theorem 2. For BPSK and QPSK inputs, ∆x = 0 and so IOFDM ≤ ISL for every ISI channel.
Theorem 3. For M -PAM and square M2-QAM inputs, (dmin/2)
2
γ¯0 ≤ 1, where dmin is the minimum distance
between input symbols, assuming unit input power.
Combined with Theorem 1, Theorem 3 implies that for M -PAM and square M2-QAM inputs, IOFDM ≤ ISL
whenever the ISI channel is such that (dmin/2)
2 |H(θ)|2 ≥ 1 for every θ ∈ (−pi, pi). Since the uncoded symbol
error rate in OFDM subcarrier frequency θ0 is a function of (dmin/2)
2 |H(θ0)|2, the following corollary is immediate,
Corollary 1. For a given ISI channel and square M2-QAM inputs with M ≥ 16, if the uncoded symbol error rate
is below 50% in all OFDM subcarriers, IOFDM ≤ ISL.
Our last result deals with uniformly distributed input. This input distribution represents the limit of infinitely
high-order QAM, and is therefore referred to also as ∞-QAM. Since this input has an infinite alphabet, Theorem
1 does not apply to it. Instead, we have
Theorem 4. For uniformly distributed complex input and any ISI channel,
− ∆˜∞-QAM ≤ IOFDM − ISL ≤ ∆¯∞-QAM
(
max
θ∈(−pi,pi)
|H (θ)|2
)
(17)
where ∆˜∞-QAM ≈ 0.0608 [bit], and ∆¯∞-QAM (γ), is a non-decreasing function that satisfies ∆¯∞-QAM (γ) = 0 for
every γ ≤ γ(∞-QAM)
0
≈ 8.76 [dB], and
lim
γ→∞ ∆¯∞-QAM (γ) , ∆∞-QAM = log (pie/6) ≈ 0.509 [bit] (18)
is the uniform input shaping loss with respect to Gaussian input.
Moreover, IOFDM ≥ ISL when H (θ) satisfies at least one of the following conditions:
1) SNRMMSE-DFE-U ≥ γ˜(∞-QAM)2 ≈ 16.5 [dB]
2) |H(θ)|2 ≥ γ(∞-QAM)
0
≈ 8.76 [dB] for every θ ∈ (−pi, pi)
Note that Theorem 4 provides some of the guarantees of Theorem 1. In particular, we have IOFDM ≤ ISL+∆∞-QAM
for any ISI channel, as well as IOFDM ≤ ISL for every channel that satisfies |H(θ)|2 ≤ γ(∞-QAM)0 . Figure 1 graphs
∆¯∞-QAM (γ), which is evaluated numerically based on the analysis carried out in subsection V-D. As seen in the
figure, the convergence of ∆¯∞-QAM (γ) to ∆∞-QAM is extremely slow. Thus, for any practical purpose we may select
an SNR level γ¯ that is much higher than any plausible value of |H(θ)|2, and use ∆¯∞-QAM(γ¯) instead of ∆∞-QAM.
Depending on the application, appropriate choices of γ¯ are likely to yield values between ∆¯∞-QAM (30 dB) ≈ 0.0841
and ∆¯∞-QAM (60 dB) ≈ 0.228.
Table I summarizes a numerical study of the quantities that appear in Theorem 1. The table is consistent with
Theorem 2 and indicates it also extends to 4-PAM, 8-PSK, 16-QAM and 32-QAM inputs. It also reveals that while
nonzero, ∆64-QAM is negligible, being of the order of a millionth of a bit. For higher order constellations ∆x is
more significant, but remains quite small even in very high-order constellations such as 4096-QAM. The limiting
9Table I
NUMERICAL EVALUATION OF THE QUANTITIES APPEARING IN THEOREM 1
Input
(
dmin
2
)2
[dB] γ
1
[dB] γ
0
[dB] γ¯0 [dB] γ¯2 [dB] ∆x [bits]
BPSK,
4-PAM,
QPSK, 8-PSK,
16-QAM,
32-QAM
(varies) - - - - 0
64-QAM −16.2 10.7 11.0 11.7 12.0 1.86·10−6
256-QAM −22.3 5.29 9.01 19.2 21.0 0.0202
1024-QAM −28.3 3.63 8.81 25.2 27.5 0.0585
4096-QAM −34.4 2.60 8.77 31.0 33.6 0.0987
∞-QAM −∞ - 8.76 - - 0.509
Note: All values are rounded to three significant digits.
case of ∞-QAM input is also included in the table. It is seen that 4096-QAM has a value of γ
0
quite close to
that of ∞-QAM, but that ∆4096-QAM is still far from converging to ∆∞-QAM. Examining Figure 1, it is seen that
for the various QAM inputs considered, ∆x is well-approximated by ∆¯∞-QAM (γ¯2). Finally, the table shows that
the general bound provided by Theorem 3 is slack by an approximate factor of 2 — i.e., for higher-order QAM,
(dmin/2)
2
γ¯0 ≈ 1/2.
Our results show that IOFDM may only exceed ISL by a small amount, but the opposite is not true. Indeed, in
subsection VI-A we construct a family of channels for which IOFDM tends to zero while ISL tends to the input
entropy and in subsection VI-B we discuss practical scenarios in which the SC achievable rate is significantly
higher than the OFDM rate. However, Theorem 4 indicates that this difference can be made small by increasing the
constellation order. Subsection VI-C further discusses this course of action.
E. A note on linear precoding
Our results extend straightforwardly to the following generalized problem setting. In the SC case, we add a linear
precoding filter that is applied on the i.i.d. inputs prior to their transmission. In the OFDM case, we allow a different
power allocation for each subcarrier. More concretely, the SC precoded transmitted symbols are
xprecodedn =
∑
i
cixn−i (19)
where x∞−∞ is an i.i.d. input sequence and the precoder taps satisfy
∑
i |ci|2 = 1. The OFDM transmitted symbols
are
x˜precodedi =
√
Pix˜i (20)
where x˜N1 are the i.i.d. OFDM block inputs as in (10), and the power allocations satisfy
∑
i Pi = 1.
Clearly, precoded SC modulation with taps c∞−∞ and ISI channel |H (θ)|2 is equivalent to normal SC with channel
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Figure 1. Numerical evaluation of ∆¯∞-QAM (γ).
|C (θ)H (θ)|2 where C (θ) = ∑k cke−ikθ. Moreover, OFDM with non-uniform power allocation is equivalent to
normal OFDM with channel P (θ) |H (θ)|2 where P (2pii/N) = Pi. Equating |C (θ)|2 with P (θ) we conclude that
for any SC linear precoder there exist an OFDM power allocation such that both yield the same equivalent ISI
channel. Hence, given a degree of freedom in choosing any SC linear precoder and any OFDM power allocation
policy, our results are still applicable, revealing that SC has significant advantages over OFDM in this case as well.
The introduction of linear precoding lends additional viability to our assumption of i.i.d. input, as the capacity-
achieving SC scheme can be viewed as i.i.d. Gaussian inputs linearly precoded with an optimal Waterfilling filter.
Thus, it is reasonable to assume that when combined with a suitably chosen linear precoder, statistically independent
symbols will be close to optimal even when input alphabet constraints prohibit Gaussian signaling. For OFDM with
independent non-Gaussian inputs, an optimal power allocation policy called Mercury/Waterfilling was proposed in
[44]. However, the Mercury/Waterfilling spectrum does not necessarily describe the optimal linear precoder for the
i.i.d. non-Gaussian single carrier case. Using the methods described in [45], it should be possible to find the taps
of this optimal precoder.
III. CONCAVITY OF MUTUAL INFORMATION WITH RESPECT TO LOG-SNR
A. Log-SNR scale
For a given SNR γ, define the log-SNR as ζ = log (1 + γ), and let
I logx (ζ) , Ix(eζ − 1) (21)
11
0 2 4 6 8 10
0
1
2
3
4
5
6
7
8
9
10
ζ [bits]
In
fo
rm
a
ti
o
n
[b
it
s]
 
 
BPSK
4-PAM
QPSK
8-PSK
16-QAM
32-QAM
64-QAM
128-QAM
256-QAM
∞-QAM
Gaussian
Figure 2. Ilogx (ζ) for some common input distributions.
be the input output mutual information, as a function of log-SNR, for a scalar complex Gaussian channel with zero-
mean, unit-variance input x. Since ζ is identical to I logGaussian (ζ), it is naturally measured in units of information.
Moreover, we have I logx (ζ) ≤ I logGaussian (ζ) = ζ for all inputs. Figure 2 shows I logx (ζ) for some common input
distributions. As can be seen in the figure, I logx (ζ) is nearly linear for low ζ and, for finite alphabet inputs, it is
nearly constant for high ζ, with the shoulder occurring at around the input entropy.
The main results of this paper hinge on the concavity properties of I logx (ζ). In this section we study these
properties for a general input distribution. We begin by showing that I logx (ζ) is concave for sufficiently low and
sufficiently high ζ. Next, we consider the concave envelope of I logx (ζ) and show that it must equal I
log
x (ζ) for
sufficiently low and sufficiently high ζ. Finally, we apply these conclusions to prove Theorem 1.
B. Asymptotic concavity results
Proposition 1. For every input distribution x, there exists 0 < ζ0 such that I logx (ζ) is concave for every ζ ∈ [0, ζ0].
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Proof: Setting γ = eζ − 1 and differentiating I logx twice, we find that
I logx
′′
(ζ) = e2ζI ′′x (e
ζ − 1) + eζI ′x(eζ − 1)
= (1 + γ)
2
I ′′x (γ) + (1 + γ) I
′
x(γ)
= (1 + γ) [mmsex(γ) + (1 + γ) mmse
′
x(γ)] (22)
= (1 + γ)
d
dγ
[(1 + γ) mmsex (γ)] = (1 + γ) r
′
x (γ) (23)
where the transition to (22) is due to the I-MMSE relation (14). The function rx (γ) , (1 + γ) mmsex (γ) denotes
the ratio between the MMSE’s of the non-linear and linear optimal estimators of x in the scalar complex Gaussian
channel with SNR γ. Clearly, rx (γ) ≤ 1, and rx (0) = 1. Therefore, by continuity there must be a neighborhood
of 0, denoted by [0, γ0], in which rx is decreasing. Hence, by (23) we find that I logx (ζ) is concave in [0, ζ0], with
ζ0 = log(1 + γ0).
Proposition 2. For every input distribution x over a finite alphabet, there exists ζ0 < ∞ such that I logx (ζ) is
concave for every ζ ∈ [ζ0,∞].
Proof: Let dmin denote the minimum distance between any two symbols in the input alphabet. By the standard
probability of error upper bound (c.f. Appendix C in [44]), we have
mmsex(γ) ≤ D2e−(dmin/2)2γ (24)
for some D > 0. Moreover in Appendix A it is shown that
mmse′x(γ) ≤ −C
e−(dmin/2)
2γ
√
γ
(25)
for sufficiently large γ and some C > 0 . Therefore, denoting again γ = eζ − 1 and substituting the above bounds
in (22), we find that
I logx
′′
(ζ) ≤ (1 + γ)
(
D2 − 1 + γ√
γ
C
)
e−(dmin/2)
2γ (26)
for some C > 0 and sufficiently large γ. Clearly, this implies I logx
′′
(ζ) < 0 for sufficiently large ζ.
Definition 1. Let 0 < ζ
0
≤ ∞ be the maximal ζ0 for which I logx (ζ) is concave for every ζ ∈ [0, ζ0] and similarly
let 0 ≤ ζ¯0 < ∞ be the minimal ζ0 for which I logx (ζ) is concave for every ζ ∈ [ζ0,∞). Let γ0 = e
ζ
0 − 1 and
γ¯0 = e
ζ¯0 − 1 denote the SNR’s corresponding to ζ
0
and ζ¯0, respectively.
Notice that ζ
0
< ζ¯0 if and only if I logx (ζ) is not a concave function of ζ, in which case
I logx
′′
(ζ
0
) = I logx
′′
(ζ¯0) = 0 (27)
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C. Concave envelope
Let Iˆ logx (ζ) denote the concave envelope [46] of I
log
x , i.e. the smallest concave function that upper bounds I
log
x ,
also given by,
Iˆ logx (ζ) = sup
ζ1,ζ2 s.t.
ζ1≤ζ≤ζ2
[
(ζ − ζ1) I logx (ζ2) + (ζ2 − ζ) I logx (ζ1)
ζ2 − ζ1
]
(28)
Clearly, Iˆ logx exists and is upper bounded by ζ, which is a concave functions that upper bounds I
log
x (ζ). Since I
log
x
is real-analytic, Iˆ logx (ζ) is continuous and has a continuous derivative. Moreover, our previous results allow the
following,
Proposition 3. For every input distribution with finite alphabet, There exist ζ1 > 0 and ζ2 <∞ such that Iˆ logx (ζ) =
I logx (ζ) for every ζ ∈ [0, ζ1] ∪ [ζ2,∞).
Proof: At any point ζ, the concave envelope Iˆ logx (ζ) is either equal to I
log
x (ζ) or linear in an interval containing
ζ, such that the concave envelope is equal to I logx at the edges of the intervals. Put in other words, there exists a
set of disjoint intervals {[ζ1,i, ζ2,i]}i∈S such that
Iˆ logx (ζ) =

ζ−ζ1,i
ζ2,i−ζ1,i I
log
x (ζ2,i) +
ζ2,i−ζ
ζ2,i−ζ1,i I
log
x (ζ1,i) ζ ∈ [ζ1,i, ζ2,i]
I logx (ζ) otherwise
(29)
Moreover, since Iˆ logx
′ (ζ) is also continuous, the above statement implies that Iˆ logx
′ (ζ) = I logx
′ (ζ1,i) = I logx
′ (ζ2,i)
for every ζ ∈ [ζ1,i, ζ2,i].
Suppose by contradiction that there exists i0 such that ζ1,i0 = 0. Denoting γ = e
ζ − 1, By the I-MMSE
relationship we have Iˆ logx
′ (ζ) = rx (ζ) = (1 + γ) mmsex (γ). Since the input is normalized to unit power, we have
I logx
′ (0) = rx (0) = 1, and so there must exist ζ2,ii > 0 such that I
log
x
′ (ζ2,i) = I logx
′ (ζ1,i) = 1. However, since the
input is not Gaussian (it has finite alphabet), and since mmsex (0) = 1, the single-crossing property [20] implies that
mmsex (γ) < 1/ (1 + γ) for every γ > 0 and therefore I logx
′ (ζ) < 1 for every ζ > 0, contradicting I logx
′ (ζ2,i) = 1.
Hence, setting ζ1 = mini∈S ζi,1, we find that I logx (ζ) = Iˆ
log
x (ζ) for any ζ ∈ [0, ζ1].
Since the input has finite alphabet, Iˆ logx (ζ) converges to a finite value (the input entropy). By the data-processing
inequality, mutual information is an increasing function of SNR, and since the mapping ζ = log (1 + γ) is monotonic
and increasing, it follows that I logx (ζ) is also increasing in ζ. Therefore, I
log
x
′ (ζ) > 0 for any 0 ≤ ζ < ∞
and limζ→∞ I logx
′ (ζ) = 0. Moreover, by Proposition 2 we know that there exist ζ0 < ∞ such that I logx ′ (ζ) is
monotonically decreasing for every ζ > ζ0. By the above observations, there must exist ζ0 ≤ ζ2 < ∞ such that
ζa ≤ ζ2 ≤ ζb implies I logx ′ (ζa) > I logx ′ (ζ2) ≥ I logx ′ (ζb). Clearly ζ2,i ≤ ζ2 for any i ∈ S, as otherwise the equality
I logx
′ (ζ2,i) = I logx
′ (ζ1,i) contradicts I logx
′ (ζ1,i) > I logx
′ (ζ2) ≥ I logx ′ (ζ2,i). Therefore, we have I logx (ζ) = Iˆ logx (ζ)
for any ζ ∈ [ζ2,∞), concluding our proof.
Definition 2. Let 0 < ζ
1
≤ ∞ be the maximal ζ1 for which Iˆ logx (ζ) = I logx (ζ) for every ζ ∈ [0, ζ1] and similarly
let 0 ≤ ζ¯2 < ∞ be the minimal ζ2 for which Iˆ logx (ζ) = I logx (ζ) for every ζ ∈ [ζ2,∞). Let γ1 = e
ζ
1 − 1 and
γ¯2 = e
ζ¯2 − 1 denote the SNR’s corresponding to ζ
1
and ζ¯2, respectively.
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Figure 3. Ilogx and Iˆ
log
x (right), and their derivatives with respect to ζ (left), with ζ0, ζ¯0, ζ1, ζ¯2 and ∆x highlighted, for 256-QAM input.
Notice that in light of the above definition, the optimization in the definition of the concave envelope (28) can
be limited to ζ1 and ζ2 in the interval [ζ1, ζ¯2].
Definition 3. Let ∆x denote that maximum difference between I logx (ζ) and its concave envelope.
By the above definition and (28) we have,
∆x = max
ζ
[
Iˆ logx (ζ)− I logx (ζ)
]
(30)
= sup
γ1,γ2,γ s.t.
γ1≤γ≤γ2
log
(
1+γ
1+γ1
)
[Ix (γ2)− Ix (γ)]− log
(
1+γ2
1+γ
)
[Ix (γ)− Ix (γ1)]
log ([1 + γ2] / [1 + γ1])
(31)
Using (29), it is seen that
∆x = Iˆ
log
x (ζm)− I logx (ζm) = (ζm − ζ1,i) I logx ′ (ζm)−
[
I logx (ζm)− I logx (ζ1,i)
]
=
[
I logx (ζ2,i)− I logx (ζm)
]− (ζ2,i − ζm) I logx ′ (ζm) (32)
for some i ∈ S and ζm ∈ [ζ1,i, ζ2,i] that satisfies I logx ′ (ζm) = I logx ′ (ζ1,i) = I logx ′ (ζ2,i).
Clearly, ∆x = 0 if and only if I logx is concave in R+. As seen from Table I, ∆x is quite small, even when I logx
is not concave. Figure 3 illustrates Iˆ logx , ζ0, ζ¯0, ζ1, ζ¯2 and ∆x as defined above, for an input uniformly distributed
on a 256-QAM constellation (two 16-PAM constellations in quadrature).
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D. Proof of Theorem 1
Proof: The inequality (15) is immediate from the definitions of ISL, IOFDM, I logx , Iˆ logx and ∆x:
IOFDM = 1
2pi
ˆ pi
−pi
Ix
(|H(θ)|2) dθ (33)
=
1
2pi
ˆ pi
−pi
I logx
(
log
(
1 + |H(θ)|2)) dθ (34)
≤ 1
2pi
ˆ pi
−pi
Iˆ logx
(
log
(
1 + |H(θ)|2)) dθ (35)
≤ Iˆ logx
(
1
2pi
ˆ pi
−pi
log
(
1 + |H(θ)|2) dθ) (36)
= Iˆ logx (log (1 + SNRMMSE-DFE-U)) (37)
≤ Ix (SNRMMSE-DFE-U) + ∆x = ISL + ∆x (38)
where in (36) the concavity of Iˆ logx was used to invoke Jensen’s inequality. Choosing γ1 and γ¯2 to be as defined in
Definition 2, it is clear that if condition 1 holds, then
Iˆ logx (log (1 + SNRMMSE-DFE-U)) = I
log
x (log (1 + SNRMMSE-DFE-U)) = ISL (39)
and IOFDM ≤ ISL is therefore valid. Choosing γ0 and γ¯0 according to Definition 1, if either condition 2 or conditions
3 hold, then I logx is a concave function for every value of |H(θ)|2, and we may therefore exchange Iˆ logx with I logx
in (36), yielding IOFDM ≤ ISL once more.
IV. INTERLUDE — MMSE BOUNDS FOR PAM SIGNALING
In order to prove Theorems 2 and 3, we first need to derive a tight high-SNR characterization of the MMSE
function and its derivative, for PAM inputs and Gaussian noise. In this section, we first present a novel “pointwise”
bound on the MMSE of PAM signaling conditioned on the channel output. The bound is then applied to derive
inequalities that characterize the MMSE and its derivative in the high-SNR regime, as required. Finally, some bounds
on the MMSE and its derivative are presented for the special case of BPSK input. Besides their use in proving
Theorems 2 and 3, the results presented in this section may be of general interest.
A. A pointwise MMSE inequality
Let X be a real-valued random variable and define5 Yγ = X + 1√γN with N ∼ N (0, 12 ) and independent of X .
Yγ is the Gaussian-noise contaminated version of X , at SNR γ. Let
φX (y; γ) = EX
[
|X − E [X|Yγ = y]|2 | Yγ = y
]
(40)
5We have chosen here to let γ scale N and not X , as opposed to the convention in the I-MMSE literature. This definition ensures that Yγ
and X are on the same scale, which simplifies many of the derivations that follow. We have also set the noise variance to be 1/2 when γ = 1,
in the purpose of making these results easily applicable in the complex setting of the rest of the paper.
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denote the “point-wise” conditional variance of X given a noisy channel observation. Clearly, mmseX(γ) =
EYγφX (Yγ ; γ). Moreover, exploration of Information-Estimation relations [20] has revealed that,
mmse′X(γ) = −2EYγφX (Yγ ; γ) (41)
Hence, intimate understanding of φX (y; γ) is expected to provide insights on both the MMSE function and its
derivative. For the case of PAM input distribution, this understanding is presented in the form of the following,
Theorem 5. Let X = {x1, ..., xM} be the alphabet of an M -ary PAM constellation such that xm+1 − xm = d for
every 1 ≤ m < M . Let X be uniformly distributed in X . Fix y ∈ R and choose 1 ≤ J < M such that xJ , xJ+1
are the nearest values to y in X . Let BJ be uniformly distributed on {xJ , xJ+1}. Then,
0 ≤ φX (y; γ)− φBJ (y; γ) ≤
(
d
2
)2
D¯
((
d
2
)2
γ
)
(42)
with
D¯ (γ) = 4
∞∑
k=1
(k + 1)
2
e−4γk
2 ≤ 16e
−4γ
(1− e−4γ)3 (43)
Proof: Appendix B.
Note that
φBJ (y; γ) =
(
d
2
)2
φBPSK
((
d
2
)−1 [
y − xJ + xJ+1
2
]
;
(
d
2
)2
γ
)
(44)
where φBPSK (y; γ) = 1− tanh2 (2γy) is the conditional variance function for BPSK input.
Put in words, Theorem 5 means that for PAM input and given channel output, the expected value of the MMSE
is lower-bounded by the expected MMSE given the same channel output and assuming an input equally distributed
on the two PAM symbols nearest to it.
Figure 4 illustrates the bounds in (42) for 4-PAM input. As the figure indicates, the lower bound is reasonably
tight for (d/2)2 γ as low as 0 dB, and both bounds are very tight for (d/2)2 γ = 3 dB and above.
B. High-SNR characterization of the MMSE
Let mmsed,M -PAM (γ) stand for the mmseX (γ), with X uniformly distributed on an M -PAM constellation with
distance d between adjacent points. We show that
mmsed,M -PAM (γ) ≈ 2M − 1
M
(
d
2
)2
mmseBPSK
((
d
2
)2
γ
)
(45)
in the sense that the difference between the terms tends to zero with a faster exponential rate than mmseM−PAM (γ),
where mmseBPSK (γ) ≡ mmse2,2−PAM (γ). Moreover, we use similar techniques in order to show that this
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Figure 4. Illustration of Theorem 5 for 4-PAM input with d = 2 and two different SNR’s: (a) (d/2)2 γ = 1 and (b) (d/2)2 γ = 2.
approximation also applies to the derivative of the MMSE with respect to γ, i.e.,
mmse′d,M -PAM (γ) ≈ 2
M − 1
M
(
d
2
)4
mmse′BPSK
((
d
2
)2
γ
)
(46)
It should be noted that (45) can be seen as a special case of the high-SNR MMSE characterization for general discrete
inputs that was recently presented in [47]. However, the following analysis provides two important advantages. First,
it enables us to also establish (46) — a characterization of the derivative of the MMSE. Second, it allows for explicit
and tight bounds on the difference between the exact M -PAM quantities and their BPSK approximations. Both of
these features are crucial for establishing the bound in Theorem 3.
Letting
Q (x) ,
ˆ ∞
x
1√
2pi
e−t
2/2dt (47)
denote the standard error function, the result (45) is stated formally as follows,
Theorem 6. The following bounds hold for every M ≥ 2, d ≥ 0 and γ ≥ 0:
mmsed,M -PAM (γ) ≤ 2M − 1
M
(
d
2
)2 [
mmseBPSK
((
d
2
)2
γ
)
+ B¯
((
d
2
)2
γ
)]
(48)
with
B¯ (γ) = 16Q
(√
8γ
)
+ 4
∞∑
k=2
(2k + 1)Q
(
k
√
8γ
)
(49)
and
mmsed,M -PAM (γ) ≥ 2M − 1
M
(
d
2
)2 [
mmseBPSK
((
d
2
)2
γ
)
−B
((
d
2
)2
γ
)]
(50)
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with
B (γ) = 4Q
(√
8γ
)
≤ 1√
piγ
e−4γ (51)
Proof: Appendices C-A and C-D.
Similarly, (46) has the following formal form,
Theorem 7. The following bounds hold for every M ≥ 2, d ≥ 0 and γ ≥ 0:
mmse′d,M -PAM (γ) ≤ 2
M − 1
M
(
d
2
)4 [
mmse′BPSK
((
d
2
)2
γ
)
+ C¯
((
d
2
)2
γ
)]
(52)
with
C¯ (γ) = 32e8γQ
(√
32γ
)
≤ 4√
piγ
e−8γ (53)
and
mmse′d,M -PAM (γ) ≥ 2
M − 1
M
(
d
2
)4 [
mmse′BPSK
((
d
2
)2
γ
)
− C
((
d
2
)2
γ
)]
(54)
with
C (γ) = 2
[
4
( ∞∑
k=1
(k + 1)
2
e−4γk
2
)(
8
∞∑
k=1
(k + 1)
2
e−4γk
2
+ 1
)
+Q
(√
8γ
)]
(55)
Proof: Appendices C-C and C-B.
Figure 5 illustrates the high SNR behavior of mmsed,M -PAM (γ) /
[
2M−1M
(
d
2
)2]
and mmse′d,M -PAM (γ) /
[
2M−1M
(
d
2
)4]
for different values of M . It is seen that the above bounds become tight at (d/2)2 γ values of around 3 dB.
C. Bounds for BPSK inputs
We present some upper and lower bound on the MMSE function and its derivative for the case of BPSK inputs.
These bounds will be of use in proving analytically that ∆x = 0 for BPSK and QPSK inputs, as claimed in Theorem
2.
Theorem 8. The following bounds on mmseBPSK (γ) hold(
1− 1
2γ
pi2
8
) √
pi
2
1√
γ
e−γ ≤ mmseBPSK (γ) ≤
√
pi
2
1√
γ
e−γ (56)
e−γ√
1 + 2γ
≤ mmseBPSK (γ) ≤ e−γ (57)
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Figure 5. Illustration of Theorems 6 and 7 for M values of 3, 4, 5, 8 and 16.
similarly, the following bounds on mmse′BPSK (γ) hold(
1− 1
2γ
(
pi2
8
− 1
)) √
pi
2
1√
γ
e−γ ≤ −mmse′BPSK (γ) ≤
√
pi
2
1√
γ
e−γ (58)
2e−γ√
1 + 6γ
≤ −mmse′BPSK (γ) ≤ 2e−γ (59)
Proof: Appendix D.
We note that the bounds in (56) are composed of the first two terms in the asymptotic high SNR expansion of
mmseBPSK (γ) derived in [44]. Our contribution in this case is the proof that these approximations are upper and
lower bounds. Our proof of the bounds also allows for a simpler derivation of the series expansion than the one in
[44], as well as extension of these bounds to mmse′BPSK (γ). It is worth noting that while not asymptotically tight
as γ →∞, the lower bound e−γ/√1 + 2γ is a good approximation for mmseBPSK (γ) for all values of γ, with a
maximum slackness of less than 0.022.
V. RESULTS FOR PAM AND SQUARE QAM INPUTS
In this section we utilize the results from Sections III and IV in order to prove Theorems 3, 2 and 4.
A. Proof of Theorem 2
We recall the definition of I logx (21) and prove the following,
Lemma 1. I logBPSK (ζ) and I
log
QPSK (ζ) are concave in ζ.
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Proof: Let γ = eζ − 1. As shown in (22), I logx ′′(ζ) = (1 + γ) [mmsex(γ) + (1 + γ) mmse′x(γ)]. By Theorem
8,
mmseBPSK(γ) + (1 + γ) mmse
′
BPSK(γ) ≤ e−γ
[
1− 2 (1 + γ)√
1 + 6γ
]
< 0 (60)
and so I logBPSK
′′
(ζ) < 0 for every ζ, meaning I logBPSK is concave in ζ. Since,
mmseQPSK(γ) = mmseBPSK
(γ
2
)
(61)
we have,
mmseQPSK(γ) + (1 + γ) mmse
′
QPSK(γ) ≤ e−γ/2
[
1− 1 + γ√
1 + 3γ
]
(62)
and it is easily verified that (1 + γ) /
√
1 + 3γ ≥ 1 for every γ ≥ 1. For lower SNR’s, we use the Gaussian upper
bound mmseQPSK(γ) ≤ (1 + γ)−1 as well as e−γ/2 ≥ 1− γ/2 to show that
mmseQPSK(γ) + (1 + γ) mmse
′
QPSK(γ) ≤
1
1 + γ
[
1− (1 + γ)
2
(1− γ/2)√
1 + 3γ
]
(63)
and once more it is easily verified that (1 + γ)2 (1− γ/2) /√1 + 3γ ≥ 1 for every γ ≤ 1. We thus conclude that
I logQPSK
′′
(ζ) < 0 for every ζ, and so I logQPSK is concave in ζ.
Clearly, if I logx is concave then I
log
x (ζ) = Iˆ
log
x (ζ) for every ζ and by its definition (31), ∆x = 0. Thus, Lemma
1 proves Theorem 2. While numeric investigation shows that I log4-PAM, I
log
8-PSK, I
log
16-QAM and I
log
32-QAM are also concave,
no analytical proof of concavity has been found for these cases.
B. Proof of Theorem 3
Proof: Let γ = eζ − 1 and let ρ = (dPAMmin /2)2 γ where dPAMmin = √ 12M2−1 is the minimum distance between
symbols of a unit-power M -PAM input. Using (22) and bounds provided in Theorems 6 and 7, we find that
I logM -PAM
′′
(ζ) = (1 + γ) [mmseM -PAM(γ) + (1 + γ) mmse
′
M -PAM(γ)]
≤ K [ρmmse′BPSK (ρ) + mmseBPSK (ρ) + B¯ (ρ) + ρC¯ (ρ)] (64)
with B¯ (ρ) and C¯ (ρ) given in (49) and (53), respectively, and K = 2 (1 + γ) M−1M
(
dPAMmin /2
)2
. Evaluating numer-
ically the expression in square brackets, it is found that I logM -PAM
′′
(ζ) < 0 for ρ ≥ 1, see Figure 6. Consequently,(
dPAMmin /2
)2
γ¯0 ≤ 1 for M -PAM inputs, as required.
An M2-ary square QAM constellation is composed of two M -ary PAM constellations in quadrature. Letting
dQAMmin =
√
6
M2−1 denote the minimum distance between symbols of a unit-power M
2-QAM input, we have
mmseM2-QAM (γ) = 2mmsedQAMmin ,M -PAM
(γ) (65)
and
mmse′M2-QAM (γ) = 2mmse
′
dQAMmin ,M -PAM
(γ) (66)
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]
.
where mmsed,M -PAM (γ) denotes the MMSE for an M -PAM input with distance d between adjacent symbols and
complex-valued additive Gaussian noise with power 1/γ, as defined in subsection IV-B. Applying Theorems 6 and
7 to the above equations, we find that I logM2-QAM
′′
(ζ) is also bounded from above by (64), with ρ =
(
dQAMmin /2
)2
γ.
Therefore, we have
(
dQAMmin /2
)2
γ¯0 ≤ 1 for M2-QAM inputs, and the proof is complete.
Examining Figure 6 more closely, we find that the term (64) becomes negative for ρ values around 0.95, and
the bound on (dmin/2)
2
γ¯0 might be slightly tightened accordingly. However, as remarked on Table I, numerical
evaluation of γ¯0 for square QAM inputs indicate that (dmin/2)
2
γ¯0 is closer to 0.5. Therefore, reducing the bound
by 0.05 does not significantly improve its tightness.
C. Proof of Corollary 1
Proof: In the large block size limit, the input SNR at the k’th OFDM subcarrier is given by γk = |H (θk)|2
where θk = 2pik/N is the subcarrier frequency and k is its index spanning from 0 to N − 1. Consider a unit-power
square M2-QAM input and Gaussian noise at SNR γ, and set q = Q
(√
(dmin/2)
2
γ
)
, with the error function
Q (·) as given in (47). For M -PAM input with spacing dmin, the probability of a symbol error is 2q for the M − 2
inner constellation points, and q for the 2 outer points, i.e.
PM -PAMerr =
M − 2
M
2q +
2
M
q = 2
M − 1
M
q (67)
For M2-QAM input, a symbol error event is the union of two independent error events along the in-phase and
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Figure 7. Ilogx with its concave and convex envelopes (right), and their derivatives with respect to ζ (left), with ζ0, ζ˜2, ∆x and ∆˜x highlighted,
for ∞-QAM input.
quadrature directions, each being M -ary PAM error events. Therefore,
PM
2-QAM
err = 2P
M -PAM
err −
(
PM -PAMerr
)2
= 4
M − 1
M
q
(
1− M − 1
M
q
)
(68)
It can thus be seen that for M ≥ 16, PM2-QAMerr < 50% implies (dmin/2)2 γ > 1 and hence γ > γ¯0. Assuming this
holds for all subcarriers and assuming large enough OFDM block size, we find that |H (θ)|2 > γ¯0 for all values of
θ, thus satisfying condition 3 of Theorem 1 and proving the corollary.
D. Analysis of uniform input
We consider a unit-power input distributed uniformly on the square
[
−
√
3
2 ,
√
3
2
]
×
[
−
√
3
2 ,
√
3
2
]
, also referred to
as ∞-QAM input. As usual we let I∞-QAM (γ) denote the mutual information between such input and its complex
Gaussian noise corrupted version at SNR γ, and we let I log∞-QAM (ζ) = I∞-QAM
(
eζ − 1) be the mutual information
with respect to log SNR. Figure 7 illustrates I log∞-QAM and its derivative, as well as the quantities to be defined in
the following paragraphs.
For high SNR, it well known [48] that
I∞-QAM (γ) ≈ log
(
6
pie
γ
)
(69)
and therefore
lim
ζ→∞
(
ζ − I log∞-QAM (ζ)
)
= log
(pie
6
)
≈ 0.509 [bit] (70)
as ζ is also the mutual information for Gaussian input at log-SNR ζ, the above limit represent the loss of using
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uniform input rather than Gaussian input at high SNR, and is commonly referred to as the shaping gain.
Proposition 1 applies to the case of uniform input, and so we know there must a constant ζ
0
such I log∞-QAM (ζ) is
concave for every ζ ≤ ζ
0
. However, the high-SNR behavior of I log∞-QAM (ζ) is quite different than the finite-alphabet
case, and is characterized as follows,
Proposition 4. I log∞-QAM (ζ) is concave for every ζ ≤ ζ0 and convex for every ζ ≥ ζ0, where ζ0 ≈ 3.09 bits.
Proof: Appendix E.
Even though it becomes convex in high SNR’s, I log∞-QAM still has a concave envelope. Additionally, it is of interest
to study the convex envelope of I log∞-QAM, i.e. the maximum convex function that lower bounds I
log
∞-QAM, which we
denote by Iˇ log∞-QAM. Moreover, we are interested in the concave envelope of I
log
∞-QAM when limited to the interval[
0, ζ¯
]
, i.e. the minimum concave function that upper bounds I log∞-QAM for every ζ ∈
[
0, ζ¯
]
. We will denote this
function by Iˆ
log;[0,ζ¯]
∞-QAM (ζ). These concave and convex envelopes are characterized as follows,
Proposition 5. The concave envelope of I log∞-QAM is given by
Iˆ log∞-QAM (ζ) = lim
ζ¯→∞
Iˆ
log;[0,ζ¯]
∞-QAM (ζ) = ζ (71)
and satisfies
∆∞-QAM = sup
ζ
(
Iˆ log∞-QAM (ζ)− I log∞-QAM (ζ)
)
= log
(pie
6
)
(72)
Limited to the interval
[
0, ζ¯
]
, where ζ¯ > ζ
0
, the concave envelope of I log∞-QAM is given by
Iˆ
log;[0,ζ¯]
∞-QAM (ζ) =
I
log
∞-QAM(ζ1) + (ζ − ζ1)I
log
∞-QAM
′(ζ
1
) ζ ≥ ζ
1
I log∞-QAM (ζ) otherwise
(73)
where ζ
1
< ζ
0
depends on ζ¯ and is determined by the condition Iˆ
log;[0,ζ¯]
∞-QAM (ζ¯) = I
log
∞-QAM(ζ¯). The function ∆¯∞-QAM (γ¯)
is given by,
∆¯∞-QAM
(
eζ¯ − 1
)
, sup
ζ≤ζ¯
(
Iˆ
log;[0,ζ¯]
∞-QAM (ζ)− I log∞-QAM (ζ)
)
= Iˆ
log;[0,ζ¯]
∞-QAM (ζm)− I log∞-QAM(ζm) (74)
where ζm > ζ1 depends on ζ¯ and satisfies I
log
∞-QAM
′(ζm) = I
log
∞-QAM
′(ζ
1
). For ζ¯ ≤ ζ
0
, I log∞-QAM is concave on the
interval
[
0, ζ¯
]
, so that Iˆ
log;[0,ζ¯]
∞-QAM (ζ) = I
log
∞-QAM (ζ) and ∆¯∞-QAM
(
eζ¯ − 1
)
= 0.
The convex envelope of I log∞-QAM is given by
Iˇ log∞-QAM (ζ) =
ζI
log
∞-QAM
′(ζ˜2) ζ ≤ ζ˜2
I log∞-QAM (ζ) otherwise
(75)
with ζ˜2 ≈ 5.52 [bits] determined by the continuity condition Iˇ log∞-QAM(ζ˜2) = I log∞-QAM(ζ˜2). The constant ∆˜∞-QAM is
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given by
∆˜∞-QAM , sup
ζ
[
I log∞-QAM (ζ)− Iˇ log∞-QAM (ζ)
]
≈ 0.0608 [bit] (76)
Proof: Appendix F.
We let γ
0
= eζ0−1 ≈ 8.76 dB and γ˜2 = eζ˜2−1 ≈ 16.5 dB. Armed with the above results, the proof of Theorem
4 is straightforward,
Proof of Theorem 4: Letting γ¯ = maxθ∈(−pi,pi) |H (θ)|2 and ζ¯ = log (1 + γ¯) , the proof that IOFDM ≤
ISL + ∆¯∞-QAM (γ¯) is identical to the proof of Theorem 1, with Iˆ
log;[0,ζ¯]
∞-QAM (ζ) replacing Iˆ
log
x (ζ) and ∆¯∞-QAM (γ¯)
replacing ∆x. To show that ISL ≤ IOFDM + ∆˜∞-QAM we reverse the direction of the derivation:
IOFDM = 1
2pi
ˆ pi
−pi
I∞-QAM
(|H(θ)|2) dθ (77)
=
1
2pi
ˆ pi
−pi
I log∞-QAM
(
log
(
1 + |H(θ)|2)) dθ (78)
≥ 1
2pi
ˆ pi
−pi
Iˇ log∞-QAM
(
log
(
1 + |H(θ)|2)) dθ (79)
≥ Iˇ log∞-QAM
(
1
2pi
ˆ pi
−pi
log
(
1 + |H(θ)|2) dθ) (80)
= Iˇ log∞-QAM (log (1 + SNRMMSE-DFE-U)) (81)
≥ I∞-QAM (SNRMMSE-DFE-U)− ∆˜∞-QAM = ISL − ∆˜∞-QAM (82)
where in (80) the convexity of Iˇ logx was used to invoke Jensen’s inequality. When |H(θ)|2 ≥ γ0 for all θ ∈ (−pi, pi),
the function I logx is convex for all values of log
(
1 + |H(θ)|2), and we may therefore replace Iˇ log∞-QAM with I log∞-QAM
and obtain IOFDM ≥ ISL. When SNRMMSE-DFE-U ≥ γ˜2,
Iˇ log∞-QAM (log (1 + SNRMMSE-DFE-U)) = I∞-QAM (SNRMMSE-DFE-U) (83)
and hence the introduction of ∆˜∞-QAM is unnecessary, resulting once more in IOFDM ≥ ISL.
VI. DISCUSSION
In this section we use the results obtained in the paper to draw insight on the differences between the maximum
achievable rates of SC and OFDM that expected in practical scenarios. Additionally, we consider how increasing
the constellation order affects these difference and discuss the implications of doing so.
A. Maximum and minimum difference IOFDM and ISL
Our analysis enables us to characterize the ISI channels for which ISL−IOFDM will be smallest, and the channels
for which it will be the largest. If the input distribution is such that ∆x = 0 then clearly every memoryless (flat
fading) channel achieves the minimum difference ISL−IOFDM = 0. If ∆x > 0, the minimum difference is obtained
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by a channel with two-level transfer function,
|H (θ)|2 =
γ1
∣∣ θ
2pi
∣∣ ≤ log ( 1+γ21+γm) / log ( 1+γ21+γ1)
γ¯2 otherwise
(84)
with γm = eζm−1 and ζm as defined in (32). Clearly for this channel ISL−IOFDM = −∆x , which is the minimum
possible difference according to Theorem 1.
Consider the channel,
|H (θ)|2 =
eΓ
2 − 1 |θ| ≤ pi/Γ
0 otherwise
(85)
where Γ > 0 is an arbitrary sharpness parameter. As Γ increases, the channel’s frequency response becomes narrower
and steeper. For this channel, IOFDM = Ix
(
eΓ
2 − 1
)
/Γ and ISL = Ix
(
eΓ − 1). For any finite-alphabet input, we
therefore have ISL − IOFDM → H (x0) as Γ→∞, where H (x0) denotes the input entropy. Clearly, H (x0) is the
maximum possible difference between ISL and IOFDM, as it upper bounds both quantities.
Now consider uniform input, characterized in Theorem 4 and analyzed in subsection V-D. Since I∞-QAM (γ) ≈
log (γ) − log (pie/6) at high SNR, for the above channel we will have IOFDM − ISL → log (pie/6) = ∆∞-QAM
as Γ → ∞. Thus, the extreme case that maximizes ISL − IOFDM for finite-alphabet inputs also minimizes it for
uniform inputs. However, ∆∞-QAM is approached only for highly impractical channels. For example, in order for
IOFDM − ISL to reach 90% of ∆∞-QAM, we need Γ ≈ 10, which yields |H (θ)|2 ≈ 430 dB! Indeed, ∆∞-QAM can
only be approached as |H (θ)|2 becomes exceedingly large — this is proven by the very slow rate of convergence
of ∆¯∞-QAM (γ) (Figure 1).
B. Difference between IOFDM and ISLin practical settings
In OFDM wireless communication systems, the constellation and error correcting code will usually be chosen so
that the code rate is between 1/2 and 5/6 [8]–[11]. Assuming the system is efficient enough to have performance
close to the maximum achievable rate, this means we would have
1
2
H (x0) ≤ IOFDM = 1
2pi
ˆ pi
−pi
I logx (ζθ) dθ ≤
5
6
H (x0) (86)
where H (x0) is the input entropy which equals the number of uncoded bits per input symbol for equiprobably
inputs, and ζθ = log
(
1 + |H (θ)|2
)
is the log-SNR at subcarrier frequency θ. Let ζOFDM be the log-SNR in a
memoryless channel with achievable rate of IOFDM, i.e. I logx (ζOFDM ) = IOFDM. Under this notation, the single
carrier achievable rate satisfies,
ISC ≈ ISL = Ix (SNRMMSE-DFE-U) = I logx
(
1
2pi
ˆ pi
−pi
ζθdθ
)
(87)
Examining Figures 2 and 3 while keeping (86) in mind, we are able to estimate the performance gain of SC
over OFDM for different ISI channels. Clearly, for channels with little ISI (nearly constant |H (θ)|2), there will
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Figure 8. The channel transfer function expressed in terms of log-SNR ζθ = log
(
1 + |H (θ)|2
)
, different values of input SNR.
be little difference between IOFDM and ISC, as we will have ζθ ≈ ζOFDM and I logx will typically be nearly linear
around ζOFDM . For higher-order constellations, IOFDM might even be slightly larger than ISL as ζθ will take values
in the interval where I logx is convex. Little performance gain is also expected when the overall code rate is low so
that maxθ I logx (ζθ) ≤ 56H (x0), since in such scenario I logx (ζθ) will be nearly linear. Conversely, a large difference
between the SC and OFDM achievable rates is expected whenever there exists a significant bandwidth of sub-
carriers for which I logx (ζθ) is close to the input entropy. This event is likely for channels with significant ISI, and
the difference will become more pronounced as the code rate grows.
To demonstrate our conclusions we a present a numerical experiment using a 9-tap ISI channel randomly
drawn from a distribution defined by the 802.11n NLOS channel model B [49]. The input SNR is given by
1
2pi
´ pi
−pi |H (θ)|2 dθ, and is varied by scaling |H (θ)|2. At unit input SNR and rounded to 2 significant digits, the
taps of the specific channel used are given by,
h =
[
0.62e1.3j , 0.42e2.8j , 0.33e−1.3j , 0.091e2.5j , 0.51e0.66j , 0.25e2j , 0.039e−0.087j , 0.028e−0.28j , 0.039e1.7j
]
Figure 8 shows ζθ as a function of θ for different input SNR’s. Clearly, this channel shows considerable variation
in ζθ, and so observable differences between the achievable rates are expected. Figure 9 shows ISL, IOFDM and the
difference between them for different input distributions. As expected, differences between the achievable rates are
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Figure 9. ISL and IOFDM (up) and ISL − IOFDM (down) as a function of input SNR, for different input distributions.
very small for low code rates, but become significant as the code rates grow. In some cases, ISL is seen to exceed
IOFDM by over 15%, and for code rate 5/6 the differences between SC and OFDM in terms of required SNR reach
up to 3dB. The very low rate in which IOFDM converges to the input entropy as the SNR grows can be explained by
the strong notches in the ISI transfer functions, where ζθ approaches the input entropy only for very high SNR’s.
For uniform input, ISL − IOFDM is positive for low SNR’s and negative for high SNR’s, as Theorem 4 predicts.
Moreover, the difference is always very small, never exceeding 0.02 bits in magnitude. In particular, the maximum
theoretical difference of about ∆∞-QAM ≈ 0.509 bits in favor of OFDM is never attained, and ever the tighter bound
∆¯∞-QAM (60 dB) ≈ 0.228 is quite loose for this channel.
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Qualitatively, when the log-SNR at a given frequency grows, the contribution of that frequency to the overall
OFDM achievable rate saturates, while its contribution to the single-carrier achievable rate continues to grow,
resulting in a growing difference between the two rates. We note that this saturation effect is due to the finite-entropy
nature of the input, and does not occur in the Gaussian and uniform cases. This behavior echoes the Mercury/Water-
filling results of [44], where it is seen that the optimal OFDM power allocation policy for finite-entropy inputs
differs significantly from classical Waterfilling in the high-SNR regime.
C. The implications of increasing the constellation order
From our analysis of uniform QAM input in Theorem 4 and from the discussion above, it is clear that for a given
ISI channel and SNR, the performance of OFDM can be made close to that of SC, by sufficiently increasing the
constellation order. This is due to the fact that if the input alphabet is chosen to be sufficiently large, no saturation
of I logx will occur at any subcarrier frequency, and therefore no significant difference between achievable rates is to
be expected.
Thus, the potential performance gain of moving from OFDM to SC, and maintaining the same constellation
order, may also be realized by using OFDM with a higher-order constellation. However, there are two system
design considerations that may not allow for arbitrary increase in constellation order. First, increasing the number of
bits per symbol necessitates using lower code rates and perhaps more sophisticated coded modulation schemes. For
example, in the setting depicted in Figure 9, for QPSK to be used with code rate 1/2 there is a difference of about
0.5dB, or 12%, between SC and OFDM in terms of SNR. Changing the constellation to 16-QAM will essentially
eliminate this difference, but require an unconventional code rate of 1/4.
The second consideration is channel estimation. As the constellation order grows, the requirements on estimation
accuracy of the channel gain become more stringent. Conversely, for BPSK and QPSK inputs amplitude estimation
in not necessary at all. Hence, when increasing the constellation order in an OFDM system, the overhead of pilot
subcarriers might have to grow as well.
In light of the issues above, as well as the sate-of-the-art OFDM wireless communication technology, where
code rates below 1/2 and constellations above 256-QAM are uncommon, we conclude that using higher order
constellations at low SNR’s is not trivial. Therefore, we maintain that fixing the constellation order and using SC
in lieu of OFDM is an option well-worth investigating.
VII. CONCLUSTION
In this paper a comparison of the achievable rates of OFDM and single-carrier modulations was performed, under
the assumption of a fixed i.i.d. input distribution. In lieu of a tractable expression for the achievable rate of single-
carrier modulation, the Shamai-Laroia approximation was used, since it is well known to essentially reflect tight
lower bounds on the achievable rate. We revealed an intimate relation between the Shamai-Laroia approximation
and the OFDM achievable rate, that stems from the concavity properties of the input-output mutual information in a
scalar Gaussian channel with respect to a modified SNR variable — namely, that the Shamai-Laroia approximation
is essentially an upper bound on the OFDM achievable rate.
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In particular, the upper bound always holds for conventional low order input distributions including BPSK, QAM
and 16-QAM. It also holds for all PAM and square QAM inputs, when the SNR exceeds a certain relatively modest
threshold. Moreover, we quantified the amount by which the OFDM achievable rate might exceed the Shamai-Laroia
approximation, and found it to be very small for any input distribution of interest. In contrast, we demonstrated
that the Shamai-Laroia approximation may be arbitrarily larger than the OFDM rate for some ISI channels and any
finite-alphabet input distribution and may provide significant improvement in practical scenarios. By similar analysis
of a continuous uniform input distribution, it is shown that the difference between achievable rates can be made
small by selecting a sufficiently dense input distribution. However, such choice of input might not be practical. Our
conclusions extend to the case when linear precoding is allowed, giving additional validity to our assumption of
i.i.d. input.
Estimation-theoretic bounds along with Information-Estimation identities were the primary tools used in our
analysis. In order to establish our results regarding PAM and square QAM inputs, novel bounds on nonlinear
MMSE estimation of PAM inputs in an additive Gaussian channel were developed. They include a “pointwise”
bound on the conditional variance of the channel input given the channel output, as well as a tight high-SNR
characterization of the MMSE. These bounds might be more widely useful.
We conclude that single-carrier modulation offers a fundamental, possibly large, improvement in spectral efficiency
over OFDM when the input alphabet is constrained. However, virtually all state-of-the-art high-performance com-
munication systems over ISI use OFDM. This is mainly due to the fact that implementing optimal joint equalization
and decoding is straightforward in OFDM, but difficult in single-carrier modulation. However, practical iterative
schemes that approach the SC achievable may be within reach. We believe that this work provides motivation for
research and development of such schemes.
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APPENDIX A
HIGH-SNR UPPER BOUND ON MMSE DERIVATIVE
Lemma 2. For any finite-alphabet unit-power input distribution x, there exists C > 0 such that
mmse′X(γ) ≤ −C
e−(dmin/2)
2γ
√
γ
(88)
for sufficiently large γ, where dmin is the minimum distance between any two input values.
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Proof: Let X be the input alphabet and let K = |X |. The derivative of the MMSE function in the complex
scalar channels can be read from the results of [21],
mmse′X(γ) = −EYγ
[
φX(Yγ ; γ) + |ψX(Yγ ; γ)|2
]
(89)
where Yγ = X + 1√γN with N standard complex Gaussian and independent of X , and
φX(y; γ) = EX
[
|X − E [X|Yγ = y]|2 |Yγ = y
]
(90)
ψX(y; γ) = EX
[
(X − E [X|Yγ = y])2 |Yγ = y
]
(91)
φX(y; γ) can be thought of as a point-wise MMSE function, given channel outcome y, but ψX(y; γ) is complex
and does not posses much intuitive meaning. Let x+ and x− be two input values such that |x+ − x−| = dmin. We
may assume without loss of generality that
x± = ±dmin/2 (92)
because the input alphabet can always be shifted and rotated so that the above relation holds. Let p+ and p−
denote the probabilities of x+ and x− respectively and assume without loss of generality that p+ ≤ p−. Let U be
random variable independent of X and distributed on {0, 1} with Pr (U = 1) = p+/p−. Define the random variable
I = 1{X=x+} + 1{X=x−∧U=1}, so that given I = 1, X is distributed equiprobably on {x+, x−}. We have,
φX(y; γ) = Pr(I = 1|Yγ = y)EX
[
|X − E [X|Yγ = y]|2 |Yγ = y , I = 1
]
(93)
+ Pr(I = 0|Yγ = y)EX
[
|X − E [X|Yγ = y]|2 |Yγ = y , I = 0
]
(94)
Notice that
EX
[
|X − E [X|Yγ = y]|2 |Yγ = y , I = 1
]
≥ EX
[
|X − E [X|Yγ = y , I = 1]|2 |Yγ = y , I = 1
]
(95)
since we add the information I = 1 to the MMSE estimator. Since the input is binary and symmetric given I = 1,
the RHS of the above inequality is the pointwise MMSE for symmetric binary input with variance (dmin/2)
2 at
SNR ρ , (dmin/2)2 γ:
EX
[
|X − E [X|Yγ = y , I = 1]|2 |Yγ = y , I = 1
]
=
(
dmin
2
)2
φBPSK
((
dmin
2
)−1
y; ρ
)
(96)
with
φBPSK(z; γ) = 1− tanh2(2γRe {z}) = 1
cosh2 (2γRe {z}) (97)
therefore
φX(y; γ) ≥ Pr(I = 1|Yγ = y)
(
dmin
2
)2
φBPSK
((
dmin
2
)−1
y; ρ
)
(98)
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and so,
EYγ
[
φ2X(Yγ ; γ)
] ≥ (dmin
2
)4 ˆ
C
fYγ (y)
[
Pr(I = 1|Yγ = y)φBPSK
((
dmin
2
)−1
y; ρ
)]2
dy (99)
We have
Pr(I = 1|Yγ = y)fYγ (y) = Pr(I = 1)fYγ |I(y|I = 1) = p+
γ
pi
(
e
−γ
∣∣∣y− dmin2 ∣∣∣2 + e−γ
∣∣∣y+ dmin2 ∣∣∣2) (100)
and also
Pr(I = 1|Yγ = y) = Pr(X = x+|Yγ = y) + (p+/p−) Pr(X = x−|Yγ = y) (101)
with
Pr(X = x|Yγ = y) = Pr (X = x) e
−γ|y−x|2∑
x′∈X Pr (X = x′) e−γ|y−x
′|2 (102)
Let D ⊆ C denote the set of points for which arg minx∈X |y − x| is either x+ or x−. Clearly, for every y ∈ D,
either Pr(X = x−|Yγ = y) > p− or Pr(X = x+|Yγ = y) > p+ and so
Pr(I = 1|Yγ = y) > p+ ∀y ∈ D (103)
The set D depends on other points in X , but can be lower bounded by D′ ⊆ D which is formed by adding to
X all the points with distance greater than dmin from both x+ and x−. Figure 10 illustrates the construction of D′,
which is given by
D′ = A ∪ B+ ∪ B− (104)
where
B± =
{
y ∈ C |
∣∣∣∣y ∓ dmin2
∣∣∣∣2 < (dmin2
)2}
(105)
and
A =
{
y ∈ C | |Im {y}| < |Re {y}|+ dmin/2√
3
∧ |Re {y}| < dmin
4
}
(106)
Finally, the set D′ contains the rectangular subset R ⊂ D′ given by6
R =
{
y ∈ C | |Im {y}| < dmin√
12
∧ |Re {y}| < dmin
2
}
(107)
Limiting the integration in (99) to R and substituting (100) and (103) we obtain,
EYγφ
2
X(Yγ ; γ) ≥ p2+
(
dmin
2
)4 ˆ
R
γ
pi
(
e
−γ
∣∣∣y− dmin2 ∣∣∣2 + e−γ
∣∣∣y+ dmin2 ∣∣∣2)φ2BPSK( ydmin/2 ; ρ
)
dy (108)
= p2+
(
1− 2Q
(√
2ρ/3
))(dmin
2
)4
2M(ρ) (109)
6The real axis border of R can be extended to dmin
√
11/12, but this doesn’t change the leading exponent in the bound nor does it change
its coefficient. It only changes the faster decreasing exponents.
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with
M(ρ) =
1√
pi
ˆ √ρ
−√ρ
dz
(
1
2
e−(z−
√
ρ)
2
+
1
2
e−(z+
√
ρ)
2
)
φ2BPSK
(
z√
ρ
; ρ
)
(110)
=
e−ρ√
pi
ˆ √ρ
−√ρ
dze−z
2
[cosh (2
√
ρz)]
−3 (111)
≥ e
−ρ
√
pi
ˆ √ρ
−√ρ
dze−z
2(1+6ρ) =
e−ρ√
1 + 6ρ
(
1− 2Q
(√
2ρ (1 + 6ρ)
))
(112)
where we have used the expression (97) for φBPSK along with coshx ≤ ex2/2 to establish the above bound. Using√
2pixQ(x) ≤ e−x2/2, we find that Q
(√
2ρ (1 + 6ρ)
)
= o(e−6ρ
2
) and so,
M(ρ) ≥ C ′ e
−ρ
√
ρ
(113)
for some C ′ > 0 and for sufficiently large ρ. Similarly, noticing that Q
(√
2ρ/3
)
= o(e−ρ/3) we have also
EYγφ
2
X(Yγ ; γ) ≥ C
e−(dmin/2)
2γ
√
γ
(114)
for some C > 0 and for sufficiently large γ, where we have substituted back ρ = (dmin/2)
2
γ. Finally,
mmse′x(γ) ≥ −EYγφ2X(Yγ ; γ) ≥ −C
e−(dmin/2)
2γ
√
γ
(115)
under the same conditions.
APPENDIX B
PROOF OF THEOREM 5
We begin by establishing some notation. The input alphabet will be denoted by X = {x1, ..., xM} and we assume
that xm+1 − xm = d for every 1 ≤ m < M . Let
pm|y = Pr (X = xm|Yγ = y) = e
−γ(y−xm)2∑M
m′=1 e
−γ(y−xm′ )2
(116)
denote the probability of symbol xm given observation y, and let
s (y) = E [X|Yγ = y] =
M∑
m=1
pm|yxm (117)
be the expectation of X conditioned on the observation Yγ = y, so that
φX (y; γ) =
M∑
m=1
pm|y (xm − s (y))2 (118)
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'
Figure 10. Illustration of the sets D′ (blue) and R (red). The black dots indicate the location of the points x± = ±dmin/2. The region D′
is formed by assuming the existence of other input points on the curve formed by points that have distance dmin from either x+ or x− and
distance greater than dmin from the other point (the edge of the green region in the figure).
Notice that s (y) = arg mins
∑M
m=1 pm|y (xm − s)2 — i.e. the conditional expectation is the point-wise optimal
estimator of X given Yγ = y. Finally, recall that xJ , xJ+1 denote the two nearest neighbors to y in X .
The upper bound in Theorem 5 is derived by considering the sub-optimal estimator that assumes the input has
the same distribution as BJ (uniform on {xJ , xJ+1}). This estimator is given by
s˜ (y) =
(
pJ|yxJ + pJ+1|yxJ+1
)
/
(
pJ|y + pJ+1|y
)
(119)
and the resulting bound reads:
φX (y; γ) ≤
M∑
m=1
pm|y (xm − s˜ (y))2
≤
∑
j=J,J+1
pj|y
pJ|y + pJ+1|y
(xj − s˜ (y))2 +
∑
m 6=J,J+1
pm|y (xm − s˜ (y))2 (120)
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The following bound is seen to hold,
J−1∑
m=1
(xm − s˜ (y))2 e−γ(y−xm)2 ≤ d2e−γ(y−xJ )2
J−1∑
m=1
(J −m+ 1)2 e−γ(xJ−xm)2
= d2e−γ(y−xJ )
2
J−1∑
k=1
(k + 1)
2
e−γd
2k2 ≤ d2e−γ(y−xJ )2
∞∑
k=1
(k + 1)
2
e−γd
2k2 (121)
where the first transition follows from (y − xm)2 ≥ (y − xJ)2 + (xJ − xm)2 which holds since xm < xJ ≤ y, and
from (xm − s˜ (y))2 ≥ (xm − xJ)2 = d2 (J −m+ 1)2, which holds since xm < xJ ≤ s˜ (y). Similarly, we have
M∑
m=J+2
(xm − s˜ (y))2 e−γ(y−xm)2 ≤ d2e−γ(y−xJ+1)2
∞∑
k=1
(k + 1)
2
e−γd
2k2 (122)
Using the above bounds and observing (116), we find that∑
m6=J,J+1
pm|y (xm − s˜ (y))2 ≤ e
−γ(y−xJ )2 + e−γ(y−xJ+1)
2∑M
m′=1 e
−γ(y−xm′ )2
d2
∞∑
k=1
(k + 1)
2
e−γd
2k2
≤ d2
∞∑
k=1
(k + 1)
2
e−γd
2k2 ≤ d2
∞∑
k=1
(k + 1)
2
e−γd
2k ≤ 4d
2e−γd
2(
1− e−γd2)3 (123)
where the last inequality is due to,
∞∑
k=1
(k + 1)
2
xk ≤ 2x
∞∑
k=0
(k + 2) (k + 1)xk = 2x
( ∞∑
k=0
xk
)′′
= 2x
(
1
1− x
)′′
=
4x
(1− x)3 (124)
Identifying
∑
j=J,J+1
pj|y
pJ|y+pJ+1|y
(xj − s˜ (y))2 with φBJ (y; γ), the upper bound follows from (120) and (123).
To prove the lower bound in Theorem 5, we first prove the following,
Lemma 3. Let X be uniformly distributed on X = {x1, x2, ..., xM} such that xm+1−xm = d for all 1 ≤ m < M .
For any y ∈ R, let x˜y be the point in X with maximum distance from y. Let Xˆ be uniformly distributed on
Xˆ = X \ {x˜y}. For every γ > 0,
φX (y; γ) ≥ φXˆ (y; γ) (125)
Proof: Without loss of generality, assume y ≤ (x1 + xM ) /2 so that x˜y ≡ xM and Xˆ = {x1, x2, ..., xM−1}.
Let
sˆ (y) = E [X|Yγ = y,X 6= x˜y] = E
[
Xˆ|Yˆγ = y
]
=
M−1∑
m=1
pm|y
1− pM |y xm (126)
denote the expectation of X given Y = y and X 6= x˜y or equivalently the expectation of Xˆ given Yˆγ = Xˆ+ 1√γ Nˆ =
y, with Nˆ ∼ N (0, 1/2) and independent of Xˆ . Notice that
s (y)− sˆ (y) = pM |y (xM − sˆ (y)) (127)
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Using the orthogonality principle, we may therefore write,
φX(y; γ) =
M∑
m=1
pm|y (xm − s (y))2 =
M∑
m=1
pm|y (xm − sˆ (y))2 − (s (y)− sˆ (y))2
=
(
1− pM |y
)M−1∑
m=1
pm|y
1− pM |y (xm − sˆ (y))
2
+
(
pM |y − p2M |y
)
(xM − sˆ (y))2
= φXˆ (y; γ) + pM |y
[(
1− pM |y
)
(xM − sˆ (y))2 − φXˆ (y; γ)
]
(128)
By our assumption that y ≤ (x1 + xM ) /2 we have pm|y ≥ pM−m+1|y for every 1 ≤ m ≤ M/2 and therefore
sˆ (y) ≤ s (y) ≤ (x1 + xM ) /2. Thus,
(xM − sˆ (y))2 ≥
(
xM − x1
2
)2
=
(
d
2
)2
(M − 1)2 (129)
We obtain the following crude upper bound for φXˆ (y; γ) by considering the suboptimal estimator (x1 + xM−1) /2,
φXˆ (y; γ) ≤
M−1∑
m=1
pm|y
1− pM |y
(
xm − x1 + xM−1
2
)2
≤
(
xM−1 − x1
2
)2
=
(
d
2
)2
(M − 2)2 (130)
The second inequality follows from the fact that x1 is the farthest point from (x1 + xM−1) /2 in Xˆ and therefore
moving all probability mass to m = 1 increases the sum. Since xM is farthest from y in X , we have pM |y ≤ pm|y
for any 1 ≤ m < M , and consequently
pM |y ≤ 1
M
(131)
Combining (129), (130) and (131) we find that
(
1− pM |y
)
(xM − sˆ (y))2 − φXˆ (y; γ) ≥
(
d
2
)2(
M − 1− 1
M
)
≥ 0 (132)
for every M ≥ 2. We therefore conclude by (128) that φX(y; γ) ≥ φXˆ (y; γ) for every y and every γ.
The lower bound in Theorem 5 follows immediately from Lemma 3 by applying it M − 2 times and obtaining
a chain of inequalities, starting from φX(y; γ) and ending in φBJ (y; γ).
APPENDIX C
PROOF OF THEOREMS 6 AND 7
A. Lower bound on mmsed,M -PAM (γ)
Using the notation of Section IV, we have
mmsed,M -PAM (γ) = EYγφX (Yγ ; γ) =
M∑
m=1
1
M
ˆ ∞
−∞
√
γ
pi
e−γν
2
φX (xm + ν; γ) dν (133)
36
Using Theorem 5, we find that for m < M and ν ≥ 0
φX (xm + ν; γ) ≥
(
d
2
)2
φBPSK
((
d
2
)−1 [
xm − xm+1
2
+ ν
]
;
(
d
2
)2
γ
)
=
(
d
2
)2
φBPSK
(
−1 +
(
d
2
)−1
ν;
(
d
2
)2
γ
)
(134)
for every ν ∈ R. Writing ρ = (d/2)2 γ, and integrating the above inequality, we have
ˆ ∞
0
√
γ
pi
e−γν
2
φX (xm + ν; γ) dν ≥
(
d
2
)2 ˆ ∞
0
√
ρ
pi
e−ρν
2
φBPSK (−1 + ν; ρ) dν
=
(
d
2
)2
mmseBPSK (ρ)−
(
d
2
)2 ˆ 0
−∞
√
ρ
pi
e−ρν
2
φBPSK (−1 + ν; ρ) dν (135)
where the first transition follows from applying (134), scaling the integration variable by d/2 and using ρ = (d/2)2 γ.
Since φBPSK (y; ρ) = [cosh (2yρ)]
−2 ≤ 4e−4|y|ρ, we have the following upper bound
ˆ 0
−∞
√
ρ
pi
e−ρν
2
φBPSK (−1 + ν; ρ) dν ≤ 4
ˆ 0
−∞
√
ρ
pi
e−ρ(ν−2)
2
dν = 4Q
(√
8ρ
)
= B (ρ) (136)
where Q (·) is the standard error function (47). Therefore,
ˆ ∞
−∞
√
γ
pi
e−γν
2
φX (xm + ν; γ) dν ≥
(
d
2
)2
mmseBPSK
((
d
2
)2
γ
)
−B
((
d
2
)2
γ
)
(137)
for every m < M . Similarly, for every m > 1 and every ν ≤ 0,
φX (xm + ν; γ) ≥
(
d
2
)2
φBPSK
((
d
2
)−1 [
xm − xm−1
2
+ ν
]
;
(
d
2
)2
γ
)
(138)
and so ˆ 0
−∞
√
γ
pi
e−γν
2
φX (xm + ν; γ) dν ≥
(
d
2
)2
mmseBPSK
((
d
2
)2
γ
)
−B
((
d
2
)2
γ
)
(139)
Consequently, we find that
ˆ ∞
−∞
√
γ
pi
e−γν
2
φX (xm + ν; γ) dν ≥ 2
(
d
2
)2
mmseBPSK
((
d
2
)2
γ
)
− 2B
((
d
2
)2
γ
)
∀1 < m < M (140)
while for m = 1 and m = M it is easily seen that
ˆ ∞
−∞
√
γ
pi
e−γν
2
φX (xm + ν; γ) dν ≥
(
d
2
)2
mmseBPSK
((
d
2
)2
γ
)
(141)
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Substituting back to (133), we find that,
mmsed,M -PAM (γ) ≥ 2M − 1
M
(
d
2
)2 [
mmseBPSK
((
d
2
)2
γ
)
−B
((
d
2
)2
γ
)]
(142)
as required.
B. Upper bound on mmse′d,M -PAM (γ)
Similarly to (133), we have
EYγφ
2
X (Yγ ; γ) =
M∑
m=1
1
M
ˆ ∞
−∞
√
γ
pi
e−γν
2
φ2X (xm + ν; γ) dν (143)
Thus, the upper bound on mmse′d,M -PAM (γ) = −2EYγφ2X (Yγ ; γ) is obtained by applying the procedure of C-A on
φ2X . In particular, similarly to (140), for 1 < m < M we have
2
ˆ ∞
−∞
√
γ
pi
e−γν
2
φ2X (xm + ν; γ) ν
≥ −2
(
d
2
)4
mmse′BPSK
((
d
2
)2
γ
)
− 2
(
d
2
)4 ˆ 0
−∞
√
ρ
pi
e−ρν
2
φ2BPSK (−1 + ν; ρ) dν (144)
with ρ = (d/2)2 γ. Using φ2BPSK (y; ρ) = [cosh (2yρ)]
−4 ≤ 16e−8|y|ρ we find that
2
ˆ 0
−∞
√
ρ
pi
e−ρν
2
φ2BPSK (−1 + ν; ρ) dν ≤ 32e8ρ
ˆ 0
−∞
√
ρ
pi
e−ρ(ν−4)
2
dν = 32e8ρQ
(√
32ρ
)
= C¯ (ρ) (145)
where Q (·) is the standard error function (47). Moreover, similarly to (141), for m = 1 and m = M , we have
2
ˆ ∞
−∞
√
γ
pi
e−γν
2
φ2X (xm + ν; γ) dν ≥ −
(
d
2
)4
mmse′BPSK
((
d
2
)2
γ
)
(146)
We thus conclude that,
mmse′d,M -PAM (γ) ≤ 2
M − 1
M
(
d
2
)4 [
mmse′BPSK
((
d
2
)2
γ
)
+ C¯
((
d
2
)2
γ
)]
(147)
C. Lower bound on mmse′d,M -PAM (γ)
‘
We apply the pointwise upper bound of theorem 5 to obtain (similarly to (134)),
φX (xm + ν; γ)
(d/2)
2 ≤ D¯
((
d
2
)2
γ
)
+
φBPSK
(
−1 + νd/2 ;
(
d
2
)2
γ
)
0 ≤ ν ≤ d
1 ν ≥ d
(148)
with D¯ (γ) = 4
∑∞
k=1 (k + 1)
2
e−4γk
2
and we have used the fact that φBPSK (y; ρ) ≤ 1. Squaring this inequality,
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we have
φ2X (xm + ν; γ)
(d/2)
4 ≤ c
((
d
2
)2
γ
)
+
φ2BPSK
(
−1 + νd/2 ;
(
d
2
)2
γ
)
0 ≤ ν ≤ d
1 ν ≥ d
(149)
where c (ρ) = 2D¯ (ρ) + D¯2 (ρ). Letting ρ = (d/2)2 γ, we have for m < M ,(
d
2
)−4 ˆ ∞
0
√
γ
pi
e−γν
2
φ2X (xm + ν; γ) dν ≤
ˆ 2
0
√
ρ
pi
e−ρν
2
φ2BPSK (−1 + ν; ρ) dν +
ˆ ∞
2
√
ρ
pi
e−ρν
2
dν + c (ρ) ≤
ˆ ∞
−∞
√
ρ
pi
e−ρν
2
φ2BPSK (ν; ρ) dν +Q
(√
8ρ
)
+ c (ρ) =
− 1
2
mmse′BPSK (ρ) +
1
2
C (ρ) (150)
with C (ρ) = 2
[
c (ρ) +Q
(√
8ρ
)]
and Q (·) the standard error function (47). The first transition in the above
equation follows from integrating (149) and scaling the integration variable by d/2 as in (135). The second transition
is obtained by extending the integration limits of the first term, and evaluating the integral in the second term.
Similarly, for m > 1 we have(
d
2
)−4 ˆ 0
−∞
√
γ
pi
e−γν
2
φ2X (xm + ν; γ) dν ≤ −
1
2
mmse′BPSK (ρ) +
1
2
C (ρ) (151)
and for m = 1,M it is simple to show that(
d
2
)−4 ˆ ∞
−∞
√
γ
pi
e−γν
2
φ2X (xm + ν; γ) dν ≤ −
1
2
mmse′BPSK (ρ) +
1
2
C (ρ) , m = 1,M (152)
Therefore
mmse′d,M -PAM (γ) = −2
M∑
m=1
1
M
ˆ ∞
−∞
√
γ
pi
e−γν
2
φ2X (xm + ν; γ) dν
≥ 2M − 1
M
(
d
2
)4 [
mmse′BPSK
((
d
2
)2
γ
)
− C
((
d
2
)2
γ
)]
(153)
D. Upper bound on mmsed,M -PAM (γ)
The upper bound on mmsed,M -PAM (γ) may be derived in the same way as the lower bound on mmse′d,M -PAM (γ).
However, we will take a slightly different approach in order to obtain a better expression for the slackness term
B¯ (γ). Let s˜ (y) be the sub-optimal estimator for X that assumes X is uniformly distributed on the two nearest
39
neighbors to y in X . We have
mmsed,M -PAM (γ) = E (X − E [X|Yγ ])2
≤ E (X − s˜ (Yγ))2 =
M∑
m=1
1
M
ˆ ∞
−∞
√
γ
pi
e−γν
2
(xm − s˜ (xm + ν))2 dν (154)
For convenience denote xM+1 ≡ ∞ and x0 = −∞. We observe that for any m′ ≥ m and any xm′ ≤ ν ≤ xm′+1,
(xm − s˜ (xm + ν))2 ≤ d2 (m′ −m+ 1)2 (155)
Therefore, for any m < M ,
ˆ ∞
0
√
γ
pi
e−γν
2
(xm − s˜ (xm + ν))2 dν ≤
ˆ d
0
√
γ
pi
e−γν
2
(xm − s˜ (xm + ν))2 dν
+
M∑
m′=m+1
d2 (m′ −m+ 1)2
ˆ xm′+1−xm
xm′−xm
√
γ
pi
e−γν
2
dν (156)
The first term is clearly upper bounded by
(
d
2
)2
mmseBPSK
((
d
2
)2
γ
)
:
ˆ d
0
√
γ
pi
e−γν
2
(xm − s˜ (xm + ν))2 dν =
(
d
2
)2 ˆ d
0
√
γ
pi
e−γν
2
φBPSK
(
−1 +
(
d
2
)−1
ν;
(
d
2
)2
γ
)
dν
≤
(
d
2
)2 ˆ ∞
−∞
√
(d/2)
2
γ
pi
e−(d/2)
2γν2φBPSK
(
−1 + ν;
(
d
2
)2
γ
)
dν
=
(
d
2
)2
mmseBPSK
((
d
2
)2
γ
)
(157)
The second term can be upper bounded as follows
M∑
m′=m+1
d2 (m′ −m+ 1)2
ˆ xm′+1−xm
xm′−xm
√
γ
pi
e−γν
2
dν
=
M−m−1∑
k=1
d2 (k + 1)
2
ˆ (k+1)d
kd
√
γ
pi
e−γν
2
dν + d2 (M −m+ 1)2
ˆ ∞
(M−m)d
√
γ
pi
e−γν
2
dν
=
M−m−1∑
k=1
d2 (k + 1)
2
[
Q
(
kd
√
2γ
)
−Q
(
(k + 1) d
√
2γ
)]
+ d2 (M −m+ 1)2Q
(
(M −m) d
√
2γ
)
=4d2Q
(√
2d2γ
)
+ d2
M−m∑
k=2
(2k + 1)Q
(
k
√
2d2γ
)
≤4d2Q
(√
2d2γ
)
+ d2
∞∑
k=2
(2k + 1)Q
(
k
√
2d2γ
)
=
(
d
2
)2
B¯
((
d
2
)2
γ
)
(158)
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where Q (·) is the standard error function (47). This upper bound can be slightly relaxed to obtain a more manageable
expression, using the inequality
√
2pixQ (x) ≤ e−x2/2:
B¯ (ρ) ≤ 16√
16piρ
e−4ρ +
4√
16piρ
∞∑
k=2
2k + 1
k
e−4k
2ρ
≤ 1√
piρ
(
4e−4ρ +
5
2
e−16ρ
∞∑
k=0
e−4k(k+4)ρ
)
≤ 1√
piρ
(
4e−4ρ +
5
2
e−16ρ
∞∑
k=0
e−20kρ
)
=
1
2
√
piρ
(
8e−4ρ + 5
e−16ρ
1− e−20ρ
)
(159)
where we used (2k + 1) /k ≤ 5/2 for every k ≥ 2 and 4k (k + 4) ≥ 20k for every k ≥ 0. We conclude that, with
ρ = (d/2)
2
γ,
ˆ ∞
0
√
γ
pi
e−γν
2
(xm − s˜ (xm + ν))2 dν ≤
(
d
2
)2 [
mmseBPSK (ρ) + B¯ (ρ)
]
, ∀m < M (160)
and it may similarly be shown that,
ˆ 0
−∞
√
γ
pi
e−γν
2
(xm − s˜ (xm + ν))2 dν ≤
(
d
2
)2 [
mmseBPSK (ρ) + B¯ (ρ)
]
, ∀m > 1 (161)
It is also simple to show that for m = 1,M ,
ˆ ∞
−∞
√
γ
pi
e−γν
2
(xm − s˜ (xm + ν))2 dν ≤
(
d
2
)2 [
mmseBPSK (ρ) + B¯ (ρ)
]
, ∀m = 1,M (162)
and so
mmsed,M -PAM (γ) ≤
M∑
m=1
1
M
ˆ ∞
−∞
√
γ
pi
e−γν
2
(xm − s˜ (xm + ν))2 dν
≤ 2M − 1
M
(
d
2
)2 [
mmseBPSK
((
d
2
)2
γ
)
+ B¯
((
d
2
)2
γ
)]
(163)
APPENDIX D
PROOF OF THEOREM 8
Using φBPSK(y; γ) = 1/ cosh2 (2γy), we find that
mmseBPSK (γ) =
√
γ
pi
ˆ ∞
−∞
φBPSK(y; γ)
(
e−γ(y−1)
2
+ e−γ(y+1)
2
2
)
dy
=
√
γ
pi
e−γ
ˆ ∞
−∞
1
cosh (2γy)
e−γy
2
dy
=
1√
piγ
e−γ
ˆ ∞
−∞
1
cosh (2z)
e−
z2
γ dz (164)
41
and (56) is readily found by substituting 1 − z2γ ≤ e−
z2
γ ≤ 1 and integrating. Note that by substituting e−z2/γ =∑∞
k=0
1
k!
(−z2/γ)k, the high-SNR asymptotic expansion of mmseBPSK (γ) is obtained. A different change of
variables yields the equality,
mmseBPSK (γ) =
1√
pi
e−γ
ˆ ∞
−∞
1
cosh
(
2
√
γz
)e−z2dz (165)
and substituting 1 ≤ cosh (2√γz) ≤ e2γz2 yields the bounds in (57). Since mmse′BPSK (γ) = −2EYγφ2BPSK (Yγ ; γ),
we find the bounds for mmse′BPSK (γ) by replacing cosh (·) with cosh3 (·) in the derivations above.
APPENDIX E
PROOF OF PROPOSITION 4
Let X be a real-valued RV uniformly distributed in [−A/2, A/2], and using the notation of Section IV let
Yγ = X +
1√
γN with N ∼ N (0, 12 ) and independent of X . Using the orthogonality principle and considering the
measurement Yγ as a suboptimal estimator, we may express the MMSE as
mmseX (γ) =
1
2γ
− E (Yγ − E [X|Yγ ])2 (166)
Straightforward calculation of E (Yγ − E [X|Yγ ])2 shows that we may write
mmseX (γ) =
1
2γ
(
1−
ˆ ∞
−∞
g(y; γ)dy
)
(167)
with
g (y; γ) , 1
2piA
(
e−γ(y−A/2)
2 − e−γ(y+A/2)2
)2
Q
(√
2γ [y −A/2])−Q (√2γ [y +A/2]) (168)
and with the error function Q (·) defined in (47).
Differentiating (167), we have
mmse′X (γ) = −
1
γ
mmseX (γ) +
1
2γ
ˆ ∞
−∞
[h1 (y; γ)− h2 (y; γ)] dy (169)
where
h1 (y; γ) ,
1
piA
(
(y −A/2)2 e−γ(y−A/2)2 − (y +A/2)2 e−γ(y+A/2)2
)(
e−γ(y−A/2)
2 − e−γ(y+A/2)2
)
Q
(√
2γ [y −A/2])−Q (√2γ [y +A/2]) (170)
and
h2 (y; γ) ,
1
4Api
√
piγ
(
(y −A/2) e−γ(y−A/2)2 − (y +A/2) e−γ(y+A/2)2
)(
e−γ(y−A/2)
2 − e−γ(y+A/2)2
)2
(
Q
(√
2γ [y −A/2])−Q (√2γ [y +A/2]))2 (171)
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For |y| ≤ A/2 we have h2 (y; γ) ≤ 0. For y > A/2 we find that
h2 (y; γ) ≤ 1
4Api
√
piγ
(y −A/2) e−3γ(y−A/2)2
Q
(√
2γ [y −A/2])2 (172)
where we have used
e−γ(y−A/2)
2 − e−γ(y+A/2)2
Q
(√
2γ [y −A/2])−Q (√2γ [y +A/2]) ≤ e−γ(y−A/2)
2
Q
(√
2γ [y −A/2]) (173)
for every γ, A and y. Integrating, we have
ˆ ∞
−∞
h2 (y; γ) dy = 2
ˆ ∞
0
h2 (y; γ) dz ≤ 2
ˆ ∞
A/2
h2 (y; γ) dz =
c2
2Api
√
piγ
√
γ
(174)
where
c2 =
ˆ ∞
0
xe−3x
2
Q
(√
2x
)2 dx ≈ 10.6 (175)
Turning to h1, we find that for y > 0,
h1 (y; γ) ≥ 1
piA
(y −A/2)2 e−2γ(y−A/2)2 −
[
(y −A/2)2 + (y +A/2)2
]
e−γ(y−A/2)
2
e−γ(y+A/2)
2
Q
(√
2γ [y −A/2])−Q (√2γ [y +A/2])
≥ 1
piAγ
γ (y −A/2)2 e−2γ(y−A/2)2
Q
(√
2γ [y −A/2]) − 1piA
(
A2/2 + 2y2
)
e−2γy
2
Q
(√
2γ [y −A/2])−Q (√2γ [y +A/2])e−A2γ/2 (176)
Therefore,ˆ ∞
−∞
h1 (y; γ) dy = 2
ˆ ∞
0
h1 (y; γ) dz ≥ 2c1
piAγ
√
γ
−
[
A
pi
√
γ
K0 (A) +
4
piAγ
√
γ
K2 (A)
]
e−A
2γ/2 (177)
with
c1 =
ˆ ∞
0
x2e−2x
2
Q
(√
2x
)dz ≈ 2.26 (178)
and
Ki (A) =
ˆ ∞
0
xie−2x
2
dx
Q
(√
2 (x−A/2))−Q (√2 (x+A/2)) (179)
Putting the bounds together, and simplifying the exponential term by assuming γ > 1,
mmse′X (γ) ≥ −
1
γ
mmseX (γ) +
c0
piAγ2
√
γ
− k (A) e−A2γ/2 (180)
where
c0 = c1 − 1
4
√
pi
c2 ≈ 0.77 (181)
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and
k (A) =
A
pi
K0 (A) +
4
piA
K2 (A) (182)
Consequently,
mmseX (γ) + (1 + γ) mmse
′
X (γ) ≥
c0
piAγ
√
γ
− 1
2γ2
− k (A) e−A2γ/2 (183)
for γ > 1, where we have used (180) along with mmseX (γ) ≤ 1/2γ which is true for any input.
Let X be the in-phase or quadrature component of a unit power ∞-QAM input, so that A = √6 (X has variance
1/2), and
mmse∞-QAM (γ) = 2mmseX (γ) (184)
Therefore, using (22) and (183), we find that a sufficient condition for I log∞-QAM to be convex is
c0
pi
√
6γ
√
γ
− 1
2γ2
− k
(√
6
)
e−3γ ≥ 0 (185)
As a result, there must exist a value of γ above which convexity holds. Using k
(√
6
) ≈ 0.586, it is seen that
the above inequality becomes positive for γ > 25, or 14 dB, and therefore convexity holds above this value.
Numerically examining I log∞-QAM and its derivatives for SNR’s below 14 dB, it is seen that the function is concave
below γ
0
= 8.76 dB and then becomes convex. The above analysis guarantees that I log∞-QAM never becomes concave
again at higher SNR’s.
We remark that bounds (174) and (177) could have been made tighter by extending the lower integration limit in
(175) and (178) to −∞, at the cost of adding additional exponential factors.
APPENDIX F
PROOF OF PROPOSITION 5
First, we show that the concave envelope of I log∞-QAM is Iˆ
log
∞-QAM (ζ) = ζ. Assume by contradiction that there
exists another concave function I˜ (ζ) that upper bounds I log∞-QAM and satisfies I˜(ζa) < ζa for some ζc ≥ 0. Since
I˜ (0) ≥ I log∞-QAM (0) = 0, we must have I˜ ′(ζi) < 1 for some ζb ∈ [0, ζa) for I˜(ζa) < ζa to be possible. By the
concavity of I˜ , I˜ ′ is non-increasing, and hence I˜ (ζ) ≤ I˜(ζb) + (ζ − ζb)I˜ ′(ζb) for ζ ≥ ζb. However, by (70) we
clearly have that for any C ∈ R and α < 1, I log∞-QAM (ζ) > C + αζ for sufficiently high ζ. There must therefore
exist ζc ≥ 0 such that
I log∞-QAM (ζc) > I˜(ζb) + (ζc − ζb)I˜ ′(ζb) ≥ I˜ (ζc) (186)
forming a contradiction. We conclude that the concave envelope satisfies Iˆ log∞-QAM (ζ) ≥ ζ. Clearly, ζ is concave and
upper bounds I log∞-QAM and therefore Iˆ
log
∞-QAM (ζ) = ζ.
For any input distribution, I logx
′ (ζ) = (1 + γ) mmsex(γ) ≤ 1 . Therefore, ζ − I log∞-QAM (ζ) is an increasing
function. Thus, given (70) and the expression for Iˆ log∞-QAM , we may easily find the maximum difference between it
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and I log∞-QAM,
∆∞-QAM = sup
ζ
(
Iˆ log∞-QAM (ζ)− I log∞-QAM (ζ)
)
= lim
ζ→∞
(
ζ − I log∞-QAM (ζ)
)
= log
(pie
6
)
(187)
We now consider the interval
[
0, ζ¯
]
for some ζ¯ > ζ
0
. Since the constant function I log∞-QAM(ζ¯) is concave and
upper bounds I log∞-QAM on the interval, we must have Iˆ
log;[0,ζ¯]
∞-QAM (ζ¯) ≤ I log∞-QAM(ζ¯). By definition, Iˆ
log;[0,ζ¯]
∞-QAM also upper
bounds I log∞-QAM, and so we must have Iˆ
log;[0,ζ¯]
∞-QAM (ζ¯) = I
log
∞-QAM(ζ¯). However, since ζ¯ > ζ0, by Proposition 4 I
log
∞-QAM
is convex around ζ¯, and therefore Iˆ
log;[0,ζ¯]
∞-QAM (ζ) cannot be identical to I
log
∞-QAM(ζ) in a neighborhood of ζ¯. Hence, there
exists ζ
1
such that Iˆ
log;[0,ζ¯]
∞-QAM is linear on the interval [ζ1, ζ¯] and that Iˆ
log;[0,ζ¯]
∞-QAM (ζ1) = I
log
∞-QAM(ζ1). By Proposition 4,
I log∞-QAM
′ has only a single minimum, located at ζ
0
, below which I log∞-QAM is concave. As is easily confirmed from
inspection of Figure 7, this implies that ζ
1
< ζ
0
and that Iˆ
log;[0,ζ¯]
∞-QAM is given by (73) , since Iˆ
log;[0,ζ¯]
∞-QAM may be identical
to I log∞-QAM in the interval [0, ζ1], where the latter is concave. Moreover, ζ1 is uniquely determined by (73) and the
condition Iˆ
log;[0,ζ¯]
∞-QAM (ζ¯) = I
log
∞-QAM(ζ¯).
Since
d
dζ
(
Iˆ
log;[0,ζ¯]
∞-QAM (ζ)− I log∞-QAM(ζ)
)
= I log∞-QAM
′(ζ
1
)− I log∞-QAM′(ζ) (188)
for ζ ∈ [ζ
1
, ζ¯], the maximum difference between I log∞-QAM and its concave envelope on
[
0, ζ¯
]
is obtained for ζm
which satisfies I log∞-QAM
′(ζm) = I
log
∞-QAM
′(ζ
1
) and may therefore be easily found numerically.
The construction of the convex envelope of I log∞-QAM follows exactly the same lines as the construction of Iˆ
log;[0,ζ¯]
∞-QAM
above. Since the convex function 0 lower bounds I log∞-QAM, we must have Iˇ
log
∞-QAM (0) ≥ 0. By definition, Iˇ log∞-QAM
also lower bounds I log∞-QAM, and so we must have Iˇ
log
∞-QAM (0) = 0. However, by Proposition 4 I
log
∞-QAM is concave
around ζ = 0, and therefore Iˇ log∞-QAM(ζ) cannot be identical to I
log
∞-QAM(ζ) in a neighborhood of 0. Hence, there
exists ζ˜2 such that Iˇ
log
∞-QAM is linear on the interval [0, ζ˜2] and that Iˇ
log
∞-QAM(ζ˜2) = I
log
∞-QAM(ζ˜2). By Proposition 4,
I log∞-QAM
′ has only a single minimum, located at ζ
0
, above which I log∞-QAM is convex. As is easily confirmed from
inspection of Figure 7, this implies that ζ˜2 > ζ0 and that Iˇ
log
∞-QAM is given by (75) , since Iˇ
log
∞-QAM may be identical
to I log∞-QAM in the interval [ζ˜2,∞), where the latter is convex. Moreover, ζ˜2 ≈ 5.52 [bits] is uniquely determined by
(73) and the condition Iˇ log∞-QAM(ζ˜2) = I
log
∞-QAM(ζ˜2).
Since
d
dζ
(
I log∞-QAM(ζ)− Iˇ log∞-QAM(ζ)
)
= I log∞-QAM
′(ζ)− I log∞-QAM′(ζ˜2) (189)
for ζ ∈ [0, ζ˜2], the maximum difference between I log∞-QAM and its convex envelope is obtained for ζ˜m < ζ˜2 which
satisfies I log∞-QAM
′(ζm) = I
log
∞-QAM
′(ζ˜2). Simple numerical computation shows that ζ˜m ≈ 1.70 [bits] and that
∆˜∞-QAM = I
log
∞-QAM
(
ζ˜m
)
− Iˇ log∞-QAM(ζ˜m) ≈ 0.0608 [bit] (190)
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