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Abstract 
 
Demand-side management (DSM) refers to activities undertaken on the 
demand-side of energy meters that seek to meet energy policy objectives. The 
policy side of DSM has received limited attention in the academic literature, with 
previous research focussing on technological trials, utility programmes and 
modelling studies of the potential of DSM. Within the field of DSM policy 
evaluation, much of the work has concentrated on policy impacts rather than 
policy mechanisms. The thesis contributes to filling this research gap by 
determining the key factors for success and failure for various DSM policies and 
countries (and sub-national states). 
 
A global systematic review of the DSM policy evaluation evidence was 
conducted. The method included the critical appraisal of the quality of the 
evidence base and the final sample included 119 high quality documents 
(covering 690 evaluations) from 35 databases, covering 30 countries, 36 sub-
national states, and 21 individual DSM policies and policy packages. A 
technique was developed to combine factor frequency and weighting analyses 
in order to establish the success and failure factors that were both frequent and 
highly weighted for given DSM policies and countries/states. 
 
Overall, across policies and countries/states, regulatory frameworks and 
appropriate incentives are the most crucial success factors, and a lack of 
monitoring and technical issues (primarily programme management issues) are 
the most crucial failure factors. California, China, the UK and the USA have 
experienced the greatest success with DSM policies, each having successfully 
implemented and evaluated 9-10 policies. Utility obligations, performance 
standards and alternative utility business models have been the most 
successful policies overall, whilst labelling, information campaigns, and loans 
and subsidies have been the least successful. However, all policies show 
examples of both success and failure in specific contexts and the research has 
identified which key factors cause various demand-side policies to succeed or 
fail. 
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1 Chapter 1: Introduction 
 
1.1 Energy Policy Objectives 
 
Environmental and energy security issues are increasingly moving to the 
forefront of the political agenda. Energy production and consumption is widely 
regarded as a key contributor to anthropogenic climate change, and the 
International Energy Agency (IEA) estimates that around 70% of world energy 
production is produced through the burning of fossil fuels, primarily coal (42%) 
and gas (21%), and energy accounts for 40% of anthropogenic carbon dioxide 
and other greenhouse gas emissions (CO2e) (IEA, 2012).  The demand for 
energy is increasing due to population growth, particularly in emerging 
economies, and the continued growth of gadgets, electronics, technologies and 
appliances in society (IEA, 2009; Cabeza et al., 2014). 
 
Balancing energy supply and demand has been a complex challenge in many 
countries, with reserve capacity margins of around 20% commonly used to deal 
with peak demands (Anderson, 2006), such as when people turn their kettles on 
after a popular television programme or turn their heating systems on during a 
particularly cold winter night (Bunn and Seigal, 1983). However, with flexible 
generation plants powered by fossil fuels, matching supply with demand has 
been effectively administrated in most countries. Traditionally, energy utilities 
have invested in expanding their fossil fuel capacity base to deal with long-term 
increases in energy demand (Torriti et al., 2010). However, with growing 
awareness regarding the contribution of fossil fuel generation to climate 
change, energy utilities are coming under political pressure to diversify their fuel 
mixes to lower carbon alternatives, such as wind and solar power. 
Nevertheless, wind power suffers from variable power production due to wind 
speed variations and solar power output is dependent on the availability of 
sufficient sunlight, thus causing new challenges in matching supply and 
demand (Torriti et al., 2010). Developing lower carbon options that can meet 
peak and variable demands is one of the crucial energy policy challenges of the 
21st century.  
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Furthermore, a growing number of countries, particularly in Europe, are 
becoming more dependent on fuel imports, such as coal, oil and gas, than 
domestic supplies. In some cases the imports are sourced mainly from specific 
regions, such as Europe’s dependence on Russian gas and Middle Eastern oil 
(Bahgat, 2006). The dominance of fossil fuel energy resources has given 
countries in these exporting regions increasing geopolitical power as energy 
moves up the political agenda (Bahgat, 2006). Hence, growing energy 
demands, the political drive to move to lower carbon energy sources, and the 
growing dependence on fuel imports, have resulted in renewed debates 
regarding the security of energy supply.  The European Commission defines 
‘energy security’ as: 
 
“The ability to ensure that future essential energy needs can be met, both by 
means of adequate domestic resources worked under economically acceptable 
conditions or maintained as strategic reserves, and by calling upon accessible 
and stable external sources supplemented where appropriate by strategic 
stocks.” (EUROGULF, cited in Bahgat, 2006) 
 
The use of the word ‘resources’ in the definition is important, as it indirectly 
includes non-traditional resources in addition to traditional resources (such as 
coal, oil and gas power plants). Nevertheless, the definition does not explicitly 
state this and as such the European Commission should adopt a clearer 
definition. Meeting potentially competing policy objectives, such as energy 
security and carbon emissions reduction, is a current challenge for many 
governments around the world. Proposed solutions to this challenge include 
building new low(er) carbon capacity, increasing interconnections with other 
countries, developing energy storage technologies and utilising demand-side 
management (Barrett, 2006). These options are complementary and Droste-
Franke et al. (2012) argue that they will all be important in the future. 
 
In Europe, political pressure is mounting on energy utilities to invest in new 
capacity that is low(er) carbon. Nuclear power, which uses uranium as a fuel 
source rather than a carbon-based fuel source, has been pursued in a number 
of countries as an alternative to fossil fuel-based power production. However, 
following the Fukushima-Daiichi disaster in Japan in March 2011, where an 
earthquake-triggered tsunami devastated the Fukushima nuclear power plant, 
many governments have started to question their nuclear policies (Wittneben, 
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2012), such as in Germany. There were similar reactions following previous 
accidents at Chernobyl in 1986 (in the former Soviet Union) and Three Mile 
Island in 1979 (in the USA). Furthermore, nuclear has been used as base load 
for technical and economic reasons, such as its inflexible operational nature 
(Verbruggen, 2008). Many of the alternatives to nuclear, wind and solar power 
are underdeveloped and at the demonstration stages, such as wave and tidal 
power, and carbon capture and storage (CCS) technologies. The former uses 
the power of waves or the tides to drive turbines and generate electricity, 
whereas the latter captures the carbon dioxide emissions from fossil fuel-based 
power plants and stores them underground. Many of these options are currently 
expensive due to being in the early stages of commercial maturity. A more 
commercially mature alternative is bio-energy. Some countries, such as the UK, 
have begun converting coal plants into biomass-burning plants (for example, 
the Drax power station). However, due to uncertainty in the sustainability of 
bioenergy, some have argued that a precautionary approach to its development 
should be taken (McDowall et al., 2012; Thornley et al., 2009). 
 
Building new capacity as back-up power is costly as the power plants are used 
infrequently. Alternatively, there is a growing interest in the role that 
interconnections can play, particularly in the common European market. 
Interconnections refer to the cross-border transmission of electricity along high 
voltage direct current (HVDC) power lines between countries, though this 
requires the right infrastructure and regulatory transaction processes to be in 
place (Galarraga et al., 2011, p. 5). For example, the UK currently has 
interconnections with France, the Netherlands, Northern Ireland and Ireland 
with a combined capacity of 4 GW, and it is currently developing a 1 GW link to 
Belgium, a 1 GW second link to France and a 1.4 GW link to Norway (National 
Grid, 2015). The details of the UK interconnections that are existing, under 
development and proposed are shown overleaf (taken from National Grid, 
2015). 
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Existing: 
! IFA 1 to France (2 GW capacity, 70 km long) 
! BritNed to Netherlands (1 GW capacity, 260 km long) 
! Moyle to Northern Ireland (500 MW capacity, 64 km long) 
! East-West to Ireland (500 MW capacity, 261 km long) 
 
Under Development: 
! Nemo Link Limited to Belgium (1 GW capacity, 130 km long, operational 
by 2018) 
! IFA 2 to France (1 GW capacity, 140 km long, operational by 2020) 
! NSN to Norway (1.4 GW capacity, >700 km long, operational by 2021) 
 
Proposed: 
! Viking Link to Denmark (1-1.4 GW, 600-700 km long, feasibility stage, 
operational by 2020) 
! Ice Link to Iceland (0.8-1.2 GW, 1,000 km long, feasibility stage) 
 
The UK plans to use interconnections not only to contribute to meeting energy 
security needs but also to tap into the renewable energy capacity of other 
countries in order to meet domestic renewable energy targets (for example, 
importing renewable electricity from Ireland and Denmark’s wind farms, and 
potentially from Iceland’s geothermal plants and Norway’s hydro-electric plants). 
Nevertheless, unless interconnections are more far reaching geographically, 
they may make little difference to countries experiencing the same weather 
patterns if wind and solar are pursued as major power sources (UK Parliament, 
2011). 
 
Energy storage is likely to play an important role in the future but many storage 
technologies are not currently commercially mature. Pumped hydro storage is 
one of the few commercially available and widely used technologies, but it has 
geographical limitations in the extent of its development (Deane et al., 2010). 
Most countries with the necessary mountainous and river terrain have already 
developed their most suitable sites. Pumped hydro refers to a hydro-electric 
plant with two reservoirs at different elevations. During times of low demand and 
cheaper electricity prices (off-peak periods), water is pumped from the lower 
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reservoir to the higher reservoir, and during times of peak demand when prices 
are high, water flows under gravity from the higher reservoir to the lower 
reservoir to drive turbines to generate electricity, which is then fed into the 
electricity grid (Deane et al., 2010). The geographically distributed nature of 
variable renewable sources may prevent certain energy storage systems from 
being practicably installed (Beaudin et al., 2010), though some have shown 
promise, such as batteries connected to wind turbines (Divya and Østergaard, 
2009). Other large-scale storage options include flywheels (a rotating 
mechanical device used to store rotational energy) and compressed air energy 
storage (the compression and storage of air in large repositories, such as 
underground salt caverns). However, these technologies have not been 
economically proven to date. In contrast, smaller scale storage options such as 
electric vehicle batteries (charging batteries at night when demand is low and 
releasing electricity to the grid when demand is high) and large thermal storage 
tanks (storing hot water in highly insulated tanks) (Evans et al. 2012) are 
currently commercially available. 
 
Many of the proposed solutions to current policy objectives have developed 
from the traditional approach of matching supply with demand. Demand-side 
management (DSM) aims to reverse this thinking by looking at how to match 
demand with the available supply. DSM complements the other solutions and 
engages consumers in a market that has generally been ‘invisible’ to them 
(Darby 2006, p. 3), and meeting climate change and energy security policy 
objectives is likely to require changes in behaviour in addition to cleaner 
technologies (Chatterton, 2011). DSM involves activities, technologies and 
programmes on the demand-side of energy meters, such as energy efficiency 
(e.g. installing insulation in buildings), demand response (e.g. organisations 
being paid to reduce consumption during peak times), and on-site generation 
and storage (e.g. solar photovoltaics on buildings). This is discussed further in 
chapter two. 
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1.2 Thesis Overview 
 
DSM is not a new concept and there is much research on the topic dating back 
to the energy crises of the 1970s. However, a literature review of 389 academic, 
industrial and policy documents highlights that DSM policy is an understudied 
area within the field, with the majority of previous studies focussing on DSM 
trials, utility programmes and modelling the future potential of DSM. The 
previous research that has been conducted on the policy side of DSM has 
concentrated on the quantitative impacts of implemented policies, particularly in 
terms of energy and carbon savings and cost-benefit analyses. However, going 
beyond impacts to look at the mechanisms behind how and why policies 
performed as they did is a much under-researched area. Thus, the thesis has 
the following research aim and research questions: 
 
Research aim: 
1. To determine the mechanisms behind DSM policy success and failure 
 
Research questions: 
1. What DSM policies have been implemented around the world with high 
quality documented evaluations? 
2. How and why do DSM policies succeed or fail, and what policies have 
been successful? 
 
The literature review identified that the quality of the evidence base for DSM 
policy evaluation has not been established and this is the justification for 
research question one. The research question aims to map out the countries 
that have implemented DSM policies and produced high-quality evaluations of 
those policies. Research question two forms the central part of the thesis and 
aims to determine the key factors that cause different types of DSM policy to 
succeed or fail. The research question also seeks to identify how successful 
different types of demand-side policies have been around the world. 
 
The thesis is split into six chapters. Chapter two discusses DSM policy theory. 
Firstly, it gives background to DSM in terms of the contested definitions of DSM, 
the benefits and challenges of DSM, the history of DSM in policy since the 
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energy crises of the 1970s, and discusses current international experiences and 
the role of DSM in the future smart(er) grid. Secondly, the chapter discusses 
policy theory from the political science literature before examining the theory 
and practice of DSM policy evaluation. 
 
Chapter three focuses on research design. Firstly, it details the research focus 
and the methodological approach underpinning the thesis. Secondly, the 
chapter outlines and justifies the methods and processes for data collection and 
analysis in order to answer the research questions. 
 
Chapter four answers research question one on DSM policy implementation 
and evaluation. Firstly, it gives an overview of the data collection process for the 
primary and secondary methods. Secondly, the chapter gives overall statistics 
from the data collection before discussing the main spatial and temporal 
patterns for DSM policy implementation and evaluation. The chapter finishes 
with the main conclusions for research question one. 
 
Chapter five answers research question two on DSM policy mechanisms. 
Firstly, it discusses and justifies the definitions for policy success and failure. 
Secondly, the chapter details the results for success and failure in terms of the 
key overall success and failure factors, statistical associations between factors, 
the key success and failure factors by DSM policy, and the key success and 
failure factors by country/state. Thirdly, it identifies the countries that have 
experienced success with various DSM policies. The chapter finishes with the 
main conclusions for research question two. 
 
Chapter six provides the main conclusions to the research. Firstly, it discusses 
the key findings for each research question and identifies the original 
contributions to knowledge in terms of conceptual, methodological and 
empirical contributions. Secondly, the chapter outlines the key policy 
recommendations of the thesis and identifies areas for further research. 
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2 Chapter 2: DSM Policy Theory 
 
2.1 DSM Background 
 
2.1.1 Contested Definitions 
 
In broad terms, demand-side management (DSM) refers to actions undertaken 
on the demand side (i.e. customer side) of energy meters (Gellings and 
Chamberlin, 1993, p. 2).  Clark Gellings at the US-based Electric Power 
Research Institute (EPRI) first coined the term ‘demand-side management’ in 
1984 (Gellings, 1985). DSM programmes focus on the management of 
electricity demand and/or non-electric based heating and transport, and in the 
past they have been implemented across different sectors, such as the 
residential, commercial, public, industrial, transport and agricultural sectors. 
However, as justified in this chapter and in chapter three, the research focuses 
on the building-related sectors (residential, commercial, public) and the 
industrial sector, and on policies that primarily focus on electricity, though 
policies that cover both electricity and non-electric-based heating (and related 
measures like insulation) are included due to the interaction of energy demands 
in buildings. Although residential energy consumption (particularly for heating 
and cooling) has stagnated in developed countries, commercial energy 
consumption (primarily for heating and cooling) is increasing in developed and 
developing countries (Urge-Vorsatz et al., 2015). As such, the buildings-related 
sectors are interesting to examine, in addition to the industrial sector where 
much of the DSM focus has been in the past. 
 
A literature review of 389 documents (primarily journal papers, books, reports, 
government documents, interviews, and audiovisual material) that have been 
published since the energy crises of the 1970s highlighted that definitions of 
DSM have varied over time in what they include or exclude. Some publications 
include the management of electricity demand but not other forms of energy 
demand (e.g. Prüggler et al., 2011), others use the definition synonymously with 
that of the smart(er) grid (discussed in sub-section 2.2.3) (e.g. Davito et al., 
2010), some refer to DSM as measures that reduce energy demand at peak 
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times (e.g. Ofgem, 2010), while others use a similar definition but also include 
the response of consumers to price changes and the shifting of load to off-peak 
times (e.g. Strbac, 2008). Micro-generation is included in some definitions (e.g. 
Eissa, 2011) and some include or exclude energy efficiency measures (e.g. 
Sioshansi and Vojdani, 2001). Micro-generation is defined in the UK Energy Act 
2004 as technologies that produce heat and/or electricity from a low carbon 
source and are <100 kW in size. The International Energy Agency (IEA) defines 
energy efficiency as delivering more services for the same energy input or 
delivering the same services for less energy input (2014). Both definitions are 
established in the literature unlike those for the broader term of DSM. Gellings 
and Chamberlin (1993) proposed a holistic definition of DSM: 
 
“DSM activities are those which involve actions on the demand (i.e. customer) 
side of the electric meter, either directly or indirectly stimulated by the utility. 
These activities include those commonly called load management, strategic 
conservation, electrification, strategic growth or deliberately increased market 
share.” (pp. 2-3) 
 
Here, Gellings and Chamberlin (1993) include energy efficiency in addition to 
load management and put the focus on how the load shape might vary. This is 
discussed further in sub-section 2.1.2. Although the definition is arguably more 
comprehensive, the main limitations are that it only focuses on electricity (and 
not non-electric based heating and transport) and activities stimulated by 
electric utilities (rather than national or local government policy, third parties or 
consumers directly). Gellings and Chamberlin (1993) argue that DSM tries to 
encourage utilities to put demand-side measures on an equal level with supply-
side options (pp. 3-4). It also aims to actively engage consumers in the 
management of their energy use and how they could save money through 
making their consumption more ‘visible’ and important to them (Stromback et 
al., 2011, p. 13). If overall energy demand is reduced (rather than load shifting), 
DSM can reduce carbon dioxide emissions equivalent (CO2e – a metric that 
equates all emitted gases to the global warming potential of carbon dioxide) if it 
offsets energy produced from fossil fuel generation. 
 
The primary issue with Gellings and Chamberlin (1993)’s definition is that it 
does not directly relate to current policy objectives to reduce CO2e emissions 
and consumer energy bills in addition to ensuring energy security. Although 
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energy policy objectives vary from one country to another, these objectives are 
becoming increasingly prominent in Europe, North America and east-Asia, 
which are the three continents where much of the past and present DSM 
experience is located. As such, these continents are discussed throughout the 
thesis in more depth than other continents. Energy policy objectives were 
discussed in chapter one and are examined in chapter four in relation to DSM 
policy. 
 
Almost twenty years after Gellings and Chamberlin (1993)’s definition, Eissa 
(2011) argues that the overall goal of DSM should now be to reduce overall 
energy demand and shift patterns of consumption to help smooth demand. 
Thus, the definition incorporates energy conservation (an overall reduction in 
energy use), energy efficiency and demand response (the response of 
consumers to incentive payments or price changes – Albadi and El-Saadany, 
2008), and is more in-line with current policy objectives to minimise the costs of 
meeting environmental targets and ensuring energy security. However, Eissa 
(2011)’s definition excludes some aspects of load management that were also 
used by utilities in the 1970s-1990s, such as strategic load growth, where 
utilities deliberately increase loads in times of excess capacity (Gellings and 
Chamberlin, 1993). This could become more common under conditions of 
surplus wind power where there are limited storage capabilities and limited 
international demand through interconnections. Despite this, the key strength of 
Eissa (2011)’s definition, which is more comprehensive and arguably more 
relevant to the 21st century than Gellings and Chamberlin (1993)’s definition, is 
that it includes the full range of demand-side activities and implementers 
(governments and third parties in addition to utilities). 
 
Furthermore, from a technological point of view, Eissa (2011)’s definition also 
includes micro-generation in addition to energy efficiency, energy conservation 
and demand response, which was not included in a number of the definitions 
from the mid-1980s to the mid-2000s. Micro-generation from on-site 
technologies, such as solar photovoltaic panels, small wind turbines, and micro-
hydro plants, is included with respect to a reduction in demand for electricity 
from national grids and public networks. Micro-generation can also refer to the 
small-scale generation of heat from on-site technologies, such as solar thermal 
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panels, heat pumps and biomass boilers, and is included with respect to a 
reduction in demand for heat through gas grids, district heating, or industrial 
waste heat networks. Eissa (2011)’s definition is discussed further below. 
 
In the UK, the term ‘D3’ has developed in recent years to refer to ‘demand 
reduction’, ‘demand response’ (DR – also known as demand-side response 
(DSR)) and ‘distributed generation’ (DECC, 2014a). This is a useful term to 
refer to all demand-side activities. This generally fits with the definition of DSM, 
which includes demand reduction through energy efficiency and energy 
conservation, demand response and on-site generation. However, it is the latter 
group where clarification is needed and the boundaries are drawn. The reason 
why ‘D3’ does not fully equate to DSM is due to the definition of ‘distributed 
energy’. DECC (2014a) defines this group as the use of low carbon electricity 
and heat located on-site or within the local distribution network. DSM does not 
include technologies that are not on-site to buildings. Distributed energy 
primarily refers to small-scale generation plants that are connected directly to 
distribution networks rather than transmission networks or directly connected to 
energy meters within the buildings of consumers. Although the plants are 
usually medium-scale and between 100 kW-2 MW in size rather than <100 kW 
as per the definition of micro-generation, DSM can refer to plants >100 kW if 
they are on-site to buildings. For example, it is common to have medium-scale 
back-up generators (usually diesel generators) in large industrial consumers. 
 
Finally, as per the ‘D3’ definition, distributed energy also includes district 
heating, industrial waste heat networks, off-site anaerobic digestion plants, off-
site medium-scale heat pumps and off-site medium-scale combined heat and 
power (CHP) systems (the production of both heat and electricity in one process 
– CHPA, 2014). These technologies and processes do not come under the 
definition of DSM, as they are not located on-site to buildings. However, micro-
CHP (<100 kW) is included within the definition of DSM, as it is a form of micro-
generation technology. CHP schemes that are 100 kW to 2 MW in size are 
included in the definition if they are located on-site, such as within a large 
industrial consumer. In summary, ‘D3’ is synonymous with DSM except 
distributed energy that is not located on-site to buildings. 
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From the 389 documents consulted in the literature review, twenty-two 
documents explicitly state definitions of DSM (rather than simply describing it or 
discussing relevant technologies). A large number of them have been published 
in the 2000s or in the first half of the 2010s. The differences between them 
highlight the variations in what is considered to constitute DSM, but it is a 
crucial part of justifying the need for a new definition that combines the 
definitions into a more holistic one. A selection of the other definitions is listed 
below to highlight the variations: 
 
“Demand Side Management [is] [t]he planning, implementation, and monitoring 
of utility activities designed to encourage customers to modify patterns of 
electricity usage, including the timing and level of electricity demand. Demand-
Side Management (DSM) covers the complete range of load-shape objectives, 
including strategic conservation and load management, as well as strategic load 
growth.” (Kerr et al., 2011) 
 
Kerr et al. (2011)’s definition draws parallels to the historical definitions of the 
1980s and 1990s, as developed by Gellings (such as the previously discussed 
Gellings, 1984 and Gelling and Chamberlin, 1993). Kerr et al. (2011) argue that 
DSM does not just refer to programmes that reduce overall energy demand but 
those that smooth out the supply-demand balance through load management 
and increase consumption through strategic load growth. 
 
“The very broad definition!includes both modifications of electricity 
consumption by consumers in response to price and the implementation of 
more energy efficient technologies.” (Greening, 2010) 
 
Greening (2010)’s definition is narrower than that of Gellings and Chamberlin 
(1993) or Kerr et al. (2011), as it only includes demand response to price 
changes and energy efficiency measures. Other publications include demand 
response to incentive payments as well as price changes (such as Albadi and 
El-Saadany, 2008), while others include micro-generation, as previously 
discussed in relation to Eissa (2011). A further key difference is that Greening 
(2010) concentrates more on consumer actions rather than those of utilities, as 
is the case with Gellings and Chamberlin (1993) and Kerr et al. (2011).  
Nevertheless, neither definition includes third parties, local governments or 
national governments as the implementers of DSM activities. The definition 
shown overleaf aligns itself more with Greening (2010). 
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“!many initiatives have been implemented to change consumers’ behaviour 
towards a more efficient one. These initiatives are referred to as demand side 
management (DSM).” (Didden and D’haeseleer, 2003) 
 
Didden and D’haeseleer (2003) focus more on behavioural practices and 
actions that result from DSM programmes rather than specific technological or 
economic tools, and thus take a more sociological definition of DSM. In 
contrast, Strbac (2008) takes a more technical definition: 
 
“DSM as shifting load from peak to off-peak periods!redistributes the load but 
does not necessarily reduce the total energy consumed by the device 
(appliance).” (Strbac, 2008) 
 
The definition is narrower than that of Greening (2010) as it only includes the 
shifting of loads from peak to off-peak periods, highlighting that DSM is used 
more for the purposes of supply-demand balancing rather than reducing overall 
energy consumption. A criticism of this definition is that it not only focuses just 
on demand response (excluding energy efficiency, energy conservation and 
micro-generation), but it focuses only on one aspect of demand response – load 
shifting from peak to off-peak periods. 
 
“Although the term DSM was originally defined to cover a broad range of 
programs, the focus of efforts fell into two general areas: conservation (i.e., 
reducing energy use across all hours) and load management (i.e., reducing 
peak demand).” (Sioshansi and Vojdani, 2001) 
 
Sioshansi and Vojdani (2001), in contrast to Strbac (2008), Kerr et al. (2011), 
and Gellings and Chamberlin (1993), look more at the use of DSM technologies 
to reduce overall energy consumption and to reduce consumption during peak 
times rather than including strategic load growth or facilitating behavioural 
changes. This definition is one of the more holistic definitions discussed in this 
sub-section, as it does not specify technological categories and processes 
(such as energy efficiency, energy conservation, demand response and micro-
generation) in order to argue that they are all relevant. A further strength of the 
definition is that it does not specify DSM implementers (such as utilities, third 
parties, local governments, national governments and consumers directly). 
Despite this, the main criticism is that it does not link directly to current policy 
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objectives for energy security, CO2e emissions reductions and reducing 
consumer energy bills. 
 
The discussions so far have shown the evolution of the definition of DSM over 
time from the 1980s to the 2010s. The main conclusion is that in the 1980s-
1990s, DSM referred primarily to load management undertaken by utilities, 
whereas in the 2000s-2010s, DSM refers to a much broader range of activities 
and implementers (as discussed below). Eissa (2011)’s definition is the most 
recent in the evolution of what constitutes DSM and is arguably the most 
comprehensive to date in terms of its relevance to the 21st century: 
 
“Load management is the process of scheduling the loads to reduce the electric 
energy consumption and/or the maximum demand!such as [through] load 
shedding and restoring, load shifting, installing energy-efficient processes and 
equipment, energy storage devices, co-generation and non-conventional 
sources of energy, and reactive power control!Demand Response is a subset 
of the broader category of end-use customer energy solutions known as 
Demand-Side Management (DSM).  In addition to Demand Response, DSM 
includes energy efficiency programs.” (Eissa, 2011) 
 
The definition is thorough in defining the boundaries of DSM. It covers a 
spectrum of load shapes (load shedding and shifting), technologies and 
processes (energy efficiency, demand response, and small-scale generation), 
and defines how some terms, such as demand response, energy efficiency and 
demand-side management, interact with each other. The definition 
acknowledges that DSM refers to a broad category of end-use consumer 
solutions. This links to the discussion of distributed energy in the ‘D3’ definition 
as it identifies that co-generation (another term for CHP) comes under this 
category but straddles the boundaries between distributed energy that is DSM 
and distributed energy that is not DSM. A further key strength of this definition, 
which has failed to be acknowledged in previous definitions, is the role of 
storage. Arguably, this is due to the improvements in small-scale on-site 
storage technologies over time. However, in the residential sector, hot water 
storage tanks have been available in some countries for a number of decades 
(for example, they have been available in the UK long before the term ‘DSM’ 
was first coined in the 1980s). Nevertheless, they have not formally been 
acknowledged in definitions to date. 
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Despite the key strengths of the most recent and holistic of the definitions for 
DSM, Eissa (2011)’s definition still does not directly link to current policy 
objectives, nor are there additional explanations (outside of that stated above) 
on the boundaries of the technologies and implementers. Thus, the evolution of 
the definition should continue with a new definition that extends that of Eissa 
(2011) to fill in these gaps. 
 
2.1.2 Proposed Definition 
 
The thesis proposes the following definition for DSM to comprehensively collate 
all of the definitions published since the 1980s, and to link them to current policy 
objectives whilst establishing more concrete definitional boundaries: 
 
“Demand-side management (DSM) refers to technologies, actions and 
programmes on the demand-side of energy meters that seek to manage or 
decrease energy consumption, in order to reduce total energy system 
expenditures or contribute to the achievement of policy objectives such as 
emissions reduction or balancing supply and demand.” (Warren, 2014a) 
 
The above, published definition is the concise version of the following, full 
definition: 
 
“Demand-side management (DSM) refers to technologies, actions and 
programmes on the demand-side of energy meters, as implemented by 
governments, utilities, third parties or consumers, to manage or decrease 
energy consumption through energy efficiency, energy conservation, demand 
response or on-site generation and storage, in order to reduce total energy 
system expenditures or to contribute to the achievement of policy objectives, 
such as emissions reduction, balancing supply and demand or reducing 
consumer energy bills.” 
 
The strengths of the proposed definition are that it includes both technological 
and behavioural activities, it uses the phrase ‘energy meters’ rather than 
‘electric meters’ so that (non-electric-based) heat is included in addition to 
electricity, it lists the common implementers of DSM in addition to utilities 
(governments, third parties and consumers directly), it uses the broad phrase 
“manage energy consumption” to include the full range of load shapes from 
load shifting to load growth (which could be useful in the future to offset surplus 
wind power in the absence of storage capabilities) but emphasises energy 
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conservation and energy efficiency through the phrase “decrease energy 
consumption”, it covers the full range of technologies and processes (energy 
efficiency, energy conservation, demand response, on-site generation and on-
site storage), and it directly links to current policy objectives that go beyond just 
energy security as the primary driver (though it is still an important driver for 
DSM, as discussed in chapter four) to also include emissions reduction and 
reducing consumer energy bills. The definition is visualised in figure 1, which 
also includes additional findings from the literature review on DSM policy. The 
diagram is split into three parts: DSM categories, DSM implementers and DSM 
policies. 
 
For DSM categories, figure 1 conveys that DSM includes energy efficiency, 
energy conservation, price-based demand response, incentive payment-based 
demand response, on-site generation and on-site storage. For DSM 
implementers, the proposed definition highlighted that DSM can be undertaken 
directly by national or local governments, consumers, third parties or utilities. 
This can also be extended to include system operators, which operate and own 
the transmission and distribution networks in liberalised markets (the number of 
system operators varies by country). Additionally, aggregators can also play an 
important role in implementing DSM. However, in both cases, there is a much 
stronger focus on demand response than other categories of DSM. For 
example, system operators may set up contracts directly with large consumers 
to reduce consumption during peak times (a form of incentive payment-based 
demand response). Aggregators collate and aggregate smaller load reductions 
from a number of consumers, which are then offered to a system operator as a 
combined load reduction in order to participate in balancing, reserve, or 
capacity markets. 
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Figure 1: defining the boundaries of demand-side management (DSM) 
 
For DSM policies, DSM can be categorised into regulatory, market-based, 
fiscal, information-based or voluntary policies. DSM policy is the focus of this 
research and is detailed in sub-section 2.3.2. 
 
Gellings and Chamberlin (1993) refer to energy efficiency and energy 
conservation synonymously but they are in fact two different (though related) 
terms. Energy efficiency is the ratio of the useful output of a process to the 
energy input into a process (Patterson, 1996). Thus, improving energy 
efficiency reduces the amount of energy needed to perform the same function 
or to produce the same services, such as heating, lighting and cooling. 
However, it is possible that the reduced energy costs from the resulting energy 
savings could be channelled into producing more of the same services or 
increasing other energy-consuming activities without increasing overall 
expenditures (Sorrell et al., 2009; Sorrell, 2014). This has been termed the 
‘rebound effect’ (Sorrell, 2007a, pp. v-vi). An example of the rebound effect in 
the industrial sector is the increased output of manufactured goods following the 
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installation of more energy efficient equipment (Barker et al., 2007). In the 
residential sector, the thermostat controlling the internal temperature may be 
increased to higher settings to reach greater comfort levels following the 
installation of energy efficient measures (Sorrell, 2007a, p. 7), such as loft 
insulation, cavity wall insulation, draught proofing and double glazing. Rebound 
effects are categorised into direct rebound, where consumption is increased in 
the same activity, and indirect rebound, where consumption is increased in 
another activity (Sorrell, 2007a, pp. v-vi; Chitnis et al., 2013; Sorrell et al., 2009; 
Druckman et al., 2011). In contrast, energy conservation aims to reduce overall 
energy demand (Davito et al., 2010). Thus, if consumption is simply shifted to 
another time of the day, week, month or year, then it is categorised as demand 
response rather than energy conservation. Rebound effects can be challenging 
to measure and Sorrell et al. (2009) give a comprehensive review of different 
approaches. The review argues that studies to date are highly diverse in terms 
of the definitions, methodological approaches and data sources used. 
 
Figure 2 summarises Gellings and Chamberlin (1993)’s definition of DSM. 
Although it focuses primarily on load shapes through load management, it still 
provides a useful visualisation for understanding what DSM is. 
 
 
 
Figure 2: the six main types of load shapes in demand-side management 
as defined by Gellings and Chamberlin (1993) 
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Peak clipping refers to the reduction of the energy system peak demand 
(without shifting consumption to other periods); valley filling refers to building 
off-peak loads (without necessarily reducing the peak demand); load shifting 
refers to moving consumption from peak times to other periods or permanently 
to off-peak periods; strategic conservation refers to an overall reduction in 
loads; strategic load growth refers to the increase of load in any period (when 
there is a surplus of generation output); and flexible load shape refers to the 
customer being presented with options as to the variations in quality of service 
that they are willing to accept in exchange for various incentives (Gellings and 
Chamberlin, 1993). 
 
Energy efficiency and energy conservation measures primarily fall under the 
strategic conservation category. Demand response fits into the other five 
categories depending on the type of demand response (price-based demand 
response or incentive payment-based demand response), which are discussed 
in sub-section 2.3.2. On-site back-up generation and storage have historically 
been used for smoothing the load curve to reduce peaks and to ensure energy 
security, such as through diesel generators in industry and hot water storage 
tanks in houses (Prema et al., 2014; Arteconi et al., 2012). 
 
From the examination of definitions since the 1980s, it is clear that there has 
been a long history of DSM implementation. The benefits of DSM are discussed 
in sub-section 2.1.3 and the current key challenges for DSM are debated in 
sub-section 2.1.4. 
 
2.1.3 Benefits 
 
In the energy system, there has been much academic debate over the future 
role of DSM. Many of the arguments are in broad agreement that DSM is a 
useful and complementary solution to current energy policy challenges 
(alongside interconnections, large-scale storage, and increased low carbon 
capacity, as discussed in chapter one), but that a number of challenges remain 
that need to be overcome in order to increase the contribution of the demand-
side. It is clear from the literature review that there are numerous benefits to the 
implementation of DSM. For society, Gillingham et al. (2009) argue that it is a 
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cost-effective way to contribute to overcoming energy security issues, and 
Pachauri et al. (2012) highlight that DSM (particularly energy efficiency) can 
contribute to addressing energy access issues. For Governments, DSM 
reduces the risk of ‘black-outs’ (power supply disruptions), which can have 
important political repercussions during energy crises, and can help to reduce 
CO2e emissions (Cooke, 2011) in order to meet policy targets. Furthermore, 
DSM can be an effective way to facilitate behaviour change by helping 
consumers to be more aware of their energy consumption (Owens and Driffill, 
2008; Devine-Wright and Devine-Wright, 2004). 
 
For utilities, Strbac (2008) highlights that DSM prevents or defers the need to 
invest in new generation capacity, which is a costly option if the generators are 
used infrequently during times of peak load (and are usually carbon-intensive 
plants). Historically, this has been the primary reason for utility engagement with 
DSM outside of undertaking activities due to mandatory regulation. Torriti et al. 
(2010) extend this point by stating that due to the political pressure on the 
energy industry to invest in low carbon generation in a growing number of 
countries (such as countries in Europe, North America, and east-Asia), energy 
utilities have an effective way to deal with more variable sources, such as wind 
power, by using demand response tariffs like time-of-use pricing (described in 
sub-section 2.3.2). Furthermore, Strbac (2008) argues that DSM improves 
transmission and distribution grid investment and operation efficiency. The 
paper thus highlights that DSM has benefits across the total energy system. 
 
For consumers, DSM can allow them to more actively engage in energy 
markets and monitor their specific patterns of energy consumption (Darby 2006, 
p. 3). DSM can be used as an educational tool, which may lead to cost savings 
through behaviour change, demand response tariffs and energy efficiency, and 
even the production of capital through feed-in tariffs (payments from energy 
utilities to consumers for each unit of low carbon energy produced) from micro-
generation. Both Darby (2006, p. 3) and Stromback et al. (2011, p. 12) are in 
agreement that in the face of energy price rises in the 2010s, making energy 
more ‘visible’ to consumers could help them to mitigate such rises. As 
Capgemini (2008) notes, the success of DSM will depend on being simple, 
affordable, empowering and reliable for consumers. 
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For the market, Hirst (2002) argues that permitting and encouraging retail 
customers to respond to dynamic prices will improve economic efficiency, 
discipline wholesale market power, improve reliability and reduce the need to 
build new generation and transmission facilities. DSM can also facilitate the 
development of a ‘negawatts’ market, where reduced energy has an equal 
value to megawatts (Steinberger et al., 2009). Amory Lovins, who first coined 
the term ‘negawatts’, states that it refers to electricity saved and he argues for 
the development of a negawatts market where negawatts are treated as a 
commodity (Lovins, 1990). Such a market would involve a certain number of 
megawatts being reduced by participating customers when called on to do so 
by aggregators, utilities or system operators, in order to help balance supply 
and demand. In the industrial sector, many large consumers are involved in 
demand response programmes, such as interruptible/curtailment programmes, 
particularly in the USA, where upfront payment incentives or rate discounts are 
given to reduce load to pre-defined values (Albadi and El-Saadany, 2008). 
 
It is clear that there is limited empirical evidence in the academic literature to 
show the transferability of the negawatts market concept to the domestic sector, 
where aggregators could aggregate load reductions from a number of different 
smaller consumers. Compared with industrial programmes, this would be a 
more complex administrative challenge, as there are more consumers and 
decision-makers to deal with. However, the market for aggregators is beginning 
to develop in some countries as the necessary regulatory frameworks are put in 
place to allow demand-side participation in balancing, reserve or capacity 
markets. For example, demand response can participate in a number of 
regional-scale capacity markets in the USA, such as PJM, NYISO, ISO-NE, 
MISO and CAISO. This is discussed further in chapter four. 
 
Globally, different types of demand response programmes have been well-
tested with large consumers but not to the same degree with small consumers 
(small commercial and residential sectors). Newborough and Augood (1999) 
provide the example of automation, which refers to the direct control of certain 
appliances and equipment by energy utilities during peak periods. They show 
that automation can be adapted to smaller consumers to achieve up to 60% 
peak-power reductions in appliance use through the controlled modulations of 
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appliances, such as cooking and washing machines. For example, automation 
devices may be installed on air conditioners to change the temperature by a few 
degrees for a few hours during peak periods (Albadi and El-Saadany, 2007; 
Walawalkar et al., 2010). The contracts are designed so that direct load control 
has minimal impact on the welfare of consumers. Spees and Lave (2007) 
showed that 65% of firms included in their study reported that direct load control 
had minimal impact on facility operation. Suitable domestic equipment for 
automation include: fridges, washing machines, tumble dryers, lighting, air 
conditioning, hot water storage heaters and electric heaters. 
 
A further example of residential demand response is Électricité de France 
(EDF)’s Tempo tariff, which was introduced in the 1960s. The tariff involves the 
days of the year being divided into three categories: 300 days are ‘blue’ (with 
low electricity prices), 43 days are ‘white’ (with medium electricity prices) and 22 
days are ‘red’ (with high electricity prices) (IEA DSM, 2008). EDF informs 
consumers in advance of what colour the days will be based on forecasts of 
electricity demand, usually determined by the weather (IEA DSM, 2008) or if the 
French transmission network operator informs them of significant congestion on 
the electricity network (Crossley, 2011). However, tariff structures like Tempo 
are currently not very common and <20% of residential consumers in France 
use it (IEA DSM, 2008). 
 
Simpler tariffs, such as higher electricity prices for peak times of the day and 
lower electricity prices for off-peak times, are available in some countries. Off-
peak times are generally during the night, such as 10pm-6am under EDF’s tariff 
(IEA DSM, 2008). In the UK, heat stored in bricks and electric hot water storage 
tanks allow residential consumers to store thermal energy during the night when 
electricity prices are cheaper, and use the energy during the day using 
Economy 7 tariffs (Hamidi et al., 2009) or Economy 10 tariffs, where there are 
seven and ten hours of off-peak electricity prices respectively. Owen et al. 
(2012) estimate that there are ~2 million households with electric storage 
heating and 3-3.5 million households with Economy 7 tariffs in the UK. These 
examples show that demand response has been useful in helping utilities to 
match supply and demand, but it is clear that they do not showcase the full 
potential of demand response. 
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The potential benefits of DSM are summarised in figure 3. The diagram is 
broken down into four boxes: benefits to the energy system, benefits to 
consumers, benefits to utilities and environmental benefits. 
 
 
 
Figure 3: the benefits of demand-side management 
 
2.1.4 Challenges 
 
Despite the clear benefits of DSM, which are well-documented in the literature, 
there are a number of key implementation challenges that exist. Kim and 
Shcherbakova (2011) argue that the challenges are primarily social, political 
and economic rather than technical. From an economic perspective, Didden 
and D’haeseleer (2003) emphasise the implementation and incentives issues 
that have developed as a result of energy market liberalisation. Energy market 
liberalisation refers to the privatisation of the energy industry and/or the 
introduction of competition. Full market liberalisation involves moving away from 
vertically-integrated monopolies to retail competition with full customer choice of 
energy supplier (Bhattacharyya, 2011; Lise and Kruseman, 2008). Didden and 
D’haeseleer (2003) claim that Integrated Resource Planning (IRP) is 
theoretically appropriate and partly applicable in the open market, but as its 
history indicates, there are better frameworks for developing DSM, such as 
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energy services and mandated energy efficiency goals. IRP is a regulatory 
framework that ensures that energy utilities evaluate all options (including the 
demand-side) for meeting future energy demands and provide energy services 
at minimal societal costs to customers (Cheng, 2005, p. 43). The most 
fundamental economic barrier to DSM development is the limited incentive for 
energy utilities to invest in DSM in a market based on the quantity of electricity 
sold if there are no clear financial returns (Cheng, 2005, p. 56), or if DSM is not 
cost-competitive with traditional approaches (Strbac, 2008). This barrier is 
explored in more depth in sub-section 2.3.3. 
 
However, there has been growing interest in the concept of decoupling profits 
from the quantity of energy sold through the development of energy services 
and ‘negawatts’ markets (Steinberger et al., 2009). Policies and business 
models to achieve decoupling are discussed in sub-section 2.3.3. Consumers 
do not necessarily value the energy itself but the services that it can provide, 
such as lighting, heating, cooling, washing, cooking and mobility (Haas et al., 
2008). Energy utilities that set up new lines of business to install measures that 
can achieve these services at reduced cost to the consumer, such as through 
energy efficiency, smart technologies and micro-generation, could profit from 
DSM. As Strbac (2008) argues, a concentration on energy services could help 
energy utilities to overcome a lack of understanding of the benefits of DSM 
solutions. 
 
Nevertheless, the concept of energy services is not new and some countries, 
such as the USA, have being trying to develop energy services markets 
(particularly at a state-level) since the energy crises in the 1970s without large-
scale success. Some US states, such as Vermont, have introduced separate 
utilities to offer energy services. In 2000, the Vermont Public Service Board 
appointed two entities (Efficiency Vermont and Burlington Electric Department) 
to provide energy efficiency services, such as technical assistance, rebates and 
other financial incentives (Vermont Public Service Department, 2014). It was the 
first energy efficiency utility of its kind in the world and other US states have 
now begun to copy the business model (Hamilton et al., 2002). Hence, there 
could be a role for governments to introduce the required regulatory frameworks 
to stimulate the market development of Energy Service Companies (ESCOs). 
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Similar attention is needed for the market development of demand response 
aggregators, whether the aggregation services are provided by separate 
companies or as new lines of business for current energy utilities. 
 
Although Kim and Shcherbakova (2011) argue that the main barriers are social, 
political and economic rather than technical, they exclude information-based 
infrastructure from their category of technical issues and instead highlight it as 
an important limiting factor. This is strongly evident in the literature. For 
example, Strbac (2008) conveys how a lack of information and communications 
infrastructure is an important hindrance to the successful implementation of 
many DSM measures, such as demand response tariffs and the effective 
management of micro-generation technologies. In the latter case, the micro-
management of a collective number of local micro-generation installations to 
form a ‘Virtual Power Plant’ (El Bakari et al., 2009) is dependent on the 
necessary information and communication infrastructure being in place. 
Currently, the rollout of smart meters in many countries aims to overcome this 
challenge in the domestic and small-commercial sectors. For example, the 
European Union (EU)’s Directive 2009/72/EC mandates that member states 
must achieve at least an 80% rollout of smart meters to small consumers by 
2020. Smart meters are advanced energy meters that measure consumption in 
real-time, providing detailed information to utility companies and allowing 
bidirectional communication, which enables the collection of information about 
electricity fed back into the grid from customers’ premises (Depuru et al., 2011), 
such as from solar photovoltaic panels. 
 
Kim and Shcherbakova (2011) convey how smart meters with In-Home Displays 
(IHDs) (display monitors showing energy consumption, prices and other 
information such as carbon emissions) could overcome some of the commonly 
cited barriers to DSM development: consumer knowledge, consumer 
engagement, information feeds and two-way communication between suppliers 
and customers. They state that consumer knowledge refers to consumers’ 
limited practical knowledge of the functioning of energy markets. They highlight 
that consumer engagement is linked to a lack of effective utility strategies to 
incentivise consumers to take part in demand response programmes. The 
paper emphasises that information feeds relate to the lowering of search costs 
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for consumers to find information about energy prices and consumption, and 
what they need to do to reduce consumption if they are signed up to a demand 
response programme. The authors argue that IHDs have an important role to 
play here. Two-way communication between suppliers and customers refers to 
the installation of smart meters to integrate information on consumption to and 
from the supplier, including the use of demand response programmes and 
micro-generation technologies if present. Key challenges of two-way 
communication are the management of large volumes of data by energy 
utilities, as well as cyber security issues (Depuru et al., 2011; Chinnow et al., 
2011). In the UK, the government introduced a Data and Communications 
Company to ensure the security of communications and data privacy during its 
rollout of smart meters between 2016-2020. 
 
The provision and appropriateness of engaging information is arguably the most 
fundamental social barrier, as there is much research from behavioural 
economics, which shows that simply providing consumers with information (the 
‘information deficit model’) does not result in the uptake of DSM measures by 
consumers. For example, Ürge-Vorsatz and Hauff (2001) found that, despite 
Hungary’s success with the market transformation of Compact Fluorescent 
Lighting (CFL), a high level of consumer awareness does not necessarily 
guarantee market success. From a theoretical point of view, Dawnay and Shah 
(2011) argue that people are “bad at computation” and are instead driven by 
other people’s behaviour, habits, doing the “right thing”, self-expectations of 
behaviour, being loss-averse (i.e. would prefer to avoid losing something than 
gaining something) and needing to feel involved to make change. In addition to 
these factors, family, friends and peers (‘strong ties’) are important influences 
on people’s decision-making (Johnson-Brown and Reingen, 1987; Granovetter, 
1973), as well as the influence of neighbours or competing companies and 
social norms (Mau et al., 2008; Strachan and Warren, 2011). 
 
The focus of smart meters in the literature has primarily been on the benefits to 
consumers rather than the challenges for energy utilities. Strbac (2008) argues 
that DSM increases the complexity of the electricity system operation when 
compared with traditional approaches, though this is difficult to determine until 
the total electricity system infrastructure for the smart(er) grid (discussed in sub-
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section 2.2.3) is established. It is possible that aspects of the smart(er) grid 
could reduce complexity instead. Nevertheless, some authors argue that DSM 
is too complex for utilities to take the main responsibility for management and 
implementation (for example, Cheng, 2005, p. 56). 
 
The potential barriers to the development of DSM are summarised in figure 4. 
The diagram is broken down using the same format as figure 3 for DSM 
benefits: energy system, consumers, utilities and environmental barriers. 
 
 
 
Figure 4: the challenges for demand-side management 
 
2.2 DSM Policy History 
 
2.2.1 DSM in National Policy 
 
Although DSM is receiving growing research and political attention as a result of 
the low carbon agenda, energy security issues and the development of 
smart(er) grids (discussed in sub-section 2.2.3), harnessing demand-side 
flexibility is not new (Cooke, 2011, p. 11). The concept of DSM in national 
government policy can be traced back to the USA’s Energy Policy and 
Conservation Act (EPCA) in 1975, which was closely followed by the National 
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Energy Conservation Policy Act (NECPA) and the Public Utility Regulatory 
Policy Act (PURPA), which were introduced as part of the National Energy Act 
1978 (McNerney, 1998, p. 27). The policies were the first instances of DSM 
being legislated nationally as a solution to the energy security issues of the 
1970s. Nevertheless, the notion of DSM has been around for a long time, 
traditionally referring to a utility’s general load management or through the use 
of hot water tanks and off-peak storage heaters in houses (Barrett, 2006). The 
latter was particularly the case in New Zealand and Europe in the 1960s and 
1970s (Gellings, 1985). However, EPCA, NECPA and PURPA were the first 
instances of DSM in government policy. 
 
EPCA aimed to increase energy production and supply, reduce energy demand 
and improve energy efficiency. For energy efficiency, the policy focused on 
introducing corporate average fuel economy standards for vehicles and 
minimum energy performance standards for equipment and appliances (Doris 
et al., 2009). However, these standards were voluntary. NECPA updated the 
minimum energy performance standards set by EPCA for equipment and 
appliances and made them mandatory (Doris et al., 2009). The policy also 
required federal agencies to perform energy surveys to reduce consumption in 
buildings, vehicles, equipment and operation, and provided subsidies for 
residential solar panels. PURPA aimed to reduce energy demand, promote a 
greater use of domestic energy and increase the supply of renewable energy. 
The policy introduced IRP, as defined in sub-section 2.1.4. Options within an 
IRP framework include DSM (particularly energy efficiency and demand 
response) in addition to traditional supply-side options and the utilities choose 
the least-cost combination of resources (Thomas et al., 2000; Cheng, 2005, p. 
43). The policy also introduced rate design modifications to promote energy 
efficiency investments. This allowed utility incentives to be aligned with the 
delivery of energy efficiency (discussed further in sub-section 2.3.3). 
Amendments to PURPA have been made over time, notably in the National 
Appliance Energy Conservation Act of 1988 (NAECA), the Energy Policy Act of 
1992 (EPAct 1992), the Energy Policy Act of 2005 (EPAct 2005) and the 
Energy Independence and Security Act of 2007 (EISA). A timeline of key 
energy acts and policies related to DSM in the USA, the EU and the UK since 
the energy crises of the 1970s are included in figure 5. 
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The energy crises of the 1970s particularly affected the USA and were caused 
by the Arab Oil Embargo of OAPEC (Organisation of Arab Petroleum Exporting 
Countries) in 1973-1974 and the Iranian Revolution in 1978-1979 (Hamilton, 
2011, pp. 14-16). As a result, DSM programmes in the USA grew rapidly from 
the mid-1970s to the mid-1990s and by 1995, 600 energy utilities had 
conducted 2,300 programmes involving 20 million participants (Gellings, 1996; 
Cheng, 2005, p. 54). Notably, between 1989 and 1995, 260,000 gigawatt-hours 
(GWh) were saved from a cumulative spending of USD 14 billion (Nadel and 
Geller, 1996; Cheng, 2005, p. 54). Post-1995 DSM programmes declined in the 
USA as energy security issues became less prominent and Gellings (2000) 
argued that their future was in doubt. However, Gellings (2000)’s view has 
proved to be incorrect, as DSM programmes have steadily increased in the 
USA in the 2000s and 2010s as shown in EPAct 2005 (which covered a wide 
range of areas in energy policy, including energy efficiency), EISA (2007) 
(which introduced new performance standards for vehicles and equipment), the 
American Recovery and Reinvestment Act of 2009 (ARRA) (which was 
introduced as a response to the Great Recession of 2008 and provided $17 
billion in funding for energy efficiency programmes and renewable energy), and 
the Energy Efficiency Improvement Act of 2015 (EEIA) (which provides the 
frameworks to improve  energy efficiency in rented buildings, applies standards 
to grid-enabled water heaters, improves the energy efficiency of government 
buildings and improves the energy information of commercial buildings – at the 
time of writing this bill has not yet been enacted and is currently being 
considered by the Senate after passing the House of Representatives) 
(Yacobucci, 2014; Congress.gov, 2015). 
 
In other continents, DSM did not achieve the same degree of development as in 
the USA. For example, in Europe, there was little concentration on government-
stimulated DSM policy in the 1970s as energy security issues were not as 
prominent as those in the USA (though there were still utility-stimulated load 
management activities). This led to a lack of a European equivalent to EPCA, 
NECPA, or PURPA, which also pre-dated the formation of the European Union 
(EU) in 1993 (as a result of the Maastricht Treaty in 1992). Nevertheless, 
Gellings (2000) speculated that Europe had a similar degree of development as 
the USA from the 1980s to mid-1990s. Although energy conservation and 
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energy efficiency measures were given more attention in political circles during 
this period, market liberalisation and deregulation dominated the agenda 
(Sorrell, 2015) and from the late-1990s, many European energy utilities’ interest 
in DSM was removed (Wilkler, 2000; Nadel and Kushler, 2000; Waide and 
Buchner, 2008). Market liberalisation is defined as the transformation from 
monopolistic publicly owned production and distribution to privatised markets, 
with various competing firms (Lise and Kruseman, 2008). Although prior to 
liberalisation the market was based on the quantity of electricity sold, 
liberalisation enhanced this notion by introducing competition and thus, many 
energy utilities perceived energy conservation as at odds to the profitability of 
their businesses (Cheng, 2005, p. 56). The liberalisation of energy markets in 
the EU began with the introduction of Directive 96/92/EC (common rules of the 
internal electricity market) and Directive 98/30/EC (common rules of the internal 
gas market) (Kayikci, 2011). Despite energy market liberalisation, there was 
renewed interest in the 2000s and 2010s as a result of the growing prominence 
of the low carbon agenda in Europe and the role of DSM in contributing to 
meeting policy objectives. 
 
Unlike other countries in Europe, the UK has followed a steady development of 
DSM since the energy crises of the 1970s. A number of these developments 
include DSM for both electricity and gas. In the 1970s, there were no national 
acts or policies for DSM, but government actions, such as the setting up of 
relevant institutions (e.g. the Department of Energy was created in 1974, the 
Chartered Institute of Building Service Engineers was established in 1976 and 
the Advisory Council on Energy Conservation was set up in 1977), and the 
introduction of DSM information campaigns (such as the Energy Survey 
Scheme (1976-1989), the Industrial Energy Audit Scheme (1976) and the 
Energy Conservation Demonstration Project Scheme (1978-1989)) (Mallaburn 
and Eyre, 2013). In the 1980s, DSM information campaigns continued and 
contributed to the development and passing of the Environment White Paper in 
1989 (“This Common Inheritance”). In the 1990s, the influence of the EU began 
with the introduction of appliance energy labelling (Directive 92/75/EEC) and 
minimum energy performance standards (Directive 92/42/EEC) in 1992, and the 
EU SAVE Directive (Directive 93/76/EEC) in 1993, which required member 
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states to report on energy efficiency programmes and provided funding for 
research and demonstration activities (Mallaburn and Eyre, 2013). 
 
Outside of EU directives, the UK has had utility obligations on suppliers for over 
twenty years, and the policy model has been widely copied by other European 
countries (such as Italy, France, and Denmark). The first supplier obligation ran 
from 1994-1998 (Energy Standards of Performance (EESoP 1), the second ran 
from 1998-2000 (EESoP 2), the third ran from 2000-2002 (EESoP 3), the fourth 
ran from 2002-2005 (Energy Efficiency Commitment (EEC) 1), the fifth ran from 
2005-2008 (EEC 2), the sixth ran from 2008-2012 (Carbon Emissions 
Reduction Target (CERT) and the Community Energy Saving Programme 
(CESP)), the seventh ran from 2013-2015 (Energy Company Obligation (ECO) 
1), and the eighth is to run from 2015-2017 (ECO 2). 
 
Further government actions in the 1990s include the setting up of the Energy 
Saving Trust in 1992 (to act as the main source of information on energy 
efficiency and conservation for consumers), tightening building regulations in 
1995 and introducing the Home Energy Conservation Act of 1996 (Mallaburn 
and Eyre, 2013). The Home Energy Conservation Act of 1996 was the first 
major act dedicated to DSM and was followed by the implementation of a 
number of related acts in the 2000s: the Decent Homes Standard (2000), the 
Utilities Act (2000), the Warm Homes and Energy Conservation Act (2000) and 
the Climate Change Act (2008). 
 
In the 2000s, there were a number of further important government activities 
and white papers, such as the Fuel Poverty Strategy (2001), Warm Front 
(2001), the Climate Change Levy (CCL) (2001), Climate Change Agreements 
(CCAs) (2001), setting up the Carbon Trust (2001), the Low Carbon Innovation 
Programme (2001), the Low Carbon Building Programme (2006), the Energy 
White Paper of 2007 (“Our Energy Future – creating a low carbon economy”), 
the implementation of the EU Energy Performance of Buildings Directive in 
2002 (Directive 2002/91/EC, which introduced energy performance certificates 
(EPCs) and display energy certificates (DECs) for buildings), adapting building 
regulations in 2005 to make condensing boilers mandatory, incorporating the 
EU 20/20/20 climate targets (which included a 20% improvement in energy 
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efficiency by 2020 for each EU country), setting up the Committee on Climate 
Change (CCC) in 2008 (to provide independent advice to the government on 
climate change and to set carbon budgets), setting up the Department of 
Energy and Climate Change (DECC) in 2008, and implementing the EU Smart 
Meter Rollout Directive in 2009 (Directive 2009/72/EC) (Mallaburn and Eyre, 
2013). 
 
In the first half of the 2010s, government activities on DSM continued with the 
introduction of the Carbon Reduction Commitment Energy Efficiency Scheme 
(CRC) in 2010, tightening the EU Energy Performance of Buildings Directive 
(Directive 2010/31/EU) in 2010, introducing feed-in tariffs for micro-generation 
in 2010 through the Energy Act 2008, implementing the Energy Act 2011, 
introducing feed-in tariffs for micro-renewable heat in 2011 through the 
Renewable Heat Incentive, regulations to ban F and G EPC ratings for rented 
commercial or domestic properties from 2018 (2011 – planned, 2015 – 
regulated), introducing the Energy Bill (2011), implementing the Energy 
Efficiency Strategy in 2012 (updated annually), setting up the Energy Efficiency 
Deployment Office (EEDO) with the responsibility of coordinating government 
energy efficiency policy, implementing the EU Energy Efficiency Directive 
(Directive 2012/27/EU), and introducing the Green Deal in 2013 (Mallaburn and 
Eyre, 2013). 
 
It is likely that the steady development of DSM policy in the UK will continue in 
the second half of the 2010s. In summary, there has been a reasonably strong 
development of DSM policy in the UK since the 1970s and prior to the 
establishment of the EU, though development has been more pronounced since 
the 1990s and particularly since the 2000s. However, it is clear that since the 
1990s the EU has been an important influence in developing national DSM 
policy across European countries. A timeline of key energy acts and policies 
related to DSM in the EU, the UK and the USA since the energy crises of the 
1970s are included in figure 5. The top timeline shows the main acts introduced 
in the USA and the UK, and the bottom timeline shows the main policies 
introduced in the EU and the UK. A tabulated key is included. 
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Figure 5: timeline of key DSM Acts and policies in the USA, UK and EU 
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USA Acts Explanation 
EPCA 1975 Energy Policy Conservation Act 
NEA 1978 National Energy Act 
NECPA 1978 National Energy Conservation Policy Act 
PURPA 1978 Public Utility Regulatory Policy Act 
NAECA 1988 National Appliance Energy Conservation Act 
EPAct 1992 Energy Policy Act of 1992 
EPAct 2005 Energy Policy Act of 2005 
EISA 2007 Energy Independence and Security Act 
ARRA 2009 American Recovery and Reinvestment Act 
EEIA 2015 Energy Efficiency Improvement Act (under consideration) 
 
UK Acts and Policies Explanation 
Environment White Paper 1989 Environment White Paper 
HECA 1996 Home Energy Conservation Act 
Energy White Paper 2007 Energy White Paper 
WHECA 2000 Warm Homes and Energy Conservation Act 
UA 2000 Utilities Act 
CCA 2008 Climate Change Act 
EA 2008 Energy Act of 2008 
EA 2011 Energy Act of 2011 
EESoP 1 Energy Efficiency Standards of Performance 1 
EESoP 2 Energy Efficiency Standards of Performance 2 
EESoP 3 Energy Efficiency Standards of Performance 3 
EEC 1 Energy Efficiency Commitment 1 
EEC 2 Energy Efficiency Commitment 2 
CERT Carbon Emissions Reduction Target 
CESP Community Energy Savings Programme 
ECO 1 Energy Company Obligation 1 
ECO 2 Energy Company Obligation 2 
DHS 2000 Decent Homes Standard 
WF 2001 Warm Front 
CCL 2001 Climate Change Levy 
CCAs 2001 Climate Change Agreements 
LCIP 2001 Low Carbon Innovation Programme 
LCBP 2006 Low Carbon Buildings Programme 
FiTs 2010 Feed-in Tariffs 
CRC 2010 
Carbon Reduction Commitment Energy 
Efficiency Scheme 
RHIs 2011 Renewable Heat Incentives 
EES 2012 Energy Efficiency Strategy 
GD 2013 Green Deal 
 
EU Directives Explanation 
Labelling Directive 1992 Directive 92/75/EEC 
Performance Standards Directive 1992 Directive 92/42/EEC 
EU SAVE Directive 1993 Directive 93/76/EEC  
Performance of Buildings Directive 2002 Directive 2002/91/EC 
EU 20/20/20 Targets EU 20/20/20 climate targets  
Smart Meter Rollout Directive 2009 Directive 2009/72/EC 
Performance of Buildings Directive 2010 Directive 2010/31/EU 
Energy Efficiency Directive 2012 Directive 2012/27/EU 
 
 
 
 44 
2.2.2 Current International Experiences 
 
Figure 5 shows that in the 2000s and 2010s there has been renewed interest in 
DSM in the USA, the UK and the EU. Chapter four presents evidence to identify 
what the main drivers are for this trend in terms of policy objectives. 
Nevertheless, in summary, the primary drivers tend to be carbon emissions 
reduction and energy security. The trend is in contrast to the predictions of 
Gellings (2000), who argued that the development of DSM in developed 
countries would continue to decline. However, recent figures from 2010 show 
that the combined annual utility expenditure across 18 states in the USA is 
>USD 900 million with annual incremental savings of ~2.8 million megawatt-
hours (MWh) (Crossley, 2010). 
 
Outside of the USA, the International Energy Agency’s DSM Programme (IEA 
DSM Programme) has supported the advancement of DSM research globally 
since 1993 through a number of tasks and it aims to be the main source of DSM 
information and tools for governments and other institutions. Its growing 
database of country case studies from around the world (IEA DSM, 2004; IEA 
DSM 2005) highlights the increasing number of governments engaging with 
DSM as an alternative to supply-side solutions. Figure 6 shows the countries 
that have implemented and evaluated DSM policies to date. The map is 
developed from the literature review of 389 documents (academic papers, 
institutional reports and government documents) that are written in English and 
are accessible online. It is important to note that some countries that may have 
implemented DSM policies might have been excluded from the map where 
publications are not in English or are not accessible through the Internet. These 
constraints are discussed in chapter three. It is also important to note that the 
map shows countries that have implemented and evaluated DSM policies (not 
just those that have implemented DSM policies). The spatial distribution of DSM 
policy implementation and evaluation is analysed in chapter four. 
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Figure 6: countries that have implemented and evaluated DSM policies 
 
Figure 6 conveys that 35 countries and 59 states (sub-national governments) 
have implemented and evaluated DSM policies. The map only includes DSM 
policies stimulated by governments and not technological trials or DSM 
programmes stimulated independently by utilities. However, utility programmes 
that are a direct result of government policy (mandatory or voluntary) are 
included. An interesting temporal and spatial observation is that North American 
countries dominated the evaluation literature in the 1970s-1990s, European 
countries were prominent in the literature in the 1990s-2010s, and more 
recently east-Asian countries, notably China, South Korea, India and Thailand, 
are beginning to receive greater attention in the literature (e.g. Ming et al., 2013; 
Yu, 2012; Vine et al., 2006). Temporal and spatial patterns are discussed 
further in chapter four. 
 
2.2.3 The Smart(er) Grid 
 
There is a growing body of literature discussing the concept of the ‘smart grid’ 
or ‘smarter grid’. However, as Clastres (2011) highlights, there is currently no 
global agreement on the definition of smart(er) grids. For example, in North 
America, definitions focus on energy security, resilience and reliability (Clastres, 
2011), whereas in Europe, definitions concentrate on the integration of the 
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actions of all actors in the energy system, from generators to consumers (and 
those that are both generators and consumers, such as consumers with on-site 
generation) (as discussed in Connor et al., 2014). Generally, smart(er) grids are 
discussed in terms of modernising the electricity grid by using digital and 
communications technology, such as smart meters and control devices 
(Marques et al., 2014). Like Connor et al. (2014), this research uses the 
definition proposed by the European Technology Platform for Electricity 
Networks of the Future (also known as the European Smart Grids Technology 
Platform): 
 
“!electricity networks that can intelligently integrate the behaviour and actions 
of all users connected to it – generators, consumers and those that do both – in 
order to efficiently deliver sustainable, economic and secure electricity 
supplies”. (ESGTP Strategy, 2006) 
 
In the literature, the definition is beginning to become the standard for defining 
smart(er) grids, particularly in Europe, as it comprehensively captures the key 
aspects of the previous definitions. However, its main limitation is that it only 
focuses on electricity, rather than the wider energy system. Table 1 compares 
the traditional electricity grid with that of the smart(er) grid, which is adapted 
from the European Smart Grids Technology Platform (ESGTP) Strategy (2006). 
 
Traditional Grid 
Characteristics Smart(er) Grid Characteristics 
Centralised control User specified quality, security and reliability of supply for the digital age 
Large generating stations 
Coordinated, local energy management and full 
integration of DG and RES with large-scale 
central power generation 
Technology approaching 
an age of one century 
Flexible DSM and customer-driven value added 
services 
Limited cross-border 
interconnections 
Flexible, optimal and strategic grid expansion, 
maintenance and operation 
Technically optimised for 
regional power adequacy 
Extensive small, distributed generation connected 
close to end customers 
Differing regulatory and 
commercial frameworks 
Harmonised legal frameworks facilitating cross-
border trading of power and grid services 
 
Table 1: a comparison of the characteristics of traditional grids and 
smart(er) grids 
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As table 1 shows, traditional grids are primarily designed to have centralised 
control and large power stations, whereas smart(er) grids aim to use digital 
communications technology to integrate distributed generation (DG), renewable 
energy systems (RES) and DSM in addition to large, generating stations, and to 
allow two-way communication between suppliers and consumers (such as 
through smart meters). The key question is whether or not the concept of 
smart(er) grids is more effective and efficient at balancing supply and demand 
than traditional, centralised control. 
 
DSM is thus one aspect of the smart(er) grid, which focuses on the actions 
undertaken by consumers on the demand-side of energy meters. Figure 7 
summarises the role of DSM in the smart(er) grid. It uses the ESGTP Strategy 
(2006)’s visualisation of the smart(er) grid and adds labels to highlight examples 
of DSM. 
 
 
 
Figure 7: the role of demand-side management in the smart(er) grid 
 
In summary, the use of on-site generation, on-site storage, energy efficiency, 
energy conservation and demand response in buildings (across sectors) are 
DSM-related activities. As discussed in sub-section 2.1.1, distributed 
generation, which are generation units (such as medium-sized wind farms or 
solar farms) plugged directly into distribution networks, is not included in the 
definition of DSM (except if the generation units are on-site to buildings). The 
same principle applies for distributed storage, which refers to storage units 
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(such as medium-sized batteries or fuel cells) that are connected directly into 
distribution networks (except if the storage units, such as electric vehicles, are 
on-site to buildings). The micro-management of a collective number of local 
micro-generation and on-site generation units has been called a ‘Virtual Power 
Plant’ (El Bakari et al., 2009), which could become an important future growth 
area in the smart(er) grid, as new markets develop. The concept of a ‘Virtual 
Storage Plant’ is yet to be discussed in the literature, but it is possible for the 
same principles of the ‘Virtual Power Plant’ to be applied to local micro-storage 
and on-site storage units. 
 
The ideas for ‘Virtual Power Plants’ and ‘Virtual Storage Plants’ revolve around 
a company being responsible for collectively managing a quantified amount of 
demand-side activities from a number of different consumers to reach a 
combined total (usually in MW), which can be offered into balancing, reserve, or 
capacity markets. This stems from the concept of the negawatts market 
(discussed in sub-section 2.1.3), where aggregators can collate load reductions 
from a number of smaller consumers and offer the combined total into 
balancing, reserve or capacity markets with equal value to supply-side options 
(Steinberger et al., 2009). Here, consumers are paid not to use energy for non-
essential activities during times of high unit cost (and carbon), such as during 
peak times, when called on to do so by the aggregator, which is a type of 
demand response activity (Albadi and El-Saadany, 2008). Demand response 
markets are beginning to develop in Europe, though they have had more 
established success in North America, such as through regional level capacity 
markets in the USA, for example, PJM, NYISO, CAISO and ISO-NE (which are 
discussed further in chapters four and five). Despite this, the markets for ‘Virtual 
Power Plants’ (or ‘Virtual Storage Plants’) are underdeveloped globally. 
 
Section 2.2 has provided a discussion of the policy side of DSM in terms of its 
history in national policy since the 1970s, current international experiences and 
its role in the future smart(er) grid. Section 2.3 delves into public policy theory 
before discussing DSM policy theory in more detail. 
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2.3 Policy Theory 
 
2.3.1 The Policy Process 
 
Policy research can be divided into studying the policy process, policy design, 
policy implementation and policy evaluation (Hill, 2009; Nagel, 2002). Policy 
implementation and evaluation form key parts of the research, which are 
discussed in chapter three. In political science, there is a vast literature on 
policy evaluation, and in the Stages Model of the policy process, outlined in 
Hogwood and Gunn (1984, p. 4), policy evaluation is the eighth stage in a nine-
stage process, as shown below: 
 
1. Deciding to decide 
2. Deciding how to decide 
3. Issue definition 
4. Forecasting 
5. Setting objectives and priorities 
6. Options analysis 
7. Policy implementation, monitoring and control 
8. Evaluation and review 
9. Policy maintenance, succession and termination 
 
However, the Stages Model has been criticised in the literature for being overly 
simplistic of how policy works (for example, Hill, 2009, p. 143; John, 1998, p. 
196). Hill (2009) describes evaluating policy as a function of a controlled trial 
method (with a control group) or reaching desired states (such as a reduction in 
air pollution) (pp. 279-280). These are important criticisms but they do not form 
the only methods of determining policy success. Undertaking randomised 
controlled trials (RCTs) are much needed in the energy policy field, as few have 
been undertaken to date compared with other disciplines, such as the medical 
sciences (for example, see Akobeng, 2005). However, the primary reason for 
this is the scale of evaluating a national policy compared with a small-scale trial. 
RCTs require both a treatment group and a control group, which contain 
participants that were randomly chosen to participate in the study from the 
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general population and were then randomly assigned to each group (Kellstedt 
and Whitten, 2013, pp. 76). Furthermore, the RCTs need to be double blind with 
participants and evaluators blind to participants’ study groups (Akobeng, 2005). 
 
Thus, undertaking RCTs at a national policy level would need to compare the 
impacts of the policy with either the circumstances before the intervention (the 
baseline) or comparing the impact with another country that has not had the 
intervention. However, both cases are fraught with issues of determining cause 
and effect, as there are too many confounding variables that could have caused 
the identified relationship at this scale. In the first case, the baseline cannot be 
accurately established as it is almost impossible to replicate the experiment 
under exactly the same circumstances due to a range practical, ethical, 
economic and political challenges. In the second case, differences in context 
between countries (such as pricing regimes, political structures and cultural 
attitudes) reduce the reliability of the results, as each contextual factor is an 
important confounding variable in explaining the identified relationship. Context 
is discussed further in chapter six. 
 
In contrast to Hill (2009), Nagel (2002) defines policy evaluation as: 
“!evaluating alternative public policies, as contrasted to describing them or 
explaining why they exist” (p. 133). Nagel (2002) highlights a number of criteria 
for evaluating government policy: equity, validity, importance, usefulness, 
originality and feasibility (p. 134-136). He extends this to include the following 
broad terms: effectiveness, efficiency, public participation, predictable and 
procedural due process, and political feasibility (p. 92). He describes an 
effective and specific method for evaluating policy called multi-criteria decision-
making (MCDM) analysis, also known as multi-criteria (mapping) analysis. 
MCDM is a quantitative method (though can contain some qualitative aspects) 
and takes place in face-to-face interviews with experts. It involves the listing of 
policy alternatives and the judging of criteria by the participants, which are then 
scored to obtain a summation score that ranks the policy alternatives in a list of 
the participants’ preferences (Nagel, 2002, p. 155). This method is utilised in 
the research as a secondary method and is discussed in more depth in chapter 
three. Where RCTs cannot be conducted due to ethical, practical and economic 
reasons, MCDM analysis can be an effective tool to quantitatively determine the 
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success of policies. However, it is still based on the judgements of participants 
and suffers from a number of reliability issues that are not present in RCTs. The 
strengths and limitations of MCDM analysis are discussed in chapter three. 
 
In addition to policy evaluation, Nagel (2002) and Hill (2009) detail the 
importance of other stages in the policy process, notably policy design and 
implementation. Governments have a number of ‘tools’ at their disposal for the 
implementation of policies (John, 2011, p. 10). Figure 8 summaries the tools, 
which are adapted from John (2011). 
 
 
 
Figure 8: the ‘tools’ of government 
 
Historically, much of the focus in energy policy implementation has been on the 
role of tools that are top-down, such as regulations, or internal to the state, such 
as the use of existing and new institutions (John, 2011). However, there has 
been a growing interest in the role that non-standard tools, such as persuasion 
and deliberation, can play in addition to traditional methods. John (2011) 
provides an excellent overview of recent discussions on the general policy 
process, though a criticism of his categorisations is the use of the label ‘non-
standard’ for some tools that have been used as ‘standard’ policy approaches in 
the past, particularly in energy policy, such as information campaigns and 
stakeholder networks. 
 
In the UK, more attention is starting to be given to the role of information, 
persuasion and deliberation in policy implementation. For example, the UK 
Government set up a Behavioural Insights Team within its Cabinet Office in 
2010 with the aim of applying the ‘nudge’ theory to areas of policy, such as 
energy efficiency, health, tax, consumer data access and organ donation 
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(Behavioural Insights Team Annual Update 2010-2011 report). The UK is the 
first country to set up a dedicated team within Government to apply behavioural 
theories to public policy. However, the Behavioural Insights Team was 
privatised in 2014 to become independent of government. The ‘nudge’ theory 
was developed by Thaler and Sunstein (2008) and argues against the 
traditional neo-classical economics view that people always make decisions 
rationally under conditions of being fully informed through access to perfect 
information. Instead, it states that people make predictable mistakes based on 
their experiences (heuristics) and social interactions. Dawnay and Shah (2011) 
(in Dietz et al., 2011, pp. 74-75) expand this notion by listing key influences on 
people’s decisions: 
 
• Other people’s behaviour matters 
• Habits are important 
• People are motivated ‘to do the right thing’ 
• People’s self-expectations influence how they behave 
• People are loss-averse 
• People are bad at computation 
• People need to feel involved 
 
The influence of peers, experiences, habits, social norms and availability of 
(and ability to process) information are key characteristics of human behaviour 
(Strachan and Warren, 2011) that need to be considered in the design and 
implementation of policies to encourage consumer engagement with DSM. As 
Gellings and Chamberlin (1993) note: “Research indicates energy-use 
behaviour and belief are resistant to change. Successful approaches to the 
consumer seem to be personal, possibly emotional, specific and narrow with 
concrete suggestions” (p. 340). Hence, the traditional incorporation of rational 
choice theory (the theory stating that people act rationally) in policy 
development is beginning to be replaced with a more holistic policy framework 
(notably in European countries) that incorporates the importance of information, 
persuasion and deliberation. These arguments have particular relevance to the 
residential sector, but can similarly be applied to the non-residential sector. For 
example, competitors may represent credible ‘peers’ and hence an organisation 
is more likely to adopt certain measures if their competitors do (Gellings and 
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Chamberlin, 1993, p. 334). A recent, comprehensive review by Sorrell (2015) 
highlights that governments are increasingly using ideas from behavioural 
economics and social psychology to inform policy design for energy efficiency, 
though argues that an effective policy approach would draw upon all disciplinary 
perspectives. 
 
Hogwood and Gunn (1984)’s Stages Model is useful in breaking down the 
policy process into sub-stages beyond simply design, implementation and 
evaluation. However, an important criticism is that evaluation should take place 
at all stages of the policy process. Furthermore, the post-policy evaluation 
should be used in the design of future policies. The next sub-section applies 
these ideas to the discussion of DSM policy theory. 
 
2.3.2 DSM Policy Types 
 
DSM policies can be categorised into those that are market-based, regulatory, 
fiscal, information-based or voluntary (Warren, under review). Some authors, 
such as Grubb (2014) reduce the number of policy categories to three: 
information-based tools, regulatory standards and financial incentives (p. 165). 
Here, market-based policies would mainly come under financial incentives and 
voluntary policies would primarily come under information-based tools or 
financial incentives. Nevertheless, five categories are used in order to provide 
more depth to the analysis. However, in practice, many DSM policies cut across 
different categories, for example, the UK’s Green Deal policy (implemented in 
2013) has both financial and voluntary policy aspects to its design – it is 
voluntary for consumers to take advantage of the scheme and it has a financing 
mechanism that removes the upfront costs of energy efficiency purchases by 
recovering payments through the savings generated (UK DECC, 2010). A 
further important consideration is that in practice, demand-side policies can be 
implemented as a policy package rather than as stand-alone policies (explored 
in chapter four). Figure 9 summarises the main categories of DSM policy and 
table 2 then lists specific policies for each category. 
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Figure 9: the main categories of demand-side management policy 
 
Market-based DSM policies include market transformations (MT), incentive 
payment-based demand response (IPBDR) and price-based demand response 
(PBDR). Market transformations refer to long-term broad policies for stimulating 
the market development of energy efficiency and other demand-side resources, 
as well as overcoming the market barriers to DSM technological development 
and innovation. Although a more specific definition of MT is lacking in the 
energy policy literature, some authors have proposed that it should have a more 
technical meaning that relates to the encouragement of social, technological 
and economic change in the direction of greater energy efficiency (Blumstein et 
al., 2000; Geller and Nadel, 1994). From a policy perspective, MT can include a 
range of other DSM policy categories, such as subsidies, information 
campaigns, performance standards and labelling programmes that are usually 
included together as policy packages, but the main focus is on overcoming the 
barriers to DSM development, which is not the specific focus of the other DSM 
policy categories as stand-alone policies. 
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Policy Category Specific Policy 
Incentive payment-based demand 
response Direct load control (automation) 
  Interruptible/curtailable programmes 
  Demand bidding/ancillary services market provision 
  Emergency demand response 
  Relieving network constraints in specific locations 
Price-based demand response Time-of-use pricing 
  Critical peak pricing 
  Real-time pricing 
  Extreme day pricing 
  Extreme day critical peak pricing 
  Inverted block pricing 
Market transformations Energy efficiency barriers removal/market stimulation 
Infrastructure rollouts Smart meter rollouts (with/without In-home displays) 
Utility obligations Utility obligations 
  Energy efficiency white certificate trading systems 
Labelling Appliance labelling 
  Equipment labelling 
  Building labelling 
Performance standards Appliance standards 
  Equipment standards 
  Building standards/codes 
Loans and subsidies Loans (no- or low-interest) 
  Subsidies/rebates/grants 
  Tax reductions/credits/exemptions 
Utility business models Decoupling (no cost-recovery) 
  Shareholder incentives: shared benefits 
  Shareholder incentives: performance targets 
  Shareholder incentives: rates of return 
  Revenue regulation 
  Cost-recovery mechanisms 
  Direct incentives/payments 
  System benefits charges/public goods charges 
Research and development 
programmes 
Government-stimulated large-scale DSM 
technological trials/pilots 
  Market development and deployment programmes 
Information campaigns General information and marketing programmes 
  Energy auditing programmes 
  Information centres 
  
Education, training, certification and technical 
support 
  On-bill information 
  Leading by example (e.g. public sector) 
Voluntary programmes Agreements with industrial companies 
  Agreements with large commercial organisations 
 
Table 2: the main specific demand-side management policies 
 
Incentive payment-based demand response refers to the response of 
consumers to incentives (excluding price changes), such as direct financial 
payments for reducing non-essential energy consumption during peak times 
(Albadi and El-Saadany, 2008). From a policy perspective, it refers to the 
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presence of regulatory frameworks to allow the inclusion of demand response 
as a resource in balancing, reserve, or capacity markets. Most IPBDR policies 
to date have focussed on industrial agreements for peak load reduction, rather 
than the aggregation of load reductions from a number of smaller loads (as 
discussed in sub-section 2.2.3). 
 
Price-based demand response refers to the response of consumers to price 
changes, such as consuming when energy prices are cheap (e.g. during the 
night) and reducing consumption during peak times (e.g. in the morning when 
people wake up or in the evening after work when people are cooking and 
watching television) (O’Connell et al., 2014). From a policy perspective, like 
IPBDR, it refers to the presence of regulatory frameworks to allow the 
introduction of different consumer tariffs, such as time-of-use pricing (where it is 
cheaper to consume at certain times of the day or year), critical peak pricing 
(where it is expensive to use energy during peak periods) or real-time pricing 
(where consumers are charged hourly fluctuating prices reflecting the real cost 
of energy in the wholesale market) (Albadi and Al-Saadany, 2008). 
 
Regulatory policies include utility obligations (UO), infrastructure rollouts (IR), 
performance standards (PS) and labelling (LB). Utility obligations refer to the 
setting of energy savings or carbon savings targets for suppliers, distributors, 
public entities, or building owners or users (THINK, 2012). The obligated parties 
must meet quantitative targets by specific dates by delivering or procuring 
eligible energy savings produced by implementing approved end-use energy 
efficiency measures (IEA DSM Programme, 2012). From a policy perspective, 
UO involves the setting of mandatory targets that are usually backed by 
legislation and regulation, and involve penalties for utilities that miss their 
targets. 
 
Infrastructure rollouts refer to the national or regional deployment of DSM-
enabling infrastructure, such as smart meters and in-home displays (monitors 
that display information about energy consumption, costs, carbon emissions 
and other relevant information). From a policy perspective, smart meter rollouts 
require appropriate regulatory frameworks and legislation to ensure that rules 
are adhered to, such as smart meter design, ensuring data privacy, detailing the 
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timeline for the rollout, assessing costs and likely impacts, and clearly stating 
which parties (usually utilities) will undertake the rollout (Cuijpers and Koops, 
2012; McKenna et al., 2012). 
 
Performance standards refer to minimum energy performance standards for 
appliances, equipment and buildings. From a policy perspective, PS can be 
mandatory or voluntary and apply to all relevant manufacturers of appliances 
and equipment. Building regulations and building codes apply to all relevant 
building owners, managers and developers. In most cases, the standards are 
revised over time to reflect improving levels of energy efficiency (Harrington and 
Damnics, 2001). Mandatory standards are backed by legislation and regulations 
(Lee and Yik, 2004), and involve penalties for non-compliance. Voluntary 
standards set targets or negotiated agreements for average market efficiency 
rather than specifying the performance of individual appliances or equipment 
(Harrington and Damnics, 2001). 
 
Labelling refers to the inclusion of relevant information on energy performance 
on appliances, equipment and buildings. Information is usually displayed within 
a label (for appliances and equipment) or certificate (for buildings) and includes 
information such as energy efficiency, carbon savings and cost savings. From a 
policy perspective, like PS, LB can be mandatory or voluntary and aims to 
encourage the consumer uptake of energy efficient technologies to contribute to 
meeting policy objectives for environmental protection (Banerjee and Solomon, 
2003). Labels can be mandatory (backed by legislation and regulation with 
penalties for non-compliance), or voluntary (where manufacturers and 
developers are not obliged to display labels or certificates). Although labelling is 
an information-related policy, it is separated from the information campaigns 
category in order to emphasise that the latter group focuses on targeted 
campaigns and energy audits, rather than larger scale labelling of entire product 
chains and buildings. Furthermore, labelling is often implemented alongside 
performance standards (as shown in chapter four), which similarly requires 
regulation to implement. 
 
Fiscal policies include loans and subsidies (L&S), tax incentives, funding for 
research and development programmes (R&D) and alternative utility business 
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models (UBM). Loans and subsidies (including no- or low-interest loans, grants, 
rebates and payments) focus on providing capital for (usually specified) DSM 
technologies (e.g. see Gillich and Sunikka-Blank, 2013). Tax incentives 
(including tax reductions, tax credits and tax exemptions) concentrate on 
reducing the costs of DSM technologies by reducing the tax paid on purchasing 
them directly or indirectly (through reductions in other (non-energy-related) 
taxes) (e.g. see Gold and Nadel, 2011). A Bonus-malus tax system involves 
increasing taxes for energy inefficient technologies in addition to reducing taxes 
for energy efficient technologies. In this research, tax incentives are included 
within the broader category of ‘loans and subsidies’, as outlined in chapter 
three. 
 
Research and development programmes refer to the government funding of 
large-scale research and innovation activities or to reduce the costs of certain 
DSM technologies through development, demonstration and deployment (e.g. 
see Kimura, 2009). Only large-scale R&D programmes are included in the 
research, which is justified in chapter three. Although figure 9 includes R&D 
programmes in the fiscal category, it can cut across different policy types (for 
example, it could be included under the information-based category). Here, it is 
included in terms of government funding. 
 
UBM refers to alternative business models for energy utilities, such as cost-
recovery mechanisms, decoupling policies, energy service company models 
(ESCOs) and negawatt aggregators, to put demand-side options on an equal 
basis (in terms of profitability) to supply-side options (e.g. see NRDC, 2013). 
UBM has been implemented widely in the USA at a state-level but has had 
limited application in other countries. Decoupling policies aim to decouple the 
amount of profit that utilities make from the amount of energy that they sell 
(Hayes et al., 2011), in order to overcome the disincentive for utilities to invest 
in energy efficiency as a resource. This can be achieved through cost-recovery 
mechanisms (Crossley, 2010), which are discussed in sub-section 2.3.3. 
Complementary approaches to cost-recovery mechanisms are the development 
of new business arms for utilities to offer negawatt aggregation services 
(discussed in sub-section 2.1.3) or energy efficiency services through ESCOs. 
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ESCOs aim to focus on the services that are provided by the use of energy 
rather than simply the amount of energy that is bought and consumed. Thus, 
through ESCOs, utilities can have the incentive to provide the services using 
less energy. Services include heating, cooling, lighting, comfort and 
refrigeration (Boait, 2009). Although there are a number of ESCO business 
models, commonly the ESCO would fund the installation of energy efficiency 
technologies in the consumers’ buildings and the consumers would pay back 
the costs (plus an interest rate) through their energy bills. Performance 
contracting ensures that services are delivered by monitoring performance 
(Boait, 2009), and guaranteeing that the savings produced from DSM measures 
are sufficient to cover the cost of the measures over their lifetime (ICF 
International, 2007). UBM is explored in more depth in sub-section 2.3.3. It is 
included under the broader fiscal group due to the focus on financially 
incentivising utilities to place demand-side options on an equal basis with 
supply-side options. However, there is some overlap with the regulatory group, 
as regulation is required to implement the policy. 
 
Information-based policies include information campaigns, energy audits, and 
education and training programmes. In the research, all three categories are 
included under the broader category of information campaigns (IC), as justified 
in chapter three. IC refers to government funding for general marketing 
campaigns conducted either directly by the government (or a government 
agency) or by a third party. The campaigns aim to encourage the adoption of 
DSM measures by consumers and/or to educate them on energy issues and 
the role that DSM can play (e.g. see Murray, 2010). Energy audits aim to 
provide information to consumers on their consumption and how to manage and 
reduce it in order to reduce costs. They are site-specific programmes (though 
they can be conducted for a number of sites where consumers have multiple 
buildings) and recommendations are tailored to the consumer in question (e.g. 
see Fleiter et al., 2012). Education and training programmes aim to develop the 
skills base for DSM by establishing formal certification systems and 
qualifications for energy management and auditing. Examples include the ISO 
50001 international standard for energy management and the ISO 140001 
international standard for environmental management (ISO, 2014). 
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From figure 9, twelve DSM policy categories are analysed in the research: 
incentive payment-based demand response (IPBDR), price-based demand 
response (PBDR), market transformations (MT), utility obligations (UO), 
performance standards (PS), labelling (LB), infrastructure rollouts (IR), loans 
and subsidies (L&S), alternative utility business models (UBM), research and 
development programmes (R&D), information campaigns (IC) and voluntary 
programmes (VP). Tax incentives are included under L&S, energy audits and 
education and training programmes are included under IC, and industrial 
agreements and commercial energy management are included under VP. 
Chapter three discusses and justifies the policy categories further. 
 
2.3.3 Policy Challenge: Incentivising Utilities 
 
Sub-section 2.1.4 highlighted the main challenges and barriers to the 
development of DSM. Two of the greatest DSM policy challenges are how to 
incentivise utilities and consumers to engage with the demand-side. For utilities, 
there is a disincentive for them in selling less of their product by investing in 
energy efficiency in their customer base. For consumers, engaging with 
demand-side activities has often been seen as an area of little interest and 
excitement to them, as it is not a priority issue in the context of other everyday 
concerns of a more social nature (Whitmarsh, 2011; Poortinga and Pidgeon, 
2003). As discussed in sub-sections 2.1.4 and 2.3.1, many consumers exhibit 
‘wider rationalities’ where they are influenced by the actions of peers, 
neighbours, family, social norms and habits (Strachan and Warren, 2011; 
Dawnay and Shah, 2011; Johnson-Brown and Reingen, 1987). Despite this, 
this sub-section focuses on how to incentivise utilities, as there is a vast 
literature on consumer decision-making and how to incentivise consumers (e.g. 
Wilson and Dowlatabadi, 2007; Granovetter, 1973; Mau et al., 2008). 
 
Utilities in most countries, particularly those with liberalised energy markets, 
operate in a market where profits are based on the amount of electricity or gas 
sold. Historically, DSM activities undertaken by utilities were for load 
management purposes (primarily utilising demand response to reduce costs), to 
comply with regulation or to defer investment in infrastructure (such as new 
generation capacity). There are also a number of indirect benefits to utilities 
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from engaging with the demand-side, such as customer retention and improved 
corporate image and trust. However, the direct financial benefits, such as 
through new business opportunities (energy services and negawatt aggregation 
services), have been reasonably limited outside of North America (where 
contextual factors, such as the market structure, climate, energy demands, 
electricity systems, culture and regulatory environment are different to that of 
other regions, such as Europe and east-Asia). The primary reason for this is 
that current utility business models and regulatory frameworks are not aligned 
with allowing demand-side options to be profitable on a competitive basis with 
supply-side options. 
 
The discussions in this sub-section focus on market structures that are not fully 
liberalised and how demand-side options can be incentivised in such market 
environments. The key future challenge for policy is how (if it is indeed possible) 
to apply these ideas to liberalised markets. One of the most important aspects 
in this respect is utility structure. Vertically integrated utilities own the supply, 
transmission and distribution aspects of one energy resource (electricity, gas or 
water), whereas horizontal utilities own more than one energy resource 
(electricity, gas or water) but for one aspect of the energy system (supply, 
transmission or distribution) (Joskow, 2008; Walsh and Todeva, n.d.). However, 
in practice, a number of liberalised markets have a mixture of both types of 
utility. For example, in the UK, the six largest energy companies (British Gas, 
EDF Energy, E.ON UK, npower, Scottish Power, and Scottish and Southern 
Energy) have both generation and supply arms, and are involved in both the 
electricity and gas markets. In practice, the companies generate power and sell 
it to their supply arms rather than trading it on the open market (Ofgem, 2014). 
 
Transmission and distribution networks are natural monopolies and National 
Grid operates the transmission networks in the UK. There are eight main 
distribution network companies in the UK, which operate on a geographical 
basis. Unusually, two of the six largest energy suppliers (Scottish Power and 
Scottish and South Energy) are also distributors. Natural monopolies exist in 
many states in the USA and it is here that experiences with alternative utility 
business models (UBM) have had practical success. The country has been the 
pioneer in introducing policy and business models to incentivise utilities to 
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engage with the demand-side. However, natural monopoly utilities are subject 
to economic regulation where regulatory state authorities, such as public utilities 
commissions, set the ‘rates’ (the prices that consumers are charged). In the 
USA, public utilities are either publicly traded corporations or private 
businesses. In liberalised energy markets, such forms of economic regulation 
no longer apply and prices are usually set through competition (RAP, 2011). 
Thus, the challenge for implementing UBM in liberalised markets becomes 
apparent and this is the subject of current work that is forthcoming (in Warren, 
under review). 
 
The business and policy models for UBM in markets with public utilities are 
summarised in table 3, which is adapted from Hayes et al. (2011), Crossley 
(2010) and Warren (under review). Business models focus on the utility and 
policy models focus on the required regulatory support. 
 
Business model Decoupling (without recovery) 
 Lost Revenue Adjustment Mechanisms (LRAMs) 
 Shareholder Incentives: Shared Benefits 
 Shareholder Incentives: Performance Targets 
 Shareholder Incentives: Rates of Return 
Policy model Revenue regulation 
 Full recovery (reduced sales and DSM programme costs) 
 Enhanced full recovery (plus additional profit) 
 Recovery of reduced sales only (partial recovery) 
 Recovery of DSM programme costs only (partial recovery) 
 Direct incentives for DSM 
 
Table 3: business and policy models to incentivise utilities to engage with 
DSM 
 
In terms of business models, decoupling seeks to detach the amount of profit a 
utility makes from the amount of electricity or gas it sells by ensuring that it can 
benefit from offering demand-side services to its customers. This is done 
through the regulation of its revenue by making sure that it does not receive 
less than the authorised fixed costs nor more from increased sales (Hayes et 
al., 2011). Thus, the disincentive to engage with DSM is removed and the 
incentive to sell more electricity or gas is removed. Lost Revenue Adjustment 
Mechanisms (LRAMs) allow utilities to recover lost revenue through rate 
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adjustments, though they can still increase returns from increased sales 
(Baxter, 1995). Thus, this is a form of partial decoupling, as it deals only with 
revenue losses (Eto, 1994). Shareholder incentives aim to take the previous 
concepts a step further by allowing utilities to profit from DSM programmes and 
they can be split into three main types: shared benefits, performance targets 
and rates of return (Hayes et al., 2011). Shared benefits involve the utility 
sharing the benefits of DSM programmes with the ratepayers, with the utility 
benefiting from some of the value of the energy savings achieved. Performance 
targets aim to reward utilities for achieving previously defined energy or carbon 
savings goals through energy efficiency. These targets are often set on a 1-3-
year basis. There is overlap here with utility obligations (UO) (called energy 
efficiency resource standards in the USA), as targets are set for utilities. The 
main difference is that these mechanisms try to adapt or change the underlying 
business models of utilities rather than simply set targets that utilities must 
meet. Furthermore, rewards are not given for successfully meeting targets 
(though penalties usually exist for not meeting targets). Thus, UO does not aim 
to change the business models of utilities, which is where the definitional 
boundary is drawn. Rates of return seek to give utilities a return based on 
efficiency spending or savings (Hayes et al., 2011). 
 
In terms of policy models, revenue regulation reflects the decoupling business 
model to ensure that utilities receive consistent revenues regardless of the 
amount of electricity or gas that they sell but with periodic (often annual) 
adjustments to the revenues based on actual sales (to prevent under- or over-
selling in any given year) (Crossley et al., 2000). The recovery of foregone 
revenue (from reduced sales) and DSM programme costs policy model reflects 
those business models that involve cost-recovery mechanisms. With full 
recovery, the utility can recover reduced sales and DSM programme costs 
(Crossley, 2010). With partial recovery, the utility can recover either reduced 
sales or DSM programme costs (Hayes et al., 2011). With enhanced full 
recovery, the utility can recover reduced sales, DSM programme costs and 
additional profit (Warren, under review). Direct incentives for DSM is a policy 
model that reflects the shared incentives business models, but also includes 
direct payments to utilities for DSM activities (Crossley, 2010) 
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Figure 10 graphically summarises the main business and policy models for 
incentivising utilities to engage with the demand-side and how they impact on 
utility revenues and costs. Utility costs include investment in new generation 
capacity, infrastructure, operation and maintenance. In each business and 
policy model (1-4), utility costs decrease overall (theoretically by the same 
amount), but this is primarily due to deferred investment in generation 
infrastructure and improved efficiency of operation rather than general operation 
and maintenance (as DSM can sometimes increase utility costs due to 
increased administrative complexity). The x-axis shows the independent 
variable (UBM) and the y-axis shows the dependent variable (utility revenues 
and costs). The general premise is that moving from 1-4 along the x-axis results 
in a greater difference between revenues and costs as utility revenues increase. 
In other words, the benefits to the utility increase as one moves from 1-4. 
However, the funding source for the additional benefit needs to be established, 
which is usually provided through consumer bills though governments may 
directly pick up the costs if the impact on consumer bills is too great. 
 
 
 
Figure 10: business and policy models to incentivise utilities to engage 
with DSM 
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As figure 10 shows, introducing decoupling policies without any recovery of 
potential lost revenue from reduced sales and DSM programme costs (UBM 1) 
leads to a reduction in utility revenue but still leads to an overall benefit as the 
reduced utility costs are greater than the reduced sales. In this case the utility 
funds any additional costs. Introducing policies to recover DSM programme 
costs (UBM 2) increases the utility benefit as it can recover the administrative 
and deployment costs of DSM programmes. This is partial cost recovery – 
LRAMs fit into this category in reverse where potential lost revenue from 
reduced sales can be recovered but not DSM programme costs. Full recovery 
allows the recovery of DSM programme costs and potential lost revenue from 
reduced sales (UBM 3). Enhanced full recovery (UBM 4) allows the full recovery 
of costs as in (3) but allows extra profit to be recovered in addition. Some types 
of shareholder incentives fit into this category. In all cases (1-4), costs are 
recovered primarily through consumer bills. 
 
The practical implementation of such business and policy models depends on 
the individual contexts of the country or state where they are being introduced. 
Despite this, there has been limited practical implementation of UBM outside of 
the USA. Although implementation has been driven at a state-level rather than 
at the national-level in the USA, a growing number of states have introduced 
the policies within their jurisdictions. In 2013 half of the states had introduced 
decoupling policies, as shown in figure 11 overleaf (taken from the Natural 
Resources Defense Council (NRDC), 2013). 
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Figure 11: US states that have introduced decoupling policies for electric 
and/or gas utilities as of August 2013 
 
Twenty-six states plus the District of Columbia had some form of utility 
decoupling (electric and/or gas) in place by August 2013 (NRDC, 2013). In 
addition, three states had pending gas decoupling (Nebraska, Delaware and 
Connecticut) and three had pending electric decoupling (Minnesota, Arkansas 
and Maine). Although it is unlikely that decoupling will be implemented at a 
national level due to differences in context between the states, it is likely that 
most states will individually implement some degree of decoupling during the 
2010s. 
 
The US experiences with decoupling policies have generally been successful, 
but a key challenge is in determining their transferability to other continents, 
such as countries and states in Europe, Asia, Australasia, South America or 
Africa. In the USA, a large number of utilities operate locally or regionally and 
are usually publicly- or investor-owned but with a strong degree of regulation 
from state public commissions. In Europe, utilities are often large, private and 
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multi-national with operations in different countries. Thus, a policy implemented 
in one country of operation should be implemented in the other countries where 
the utility operates in order to prevent the potential misalignment of business 
models to the regulatory frameworks of the countries in question. The European 
Commission could be an effective way to deliver decoupling policies across 
European countries, though this would still be challenging due to the contextual 
differences between the USA and Europe (and within Europe), such as market 
structures, climate, energy demands, electricity system structures, culture and 
regulatory environments. Large utilities operating in countries with fully 
liberalised energy markets can be adverse to a strong degree of government 
intervention and increased regulation, which can cause political challenges for 
those governments. This is due to the strong focus on developing free, 
competitive markets in Europe (e.g. see European Commission, 2012) and 
UBM requires the regulation of utilities. In east-Asia, especially China, there 
could be more opportunity for successfully transferring decoupling policies from 
the USA, as utilities have a strong governmental presence. 
 
2.4 DSM Policy Evaluation 
 
2.4.1 Theory 
 
Rigorous policy evaluation should include a critical appraisal of the full policy 
process from policy proposal through design and implementation to the post-
policy evaluation stage, as argued in sub-section 2.3.1. Policy theory-based 
approaches emphasise the need for evaluation during the implementation stage 
of the policy (see Rossi et al., 2004; Rogers et al., 2000). They aim to identify 
issues that occurred in the design and implementation in an iterative process of 
design, evaluation and redesign (Harmelink et al., 2008). The realist synthesis 
type of systematic review (as developed by Pawson, 2002) extends the thinking 
behind policy theory-based approaches to synthesise high-quality evaluations 
that focus primarily on the mechanisms behind how and why interventions work 
(or fail) (Warren, 2014b). However, systematic reviews are resource-intensive 
and usually beyond the scope of policy evaluations sought by governments. 
Some governments, such as the UK, are increasingly using rapid evidence 
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assessments (REA) to collect data on the impacts of policies (see UK Civil 
Service, 2014). Unlike systematic reviews, which often require a team of 
researchers working over a minimum of one year, a single evaluator can 
undertake a REA in less than six months. REA is a narrower and condensed 
version of a systematic review. Review methods are discussed in chapter three. 
 
Evaluations of DSM policy are typically either ex-ante or ex-post though some 
governments, such as the USA, favour a combination of both evaluation types. 
Ex-ante appraisals look at the expected effects of a policy (for example, 
‘deemed’ energy savings and engineering estimates), whereas ex-post 
evaluations look at the empirical results of a policy (for example, measuring the 
actual impacts from monitoring studies) (Fischer, 1995). Ex-ante appraisals can 
only estimate in advance the potential effectiveness of a policy but are much 
less resource-intensive to carry out (Warren, under review). In contrast, ex-post 
evaluations require measurements and monitoring of policy impacts to be 
conducted, which increases the reliability of the estimates of the impacts but are 
more resource-intensive to carry out (Warren, under review). Combined 
approaches are useful where ex-post evaluations feed into improving the 
accuracy of modelling tools in ex-ante appraisals (Mundaca and Neij, 2010). 
However, as Stern and Vantzis (2014) show, evaluators in North America tend 
to undertake ex-post evaluations, whereas in Europe, evaluators more 
commonly conduct ex-ante appraisals. Stern and Vantzis (2014) argue that 
Europe can learn from the North American experiences in conducting ex-post 
evaluations to improve the reliability of policy evaluations. In addition to the type 
of evaluation, who evaluates the policy is similarly important. Ex-post 
evaluations undertaken by governments can be politically damaging if they 
show a policy to have failed and it is possible that biases could exist in such 
evaluations. As a result, there is arguably a role for independent third parties to 
undertake evaluations of DSM policies using a combination of ex-ante and ex-
post methods. 
 
In calculating energy savings in all types of DSM policy evaluation, it is crucial 
to consider the factors summarised in figure 12 (the ‘perfect’ evaluation), which 
can be broken down into: calculating the energy consumption baseline, making 
gross savings adjustments, the attribution of energy savings, and monitoring 
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and verification. The figure is adapted from the systematic review sample of 
high-quality DSM policy evaluations, which is discussed in chapter three. The 
energy consumption baseline refers to how the consumption that would have 
occurred without the programme (the baseline) was calculated. Making gross 
savings adjustments looks at how adjustments to energy savings were made, 
such as the lifetime of the measures installed or the degree of rebound effects, 
where financial savings from reduced energy consumption can be used to 
increase energy use overall, either directly (through the same activities) or 
indirectly (through other energy-consuming activities) (Sorrell, 2007a; Sorrell et 
al., 2009). The attribution of energy savings refers to, for example, whether or 
not the programmes resulted in additional savings to what would have occurred 
had they not been implemented (additionality), or the degree of free ridership, 
where consumers would have still engaged with DSM in the absence of the 
programmes. Monitoring and verification looks at the degree of monitoring to 
assess the actual impacts of the programmes and to ensure that energy 
savings are not double counted. 
 
 
 
Figure 12: important considerations in DSM policy evaluation 
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2.4.2 Practice 
 
In practice, DSM policies tend to be evaluated ex-ante with some small-scale 
ex-post monitoring to ensure that reality is still reflected. For example, the UK 
has used ex-ante approaches to evaluate its utility obligations since the first 
obligation began in 1994 (the Energy Efficiency Standards of Performance 
(EESoP 1)), which were based on the lifetime savings estimates from various 
installed measures. However, as Staniaszek and Lees (2012) argue, the 
accuracy of the evaluations has improved as energy savings were adjusted and 
validated over years of monitoring. The Carbon Emissions Reduction Target 
(CERT), which ran from 2008-2012, used a more combined approach with 
modelled data and data submitted by electricity suppliers (samples of which 
were independently verified and audited), alongside a programme of physical 
monitoring undertaken by the UK Energy Saving Trust (Staniaszek and Lees, 
2012). Similar methods of evaluation are used in other European countries, 
such as Denmark and France, where standard values are often used and 
specific calculations are made where activities do not fit into particular standard 
categories. 
 
Figure 12 conveys the theoretically ‘perfect’ policy evaluation, which in practice 
is rarely conducted due to resource constraints, such as funding, time, labour, 
expertise, practical difficulties and ethical considerations. Thus, evaluators 
make trade-offs between what is accounted for and what is not. Despite this, 
there is a clear pattern as to what evaluators focus on, as shown in the 
systematic review sample of high-quality DSM policy evaluations (discussed in 
chapter three). For attribution of energy savings, additionality is frequently 
discussed, followed by free riders. For gross savings adjustments, measure 
lifetimes are usually included but rebound effects are rarely calculated. 
However, rebound effects are difficult to determine and there are still large 
uncertainties over their true extent (see Sorrell, 2007a and Sorrell et al., 2009 
for comprehensive reviews). The energy consumption baseline is arguably the 
most important aspect of DSM policy evaluation (Vreuls, 2014). It is a challenge 
to calculate due to the uncertainties in determining how consumers would have 
behaved without the DSM programme. However, extrapolating from past 
demand patterns is usually used to do this. 
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2.4.3 Evidence Base 
 
The quick scoping review and the systematic review (outlined in chapter three) 
highlight that the evidence base for high-quality DSM policy evaluation is 
reasonably limited, with the majority of evaluations having been conducted by 
industry, rather than by academia or by governments. Chapter three discusses 
evidence quality and chapter four analyses the current evidence base for DSM 
policy evaluation. As highlighted in chapter one and further discussed in chapter 
three, there has been a wealth of literature on DSM since the energy crises of 
the 1970s. However, a large proportion of the work has focused on utility 
programmes (independent of government) in the USA, which were introduced 
primarily for portfolio and load management purposes. Outside of the USA, 
DSM research has examined technological (or behavioural) trials or modelled 
the future potential of DSM in the energy system. Thus, despite much research 
on DSM, there is limited analysis from academia and governments on the policy 
side of DSM. This forms part of the justification for the research and this thesis 
aimed to capture and analyse a large proportion of the high-quality evidence 
base that exists for DSM policy evaluation. 
 
2.5 Summary 
 
A review of the definitions of demand-side management (DSM) since the 
energy crises of the 1970s, when DSM was first implemented in national policy, 
reveals a shift from traditional discussions that focussed primarily on utility load 
management activities to broader definitions that encompass government policy 
for the full range of demand-side activities. Thus, DSM in the 21st century refers 
to technologies, actions and programmes on the demand-side of energy meters 
that seek to manage or decrease energy consumption, in order to reduce total 
energy system expenditures or contribute to the achievement of policy 
objectives such as emissions reduction or balancing supply and demand. 
 
Some of the primary drivers for demand-side activities outside of government 
regulation are for utilities to defer investment in generation infrastructure and to 
encourage more active market participation from consumers in order to 
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contribute to balancing supply and demand at least-cost. However, the 
business model of traditional utilities is based on increasing profits through 
selling more energy, and thus there is a disincentive for utilities to encourage 
consumers to use less energy. Furthermore, research from the behavioural 
economics and social psychology literature has shown that consumers exhibit 
‘wider rationalities’ where they are influenced by social norms, habits, peers, 
competitors, family and neighbours, which have led to consumers’ limited 
engagement with DSM historically. 
 
Business and policy models to overcome the disincentive for utilities to engage 
with DSM have been implemented at a state-level in half of the states in the 
USA. Alternative utility business models (UBM), such as decoupling and lost 
revenue adjustment mechanisms (LRAM), appear to have worked well in 
markets with public utilities that are economically regulated by public utilities 
commissions. There is potential for such models to be transferred to other 
countries with similar energy market structures. However, UBM would be 
challenging to implement in fully liberalised markets, such as those in the 
European Union (EU), due to the lack of required economic regulation – 
instead, prices are determined based on competition. 
 
DSM policy can be categorised into policies that are market-based, regulatory, 
fiscal, information-based or voluntary. UBM is a set of policies that come under 
the fiscal category. Evaluations of DSM policy tend to be ex-ante appraisals 
(undertaken before a policy has been implemented), ex-post evaluations 
(undertaken after a policy has been implemented) or a combination of both 
types. Rigorous policy evaluation should include a critical appraisal of the full 
policy process from policy proposal through design and implementation to the 
post-policy evaluation stage. However, in practice this is rarely done, as chapter 
four discusses. Important considerations in the evaluation of DSM policy are the 
attribution of energy savings (such as additionality), making gross savings 
adjustments (e.g. accounting for rebound effects), calculating the energy 
consumption baseline, and undertaking monitoring and verification. DSM policy 
evaluation is the focus of this research and is discussed in more depth in the 
next chapter. 
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3 Chapter 3: Research Design 
 
3.1 Research Focus 
 
This chapter discusses and justifies the methodological approach employed in 
the research. Section 3.1 outlines the research focus in terms of research aims 
and questions; section 3.2 discusses the overarching philosophy and 
methodology of the thesis; section 3.3 details the methods used for data 
collection; section 3.4 discusses and justifies the primary method of the 
research (systematic reviews); and section 3.5 details the techniques used for 
data analysis and synthesis. 
 
3.1.1 Research Aims 
 
Chapter one gave an overview of the main aim of the research: to determine 
the mechanisms behind DSM policy success and failure. 
 
The research aims to explore the key factors for success and failure for different 
types of DSM policy, such as those shown in figure 9 in chapter two. The 
literature review (which covered the 389 academic, industrial and policy 
documents included in the bibliography) highlighted that the evidence base for 
DSM policy evaluation is reasonably limited, with the focus of previous DSM 
research primarily focussing on trials and pilots of DSM technologies (such as 
smart meters and time-of-use tariffs), modelling studies of the future potential of 
DSM in the energy system (such as the future contribution of heat pumps and 
demand response) and programmes undertaken by utilities independent of 
government regulations (primarily for load management purposes). Research 
that has concentrated on the policy side of DSM has been limited to impact 
assessments conducted before the policy has been implemented (as is 
common in European evaluations) or after the policy period has ended (as is 
common in North American evaluations). However, the main research gap is 
the lack of attention given to the mechanisms behind how and why a policy 
succeeded or failed, as opposed to simply identifying its impacts. 
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3.1.2 Research Questions 
 
In order to meet the research aim, the following research questions were 
developed: 
 
1) What DSM policies have been implemented around the world with high 
quality documented evaluations? 
2) How and why do DSM policies succeed or fail, and what policies have 
been successful? 
 
To answer research question one, the thesis examines the evidence base for 
DSM policy evaluation and assesses the quality of the evidence in order to map 
out the global distribution of DSM policy implementation. The focus on high 
quality evaluations not only narrows the scope of the research to a project 
feasible within the timescales of a PhD but also overcomes issues of identifying 
countries/states that have implemented DSM policies but did not evaluate them, 
or evaluated the policies but did not translate them into English. This is 
discussed further in section 3.4. Answering the research question also allows 
the identification of the types of DSM policy that are more commonly 
implemented and in which countries/states. Furthermore, the global spatial 
distribution of the high quality evidence base can be determined, as well as 
temporal patterns showing how the evidence base has changed over time. 
However, temporal analysis is not an essential part of answering research 
question one and it is discussed as an area for further research in chapter six. 
Chapter four is the results and discussion chapter for research question one. 
 
To answer research question two, the thesis determines the mechanisms 
behind DSM policy success and failure. The analysis identifies the key factors 
for success and failure for different types of DSM policy and for different 
countries/states, and identifies which DSM policies have been successful and 
unsuccessful in particular countries/states. Policy success is defined and 
justified in sub-section 3.5.2 and in chapter five. Chapter five is the results and 
discussion chapter for research question two. 
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3.2 Methodology 
 
3.2.1 Research Philosophy and Approach 
 
The research questions are more focussed on exploration and theory building 
rather than theory testing by accepting or rejecting hypotheses. The thesis 
employs the research process onion concept for research design, which was 
developed by Saunders et al. (2007), as it provides an excellent way to 
visualise and categorise the scientific path from research philosophy to specific 
methods. Saunders et al. (2007) split the research process onion into six 
stages: ‘philosophy’, ‘approach’, ‘strategy’, ‘choice’, ‘time horizon’ and 
‘techniques’. The concept is visualised in figure 13 and is labelled to show the 
research design of the thesis. 
 
 
 
Figure 13: the research design of the thesis 
 
In the outermost sixth layer, the thesis fits into the pragmatism research 
philosophy, which focuses on the method and using methods that are well 
suited to meeting the research aims (Morgan, 2007). This is in contrast to 
philosophical paradigms that give less freedom in the methods and tools that 
could be employed and instead focus on the approaches and strategies that 
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should be employed, as can be the case with positivism and interpretivism 
(Saunders et al., 2007). In the fifth layer, the ‘approach’ employed in the thesis 
is inductive as data is synthesised and theories are built from the data rather 
than tested. The alternative research ‘approach’ is deductive, which involves 
the development of theory from the literature, which is then tested by accepting 
or rejecting hypotheses (Kellstedt and Whitten, 2013). However, as previously 
argued, the inductive approach is more suitable for research that is exploratory 
in nature. 
 
3.2.2 Research Strategy, Choice and Time Horizon 
 
The fourth layer of the research process onion identifies the research 
‘strategies’ that are employed. Saunders et al. (2007) identify seven main 
‘strategies’: experiments, surveys, case studies, action research, grounded 
theory, ethnography and archival research. The thesis uses archival research 
(in its broadest sense) as it primarily focuses on high quality documented 
evaluations of DSM policy. In the third layer, Saunders et al. (2007) state three 
research ‘choices’: mono-method, multi-methods and mixed methods. Mono-
method refers to a single method that is employed, which can be either 
quantitative or qualitative. Multi-methods are an extension of this where two or 
more methods are used that are either quantitative or qualitative (but not both). 
In contrast, mixed methods refer to the use of two or more methods that are 
quantitative and qualitative. Saunders et al. (2009, 5th edition) break down the 
mixed methods category further into ‘mixed-method’ and ‘mixed-model’. The 
former includes quantitative and qualitative methods but they are not combined 
in analysis procedures, whereas the latter includes quantitative and qualitative 
methods that are combined in analysis procedures. Although Saunders et al. 
(2009) provide useful methodological categories, the mixed methods category 
fails to categorise those methods that have both quantitative and qualitative 
aspects to them (such as certain types of interviews (discussed in sub-section 
3.4.8) and surveys). It is likely that these would be included within the ‘mixed-
model’ category due to the lack of separation of the quantitative and qualitative 
aspects of the method(s). If two or more of such methods were used, it is 
possible that a new category is needed, although an extension of the ‘mixed-
model’ category is arguably more appropriate. 
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In the second layer, the research ‘time horizon’, Saunders et al. (2007)’s two 
options, cross-sectional and longitudinal, are arguably limited. Cross-sectional 
studies undertake spatial analyses, whereas longitudinal studies undertake 
temporal analyses. However, there are a number of studies that undertake 
panel data analyses, which are multi-dimensional and cover both spatial and 
temporal aspects (Hsiao, 2003). This is missing from the research process 
onion concept. Despite this limitation, the concept is still a useful visualisation of 
the different approaches to science. In the innermost first layer, the research 
‘techniques and procedures’ refer to the specific methods for data collection 
and data analysis, such as document analysis, interviews, focus groups, 
modelling (such as energy system modelling and economic modelling), 
controlled experiments, physical monitoring, etc. Section 3.3 discusses the 
methods used in this research. 
 
3.3 Methods 
 
3.3.1 Methods for Policy Analysis 
 
Section 3.2 established the research methodology in order to provide the most 
appropriate research design for answering the two research questions. 
However, once the five outer layers of the research process onion concept have 
been established, the most appropriate methods for answering the research 
questions need to be determined. The focus of the thesis on policy analysis and 
the broad and global nature of the research questions requires a method that 
can comprehensively evaluate the evidence base at the level of national or sub-
national state policy. 
 
Yang (2007) states that “policy analysis involves using quantitative and/or 
qualitative techniques to define a policy problem, demonstrate its impacts and 
present potential solutions” (p. 349). Although this is a common definition of 
policy analysis, it is narrow in its approach, as it focuses only on policy impacts 
rather than policy mechanisms, which are crucial in the identification of 
improvements for future policies. However, the definition does highlight that 
there are numerous methods for policy analysis, which can be quantitative, 
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qualitative or mixed methods. Quantitative techniques include: modelling, 
quantification of inputs and outputs, descriptive statistics, statistical inference, 
operations research, cost-benefit analysis, risk-benefit analysis, Q methodology, 
multi-criteria decision-making analysis, cost-effectiveness analysis, survey 
research and impact assessments (Yang, 2007, p. 349; Nagel, 2002, p. 139). 
Qualitative techniques include: focus groups, interviews, participant 
observation, ethnographic research, action research, content analysis, 
document analysis, case study analysis and grounded research (Yanow, 2007, 
p. 405; Sadovnik, 2007, p. 421). Mixed methods include a combination of 
quantitative and qualitative methods, as discussed in sub-section 3.2.2. 
 
Bardach (2005) argues that the following five aspects are crucial for 
undertaking ‘best practice’ in policy analysis: 
 
• Developing realistic expectations 
• Analysing ‘smart’ practices 
• Observing the practice (functions and features) 
• Describing generic vulnerabilities 
• Assessing transferability 
 
The framework is useful and appropriate for analysing the research questions, 
as the research boundaries (discussed in section 3.4) allow the development of 
realistic expectations of what can be covered within the timescales of a PhD; 
‘smart’ or successful DSM policies are identified; the mechanisms (functions 
and features) of DSM policies are observed; failure factors for DSM policies are 
identified and described (vulnerabilities); and the transferability of successful 
DSM policies is highlighted as an area for further research. However, the 
challenge is the identification of one or more methods that can cover all five 
aspects of Bardach (2005)’s ‘best practices’ framework. This is discussed in the 
following sub-sections. However, in summary, review methods are particularly 
effective at capturing large amounts of data to answer research questions that 
look at national and international scales. They can be qualitative, quantitative or 
mixed methods, and in contrast to literature reviews, they aim to collect data for 
analysis (Warren, 2014b). 
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3.3.2 Research Methods 
 
The research utilises review methods in order to answer the two research 
questions. There are five main types of review method: quick scoping reviews, 
rapid evidence assessments (REA), systematic reviews, multi-arm systematic 
reviews and review of reviews. In practice, the five review methods can be 
combined into two main types: systematic reviews (covering multi-arm 
systematic reviews as well) and REAs (covering review of reviews and quick 
scoping reviews as well), which differ in quality, detail and the time and 
resources needed to undertake them. Figure 14 summarises the key 
differences between them. It is adapted from the UK Civil Service (2014), which 
provides a good overview of the main types of review methods. The most 
appropriate review method for comprehensively answering the research 
questions within the resources available is a systematic review, which is 
discussed and justified in section 3.4. 
 
 
 
Figure 14: a comparison of the main types of review methods 
 
Quick scoping reviews do not use systematic techniques (such as detailed 
search strategies, inclusion criteria and data quality assessments – discussed in 
section 3.4), and thus have a constrained focus and should be used to obtain a 
general overview of studies conducted on a specific and narrow topic (UK Civil 
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Service, 2014). Although they are the lowest quality of review method, their 
strength lies in the limited resources required to undertake them, such as time 
(usually one week to two months), funding, sources (and access to them) and 
labour (UK Civil Service, 2014). Quick scoping reviews are also essential parts 
of conducting systematic reviews and REAs, as they must be undertaken first in 
order to develop the review protocol for systematic reviews and REAs, as 
discussed in section 3.4. 
 
Unlike quick scoping reviews, REAs comprehensively cover a specific topic by 
using systematic techniques. However, the focus of REAs must be narrow in 
order to undertake them in less than half the time it takes to conduct a 
systematic review (2-6 months) (Ganann et al., 2010). REAs can be viewed as 
shorter versions of systematic reviews as they are conducted in the same way, 
but require fewer resources, such as time, funding, sources and labour. Thus, 
they are particularly useful for policy makers that require synthesis of 
knowledge in less than six months (Ganann et al., 2010). 
 
Systematic reviews aim to provide a full evidence map and synthesis of existing 
research (UK Civil Service, 2014). It is thus difficult to conduct a systematic 
review in less than one year full time (Warren, 2014b). As such, they are 
resource-intensive and require time for obtaining the relevant training in order to 
learn how to conduct them (Gough et al., 2012). However, where resources 
allow, they are often considered to form the top of the Hierarchy of Evidence, 
particularly in the medical sciences, as discussed in section 3.4 
 
Multi-arm systematic reviews follow the same principles as systematic reviews 
except that different types of systematic review (discussed in section 3.4) are 
conducted for different types of evidence (UK Civil Service, 2014). For example, 
meta-analyses are conducted where quantitative data from monitoring and trials 
are available, which can then be combined with syntheses of data from 
qualitative studies, such as interviews or focus groups. Such reviews are the 
most resource-intensive to carry out and usually require a team of researchers 
working for a minimum of one year (UK Civil Service, 2014). 
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Review of reviews use systematic techniques and normally take one week to 
two months to carry out. They require fewer resources than systematic reviews 
and REAs, such as time, funding, sources and labour, but require more 
resources than quick scoping reviews. A further strength of the method is that it 
focuses only on reviews of the topic in question (UK Civil Service, 2014), which 
helps to narrow the scope for the inclusion criteria and saves time by not 
needing to collate primary studies. However, this is also the main weakness of 
review of reviews, as each review varies in its quality and scope and would 
need to be assessed for its use of systematic methods. Smith et al. (2011) 
argue that the quality of the reviewed evidence base in each review needs to be 
described and summarised, and the strength of each review’s conclusions 
should be discussed. 
 
The five main review methods are classified as methods, as they aim to collect 
data and evidence for analysis. In contrast, literature reviews aim to collate 
relevant studies on a particular topic and appraise them in order to draw 
conclusions. The process includes the identification of the key arguments and 
research gaps without using systematic techniques. Thus, the purpose of 
literature reviews is not to collect data for analysis and hence they are not 
classified as a review method. 
 
3.4 Systematic Review 
 
3.4.1 Improving Evidence Quality 
 
Systematic reviews involve collating and synthesising all of the work that has 
been done on a particular intervention, trial or programme to better understand 
what works and what does not (Petticrew and Roberts, 2006). A number of 
disciplines, such as the medical sciences, use the Hierarchy of Evidence to 
determine the quality of research studies. As shown in figure 15, developed and 
described by the University of Illinois, editorials and expert opinion form the 
base of the pyramid, with case series and case reports above this, case-control 
studies above this, cohort studies in the middle, Randomised Control Trials 
(RCTs) second from top, and systematic reviews at the top of the pyramid. 
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Figure 15: the Hierarchy of Evidence 
 
Expert opinion refers to the judgements of defined experts in the field, as 
collected in interviews or focus groups. Case reports are a type of anecdotal 
evidence and tend to be less scientifically rigorous than study types above it 
due to associated bias, lack of random sampling and the absence of control 
groups (Daramola and Rhee, 2011). However, some authors in the medical 
sciences have argued that they still have an important role to play in research, 
as they have a high sensitivity for detecting novelty and providing new ideas 
(Vandenbroucke, 2001). Case-control studies are a type of observational and 
retrospective study in which different groups of subjects are observed to infer 
causal attributes rather than placed in controlled trials (University of Illinois, 
2013). Cohort studies are a type of longitudinal study that analyse risk factors in 
cohorts of people with the same characteristics, such as age, and observes 
them to see if a particular condition being researched develops (University of 
Illinois, 2013). RCTs involve randomly allocating subjects to receive (treatment 
group) or not receive (control group) an intervention and keeping all other 
conditions the same for all participants (Akobeng, 2005). 
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The Hierarchy of Evidence is relevant in the medical sciences, particularly for 
the testing of new treatments, such as new drugs. However, the hierarchy is 
less relevant for research problems where study types towards the top of the 
pyramid, such as RCTs, cannot be conducted for practical, economic, or ethical 
reasons, for example, nationally testing the influence of school teaching quality 
on entrance levels to university. In an RCT, all pupils in a country would need to 
be randomly and blindly assigned to under-achieving schools and high-
achieving schools regardless of background and locality, and subjected to 
exactly the same external conditions other than teaching quality (Warren, 
2014b). For a host of practical, economic and ethical reasons this could not be 
conducted. In the energy policy field, RCTs would similarly be less appropriate 
for the analysis of, for example, national policies to reduce energy consumption, 
as the two primary strategies to do this would be to compare different countries 
(or states) implementing the same policy (e.g. subsidies) or to implement 
different policies (e.g. subsidies and performance standards) within the same 
country (or sub-national state) under exactly the same conditions. In the case of 
the former, policy types, designs, implementation processes, evaluation 
processes and culture may greatly differ between countries (or states), thus 
making it difficult to account for all confounding variables (Kellstedt and Whitten, 
2013). In the case of the latter, control groups cannot be established for obvious 
practical reasons. However, RCTs in the energy field have been limited to date 
and there is a clear need to undertake them on more practical scales, such as 
small-scale trials. There is some evidence to suggest that this is beginning to 
change and recent examples in the UK include an RCT of residential demand 
response (time-of-use tariffs) (Nicolson, 2014) and the DECC-John Lewis 
energy labelling trial (inclusion of long-term running costs on labels). 
Nevertheless, at the national policy scale, the challenges of conducting 
randomised and double-blinded RCTs are apparent. 
 
The University of Illinois’s Hierarchy of Evidence is characteristic of many 
hierarchies in primarily quantitative disciplines and is useful where research 
questions can more effectively be answered by quantitative analysis. However, 
there are a number of research problems where this would be less appropriate 
and would be better solved through qualitative studies, using methods such as 
interviews, focus groups and participant observation. Some researchers, such 
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as Daly et al. (2007), who also work within the medical sciences, have proposed 
an alternative hierarchy, which is designed specifically for assessing qualitative 
research. The hierarchical pyramid has generalisable studies at the top as 
‘Level I’, conceptual studies underneath this as ‘Level II’, descriptive studies 
underneath this as ‘Level III’ and single case studies forming the base as ‘Level 
IV’.  Unlike the University of Illinois’s hierarchy, Daly et al. (2007)’s hierarchy is 
not structured by specific method but by feature, which is arguably more 
appropriate for qualitative research. 
 
Although systematic reviews are well established in the medical sciences, 
particularly through the Cochrane Collaboration (providing a database of >5,000 
systematic reviews), it has had limited attention in other disciplines. However, 
the Campbell Collaboration, established in 2000, is beginning to apply the 
method to other policy areas, such as education, crime and justice, and social 
welfare. Nevertheless, it has had limited attention in the energy policy field and 
there have been calls for this to be undertaken in order to improve the quality of 
the evidence-base for informing energy policy (Sorrell, 2007b; Warren, 2014b). 
The Collaboration for Environmental Evidence (CEE) is a collaboration that may 
go someway to addressing this issue. CEE gathers systematic reviews and 
evidence maps in the environmental field, though at the time of writing only two 
have been conducted in the energy field and stored in the CEE database 
(Papathanasopoulou et al., forthcoming (impacts of energy systems on marine 
ecosystems), and Watson et al., 2012 (barriers to energy services in the 
poorest countries)). 
 
Over the course of the PhD, the application of systematic reviews has begun to 
develop in other parts of the energy field (independent of CEE), such as 
bioenergy research (e.g. Muench and Guenther, 2013; Gurwick et al., 2013; 
Rehfuess et al., 2014) and climate change research (e.g. Porter et al., 2014). In 
2014, a PhD thesis was published that conducted a meta-evaluation of energy 
efficiency evaluations, though this did not focus on policy and instead examined 
the practice of evaluation rather than the use of systematic reviews (Brown, 
2014). 
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Systematic reviews are an effective method for collating the results of all of the 
previous studies that have been conducted on a given programme or 
intervention. Unlike traditional literature reviews, which simply summarise what 
is known on a topic without explaining the criteria used to identify, include and 
methodological appraise relevant studies, systematic reviews employ 
systematic and replicable techniques to improve the quality of the evidence 
base. As Petticrew and Roberts (2006) argue, traditional reviews often have 
poor specification of the review topic, use evidence selectively and 
opportunistically, give limited attention to methodological quality and lack 
transparency. Sorrell (2007b) highlights that systematic reviews aim to 
overcome these issues, though he is sceptical about its potential to have a 
comparable impact in energy policy as it has done in healthcare. Sorrell (2007b) 
argues that systematic reviews still tend to answer micro questions regarding 
technical efficiency rather than macro policy questions. This thesis aims to 
contribute to filling this methodological research gap. 
 
Documents that may be included in a systematic review are published and 
unpublished material, academic and ‘grey’ literature (such as policy documents, 
industrial publications and consultancy reports), and peer reviewed and non-
peer reviewed documents. Furthermore, these documents may be available 
online or obtained through hand searching, and may or may not be available in 
English. However, as explained in the following sub-sections (3.4.3 to 3.4.6), all 
relevant documents are subjected to specific inclusion criteria and data quality 
assessments before the final sample is established. 
 
3.4.2 Systematic Reviews: Background and Types 
 
There are a number of different types of systematic review each with varying 
methods of conduction, which can be classified under three main review types: 
interpretive (e.g. qualitative synthesis), integrative (e.g. meta-analysis) and 
mixed methods (e.g. realist synthesis). Table 4 summarises the different types 
of systematic review. 
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Category Systematic Review Type 
Interpretive Narrative Summaries 
  Thematic Summaries 
  Grounded Theory 
  Meta-Ethnography 
Integrative Content Analysis 
  Case Survey 
  Qualitative Comparative Analysis Method 
  Meta-Analysis 
Mixed Methods Meta-Study 
  Realist Synthesis 
  Miles and Huberman's Cross-Case Techniques 
  Framework Synthesis 
  Thematic Synthesis 
 
Table 4: the different types of systematic review 
 
Interpretive systematic reviews are primarily qualitative, though they can have 
some quantitative aspects. Examples include: narrative summaries, thematic 
summaries, grounded theory and meta-ethnography (Dixon-Woods et al., 2005; 
Snilstveit et al., 2012). In contrast, integrative systematic reviews are primarily 
quantitative, though they can have some qualitative aspects. Examples include: 
content analysis, case survey, qualitative comparative analysis method and 
(Bayesian) meta-analysis (Dixon-Woods et al., 2005; Snilstveit et al., 2012). 
Mixed methods systematic reviews aim to combine the benefits of both 
qualitative and quantitative approaches in order to reduce the drawbacks of 
individual approaches. Examples include: meta-study, realist synthesis, Miles 
and Huberman’s cross-case techniques, framework synthesis and thematic 
synthesis (Dixon-Woods et al., 2005; Snilstveit et al., 2012). Dixon-Woods et al. 
(2005) and Snilstveit et al. (2012) provide excellent summaries of the 
methodological details, strengths and weaknesses of the different individual 
types of systematic review and thus are not repeated here. However, a 
comparison of the three broad categories of systematic review is provided. 
 
The interpretive approach synthesises the concepts identified in the primary 
studies into a higher-order theoretical structure (Dixon-Woods et al., 2005), 
whereas the integrative approach is concerned with amalgamating data for 
statistical analysis (Dixon-Woods et al., 2005; Harden and Thomas, 2005). In 
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the context of this research, the former approach is particularly useful for 
analysing contextual factors within which a policy is implemented. However, it is 
limited with respect to analysing policy impacts and the development of 
hierarchies of effectiveness (Snilstveit et al., 2012). The integrative approach 
overcomes this limitation and can analyse policy impacts and develop 
hierarchies of success. It is one of the most widely used forms of systematic 
review and is usually the approach adopted in the medical sciences. 
Nevertheless, Pawson (2002a) argues that meta-analyses reduce each 
individual programme to a single measure of effectiveness, which is put into an 
aggregate measure for that sub-class of programmes. This results in important 
explanatory content being removed (Pawson, 2002a). The strength of the 
interpretive approach is the weakness of the integrative approach, as the latter 
does not analyse the contextual factors that may impact on the transferability of 
programmes or policies between places. 
 
Both broad categories of systematic review (interpretive and integrative) 
generally perform poorly in determining the mechanisms behind how and why 
particular programmes or interventions work. As Pawson (2006) notes: 
 
“!in order to identify causal connections, we need to understand outcome 
patterns rather than seek outcome regularities,,,We rely on mechanisms to tell 
us why interconnections occur!The mechanism explains what it is about the 
system that makes things happen.” (pp. 22-23) 
 
Pawson (2002b) proposes a mixed methods approach, realist synthesis, as a 
solution for combining the benefits of different approaches while reducing their 
drawbacks. He describes realist synthesis as theory-driven and focused on the 
underlying programme theory and mechanisms driving an intervention. The 
method is particularly effective at understanding how and why a particular 
programme (or policy) works by looking at its underlying mechanisms, thus 
extending the boundaries of what qualitative syntheses can do to better assess 
transferability between places, and moving the attention away from looking 
solely at specific outcomes rather than context, as is the focus of meta-
analyses. 
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Despite these benefits, Dixon-Woods et al. (2005) highlight that the realist 
synthesis approach tends to treat all forms of evidence as equally authoritative 
and there is a lack of explicit methodological guidance on how to conduct such 
analyses in practice. Nevertheless, realist synthesis allows a comprehensive 
analysis of policy impacts where policies were designed, implemented and 
evaluated differently by different groups in different places, by looking at what 
works and why it works. As such, realist synthesis is the most appropriate type 
of systematic review in order to answer the three research questions. In the 
following sub-sections (3.4.3 to 3.4.6), the thesis shows how the two main 
criticisms of realist synthesis (the homogenous treatment of evidence and a lack 
of practical guidelines for conducting it) can be overcome. Thus, the research 
extends the work of Pawson (2002b), as well as applying realist synthesis to the 
energy policy field (Pawson, 2002b discusses the method in relation to social 
care). 
 
Systematic reviews are a useful method for collecting all of the relevant and 
current research undertaken on a given topic. Although there is no limit on the 
temporal extent of documents included in the review, the most important aspect 
is to collect the most robust evidence on the topic. However, this leads to the 
main limitations of systematic reviews. They are time-consuming and resource-
intensive, usually carried out by a team of researchers over a number of years 
and often involve a learning curve to develop the required review skills, 
especially if the method is being used in a field where it has had limited 
application. Although the available resources determine the breadth and scope 
of a review, in general, the societal funding of reviews is minimal compared with 
primary research (Gough et al., 2012, p. 11). Furthermore, as Gough et al. 
(2012) argue, in determining what documents are included in the review, 
researchers working within different research paradigms (and with potentially 
different perspectives) may vary in what they deem to be a good quality study 
(p. 13). Thus, the inclusion criteria and study quality assessment need to be 
clearly defined, justified, and replicable. 
 
Undertaking a pilot study can test how robust the systematic review protocol is. 
This involves undertaking a much smaller version of the systematic review, 
using one or two search terms in a small number of specified databases, where 
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two or more researchers carry out the pilot study following exactly the same 
methodological protocol. The process for collecting and synthesising the 
evidence would be compared between researchers and any differences flagged 
up in order to tighten up the protocol until it is more replicable. Sub-section 
3.4.7 outlines the pilot studies that were undertaken in the strengthening of the 
systematic review protocol developed for this research. The systematic review 
protocol is detailed and justified in the following sub-sections (3.4.3 to 3.4.7). 
 
3.4.3 Systematic Review Protocol: Stages 1-2 
 
There are eight main stages in conducting systematic reviews, as shown below 
(adapted from Harden and Thomas, 2005): 
 
1. Review questions and boundaries 
2. Selection of systematic review type 
3. Comprehensive search 
4. Inclusion criteria 
5. Quality assessment 
6. Data/information extraction 
7. Synthesis of findings 
8. Dissemination of findings 
 
The subsequent sub-sections follow the above, adapted version of Harden and 
Thomas (2005)’s eight-stage framework to detail the systematic review protocol 
employed. 
 
For stage one of the review protocol, the research aims to answer the following 
research questions, as detailed earlier in the chapter: 
 
1. What DSM policies have been implemented around the world with high 
quality documented evaluations? 
2. How and why do DSM policies succeed or fail, and what policies have been 
successful? 
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For stage two of the review protocol, the research employs the realist synthesis 
type of systematic review, as the method’s primary strength is in understanding 
how and why particular programmes (or policies) work by examining the 
underlying mechanisms that determine whether they succeed or fail (Pawson, 
2002a). The three main aspects of the analysis are to assess the patterns of 
implementation (qualitatively and quantitatively), extract the policy impacts 
(quantitatively) and determine the policy mechanisms (qualitatively) in order to 
answer the research questions. 
 
3.4.4 Systematic Review Protocol: Stages 3-4 
 
For stage three of the review protocol, the comprehensive search involves the 
use of pre-determined databases in order to locate relevant DSM policy 
evaluation documents. A quick scoping review was conducted to identify the 
key databases and institutions that publish documents on DSM. Quick scoping 
reviews do not use systematic techniques and the broad phrase, ‘demand-side 
management’, was inputted into the three largest academic databases (Web of 
Science, Scopus and Google Scholar) in order to identify the academic journals 
that are more prominent in publishing DSM research. It is important to note that 
at this stage the search did not aim to focus on DSM policy, but DSM in 
general, to ensure that potentially key databases were not excluded before the 
systematic review search was conducted. From the quick scoping review, the 
journals listed below feature prominently in publishing DSM research: 
 
! Energy Efficiency 
! The Electricity Journal 
! Energy 
! Energy Policy 
! Energy Economics 
! Energy and Buildings 
! Resource and Energy Economics (REE) 
! The Energy Journal 
! Electric Power Systems Research (EPSR) 
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The primary reason for using specific journal databases within the three larger 
databases that cover them was to ensure that a more comprehensive search 
could then be conducted. The quick scoping review identified papers within the 
journals that did not appear in the Web of Science/Scopus/Google Scholar 
searches. This led to the decision to increase the breadth of the databases that 
would be included, which was confirmed as an appropriate strategy by a panel 
of five academics and by a systematic review expert. 
 
For non-academic literature (‘grey’ literature), few specific databases exist. 
From the MCDM expert interviews (discussed in sub-section 3.4.8), some 
participants gave referrals on databases and websites that could be used: 
 
! Open Grey (a database of European grey literature, formerly called 
SIGLE – ‘System for Information on Grey Literature’) 
! National Grid (using a search within the main website) 
! US Federal Energy Regulatory Commission (FERC) (using a search 
within the main website) 
! US Department of Energy (DoE)’s Energy Citations Database (since the 
systematic review was conducted, the original website has now changed 
to the more comprehensive: http://www.osti.gov/scitech/) 
! UK National Audit Office (NAO) (using a search within the main website) 
! UK Public Accounts Committee (PAC) (using a search within the main 
website – however, since the systematic review was conducted, the 
original website has now changed and this can no longer be done) 
 
Google searches were also conducted to find other grey literature, such as 
consultancy reports, institutional research reports, government impact 
assessments and policy evaluations, PhD theses and conference proceedings. 
Although 14.8 million hits were returned from using the search term, ‘demand-
side management’, in Google, the first ten pages were deemed comprehensive 
enough for the identification of the key institutions, government departments, 
consultancies, industry groups and non-governmental organisations that publish 
documents on DSM. It is important to reiterate that the purpose of conducting a 
quick scoping review prior to the systematic review was to identify the sources 
of documents rather than the documents themselves. From the Google search, 
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the organisations, institutions and government departments listed below were 
identified: 
 
! Institution databases: 
o American Council for an Energy-Efficient Economy (ACEEE) 
o European Council for an Energy-Efficient Economy (ECEEE) 
o International Energy Program Evaluation Conference (IEPEC) 
o International Energy Agency (IEA) DSM Programme 
o Institute of Electrical and Electronics Engineers (IEEE Xplore 
digital library) 
! Institution websites: 
o International Partnership for Energy Efficiency Cooperation 
(IPEEC) 
o British Institute for Energy Economics (BIEE) 
o International Association for Energy Economics (IAEE) 
! Industry group websites: 
o Association for the Conservation of Energy (ACE) 
! Government and regulator websites: 
o US Department of Energy (DoE) 
o US Energy Information Administration (EIA) 
o UK Department of Energy and Climate Change (DECC) 
o UK Office of Gas and Electricity Markets (Ofgem) 
o Chinese National Development and Reform Commission (NRDC) 
o Australian Department of Industry (now called the Australian 
Department of Industry and Science) 
o Australian Energy Regulator (AER) 
o California Public Utilities Commission (CPUC) 
o European Commission Department of Energy 
 
The quick scoping review thus identified the above 33 academic (9), industrial 
(11) and policy (13) databases and websites that have a track record in 
publishing documents on DSM. In addition to this, a database of DSM policy 
experts was integrated into the systematic review, which is discussed in sub-
section 3.4.8. The remainder of the review protocol refers to ‘databases’, which 
includes both databases of documents and websites of relevant organisations. 
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Following the quick scoping review, the comprehensive search strategy was 
developed. Systematic reviews are usually undertaken by a team of 
researchers over a number of years, but due to the time and resource 
constraints of a PhD, the review had to be limited to one researcher in one year. 
As a result, the following review boundaries were established: 
 
• One-year for data collection 
• One researcher undertaking the data collection and analysis 
• Peer review of the review protocol by a panel of academics 
• Two pilot studies undertaken with two other researchers to check the 
robustness and replicability of the review 
• The use of one search term: ‘“demand-side management” AND policies 
AND programmes”’ in the pre-determined databases 
 
The systematic review protocol was agreed by a panel of five academics (that 
are experts in DSM or policy analysis) and by one systematic review expert 
from the medical sciences (who has expertise in a range of different systematic 
review types, including those used in the social sciences). 
 
As the systematic review could not be conducted in parallel by a second 
researcher, two pilots studies were undertaken with two other researchers to 
ensure that the review could be replicated and easily updated. This improved 
the robustness of the systematic review under the resource constraints of the 
PhD. The two other researchers received a concise version of the review 
protocol, which outlined the specific process for conducting the search, 
producing the final sample of documents, and extracting relevant data and 
information. The document is included in the Appendix (Appendix Figure 1) and 
the details of the pilot studies are discussed in sub-section 3.4.7. Following the 
pilot studies, the final review protocol was developed and subjected to further 
peer review through the submission and subsequent publication of a paper in 
the academic journal, Energy Efficiency (in Warren, 2014b). 
 
Stage three of the review protocol involves the development of search terms in 
addition to the identification of databases. Under the resource and time 
constraints of the PhD, a trade-off between the breadth of databases covered 
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and the number of search terms used in each database was made. As 
discussed above, just using the three large academic databases (and 
consequently increasing the number of search terms that could be used) has 
the potential to exclude papers that might not be retrieved unless an individual 
search of the specific journal databases is also conducted. Furthermore, Web of 
Science, Scopus and Google Scholar do not cover industrial and governmental 
literature. As the quick scoping review identified, the majority of DSM policy 
evaluations have been conducted in industry by institutions, non-governmental 
organisations and consultancies. Thus, there are knowledge gaps in the 
academic (and governmental) literature. In order to cover all 33 databases 
listed above within the one-year timeframe of the review, the number of search 
terms that could be used had to be reduced. The ten search terms given in 
table 5 were developed and tested in all 33 of the databases to evaluate the 
relevance of the documents retrieved and to refine them for improvement. 
 
Search Terms (with and without Boolean logic) 
"Demand-side management" AND programmes AND policies 
"Demand-side management" AND programmes AND policy 
"Demand-side management" AND program* AND polic* 
("Demand-side management" AND programmes AND policies) 
AND (tariffs AND interruptible/curtailment OR "dynamic peak 
pricing" OR "critical peak pricing" OR "off-peak" OR "demand 
bidding" OR time-of-use OR real-time) 
("Demand-side management" AND programmes AND policies) 
AND (labelling OR “performance standards" OR "utility obligations" 
OR "supplier obligations" OR "market transformation" OR "smart 
meter rollout" OR subsidies OR loans OR "voluntary programmes" 
OR "information campaigns" OR "research and development") 
"Demand-side response" AND programmes AND policies 
"Demand response" AND programmes AND policies 
("Demand response" AND programmes AND policies) AND (tariffs 
AND interruptible/curtailment OR "dynamic peak pricing" OR 
"critical peak pricing" OR off-peak OR "demand bidding" OR time-
of-use OR real-time) 
"Energy efficiency" AND programmes AND policies 
("Energy efficiency" AND programmes AND policies) AND 
(labelling OR “performance standards" OR "utility obligations" OR 
"supplier obligations" OR "market transformation" OR "smart meter 
rollout" OR subsidies OR loans OR "voluntary programmes" OR 
"information campaigns" OR "research and development") 
 
Table 5: the process for creating the final search term 
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All of the search terms were used with and without Boolean logic to assess the 
impact of using the following symbols: 
 
" “” (Parentheses): groups words or phrases within a statement to exclude 
others (e.g. “demand-side management”) (Hart, 2002, p. 153) 
" AND: ensures that terms on both sides of this operator are present in the 
document (Hart, 2002, p. 153) 
" OR: ensures that one of the terms on each side of this operator are 
present in the document (Hart, 2002, p. 153) 
 
Boolean logic is the “system of combining words into a statement for searching” 
(Hart, 2002, p. 153). It is used to improve the search and to reduce the number 
of initial hits by including only those documents that include certain terms or 
phrases, rather than searching for individual words in the search string 
separately (as well as together). For example, the search string ‘(“demand-side 
management” AND policies) AND (labelling OR “performance standards”)’ 
ensures that only documents referring to DSM policy and labelling or 
performance standards are retrieved. 
 
The ten search terms were developed based on the two broadest types of 
DSM: demand response and energy efficiency, as well as the overall term, 
demand-side management. Thus, for each of the three terms, the same search 
string was used – i.e. AND programmes AND policies, as well as the longer 
search strings that encompassed all of the relevant policies. The policies 
related to demand response were included in the demand response search 
string and the policies related to energy efficiency were included in the energy 
efficiency search string. 
 
The * operator (Wildcard) can be used to ensure that the search includes the 
root of words (Hart, 2002, p. 153) but allows any variation in the end of the word 
to be included in the retrieved documents. For example, ‘policies’ would just 
search for the plural of ‘policy’ whereas ‘polic*’ would search for ‘policies’ and 
‘policy’. However, it was discovered that this operator increases the number of 
irrelevant hits as well as the total number of initial hits, as it includes words 
other than those related to policy that start with ‘polic’, such as ‘police’ or 
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‘policing’. Therefore, this operator was removed from the search strategy. 
Similarly, it was found that all 33 of the databases did not differentiate between 
‘policies’ and ‘policy’; hence, the use of the plural also retrieved documents 
containing the singular. This helped to reduce the number of search terms from 
ten to eight. 
 
Eight search terms in 33 databases was calculated to take much longer than 
the one-year timeframe for data collection. Further refinement was undertaken 
to improve the search terms. It was identified that the term, ‘demand-side 
management’, was much more common than ‘demand management’ and the 
latter term was primarily used in Australia. However, an exploration of using 
both search terms in the Australian government and regulator websites 
indicated that using ‘demand-side management’ instead of ‘demand 
management’ had minimal impact on the results. The same principle was 
applied to ‘demand response’, which was much more commonly used in the 
literature than ‘demand-side response’. The latter is increasingly becoming 
common in the European Commission and UK literature, though it is still not on 
a comparable level with the former to warrant a separate search term. An 
exploration of using both search terms in the UK government and regulator 
websites, as well as the European Commission Department of Energy website, 
indicated that using ‘demand response’ instead of ‘demand-side response’ had 
minimal impact on the results. The number of search terms was thus further 
reduced from eight to seven. 
 
Comparing the results from the three remaining broad groups of search terms: 
demand-side management, demand response and energy efficiency both 
without policies listed and with policies listed, highlighted that similar results 
were being retrieved from each of the databases, and that it also appeared 
unnecessary to include three broad groups. Thus, it was decided to remove the 
two broad types of DSM and stick with the overall term, demand-side 
management. The potential loss of some relevant documents from not 
specifying energy efficiency or demand response in the search string was 
judged to be justified for reducing the scope of the systematic review to what 
was feasible in the one-year timeframe, but whilst remaining comprehensive. 
This further reduced the number of search terms from seven to three. 
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The two remaining long search strings (containing the demand response 
policies in one search string and the energy efficiency policies in the other 
search string) were deemed to be useful only if the policies were searched for 
individually alongside ‘“demand-side management” AND programmes AND 
policies’ (i.e. “demand-side management” AND programmes AND policies AND 
labelling), rather than contained within one search string. In other words, 
including all of the relevant policies in one search stream had limited additional 
search benefits than just using “demand-side management” AND policies AND 
programmes. Although additional benefits may have resulted if the policies 
were searched for individually alongside the main stream, the total number of 
search terms would have then increased to thirteen (one for each of the twelve 
DSM policies included in the research and one without a specific policy 
included). For a future research project with greater resources, this would be 
the recommended approach for expanding the current systematic review. 
 
Thus, the alternative approach was to reduce the number of search terms from 
three to one to: “demand-side management” AND programmes AND policies. 
This search term consistently performed as the most comprehensive term out of 
the ten original search terms in all 33 of the databases, as it produced the 
lowest numbers of initial hits and the highest number of relevant hits. As 
justified above, and which was confirmed by the panel of academics and the 
systematic review expert, including a larger number of databases and reducing 
the number of search terms to one comprehensive search term that used 
Boolean logic, was a more appropriate approach for answering the research 
questions within the time and resource constraints of the PhD than increasing 
the number of search terms and reducing the number of databases. Further 
search terms can be added to the review in further research (discussed in 
chapter six), as the systematic review can be readily updated and replicated, as 
sub-section 3.4.7 shows. 
 
Following the completion of the full systematic review data collection, it was 
found that 54.9% of the documents (56/102) included the phrase, ‘demand-side 
management’, at least once within each document. If the phrase, ‘energy 
efficiency’, is included in the internal search, 99.0% of the documents (101/102) 
in the final sample either included the phrase, ‘demand-side management’, or 
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the phrase, ‘energy efficiency’, at least once within each document. The one 
document that did not include either of the phrases referred to demand 
response (the other broad category of DSM alongside energy efficiency, as 
discussed in chapter two). The finding that 99.0% of the documents (101/102) 
discussed either ‘demand-side management’ or ‘energy efficiency’ (or both) 
when energy efficiency was not included in the main search string highlights 
that the 33 databases were ‘intelligent’ enough to link demand-side 
management and energy efficiency as related concepts. This provides further 
justification for the use of one search term, as the search term included relevant 
hits for energy efficiency (and demand response) policy evaluations as well. 
 
The primary reason why 45.1% of the documents (46/102) did not include the 
phrase, ‘demand-side management’, is due to the lack of an internal search 
engine within the IEPEC and ECEEE databases, which were the databases 
with the most numbers of documents in the final sample (21 and 14 documents 
respectively). As such, 35 relevant and high quality documents were retrieved 
without inputting the search term. This reduced the number of documents that 
did not include the phrase, ‘demand-side management’, from 46 to 11 (10.8% of 
the sample), which further indicates the robustness of the search term used. 
The remaining eleven documents can be explained as per the discussions in 
the previous paragraph, where the databases were ‘intelligent’ enough to link 
demand-side management and energy efficiency as related concepts. 
 
Due to the length of time it takes to conduct a systematic review, it is common 
to perform a review update once all of the pre-defined databases have been 
synthesised. In this research, Web of Science is used to do this, as it covers 
>12,000 journals and >160,000 conference proceedings, including direct 
translations of non-English publications. As discussed above, it is more 
comprehensive than Scopus and easier to use (such as the display and filtering 
functions) than Google Scholar. Within Web of Science, only journal articles 
(primary research and reviews) and conference proceedings were searched 
using the database’s filtering functions. Web of Science and the MCDM expert 
interviews database (discussed in sub-section 3.4.8) brought the total number 
of databases included in the systematic review to 35. 
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For stage four of the review protocol, a set of inclusion and exclusion criteria are 
defined to reduce the boundaries of the systematic review to what is feasible 
with the resources available. These are summarised in table 6 overleaf. 
 
Inclusion Criteria 
Documents that answer the research questions 
Documents that pass the study quality assessment scale 
Documents that discuss government-stimulated policies and programmes 
Documents that are written in English 
Documents that are freely accessible and downloadable from the internet 
 Exclusion Criteria 
Documents that look at DSM policy but not mechanisms and impacts 
Documents that do not pass the study quality assessment scale 
Documents that discuss utility-stimulated DSM programmes 
Documents that discuss trials, pilots, and small-scale R&D programmes 
Documents that model the future potential of DSM 
Documents that discuss theoretical aspects of DSM policy 
Documents that are not written in English 
Documents from hand searching 
Documents from referrals 
Documents from bibliographies and ‘snow-balling’ 
 
Table 6: inclusion and exclusion criteria for documents in the systematic 
review 
 
The criteria in table 6 were developed from the quick scoping review and from 
discussions with the systematic review expert and the panel of academics. As 
the table shows, only documents that are written in English, freely accessible 
and downloadable from the Internet, and focus on government-stimulated 
policies are included in the systematic review. Although there is the potential for 
some relevant documents to be missed, such as older evaluations from the 
1970s-1990s (which may not be available electronically), evaluations written in 
other languages that have not been translated into English, and commercially-
sensitive DSM programmes, such as voluntary agreements between industries 
and system operators that have not been publicly evaluated, these are common 
issues faced in other disciplines that use systematic reviews. The issue of non-
English academic publications is to some extent overcome through the 
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inclusion of Web of Science (which includes direct translations of non-English 
publications). However, the issue still remains for non-academic publications. 
 
A specific criterion of relevance to this research is the focus on government 
policies rather than utility-stimulated programmes or small-scale trials. Much of 
the DSM research conducted since the energy crises of the 1970s has 
focussed on utility activities or research programmes rather than the evaluation 
of national (or sub-national) government policy. This forms part of the 
justification for the research, as discussed in chapters one and two. However, 
utility programmes that were implemented as a result of government policy are 
included. 
 
The inclusion and exclusion criteria are designed to outline the boundaries of 
the protocol and the statements in table 6 are adapted from those in the social 
science disciplines that use systematic reviews (particularly the practical 
guidance given in Gough et al., 2012; Harden and Thomas, 2005; and Petticrew 
and Roberts, 2006). The total number of initial hits of 4,360 documents (across 
the 35 databases), of which 660 were deemed relevant, was judged to be a 
large enough sample size to account for most of the relevant evidence on DSM 
policy evaluation. However, it is acknowledged that, although a comprehensive 
coverage of databases was undertaken, some evidence may not be captured 
by using one search term and by applying the inclusion and exclusion criteria 
listed in table 6. 
 
3.4.5 Systematic Review Protocol: Stages 5-6 
 
For stage five of the review protocol, the study quality assessment is the most 
important part of determining what is included in the final review sample. In the 
disciplines that use systematic reviews, study quality assessment scales are 
utilised to ensure that only high quality evidence is captured. In the medical 
sciences, the Jadad scale is widely used and involves a series of ‘yes/no’ 
answers being given to questions on whether or not the study was randomised, 
blind and withdrawal rates were stated (Jadad, 1998), as shown overleaf. 
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1) Was the study described as randomised? (+1 point) 
2) Was the study described as double blind? (+1 point) 
3) Was there a description of withdrawals and dropouts? (+1 point) 
 
Additional points are given in the following instances: 
# The method of randomisation was described and it was appropriate (+1 
point) 
# The method of blinding was described and it was appropriate (+1 point) 
 
However, points are deducted in the following instances: 
! The method of randomisation was described but it was inappropriate (-1 
point) 
! The method of blinding was described but it was inappropriate (-1 point) 
 
Thus, it is a five-point scale with all documents scoring three points or less 
being excluded from the final sample (Jadad, 1998). However, the scale is not 
without its criticisms. Berger (2006) and Clark et al. (1999) argue that the scale 
places too much emphasis on blinding, can show low consistency between 
researchers and is over-simplistic. Furthermore, the Cochrane Collaboration 
argues that the Jadad scale puts too much emphasis on research reporting 
rather than research conduct (2011). Gough et al. (2012) similarly highlight this 
point in relation to systematic reviews in the social sciences: 
 
“Although how well a piece of research is reported may be a proxy for the 
quality of the research itself, there is a danger of missing a good piece of 
research due to poor quality reporting; or wrongly judging a polished report as 
being indicative of a well-conducted piece of research.” (Gough et al., 2012, p. 
157) 
 
Nevertheless, it is time-consuming and practically challenging to find out details 
on how the research was conducted for every document that is subjected to 
study quality assessment. Thus, the Jadad scale (or variations of it) remains 
one of the more well-known and utilised scales in the medical sciences. This 
thesis acknowledges the criticisms of the Cochrane Collaboration but due to 
time and resource constraints it takes the assumption that the reporting of 
research is a reasonable proxy for the quality of the research in each document. 
In the social science disciplines that use systematic reviews, this assumption is 
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more commonly applied due to the lack of RCTs in fields such as crime, justice 
and social welfare. Thus, as in the energy policy field, studies are usually 
conducted using different methods in different contexts, and this approach to 
study quality assessment is more appropriate. 
 
Study quality assessment scales used in the social sciences look at broader 
aspects of evidence quality than the arguably narrow approach of the Jadad 
scale. For example, Pawson et al. (2003)’s TAPUPAS framework, which 
assesses the quality of knowledge in social care, has seven dimensions: 
 
• Transparency: are the reasons for the study clear? 
• Accuracy: is the study honestly based on relevant evidence? 
• Purposivity: is the method used suitable for the aims of the study? 
• Utility: does the study provide answers to the questions it set? 
• Propriety: is the study legal and ethical? 
• Accessibility: can you understand the study? 
• Specificity: does the study meet the quality standards already used for 
this type of knowledge? 
 
The TAPUPAS framework is more useful than the Jadad scale for looking at 
DSM policy, as few policy evaluations include RCTs or controlled experiments. 
As previously shown, Pawson also developed the realist synthesis type of 
systematic review (2002b), which is utilised in this research, and highlights that 
his work on developing systematic reviews for use in social care research can 
be adapted for use in energy policy research. DSM policies vary not only in the 
category of DSM studied, but the way the policies were implemented, evaluated 
and administered (by governments, utilities, institutions, etc.). As such, policies 
and programmes are usually too heterogeneous to be statistically aggregated 
using meta-analysis and it is often inappropriate as they are undertaken in 
particular national (or state) contexts, which highlights that what works in one 
place may not work in another place (Petticrew and Roberts, 2006). Hence, 
DSM studies rarely include statements of randomisation, blinding and 
withdrawal rates. Instead, exploring the seven dimensions in the TAPUPAS 
framework is arguably more appropriate. 
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Other study quality assessment scales used in the social sciences attempt to 
combine the best of the scales in the medical sciences and the social sciences. 
For example, the EPPI-Centre (Evidence for Policy and Practice Information 
and Co-ordinating Centre) at the UCL Institute of Education in the UK 
developed a detailed appraisal tool for a systematic review of behavioural 
interventions to prevent sexually transmitted infections among young people 
(published in Shepherd et al., 2010). The appraisal included the following 
questions, which are split into assessment items and critical appraisal items and 
each document was subjected to the study quality assessment: 
 
Assessment item: 
1) J.1 Was a selection bias avoided? 
2) J.2 Was a bias due to loss to follow-up avoided? 
3) J.3 Was a selective reporting bias avoided? 
4) J.4 Is the study sound? 
 
Critical appraisal item: 
5) E.17 Were steps taken to increase rigour/minimise bias and error in the 
sampling for the process evaluation? 
6) E.18 Were steps taken to increase rigour/minimise bias and error in the 
data collected for the process evaluation? 
7) E.19 Were steps taken to increase rigour/minimise bias and error in the 
analysis of the process data? 
8) E.20 Were the findings of the process evaluation grounded in/supported 
by the data? 
9) E.21 Please rate the findings of the process evaluation in terms of their 
breadth and depth 
10) E.22 To what extent does the process evaluation privilege the 
perspectives and experiences of young people? 
11) E.23 Overall, what weight would you assign to this process evaluation in 
terms of the reliability of its findings? 
12) E.24 What weight would you assign to this process evaluation in terms of 
the usefulness of its findings? 
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What the above study quality assessment scale highlights is that scales need to 
be adapted to the research field in question, as directly applying the Jadad 
scale, TAPUPAS framework or equivalent to the energy policy field may result 
in few evaluations reaching the final sample, despite good quality policy 
evaluations having been conducted. Although the EPPI-Centre’s critical 
appraisal tool is detailed and rigorous, its main drawback is the large amount of 
time required to appraise each document that reaches stage four of the 
systematic review protocol. For a systematic review with a team of researchers 
and a number of years to conduct the review, this approach might be more 
appropriate. However, within the resources and timescales of the PhD, a scale 
that has a similar degree of detail to the TAPUPAS framework is suitable (i.e. 6-
7 questions). As systematic reviews have had limited attention in the energy 
policy field, there is a need to develop a scale that can be used to critically 
appraise energy policy evaluations. From the review of the systematic review 
literature, the following scale was developed and utilised in this research, which 
was peer reviewed by systematic review experts and published in the journal, 
Energy Efficiency (in Warren, 2014b): 
 
• Implementation: has the process for policy implementation been clearly 
explained? 
• Evaluation: has the process for policy evaluation been clearly explained? 
• Peer review: has the document been peer reviewed or independently 
verified? 
• Transparency: are there statements of copyright, regulatory compliance, 
and possible conflicts of interest present? 
• Reliability: does the author/publishing organisation have a track record in 
the area? 
• Clarity: where percentages are given, are the totals given? 
 
The Warren scale has six main questions that need to be answered. However, 
discussions with systematic review experts and the review of the systematic 
review literature highlighted the importance of weighting the questions. There 
are a number of reasons to do this, for example, to adapt the focus of the scale 
to its relevance in directly answering the research questions, to ensure that 
documents are not overly penalised for excluding ‘surface’, reporting features 
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(such as statements of conflicts of interest or giving totals where percentages 
are cited) when details on how the research was conducted are given (such as 
details on programme implementation and evaluation). Thus, a further eight 
points are included in the scale bringing the total number of points that can be 
achieved to fourteen rather than six (and the minimum score is zero). The full 
scale is shown in figure 16 below. 
 
• 4 points: Has the process for policy implementation been clearly 
explained? 
o 1 point: Have details on the policy implementer been given? 
o 1 point: Have details on how the policy was designed been given? 
o 1 point: Have details on how the policy was implemented been 
given? 
o 1 point: Have details on why the policy was implemented been 
given? 
• 4 points: Has the process for policy evaluation been clearly explained? 
o 1 point: Have details on the policy evaluator been given? 
o 1 point: Have details on how the policy was evaluated been 
given? 
o 1 point: Have details on the policy impacts been given? 
o 1 point: Have details on policy success been given? 
• 2 points: Has the document been peer reviewed or independently 
verified? 
o 1 point: Has the document been peer reviewed by a reputable 
expert? 
o 1 point: Has the document been peer reviewed by two or more 
reputable experts? 
• 2 points: Are there statements of copyright, regulatory compliance, and 
possible conflicts of interest present? 
o 1 point: Does the document give statements of copyright, 
regulatory compliance, or possible conflicts of interest? 
o 1 point: Does the document acknowledge resource contributions 
from people or institutions? 
• 1 point: Does the author/publishing organisation have a track record in 
the area? 
• 1 point: Where percentages are given, are the totals given? 
 
Figure 16: Warren Scale for assessing quality in energy policy evaluations 
 
Documents must score at least half of the available points (i.e. 7/14 points) to 
be included in the final sample. It is common in the systematic review literature 
to have scales with thresholds of half or two-thirds of the total number of points. 
The scale is designed so that at least one point must discuss either the process 
for implementation or the process for evaluation, as these are the most highly 
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weighted parts of the scale (only six points can be reached if all other parts of 
the scale are maximised). In addition to this, at least one point must come from 
another part of the scale – i.e. a paper scoring four points for implementation 
and four points for evaluation (giving a total of eight points) will still fail to be 
included in the final sample if it does not have at least one point from the 
remaining six points. 
 
The scale is designed to ensure that good quality evidence is not excluded due 
to the absence of ‘surface’, reporting features, such as statements of conflicts of 
interest. Thus, if the two sub-questions under the ‘transparency’ question are 
excluded, the document can still be considered high quality. Nevertheless, the 
‘transparency’ questions are important as they give the reviewer an indication of 
potential influences on the study in question, such as funding bodies, 
contributors and conflicts of interest. 
 
Similarly, the absence of peer review does not automatically result in the 
document being deemed poor quality. Although in the final sample very few 
documents passed the scale without scoring any points under the ‘peer review’ 
question (as this is still a strong indicator in many systematic review study 
quality assessment scales), theoretically it is possible for documents to pass 
without peer review if they score well in other areas (such as some government 
evaluations). 
 
The ‘reliability’ question requires an examination of the track record of the 
author or organisation in the area. Not scoring a point in this section does not 
infer that the author or organisation is unreliable (though they can be), but 
instead that the author or organisation is new to the field. 
 
For the ‘clarity’ question, the absence of totals where percentages are cited was 
added to the scale due to the frequency within which it is discussed in the 
systematic review literature as a form of best practice for the reporting of 
research. 
 
The two most highly weighted questions (the processes for implementation and 
evaluation) cover study quality in more depth than the other questions. Validity, 
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reliability and measurement bias are key aspects of assessing study quality. 
Validity refers to the accurate representation of the concept that is supposed to 
be measured (Kellstedt and Whitten, 2013, p. 101); reliability refers to the 
extent to which the measure is repeatable or consistent (Kellstedt and Whitten, 
2013, p. 99); and measurement bias refers to the systematic over-reporting or 
under-reporting of values for a variable (Kellstedt and Whitten, 2013, p. 100). 
Validity can be broken down into internal and external validity. 
 
Internal validity refers to the extent to which the intervention design, conduct, 
analysis and presentation have minimised or avoided biased comparisons of 
the interventions being evaluated, and external validity refers to the extent to 
which it is possible to generalise the results of the intervention to other settings 
(Jadad, 1998; Petticrew and Roberts, 2006, p. 127). The proposed scale above 
determines the internal validity of studies by obtaining details on who 
implemented and evaluated the policy, how it was designed and implemented, 
and details on the methodological approach for evaluating the policy. In the 
case of the latter, some degree of judgement is required on the part of the 
reviewer to judge the appropriateness of the methodological approach of the 
study in question. The extent to which the evaluator is qualified to undertake the 
evaluation is taken into account through the ‘reliability’ question and instead the 
question on who evaluated the policy has greater links to transparency rather 
than qualification. External validity is determined through the analysis of policy 
mechanisms and contextual factors (outlined in sub-section 3.5.2). 
 
In summary, Jadad (1998) lists a number of relevant statements that should be 
considered when assessing the quality of interventions: 
 
• The relevance of the research question 
• The internal validity of the intervention 
• The external validity of the intervention 
• The appropriateness of data analysis and presentation 
• The ethical implications of the interventions evaluated 
 
The five statements are directly or indirectly captured in the two most highly 
weighted questions (the process for implementation and the process for 
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evaluation). The strength of Jadad (1998)’s assessment is the focus on the way 
the research is carried out, thus to some extent dealing with the Cochrane 
Collaboration’s criticisms of the Jadad scale. However, the lack of direct 
inclusion of these five points in the Jadad scale leads to a situation where a 
document can pass the study quality assessment if it states that the study was 
blinded, randomised and withdrawal rates are given (i.e. only indicating that the 
research reporting is of a good quality rather than the research being carried 
out to a high standard). 
 
The Cochrane Collaboration’s criticisms of the Jadad scale stem from a 
discussion of error reporting. In addition to the five points listed above, critical 
appraisal should examine types one, two and three errors. The Cochrane 
Collaboration focuses on types one and two errors, though ignores the 
importance of type three errors. Type one errors are where evidence of efficacy 
is accepted when the programme does not work, type two errors are where 
evidence is discarded when the programme actually works, and type three 
errors are where the wrong theoretical and conceptual framework has been 
used (Petticrew and Roberts, 2006, p. 128; Schwatz and Carpenter, 1999). 
Types one, two and three errors are not examined in the research through the 
study quality assessment scale but separately (in the same way as Jadad 
(1998)’s assessment). Following stage five, but before stage six, the documents 
are examined for types one, two and three errors through the conclusions that 
are made in each document and whether or not these match up to the evidence 
presented. This produces the final sample for the systematic review. However, 
types one, two and three errors are difficult to determine in energy policy 
evaluations (due to the lack of standardised practices for conducting 
evaluations), and as such, it was challenging to assess some of the documents 
on these aspects of critical appraisal. Consequently, more weight was placed 
on the study quality assessment scale in determining the final systematic review 
sample. 
 
A potential bias faced in all scientific disciplines is the non-reporting of negative 
results. Although some academic journals have been set up specifically to 
publish negative results in order to overcome this issue (e.g. the Journal of 
Negative Results, the All Results Journals and the Journal of Negative Results 
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in Biomedicine), most disciplines suffer from a publication bias (Peplow, 2014). 
In the DSM policy field, publication bias is not just an issue for academic 
evaluations. It is possible that a government may not want to publish an 
evaluation of a policy that has failed, or in some instances, the lack of 
governmental post-policy evaluations in the DSM field might be due to 
governments not wishing to monitor progress in case the policy is not 
performing as well as originally anticipated. Governments tend to receive little 
praise for policies that work well (as they are expected to perform well), but 
receive much criticism if they do not perform (Ekins, 2015). Thus, the incentive 
structures for evaluation are misaligned for governments. As Kunseler (2007) 
states, science can be abused if it is only used when it provides supportive 
evidence for the preferred policy direction. Furthermore, some countries where 
English is not the main language may not wish to translate and publish 
evaluations of policies that have not performed well. Further research is needed 
in order to explore the degree to which such publication biases exist in the DSM 
policy (and wider energy policy) field. 
 
Industrial evaluations may be influenced by the agendas of the bodies providing 
funding for the evaluation of particular DSM policies. Evaluations funded by 
governments or government organisations may wish the evaluators to focus on 
the positive impacts and give less attention to the negative impacts. Evaluations 
funded by lobbyists may wish to emphasise the positive impacts where they 
want a policy to continue or to be expanded, or they may want to focus on the 
negative impacts where they wish for a policy to be discontinued and scrapped. 
Leopold et al. (1971) argue that policy evaluations undertaken by third parties 
should be presented to policy-makers in the form of disaggregated policy 
impacts, so that policy-makers have the full responsibility for the synthesis and 
conclusions on policy decisions. This can help to draw a line between the 
evaluators and the policy-makers in order to prevent value judgements and 
political interference (Kunseler, 2007). In summary, this thesis acknowledges 
that evaluations of DSM policies that have not performed well are likely to be 
under-represented in the systematic review sample. However, this is a problem 
facing most scientific disciplines. 
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For stage six of the review protocol, the final sample is obtained following the 
study quality assessment. Data are extracted and stored systematically for each 
document in the final sample. An Excel spreadsheet template was used to 
ensure consistency in data extraction between documents. The spreadsheet 
template was then copied for each of the 35 databases. The first tab of each 
spreadsheet contained the results of the filtering process (initial hits, hits after 
title skimming, hits after abstract skimming and applying the inclusion/exclusion 
criteria, and hits after the study quality assessment) to obtain the final sample 
for the database in question, and then a separate tab for each document was 
created with the same layout for data extraction. The data extracted for each 
document are broken down into three main boxes: background information 
(qualitative and quantitative), policy impacts (quantitative), and policy 
mechanisms (qualitative): 
 
Background (qualitative and quantitative): 
• Author(s) and institution(s) 
• Full reference 
• DSM policy year(s) 
• DSM policy category 
• Location (country/state) 
• DSM policy implementer 
• Sector targeted (industrial, commercial, public, residential) 
• Number of participants (where relevant) 
• Policy description (objectives, methods used, key conclusions) 
 
DSM policy impacts (quantitative): 
• Overall energy savings 
• Overall carbon savings 
• Peak load reductions 
• Policy costs and benefits to utilities 
• Policy costs and benefits to government 
• Policy costs and benefits to consumers 
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DSM policy mechanisms (qualitative): 
• Policy choice details 
• Policy design details 
• Policy coverage details 
• Policy implementation details 
• Policy evaluation details 
• Policy success details 
 
The background details are obtained mainly for classification purposes, but they 
also give useful insights for answering research question one on DSM policy 
implementation. The details on DSM policy impacts contribute to understanding 
what DSM policies have been successful in particular contexts, thus 
contributing to answering research question two. The details on DSM policy 
mechanisms directly answer research question two. The DSM policy categories 
that are examined (as discussed in chapter two) are: 
 
• IPBDR = Incentive payment-based demand response 
• PBDR = Price-based demand response 
• MT = Market transformations 
• IR = Infrastructure rollouts 
• UO = Utility obligations 
• LB = Labelling 
• PS = Performance standards 
• L&S = Loans and subsidies 
• UBM = Utility business models 
• R&D = Research and development programmes 
• IC = Information campaigns 
• VP = Voluntary programmes 
 
Where policies are implemented together as a policy package, these are also 
examined. The policy packages that were analysed in the systematic review are 
discussed in chapter four, as these were not pre-defined. As per figure 9 and 
table 2 in chapter two, the DSM policy category level is examined rather than 
the specific DSM policy level in order to reduce the boundaries of the research 
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to a more feasible, but still useful, level. To reiterate the hierarchy of DSM policy 
levels used in this thesis, three examples are given below: 
 
Policy type: regulatory 
DSM policy category: performance standards 
Specific DSM policy: building codes 
 
Policy type: market-based 
DSM policy category: price-based demand response 
Specific DSM policy: critical peak pricing 
 
Policy type: information-based 
DSM policy category: information campaigns 
Specific DSM policy: energy audits 
 
In order to answer the research questions, the level of the analysis needed to 
span across different countries and continents as well as different DSM policies. 
Thus, the number of DSM policies could be reduced without reducing the 
coverage of different DSM policies, or the spatial coverage of different 
countries/states, by moving from the specific DSM policy level to the DSM 
policy category level. A larger research project with greater resources should 
undertake the systematic review at the specific DSM policy level in order to 
obtain greater analytical detail for the design and implementation of future DSM 
policies. 
 
3.4.6 Systematic Review Protocol: Stages 7-8 
 
For stage seven of the review protocol, the systematic review analyses the 
findings primarily through synthesis configuration, which is the process of 
building up separate elements such as ideas into a connected whole (Gough et 
al., 2012, p. 180). The main part of the configurative synthesis is to develop 
theories of how and why the policies and programmes work (Snilstveit et al., 
2012; Gough et al., 2012) in order to answer research question two. As such, 
the process involves both qualitative and quantitative analysis. Section 3.5 
discusses the analytical process in more depth. 
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Although not listed in Harden and Thomas (2005)’s list of systematic review 
stages, other authors, such as Petticrew and Roberts (2006) and Gough et al. 
(2012), highlight the importance of determining the methods of disseminating 
the review before it has begun. Thus, for stage eight of the review protocol, this 
research primarily fits the Instrumental model of informing and influencing the 
decisions of policy-makers (Gough et al., 2012, p. 229). The research aims to 
provide evidence for policy-makers around the world on how and why DSM 
policies succeed or fail. For the academic community, journal and conference 
papers have been published; for the policy community, summary reports and 
consultation responses have been produced and presentations given; for the 
industrial community, summary reports have been disseminated and 
presentations given; and for the public, two short documentaries have been 
produced and made publicly available (these can be accessed at: 
https://www.you tube.com/watch?v=uHMYIHItInY and 
https://www.youtube.com/watch?v=__uB RI-jdTk). 
 
3.4.7 Pilot Tests and Data Collection 
 
An important part of undertaking evidence reviews, such systematic reviews 
and rapid evidence assessments, is to pilot test the robustness and replicability 
of the review protocol. The premise is that the review should be able to be 
conducted independently by different researchers that come to the same 
results. This also identifies the ease at which the review can be updated and 
extended in the future. As a result, two pilot studies were conducted with two 
different researchers in two different databases, as shown overleaf. 
 
# Pilot study one: 
o Resource and Energy Economics (REE) (academic journal 
database) 
o Main researcher and researcher two 
o Search term: Demand side management policies programmes 
#  Pilot study two: 
o Energy (academic journal database) 
o Main researcher and researcher three 
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o Search term: “Demand side management” AND policies AND 
programmes 
 
The first pilot study identified that the search, final sample and data/information 
extraction were generally the same. The only difference occurred during the 
study quality assessment where researcher two passed two papers and the 
main researcher passed one paper. However, the same paper was passed in 
both assessments and the researchers gave similar study quality scores (10/14 
and 9/14 respectively). In observing the second paper in more detail, it is clear 
that both researchers identified the same paper as being of high quality, but the 
main researcher excluded it for reasons of its focus on DSM trials rather than 
DSM policy. The key data and information that were extracted were the same. It 
is interesting to note that researcher two was not an expert in DSM or policy 
analysis (though an expert in the energy and buildings field), but similar results 
were still produced. This highlights the ease within which the review protocol 
could be followed. 
 
The second pilot study aimed to improve upon the feedback from the first pilot 
study to enhance the robustness of the review protocol, and to ensure that 
other confounding variables or chance were not the cause of the similarities in 
the results from the first pilot study. A different database, an adapted (more 
advanced) search term and a different researcher were used. The search term 
was adapted to ensure that DSM trials were excluded and that the number of 
initial hits could be reduced. Searching for ‘demand-side management 
programmes policies’ will search for each word individually as well as together 
or together with some of the other words in the search string but not others. 
This increases the number of initial hits and the number of irrelevant hits as 
discussed previously. Instead, Boolean logic was used to improve the accuracy 
of the search term, which was detailed in sub-section 3.4.4. ‘“Demand-side 
management” AND policies AND programmes’ ensures that all retrieved 
documents use the phrase, ‘demand-side management’, and the use of ‘AND 
policies AND programmes’ ensures that references to DSM but not DSM policy 
specifically are removed. The use of ‘programmes’ in addition to ‘policies’ was 
included in order to capture documents that refer to government programmes 
and government policies synonymously. 
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As researcher three was a DSM expert though not a policy analysis expert, 
he/she was more familiar with the field than researcher two. Both researcher 
three and the main researcher identified the same relevant papers and the 
quality scores for those papers were generally the same. Slight differences 
between researchers on the specific scores of some papers is likely to occur 
due to some study quality questions in the assessment requiring some degree 
of judgement on the part of the researcher, which is normal in systematic 
reviews in the social sciences (Dockerty et al., 2009; McConnell, 2010). The 
most important aspect is that the same documents pass the study quality 
assessment to be included in the final sample. Similar data and information 
were extracted between the main researcher and researcher three and the use 
of Boolean logic in the search term narrowed the number of initial hits to skim 
through and increased the number of relevant documents. It is important to note 
that none of the researchers involved in the pilot studies were required to 
analyse the extracted data and information, as the analysis took place after the 
one-year period for the systematic review data collection had been completed. 
 
In summary, the search term, “demand-side management” AND programmes 
AND policies” was used in the following 35 academic, industrial and policy 
databases and websites (the MCDM expert database is discussed in sub-
section 3.4.8 and did not require the use of a search term): 
 
Academic (9 databases: journals): 
" Energy Efficiency 
" The Electricity Journal 
" Energy 
" Energy Policy 
" Energy Economics 
" Energy and Buildings 
" Resource and Energy Economics (REE) 
" The Energy Journal 
" Electric Power Systems Research (EPSR) 
 
 
 116 
Industrial (11 databases: conference databases and websites of institutions and 
industry groups): 
" International Energy Program Evaluation Conference (IEPEC) 
" European Council for an Energy-Efficient Economy (ECEEE) 
" American Council for an Energy-Efficient Economy (ACEEE) 
" International Energy Agency (IEA) DSM Programme 
" Google (PhD literature review) 
" Association for the Conservation of Energy (ACE) 
" Open Grey 
" National Grid 
" British Institute of Energy Economics (BIEE) 
" International Association for Energy Economics (IAEE) 
" International Partnership for Energy Efficiency Cooperation (IPEEC) 
 
Policy (13 databases: national and state government websites and regulator 
websites): 
" US Department of Energy (DoE)’s Energy Citations Database 
" UK Department of Energy and Climate Change (DECC) 
" US Energy Information Administration (EIA) 
" US Department of Energy (DoE) 
" UK Office of Gas and Electricity Markets (Ofgem) 
" California Public Utilities Commission (CPUC) 
" European Commission Department of Energy 
" US Federal Energy Regulatory Commission (FERC) 
" UK National Audit Office (NAO) 
" UK Public Accounts Committee for the House of Commons (PAC) 
" China National Development and Reform Commission (NDRC) 
" Australia Energy Regulator (AER) 
" Australia Department of Industry 
 
Other (2 databases: review update and MCDM analysis): 
" Review update database: Thomas Reuters Web of Science 
" Expert interviews database: Multi-Criteria Decision-Making (MCDM) 
analysis 
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The systematic review data collection and synthesis was carried out for one 
year between April 2013 and April 2014 and the pilot studies were carried out in 
March 2013. The systematic review data analysis was undertaken following the 
data collection and is discussed in section 3.5 and chapters 4-6. Figure 17 
overleaf summarises the percentage of the initial hits that reached each filtering 
stage for the 35 databases and figure 18 summarises the number of documents 
at each filtering stage for the 35 databases: initial hits, hits after title skimming, 
hits after abstract skimming and applying the inclusion/exclusion criteria, and 
hits after the study quality assessment (the final sample). 
 
 
 
Figure 17: the percentage of initial hits reaching each filtering stage in the systematic review search 
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Figure 18: the number of documents reaching each filtering stage in the systematic review search
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As previously mentioned, it is common to undertake a review update when 
carrying out systematic reviews. This is conducted at the end of the data 
collection period to ensure that new material published since the systematic 
review period began is captured. It also provides an opportunity to double check 
that relevant documents were not missed in the main period of data collection. 
As previously discussed, Web of Science was used as the main database for 
updating the review, as it covers >12,000 journals and >160,000 conference 
proceedings, including direct translations of non-English publications. However, 
as it does not cover industrial or policy databases, it was also necessary to 
undertake a review update in each of the 33 academic, industrial and policy 
databases included in the review. Web of Science was the last database to be 
synthesised and yielded four new and high quality documents. As the synthesis 
took place in April 2014, any new documents published since then are not 
included in the final analysis. 
 
Figures 17 and 18 show that the databases that had the highest numbers of 
initial hits were not necessarily the same as those with the highest numbers of 
documents in the final sample (following the study quality assessment). Of the 
seven databases that had !8 documents in the final sample (i.e. the highest 
numbers of documents in the final sample), only three of these were also in the 
top seven databases by the number of initial hits: the American Council for an 
Energy-Efficient Economy (ACEEE), The Electricity Journal and the US 
Department of Energy (DoE)’s Energy Citations Database. If the databases are 
examined by the percentage of the initial hits reaching the final sample, none of 
the top seven databases with the greatest numbers of initial hits are included in 
the top seven databases by the percentage of the initial hits reaching the final 
sample. The top seven databases in this respect have 8.6-50.0% of the initial 
hits reaching the final sample, whereas the databases with the highest numbers 
of initial hits have only 0.0-6.0% of the initial hits reaching the final sample. 
 
If the discussion is extended to look at the percentage of the initial hits that are 
considered relevant (before the study quality assessment), similar results are 
produced. When ranked by the number of documents passing the inclusion 
criteria stage, only the ACEEE database and The Electricity Journal have both 
high numbers of initial hits and high numbers of documents that are considered 
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relevant (i.e. in the top seven databases for the inclusion criteria stage). If the 
databases are then ranked by the percentage of the initial hits considered 
relevant, none of the databases in the top seven databases by the numbers of 
initial hits are in the top seven databases by the percentage of the initial hits 
considered relevant (having only 0.0-15.6% of documents considered relevant). 
For the top seven databases by percentage, 28.6-100.0% of the initial hits were 
considered relevant. This suggests that a high number of initial hits is a poor 
indicator of relevance. The top seven databases are examined (rather than the 
top five or the top ten databases) for consistency of discussion with the previous 
paragraph where seven databases had !8 documents in the final sample. 
 
3/35 databases can be considered anomalies with respect to having no initial 
hits despite being identified as publishing prominently on DSM research: The 
Energy Journal, International Partnership for Energy Efficiency Cooperation 
(IPEEC) and China’s National Reform and Development Commission (NRDC). 
All three of the databases were identified in the quick scoping review as 
publishing research on DSM rather than through referrals from the MCDM 
research participants. For The Energy Journal, it is clear that much research 
has been published on the technical, engineering and economic aspects of 
DSM, but not DSM policy. As discussed previously, the quick scoping review 
mapped out the databases publishing on DSM broadly rather than specifically 
on DSM policy (which was the focus of the systematic review). For IPEEC, the 
institution was mentioned in other documents in the quick scoping review that 
examined DSM (especially in non-academic documents). As such, the quick 
scoping review did not directly search within the IPEEC website but noted it as 
an important institution in the DSM field. For the NRDC, the department was 
discussed frequently in documents that looked at DSM in China (particularly in 
academic documents). As with IPEEC, the quick scoping review did not directly 
search within the NRDC website but considered it an important source of data 
and information due to its identification as the main department working at the 
national level on DSM in China. 
 
In summary, the systematic review protocol was developed from a quick 
scoping review, from the development and testing of the search term(s), from 
feedback from a panel of five academics, from discussions with a systematic 
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review expert, from two journal peer reviewers and from two pilot studies with 
two other researchers. The testing of the systematic review protocol suggests 
that it will have captured the majority of high quality DSM policy evaluations 
published in English (particularly in the last two decades), such that high 
confidence can be placed in the conclusions from the analysis of the 
documents, which are discussed in chapters 4-7. 
 
3.4.8 Multi-Criteria Decision-Making Analysis 
 
Multi-Criteria Decision-Making (MCDM) analysis was undertaken on a small-
scale to act as a database to be fed into the systematic review. The 
triangulation of MCDM analysis into systematic reviews is a methodological 
improvement to mixed methods or qualitative systematic reviews, and has not 
yet been conducted in the disciplines that use systematic reviews. 
Methodological triangulation involves using more than one method to gather 
data (Denzin, 1978), in order to give “a more detailed and balanced picture of 
the situation” (Altrichter et al., 2008) and to cross-check information to produce 
more certainty in the results (O’Donoghue and Punch, 2003). MCDM analysis is 
gaining popularity in the energy policy field and is a quantitative method for 
undertaking face-to-face interviews. It aims to capture participant expertise and 
preferences for the ranking of various alternatives against how they perform on 
various criteria (UK CLG, 2009). 
 
Traditionally, policy evaluation has focused on quantitative analyses, particularly 
cost-benefit and cost-effectiveness analyses, where a policy is successful if its 
benefits minus its costs are maximised (Nagel, 2002, p. 139). Nagel (2002) 
highlights that a policy is seen as a quantitative failure if more undesirable 
results are produced than desirable results, which are measured either by the 
intentions of the decision makers or by the objective effects regardless of intent 
(p. 139). Nagel (2002), a proponent of MCDM analysis for policy analysis, 
highlights alternative methods for analysing policy. He discusses mathematical 
optimising, econometric approaches, quasi-experimental approaches and 
behavioural process approaches, but argues that: “MCDM is closest to what 
good analysis and decision makers do implicitly” (p. 155). 
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There are over thirty different types of MCDM analysis (UK CLG, 2009). 
However, the general approach for conducting such analyses is highlighted in 
the stages below (taken from Nagel, 2002, p. 155): 
 
1. List the available alternatives on the rows of a two-dimensional matrix 
2. List the criteria for judging the alternatives on the columns of the matrix 
3. Insert scores in the cells showing how each alternative relates to each 
criterion 
4. Transform the scores to take into consideration that the goals may be 
measured on different dimensions 
5. Aggregate the transformed scores across each alternative to obtain a 
summation score for each alternative 
6. Conclude on which alternative or combination should be adopted 
 
MCDM analysis is undertaken with identified experts in the field and seeks to 
rank the preferences of the experts as to which option should be chosen. In the 
case of this research, identified DSM policy experts would rank the twelve DSM 
policies discussed earlier in the chapter based on various performance criteria. 
 
The main types of MCDM analysis that have been used in energy policy 
research to date are summarised in table 7 (adapted from UK CLG, 2009): 
 
Multi-
attribute 
models 
Linear 
additive 
models 
Analytic 
hierarchy 
process models 
Outranking 
methods 
Fuzzy 
sets 
models 
Multi-attribute 
utility theory 
(MAUT) 
Weighted 
sum method 
(WSM) 
MACBETH ELECTRE VIKOR 
Multi-attribute 
value theory 
(MAVT) 
Weighted 
product 
method 
(WPM) 
REMBRANDT PROMETHEE NSFDSS 
  
Analytic network 
process (ANP) 
   
Table 7: the main types of Multi-Criteria Decision-Making (MCDM) analysis 
methods 
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It is beyond the scope of the thesis to discuss each of the methods in detail, as 
the MCDM analysis is only a small part of the research. UK CLG (2009) 
provides a good overview of the different methods and how they can be utilised 
by governments and researchers, and thus is not reproduced here. The MCDM 
analysis is not analysed separately and is instead integrated as a database in 
the systematic review. 
 
There were a number of reasons for conducting the MCDM analysis and to 
integrate it into the systematic review, rather than analysing the results 
separately. Firstly, it was a form of cross-validation for the systematic review 
results (though cross-validation was only based on the preliminary results as 
the MCDM interviews took place during the main period of data collection for 
the systematic review databases). It is important to note that the MCDM 
analysis would need to have a sample comparable to that of the systematic 
review sample of 102 documents (119 documents includes the MCDM analysis 
interviews) for the results to be representatively cross-validated. However, with 
a sample size of 17 (discussed below) this is not possible. Nevertheless, the 
interviews were also used to cross-validate the databases used in the 
systematic review to identify whether or not there were key databases missing. 
As discussed previously, an additional six databases were suggested by the 
research participants: Open Grey (database), National Grid (website), the US 
Department of Energy (DoE)’s Energy Citations Database (database), the US 
Federal Energy Regulatory Commission (FERC) (website), the UK National 
Audit Office (NAO) (website) and the UK Public Accounts Committee for the 
House of Commons (PAC) (website). However (as discussed previously), only 
the US DoE’s Energy Citations Database produced relevant and high quality 
documents. Thus, the quick scoping review produced a more robust process for 
identifying relevant databases (and websites) for DSM rather than the referrals 
from the MCDM expert interviews. 
 
In addition to cross-validation, the MCDM analysis aimed to synthesise and 
aggregate the results of the interviews into one expert database of 17 
‘documents’ for direct integration within the systematic review, in order to 
qualitatively obtain perspectives on the key factors for DSM policy success and 
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failure and to quantitatively obtain data on the success of different DSM 
policies. 
 
The MCDM method used in this research is not one of the methods listed in 
table 7. Instead, it is an adapted, simplified and non-weighted version of the 
weighted sum method (WSM). Each expert was asked to rank (from 1-10) each 
of the twelve DSM policy categories based on eleven performance criteria. A 
score of ‘10’ is the highest value for performance and ‘1’ is the lowest value for 
performance. Scores for each policy are then summed to give an overall score. 
The overall scores of different policies are compared and then ranked (the 
highest scoring policy is ranked 1 and the lowest scoring policy is ranked 12 – 
where policies achieve the same overall score, the same ranking is given). 
Results from each expert interview are then aggregated to provide an overall 
ranking of policies. Thus, data from individual interviews are not analysed 
separately but included together as an aggregated whole. 
 
In addition to the quantitative assessment, a qualitative element was added to 
the interview. As such, the MCDM interviews were both quantitative and 
qualitative, thus matching the mixed methods nature of the realist synthesis 
type of systematic review. The qualitative element aimed to answer research 
question two more directly, and involved three questions. The spreadsheet 
template (decision matrix) for the interviews is included in the Appendix 
(Appendix Figure 3). The DSM policy categories are re-produced below, 
alongside the quantitative and qualitative aspects of the MCDM interviews. 
 
DSM Policy Categories: 
• Incentive payment-based demand-side response (IPBDR) 
• Price-based demand-side response (PBDR) 
• Market transformations (MT) 
• Infrastructure rollouts (IR) 
• Utility obligations (UO) 
• Labelling (LB) 
• Performance standards (PS) 
• Loans and subsidies (L&S) 
• Utility business models (UBM) 
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• Research and development programmes (R&D) 
• Information campaigns (IC) 
• Voluntary programmes (VP) 
 
DSM Policy Performance Criteria (Quantitative Assessment): 
! Carbon emissions reduction 
! Deferred investment in infrastructure 
! Energy bill savings 
! Government programme costs 
! Overall energy savings 
! Peak load reductions 
! Utility programme costs 
! Consumer active engagement 
! Dealing with variable wind power 
! Political ease of implementation 
! Technology innovation and market development 
 
DSM Policy Interview Questions (Qualitative Assessment): 
1) From your experience, what have been the most successful policies? 
2) How and why do you think these policies have been successful? 
3) What are the key factors that may result in a DSM policy being 
unsuccessful? 
 
Each interview equates to one document in the systematic review. 38 experts 
were identified from the literature review of 389 documents and were contacted 
by email. Of these, 17 experts agreed to participate (giving a participation rate 
of 44.7%): seven from industry, six from academia and four from policy. The 
participants signed a confidentiality form, which is included in the Appendix 
(Appendix Figure 2). The form gives an outline to the research project, how the 
meeting would be conducted and states that the participants’ names would be 
kept anonymous but that they agree to be cited as an expert from their 
institution. The institutions are primarily based in the USA and the UK, which 
reflects the DSM policy evidence base, but also as a result of the resource 
constraints of the PhD to include other countries. Five interviews took place in 
the USA (New York and Washington DC) and twelve interviews took place in 
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the UK (London, Oxford and Reading). The one-hour interviews took place 
face-to-face and were conducted between November 2013 and June 2014. A 
pilot test was conducted in November 2013 with another researcher to ensure 
that the interview process was robust and appropriate. In addition to this, the 
MCDM analysis approach was peer reviewed by a panel of five academics and 
two MCDM analysis experts. The institutions that took part in the research are 
listed below: 
 
Research Participants 
! Industry: 
o American Council for an Energy-Efficient Economy (ACEEE) (two 
interviews) 
o Edison Electric Institute (EEI) (one interview) 
o Association for the Conservation of Energy (ACE) (one interview) 
o Open Energi (one interview) 
o Scottish and Southern Energy (SSE) (one interview) 
o UK Demand Response Association (UK DRA) (one interview) 
! Academia: 
o Imperial College London (one interview) 
o University of Oxford (four interviews) 
o University of Reading (one interview) 
! Policy: 
o New York State Public Service Commission (NYSPSC) (one 
interview) 
o US Department of Energy (US DoE) (one interview) 
o UK Department of Energy and Climate Change (UK DECC) (one 
interview) 
o UK Office of Gas and Electricity Markets (UK Ofgem) (one 
interview) 
 
The adapted MCDM method, which utilises a mixed methods approach to policy 
analysis in order to move away from solely focussing on policy impacts to policy 
mechanisms, triangulates well with review methods and it should be considered 
a useful technique for evaluating energy policies. Governments are usually 
time-constrained in terms of gathering evidence and evaluating policies and as 
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such, a mixed methods rapid evidence assessment combined with a mixed 
methods MCDM analysis provides a practical and effective method for energy 
policy analysis when systematic reviews cannot be conducted due to time and 
resource constraints. 
 
3.5 Analysis and Synthesis 
 
3.5.1 Analysis Process: Research Question 1 – Policy Implementation 
 
Research question one aims to answer the following question: 
 
What DSM policies have been implemented around the world with high-quality 
documented evaluations? 
 
Following the completion of the systematic review data collection (including the 
MCDM analysis and review update), the analysis for research question one is 
undertaken. The analysis process aims to look at the global spatial patterns of 
DSM policy implementation, but particularly in terms of the spatial distribution of 
high quality evaluations. Although spatial patterns are the focus of the research 
question, it is also interesting to briefly examine temporal patterns in how the 
number and distribution of evaluations has changed over time since the energy 
crises of the 1970s. The quantitative metrics that are required to answer 
research question one are listed below: 
 
• Overall sample size in each of the four filtering stages during data 
collection 
• Samples sizes per database in each of the four filtering stages 
• Number and location of countries/states in the final sample 
• Number of documents and evaluations per country/state 
• Number of documents and evaluations per DSM policy 
• Diversity of DSM policy implementation by country/state 
• Frequency of different policy objectives for implementing DSM policies 
• Number of documents and evaluations per country/state per decade 
since the 1970s 
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• Number and type of policy packages in the final sample 
 
Each of the above metrics is discussed in detail in chapter four. It is important to 
note that one document does not equal one evaluation, and some documents 
contain multiple evaluations (either cross-country comparisons, cross-policy 
comparisons within the same country/state or cross-country and cross-policy 
comparisons). Chapter four discusses the analytical process and results for 
research question one in more detail. 
 
3.5.2 Analysis Process: Research Question 2 – Policy Mechanisms 
 
Research question two aims to answer the following question: 
 
How and why do DSM policies succeed or fail, and what policies have been 
successful? 
 
Following the completion of the analysis for research question one, the analysis 
for research question two is undertaken. This forms the central part of the 
thesis, which aims to identify the key success and failure factors for different 
categories of DSM policy and for different countries/states. The qualitative and 
quantitative metrics that are required to answer research question two are listed 
below: 
 
• Defining policy success and failure 
• Overall key success factors and failure factors 
• Key success factors and failure factors by DSM policy: frequency 
• Key success factors and failure factors by DSM policy: weighting 
• Key success factors and failure factors by DSM policy: combined 
• Key success factors and failure factors by country/state: frequency 
• Key success factors and failure factors by country/state: weighting 
• Key success factors and failure factors by country/state: combined 
• Statistical associations between success factors 
• Statistical associations between failure factors 
• Overall success of different DSM policies 
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• Countries/states that have experienced success with each DSM policy 
• Countries/states that have experienced failure with each DSM policy 
 
Each of the above metrics is discussed in detail in chapter five. The main 
premise of the analysis process is to inductively identify the key success factors 
and the key failure factors for each DSM policy and country/state included in the 
systematic review sample. As the factors are not pre-defined, a first iteration of 
the systematic review analysis is undertaken to identify all of the factors across 
the 119 documents. A second iteration of the systematic review analysis is then 
conducted and the factors for each evaluation are categorised. The second 
iteration overcomes the issue of new factors identified in databases that are 
examined later on in the analysis process not being applied to earlier 
databases. 
 
As discussed in chapter five, examining the frequency of discussion of different 
factors across the sample gives a good indication as to the importance of the 
factors. However, by itself it does not show how important a factor is in a given 
context (country/state and time period) within an evaluation. Thus, by looking at 
the weighting of different factors within each evaluation in the sample, their 
importance for particular policies and countries/states can be determined. 
Nevertheless, by itself, weighting cannot say whether or not the importance of a 
factor is replicated for the same policies in other countries/states. Hence, the 
weakness of weighting analysis is the strength of frequency analysis and vice 
versa. As such, there is strong justification for undertaking a combined analysis 
that filters out those factors that are not frequent and highly weighted. Despite 
this, the results of the individual frequency and weighting analyses are also 
presented in chapter five in order to provide more detailed analysis. 
 
Pawson (2002b), who developed the realist synthesis approach to systematic 
reviewing, has been criticised for not giving practical guidelines as to how realist 
syntheses should be conducted and analysed (Dixon Woods et al., 2005; 
Warren, 2014b). As realist synthesis has had little practical implementation in 
the disciplines that use systematic reviews, there is limited literature on 
techniques for analysing data on programme mechanisms. This justifies the 
need to develop and describe new techniques in order to undertake realist 
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synthesis analysis in the energy policy field. The scales and equations used to 
calculate frequency, weighting and the combined analysis are detailed and 
justified in chapter five. 
 
The second part of research question two looks at what DSM policies have 
been successful (and unsuccessful) in the countries/states included in the 
systematic review. As shown in chapter five, a scale is developed based on the 
judgements of the evaluators in each document as to the overall success of the 
DSM policy under evaluation. As the documents are of a high quality and the 
evaluators are well qualified to undertake the evaluations, their judgements on 
overall policy success should be considered a reliable indicator. A scale of 1-5 
is used where ‘1’ is a failed policy and ‘5’ is a highly successful policy. All 
policies scoring ‘4’ or ‘5’ are considered successful for the given country/state 
(as these are the highest scores). The overall policy success weighting for each 
DSM policy is then calculated by aggregating all of the individual policy success 
weightings given in each evaluation. In order to calculate an overall policy 
success score (across countries/states), the overall policy success weightings 
are combined with the results from the first part of the analysis (the frequency 
and weighting of success and failure factors). The equation used to calculate 
this is outlined and justified in chapter five. The final product from the second 
part of research question two is a list of successful DSM policies by 
country/state. 
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4 Chapter 4: DSM Policy Implementation 
 
4.1 Data Collection 
 
This chapter is concerned with answering research question one: 
 
What DSM policies have been implemented around the world with high-quality 
documented evaluations? 
 
Firstly, the chapter gives an overview of how the systematic review and MCDM 
(Multi-Criteria Decision-Making) analysis were conducted (sub-sections 4.1.1 
and 4.1.2); secondly, it presents summary statistics on sample sizes and 
general patterns in the data (sub-section 4.2.1); thirdly, it discusses the spatial 
and temporal patterns of demand-side management (DSM) policy 
implementation (sub-sections 4.2.2 and 4.2.3); and fourthly, the conclusions for 
research question one are given. Discussions of implementation are based on 
the 119 high-quality documents included in the systematic review and not the 
389 documents included in the literature review and the quick scoping review, 
which were undertaken prior to the systematic review. Hence, there are a 
number of governments that have implemented various DSM policies but which 
have not been documented in high-quality evaluations. Both the systematic 
review and the quick scoping review highlighted that even evaluations of lower 
quality (where limited resources are available) are seldom undertaken ex-post, 
after a policy has been implemented. 
 
4.1.1 Overview: Systematic Review 
 
The systematic review data collection was conducted over a one-year 
timeframe and included the synthesis of DSM evaluation documents from 
academic, industrial, and policy databases. The databases were selected based 
on being the main databases that have published research on DSM, 
determined through a quick scoping review undertaken prior to the systematic 
review. Following the filtering stages described in chapter three, a final selection 
of 98 documents were synthesised from 4,360 initial hits across 33 databases 
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(10 academic, 10 industrial and 13 policy). At the end of the one-year period for 
data collection (from 2013-2014), a review update was conducted using Web of 
Science (producing a further four high quality documents) and MCDM analysis 
was undertaken with seventeen key DSM policy experts (discussed in the next 
sub-section). This brought the total number of databases to 35 and the total 
number of ‘documents’ to 119 (where the MCDM analysis was included as a 
database with one expert interview equating to one document). It is important to 
note that one document does not equate to one DSM policy evaluation, as 
some documents included comparative evaluations of different DSM policies or 
different countries/states. From the 119 documents, 707 individual evaluations 
(690 written evaluations and 17 MCDM interviews) made up the total sample 
size. Of the 690 written evaluations, 45 evaluated policy packages and 645 
evaluated individual policies. Comparative documents analysed either the same 
policy in different countries/states, evaluated different policies within the same 
countries/states or analysed different policies in different countries/states. 
 
The analysis took place at the ‘policy category’ level (as per table 8 below) to 
ensure that the sample size for each policy was large enough to make adequate 
comparisons, as justified in chapter three. For example, instead of analysing 
how time-of-use tariffs performed in different countries/states, the broader 
category of price-based demand response was used as the level of the 
analysis. The list in table 8 overleaf summarises the total number of high-quality 
evaluations (out of 690 written evaluations) per DSM policy. 
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DSM Policy Category Number of Policy 
Evaluations 
Utility business models (UBM) 122 
Information campaigns (IC) 118 
Loans and subsidies (L&S) 100 
Utility obligations (UO) 89 
Performance standards (PS) 81 
Incentive payment-based demand response (IPBDR) 62 
Labelling (LB) 42 
Price-based demand response (PBDR) 26 
Market transformations (MT) 17 
Research and development programmes (R&D) 17 
Voluntary programmes (VP) 12 
Infrastructure rollouts (IR) 4 
 
Table 8: the number of policy evaluations in the sample by DSM policy 
category 
 
Table 9 overleaf summarises the number of evaluations per policy at all of the 
DSM policy levels (policy type, DSM policy category and specific DSM policy). 
However, the main research analysis takes place at the DSM policy category 
level. 
Policy Type DSM Policy Category Specific DSM Policy 
Number of Policy 
Evaluations 
Total by Policy 
Category 
MARKET-BASED 
Incentive payment-based 
demand response tariffs Direct Load Control 8 62 
    
Interruptible/Curtailable 
Programmes 17   
    
Demand Bidding/Ancillary Services 
Market 26   
    Emergency Demand Response 8   
    Relieving local network constraints 3   
  
Price-based demand 
response tariffs Time-of-Use Pricing 16 26 
    Critical Peak Pricing 2   
    Real-time Pricing 7   
    Extreme Day Pricing 0   
    Extreme Day Critical Peak Pricing 0   
    Inverted Block Pricing 1   
  Market transformations Energy efficiency barriers removal 17 17 
REGULATORY Infrastructure rollouts Smart meter rollouts 4 4 
  Utility obligations Utility obligations 58 89 
    White Certificate Trading 31   
  Labelling Appliance labelling 14 42 
    Equipment labelling 19   
    Building labelling 9   
  Performance standards Appliance standards 18 81 
    Equipment standards 29   
    Building standards/codes 34   
FISCAL Loans and subsidies Loans (no- or low-interest) 28 100 
    Subsidies/rebates/grants 54   
    Tax reductions/credits/exemptions 18   
  Utility business models Decoupling 8 122 
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Shareholder Incentives: Shared 
Benefits 2   
    
Shareholder Incentives: 
Performance Targets 58   
    
Shareholder Incentives: Rates of 
Return 2   
    Revenue Regulation 0   
    
Revenue-Cost Recovery 
Mechanisms 3   
    Direct Incentives 0   
    
System Benefits/Public Goods 
Charges 49   
  R&D programmes Government-stimulated large trials 9 17 
    Utility-stimulated large trials 0   
    
Development and demonstration 
programmes 8   
INFORMATION Information campaigns General information programmes 36 118 
    Energy audits 28   
    Information centres 16   
    
Education/certification/technical 
support 29   
    On-bill information 1   
    Governing by example 8   
VOLUNTARY Voluntary programmes Industrial companies 8 12 
    
Power production, transmission, 
distribution 1   
    
Commercial/public/institutional 
organisations 3   
5 Main Types 12 Sub-Categories 44 Specific Policies 690 690 
 
Table 9: the breakdown of high-quality evidence by DSM policy
4.1.2 Overview: MCDM Analysis 
 
MCDM analysis was conducted with seventeen key DSM policy experts. It is 
important to note that, as per the Hierarchy of Evidence concept discussed in 
chapter three, expert opinion is at opposite ends of the pyramid to systematic 
review evidence and in this respect it should not be given the same weighting in 
terms of evidence quality. However, five of the experts had written some of the 
documents included in the systematic review and the other experts had either 
contributed to the evaluations as co-authors or peer reviewers, or other authors 
in their institutions had written them. This increased the value of their oral 
evidence and also formed an important part of their identification as experts. 
 
The purpose of the MCDM analysis was not to compare the results with that of 
the systematic review (for this type of analysis, the sample sizes would need to 
be comparable), but instead to form one of the 35 databases that make up the 
systematic review. The number of expert interviews is comparable to one of the 
larger written databases included in the sample. Both the systematic review and 
the MCDM analysis did not pre-define sample sizes, as this goes contrary to the 
process for conducting systematic reviews. In some methodologies that also 
take an inductive approach to science, saturation points are used. A saturation 
point is reached when no new or relevant information is obtained from further 
data collection (Saumure and Given, 2008). However, systematic reviews 
require the aggregation and synthesis of the majority of the relevant evidence 
on a given research topic (Warren, 2014b). Thus, the number of databases is 
pre-defined and the systematic review is not complete until relevant data have 
been extracted from all of the databases. With the MCDM analysis, the same 
process was applied to ensure synergies between both types of analysis. The 
total number of relevant experts identified from both the systematic review and 
the literature review was 38 (the population of interest). All 38 experts were 
contacted by email (as described in chapter three) and the overall response rate 
was 52.6% (20 experts responded). Of these, 44.7% (17 experts) agreed to 
participate (the sample). As such, the sample size was determined by the 
number of relevant experts that were willing to participate rather than continuing 
the number of interviews until a saturation point was reached. 
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Due to resource constraints, the majority of interviews took place in the UK 
(London, Reading, and Oxford) and the USA (Albany (New York State) and 
Washington DC). Although this may have resulted in a locational bias, this 
matches the systematic review evidence, where the USA and the UK have the 
greatest number of high-quality evaluation documents (as discussed below). 
MCDM analysis involves quantitative data collection of expert judgements 
during interviews. However, the method was adapted so that a qualitative 
element was included to explore the research questions further. The interviews 
lasted one hour and involved 30 minutes for ranking the twelve DSM policies by 
their performance on eleven criteria, and 30 minutes of semi-structured 
interview to answer the three questions shown below: 
 
1. From your experience, what have been the most successful DSM 
policies? 
2. How and why do you think these policies have been successful? 
3. What are the key factors that may result in a DSM policy being 
unsuccessful? 
 
Participants signed a confidentiality form agreeing that their names would be 
kept anonymous but that they would be referred to as an expert from their 
institution. The form is included in the Appendix (Appendix Figure 2). The 
institutions that took part in the research are listed below in the order that the 
interviews took place: 
 
! New York State Public Service Commission (1 interview) – USA 
! American Council for an Energy-Efficient Economy (2 interviews) – USA 
! Department of Energy (1 interview) – USA 
! Edison Electric Institute (1 interview) – USA 
! Imperial College London (1 interview) – UK 
! University of Oxford (4 interviews) – UK 
! Department of Energy and Climate Change (1 interview) – UK 
! Office of Gas and Electricity Markets (1 interview) – UK 
! Association for the Conservation of Energy (1 interview) – UK 
! University of Reading (1 interview) – UK 
! Open Energi (1 interview) – UK 
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! Scottish and Southern Energy (1 interview) – UK 
! UK Demand Response Association (1 interview) – UK 
 
The interviews break down into six academic experts (from universities), seven 
industrial experts (from non-profit organisations and utility companies) and four 
policy experts (from national and state governments and regulators). The 
analysis does not make comparisons between academic, industrial and policy 
experts due to the small sample size. Instead, as previously discussed, the aim 
of the MCDM analysis was to be included as a database in the systematic 
review. Part of the justification for this was to capture knowledge that may have 
been missed in the systematic review and as a form of validation of the 
systematic review results. It is important to note that the three results chapters 
do not refer to the two analyses separately but together. Hence, in the thesis, 
‘documents’ refers to the 102 written documents and 17 MCDM interviews, and 
the ‘systematic review’ refers to all 119 ‘documents’ following the triangulation 
of the systematic review and MCDM analysis data. 
 
4.2 Global Implementation of DSM Policy 
 
4.2.1 Key Statistics 
 
The total number of countries and sub-national states included in the systematic 
review was 66, which covered six continents. This is broken down into 30 
countries and 36 states (including regions within countries, provinces and 
states), which were determined inductively through the countries/states 
evaluated in the documents. The countries that had evaluations at a state-level 
(in addition to at a national level) were the USA, Canada, Belgium, China, India 
and Australia. The spatial patterns are discussed in sub-section 4.2.2. In the 
systematic review, no time limit was placed on the publication of the documents 
in the inclusion criteria. As such, documents spanned different decades, though 
the vast majority were conducted in the last ten years. The temporal patterns 
are discussed in sub-section 4.2.3. 
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Table 10 shows the breakdown of the documents included in the systematic 
review by database, with the number of documents per database (both in the 
final sample and in the initial hits) and how the databases compare when 
broken down into academic, industrial and policy databases. What is clear is 
that three databases (excluding the MCDM database) dominate: the 
International Energy Program Evaluation Conference (IEPEC) (21 documents), 
the European Council for an Energy-Efficient Economy (ECEEE) (14 
documents), and the American Council for an Energy-Efficient Economy 
(ACEEE) (12 documents). All three are included as industrial databases, though 
it is important to note that all three institutions hold important global conferences 
where researchers from academia and government submit research in addition 
to those from industry. Academia refers primarily to universities, industry refers 
mainly to institutions, organisations and consultancies, and policy refers to 
governments (national and state-level) and regulators. 
 
The evidence base is dominated by industry (59 documents), followed by 
academia (29 documents) and then policy (14 documents). An important finding 
here is that globally, few high quality evaluations of DSM policies have been 
conducted by governments, with the majority of evaluations being conducted by 
industry and academia. 
 
Database Type Database Name 
Documents 
Included 
Total Number 
of Hits 
Academic Databases (Electronic) (10) Energy Policy  1 549 
Total Number of Documents: Energy 5 194 
25 Energy Efficiency 8 44 
Total Number of Hits: Energy Economics 1 35 
5,035 The Electricity Journal 8 308 
  The Energy Journal 0 0 
  Electric Power Systems Research 0 18 
  Energy and Buildings 1 35 
  Resource and Energy Economics 1 20 
  Open Grey 0 1 
Industrial Databases (Electronic) (10) Google (PhD Literature Review) 5 58 
Total Number of Documents: 
American Council for an Energy-
Efficient Economy (ACEEE) 12 199 
59 
European Council for an Energy-
Efficient Economy (ECEEE) 14 61 
Total Number of Hits: 
International Energy Agency’s Demand-
Side Management Programme 4 159 
1143 
Association for the Conservation of 
Energy (ACE) 1 7 
  National Grid 0 3 
  
International Energy Program 
Evaluation Conference (IEPEC) 21 102 
  
International Partnership for Energy 
Efficiency Cooperation (IPEEC) 0 0 
  
British Association for Energy 
Economics (BIEE) 1 2 
  
International Association for Energy 
Economics (IAEE) 1 120 
Policy Databases (Electronic) (13) US Department of Energy (DoE) 0 46 
Total Number of Documents: US DoE Energy Citations Database 8 332 
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14 
US Federal Energy Regulatory 
Commission (FERC) 0 34 
Total Number of Hits: 
US Energy Information Administration 
(EIA) 0 83 
9,581 
UK Department of Energy and Climate 
Change (DECC) 4 664 
  
UK Office of Gas and Electricity Markets 
(Ofgem) 0 3 
  UK National Audit Office (NAO) 0 1 
  
UK Public Accounts Committee for the 
House of Commons (PAC) 0 7 
  
China National Development and 
Reform Commission (NDRC) 0 0 
  Australia Energy Regulator (AER) 0 600 
  Australia Department of Industry 0 7 
  
California Public Utilities Commission 
(CPUC) 1 401 
  
European Commission Department of 
Energy 1 150 
Review Update (Electronic) (1) Thomas Reuters Web of Science 4 79 
MCDM Interviews Database (In-
person) 1) 
Multi-Criteria Decision-Making (MCDM) 
Analysis Interviews 17 38 
Total Number of Documents Across 35 databases 119 4,360 
 
Table 10: the breakdown of documents included in the systematic review by database
4.2.2 Spatial Patterns 
 
The evidence base is dominated by the USA, the UK and the US state of 
California. These countries and states are evaluated in 25, 22 and 20 
documents respectively out of the 119 documents included in the systematic 
review. Other countries/states that perform well in this respect are France (13 
documents), China (12 documents), Denmark (10 documents), Italy (10 
documents), the US state of New York (9 documents) and Germany (8 
documents). Figures 19 and 20 summarise the findings and split the results into 
countries and states, though the analysis for the three results chapters analyses 
the two sets together. It is important to reiterate that one document does not 
equal one country/state, as some documents included multiple evaluations of 
different countries/states and policies. 
 
 
 
Figure 19: the evidence base of high-quality evaluations by country 
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Figure 20: the evidence base of high-quality evaluations by (sub-national) 
state 
 
The total number of countries in figure 19 is 35, but five countries do not have 
evaluations of sufficient depth for examination in chapter five, so are excluded 
from the main analysis (Austria, Finland, Portugal, the Pacific Islands and 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
USA (California) 
USA (New York) 
Australia (New South Wales) 
USA (Vermont) 
USA (Texas) 
Belgium (Flanders) 
USA (PJM region) 
USA (Pacific Northwest region) 
USA (Nevada) 
USA (Pennsylvania) 
USA (Connecticut) 
USA (Florida) 
USA (Ohio) 
USA (Wisconsin) 
USA (Iowa) 
USA (Michigan) 
USA (Oregon) 
Australia (Australian Capital Territory) 
USA (Illinois) 
USA (Minnesota) 
USA (North Carolina) 
USA (Washington) 
USA (Massachusetts) 
USA (Maine) 
USA (Arizona) 
USA (Indiana) 
USA (New Mexico) 
China (Jiangsu) 
China (Shanghai) 
China (Hebei) 
China (Guangdong) 
China (Shandong) 
Australia (South Australia) 
Australia (Victoria) 
USA (ISO-NE region) 
USA (NYISO region) 
USA (Oregon) 
USA (Hawaii) 
USA (Virginia) 
USA (New Hampshire) 
USA (Rhode Island) 
USA (Maryland) 
USA (Colorado) 
USA (Washington) 
USA (Arkansas) 
USA (North Carolina) 
USA (Utah) 
USA (Idaho) 
USA (Montana) 
Canada (British Columbia) 
Canada (Ontario) 
Canada (Quebec) 
China (Hubei) 
China (Zhejiang) 
China (Hunan) 
China (Fujian) 
China (Beijing) 
China (Guangzhou) 
China (Hefei) 
China (Sichuan) 
India (Orissa) 
Total Number of Documents 
St
at
e 
 145 
Norway). As a result, 30 countries are included in the research. The total 
number of states in figure 20 is 59, but 23 states do not have evaluations of 
sufficient depth for examination in chapter five, so are excluded from the main 
analysis (the Canadian province of Quebec, the Chinese provinces of: 
Guangdong, Hubei, Hunan and Zhejiang, and the US states of: Arizona, 
Arkansas, Colorado, Hawaii, Idaho, Indiana, Iowa, Maryland, Minnesota, 
Montana, Nevada, New Mexico, North Carolina, Pennsylvania, Rhode Island, 
Utah, Virginia and Washington). 
 
The top five countries in terms of the number of documents are the USA, the 
UK, France, China, and Denmark and Italy are joint-fifth. The top five states are 
California (USA), New York (USA), New South Wales (Australia), and Vermont 
(USA), Texas (USA) and Flanders (Belgium) are joint-fourth. All other states, 
regions and provinces have 1-4 documents. At a state-level, the USA leads 
overall with the number of documents far exceeding that of any other country at 
both a national or state-level. For example, 103 evaluations were conducted at 
a state-level in the USA, whereas 25 evaluations were conducted at a national 
level. Arguably, this implies that US state governments have been more 
proactive than the federal government, though much of the policy 
implementation and evaluation experience is located in the coastal states rather 
than the interior states. The total number of documents at a state-level by 
country is shown below: 
 
! US states: 103 documents 
! Chinese provinces: 18 documents 
! Australian states: 13 documents 
! Belgian regions: 4 documents 
! Canadian provinces: 3 documents 
! Indian states: 1 document 
 
California dominates the evidence base at a state-level (with 20 documents) 
and although this is well known in the literature, this research has synthesised 
high-quality evidence to show that this is the case. Outside of the top five 
states, all other states, regions and provinces have 1-3 documents. As the 
analysis does not separate national and state governments, table 11 
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summarises the combined results for the top ten countries/states by the total 
number of documents (out of 119) in the sample. 
 
Country/State Total (Number of Documents) 
USA 25 
UK 22 
California (USA) 20 
France 13 
China 12 
Denmark 10 
Italy 10 
New York (USA) 9 
Germany 8 
New South Wales (Australia) 6 
 
Table 11: the evidence base of high-quality evaluations of the top ten 
countries/states 
 
DSM policies may be implemented individually or as part of a policy package. In 
the sample, nine policy packages were identified (i.e. had a frequency of one 
evaluation or more), which are given below with their abbreviations: 
 
! IPBDR/PBDR: 
Policy package of Incentive payment-based demand response/Price-
based demand response 
! UBM/MT: 
Policy package of Utility business models/Market transformations 
! IC/L&S: 
Policy package of Information campaigns/Loans and subsidies 
! PS/IC: 
Policy package of Performance standards/Information campaigns 
! PS/LB/IC: 
Policy package of Performance standards/Labelling/Information 
campaigns 
! PS/LB: 
Policy package of Performance standards/Labelling 
! IC/L&S/MT: 
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Policy package of Information campaigns/Loans and subsidies/Market 
transformations 
! PS/LB/UO/L&S: 
Policy package of Performance standards/Labelling/Utility 
obligations/Loans and subsidies 
! VP/L&S: 
Policy package of Voluntary programmes/Loans and subsidies 
 
Despite the introduction of policy packages into the analysis, the evidence is still 
dominated by individual policy evaluations. Of the 690 written evaluations, only 
45 included evaluations of policy packages. IC/L&S and PS/LB are the 
dominant policy packages with 13 and 10 documents respectively. Policy 
packages are examined in more detail in sub-section 4.2.4. 
 
An interesting spatial comparison is to examine the number of different types of 
DSM policy that have been implemented by particular countries/states. The 
findings are summarised in figure 21. The figure highlights that the USA, 
California, the UK and China have the greatest diversity of implementation of 
DSM policies, which matches the findings for the total number of documents per 
country/state. The USA has implemented and evaluated fifteen different DSM 
policies, and the other three countries/states have each implemented and 
evaluated twelve different policies. The European Union (EU) (nine different 
policies) and Denmark (eight different policies) also perform well in this respect. 
The EU is categorised as a country in this research, despite being neither a 
country nor a state. However, it is included in the research, as it has 
implemented a number of important directives related to DSM, some of which 
are evaluated in the systematic review. The top four countries have 
implemented similar DSM policies though the USA, California and China have 
had greater experiences with policy packages than the UK. 
 
Figure 21 shows that the implementation and evaluation of DSM policy has 
been limited globally with only 10/66 countries/states having implemented at 
least a third (7/21) of the individual DSM policies and packages under 
examination. Furthermore, the total number of countries in the analysis, where 
at least one high-quality evaluation has been conducted, is just 30 out of a 
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possible 195 countries globally. Although some countries/states may have been 
missed due to the use of one search term, a quick scoping review of some of 
the countries that are not present, particularly those that have an important 
influence on global energy policy, such as Saudi Arabia and Russia, suggests 
that they have implemented DSM programmes, but they did not reach the final 
sample for the following reasons: 
 
! The countries have not evaluated the implemented DSM policies 
! Policy evaluations that have been conducted are not of a high quality 
! Policy evaluations are not accessible (either not translated or not publicly 
available) 
! DSM activities are utility-stimulated rather than government-stimulated 
 
Figures 21 and 22 convey that the top four countries/states by the total number 
of evaluation documents are similar in having high-quality evaluations of many 
individual DSM policies, but show more diversity in the choice of policy 
packages. For example, seven individual DSM policies have been implemented 
by all four of the countries/states: incentive payment-based demand response, 
price-based demand response, utility business models, research and 
development programmes, information campaigns, performance standards, and 
loans and subsidies. In addition, two policies, market transformations and 
infrastructure rollouts, appear in three of the countries/states: the UK, the USA 
and California. Labelling also appears in three countries/states: China, the UK 
and the USA. The final two policies, utility obligations and voluntary 
programmes, appear in two countries/states each: the UK and the USA for 
utility obligations, and China and the USA for voluntary programmes. Thus, 
each individual DSM policy appears in at least two of the top four 
countries/states with most appearing in three or all four of the countries/states. 
However, out of the nine policy packages included in the research, no similar 
package is implemented in the top four countries/states. China has 
implemented IPBDR/PBDR, PS/LB and IC/L&S, the UK has implemented 
VP/L&S, and California has implemented UBM/MT, IC/L&S/MT and 
PS/LB/UO/L&S. The USA has not implemented any of the nine policy 
packages. Implementation in this respect refers to those countries/states that 
have implemented and produced high-quality evaluations of those policies. 
 
 
Figure 21: the number of different DSM policies implemented by country/state 
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Figure 22: countries and states with the greatest diversity of DSM policy 
implementation 
 
Figure 21 shows how the number of high-quality evaluations appears to be 
highest in the USA (at both national and state-level) and the UK, with Europe 
and east-Asia (particularly China) forming much of the remaining 
implementation and evaluation experience. Few evaluations appear for other 
continents, such as South America, Australasia (except state-level utility 
obligations in New South Wales), Africa and other parts of Asia. As the figure 
portrays, out of the 66 countries/states included in the systematic review, 
twenty-eight have implemented just one DSM policy, seventeen have 
implemented 2-3 DSM policies, eleven have implemented 4-6 DSM policies, six 
have implemented 7-9 DSM policies and four have implemented !10 DSM 
policies. If the top ten countries/states are examined rather than the top four 
(i.e. those that have implemented !7 DSM policies), the spatial diversity shows 
that the experience is dominated by North America (USA, California and 
Mexico), followed by Europe (UK, EU and Denmark) and east-Asia (China, 
Japan and India), with Australia representing the Southern Hemisphere. The 
bottom twenty-eight countries/states are primarily made up of states in the USA, 
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Australia and China (twenty-two states and provinces). The six countries in this 
group are located in other parts of Asia, Europe and Africa (Indonesia, Sri 
Lanka, Estonia, Ireland, Belgium and Kenya). 
 
DSM policies are implemented for a variety of reasons, such as to ensure 
energy security, to enhance economic productivity (through energy efficiency 
and new business opportunities), to reduce carbon emissions and to reduce 
consumer energy bills. The systematic review extracted the primary policy 
objectives for each policy evaluation (where stated) and examined their 
frequency of discussion across DSM policies and countries/states in the 
sample. Figure 23 presents the overall results. 
 
 
 
Figure 23: the primary reasons for DSM policy implementation 
 
The policy objectives were determined inductively from the 102 written 
documents in the systematic review (as the MCDM interviews did not cover 
this). Where there were a number of evaluations within each document, policy 
0 
5 
10 
15 
20 
25 
30 
35 
40 
45 
50 
Fr
eq
ue
nc
y 
(n
um
be
r o
f p
ol
ic
y 
ev
al
ua
tio
ns
) 
Policy Objective 
 152 
objectives for each policy or country/state were noted (where they were stated). 
Figure 23 shows that overall, the top four reasons for countries/states to 
implement DSM policies are to reduce carbon emissions (47 evaluations), to 
ensure energy security (41 evaluations), to increase the uptake of energy 
efficient technologies (36 evaluations) and to create new resources and markets 
(33 evaluations). The first policy objective refers to all aspects of environmental 
improvement except for local air pollution reduction. However, all 47 evaluations 
referred to the reduction in carbon emissions either directly or indirectly. The 
second policy objective refers to the balance of supply and demand primarily at 
a national or state-level, though in one evaluation, it also referred to improving 
on-site energy security in the building. Peak load reduction was commonly 
mentioned in the 41 evaluations and is considered part of the ‘energy security’ 
policy objective rather than the ‘reduce energy use’ policy objective. This is due 
to the latter referring to an overall reduction in energy use rather than load 
shifting. The third policy objective refers to a range of specific goals, such as to 
increase the uptake of certain technologies by consumers, to improve the 
national/state building fabric and value through retrofitting, and to improve the 
efficient use of energy across the country/state. The fourth policy objective 
refers to the creation of new markets for DSM, to introduce DSM as a resource 
on an equal basis to supply-side options and to stimulate investment in DSM. 
 
Although carbon emissions reduction and energy security appear to be the main 
policy objectives in most countries/states, there is some spatial diversity 
between continents. In North America, enhanced productivity through energy 
efficiency and new markets has been a strong driver in recent decades. For 
example, the American Recovery and Reinvestment Act (ARRA) of 2009 
devoted significant financial support to DSM, which led to rapid job creation and 
retention as well as a reduction in energy use and greenhouse gas emissions 
(Doris et al., 2009). However, as discussed in chapters two and three, it is 
difficult to evaluate the impacts of national-level policies due to the challenges in 
establishing a reliable baseline of what would have happened in the absence of 
the policy. Enhanced productivity is captured through both the ‘economic 
efficiency’ and ‘new resources and markets’ policy objectives in figure 23. 
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In Europe, carbon emissions reduction and reducing consumer energy bills 
have become crucial drivers for DSM. For example, a number of the utility 
obligations in Europe (such as the UK, Italy, France and Denmark) are aimed at 
reducing carbon emissions by meeting energy savings targets and have sub-
targets for low-income groups to contribute to reducing fuel poverty (Giraudet et 
al., 2012; Bundgaard et al., 2013a; Eyre et al., 2009). Fuel poverty refers to 
consumers living on a low income in a home that cannot be kept warm at a 
reasonable cost, as defined in the UK’s Warm Homes and Energy Conservation 
Act 2000 and reviewed in the Hills Fuel Poverty Review (2012). In Asia, 
particularly China, reducing local air pollution and preventing black-outs during 
crises have greatly expanded the development of DSM in recent years. The 
systematic review shows that much of the rapid growth in DSM has come from 
China (as shown in Bin and Jun, 2012; Pengcheng et al., 2012; and Zheng et 
al., 2012). The three documents that mentioned reducing local air pollution as a 
key policy objective were based on China. Preventing black-outs falls into the 
‘energy security’ policy objective in figure 23 and was mentioned in the majority 
of the evaluations that focussed on China, as DSM is viewed as an important 
contributor to meeting the rapid growth in energy demand in the country. 
 
The main conclusion from this part of the analysis is that the USA, California, 
the UK and China dominate the evidence base for DSM policy implementation 
and evaluation, both in terms of the number of evaluations and the number of 
different policies that have been implemented. Furthermore, the four most 
important reasons for implementing DSM policies overall are: carbon emissions 
reduction, energy security, increasing the uptake of energy efficient 
technologies, and developing new resources and markets. With respect to 
carbon emissions reduction, despite 66 countries/states having implemented 
DSM policies, Sorrell (2015) argues that larger and more rapid reductions in 
energy demand are required to meet this policy objective than have been 
achieved in the past. 
 
It is beyond the scope of the research to examine how the policy objectives for 
DSM have changed over time for different countries/states. This is an area for 
further research, as discussed in chapter six. However, some temporal patterns 
of the evaluation evidence base are examined in sub-section 4.2.3. 
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4.2.3 Temporal Patterns 
 
The analysis of spatial patterns showed that the DSM policy implementation 
and evaluation experience is dominated by the USA, the UK, California and 
China. Although not a crucial part of answering research question one, it is also 
interesting to look at temporal patterns in terms of the frequency of policy 
evaluations in different decades. As explained in chapter three, a key inclusion 
criterion of the systematic review protocol is that it only included documents that 
were accessible online. This potentially reduces the number of documents that 
could be included prior to the 1990s, as only those documents that have been 
digitised were accessible. This forms part of the reason why temporal analysis 
is not a central focus of this research, as well as due to resource constraints 
(time, funding and a research team to manually search libraries and 
government records). Furthermore, temporal analysis is not crucial for the 
exploration of the mechanisms behind the implementation, success and failure 
of DSM policies. Despite this, it is still interesting to make observations from the 
available data to see how the frequency of evaluations for the 66 
countries/states included in the research has changed over time. 
 
Figure 24 presents the results and categorises evaluations (contained within the 
documents) by decade based on their publication date and the period within 
which the policy was implemented. Where policy periods cross the threshold of 
decades, the decade with the most number of years for the policy period is used 
to prevent double counting (i.e. a policy that ran from 1979-1983 would be 
counted for the 1980s). In the case where a policy has an equal number of 
years in different decades, the publication date of the evaluation is used to 
categorise the decade. 
 
The graph conveys that outside of the USA the evidence base is limited in the 
1970s and 1980s. However, in the USA there was much DSM policy activity in 
this period, reflecting the energy crises of 1973 and 1979, which led to the 
National Energy Conservation Policy Act and the Public Utility Regulatory Policy 
Act (PURPA), which were introduced as part of the National Energy Act 1978 
(McNerney, 1998, p. 27) (as discussed in chapter one). In the 1990s, the global 
distribution of evaluations increases, particularly in Europe (notably Denmark, 
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France, Germany, Italy, the Netherlands, Spain and Sweden) as the 
environmental agenda became more prominent, and east-Asia (notably China, 
India, Japan, South Korea and Thailand) as a result of energy security issues. 
The 2000s appears to be the greatest period for the number of evaluations 
undertaken with 42/66 countries/states showing more evaluations in this decade 
than in any other decade. In the 2010s, it is possible that the number of 
evaluations could overtake that of the 2000s if the analysis is extended post-
2020, as less than half of the decade could be included in the systematic review 
at the time of data collection (2013-2014). If the prediction turns out to be 
correct, the results would show that there has generally been an increase in the 
number of high-quality evaluations over time. However, due to the digitisation 
bias discussed previously, further research is needed to validate this statement. 
 
 
Figure 24: temporal analysis of DSM policy evaluations by country/state from 1970s to present 
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At a state-level, figure 24 portrays that the evidence base is dominated by US 
states across the decades. California has the greatest number of evaluations 
with a steady increase in frequency over time. Most of the evidence outside of 
California in the USA comes from the northeast (notably the New England and 
east coast states) and the northwest (notably the pacific north western states). 
For the northeast, a number of states begin evaluations in the 1990s and this 
increases in the 2000s. It is possible that the 2010s could continue the trend, as 
previously stated. In contrast, for the northwest, a number of states begin 
evaluations earlier in the 1980s and the frequency decreases over time. 
However, it is important to reiterate that the graphs only focus on the changing 
patterns of high-quality evaluations and not the actual implementation of DSM 
policies over time (the literature review and the quick scoping review conducted 
prior to the systematic review showed that DSM has generally increased across 
most regions over time). 
 
In China, a number of provinces begin evaluations in the 1990s (notably 
Jiangsu, Shanghai, Hebei and Fujian) and this increases in the 2000s. The 
other provinces and regions included in the research begin evaluations in the 
2000s (notably Beijing, Guangzhou, Hefei, Shandong and Sichuan), though it is 
too early to comment on whether or not the trend continues in the 2010s. In 
Australia, all four of the states included in the systematic review (New South 
Wales, the Australian Capital Territory, South Australia and Victoria) begin 
evaluations in the 2000s and this continues in the 2010s. In Canada, the two 
provinces included in the research only show evaluations in the 1980s (British 
Columbia) and 1990s (Ontario). In Europe, the only state to be included in the 
research is the Flanders region in Belgium, which begins evaluations in the 
2000s though it is too early to comment on whether or not the trend continues in 
the 2010s (as per the other countries/states). 
 
The main conclusion from this part of the analysis is that globally, the number of 
high-quality DSM policy evaluations appears to be increasing over time, 
particularly in recent decades (2000s and 2010s). This is especially the case in 
North America, Europe, and east-Asia. 
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4.2.4 Policy Clustering 
 
The final part of the analysis for research question one takes the discussions of 
policy packages further to identify what DSM policies tend to be implemented 
together. Nine policy packages with one or more evaluations in the systematic 
review were identified, which are shown in figure 25. The figure highlights that 
the dominant policy package is when information campaigns (IC) are combined 
with loans and subsidies (L&S) (13 evaluations), followed by performance 
standards (PS) in combination with labelling (LB) (10 evaluations). In contrast, 
mixing these two combinations of policies together appears to be the least 
frequent policy package (performance standards in combination with labelling 
and information campaigns) with just one evaluation (in the Philippines). 
 
 
 
Figure 25: the number of evaluations by DSM policy package 
 
The size of the bubbles in figure 25 simply reiterates the number of evaluations 
per policy package (the larger the bubble, the greater the number of 
evaluations). The IC/L&S policy package is popular due to the complementary 
nature of the policies. If a government offers loans or grants to consumers for 
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DSM measures (such as insulation or on-site generation), the policy is more 
likely to be successful if the incentives are well-marketed (policy success is 
explored in chapter five). Countries/states that have implemented this package 
include: China, Germany, Mexico, New Zealand, Sri Lanka, the USA, and the 
following US states: Illinois, Massachusetts, Maine, Ohio, New Hampshire and 
Wisconsin. 
 
The PS/LB policy package is similarly popular due to the complementary nature 
of the policies. Introducing minimum energy efficiency standards for appliances, 
equipment or buildings are likely to be more successful in terms of 
manufacturing compliance and consumer education if they are clearly labelled 
(for example, with energy efficiency information, cost savings, carbon savings, 
etc.). The same argument applies to the PS/IC policy package where 
manufacturing compliance and consumer education should improve if 
performance standards are marketed clearly (though policy failure can still 
occur if other factors are not taken into account – policy failure is explored in 
chapter five). Countries/states that have implemented this package include: 
China, the EU, Pakistan, and the following Chinese provinces and regions: 
Shanghai, Beijing, Guangzhou, Hefei, Shandong, Sichuan and Jiangsu. 
 
The IPBDR/PBDR policy package has the third highest number of evaluations 
(7) and reflects the pattern that countries/states that have implemented demand 
response tend to introduce both incentive payment-based demand response 
(IPBDR) and price-based demand response (PBDR) together, either individually 
or as a policy package. The former is concerned with providing direct payments 
or financial incentives to consumers to reduce demand during peak times, 
whereas the latter focuses on varying the price a consumer pays for energy at 
different times of the day or year (Albadi and El-Saadany, 2008). Much of the 
experience with demand response comes from the USA at a regional level 
through system operators, such as PJM, ISO-NE and NYISO. However, in 
recent years, China and some Chinese provinces have begun large-scale 
testing of demand response (notably Jiangsu, Beijing and Guangdong) (Wang 
et al., 2010). 
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The UBM/MT policy package is perhaps the most innovative of all the policy 
packages included in the systematic review. It is a longer term policy that aims 
to change the underlying business models of energy utilities (UBM) so that they 
can profit from demand-side options on an equal basis to supply-side options, 
while transforming the market for energy efficiency (MT). The package is 
arguably the most challenging to implement, particularly from a political point of 
view in liberalised energy markets, but it ensures that regulatory restructuring of 
utility incentives is complemented with changes in the market by overcoming 
market barriers. There has been little experience with this policy package 
outside of the USA, reflecting the limited practical implementation of changing 
utility business models, as discussed in chapter two. Around half of US states 
have implemented specific types of UBM (such as decoupling or system 
benefits charges) (NRDC, 2013), though the UBM/MT policy package has 
notably been implemented in the Pacific Northwest region (which covers 
Oregon and Washington), California, New York and Massachusetts. 
 
Policy packages that involve voluntary programmes (VP) and loans and 
subsidies tend to be introduced for longer term objectives, such as to help 
stimulate the market development of energy efficiency products and services. 
The UK, and to a lesser extent India, have experience with this combination of 
policies. However, experience does not necessarily represent success, as 
explored in chapter five. 
 
Finally, where countries/states implement more than two policies within a policy 
package (such as PS/LB/UO/L&S, IC/L&S/MT or PS/LB/IC), it often indicates a 
short-term response to an energy crisis, as previously highlighted in relation to 
the USA and California (such as the 2000-2001 electricity crisis in California). 
 
The main conclusion from this part of the analysis is that globally, there are nine 
categories of DSM policy packages that have been implemented and evaluated, 
with the IC/L&S package forming the most frequent combination of policies, 
followed by the PS/LB package and the IPBDR/PBDR package. The IC/L&S 
package has the greatest spatial diversity, covering countries in east-Asia, 
North America, Europe and Australasia; the PS/LB package is dominated by 
experiences in Chinese provinces and European countries; and the 
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IPBDR/PBDR package has primarily been implemented at a regional level in 
the USA and to a lesser extent in China. 
 
4.3 Research Question 1 Conclusions 
 
The research question aimed to explore what DSM policies have been 
implemented around the world with high-quality documented evaluations. The 
systematic review identified twelve DSM policy categories and nine DSM policy 
packages. Of these, utility business models, information campaigns and loans 
and subsidies have the greatest number of evaluations in the sample with 122, 
118 and 100 evaluations respectively. They are closely followed by utility 
obligations and performance standards with 89 and 81 evaluations respectively. 
At the other end of the scale, infrastructure rollouts has 4 evaluations and 
voluntary programmes has 12 evaluations. The number of evaluations by policy 
package is given below with their policy abbreviations: 
 
DSM Policy Packages: 
1. IC/L&S (13 evaluations) 
2. PS/LB (10 evaluations) 
3. IPBDR/PBDR (7 evaluations) 
4. UBM/MT (6 evaluations) 
5. PS/IC (3 evaluations) 
6. PS/LB/UO/L&S (2 evaluations) 
7. VP/L&S (2 evaluations) 
8. IC/L&S/MT (1 evaluation) 
9. PS/LB/IC (1 evaluation) 
 
In total there were 690 policy evaluations (645 individual policy evaluations and 
45 policy package evaluations) contained within 102 documents and 17 MCDM 
expert interviews. Thus, the final sample was 119 ‘documents’. The documents 
covered 66 countries/states (30 countries and 36 states). Of these, the USA, 
the US state of California, the UK and China have the largest evidence bases in 
terms of the number of policy evaluations and the number of different DSM 
policies implemented. Furthermore, since the energy crises of the 1970s it is 
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clear that the USA (at a national and state-level) has dominated the evidence 
base over time. However, in recent decades (since the 1990s), Europe and 
east-Asia have begun to increase their experience with DSM policy 
implementation and evaluation. The 2000s appear to have been the greatest 
period for DSM policy evaluation in terms of the total number of evaluations 
conducted and the number of countries/states that have conducted evaluations. 
It is likely that the 2010s will continue to show an increasing trend of DSM policy 
implementation and evaluation over time, though the research needs to be 
extended post-2020 once policies for the decade have been implemented and 
evaluated. 
 
It is clear from the results that policy packages only make up a small part of the 
evaluation evidence base (45 out of 690 evaluations). This could be explained 
by countries/states choosing to implement individual DSM policies, which 
usually entail lower administrative costs to governments, or by evaluation 
challenges. In the case of the latter, it is more complex to separate out the 
impacts for different parts of a policy package, and there is less experience in 
the DSM policy evaluation literature on the practicalities of evaluating policy 
packages. It is likely that both of these factors contribute to explaining the 
finding. 
 
The success and failure of the twelve individual DSM policies discussed in this 
chapter are the focus of the next chapter, which forms the central part of the 
thesis. The chapter aims to answer research question two. 
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5 Chapter 5: Mechanisms for Success and Failure 
 
This chapter is concerned with answering research question two: 
 
How and why do DSM policies succeed or fail, and what policies have been 
successful? 
 
Section 5.1 discusses how policy success and failure are defined in the thesis. 
Section 5.2 then describes and justifies the process for analysis in the chapter. 
The overall success and failure factors across DSM policies and countries/(sub-
national) states are presented, and an analysis of the associations between 
factors is given. Section 5.3 examines the key success and failure factors by 
DSM policy and section 5.4 then undertakes the same process for each 
country/state. In each of these sections, worked examples are given to show 
the analytical process that was applied to all 12 of the policies and all 66 of the 
countries/states included in the research. Summary diagrams of the results for 
each policy and each country/state are provided. Section 5.5 describes and 
justifies the process for determining what countries/states have experienced 
success and failure with various DSM policies. Worked examples are provided 
to show the analytical process that was used and a summary of the results for 
each policy is presented. Finally, section 5.6 provides the conclusions to 
research question two. 
 
5.1 Defining DSM Policy Success and Failure 
 
5.1.1 Defining Policy Success 
 
There is no single definition for determining the success of a policy (McConnell, 
2010) and this is evident from the policy evaluation literature. For DSM, the 
research categorised four (non-exhaustive) means of identifying policy success, 
based on the literature review and the systematic review, as shown overleaf. 
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! Performance criteria (quantitative impacts) 
! Stated success (qualitative judgement of evaluators) 
! Stage in the policy process (success in design, implementation or post-
policy evaluation) 
! Underlying policy mechanisms (key factors for success and failure) 
 
The analysis employed a combination of these categories in order to ensure a 
holistic definition was used. However, the primary focus was on the ‘underlying 
policy mechanisms’ and ‘stated success’ definitions, as these were more 
directly relevant to answering the research question. In determining the success 
of various DSM policies, performance criteria were also examined to ensure 
that the judgements of the evaluators matched the data that they presented 
(thus avoiding type one errors, as discussed in chapter three). Commonly used 
performance criteria in DSM policy impact assessments (as identified in the 
systematic review evaluations) are listed below: 
 
Performance criteria: 
! Carbon emissions reduction 
! Deferred investment in infrastructure 
! Energy bill savings 
! Government programme costs 
! Overall energy savings 
! Peak load reductions 
! Utility programme costs 
! Consumer active engagement 
! Dealing with variable wind power 
! Political ease of implementation 
! Technology innovation and market development 
 
These performance criteria were used in the quantitative part of the MCDM 
analysis, as discussed in chapter three. Success based on the underlying policy 
mechanisms is generally qualitative and an area pioneered by Pawson (2002b), 
where the focus is not on impacts but on how and why an intervention succeeds 
or fails. The stated success of a policy refers to the qualitative overall 
judgement of the evaluator on whether or not the policy has succeeded or failed 
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(McConnell, 2010). This includes general statements on whether collected or 
estimated data empirically shows a policy to have been effective or not, 
discussions of whether or not the policy met its original overall objectives 
(McConnell, 2010), and statements on how the evaluators themselves define 
policy success. 
 
Success based on the stage in the policy process refers to the evaluation of 
policies at the design, implementation or post-policy evaluation stage. It may 
include a combination of stages where the inputs and outputs of a policy are 
assessed. Examples include the degree of unintended consequences, whether 
or not outcomes meet objectives, the influence of one policy on another policy 
(and the degree of policy overlap), the cost-effectiveness of the policy, the 
degree of actual savings versus modelled savings, and the levels of free 
ridership and additionality. 
 
5.1.2 Defining Policy Failure 
 
In the thesis, the definition of ‘policy failure’ refers to policies not performing as 
well as originally anticipated. The definition is tied to the definition of ‘policy 
success’, as the primary focus is on the underlying mechanisms (failure factors) 
and the stated failure of policies by evaluators within evaluations. Similarly, 
performance criteria were examined to ensure that the judgements of the 
evaluators matched the data that they presented. 
 
5.2 Success and Failure Factors 
 
5.2.1 Analytical Process 
 
The analysis presented in this chapter is based on three individual analyses. 
Firstly, the frequency of specific success and failure factors in the sample of 119 
documents (representing 690 evaluations) is determined (frequency analysis). 
Secondly, the importance of those factors within each evaluation (as 
determined by the judgements of the evaluators) is identified (weighting 
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analysis). Finally, the results of the frequency and weighting analyses are 
combined to establish the specific success and failure factors that are both 
frequent and highly weighted. Thus, the outputs from the combined analysis 
represent the main results. In this section, the analyses are conducted to 
identify the overall results, across DSM policies and countries/states. However, 
due to the nature of the calculations detailed below, the combined analysis 
requires information on a given policy or country/state under analysis, in 
addition to the information from the frequency and weighting analyses. As the 
analysis of the overall results is not related to a particular policy or 
country/state, the combined analysis is not conducted. However, for the rest of 
the chapter, the calculations for the combined analysis are undertaken in order 
to produce the final results by policy (section 5.2.5, averaged across 
countries/states) and by country/state (section 5.2.6, averaged across policies). 
 
Frequency analysis was undertaken to look at the frequency of discussion of 
each success and failure factor in the sample. Where the discussions refer to 
‘documents’, this represents the 102 documents and 17 MCDM interviews (119 
‘documents’) included in the systematic review. Where the discussions refer to 
‘evaluations’, this is the total number of individual policy or country/state 
evaluations included within the 119 ‘documents’, which totals 690 evaluations 
(as discussed in chapter three). The key strength of frequency analysis is that it 
shows how widespread the finding is in the sample and whether or not factors 
identified for one policy implemented in a particular evaluation and context are 
present for the same policy in other evaluations and contexts. The frequency 
threshold shown in figure 26 was developed to differentiate factors that had a 
high frequency or a low frequency in the sample: 
 
Factor Frequency Threshold: 
1) High Frequency: !5 evaluations 
2) Low Frequency: <5 evaluations 
 
Figure 26: the Factor Frequency Threshold for determining the frequency 
of success or failure factors in policy evaluations 
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The level of ‘5’ evaluations (not documents) as the threshold was determined 
inductively by examining the overall average frequency of discussion of each 
factor in the systematic review sample, which also required some degree of 
judgement (McConnell, 2010). The main limitation of relying on frequency 
analysis alone is that it does not identify how important the factors are for a 
given policy in a given context. Thus, weighting analysis was undertaken to 
overcome this issue. In order to calculate the weightings of success factors, a 
1.0-3.0 weighting scale was used for each evaluation within each document. 
The scale is based on the qualitative emphasis that evaluators give to various 
success factors. To reduce the subjectivity of converting qualitative statements 
into quantitative data, specific words of emphasis were examined: 
 
Factor Weighting Scale: 
1) Score weighting 2.5-3.0 (Crucial): the following words are used in 
direct relation to the factor to strongly emphasis its importance: ‘critical’, 
‘crucial’, ‘very important’, ‘necessary’, ‘primary reason(s)’, ‘key’, ‘vital’, 
‘central’, ‘essential’, ‘fundamental’, ‘decisive’, ‘significant’ or equivalent 
2) Score weighting 1.5-2.4 (Some Importance): the factor is included at 
the start of a list of factors and is frequently discussed though it is not 
strongly emphasised using any of the words for score weighting 2.5-3.0, 
or it is referred to using phrases such as: ‘quite important’, ‘had some 
influence’, ‘played a role’ or equivalent 
3) Score weighting 1.0-1.4 (Small impact but not unimportant): the 
factor is included towards the middle or end of a list of factors without 
emphasis or discussion or it is indirectly inferred as a factor 
4) No weighting (Unimportant): no weighting is given to the factor 
 
Figure 27: the Factor Weighting Scale for determining the weighting of 
success or failure factors in policy evaluations 
 
Weightings of 3 (high), 2 (medium), 1 (low) or 0 (unimportant) are assigned to 
each factor in each evaluation. However, when averages are calculated across 
policies and countries/states for each factor, figures to one decimal place are 
used for more detailed comparisons. One limitation of the technique is that 
evaluators may use language in different ways – for example, one evaluator’s 
use of the word ‘key’ may be stronger or weaker than another evaluator’s use of 
the same word. This is a challenge, but the literature is limited in this area and 
the proposed technique contributes to filling this methodological gap, as 
demonstrated in sub-sections 5.2.5 and 5.2.6. 
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The main limitation of just using weighting analysis is that it does not indicate 
how widespread the findings are in the sample. Instead, it identifies how 
important various success and failure factors are in specific contexts. Thus, the 
weakness of weighting analysis is overcome by undertaking frequency analysis 
and vice versa, and as such there is strong justification for combining the two 
analysis types to identify factors that are both frequent and highly weighted. In 
order to combine the two analysis techniques for use in the main results (sub-
sections 5.2.5 and 5.2.6), the two-part equation shown in equation 1 below was 
developed: 
 
Combined Frequency-Weighting Equation: 
1) Frequency-Weighting combined analysis (FWpf) = Policy Success 
weighting (PSp) x (Policy Success Factor Frequency (PSFpf) x Policy 
Success Factor Weighting (PSWpf)) / 10 
 
2) Frequency-Weighting combined analysis percentage (FWpf%) = 
(Frequency-Weighting combined analysis (FWpf) / Theoretical Maximum 
combined analysis (FWpfmax)) x 100% 
 
In notation form: 
1) FWpf = PSp x (PSFpf x PSWpf) / 10 
2) FWpf% = (FWpf / FWpfmax) x 100% 
 
Where pf is factor f for policy p. 
 
Equation 1: the two-part Combined Frequency-Weighting Equation for 
determining the overall importance of success or failure factors in policy 
evaluations 
 
The terms are explained below, which are followed by a worked example. The 
equations were undertaken for each of the success and failure factors 
discussed in sub-sections 5.2.2 and 5.2.3 for each DSM policy (sub-section 
5.2.5) or country/state (sub-section 5.2.6). 
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Frequency-Weighting combined analysis (FWpf): 
FWpf represents the values from combining the frequency and weighting 
analyses for a given success or failure factor for a given DSM policy (section 
5.2.5) or country/state (section 5.2.6). 
 
Policy Success weighting (PSp): 
PSp represents the stated success of a given policy through the qualitative 
judgements of the evaluators as to the overall performance of the policy. To 
calculate PSp for each policy, a scale of 1-5 is used (scales of 1-5 are widely 
used in the field, particularly in surveys, such as the commonly used five-part 
Likert scale, which was developed by Likert, 1932), as shown in figure 28 
below: 
 
Policy Success Weighting Scale: 
1 = A failed policy that met none of its original objectives 
2 = A poorly performing policy that met few of its original objectives 
3 = An average performing policy that met most of its original objectives 
4 = A policy that performed well and met all of its original objectives 
5 = A highly successful policy that performed beyond its original 
objectives 
 
Figure 28: the Policy Success Weighting Scale for determining the 
success of policies in policy evaluations 
 
An average is then taken across the sample for each policy. The analytical 
process for PSp is explained in more depth in section 5.3 in the discussion of 
successful DSM policies. 
 
Policy Success Factor Frequency (PSFpf): 
PSFpf represents the frequency of a given success or failure factor f for a given 
policy p in the sample of 690 evaluations, as determined in the frequency 
analysis. 
 
Policy Success Factor Weighting (PSWpf): 
PSWpf represents the importance of a given success or failure factor f for a 
given policy p in the sample of 690 evaluations, as determined in the weighting 
analysis. 
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Frequency-Weighting combined analysis percentage (FWpf%): 
Like FWpf, FWpf% represents the values from combining the frequency and 
weighting analyses for a given success or failure factor for a given DSM policy 
(section 5.2.5) or country/state (section 5.2.6). However, it compares the result 
to the theoretically maximum result that could be achieved (see the explanation 
for FWpfmax below) and writes the result as a percentage of this. The percentage 
is used as the final result for determining whether or not a given factor f is both 
frequent and highly weighted for a given policy p. 
 
Theoretical Maximum combined analysis (FWpfmax): 
FWpfmax represents the theoretically highest score that could be achieved for a 
given factor f for a given policy p. This is calculated by multiplying the frequency 
of discussion of a given policy p in the sample with the theoretically maximum 
possible success weighting of the policy (i.e. 5.0 as per the scale in figure 28), 
and then multiplying the resulting value with the overall success weighting of the 
policy in the sample. The explanation is visualised in equation two below: 
 
Theoretical Maximum combined analysis Score (FWpfmax) = Policy Success 
weighting (PSp) x (Policy Frequency (Pp) x Theoretical Maximum Policy 
Success Weighting (PSpmax)) / 10 
 
In notation form: 
FWpfmax = PSp x (Pp x PSpmax) / 10 
 
Where Pp is the frequency of the policy in the sample of 690 evaluations and 
PSpmax is the theoretical maximum policy success weighting of 5.0. 
 
Equation 2: theoretical maximum combined analysis score 
 
In part one of the combined frequency-weighting equation and the theoretical 
maximum combined analysis equation, dividing the resulting values by ten is 
undertaken in order to produce a more comparable and manageable scale for 
categorising success or failure factors. In part two of the combined frequency-
weighting equation, the final value is multiplied by 100% in order to obtain a 
percentage of the theoretically maximum score that is achieved by a given 
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success or failure factor. The level of ‘5.0%’ as the threshold for the combined 
analysis draws parallels to the frequency analysis threshold and was similarly 
determined inductively by examining the average combined analysis scores of 
the various success and failure factors, which also required some degree of 
judgement (McConnell, 2010). The scale shown in figure 29 below was 
developed to differentiate factors that are both frequent and highly weighted 
from those that are frequent but have a low weighting, are highly weighted but 
have a low frequency, or are infrequent and have a low weighting. 
 
Factor Frequency-Weighting Combined Scale: 
1) !10.0% of the theoretical maximum = Crucial factor 
2) 5.0-9.9% of the theoretical maximum = Important factor 
3) <5.0% of the theoretical maximum = Unimportant factor 
 
Figure 29: the Factor Frequency-Weighting Combined Scale for 
determining the overall importance of success or failure factors in policy 
evaluations 
 
A second level of importance was created in order to identify those factors that 
are ‘crucial’, in addition to those that are ‘important’. This also better aligns the 
scale with the three-part (1-3) Factor Weighting Scale shown in figure 27. If the 
factor achieves !10% of the theoretical maximum it is considered a ‘crucial’ 
factor, if the factor achieves 5.0-9.9% of the theoretical maximum it is 
considered an ‘important’ factor and if the factor achieves <5% of the theoretical 
maximum it is considered an ‘unimportant’ factor. 
 
It is important to note that in the equations and scales above, how each success 
and failure factor is defined can have an impact on its performance in the 
combined analysis. For example, if two similar factors were combined into a 
single factor, they may be considered more important together than individually. 
The identified success and failure factors are defined and discussed in the 
following sub-sections (5.2.2 and 5.2.3). However, a worked example of the 
above scales and equations for frequency, weighting and the combined 
analysis is first presented. The success factor, regulatory frameworks, is used 
as the example. As the calculation of overall success factors is averaged across 
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policies and countries/states and is not related to a given policy or country/state, 
an example from section 5.2.5 is used (performance standards). 
 
Importance of Regulatory Frameworks for Performance Standards: 
! Success Factor: Regulatory frameworks (RF) 
! Success Factor Frequency: 12 (above !5 frequency threshold) 
! Success Factor Weighting: 2.8 (in 1.5-2.4 ‘some importance’ weighting 
group) 
! Policy Frequency: 81 (number of PS evaluations in the total sample of 690 
evaluations) 
! Policy Weighting: 4.2 (averaged policy weighting across evaluations in the 
sample) 
! Combined Analysis: 8.2% (in 5.0-9.9% range so considered ‘important’): 
 
1) Frequency-Weighting combined analysis (FWcom) = Policy Success 
weighting (PSw) x (Policy Success factor frequency in sample (PSffs) x 
Policy Success factor weighting (PSfw)) / 10 
 
14.1 = 4.2 x (12 x 2.8) / 10 
 
2) Theoretical Maximum combined analysis Score (FWScommax) = Policy 
Success weighting (PSw) x (Policy frequency in sample (Pfs) x 
Theoretical Maximum Policy Success Weighting (PSwmax)) / 10 
 
171.4 = 4.2 x (81 x 5.0) /10 
 
3) Frequency-Weighting combined analysis Score (FWScom) = (Frequency-
Weighting combined analysis (FWcom) / Theoretical Maximum combined 
analysis Score (FWScommax)) x 100% 
 
8.2% = (14.1 / 171.4) x 100% 
 
In summary, regulatory frameworks is considered an ‘important’ factor for 
performance standards. This process was undertaken for all of the identified 
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success and failure factors for each of the twelve main categories of DSM policy 
in sub-section 5.2.5 and for each of the 66 countries/states in sub-section 5.2.6. 
 
5.2.2 Key Overall Success Factors 
 
Success factors are those that contribute to the success of a DSM policy and 
represent the underlying mechanisms for policy success. The factors were 
determined inductively from the 119 documents; they were not pre-determined. 
The saturation point at which no new success factors became evident in the 
analysis was ~50 documents in the systematic review. The purpose of 
continuing the systematic review past ~50 documents was due to the nature of 
systematic reviews. Unlike qualitative interviews, systematic reviews do not aim 
to reach saturation points in the determination of sample sizes. Instead, the 
sample size is established by the pre-determined databases that need to be 
consulted. As discussed in chapter three, a quick scoping review should be 
conducted prior to a systematic review in order to identify the key databases 
that publish research on the topic of interest. Once the databases have been 
identified, the systematic review is not complete until all of the databases have 
been synthesised. Thus, the sampling strategy for systematic reviews is non-
probability and purposive sampling, as the population of interest is the total 
number of documents (initial hits) from the identified databases and the sample 
is the number of relevant documents that pass stage three of the systematic 
review protocol (the inclusion/exclusion criteria stage). 
 
Although the MCDM analysis is not analysed and discussed separately from the 
systematic review, it is important to note that the same principles apply to the 
MCDM interviews. The quantitative nature of MCDM analysis involves the 
sample size usually being determined by what is required for statistical analysis 
rather than by reaching a saturation point. However, in this research, the 
sample size was determined neither by statistical sample sizes nor saturation 
points. Instead, the method used the same sampling strategy as that of the 
systematic review (non-probability, purposive sampling). The literature review 
identified the main experts from academia, industry and policy and these were 
contacted by email. The overall response rate was 52.6% (20/38 responded) 
and the overall participation rate was 44.7% (17/38 participated). As such, the 
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number of interviews was determined by the number of experts that could be 
interviewed (the sample) from the total number of experts identified (the 
population of interest). The approach is justified for two reasons: firstly, it allows 
the MCDM interviews and the systematic review to be more closely aligned, 
which is important in the triangulation of the two methods; and secondly, the 
MCDM interviews are a much smaller part of the research, which were inputted 
into the systematic review as one of the 35 databases. 
 
Following the synthesis of the 35 databases, a list of 22 success factors were 
identified overall (across DSM policies and countries/states). These can be 
broken down into five broad categories: regulatory support, financial support, 
policy characteristics, stakeholder engagement and infrastructure. However, the 
analysis takes place at the success factor level rather than the category level. 
Although all 22 of the identified success factors are important for DSM policies 
to succeed, the purpose of the analysis was to determine which factors are 
more important than others in three levels of analysis: overall, by policy and by 
country/state. 
 
Figure 30 presents the results of the frequency analysis, which are averaged 
across DSM policies and countries/states. The total number of documents (not 
evaluations) that discuss each factor is shown on the y-axis and the success 
factors are shown on the x-axis. The same pattern is produced if the total 
number of evaluations (rather than documents) is presented. 
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Figure 30: the overall frequency of DSM policy success factors 
 
The research aims to collate and synthesise the results from the individual 
evaluations of specific policies in specific countries/states in order to reach 
generality and representation in patterns for success factors by policy and by 
country/state. Figure 30 shows that five factors are related to regulatory 
support, three factors are related to financial support, eight factors are related to 
policy characteristics, three factors are related to stakeholder engagement and 
three factors are related to infrastructure. Table 12 gives an explanation of what 
each success factor refers to. 
 
Success Factor 
Category Success Factor Success Factor Explanation 
Regulatory 
support 
Regulatory 
frameworks (RF) 
Regulatory rules, government orders, policy 
frameworks, and policy guidance 
Regulatory 
support 
Legislative support 
(LS) Legislation, legal rules, and penalties 
Regulatory 
support 
Non-overlapping 
policies (NO) 
Policies complement each other but do not overlap, 
policies are joined-up and integrated 
Regulatory 
support 
Ease of 
implementation (EI) 
Politically feasible, practically feasible within the 
dedicated resources and timescales 
Regulatory 
support 
Political support 
(PS) 
Cross-party support, support from senior ministers 
or commissioners 
Financial Long-term funding Funding provided for long-term continuation of the 
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support (LF) policy, policy is re-funded in each policy period, 
budgets may fluctuate but are long-term 
Financial 
support 
Stable budgets 
(SB) 
Budgets are stable and do not fluctuate over the 
policy period, budgets are not necessarily long-term 
Financial 
support 
Appropriate 
incentives (AI) 
Well-designed incentives, which are appropriate to 
the targeted party, incentives may be financial or 
other 
Policy 
characteristics 
Clear aims and 
targeting (CA) 
Policy aims, objectives, and targets are clearly 
defined and communicated to relevant parties, 
policy is appropriately targeted 
Policy 
characteristics 
Clear definition of 
roles (CR) 
Policy clearly defines and communicates the roles 
of relevant parties and stakeholders 
Policy 
characteristics 
Comprehensive 
evaluation (EV) 
Enough resources are dedicated to the 
comprehensive evaluation of policy design, 
implementation, and monitoring 
Policy 
characteristics 
Cost-effectiveness 
(CE) 
Policy is cost-effective for all parties involved (not 
just the government), policy is cost-efficient 
Policy 
characteristics 
Policy continuity 
(PC) 
Policy is continued over the long-term across 
successive governments where relevant, excessive 
changes are not made during policy periods 
(though changes may be made between policy 
periods) 
Policy 
characteristics Flexibility (FX) 
Policy has some flexibility in making changes where 
policies are failing (poor designs or unpopular with 
relevant parties), some DSM policies benefit more 
from greater flexibility than others (e.g. voluntary 
policies compared with utility obligations) 
Policy 
characteristics 
Clear timeframes 
(CT) 
Timeframes for policy are clearly defined and 
communicated to relevant parties, timescales for 
policy are appropriate 
Policy 
characteristics 
Wide coverage 
(WC) 
Policy reaches a large number of the targeted 
population, policy can be wide ranging in terms of 
sectors covered or in terms of the total number of 
consumers/stakeholders reached within a targeted 
sector (or both) 
Stakeholder 
engagement 
Industry 
engagement (IE) 
All relevant stakeholders that are not consumers 
are appropriately engaged, commitment from 
relevant parties in industry 
Stakeholder 
engagement 
Consumer 
commitment (CC) 
All targeted consumers are appropriately engaged, 
commitment from the national or state population 
(not just those directly targeted) 
Stakeholder 
engagement 
Return on 
investments (RI) 
All relevant stakeholders receive adequate returns 
on investments, primarily refers to utilities engaging 
in DSM programmes but can also include returns to 
governments and consumers where relevant 
Infrastructure 
Information 
infrastructure (IF) 
Policies are clearly communicated through 
appropriate information channels, relevant parties 
are appropriately educated on the policy 
Infrastructure 
Physical 
infrastructure (PI) 
Required physical infrastructure (where relevant) is 
provided for the policy to be implemented 
successfully 
Infrastructure Innovation (IV) 
Policy stimulates innovation in DSM such as new 
technologies, new processes, and new techniques 
 
Table 12: explanations of DSM policy success factors 
 
It is clear from the frequency analysis that regulatory support, particularly in the 
form of regulatory frameworks, is the most frequently discussed factor and was 
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present in almost all of the documents in the systematic review. For regulatory 
frameworks, 94/119 documents discuss the factor (79.0% of the sample). 
Comprehensive evaluation, industry engagement and legislative support are 
also frequently discussed in 66/119, 54/119 and 53/119 documents respectively 
(55.5%, 45.4% and 44.5% of the sample respectively). At the other end of the 
scale, return on investments (1/119), clear timeframes (3/119) and wide 
coverage (7/119) were only mentioned in a few evaluations (0.8%, 2.5% and 
5.9% of the sample respectively). 
 
Figure 31 uses the same structure, factor grouping, and colour-coding as figure 
30 to show the results of the weighting analysis. The figure presents the 
averaged weighting of each factor on the y-axis, and the success factors on the 
x-axis. Although the weighting scale runs from 1-3 (to one decimal place), it is 
possible for factors to score <1.0 if some of the individual evaluations do not 
assign weightings to various factors (thus considering them unimportant). This 
is taken into account in the calculation of the average weightings. 
 
 
 
Figure 31: the overall weighting of DSM policy success factors 
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Figure 31 highlights that clear timeframes has the highest weighting (2.8), 
followed by regulatory frameworks (2.5) and political support (2.5). At the other 
end of the scale, return on investments (1.0 weighting) and ease of 
implementation (1.7 weighting) have the lowest weightings. The results convey 
the dominance of regulatory frameworks as a crucial factor in both the 
frequency and weighting analyses, and the low scoring of return on investments 
and ease of implementation in both analyses. However, the results show that 
clear timeframes is considered one of the most important factors in the 
weighting analysis, despite being one of the least discussed factors in the 
frequency analysis. The same applies to political support (highly weighted but 
not frequent). This justifies the use of the combined analysis in sub-sections 
5.2.5 and 5.2.6. 
 
5.2.3 Key Overall Failure Factors 
 
Failure factors represent the underlying mechanisms for DSM policy failure. 
Using the same analytical process as for policy success, the factors were 
determined inductively from the 119 documents and were not pre-determined. 
25 failure factors were identified, which can be broken down into five broad 
categories: policy issues, consumer issues, political issues, industry issues and 
infrastructure issues. Figure 32 summarises the failure factors and their 
frequency of discussion in the sample. The figure uses the same structure as 
figure 30. 
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Figure 32: the overall frequency of DSM policy failure factors 
 
Figure 32 shows that ten factors are related to policy issues, five factors are 
related to consumer issues, four factors are related to political issues, four 
factors are related to stakeholder engagement and two factors are related to 
infrastructure issues. Table 13 gives an explanation of what each failure factor 
refers to. 
 
What is clear from the frequency analysis is that technical issues, which refers 
primarily to programme management and administration issues, but also to 
technological performance problems, is the most frequently discussed factor 
and was present in almost all of the documents in the systematic review 
(105/119 documents – 88.2% of the sample). A lack of monitoring (80/119 
documents – 67.2% of the sample), a lack of policy certainty (56/119 
documents – 47.1% of the sample) and a lack of sustainable funding (50/119 
documents – 42.0% of the sample) also rank highly. At the other end of the 
scale, privacy concerns and the political influence of interest groups were only 
mentioned in a few documents (3/119 documents each – 2.5% of the sample). 
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The weighting of failure factors was also examined and the results are 
presented in figure 33, which follows the same structure as figure 31. 
 
 
 
Figure 33: the overall weighting of DSM policy failure factors 
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Failure Factor 
Category Failure Factor 
 
Failure Factor Explanation 
Policy issues 
Lack of policy 
certainty (LC) 
Unclear signals from government over policy 
details, stakeholder confusion due to policy 
uncertainty 
Policy issues Policy overlap (PO) 
Policies do not complement each other and 
overlap, policies are not joined-up and integrated 
Policy issues 
Lack of 
transparency (LT) 
Policy details are not transparent and are not 
clearly communicated to relevant parties 
Policy issues Complexity (CX) 
Complex policies that place large 
administrative/financial burdens on relevant 
parties, stakeholder confusion due to complex 
policy requirements 
Policy issues 
Inappropriate 
targeting (IT) 
Policy is not targeted to the most appropriate 
sector or does not adequately capture and 
engage the targeted sector (or both) 
Policy issues 
Lack of monitoring 
(LM) 
Limited resources are dedicated to policy 
evaluation, limited monitoring conducted during 
the implementation and post-policy stages 
Policy issues 
Enforcement issues 
(EF) 
Lack of enforcement of relevant policies, no 
formal penalties are present or penalties are not 
large enough to impact compliance levels 
Policy issues 
Lack of sustainable 
funding (SF) 
Funding is not consistent and long-term, budgets 
fluctuate within and/or between parliamentary 
terms 
Policy issues 
Lack of policy 
continuity (CY) 
Policy is not continued over the long-term across 
successive governments where relevant, 
excessive changes are made during and/or 
between policy periods 
Policy issues 
Not cost-effective 
(CF) 
Policy is not cost-effective for all parties involved 
(not just the government), policy is not cost-
efficient 
Consumer issues 
Inadequate 
consumer 
incentives (IC) 
Poorly designed incentives which are not 
appropriate for targeted consumers and fail to 
incentivise them to undertake DSM activities 
Consumer issues 
Poor consumer 
engagement (PE) 
Consumers are not adequately engaged, lack of 
communication and education, poorly designed 
and targeted communication 
Consumer issues 
Split-incentives 
issues (SI) 
The differing incentives for landlords and tenants 
are not adequately addressed, inappropriate (or 
lack of) incentives for landlords and tenants 
Consumer issues 
Negative public 
perception (NP) 
Policy is negatively perceived by the general 
population and/or targeted sector, negative 
communication of policy in the media 
Consumer issues 
Privacy concerns 
(PV) 
Lack of data privacy for relevant consumers for 
some policies (e.g. smart meter rollouts), privacy 
issues during installation of energy efficiency 
measures 
Political issues 
Lack of political 
commitment (LP) 
Lack of cross-party commitment, lack of support 
from senior ministers or commissioners, political 
support is not maintained over the long-term 
Political issues 
Political disputes 
(PD) 
Disputes between government and relevant 
stakeholders, disputes between different political 
parties 
Political issues 
Limited leadership 
(LL) 
Government is not willing to pioneer the 
implementation of some policies before other 
governments have done so, limited innovation in 
developing new policies 
Political issues 
Political influence of 
groups (IG) 
Strong influence of interest groups against policy 
implementation, reduction in policy ambition due 
to strong lobbying influence of targeted parties 
Industry issues Inadequate utility Poorly designed incentives which are not 
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incentives (IU) appropriate for targeted utilities and fail to 
incentivise them to undertake DSM activities 
Industry issues 
Lack of stakeholder 
engagement (LE) 
Stakeholders are not adequately engaged in all 
stages of the policy process, lack of 
communication and consultation 
Industry issues 
Utility opposition 
(UO) 
Utility disputes over level of policy ambition and 
administrative/financial resources required, strong 
lobbying influence of utilities against policy 
implementation 
Industry issues 
Limited 
coordination (CP) 
Lack of coordination between government and 
relevant parties, lack of coordination between 
relevant parties 
Infrastructure 
issues 
Knowledge issues 
(KI) 
General lack of awareness and understanding of 
policy, relevant parties not well-informed and 
educated on policy, poor communication of policy 
using inappropriate channels 
Infrastructure 
issues 
Technical issues 
(TI) 
Programme administration issues for relevant 
parties and government, technological 
performance problems, lack of required physical 
infrastructure (where relevant) 
 
Table 13: explanations of DSM policy failure factors 
 
It is crucial to note that all 25 of the factors are important in determining the 
failure of a policy and other factors that are not included in the list are not 
considered to be important (i.e. factors not discussed in the systematic review). 
However, under the resource constraints of governments, the research 
identifies the factors where policy-makers should concentrate their limited 
resources. 
 
5.2.4 Statistical Associations between Factors 
 
An interesting extension to the main analysis is to explore whether or not there 
are significant associations between success factors and between failure 
factors. Pearson’s product-moment correlation coefficient (r) is used, as the test 
examines associations between variables using the equation shown overleaf. 
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Equation 3: Pearson’s correlation coefficient (r) 
 
Key: 
r = Pearson’s correlation coefficient 
n = number of pairs of scores 
!xy = sum of the products of paired scores 
!x = sum of x scores 
!y = sum of y scores 
!x2 = sum of squared x scores 
!y2 = sum of squared y scores 
 
The purpose of the analysis is to test the significance of the associations 
between different success or failure factors in order to identify the clusters of 
factors that need to be present for DSM policies to be successful overall. The 
analysis uses the data from the frequency analysis and follows the premise that, 
as the frequency of one success (or failure) factor increases, another success 
(or failure) factor similarly increases. The degree of association is the primary 
focus and where two factors are significant at the 0.05 significance level, it is 
assumed that the success or failure of a policy will be determined by attention 
being given to both factors in the design and implementation of the policy. The 
0.05 significance level is a standardised threshold in statistics, which states that 
there is <5% chance that the observed results have arisen purely by chance 
(Cochrane Handbook, 2012). 
 
For success factors, each of the 22 factors in table twelve were correlated 
against each other based on the frequencies of those factors for each DSM 
policy in the 119 documents. For example, the frequency of discussion of 
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regulatory frameworks for each of the twelve DSM policies was correlated 
against the frequency of discussion of appropriate incentives for each of the 
twelve policies, producing an r value of 0.92, which represents a strong positive 
association between the two success factors. 
 
With 22 success factors, 20 degrees of freedom were necessary (n – 2) and an 
r value of 0.423 or greater was needed to test for significance. The results are 
presented in the 22 graphs (one for each success factor) included in the 
Appendix (Appendix Figure 4). The success factor acronyms are used to make 
the graphs more presentable, which are explained in table twelve. The dividing 
line is set at 0.423 (the significance level) where the r values of the success 
factors to the right of it (light grey) are significantly associated with the success 
factor in question, and those to the left of it (dark grey) are not. As a positive 
relationship or no relationship is expected, all negative correlations are 
disregarded, as theoretically, the absence of certain success factors should not 
increase the probability that a policy will succeed, but increase the probability 
that the policy will fail or have no impact. No graph shows a significant negative 
relationship (past the -0.423 threshold), which confirms the expectation of a 
positive relationship. The one exception to this is the weak negative association 
between clear timeframes and consumer commitment, which produces an r 
value of -0.44. By examining the raw data, it is clear that this is due to the low 
number of data points that exist for clear timeframes (three data points), which 
produces a situation where differences between the three data points and their 
equivalents for consumer commitment results in a disproportionately larger 
change in the r value compared with the rest of the factor associations where 
the sample sizes are much larger. Thus, the finding should be rejected due to 
the small sample size. 
 
The graphs show that legislative support (LS) and regulatory frameworks (RF) 
have the greatest number of significant associations with other success factors 
(14 and 13 other factors respectively). This highlights that in order to increase 
the probability that a DSM policy is successful, legislative support and 
regulatory frameworks need to be present. The top success factors by the 
number of associations with (>5) other factors are listed overleaf. 
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! Legislative support (LS) (14 factor associations) 
! Regulatory frameworks (RF) (13 factor associations) 
! Non-overlapping policies (NO) (11 factor associations) 
! Appropriate incentives (AI) (10 factor associations) 
! Clear aims and targeting (CA) (10 factor associations) 
! Clear definition of roles (CR) (8 factor associations) 
! Ease of implementation (EI) (7 factor associations) 
! Comprehensive evaluation (EV) (7 factor associations) 
! Cost-effectiveness (CE) (6 factor associations) 
 
The importance of a factor in this respect can be presented in terms of the 
proportion (%) of other success factors that it is significantly associated with. 
The thesis proposes a scale to visualise this, as shown in figure 34: 
 
 
 
Figure 34: the Success Factor Association Scale to show the percentage 
of the sample that is significantly associated with the factor in question 
 
The Success Factor Association Scale is designed in a similar way to the five-
part Policy Success Weighting Scale (shown in figure 28) in order to provide 
standardisation between the scales used in the analysis for research question 
two. The Success Factor Association Scale was applied to all 22 of the success 
factors. Legislative support and regulatory frameworks are ‘crucial’ factors, 
being associated with 63.6% and 59.1% of the sample respectively. Thus, they 
fit into the category on the far right of the scale. Worked examples of how the 
percentages were derived are shown below. As with the discussions in the 
previous sub-sections, how each factor is defined can have an impact on the 
results. 
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Equation: 
(Number of factor associations / Total number of other factors) x 100% 
Legislative Support (LS): (14 / 22) x 100% = 63.6% of the sample 
Regulatory Frameworks (RF): (13 / 22) x 100% = 59.1% of the sample 
 
The percentages for the success factors with the greatest numbers of 
associations with other factors are given below: 
 
! Legislative support (LS) (63.6% of sample) 
! Regulatory frameworks (RF) (59.1% of sample) 
! Non-overlapping policies (NO) (50.0% of sample) 
! Appropriate incentives (AI) (45.5% of sample) 
! Clear aims and targeting (CA) (45.5% of sample) 
! Clear definition of roles (CR) (36.4% of sample) 
! Ease of implementation (EI) (31.8% of sample) 
! Comprehensive evaluation (EV) (31.8% of sample) 
! Cost-effectiveness (CE) (27.3% of sample) 
 
NO, AI, CA, EI and EV appear to have a large impact if not present and thus fit 
into the category that is second from the far right on the scale. CE fits into the 
middle category on the scale and has some impact if not present. Other 
success factors that fit into this category are shown below: 
 
! Political support (PS) (3 factor associations – 13.6% of sample) 
! Policy continuity (PC) (3 factor associations – 13.6% of sample) 
! Wide coverage (WC) (3 factor associations – 13.6% of sample) 
! Industry engagement (IE) (3 factor associations – 13.6% of sample) 
 
The following factors have a limited impact if not present and fit into the 
category that is second from the far left on the scale: 
 
! Clear timeframes (CT) (2 factor associations – 9.1% of sample) 
! Consumer commitment (CC) (2 factor associations – 9.1% of sample) 
! Information infrastructure (IF) (2 factor associations – 9.1% of sample) 
! Flexibility (FX) (1 factor association – 4.6% of sample) 
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! Physical infrastructure (PI) (1 factor association – 4.6% of sample) 
 
Finally, the following factors show no significant associations with any of the 21 
other success factors. As such, they fit into the category on the far left of the 
scale (0.05 is the standardised significance threshold, as discussed above): 
 
! Long-term funding (LT) (0 factor associations – 0.0% of sample) 
! Stable budgets (SB) (0 factor associations – 0.0% of sample) 
! Return on investments (RI) (0 factor associations – 0.0% of sample) 
! Innovation (IV) (0 factor associations – 0.0% of sample) 
 
For failure factors, the same process was undertaken. The 25 factors in table 13 
were correlated against each other based on the frequencies of those factors 
for each DSM policy in the 119 documents. With 25 failure factors, 23 degrees 
of freedom were necessary (n-2) and an r value of 0.396 or greater was needed 
to test for significance. The results are presented in the 25 graphs (one for each 
failure factor) shown in the Appendix (Appendix Figure 5). As with the success 
factor graphs, the failure factor acronyms are similarly used to make the graphs 
more presentable, which are explained in table thirteen. The dividing line is set 
at 0.396 (the significance level) where the r values of the failure factors to the 
right of it (light grey) are associated with the failure factor in question, and those 
to the left of it (dark grey) are not (as per Appendix Figure 4 for success 
factors). 
 
The graphs show that the failure factors below have the greatest number of 
associations with (>5) other failure factors (the percentages are included using 
the same calculations as per figure 34): 
 
! Policy overlap (PO) (15 associations – 60.0% of sample) 
! Lack of transparency (LT) (14 associations – 56.0% of sample) 
! Complexity (CX) (13 associations – 52.0% of sample) 
! Lack of monitoring (LM) (13 associations – 52.0% of sample) 
! Inappropriate targeting (IT) (8 associations – 32.0% of sample) 
! Lack of sustainable funding (SF) (8 associations – 32.0% of sample) 
! Lack of policy continuity (CY) (8 associations – 32.0% of sample) 
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! Enforcement issues (EF) (7 associations – 28.0% of sample) 
! Not cost-effective (CF) (7 associations – 28.0% of sample) 
! Inadequate consumer incentives (IC) (6 associations – 24.0% of sample) 
! Poor consumer engagement (PE) (6 associations – 24.0% of sample) 
! Split-incentives issues (SI) (6 associations – 24.0% of sample) 
 
If the failure factors are placed in the Success Factor Association Scale, PO, 
LT, CX and LM are ‘crucial’ factors, and IT, SF and CY have a large impact if 
not present. In addition to EF, CF, IC, PE and SI, the following failure factors 
have some impact if not present: 
 
! Inadequate utility incentives (IU) (4 associations – 16.0% of sample) 
! Privacy concerns (PV) (3 associations – 12.0% of sample) 
! Political disputes (PD) (3 associations – 12.0% of sample) 
! Political influence of groups (IG) (3 associations – 12.0% of sample) 
 
The following failure factors have a limited impact if not present: 
 
! Negative public perception (NP) (2 associations – 8.0% of sample) 
! Limited leadership (LL) (2 associations – 8.0% of sample) 
! Lack of stakeholder engagement (LE) (2 associations – 8.0% of sample) 
! Limited coordination (CP) (2 associations – 8.0% of sample) 
! Lack of political commitment (LP) (1 association – 4.0% of sample) 
! Knowledge issues (KI) (1 association – 4.0% of sample) 
 
The final three factors, which are listed below, show no significant associations 
with any of the 24 other failure factors: 
 
! Lack of policy certainty (LC) (0 associations – 0.0% of sample) 
! Utility opposition (UO) (0 associations – 0.0% of sample) 
! Technical issues (TI) (0 associations – 0.0% of sample) 
 
It is important to reiterate that the Success Factor Association Scale does not 
rank factors individually by importance – this is the purpose of the combined 
frequency-weighting analysis. Instead, the scale identifies the factors that are 
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important only in the context of specific other factors being present. For 
example, technical issues (primarily programme administration problems) is the 
most frequently discussed failure factor in the systematic review sample and 
has a reasonably high weighting. The finding that its presence in causing policy 
failure is not determined by the presence of other factors highlights the crucial 
need to overcome this factor in the design and implementation of DSM policies. 
However, the image is different for success factors. The importance of 
regulatory frameworks as the most frequently discussed factor in the systematic 
review sample and one of the most highly weighted factors, is coupled with the 
need for it to be present alongside thirteen other success factors to ensure a 
DSM policy is successful. Despite this, the results are more fruitful for 
answering research question two when the success and failure factors are 
broken down by DSM policy (sub-section 5.2.5) and by country/state (sub-
section 5.2.6). 
 
5.2.5 Key Success and Failure Factors by Policy 
 
This sub-section details the key success and failure factors by DSM policy. It 
concentrates on the twelve individual policies discussed in the previous 
chapters: 
 
! Incentive payment-based demand response (IPBDR) 
! Price-based demand response (PBDR) 
! Market transformations (MT) 
! Infrastructure rollouts (IR) 
! Utility obligations (UO) 
! Labelling (LB) 
! Performance standards (PS) 
! Loans and subsidies (L&S) 
! Utility business models (UBM) 
! Research and development programmes (R&D) 
! Information campaigns (IC) 
! Voluntary programmes (VP) 
 
 190 
Due to the limited number of evaluations that examine policy packages, these 
are excluded from this part of the analysis. The same analytical process to the 
analysis of the overall success and failure factors (across DSM policies and 
countries/states) is used in this section. The main results from the combined 
frequency-weighting analysis are discussed, though the results from the 
individual frequency and weighting analyses are also graphically summarised in 
figures 35 and 36. The twelve DSM policies are examined in turn, and the 
calculations for frequency, weighting, and the combined analysis are given for 
the first discussed policy (incentive payment-based demand response) to show 
how the results were derived. The same calculation process was used for all 
twelve of the DSM policies in the research. 
 
Incentive Payment-Based Demand Response 
Incentive payment-based demand response (IPBDR) refers to tariffs that 
encourage the reduction or shifting of load, particularly during peak times. From 
the combined analysis, regulatory frameworks was the only success factor to 
pass the threshold, and technical issues and a lack of policy certainty were the 
key failure factors. 
 
Success Factor: Regulatory frameworks (RF) 
Success Factor Frequency: 13 (above !5 frequency threshold) 
Success Factor Weighting: 2.3 (in 1.5-2.4 ‘some importance’ weighting group) 
Policy Frequency: 62 (number of IPBDR evaluations in the sample) 
Policy Weighting: 3.4 (averaged policy weighting across evaluations in sample) 
Factor Combined Analysis Score: 3.4 x (13 x 2.3) / 10 = 10.5 
Policy Theoretical Maximum Score: 3.4 x (62 x 5.0) / 10 = 106.4 
Combined Analysis Percentage Score: (10.5 / 106.4) x 100% = 9.8% 
 
Thus, regulatory frameworks is considered the most important success factor 
for IPBDR, as the combined analysis score as a percentage is above the 5.0% 
threshold and falls into the 5.0-9.9% ‘important’ group (as stated before, ‘crucial’ 
factors score !10.0% and ‘unimportant’ factors score <5.0%). 
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Failure Factor: Technical issues (TI) 
Failure Factor Frequency: 8 (above !5 frequency threshold) 
Failure Factor Weighting: 2.3 (in 1.5-2.4 ‘some importance’ weighting group) 
Policy Frequency: 62 
Policy Weighting: 3.4 
Factor Combined Analysis Score: 3.4 x (8 x 2.3) / 10 = 6.4 
Policy Theoretical Maximum Score: 3.4 x (62 x 5) / 10 = 106.4 
Combined Analysis Percentage Score: (6.4 / 106.4) x 100% = 6.0% 
 
The calculations show that technical issues is considered one of the two most 
important failure factors for IPBDR, as the combined analysis score as a 
percentage is above the 5.0% threshold (and falls into the 5.0-9.9% ‘important’ 
group). A similar score is produced for a lack of policy certainty (6.3%): 
 
Failure Factor: Lack of policy certainty (LC) 
Failure Factor Frequency: 8 
Failure Factor Weighting: 2.4 
Policy Frequency: 62 
Policy Weighting: 3.4 
Factor Combined Analysis Score: 3.4 x (8 x 2.4) / 10 = 6.7 
Policy Theoretical Maximum Score: 3.4 x (62 x 5) / 10 = 106.4 
Combined Analysis Percentage Score: (6.7 / 106.4) x 100% = 6.3% 
 
For success factors, regulatory frameworks allow the introduction of IPBDR in 
balancing or capacity markets, as they establish the rules and processes for 
participation. In the UK, the inclusion of permanent electricity reductions through 
energy efficiency as a new resource in the (newly created) capacity market 
(which had its first auction in December 2014) was piloted for two years from 
June 2014 (UK DECC, 2014c). A key aim of the pilot is to develop the required 
rules and processes to encourage a greater contribution from IPBDR. The PJM 
Interchange in the USA represents one of the few capacity markets globally to 
include energy efficiency as a resource and this was implemented in 2009 
(Titus et al., 2009). The UK’s pilot aims to learn from this experience. Although 
IPBDR is implemented at a regional level in the USA through system operators, 
Cappers et al. (2010) highlight the political interest at a national level to assess 
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its size and scope in the country. The Energy Policy Act of 2005 directed the 
Federal Energy Regulatory Commission (FERC) to do this (Cappers et al., 
2010). Thus, it is clear from the evaluations that regulatory frameworks are 
essential for IPBDR to be successfully implemented and developed. 
 
For failure factors, the findings highlight the challenges of successfully 
introducing the necessary regulations for IPBDR. Technical issues, such as 
programme administration problems and the risk of consumers not responding 
during peak times (as the penalty for non-response can be high for utilities 
during peak times), have a defining impact on determining failure. For example, 
in the summer of 2007 in the ISO New England ancillary services market in the 
USA, there was ~50% commitment from all demand response resources and 
despite ~45 minutes warning prior to the end of peak events, both demand 
response and generation resources took 20 minutes to return to baseline levels 
(Agnew et al., 2007). In the US state of Texas, the restructuring of electricity 
markets in 2002 led to a range of technical difficulties in continuing demand 
response programmes due to the need to deal with many retail electric 
providers (Zarnikau, 2010). Restructuring led to extensive measurement and 
verification requirements and problems in securing compensation from the retail 
electric providers (Zarnikau, 2010). 
 
Furthermore, a lack of policy certainty and clarity makes it difficult for traditional 
or new utilities to invest in IPBDR. For example, in the UK, there was a lack of 
clarity over the continuity of incentives for the participation of demand response 
in the capacity market, which reduced participation (UKDRA MCDM interview, 
2014). For demand response, contract lengths are currently limited to just one 
year (UKDRA MCDM interview, 2014). 
 
Price-Based Demand Response 
Price-based demand response (PBDR) refers to tariffs that vary the price of 
electricity or gas based on the time-of-day or the time-of-year. Such policies aim 
to increase the costs of consuming energy during peak times above the ‘normal’ 
rate and reduce the costs of energy during off-peak periods below the ‘normal’ 
rate (such as during the night). Thus, the focus of PBDR is on reducing or 
shifting load due to energy price changes, whereas the focus of IPBDR is on 
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reducing or shifting load due to direct financial payments (Albadi and El-
Saadany, 2008). From the combined analysis, regulatory frameworks, 
appropriate incentives, information infrastructure, clear aims and targeting and 
consumer commitment were the key success factors to pass the threshold, and 
technical issues, a lack of monitoring, inadequate utility incentives and 
inadequate consumer incentives were the key failure factors. 
 
For success factors, the findings show the similarity between PBDR and IPBDR 
with regards to the importance of regulatory frameworks in the implementation 
of demand response resources. The main difference is the greater number of 
success factors for PBDR, which is partly explained by the increased complexity 
of PBDR policies and regulations compared with those for IPBDR. Time-of-use 
tariffs are usually more challenging to implement and administer than direct 
contracts between large consumers and the system operator. Time-of-use 
tariffs are usually implemented by energy suppliers for whole customer 
segments, such as the residential or commercial sectors (though some large 
consumers also have time-of-use tariffs). Numerous evaluations in the sample 
showed that regulatory frameworks are essential for PBDR to be successful, 
and the finding was replicated across countries/states and contexts (for 
example, Agnew et al., 2009, which looked at the New England region in the 
USA; Cappers et al., 2010, which looked at the USA; Wang et al., 2010, which 
looked at China). 
 
During short-term energy crises, the evidence base shows that both categories 
of demand response (PBDR and IPBDR) can be particularly useful. For 
example, Lowry et al. (2004) evaluated the contribution of demand response in 
the 2000-2001 electricity crisis in the US state of California and found that the 
appropriateness of the incentives needed to be matched with educating 
consumers on the issues and how they can benefit from contributing to 
overcoming them. For instance, it was important that customers were paid for 
the capability to reduce consumption instead of just taking into account actual 
reductions (Lowry et al., 2004). This applies to both categories of demand 
response, though appears more prominently in the sample as a factor for 
PBDR. 
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Linked to this, Walawalkar et al. (2010) show the importance of consumer 
commitment by highlighting that, despite the need for only modest requirements 
from consumers, success depends on the consumer acceptance of altering the 
use of equipment and systems (lifestyle and comfort changes) or changes in 
operating procedures. Thus, it is crucial that the policy is well-targeted and has 
clear requirements. In China, large-scale PBDR pilots were undertaken at a 
provincial level in 2003 and were targeted to specific sectors. In Beijing and 
Jiangsu, residential time-of-use pricing was implemented (the on-peak price in 
Jiangsu was US $66.51/MWh and the off-peak price was US $36.28/MWh, 
compared with US $66.88/MWh for those not on the tariff) and in Guangdong, 
industrial time-of-use pricing was implemented (which reduced load by 500 MW 
in 2003) (Wang et al., 2010). As such, these programmes were generally 
considered to be successful (Wang et al., 2010). 
 
For failure factors, the findings show some similarities between PBDR and 
IPBDR, particularly in relation to technical issues as the most crucial factor. 
Most of the demand response evaluations focussed on the USA or China at a 
sub-national (state or provincial) level. For example, Wang et al. (2010) 
highlight how technical issues, such as reaching a wider range of sectors than 
just the industrial sector (the residential sector is only included for a few 
consumers in Beijing and Jiangsu), are important to overcome in China. Within 
the USA, Wirtshafter et al. (2007) examined small-scale consumers with time-
of-use tariffs and found that the 20/20 Program in California (which ran over the 
summer of 2005) did not adequately incentivise utilities and utility costs were 
US $67 million. Furthermore, Wirtshafter et al. (2007) identified that 75% of the 
rebate dollars paid were to households that were not aware of the programme 
or were not actively trying to save energy in response to it. Inadequate 
consumer incentives and inadequate utility incentives appear to be equally 
important. For example, Walawalkar et al. (2010) found that in the US PJM and 
NYISO markets, economic-based demand response programmes have not 
provided sufficient revenues for customers to respond during off-peak hours. 
 
Underlying the other failure factors for PBDR is a lack of monitoring and 
standardised reporting practices and metrics, which hinders reliability 
assessments (Cappers et al., 2010). Alongside technical issues, this was found 
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to be one of the most crucial factors overall, across DSM policies and 
countries/states. However, in summary, ensuring that the right regulatory 
frameworks and incentives are in place are the most important factors 
determining the success or failure of PBDR. 
 
Market Transformations 
Market transformations (MT) refer to broad and long-term policies to overcome 
the market barriers to (primarily) energy efficiency development and to help 
stimulate market development. From the combined analysis, appropriate 
incentives was the only success factor to pass the threshold, and technical 
issues, a lack of monitoring and a lack of policy certainty were the key failure 
factors. 
 
For success factors, the findings convey that for MT to be successful, long-term 
support is necessary, but this support needs to involve appropriate incentives. 
The evaluations of MT show that simply providing financial support is 
inadequate if it does not stimulate the development of DSM markets. For 
example, Wikler (2000) highlights Thailand as an example of a country that has 
successfully and appropriately established financial support for MT programmes 
– the country obtained funding from the World Bank and the Australian 
government to develop its MT programmes (Wikler, 2000). Colby and Davis 
(2011) identified a similar finding for the US state of New York. In 2010, ARRA 
(American Recovery and Reinvestment Act of 2009) funding provided individual 
rebates for the purchase of ENERGY STAR refrigerators (US $75), freezers 
(US $50) or clothes washers (US $75), or for an ENERGY STAR three-
appliance bundle consisting of a CEE Tier 2 or 3 refrigerator and clothes 
washer and CEE Tier 1 or 2 level dishwasher (US $500). The New York Energy 
Smart Products programme (NYESP) promoted the rebates and the programme 
was put on hold twice when the New York State Energy Research Development 
Authority (NYSERDA) received enough applications to potentially use up all of 
the available funds (Colby and Davis, 2011). NYESP achieved a gradual 
increase in ENERGY STAR home appliance market shares for refrigerators, 
freezers and clothes washers (Colby and Davis, 2011), and the programme has 
generally been considered a success. 
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For failure factors, the findings show that the technical complexity and difficulty 
in monitoring the long-term effects of MT are the primary factors that contribute 
to policy failure. Furthermore, the long-term consistency and stability of policies 
appears crucial. Many of the successful market transformation experiences 
come from the USA. For example, Gillich and Sunikka-Blank (2013) examined 
the Better Buildings Neighborhood Program, Colby and Davis (2011) looked at 
relevant programmes within ARRA and McRae et al. (2011) analysed the 2005-
2009 BetterBricks programme. However, McRae et al. (2011) highlight the 
difficulty in evaluating market transformations and present the example of the 
Northwest Energy Efficiency Alliance (NEEA) to show this. The paper portrays 
how the NEEA did not manage to establish a proper baseline for the final 
evaluation and consequently, pre-policy and post-policy differences between 
participants and non-participants could not be established. The paper gives 
examples of how evaluation could be done to overcome this issue, which 
revolves around a methodology that encourages communication and the 
development of consistent terminology with specific definitions that all parties 
can commonly understand. However, the evaluations highlight the challenges in 
evaluating long-term DSM policies such as MT. 
 
Infrastructure Rollouts 
Infrastructure rollouts (IR) refer primarily to smart meter rollouts (with or without 
energy display monitors). From the combined analysis, regulatory frameworks, 
legislative support, appropriate incentives, information infrastructure, industry 
engagement, consumer commitment, clear aims and targeting, political support, 
physical infrastructure, non-overlapping policies and policy continuity were the 
key success factors to pass the threshold, and technical issues, limited 
coordination, a lack of transparency, political disputes, a lack of policy certainty, 
inadequate utility incentives, limited leadership, policy overlap, privacy 
concerns, negative public perception, knowledge issues and a lack of policy 
continuity were the key failure factors. 
 
For success factors, the full range of success factor types appears to be 
important (regulatory support, financial support, policy characteristics, 
stakeholder engagement and infrastructure, as per the categories in figure 30). 
IR requires clear regulation and legislation to establish the rules, aims, budgets 
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and appropriate communication links that are required for the rollout (Kushler 
and Vine, 2003; Lowry et al., 2004). The policy is designed to improve the 
physical infrastructure of meters in the premises of (primarily) small consumers 
and the technical aspects of the smart meter are important to establish. The 
UK’s smart meter rollout between 2015-2020 includes an in-home display (IHD), 
which is an energy display monitor to visually show consumers how much 
energy (electricity and gas) they are using and other information, such as 
connection link quality, local time, active tariff price, cumulative consumption, 
customer identification number, debt, debt recovery rate, emergency credit 
balance, historic consumption, instantaneous active power import, low credit 
alert, meter balance, payment mode and power threshold status (see UK 
DECC, 2014b for the full technical specifications). 
 
Additionally, it is clear that political support, industry engagement and consumer 
commitment are crucial, as the smart meter rollouts in the European Union (EU) 
have shown (University of Reading MCDM interview, 2014). Consumer 
engagement can be more effectively achieved if IR policies have clear aims, are 
well-targeted and provide appropriate incentives for consumers to reduce 
energy consumption. This is particularly evident in the EU, where IR policies 
have been most active. However, as these policies are currently being 
implemented (as a result of the Smart Meter Rollout Directive (Directive 
2009/72/EC)), evaluations are unlikely to be available until after 2020 (the 
deadline for the completion of the rollouts). As such, the findings are based on a 
limited number of evaluations, as discussed in chapter four, and should be 
updated once more evidence becomes available. 
 
For failure factors, the full range of failure factor types appears to be important 
(policy issues, consumer issues, political issues, stakeholder engagement and 
infrastructure issues, as per the categories in figure 32). Policy design issues 
and political disputes caused a number of EU countries to suffer delays in the 
rollout of smart meters, such as in the Netherlands (Cuijpers and Koops, 2012). 
Furthermore, where consumers are not properly incentivised (financial or non-
financial) and do not accept the policy, implementation issues can occur. These 
issues occurred in the Netherlands where technical aspects were prioritised 
over the interests of the end users (Hoenkamp et al., 2011), such as privacy 
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issues (Cuijpers and Koops, 2012). This caused complications and legislative 
delays. Similar concerns were discussed in the design of the UK’s smart meter 
rollout (McKenna et al., 2012), which pushed back the rollout period from 2014-
2019 to 2015-2020. However, due to delays in the setting up of the Data 
Communications Company to deal with privacy and data concerns, it is likely 
that the rollout will not begin until early 2016 (UK DECC, 2014d). In addition to 
consumer concerns, it is clear from the evaluations that the utilities responsible 
for undertaking the rollout need to be adequately incentivised through cost-
recovery mechanisms (or equivalent) and should be given clear instructions as 
to what is required of them. 
 
Utility Obligations 
Utility obligations (UO) refer to usually mandatory (though sometimes voluntary) 
obligations placed on suppliers, distributors, public entities, or building owners 
or users (THINK, 2012). Nevertheless, the evidence base is dominated by 
evaluations of obligations on energy suppliers and distributors. The obligations 
aim to meet various policy objectives, and there are a number of ways in which 
the targets can be expressed. The evidence base shows that targets are 
commonly set in terms of energy or carbon savings with sub-targets for fuel 
poverty (consumers living on a low income in a home that cannot be kept warm 
at a reasonable cost, as defined in the UK’s Warm Homes and Energy 
Conservation Act 2000 and reviewed in the Hills Fuel Poverty Review, 2012). 
From the combined analysis, regulatory frameworks, legislative support, 
comprehensive evaluation, clear definition of roles and cost-effectiveness were 
the key success factors to pass the threshold, and no failure factors passed the 
threshold. However, failure factors were produced in the individual frequency 
and weighting analyses, as summarised in figure 36. Nevertheless, only factors 
that are both frequent and highly weighted are discussed in this sub-section. 
 
For success factors, although UO is arguably one of the more complex types of 
DSM policy to implement, it is becoming increasingly popular around the world 
as countries/states follow the successful experiences in the USA at a state-level 
and the UK. Both countries have had a long history of successfully 
implementing utility obligations (referred to as energy efficiency resource 
standards (EERS) in the USA and supplier obligations in the UK). The identified 
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success factors highlight that UO requires more attention being given to the 
regulatory and policy support factors than to the other success factor categories 
(financial support, stakeholder engagement and infrastructure). In the sample, 
the UOs in the UK, the USA, Italy, France and Denmark were the most 
evaluated countries and different evaluations of the same policies were in 
agreement as to the success of the policies. 
 
In the UK, the evaluations of supplier obligations since 2002 (Energy Efficiency 
Commitment, Carbon Emissions Reduction Target and Community Energy 
Savings Programme) highlighted the importance of regulatory and legislative 
support, cost-effectiveness (for all parties concerned) and clearly defined roles 
for relevant parties (for example, Lees, 2006; Lees, 2008; Eyre et al., 2009; UK 
DECC, 2011a; UK DECC, 2011b). In the USA, similar factors are apparent for 
state-level EERS policies (for example, Sciortino et al., 2011; Neubauer et al., 
2013; Taylor et al., 2012). An important factor that is not only necessary for 
determining the success of UOs but also an inherent part of ensuring the 
success of future UOs is policy evaluation. As discussed in chapter two, a 
combination of ex-post monitoring and ex-ante estimations that 
comprehensively covers as much of the factors listed in figure 12 (where 
resources allow) is crucial to future policy success. It is clear from the 
documents that European evaluations tend to put greater emphasis on ex-ante 
approaches whereas US evaluations tend to put more weighting on ex-post 
approaches (Stern and Vantzis, 2014). 
 
Labelling 
Labelling (LB) refers to policies that seek to improve the communication and 
education of a product’s energy efficiency performance. Evaluations of LB 
primarily focus on appliances, equipment, and buildings in the sample. The 
information included on labels can vary, but the evaluations concentrated 
mainly on energy bill savings and carbon savings. From the combined analysis, 
information infrastructure was the only success factor to pass the threshold, and 
technical issues was the key failure factor. 
 
For success factors, the findings reveal that label design coupled with engaging 
awareness campaigns is crucial (Smith and Thorne, 2003; Atanasiu and 
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Constantinescu, 2011). As Smith and Thorne (2003) show in the evaluation of 
the ENERGY STAR and EnergyGuide labels in the USA, and Zheng et al. 
(2012) show in the evaluation of the Chinese equipment labelling schemes, 
label design has a reasonably limited impact on consumer perception of 
appliance quality or value if it is not coupled with engaging consumer 
awareness campaigns of the labelling schemes. Nadel et al. (2013) conducted 
an in-depth evaluation of the EnergyGuide labelling scheme ten years after 
Smith and Thorne (2003) and came to the same conclusion. Nadel et al. (2013) 
found that improvements to label design could be made by moving from a 
continuous-style graphic to a stars-based categorical comparison. 
 
For failure factors, Smith and Thorne (2003) (USA), Zheng et al. (2012) (China), 
and Atanasiu and Constantinescu (2011) (EU) show that technical issues in 
label design and communication have impacted the success of labelling 
policies. The USA has had a long history of energy labelling that dates back to 
the Energy Policy and Conservation Act of 1975 when the mandatory 
EnergyGuide label was introduced for major appliances (such as refrigerators, 
washing machines, tumble dryers, dishwashers and air conditioners), 
equipment and lighting. Smith and Thorne (2003) find that, despite a 
reasonable familiarity of consumers with the EnergyGuide label, it appears to 
have had limited impact on their product choices. The same conclusion was 
reached by Nadal et al. (2013). Zheng et al. (2012) found that in China there 
was a lack of awareness of labelling enforcement due to a lack of engagement 
through an initial publicity campaign. 
 
In the EU, the Energy Labelling of Products Directive (Directive 2010/30/EU) 
was implemented by member states in 2011 (replacing the previous Directive 
92/75/EC energy consumption labelling scheme) to label appliances with an 
energy class (colour-coded letter grade: A+++, A++, A+, A, B, C, D, E, F or G), 
consumption and efficiency information, noise information and general 
appliance details. Key appliances included in the Directive are: refrigerators, 
washing machines, tumble dryers, dishwashers, ovens, water heaters, hot 
water storage tanks, air conditioners, light bulbs, televisions, cars and tyres. A 
related example is the EU’s Energy Performance of Buildings Directive 
(2002/91/EC), which requires member states to label buildings with Energy 
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Performance Certificates. Atanasiu and Constantinescu (2011) evaluated the 
Energy Performance Certificates and came to similar conclusions to Zheng et 
al. (2012), finding that the design of information and its communication were 
important issues affecting policy success. Thus, in summary, label design and 
communication (technical issues and information infrastructure) appear to be 
the key factors that transcend different countries and contexts. 
 
Performance Standards 
Performance standards (PS) refer to policies that seek to improve the energy 
efficiency of appliances, equipment and buildings in the manufacturing and 
construction process. From the combined analysis, regulatory frameworks and 
legislative support were the key success factors to pass the threshold, and no 
failure factors passed the threshold. However, failure factors were produced in 
the individual frequency and weighting analyses, as summarised in figure 36. 
 
For success factors, the findings highlight that regulatory support factors are 
crucial. In China, the success of the building codes that were introduced in 2006 
is primarily due to strong regulatory frameworks and legislative support, which 
includes annual governmental inspections to enforce the codes (Bin and Jun, 
2012). Pengcheng et al. (2012) came to a similar conclusion with performance 
standards for appliances and equipment introduced since 1989 in China 
(though the evaluation period is 2009-2011). In the USA, appliance and 
equipment standards that were introduced since 1987 have created 340,000 
jobs and resulted in US $34 billion in energy bill savings (Gold et al., 2011). 
These impacts have primarily been due to a strong regulatory drive from the 
national government through the National Appliance Energy Conservation Act 
(NAECA) in 1987 (Gold et al., 2011). As highlighted in section 5.3, performance 
standards have been one of the most successful categories of DSM policy. 
 
Loans and Subsidies 
Loans and subsidies (L&S) refer to policies that provide direct subsidies (grants 
and rebates) or indirect subsidies (no- or low-interest loans) for DSM 
technologies, such as energy efficiency measures or on-site generation. From 
the combined analysis, no success factors passed the threshold and no failure 
factors passed the threshold. However, success and failure factors were 
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produced in the individual frequency and weighting analyses, as summarised in 
figures 35 and 36 respectively. 
 
As the evidence base is strong for L&S policies, a possible explanation for the 
finding is that there is strong diversity between countries/states in terms of 
policy design and implementation. Furthermore, the L&S policy category 
contains a broad array of specific DSM policies (from tax incentives to low-
interest loans, as shown in table 9 in chapter four). As such, further research 
should break down the results at the specific DSM policy level in order to 
identify if there are success and failure factors that are both frequent and highly 
weighted at this level. 
 
Utility Business Models 
Utility business models (UBM) refer to alternative policy and business models 
for energy utilities. These may take the form of decoupling policies (such as 
cost-recovery mechanisms) or resource standards (such as performance 
targets) in order to put demand-side options on an equal basis with supply-side 
options. Figure 10 in chapter two summarised the main UBM policies. From the 
combined analysis, a similar result is produced to L&S where no success 
factors passed the threshold and no failure factors passed the threshold. 
However, success and failure factors were produced in the individual frequency 
and weighting analyses, as summarised in figures 35 and 36 respectively. 
 
As with L&S, the evidence base is strong for UBM policies and a similar 
explanation is plausible – there is strong diversity between countries/states in 
terms of policy design and implementation and the UBM policy category 
contains a broad array of specific DSM policies (from decoupling policies to 
system benefits charges, as shown in table 9 in chapter four). As such, further 
research should break down the results at the specific DSM policy level in order 
to identify if there are success and failure factors that are both frequent and 
highly weighted at this level. 
 
Research and Development Programmes 
Research and development programmes (R&D) refer to policies that aim to fund 
programmes that improve the research base for particular DSM technologies or 
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help to develop and deploy them at a larger scale. This can involve small- or 
large-scale pilot testing, though the systematic review only concentrated on 
large-scale government-funded programmes, as justified in chapter three. From 
the combined analysis, regulatory frameworks and legislative support were the 
key success factors to pass the threshold, and technical issues and inadequate 
consumer incentives were the key failure factors. 
 
For success factors, the findings portray that consistent governmental support 
over time through regulation and legislation is crucial to the success of large-
scale R&D programmes. For example, in Japan, R&D programmes such as the 
Sunshine Program (introduced in 1974), the Moonlight Program (introduced in 
1978), the New Sunshine Program (1993-2002), the Super Heat Pump and 
Energy Accumulation Project (1984-1992) and the Eco Energy City Network 
Project (1993-2000) were successful only where there was a long lead time for 
R&D investments to create outputs (Kimura, 2009). Zhou et al. (2011) reached 
similar conclusions for the Chinese on-site renewables demonstration projects 
in 2003 and 2009 (specifically for solar photovoltaics (PV)). In the USA, 
governmental support for industrial R&D programmes has been consistent 
since 2005 through various national policies such as EPAct 2005 (Energy Policy 
Act of 2005), EISA 2007 (Energy Independence and Security Act of 2007), and 
ARRA 2009 (American Recovery and Reinvestment Act of 2009) (Doris et al., 
2009). For example, research funding efforts have focussed on improving the 
efficiency of energy conversion and utilisation, energy-intensive and high-
emitting CO2 processes, resource recovery and utilisation, high-temperature 
superconductivity wires, transmission, distribution and storage (Doris et al., 
2009). 
 
For failure factors, the findings convey that R&D programmes are more likely to 
develop technological performance and design problems and have long 
payback periods when they are first tested than those that are commercially 
available and established in markets (Kimura, 2009). As such, these technical 
issues lead to challenges in adequately incentivising consumers to engage with 
DSM technologies that are new and less established in the market. 
 
 
 204 
Information Campaigns 
Information campaigns (IC) refer to policies that stimulate the provision of 
education, training, auditing services and general marketing campaigns to 
relevant parties. From the combined analysis, a similar result is produced to 
L&S and UBM where no success factors passed the threshold and no failure 
factors passed the threshold. However, success and failure factors were 
produced in the individual frequency and weighting analyses, as summarised in 
figures 35 and 36 respectively. 
 
Similar conclusions to L&S and UBM can be made for IC, as the evidence base 
is similarly large for IC policies compared with other categories of DSM (such as 
IR or R&D). Thus, there is likely to be strong diversity between countries/states 
in terms of policy design and implementation, as well as a broad array of 
specific IC policies that could be implemented (from consumer awareness 
campaigns to training programmes, as shown in table 9 in chapter four). As 
such, further research should break down the results at the specific DSM policy 
level in order to identify if there are success and failure factors that are both 
frequent and highly weighted at this level. 
 
Voluntary Programmes 
Voluntary programmes (VP) refer to all non-mandatory policies that do not fit 
into the other categories shown in figure 9 in chapter two. However, this 
category involves a number of policies that overlap between categories, such as 
voluntary agreements between grid operators and industrial or large commercial 
organisations to reduce energy consumption during peak times (which overlaps 
with IPBDR). From the combined analysis, clear timeframes was the only 
success factor to pass the threshold and no failure factors passed the threshold. 
However, failure factors were produced in the individual frequency and 
weighting analyses, as summarised in figure 36. 
 
For success factors, the findings highlight that clear timeframes is the most 
crucial factor. For example, in Europe, the existence of clear goals and 
timeframes were important for a range of energy efficiency policies (including 
VP) in an evaluation conducted by Harmelink et al. (2008). 
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The discussions of the twelve DSM policies above are summarised in figures 
35-38. Figure 35 shows the results of the individual frequency and weighting 
analyses for success factors by policy (excluding policy packages), and figure 
36 has the same design but shows the results of the individual frequency and 
weighting analyses for failure factors by policy. The results for both analyses 
are shown together to allow comparisons to be made, though it is important to 
note that the figure does not show the combined analysis results, only the 
separate frequency and weighting results in the same diagrams. The figures are 
colour-coded to show the key factors that came out of each analysis: the light 
orange boxes are the factors from the frequency analysis, the light green boxes 
are the factors from the weighting analysis and the light brown boxes are the 
factors that overlap between analyses (though before the combined analysis 
equations are applied). 
 
Figure 37 summarises the main results discussed in this sub-section for 
success factors by policy from the combined analysis. The figure has the same 
structure as figures 35 and 36 except that it uses a grey scale to highlight those 
factors that are ‘crucial’ (!10.0% combined analysis score) and those that are 
‘important’ (5.0-9.9% combined analysis score). The darker shaded boxes 
represent the ‘crucial’ factors and the lighter shaded boxes represent the 
‘important’ factors. Unimportant factors are not included. For DSM policies 
where no success factors are considered crucial or important, these are 
grouped together. Figure 38 shows the results in the same format for failure 
factors from the combined analysis. 
     
 
    
 
Figure 35: the key success factors by DSM policy from the individual frequency and weighting analyses
    
 
     
 
Figure 36: the key failure factors by DSM policy from the individual frequency and weighting analyses
  
 
Figure 37: the key success factors by policy from the combined analysis 
results 
 
 
 
Figure 38: the key failure factors by policy from the combined analysis 
results 
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Table 14 summarises the top success and failure factors overall in terms of the 
number of policies where they are ‘crucial’ or ‘important’ factors from the 
combined analysis. 
 
Success Factors Number of Policies Failure Factors 
Number of 
Policies 
Regulatory frameworks 6 Technical issues 6 
Legislative support 4 Lack of policy certainty 3 
Appropriate incentives 3 Lack of monitoring 2 
Information infrastructure 3 Inadequate utility incentives 2 
Clear aims and targeting 2 Inadequate consumer incentives 2 
Consumer commitment 2 / / 
 
Table 14: the key success and failure factors overall 
 
As table 14 shows, the top success factors across countries/states are: 
regulatory frameworks, legislative support, appropriate incentives, information 
infrastructure, clear aims and targeting and consumer commitment. Of these, 
regulatory frameworks is the most important success factor, as it appeared as 
one of the most important factors in half of the policies under examination (6/12 
policies). The top failure factors across countries/states are: technical issues, a 
lack of policy certainty, a lack of monitoring, inadequate utility incentives and 
inadequate consumer incentives. Of these, technical issues (primarily 
programme management and administration issues) is one of the most 
important failure factors, as it appeared as the most important factor in half of 
the policies under examination (6/12 policies). 
 
5.2.6 Key Success and Failure Factors by Country/State 
 
This section details the key success and failure factors by country/state. As 
justified in chapter three, both countries and sub-national states were included 
in the systematic review, as some state and provincial governments have 
implemented and evaluated DSM policies independent of national government 
policy. 66 countries and states (30 countries and 36 states and provinces) were 
included, which were determined inductively from the sample (i.e. they were not 
pre-defined). The discussions group the countries/states by continental region, 
as shown overleaf. 
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! North America 
! Europe 
! Asia 
! Australasia, South America and Africa 
 
Due to the limited number of evaluations looking at the continents of 
Australasia, South America and Africa, these were included together as one 
continental group. The same analytical process for the frequency, weighting and 
combined analyses used for the examination of success and failure factors by 
DSM policy are used here for the examination of success and failure factors by 
country/state. In the previous sub-section, the results for each DSM policy were 
averaged across all countries/states, whereas in this sub-section, the results for 
each country/state are averaged across all DSM policies. A small difference in 
the combined analysis equations is that the word ‘policy’ is replaced with 
‘country/state’ (e.g. ‘policy success weighting’ becomes ‘country/state success 
weighting’) though the calculations remain the same. Nevertheless, a worked 
example is shown below for one country/state to show how the results were 
derived for each of the 66 countries/states in the sample. 
 
Importance of Comprehensive Evaluation for the UK: 
Success Factor: Comprehensive Evaluation (EV) 
Success Factor Frequency: 12 (above !5 frequency threshold) 
Success Factor Weighting: 2.8 (in 2.5-3.0 ‘crucial’ weighting group) 
Country/State Frequency: 22 (number of evaluations focussing on the UK in the 
total sample of 690 evaluations) 
Country/State Weighting: 3.8 (averaged weighting of country/state across the 
evaluations) 
Factor Combined Analysis Score: 3.8 x (12 x 2.8) / 10 = 12.9 
Country/State Theoretical Maximum Score: 3.8 x (22 x 5) / 10 = 41.8 
Combined Analysis Percentage Score: (12.9 / 41.8) x 100% = 30.9% 
 
The example produces a score of 30.9%, which strongly fits into the ‘crucial’ 
category of the combined analysis. Thus, comprehensive evaluation is one of 
the most important factors determining the success of DSM policies in the UK. 
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Within each continental grouping, case studies of specific countries/states are 
given. However, the full results for each of the 66 countries/states for each of 
the three analysis types (frequency, weighting and combined) are summarised 
in figures 39-42 at the end of the sub-section. 
 
North America 
From the combined analysis, fourteen North American countries/states 
produced success factors (USA, USA (state-level), Canada, Mexico, the US 
states of California, New York, Vermont, Wisconsin, Ohio, Texas and Florida, 
the US region of PJM, and the Canadian provinces of British Columbia and 
Ontario). The top success factors are: 
 
! Regulatory frameworks (for twelve countries/states) 
! Comprehensive evaluation (for nine countries/states) 
! Innovation (for nine countries/states) 
! Appropriate incentives (for seven countries/states) 
! Policy continuity (for seven countries/states) 
! Industry engagement (for seven countries/states) 
! Consumer commitment (for seven countries/states) 
 
Thirteen North American countries/states produced failure factors in the 
combined analysis (USA, Canada, the US states of California, New York, 
Vermont, Massachusetts, Maine, Connecticut, Ohio, Florida, Texas, Wisconsin 
and the US region of the Pacific Northwest). The top failure factors are: 
 
! A lack of monitoring (for nine countries/states) 
! Technical issues (for eight countries/states) 
! Inadequate utility incentives (for six countries/states) 
! A lack of policy certainty (for five countries/states) 
! A lack of sustainable funding (for five countries/states) 
 
It is clear from the North American sample that the full range of success factor 
categories is needed for DSM policies to be successful (regulatory support, 
financial support, policy characteristics, stakeholder engagement and 
infrastructure, as per the categories in figure 30). For example, regulatory 
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frameworks and consumer commitment were crucial for Mexico’s Compact 
Fluorescent Lighting (CFLs) subsidy programme from 1995-1997, as shown in 
an evaluation conducted by the International Institute for Energy Conservation 
(IIEC). The evaluation describes how the Mexican government mandated the 
Comisión Federal de Electricidad (CFE) to purchase CFLs in bulk under 
competitive procurement from manufacturers (and receive a significant discount 
over the retail market price) and then sell the CFLs to consumers at a 
subsidised price (60% cheaper than the market price). The evaluation highlights 
how extensive consumer marketing and outreach were undertaken to 
encourage consumers to engage with the subsidy. 
 
In a further example of subsidy policies, an evaluation by the IEA DSM 
Programme (2004) conveyed the importance of appropriate rebates for 
industrial energy savings opportunities in Canada. The evaluation describes 
how proposed projects with savings of <200 MWh/year and payback periods of 
two years received up to CAN $0.10 for first-year kWh savings. The rebates 
appear to have worked well, as they provided “just enough” incentive to 
motivate customer implementation (IEA DSM Programme, 2004). 
 
The findings highlight that regulatory support and appropriately incentivising 
industry are the most crucial factors for the USA. For certain policies, such as 
demand response (IPBDR and PBDR), information on the actual performance 
of demand response resources is also central to assessing the long-term 
viability of such resources, as evaluations such as Cappers et al. (2009) have 
shown. Goldman et al. (2011) highlighted how ARRA (American Recovery and 
Reinvestment Act of 2009)-funded programmes devoted significant financial 
support to energy efficiency (as separate from utility customer-funded 
programmes), which led to rapid job creation and retention as well as a 
reduction in energy use and greenhouse gas emissions (though the evaluation 
did not quantify these impacts). Nevertheless, it appears that regulatory support 
is the most crucial factor category and the majority of the evaluations discuss 
factors within this category (such as regulatory frameworks and legislative 
support). For example, Doris et al. (2009) argue that strong leadership through 
a central administrative body, such as the Environmental Protection Agency 
(EPA), is necessary for developing the rules and implementing similar DSM 
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policies in different states. The evaluation uses the example of building codes to 
highlight the importance of legal procedures for enforcement. 
 
Rigorous measurement, verification and open evaluation are also central to the 
improvement of future policies (Bachrach, 2003; Kushler and Vine; Zuckerman 
et al., 2013; O’Drain and Edwards, 2010). Evaluations should involve ex-post 
monitoring and how comprehensive the monitoring is depends on the resources 
available, though DiSanto (2014) argues that at least 1% of DSM programme 
budgets should be dedicated to evaluation. O’Drain and Edwards (2010) 
emphasise the crucial need for close interaction between utilities and 
commissioners to improve policies in subsequent policy periods. The evaluation 
looks at how the 2012-2014 policy period for the LIEE (Low Income Energy 
Efficiency) programme could be improved through better engagement with 
industry to ensure enhanced dialogue and agreement between four Investor-
Owned Utilities (IOUs) and the CPUC (California Public Utilities Commission) in 
California. 
 
Despite these successes, the examples of failure in the North American sample 
are equally interesting. For example, Bachrach (2003) identifies technical issues 
as a key challenge in terms of who should administer energy efficiency 
programmes. Furthermore, technical issues occur where conflicts arise between 
maximising cost-effective energy savings and trying to meet equity objectives, 
and coordination and practical problems are evident (Kushler and Vine, 2003). 
This can lead to inadequate incentives for utilities to undertake detailed 
programme monitoring, particularly where incentives and penalties are based 
on performance. For example, Zuckerman et al. (2013) show how the 
introduction of the Risk/Reward Incentive Mechanism (RRIM) in 2007 in 
California (a shareholder incentive for utilities to deliver energy efficiency 
programmes) created difficulties in the evaluation of energy savings, which led 
to conflicts between utilities and the CPUC. The first phase of the policy (2007-
2009) included an ex-post ‘true-up’ to identify whether or not utilities had met 
their targets in the determination of fines or rewards. Utilities opposed this, as 
they could not then adapt their programmes to meet targets if they had been 
underperforming and the resulting disputes led to the removal of the ex-post 
‘true-up’ in the second phase (2010-2012) (Zuckerman et al., 2013). 
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In the USA, the decentralised nature of political power in the country, where 
individual states have more regulatory control than their equivalents in other 
countries (such as Chinese provinces or European local governments), forms a 
strong part of the reason for the challenges in reaching agreement for 
implementing national-level DSM policies. The source of sustained, non-
fluctuating funding and incentives (Goldman et al., 2011), and the degree of 
policy certainty in the delivery of sustainable funding, are crucial at the national 
level in the USA. However, since 2005, the country has been active in 
overcoming this factor with DSM funding provided through the Energy Policy 
Act (EPAct) (2005), the Energy Independence and Security Act (EISA) (2007), 
ARRA (2009), and the Energy Efficiency Improvement Act (EEIA) (2015) (at the 
time of writing this bill has not yet been enacted and is currently being 
considered by the Senate after passing the House of Representatives). 
 
Europe 
From the combined analysis, twelve European countries/states produced 
success factors (Italy, Flanders (Belgium), France, Denmark, Spain, Germany, 
the UK, the EU, Sweden, Netherlands, Ireland and Croatia). The top success 
factors are: 
 
! Regulatory frameworks (for eleven countries/states) 
! Appropriate incentives (for eleven countries/states) 
! Comprehensive evaluation (for ten countries/states) 
! Legislative support (for eight countries/states) 
! Industry engagement (for seven countries/states) 
! Innovation (for seven countries/states) 
 
Eleven European countries/states produced failure factors from the combined 
analysis (Germany, Italy, Denmark, the UK, Flanders (Belgium), Belgium, 
Netherlands, Spain, France, Sweden and the EU). The top failure factors are 
shown overleaf. 
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! A lack of monitoring (for eleven countries/states) 
! A lack of sustainable funding (for seven countries/states) 
! Technical issues (for seven countries/states) 
! Complexity (for six countries/states) 
! Inadequate utility incentives (for six countries/states) 
 
It is clear from the European sample that, like the North American sample, the 
full range of success factor categories is needed for DSM policies to be 
successful (regulatory support, financial support, policy characteristics, 
stakeholder engagement and infrastructure, as per the categories in figure 30). 
The utility obligations in the UK, Italy, France and Denmark have been 
successful particularly as a result of strong regulatory and legislative support, as 
well as industry engagement (Eyre et al., 2009; Bundgaard et al., 2013). In the 
UK, these factors were strong influences on developing obligations that were 
cost-effective and appropriately incentivised utilities to meet targets. For 
example, the Energy Efficiency Commitment 1, which ran from 2002-2005, led 
to suppliers exceeding their targets by 18% (Lees, 2006). 
 
Furthermore, an evaluation of the UK’s following obligation, the Energy 
Efficiency Commitment 2, which ran from 2005-2008, showed that suppliers 
delivered 23% more cost-effectively than the government’s illustrative mix 
(Lees, 2008). Evaluations of the UK’s utility obligations similarly highlight the 
importance of comprehensive evaluation and some of the challenges, such as 
the need to determine additionality and the impacts of behavioural changes (UK 
DECC, 2011c; Rosenow and Galvin, 2013; Giraudet et al., 2012). A large 
number of the evaluations in the European sample evaluate utility obligations, 
primarily in the UK, Italy, France and Denmark. However, in Germany, the 
evaluations focus on loans and subsidies and information campaigns, such as 
policies for energy auditing and marketing campaigns to improve the uptake of 
efficient appliances (for example, Fleiter et al., 2012; IEA DSM Programme, 
2004). 
 
For policy failure, the findings convey how budget constraints can affect the 
stability and consistency of funding over the long-term (Rosenow, 2011; Gruber 
et al., 2011). Furthermore, Harmelink et al. (2008) found that monitoring and 
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verification of actual energy savings have a relatively low priority in a number of 
European countries. This is often linked to funding levels and policy priorities. 
As previously discussed, ex-ante approaches tend to be more frequently used 
in Europe than ex-post approaches, which are more common in North America 
(Stern and Vantzis, 2014). For example, for the utility obligations in Italy, ~90% 
of certified savings are determined using deemed savings (Waide and Buchner, 
2008). 
 
Bundgaard et al. (2013) evaluated Danish utility obligations and took into 
account the technical accuracy in the savings calculations, additionality, 
rebound effects and spill-over effects. Nevertheless, the results are still based 
on reported savings by utilities and due to the lack of penalties and few 
independent random sampling tests being carried out, there are limited 
incentives for utilities to report savings accurately. As such, utilities have an 
incentive to over-report savings (Bundgaard, 2013), as was found with the 
Californian RRIM. 
 
Technical issues and complexity are crucial factors that have led to examples of 
policies not performing as well as anticipated in Europe. For example, DECC 
(2011a) identified that there were a number of technical issues in the 
Community Energy Savings Programme (CESP), which ran from 2009-2012 as 
an obligation on suppliers. The evaluation highlights that there needed to be a 
greater emphasis on professional installation standards, a broader array of 
delivery partners to spread risks and a reduction in the technical monitoring 
failure rates (which were estimated to be ~15%) (DECC, 2011a). A number of 
utilities did not meet their targets for CESP, such as British Gas (fined £11.1 
million), Scottish Power (fined £2.4 million), Scottish and Southern Energy 
(fined £1.75 million), and GDF Suez (fined £450,000) (McClone, 2014c). 
Another example is the Low Carbon Buildings Programme, which ran from 
2006-2011 as a (primarily) grants-based policy (DECC, 2011b). DECC (2011b) 
identified that the scheme was complex to administer and did not manage to 
incentivise significant numbers of additional installations that would not have 
taken place in the absence of the policy. 
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Asia 
From the combined analysis, nine Asian countries/states produced success 
factors (China, Japan, India, the Philippines, Thailand, South Korea, Orissa 
(India) and the Chinese provinces of Hebei and Fujian). The top success factors 
are: 
 
! Regulatory frameworks (for seven countries/states each) 
! Industry engagement (for seven countries/states each) 
! Innovation (for six countries/states) 
! Ease of implementation (for five countries/states) 
! Cost-effectiveness (for five countries/states) 
! Policy continuity (for five countries/states) 
 
Eighteen Asian countries/states produced failure factors (China, Japan, India, 
the Philippines, Thailand, South Korea, Orissa (India), Sri Lanka, Pakistan and 
the Chinese provinces of Beijing, Shanghai, Hefei, Guangzhou, Shandong, 
Sichuan, Fujian, Hebei and Jiangsu). The top failure factors are: 
 
! Technical issues (for seventeen countries/states) 
! A lack of monitoring (sixteen countries/states) 
! Knowledge issues (for eleven countries/states) 
! A lack of sustainable funding (for ten countries/states) 
! Enforcement issues (for nine countries/states) 
! Poor consumer engagement (for nine countries/states) 
 
Yu (2010) argues that in China, regulatory support is important, as experience 
in other countries has shown that a competitive market does not automatically 
deliver energy efficiency. Vine et al. (2006) reiterate this point for equipment 
labelling policies in South Korea. In China, investment in research and 
development to stimulate innovation in energy efficiency and the focus on 
commencing initiatives from single points (places) and then expanding to wider 
areas has helped to ease the implementation process (Bin and Jun, 2012). 
These policies have primarily revolved around building codes, building labelling 
and demand response (Bin and Jun, 2012). Zheng et al. (2012) also show how 
stakeholder engagement was important in the success of equipment standards 
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and labelling in China in the first policy period (2006-2007), as it helped to 
improve the policies in the second policy period (2009). A similar result for the 
Philippines is discussed in an evaluation conducted by the IIEC, where 
technical seminars and technology presentations were held during site visits to 
improve stakeholder engagement for energy efficiency subsidy programmes 
and demonstration programmes. Thus, regulatory support and stakeholder 
engagement appear to be crucial to DSM policy success in east-Asian 
countries. 
 
RAP (Regulatory Assistance Project) (2012) argues that China’s economic and 
political structure encourages long-term national planning and policy continuity, 
which have been key factors for a range of DSM policies, such as performance 
standards, loans and subsidies, information campaigns, labelling, demand 
response and research and development programmes. Pengcheng et al. (2012) 
also highlight the cost-effectiveness of Chinese DSM policies, particularly 
appliance and equipment standards. 
 
Technical issues appears to be the dominant failure factor for the Asian 
countries/states in the sample. For example, documents that evaluated policies 
for Japan found that, despite general success with DSM policies, technical 
barriers in research and development programmes were important issues, 
especially in relation to organisational restructuring, the stagnation of related 
markets and the long period of time for the commercialisation of technologies 
(Kimura, 2009). 
 
In China, the findings highlight that the enforcement of some DSM policies, 
such as performance standards for buildings and equipment, is challenging 
(Hong, 2009; Bin and Jun, 2012), and this ties closely with monitoring and 
testing issues (Zheng et al., 2012). Zheng et al. (2012) highlight issues with a 
lack of awareness and the absence of an initial publicity campaign on efficiency 
standards. These knowledge issues led to manufacturers failing to register their 
products, as well as retailers being resistant to inspection (Zheng et al., 2012). 
This also links strongly with inadequate incentives for manufacturers and 
retailers to pursue energy efficient designs and materials (Zhou et al., 2011). 
 219 
Despite this, China has generally been successful with DSM policies, as shown 
in section 5.3. 
 
A final example is India. DSM policy is not well developed in the country and 
due to rapid growth in energy consumption, there is increasing attention being 
given to demand-side activities. RAP (2012) argues that the key issues in India 
are a lack of robust monitoring and verification systems and enforcement 
mechanisms for DSM. This draws strong parallels to China, which is also facing 
rapid growth in energy consumption. However, per capita energy consumption 
is still much lower in India than in developed countries (~0.61 toe/capita 
compared with ~2.97 toe/capita in the UK or 3.81 toe/capita in Germany) (World 
Bank, 2011). This is similar to some extent with China (~2.03 toe/capita, though 
this is now close to that of developed countries) (World Bank, 2011). 
 
Australasia, South America and Africa 
The remaining continents: Australasia, South America and Africa (excluding 
Antarctica), are included together within the same grouping as the evidence 
base for DSM policies outside of North America, Europe and Asia is limited. 
From the combined analysis, eight countries/states produced success factors 
(Brazil, Australia, Kenya, South Africa and the Australian states of the 
Australian Capital Territory, New South Wales, Victoria and South Australia). 
The top success factors are: 
 
! Legislative support (for seven countries/states) 
! Comprehensive evaluation (for six countries/states) 
! Innovation (for six countries/states) 
! Regulatory frameworks (for five countries/states) 
! Appropriate incentives (for five countries/states) 
! Industry engagement (for five countries/states) 
 
Nine countries/states produced failure factors (Australia, the Australian states of 
the Australian Capital Territory, New South Wales, South Australia and Victoria, 
New Zealand, South Africa, Kenya and Brazil). The top failure factors are 
shown overleaf. 
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! A lack of monitoring (for eight countries/states) 
! Complexity (for seven countries/states) 
! Technical issues (for seven countries/states) 
! Not cost-effective (for five countries/states) 
! A lack of transparency (for four countries/states) 
 
In South America, Brazil has the greatest evidence base for DSM policy 
evaluation. The use of the International Performance Measurement and 
Verification Protocol (IPMVP) for evaluating its utility obligation has been a 
successful way of aligning its evaluation work with international experiences 
and standards (Broc et al., 2012). Although Lepetitgaland et al. (2011) argue 
that there are issues with the evaluation of Brazil’s DSM policies generally, the 
document details specific ways that the evaluation process could be improved. 
The Brazilian evaluations are good examples of the importance of evaluation in 
this continental grouping. In addition, the findings highlight that regulatory 
support is equally crucial, which draws parallels to the importance of regulatory 
frameworks in North America, Europe and Asia. For example, in 2000, the 
National Law 9.991/2000 established that Brazilian electric utilities should apply 
a minimum of 0.5% of revenues to energy efficiency programmes (Broc et al., 
2012). This led to PEE (the Energy Efficiency Program), a policy introduced in 
2000 and which applies to electricity distribution utilities (Lepetitgaland et al., 
2011). ANEEL, the Brazilian Electricity Regulatory Authority, sets the rules for 
PEE and supervises a utility’s energy efficiency projects and since 2010 (as a 
result of the Bill 12.212/2010), 60% of the investments need to be performed in 
low-income communities and households on social tariffs (Broc et al., 2012). 
Despite this, Brazil has had regulatory support for DSM since 1985, when its 
flagship policy, PROCEL (the Federal Electricity Conservation Program), was 
established (Lepetitgaland et al., 2011). PROCEL uses various DSM policies, 
such as research and development funding to stimulate innovation, education 
programmes targeted at end-users and low-interest financing for utilities to 
undertake energy efficiency projects. 
 
Linked to regulatory frameworks is the importance of legislative support and in 
South Africa, it is provided through two main channels – firstly, DSM activities 
are managed by a national DSM department that was set up in Johannesburg 
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and secondly, regional targets are incorporated into the regional performance 
measurements of the six Eskom Distribution regions where an Energy Services 
Manager (in each region) is responsible for achieving the targets (IEA DSM 
Programme, 2008). Africa is the continent with the weakest evidence base for 
DSM policy and outside of South Africa, Kenya is the only other African country 
in the sample. Although Guertler and Royston (2013) generally find that the 
Kenyan micro-finance programme for DSM, primarily for micro-generation (such 
as solar PV), has been unsuccessful, the evaluation highlights the importance 
of appropriate incentives and engagement with consumers and industry. 
 
Four Australian states represent the greatest evidence base in Australasia (the 
Australian Capital Territory, New South Wales, Victoria and South Australia). 
Although Australia has been less successful with implementing and evaluating 
DSM policies at the national level, the findings convey the emphasis that the 
national government places on engaging the energy industry and relevant 
stakeholders. Effendi and Courvisanos (2012) argue that this is partly due to the 
political power of the energy and resources industry (particularly fossil fuels and 
mining) in the country. To some extent, the evidence base for Australia draws 
parallels to that of the USA, where more of the DSM policy experiences have 
taken place at a state-level rather than at a national level. The utility obligations 
in the Australian Capital Territory, New South Wales, Victoria and South 
Australia have dominated the evaluation evidence base in Australia. 
 
Despite the successes in the continental grouping of Australia, South America 
and Africa, Broc et al. (2012) emphasise how in Brazil, despite the use of the 
IPMVP in the evaluation of its utility obligations, there were no extensive training 
programmes about the procedures of the IPMVP or certification for people 
evaluating the programmes. As there were technical difficulties in adapting the 
IPMVP options to the programmes, utilities often just made rapid measurements 
a week before and after the installation of energy efficiency measures (Broc et 
al., 2012). As ANEEL (the Brazilian electricity regulatory agency) did not 
conduct ex-post verifications of the utility obligations, the utilities were 
responsible for monitoring and evaluating their projects, thus creating a non-
transparent environment where there was no independent verification of the 
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programmes (Broc et al., 2012). As such, Lepetitgaland et al. (2011) argue that 
the evaluation process is not properly valued in Brazil. 
 
In the Australian states of the Australian Capital Territory and New South 
Wales, technical issues in policy design and evaluation emerged as key factors 
for their utility obligations. For example, under a cap-and-trade scheme, in 
contrast to a baseline-and-credit design, double counting of abatement can 
occur where offsets provided for energy efficiency have been undertaken in the 
same sector as the obligated parties (Crossley, 2008). Complexity and technical 
issues in policy design were also evident in New Zealand’s ‘Electricity 
Governance Rules’ for its ancillary services market, which was developed in 
1996 (Crossley, 2008). A number of electricity providers invested in interruptible 
load-based DSM (a type of IPBDR), but due to increased compliance 
requirements in 2004, many providers could not meet these requirements so 
withdrew (or new providers did not enter the market) (Crossley, 2008). 
 
The discussions of the four continental groupings above are summarised in 
figures 39-42. Figure 39 shows the key success factors for each country/state 
(excluding policy packages) by frequency and weighting. The countries/states 
are grouped together by continent. The results for both frequency and weighting 
are shown together to allow comparisons to be made, though it is important to 
note that the figure does not show the combined analysis results. Figure 40 
shows the results in the same format for failure factors. The figures are colour-
coded to show the key factors that came out of each analysis (frequency and 
weighting): the light orange boxes are the factors from the frequency analysis, 
the light green boxes are the factors from the weighting analysis and the light 
brown boxes are the factors that overlap between analyses (though before the 
combined analysis equations are applied). 
 
Figures 41 and 42 are the more important visualisations, as they show the final 
results for success factors (figure 41) and failure factors (figure 42) from the 
combined analysis. The figures have the same structure as figures 39 and 40 
except that they uses a grey scale to highlight those factors that are ‘crucial’ 
(!10.0% of the theoretical maximum score) and those that are ‘important’ (5.0-
9.9% of the theoretical maximum score). The darker shaded boxes represent 
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the ‘crucial’ factors and the lighter shaded boxes represent the ‘important’ 
factors. Unimportant factors are not included. For countries/states where no 
success factors are considered crucial or important, these are grouped 
together. 
Figure 39: the key success factors by country/state for both the frequency and weighting analyses 
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Figure 39 (continued) 
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Figure 40: the key failure factors by country/state for both the frequency and weighting analyses 
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Figure 40 (continued) 
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Figure 41: the key success factors by country/state based on the combined analysis results 
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Figure 41 (continued) 
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Figure 41 (continued) 
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Figure 42: the key failure factors by country/state based on the combined analysis results 
   
 
  
Figure 42 (continued) 
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Figure 42 (continued) 
 
   
 
    
 
 
 
Table 15 summarises the top success and failure factors overall in terms of the 
number countries/states where they are ‘crucial’ or ‘important’ factors from the 
combined analysis. The results are grouped by continent. 
 
Continental 
Group Success Factors 
Number of 
Countries/ 
States 
Failure Factors 
Number of 
Countries/ 
States 
Global Regulatory frameworks 35 Lack of monitoring 44 
  Innovation 28 Technical issues 39 
  Comprehensive evaluation 27 
Lack of sustainable 
funding 25 
  Appropriate incentives 27 Complexity 22 
  Industry engagement 26 / / 
North 
America 
Regulatory 
frameworks 12 Lack of monitoring 9 
  Comprehensive evaluation 9 Technical issues 8 
  Innovation 9 
Inadequate utility 
incentives 6 
  Appropriate incentives 7 
Lack of policy 
certainty 5 
  Policy continuity 7 
Lack of sustainable 
funding 5 
  Industry engagement 7 / / 
  Consumer commitment 7 / / 
Europe Regulatory frameworks 11 Lack of monitoring 11 
  Appropriate incentives 11 
Lack of sustainable 
funding 7 
  Comprehensive evaluation 10 Technical issues 7 
  Legislative support 8 Complexity 6 
  Industry engagement 7 
Inadequate utility 
incentives 6 
  Innovation 7 / / 
Asia Regulatory frameworks 7 Technical issues 17 
  Industry engagement 7 Lack of monitoring 16 
  Innovation 6 Knowledge issues 11 
  Ease of implementation 5 
Lack of sustainable 
funding 10 
  Cost-effectiveness 5 Enforcement issues 9 
  Policy continuity 5 
Poor consumer 
engagement 9 
AUS, AFR, 
SA Legislative support 7 Lack of monitoring 8 
  Comprehensive evaluation 6 Complexity 7 
  Innovation 6 Technical issues 7 
  Regulatory frameworks 5 Not cost-effective 5 
  Appropriate incentives 5 
Lack of 
transparency 4 
  Industry engagement 5 / / 
 
Table 15: the key success and failure factors by continent 
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As table 15 shows, the top success factors across DSM policies are: regulatory 
frameworks, innovation, comprehensive evaluation, appropriate incentives and 
industry engagement. Of these, regulatory frameworks is the most important 
success factor, as it appeared as the most important factor in over half of the 
countries/states under examination (35/66 countries/states). The top failure 
factors across DSM policies are: a lack of monitoring, technical issues, a lack of 
sustainable funding and complexity. Of these, a lack of monitoring is the most 
important failure factor, as it appeared as the most important factor in two-thirds 
of the policies under examination (44/66 countries/states). 
 
If the overall results by country/state (averaged across DSM policies) are 
compared with the overall results by policy (averaged across countries/states) 
(which were presented in sub-section 5.2.5), the key success factors that 
overlap between the analyses are regulatory frameworks and appropriate 
incentives, and the key failure factors that overlap are a lack of monitoring and 
technical issues (primarily programme management issues). Thus, the concise 
answer to the first part of research question two is that DSM policies succeed 
where regulatory frameworks and appropriate incentives are in place, and fail 
where there is a lack of monitoring and technical issues related to programme 
administration are present. In order to answer the second part of research 
question two, section 5.3 identifies which DSM policies have been successful 
(and unsuccessful) in particular countries/states. 
 
5.3 Successful DSM Policies 
 
The individual evaluations included in the systematic review determine the 
impacts and success of certain DSM policies in specific countries/states, so the 
purpose of this research is to look for high-level patterns through synthesis and 
aggregation in order to reach generality and representation for the success of 
various DSM policies. As previously justified in chapters 1-3, this is an 
understudied area. In order to determine the general success of each DSM 
policy across countries/states, qualitative statements on policy success are 
taken from all of the relevant evaluations in the systematic review sample for 
each policy within a particular country/state. As discussed and justified in sub-
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section 5.2.1, a scale of 1-5 is used, which was shown in figure 28 and is 
reproduced below: 
 
1 = A failed policy that met none of its original objectives 
2 = A poorly performing policy that met few of its original objectives 
3 = An average performing policy that met most of its original objectives 
4 = A policy that performed well and met all of its original objectives 
5 = A highly successful policy that performed beyond its original objectives 
 
The Policy Success Weighting Scale draws parallels to the Factor Weighting 
Scale (shown in figure 27), where certain words and phrases are converted into 
quantitative scores on the scale: 
 
1 = ‘failed’, ‘unsuccessful’, ‘ill-fated’, ‘ineffective’, or equivalent 
2 = ‘less successful’, ‘performed poorly’, ‘few successes’, ‘less effective’, or 
      equivalent 
3 = ‘average performance’, ‘satisfactory’, ‘met most of the objectives’, or 
      equivalent 
4 = ‘performed well’, ‘met all of the objectives’, ‘successful’, ‘effective’, or 
      equivalent 
5 = ‘highly successful’, ‘highly effective’, ‘performed beyond objectives’, or 
      equivalent 
 
These phrases were extracted directly from the evaluations in the production of 
the scale. Thus, the scale was determined inductively. Although there is 
arguably a bias in the judgement of the evaluators within the evaluations as to 
how the policy in question performed, the documents are of a high-quality and 
thus the expert judgement of the evaluators from conducting objective, high-
quality evaluations should be considered reliable. Despite this, as discussed in 
sub-section 5.2.1, the evaluators’ use of words may vary. For example, how one 
evaluator uses the phrase ‘average performance’ may differ from another 
evaluator’s use of the same phrase. This is a challenge faced when examining 
the underlying mechanisms of interventions and policies, and is an area for 
further methodological research. 
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The first time the systematic review results were analysed, all of the documents 
were consulted and the success factors, failure factors and words or phrases 
related to policy success were noted. The factors and phrases were then put 
into groups within the scales. The systematic review results were then analysed 
a second time so that the relevant information from the evaluations could be 
categorised. The second iteration was needed to overcome the methodological 
problem of where phrases and factors identified in later documents could not be 
applied to earlier documents (as discussed in sub-section 5.2.1). Thus, by using 
the first iteration only to identify phrases and factors generally, rather than 
synthesising specific findings, more robust categorisations could be determined 
in the second iteration. 
 
An average for each DSM policy was taken across all of the evaluations within 
each document for all countries/states. A figure to one decimal place was 
produced (but still within the 1-5 scale range above) for more detailed 
comparisons, as with the Factor Weighting Scale. This produced the Policy 
Success Weighting (PSp) (where p is the policy in question) and the results are 
shown in table 16 below. 
 
DSM Policy PSp 
Utility Obligations (UO) 4.4 
Performance Standards (PS) 4.2 
Infrastructure Rollouts (IR) 4.0 
Utility Business Models (UBM) 3.7 
Research and Development (R&D) 3.5 
Incentive Payment-Based Demand Response (IPBDR) 3.4 
Loans and Subsidies (L&S) 3.4 
Voluntary Programmes (VP) 3.3 
Market Transformations (MT) 3.3 
Price-Based Demand Response (PBDR) 3.3 
Information Campaigns (IC) 3.1 
Labelling (LB) 3.0 
AVERAGE 3.6 
 
Table 16: the overall success of different DSM policies 
 
Policies that performed above the average PSp of 3.6 are considered the most 
successful DSM policies. None of the policies score below 3.0, which suggests 
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that none of them perform consistently poorly and instead show examples of 
both success and failure in different countries/states. Thus, success for these 
policies is context-specific. However, utility obligations, performance standards, 
infrastructure rollouts and alternative utility business models appear to perform 
consistently well across the countries/states where high-quality evaluations 
exist for the policies. Utility obligations and performance standards had large 
sample sizes across different countries/states. Although alternative utility 
business models had a large sample size, this was not geographically diverse 
and instead evaluations were primarily undertaken for state-level policies within 
the USA. The sample size for infrastructure rollouts was the smallest out of the 
twelve policies in the analysis and hence a larger sample size may influence its 
PSp. The sample sizes for each policy were shown in table 8 and discussed in 
chapter four. At the other end of table 16, labelling, information campaigns, 
price-based demand response and market transformations are the least 
successful DSM policies overall. 
 
The results show how the individual DSM policies compare with each other 
across contexts and countries/states. However, context is important and thus 
looking at the results by country/state gives a more comprehensive 
understanding of how successful the policies in table 16 have been. It is 
similarly important to note that different categories of DSM policy are usually 
implemented to meet different (though related) objectives, such as carbon 
emissions reduction, energy security and developing new markets, as 
summarised in figure 23 in sub-section 4.2.2. As a result, it is more fruitful to 
compare the overall performance of policies in different countries/states rather 
than comparing different categories of DSM policy generally (not in particular 
contexts). As Boza-Kiss et al. (2013) argue: “any of them can be cost-effective if 
selected, designed, implemented and enforced in a tailored way to local 
resource, capacities and cultures”. 
 
To identify which policies have been successful in particular countries/states, all 
of the values for PSp from each evaluation are listed by country/state and an 
average is taken for each policy in a given country/state. The method also 
allows the identification of unsuccessful policies for each country/state, which is 
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equally interesting although it is not a necessary part of answering the second 
part of research question two. 
 
The results convey that 41 countries/states (out of the 66 countries/states in the 
sample) have implemented at least one successful DSM policy (either as 
individual policies or policy packages). However, 47 countries/states have 
implemented at least one unsuccessful DSM policy (either as individual policies 
or policy packages). In the case of policy success, this refers to policies scoring 
3.6-5.0 on the Policy Success Weighting Scale, whereas policies that score 1.0-
3.5 represent those that perform below average and are considered 
unsuccessful. 
 
The results are presented in two forms: firstly, the names of the countries/states 
that have experienced success with particular policies are given (figure 43), 
followed by a global map showing the number of successful policies by 
country/state (figure 44). The same visualisations are given for unsuccessful 
policies (figures 45 and 46). Policies are ranked by the total number of 
countries/states that have successfully (or unsuccessfully) implemented them. 
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Figure 43: successful DSM policies by country/state 
 
 
Figure 44: countries/states that have experienced DSM policy success 
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Figure 45: unsuccessful DSM policies by country/state 
 
 
Figure 46: countries/states that have experienced DSM policy failure 
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The two global maps (figures 44 and 46) are colour-coded to show the number 
of successful or unsuccessful DSM policies that have been implemented with 
high-quality evaluations. Countries coloured in green have implemented !5 
successful or unsuccessful policies (the same threshold as the Factor 
Frequency Threshold shown in figure 26), those coloured in blue have 
implemented 2-4 successful or unsuccessful policies and those coloured in red 
have implemented one successful or unsuccessful policy. The boxes show the 
states and provinces that have implemented successful or unsuccessful 
policies. The same colour coding system is used. A table with the DSM policies 
that have been successful or unsuccessful in these countries/states is included 
in the Appendix (Appendix Figures 6 and 7). 
 
In terms of policy success, the results show that California and China have the 
greatest number of successful DSM policies, each having successfully 
implemented 10/21 policies (twelve individual policies and nine policy 
packages) included in the research. They are closely followed by the USA and 
the UK (each with 9/21 successful policies), and Denmark also performs well 
with 7/21 successful policies. Almost two thirds of the countries/states included 
in the systematic review (41/66) have implemented at least one successful DSM 
policy. 
 
In terms of less successful policies, the results portray that the European Union 
(EU), India and Mexico have the greatest number of unsuccessful DSM policies, 
each with 7/21 unsuccessful policies. They are closely followed by the USA 
(with 6/21 unsuccessful policies) and Australia, the Netherlands and South 
Korea (each with 5/21 unsuccessful policies). With the exception of Mexico and 
the Netherlands, these countries have all implemented and evaluated at least 
one successful DSM policy as well. In some cases, such as the USA, the 
number of unsuccessful policies (6/21) is overshadowed by the greater number 
of successful policies (9/21). The USA has had less success at a national level 
with information-based or voluntary DSM policies than regulatory or market-
based policies. Although some market-based policies, such as market 
transformations, appear not to have performed well, they have worked well 
when combined with alternative utility business models (such as system 
benefits charges to provide a long-term funding stream). Furthermore, some 
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information-based policies, such as information campaigns, have also worked 
well in the USA as part of policy packages, particularly alongside loans and 
subsidies, rather than as stand-alone policies. 
 
For the EU, the evidence base shows that it has been less successful in 
stimulating demand response policies (IPBDR and PBDR), infrastructure 
rollouts (though this could change in the future following the implementation of 
the Smart Meter Rollout Directive), labelling, loans and subsidies, information 
campaigns and the policy package of performance standards with labelling. 
However, the EU has been successful at stimulating utility obligations and 
performance standards. In contrast, the two other countries/states with the 
greatest number of unsuccessful DSM policies, India and Mexico, have not 
experienced success with any of the individual policies or policy packages. The 
Indian state of Orissa (now called Odisha) has experienced some success with 
loans and subsidies, but national level policies have generally been 
unsuccessful. Despite this, it is important to note that the evidence base of high-
quality evaluations for India is limited, so conclusions are drawn from a smaller 
sample. Despite this, the literature review and the quick scoping review 
conducted prior to the systematic review identified that India has had limited 
experience with implementing demand-side policies, instead focussing on 
supply-side policies. 
 
Two further short case studies that are interesting to examine are the US states 
of California and New York. Both have strong evidence bases in terms of the 
number of high-quality documents and evaluations (as shown in table 11 in 
chapter four) and the number of DSM policies implemented. Furthermore, they 
have a high number of successfully implemented policies (10/21 and 4/21 
policies respectively). However, unlike the USA at a national level and the UK, 
the number of unsuccessful policies for these states is low. The USA and the 
UK both have high numbers of unsuccessful policies (6/21 and 4/21 policies 
respectively) alongside a high number of successful policies. For California, a 
clear pattern emerges. The evidence shows that it has been more successful 
with individual DSM policies than policy packages, as nine out of its ten 
successful policies are individual policies and the two unsuccessful policies are 
more complex policy packages involving more than two policies (IC/L&S/MT 
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and PS/LB/UO/L&S). Performance standards is the only policy that has been 
unsuccessful in the sample for New York (as discussed in sub-section 5.2.6). 
 
Overall, in comparing the results for successful and unsuccessful policies, it 
appears that the USA, China and west-Europe have the largest number of 
successful policies, whereas Asia and Europe more broadly have a large 
number of unsuccessful policies. Other regions, such as Australasia, South 
America and Africa appear to fall between the two groups and show a few 
examples of successful DSM policies but also a few examples of unsuccessful 
policies. For example, four Australian states have had success with utility 
obligations (New South Wales, Australian Capital Territory, South Australia and 
Victoria) and Australia at a national level has been successful with policies for 
infrastructure rollouts and performance standards. However, Australia (at a 
national level) has been unsuccessful with policies for incentive payment-based 
demand response, market transformations, utility obligations, labelling and 
information campaigns. Nevertheless, the evidence base in Australasia, South 
America and Africa is smaller than that of North America, Europe and Asia, and 
thus conclusions are drawn from a smaller sample. 
 
In comparing the results in figures 43-46 to those summarised in table 16, five 
of the top seven policies by successful implementation overlap between 
analyses (utility obligations, performance standards, alternative utility business 
models, incentive payment-based demand response and loans and subsidies). 
The top seven databases are examined (rather than the top five or the top ten 
databases) for consistency of discussion with the top seven databases in sub-
section 3.4.7. Similarly, four of the top seven policies by unsuccessful 
implementation overlap between analyses (labelling, information campaigns, 
loans and subsidies and incentive payment-based demand response). Loans 
and subsidies and incentive payment-based demand response feature in the 
top seven policies for both successful and unsuccessful implementation, which 
is reflected in table 16 by the policies sitting in the middle of the table with policy 
success scores of 3.4. As previously argued, it is more useful to compare the 
success of different DSM policies by the number of countries/states that have 
successfully or unsuccessfully implemented them, in order to overcome issues 
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of comparing the performance of policies that were implemented to meet 
different policy objectives. 
 
5.4 Research Question 2 Conclusions 
 
This chapter aimed to answer research question two: how and why do demand-
side management policies succeed or fail, and what policies have been 
successful? Although it is a complex question to unravel and forms the central 
part of the thesis, the overall conclusion is that across countries/states and 
DSM policies the success and failure factors shown below are the most crucial: 
 
Overall success factors: 
• Regulatory frameworks 
• Appropriate incentives 
 
Overall failure factors: 
• A lack of monitoring 
• Technical issues (programme management issues) 
 
The above two success factors and two failure factors are the results when 
averaged across both analyses (the combined frequency-weighting analysis by 
DSM policy when the results are averaged across countries/states and the 
combined frequency-weighting analysis by country/state when the results are 
averaged across DSM policies). 
 
The results by DSM policy are listed below (i.e. the number of DSM policies that 
have the following specific factors as ‘crucial’ or ‘important’ factors): 
 
Success factors by DSM policy: 
• Regulatory frameworks (6/12 policies) 
• Legislative support (4/12 policies) 
• Appropriate incentives (3/12 policies) 
• Information infrastructure (3/12 policies) 
• Consumer commitment (2/12 policies) 
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Failure factors by DSM policy: 
• Technical issues (programme administration issues) (6/12 policies) 
• A lack of policy certainty (3/12 policies) 
• A lack of monitoring (2/12 policies) 
• Inadequate utility incentives (2/12 policies) 
• Inadequate consumer incentives (2/12 policies) 
 
The results by country/state are listed below (i.e. the number of countries/states 
that have the following specific factors as ‘crucial’ or ‘important’ factors): 
 
Success factors by country/state: 
• Regulatory frameworks (35/66 countries/states) 
• Innovation (28/66 countries/states) 
• Comprehensive evaluation (27/66 countries/states) 
• Appropriate incentives (27/66 countries/states) 
• Industry engagement (26/66 countries/states) 
 
Failure factors by country/state: 
• A lack of monitoring (44/66 countries/states) 
• Technical issues (programme administration issues) (39/66 
countries/states) 
• A lack of sustainable funding (25/66 countries/states) 
• Complexity (22/66 countries/states) 
 
An extension to the main analysis explored whether or not there are significant 
associations between success factors and between failure factors. Pearson’s 
product-moment correlation coefficient (r) was used and the following success 
and failure factors show the most associations and the least associations with 
other factors: 
 
Success factors with the most associations: 
! Legislative support (LS) (14 factor associations) 
! Regulatory frameworks (RF) (13 factor associations) 
! Non-overlapping policies (NO) (11 factor associations) 
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! Appropriate incentives (AI) (10 factor associations) 
! Clear aims and targeting (CA) (10 factor associations) 
 
Success factors with the least associations: 
! Long-term funding (LT) (0 factor associations – 0.0% of the sample) 
! Stable budgets (SB) (0 factor associations – 0.0% of the sample) 
! Return on investments (RI) (0 factor associations – 0.0% of the sample) 
! Innovation (IV) (0 factor associations – 0.0% of the sample) 
 
Failure factors with the most associations: 
! Policy overlap (PO) (15 factor associations – 60.0% of the sample) 
! Lack of transparency (LT) (14 factor associations – 56.0% of the sample) 
! Complexity (CX) (13 factor associations – 52.0% of the sample) 
! Lack of monitoring (LM) (13 factor associations – 52.0% of the sample) 
 
Failure factors with the least associations: 
! Lack of policy certainty (LC) (0 factor associations – 0.0% of the sample) 
! Utility opposition (UO) (0 factor associations – 0.0% of the sample) 
! Technical issues (TI) (0 factor associations – 0.0% of the sample) 
 
The Success Factor Association Scale was developed to show the proportion 
(%) of the other factors that a given factor is significantly associated with (at the 
0.05 significance level). The scale identified the factors that are important only 
in the context of specific other factors being present. 
 
Globally, the evidence base shows that the following DSM policies have been 
the most successful and the least successful in the past overall: 
 
Most successful DSM policies: 
! Utility obligations 
! Performance standards (for equipment, appliances, and buildings) 
! Infrastructure rollouts 
! Alternative utility business models 
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Least successful DSM policies: 
! Labelling 
! Information campaigns 
! Price-based demand response 
! Market transformations 
 
The evidence base is clear in showing that utility obligations, performance 
standards, infrastructure rollouts and alternative utility business models have 
been the most successful DSM policies, and labelling, information campaigns, 
price-based demand response and market transformations have been the least 
successful DSM policies. If the same method is applied to analyse the number 
of countries/states that have been successful or unsuccessful with various DSM 
policies, the following policies overlap with the results from the overall analysis: 
 
Most successful DSM policies: 
! Utility obligations 
! Performance standards 
! Alternative utility business models 
! Incentive payment-based demand response 
! Loans and subsidies 
 
Least successful DSM policies: 
! Labelling 
! Information campaigns 
! Loans and subsidies 
! Incentive payment-based demand response 
 
Here, loans and subsidies and incentive payment-based demand response 
feature as both successful and unsuccessful policies, which is reflected in their 
Policy Success Weightings (PSp) of 3.4 (average policy success scores). This 
highlights that, compared with utility obligations, performance standards and 
alternative utility business models, which appear to be more universally 
successful, loans and subsidies and incentive payment-based demand 
response are more context-specific and show examples of success in some 
countries/states and failure in other countries/states. The main argument in this 
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respect is that it is more useful to compare the success of different DSM 
policies by the number of countries/states that have successfully or 
unsuccessfully implemented them, as an overall (country/state-independent) 
comparison does not acknowledge that different types of DSM policy are often 
implemented to meet different policy objectives. 
 
This generally matches the findings of the few studies that have been 
conducted in this area, such as Ürge-Vorsatz et al. (2007) and Harmelink et al. 
(2008). For example, Ürge-Vorsatz et al. (2007) found that performance 
standards (particularly appliance standards and building codes), loans and 
subsidies (particularly tax exemptions or reductions), utility obligations and 
labelling perform the best in terms of cost-effectiveness and carbon emissions 
reductions. Although this thesis found that loans and subsidies had an average 
policy success score, it was the most diverse in terms of performance across 
countries/states (with incidences of both success and failure). Furthermore, 
although the specific DSM policy level was not analysed (e.g. ‘tax exemptions’ 
within the broader category of ‘loans and subsidies’, as per table 2 in chapter 
two), it was found that tax incentives generally performed better than subsidy 
policies in the sample. However, in contrast to Ürge-Vorsatz et al. (2007), the 
findings show that labelling policies have generally not performed well overall. 
 
In addition to identifying the most and least successful DSM policies, it is 
similarly interesting to look at the most and least successful countries/states in 
implementing DSM policies, as shown below: 
 
Most successful countries/states: 
! California (USA) (10/21 policies successfully implemented) 
! China (10/21 policies successfully implemented) 
! UK (9/21 policies successfully implemented) 
! USA (9/21 policies successfully implemented) 
 
Least successful countries/states: 
! European Union (EU) (7/21 policies unsuccessfully implemented) 
! India (7/21 policies unsuccessfully implemented) 
! Mexico (7/21 policies unsuccessfully implemented) 
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! USA (6/21 policies unsuccessfully implemented) 
 
California, China, the USA and the UK have experienced success with the full 
range of DSM policy categories from demand response policies and research 
and development programmes to performance standards and alternative utility 
business models. In contrast, the evidence base shows that the EU, India, 
Mexico and the USA have experienced policy failure with a large range of DSM 
policy categories. The breakdown of successful and unsuccessful DSM policies 
by country/state is summarised in the Appendix (Appendix Figures 6 and 7). In 
the case of the USA, its experience with DSM policy is the greatest of any 
country/state, which explains why it has both a high number of successful and 
unsuccessful policies. 
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6 Chapter 6: Conclusion 
 
6.1 Research Findings 
 
6.1.1 Research Overview 
 
This thesis aimed to determine the mechanisms behind the success and failure 
of demand-side management (DSM) policies. DSM refers to activities on the 
demand-side of energy meters that seek to meet energy policy objectives, such 
as energy security and carbon emissions reduction. There has been much 
research on DSM since the energy crises of the 1970s, but limited attention has 
been given to the policy side of DSM, particularly in the academic literature. 
DSM policy evaluations that have been conducted tend to focus on policy 
impacts rather than the key factors that determine policy success or failure. 
 
This thesis aimed to contribute to filling these research gaps by answering the 
following research questions: 
 
1. What DSM policies have been implemented around the world with high 
quality documented evaluations? 
2. How and why do DSM policies succeed or fail, and what policies have 
been successful? 
 
To answer the research questions, a global systematic review of the DSM policy 
evaluation evidence base was undertaken. Only high-quality evaluations were 
included in the systematic review, which were determined through an 
assessment of study quality, and the final sample of 119 documents included 
102 academic, industrial and policy papers and reports, and 17 interviews with 
DSM experts using multi-criteria decision-making (MCDM) analysis. The mixed 
methods realist synthesis type of systematic review was utilised, as it focuses 
on programme mechanisms and MCDM analysis was undertaken as a 
secondary method to form one of the systematic review databases and to act as 
a form of cross-validation for the systematic review. The systematic review 
sample covered 35 databases: nine academic databases (25 documents), 
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eleven industrial databases (59 documents), thirteen policy databases (14 
documents), one MCDM analysis expert database (17 interviews) and one 
review update database (4 documents). The key findings for the two research 
questions are given in the following sub-sections. 
 
6.1.2 Key Findings: Research Question 1 
 
30 countries and 36 states (including regions and provinces) across six 
continents were included in the research and were determined inductively from 
the sample. The majority of documents focused on the USA (25 documents), 
the UK (22 documents), California (USA) (20 documents), France (13 
documents) and China (12 documents). Twelve DSM policy categories and nine 
policy packages were included in the research: 
 
DSM Policy Categories: 
• IPBDR (Incentive payment-based demand response) 
• PBDR (Price-based demand response) 
• MT (Market transformations) 
• IR (Infrastructure rollouts) 
• UO (Utility obligations) 
• LB (Labelling) 
• PS (Performance standards) 
• L&S (Loans and subsidies) 
• UBM (Utility business models) 
• R&D (Research and development programmes) 
• IC (Information campaigns) 
• VP (Voluntary programmes) 
 
DSM Policy Packages: 
• IPBDR/PBDR (policy package of Incentive payment-based demand 
response and Price-based demand response) 
• UBM/MT (policy package of Utility business models and Market 
transformations) 
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• IC/L&S (policy package of Information campaigns and Loans and 
subsidies) 
• PS/IC (policy package of Performance standards and Information 
campaigns) 
• PS/LB/IC (policy package of Performance standards, Labelling and 
Information campaigns) 
• PS/LB (policy package of Performance standards and Labelling) 
• IC/L&S/MT (policy package of Information campaigns, Loans and 
subsidies and Market transformations) 
• PS/LB/UO/L&S (policy package of Performance standards, Labelling, 
Utility obligations and Loans and subsidies) 
• VP/L&S (policy package of Voluntary programmes and Loans and 
subsidies) 
 
The majority of the documents in the sample included evaluations of more than 
one policy or country/state. Thus, the total number of policy evaluations within 
the 102 written documents (excluding the 17 MCDM analysis interviews) was 
690. The evidence base is dominated by evaluations of individual policies (645 
evaluations) rather than policy packages (45 evaluations). The DSM policies 
with the greatest number of evaluations are: 
 
! Utility business models (primarily performance targets, system benefits 
charges and decoupling policies) (122 evaluations) 
! Information campaigns (118 evaluations) 
! Loans and subsidies (100 evaluations) 
! Utility obligations (89 evaluations) 
! Performance standards (for appliances, equipment and buildings) (81 
evaluations) 
 
At the other end of the scale, voluntary programmes (12 evaluations) and 
infrastructure rollouts (4 evaluations) had the least number of policy evaluations. 
However, the evidence base for infrastructure rollouts is likely to increase post-
2020 following the implementation of the European Union (EU)’s Smart Meter 
Rollout Directive (Directive 2009/72/EC), which mandates that all countries in 
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the EU must reach at least an 80% rollout of smart meters to small consumers 
by 2020. 
 
The dominant policy package is information campaigns in combination with 
loans and subsidies (13 evaluations), followed by performance standards in 
combination with labelling (10 evaluations). In contrast, mixing these two 
combinations of policies together is the least frequent policy package 
(performance standards in combination with labelling and information 
campaigns) with just one evaluation (in the Philippines). The small number of 
evaluations focusing on policy packages could be explained by countries/states 
choosing to implement DSM policies individually, which usually entail lower 
administrative costs to governments, or by evaluation challenges. In the case of 
the latter, it is more complex to separate out the impacts for different parts of a 
policy package and there is less experience in the DSM policy evaluation 
literature on the practicalities of evaluating policy packages (as discussed in 
section 7.4). It is likely that both resource constraints and evaluation challenges 
contribute to explaining the finding. 
 
The USA, California, the UK and China have the greatest diversity of 
implementation of DSM policies. The USA has implemented and evaluated 
fifteen different DSM policies and policy packages and California, the UK and 
China have each implemented and evaluated twelve different DSM policies and 
policy packages. The EU and Denmark also perform well in this respect having 
implemented and evaluated nine and eight different DSM policies and policy 
packages respectively. 
 
The analysis also examined the primary reasons for governments to implement 
DSM policies. Twenty reasons were identified inductively from the sample and 
the top objectives (in terms of the number of evaluations that state them) were: 
to reduce carbon emissions (47 evaluations), to ensure energy security (41 
evaluations), to increase the uptake of energy efficient technologies (36 
evaluations) and to create new resources and markets (33 evaluations). 
 
Although it is not an essential part of answering research question one, the 
evaluations were categorised by decade to look at temporal patterns. The 
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results show that the number of high-quality DSM policy evaluations increases 
over time, particularly in recent decades (2000s and 2010s). This is especially 
the case in North America, Europe and east-Asia. However, limited digitisation 
of evaluations conducted in the 1970s-1990s could explain the findings and 
section 6.4 discusses how further research could explore this. 
 
6.1.3 Key Findings: Research Question 2 
 
Answering research question two forms the central part of the thesis. Overall, 
across DSM policies and countries/states, the following success and failure 
factors are crucial: 
 
Overall success factors: 
• Regulatory frameworks 
• Appropriate incentives 
 
Overall failure factors: 
• A lack of monitoring (for evaluation) 
• Technical issues (primarily programme administration issues) 
 
The success and failure factors were determined using frequency analysis, 
weighting analysis and a combined frequency-weighting analysis. The above 
factors are the results from the combined analysis, which identified factors that 
were both frequent in the sample and highly weighted by evaluators. The 
proposed method for examining policy mechanisms utilises a number of 
thresholds, scales and equations, and the three main steps for the analysis are 
listed below. The specific details on the scales and equations were given in 
chapter five. 
 
1) Step 1: determine the frequency of the factor in question by summing the 
number of evaluations that mention it as a factor (if !5 evaluations, it is 
considered frequent) 
2) Step 2: determine the weighting of the factor in question by weighting the 
factor in each evaluation that discusses it based on each evaluator’s 
 256 
judgement and then take an overall average for the sample (if the overall 
weighting is 2.5-3.0, it is considered highly weighted) 
3) Step 3: combine the two results using the Combined Frequency-
Weighting Equation (if !5.0% of the theoretical maximum score, it is 
considered a key factor) 
 
The same analytical process was used to identify the key success and failure 
factors by DSM policy (averaged across countries/states) and the key factors by 
country/state (averaged across DSM policies). The key success and failure 
factors by DSM policy are summarised in table 17 overleaf. Factors shown in 
bold are ‘crucial’ factors and those not shown in bold are ‘important’ factors. 
 
Although the key success and failure factors were also examined for each of the 
66 countries/states included in the systematic review, interesting observations 
at a continental level can be made. The key success and failure factors by 
continent are shown in table 18. 
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DSM Policy Key Success Factors Key Failure Factors 
Incentive payment-
based demand 
response 
Regulatory frameworks Technical issues ! A lack of policy certainty 
Price-based demand 
response 
Regulatory frameworks Technical issues 
Appropriate incentives A lack of monitoring 
Information infrastructure Inadequate utility incentives 
Clear aims and targeting Inadequate consumer incentives 
Consumer commitment !
Market 
transformations 
Appropriate incentives Technical issues ! A lack of monitoring ! A lack of policy continuity 
Infrastructure rollouts 
 
Regulatory frameworks Technical issues 
Legislative support Limited coordination 
Appropriate incentives A lack of transparency 
Information infrastructure Political disputes 
Industry engagement A lack of policy certainty 
Consumer commitment Inadequate utility incentives 
Clear aims and targeting Limited leadership 
Political support Policy overlap 
Physical infrastructure Privacy concerns 
Non-overlapping policies Negative public perception 
Policy continuity Knowledge issues ! A lack of policy continuity 
Utility obligations 
Regulatory frameworks No factors discussed 
Legislative support !
Comprehensive evaluation !
Clear definition of roles !
Cost-effectiveness !
Labelling Information infrastructure Technical issues 
Performance 
standards 
Regulatory frameworks No factors discussed 
Legislative support !
Loans and subsidies No factors discussed No factors discussed 
Utility business 
models No factors discussed No factors discussed 
Research & 
development 
programmes 
Regulatory frameworks Technical issues 
Legislative support Inadequate consumer incentives 
Information 
campaigns No factors discussed No factors discussed 
Voluntary 
programmes Clear timeframes No factors discussed 
 
Table 17: the key success and failure factors by DSM policy 
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Continent Key Success Factors Key Failure Factors 
North America 
 
 
 
 
 
 
Regulatory frameworks Lack of monitoring 
Comprehensive evaluation Technical issues 
Innovation Inadequate utility incentives 
Appropriate incentives Lack of policy certainty 
Policy continuity Lack of sustainable funding 
Industry engagement / 
Consumer commitment / 
Europe 
 
 
 
 
 
Regulatory frameworks Lack of monitoring 
Appropriate incentives Lack of sustainable funding 
Comprehensive evaluation Technical issues 
Legislative support Complexity 
Industry engagement Inadequate utility incentives 
Innovation / 
Asia 
 
 
 
 
 
Regulatory frameworks Technical issues 
Industry engagement Lack of monitoring 
Innovation Knowledge issues 
Ease of implementation Lack of sustainable funding 
Cost-effectiveness Enforcement issues 
Policy continuity Poor consumer engagement 
Australasia, Africa, 
and South America 
 
 
 
 
 
Legislative support Lack of monitoring 
Comprehensive evaluation Complexity 
Innovation Technical issues 
Regulatory frameworks Not cost-effective 
Appropriate incentives Lack of transparency 
Industry engagement / 
 
Table 18: the key success and failure factors by continent 
 
The ratio of ‘crucial’ to ‘important’ factors is available at the country/state level 
rather than the continent level (thus it is not shown in table 18). The results from 
all three of the analyses (overall factors, factors by policy and factors by 
country/state) highlight the importance of regulatory frameworks and 
appropriate incentives as the most important success factors, and a lack of 
monitoring (for evaluation) and technical issues (primarily programmes 
management issues) as the most important failure factors. 
 
An extension to the main analysis explored whether or not there were significant 
associations between success factors and between failure factors. Pearson’s 
product-moment correlation coefficient (r) was used, as the test examines 
statistical associations between variables. The purpose of the analysis was to 
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test the significance of the associations between different success or failure 
factors in order to identify the clusters of factors that need to be present for 
DSM policies to be successful overall. The success and failure factors that had 
the most and least associations with other factors are shown below: 
 
Success factors with the most associations: 
! Legislative support (LS) (14 factor associations) 
! Regulatory frameworks (RF) (13 factor associations) 
! Non-overlapping policies (NO) (11 factor associations) 
! Appropriate incentives (AI) (10 factor associations) 
! Clear aims and targeting (CA) (10 factor associations) 
 
Success factors with the least associations: 
! Long-term funding (LT) (0 factor associations – 0.0% of the sample) 
! Stable budgets (SB) (0 factor associations – 0.0% of the sample) 
! Return on investments (RI) (0 factor associations – 0.0% of the sample) 
! Innovation (IV) (0 factor associations – 0.0% of the sample) 
 
Failure factors with the most associations: 
! Policy overlap (PO) (15 factor associations – 60.0% of the sample) 
! Lack of transparency (LT) (14 factor associations – 56.0% of the sample) 
! Complexity (CX) (13 factor associations – 52.0% of the sample) 
! Lack of monitoring (LM) (13 factor associations – 52.0% of the sample) 
 
Failure factors with the least associations: 
! Lack of policy certainty (LC) (0 factor associations – 0.0% of the sample) 
! Utility opposition (UO) (0 factor associations – 0.0% of the sample) 
! Technical issues (TI) (0 factor associations – 0.0% of the sample) 
 
The Success Factor Association Scale was developed to show the percentage 
of the sample that a given factor is significantly associated with (at the 0.05 
significance level). As discussed in chapter five, the scale did not rank factors 
individually by importance – this was the purpose of the combined frequency-
weighting analysis. Instead, the scale identified the factors that are important 
only in the context of specific other factors being present. 
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The final aspect of answering research question two was the identification of 
successful DSM policies by country/state. Overall, the DSM policies shown 
below have been the most successful and the least successful across 
countries/states. A technique for determining DSM policy success was 
established using averaged policy weightings across the sample, as judged by 
the evaluators of each policy evaluation. The specific details of the techniques 
used were given in chapter five (section 5.3). 
 
Most successful DSM policies: 
! Utility obligations 
! Performance standards 
! Alternative utility business models 
! Incentive payment-based demand response 
! Loans and subsidies 
 
Least successful DSM policies: 
! Labelling 
! Information campaigns 
! Loans and subsidies 
! Incentive payment-based demand response 
 
Despite these findings, different DSM policies are usually implemented to meet 
different policy objectives and different countries/states have experienced 
success and failure with various DSM policies. However, the following 
countries/states have been the most successful and the least successful in 
implementing and evaluating a variety of different DSM policies: 
 
Most successful countries/states: 
" California (USA) (10/21 different DSM policies successfully implemented) 
" China (10/21 different DSM policies successfully implemented) 
" UK (9/21 different DSM policies successfully implemented) 
" USA (9/21 different DSM policies successfully implemented) 
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Least successful countries/states: 
! EU (7/21 different DSM policies unsuccessfully implemented) 
! India (7/21 different DSM policies unsuccessfully implemented) 
! Mexico (7/21 different DSM policies unsuccessfully implemented) 
! USA (6/21 different DSM policies unsuccessfully implemented) 
 
California, China, the UK and the USA have each successfully implemented 
and evaluated 9-10 different DSM policy categories, and the European Union 
(EU), India, Mexico and the USA have each unsuccessfully implemented 6-7 
different DSM policy categories. In the case of the USA, its experience with 
DSM policy is the greatest of any country/state, which explains why it has both 
a high number of successful and unsuccessful policies. What is important here 
is the focus of this research on high quality evaluations. It is possible that some 
countries/states, such as the EU, may have implemented successful DSM 
policies (primarily through EU directives), but which have not been evaluated or 
have not been evaluated to a high quality standard, published in English and 
made publicly available online (as per the systematic review inclusion and 
exclusion criteria outlined in chapter three). 
 
6.2 Key Contributions 
 
The key contributions of this thesis to the energy policy field can be discussed 
in terms of empirical, methodological and conceptual contributions to research, 
which have useful implications for policy (discussed in section 6.3). 
 
Empirically, the thesis provided the first systematic review of the DSM policy 
evaluation evidence base. The systematic review had a global coverage at both 
national (30 countries) and sub-national state-level (36 states) across six 
continents, and critically appraised the quality and global distribution of the 
evidence. Furthermore, the thesis examined twelve different categories of DSM 
policy in addition to nine DSM policy packages, providing one of the few 
demand-side analyses that have looked at DSM at its broadest (covering 
policies for energy efficiency, demand response and on-site generation and 
storage). However, the majority of evaluations focussed on energy efficiency 
policy. 
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The central part of the thesis was the identification of the key success and 
failure factors for each DSM policy category and for each country/state included 
in the sample. Under government resource constraints, the findings are useful 
for identifying where limited resources should be channelled in order to 
implement and evaluate a DSM policy successfully and to prevent policy failure. 
One of the central arguments of this thesis is that previous academic research 
has primarily focussed on the impacts of DSM policies rather than the reasons 
why DSM policies succeed or fail and the research has contributed towards 
filling this knowledge gap. Identifying where DSM policies have been 
successfully implemented (and where they have not) at both a national and 
state-level is an important contribution to the field. 
 
Methodologically, the thesis further developed the theory and practice of using 
systematic reviews in energy policy research, particularly the practical 
application of the realist synthesis approach. Although the methodological 
approach was applied to DSM policy analysis, it can be readily adapted to the 
assessment of supply-side energy policies or environmental and climate policy 
more broadly. In addition, the approach developed and published a scale for 
critically appraising the quality of the evidence base, which could be applied to 
other aspects of energy, environmental and climate policy that focus on policy 
and programme mechanisms. 
 
Furthermore, the research proposed and developed new data analysis 
techniques for the examination of policy mechanisms. The use of frequency, 
weighting and combined frequency-weighting analyses for determining the key 
factors for policy success and failure is a useful methodological contribution to 
the field. Another methodological contribution is the triangulation of MCDM 
analysis into systematic reviews in order to include a database of experts and to 
act as a form of cross-validation for the systematic review. Although MCDM 
analysis was a secondary method in the research, which was not analysed 
separately, the research developed an adapted form of MCDM method that had 
both quantitative and qualitative aspects to it. The method can also be applied 
to supply-side energy policy analysis as well as wider environmental and 
climate policy analysis. 
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Conceptually, the thesis proposed and published a new, holistic definition of 
DSM: 
 
“Demand-side management (DSM) refers to technologies, actions and 
programmes on the demand-side of energy meters that seek to manage or 
decrease energy consumption, in order to reduce total energy system 
expenditures or contribute to the achievement of policy objectives such as 
emissions reduction or balancing supply and demand”. 
 
The definition was developed from a review of the definitions in the literature 
over the last thirty years (since the term ‘demand-side management’ was first 
coined in 1984 by Clark Gellings). The review collated the definitions and 
adapted them to be more relevant to policy objectives in the 21st century, such 
as the growing importance of carbon emissions reduction and energy security in 
the transition to low(er) carbon energy systems. Furthermore, the research 
made two additional theoretical contributions through the visualisation of the 
economics of policies to stimulate alternative utility business models to put 
demand-side options on an equal basis to supply-side options, and the 
visualisation of the ‘perfect’ DSM policy evaluation. 
 
6.3 Policy Recommendations 
 
The empirical, methodological and conceptual contributions to the field have 
important implications for policy. As the focus of the research is DSM policy, the 
findings are useful for governments around the world that are currently 
considering, designing or implementing demand-side policies. The key 
recommendations are summarised below by theme (policy mechanisms or 
policy analysis techniques) and by recommendation type (consideration, policy 
design, policy implementation or policy evaluation). 
 
DSM policy mechanisms: 
! Consideration: the absence of failure factors does not necessarily result 
in a policy succeeding 
! Consideration: the absence of success factors does not necessarily 
result in a policy failing 
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! Consideration: the high quality documents identified in the systematic 
review should form the starting point for looking at the experiences of 
other countries/states – this reduces the governmental resources 
required to search for evidence on various DSM policies 
! Consideration: the USA, the UK, California, France and China have the 
largest evidence bases for DSM policy and their experiences are useful 
for the future design and implementation of DSM policy 
! Policy design: individual DSM policies are generally less resource 
intensive to implement and evaluate – however, DSM policies that tend 
to match well together in policy packages are: PS/IC, PS/LB/IC, 
IPBDR/PBDR, IC/L&S/MT, PS/LB, VP/L&S, PS/LB/UO/L&S, UBM/MT 
and IC/L&S 
! Policy implementation: few DSM policies are likely to succeed without the 
required regulatory frameworks and appropriate incentives in place 
! Policy implementation: DSM policies are likely to fail if there is a lack of 
monitoring throughout the policy period and technical issues through 
poorly administered programmes 
! Policy implementation: under limited government resources, 
governments should focus their efforts on the specific success and 
failure factors by DSM policy and by country/state identified in the 
research 
 
Policy analysis techniques: 
o Consideration: systematic reviews should be used more widely in the 
development of energy policies – the research has provided practical 
methods to do this in relation to policy mechanisms for success and 
failure 
o Consideration: under governmental time constraints, techniques for 
conducting rapid evidence assessments should be developed, which 
utilise the techniques developed in this research for systematic reviews – 
furthermore, different types of systematic review or rapid evidence 
assessment should be developed, such as those that focus on policy 
impacts 
o Policy evaluation: it is important that DSM policies are appraised and 
evaluated using a combination of ex-ante and ex-post approaches 
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throughout the policy process (design, implementation and post-policy 
evaluation) – an adequate proportion of programme budgets should be 
dedicated to evaluation during the policy design stage 
 
The UK is used as a case study in order to apply the above thesis statements 
and to provide policy recommendations. The UK has successfully implemented 
nine categories of DSM policy in the past, as shown below: 
 
Successful DSM policies (9): 
o Incentive payment-based demand response (IPBDR) 
o Price-based demand response (PBDR) 
o Infrastructure rollouts (IR) 
o Utility obligations (UO) 
o Performance standards (PS) 
o Loans and subsidies (L&S) 
o Alternative utility business models (UBM) 
o Research and development programmes (R&D) 
o Information campaigns (IC) 
 
However, it has also unsuccessfully implemented four categories of DSM policy: 
market transformations (MT), labelling (LB), loans and subsidies (L&S) and the 
VP/L&S policy package (voluntary programmes combined with loans and 
subsidies). In addition to a continuation of the successfully implemented policies 
listed above, the UK can successfully implement MT, LB, L&S and VP/L&S if 
the following key success and failure factors are accounted for: 
 
Market transformation (MT): 
Success factors: 
! Appropriate incentives 
Failure factors: 
! A lack of policy certainty 
! A lack of monitoring 
! Technical issues (primarily programme management issues) 
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Labelling (LB): 
Success factors: 
! Information infrastructure 
Failure factors: 
! Technical issues (primarily label design issues) 
 
Loans and Subsidies (L&S): 
Success factors: 
! No factors produced in the combined analysis 
Failure factors: 
! No factors produced in the combined analysis 
 
VP/L&S policy package: 
Success factors: 
! Appropriate incentives 
! Consumer commitment 
! Innovation 
! Regulatory frameworks 
! Long-term funding 
! Cost-effectiveness 
! Information infrastructure 
! Industry engagement 
! Legislative support 
! Ease of implementation 
! Policy continuity 
! Wide coverage 
Failure factors: 
! A lack of sustainable funding 
! Technical issues (primarily programme management issues) 
! A lack of policy certainty 
! Knowledge issues 
! Inappropriate targeting 
! A lack of consumer incentives 
! Complexity 
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Furthermore, the UK could put a greater emphasis on policy packages, 
particularly the IC/L&S, UBM/MT and IPBDR/PBDR policy packages, which it 
has had less experience with to date. The following factors should be accounted 
for in order to increase the chance of policy success: 
 
IC/L&S policy package: 
Success factors: 
! Clear definition of roles 
! Industry engagement 
! Ease of implementation 
! Information infrastructure 
! Regulatory frameworks 
! Cost-effectiveness 
! Innovation 
Failure factors: 
! Limited coordination between relevant parties 
! A lack of sustainable funding 
 
UBM/MT policy package: 
Success factors: 
! No factors produced in the combined analysis 
Failure factors: 
! No factors produced in the combined analysis 
 
IPBDR/PBDR policy package: 
Success factors: 
! Regulatory frameworks 
! Consumer commitment 
! Legislative support 
! Information infrastructure 
! Physical infrastructure 
Failure factors: 
! A lack of sustainable funding 
! Technical issues (primarily programme management issues) 
! Poor consumer engagement 
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Case studies of policy recommendations, such as the above for the UK, are 
available for each of the 30 countries and 36 states and provinces included in 
the sample. This is due to the global focus of the research, as per the research 
questions, as opposed to taking a case study approach to the analysis. 
 
6.4 Further Research 
 
There are a number of areas for further research, which can be split into direct 
extensions to the thesis (sub-section 6.4.1) and wider research gaps (sub-
section 6.4.2). In both cases, discussions cover both empirical and 
methodological areas for further research. 
 
6.4.1 Extensions to the Thesis 
 
With greater time and resources, the systematic review could be extended to 
include non-English documents (translators would be required), hand searching 
for non-electronic documents (access to specified libraries and organisations 
would be required) and the use of more search terms, such as the twelve 
additional search terms identified in sub-section 3.4.4. The use of hand 
searching and non-English documents would overcome issues of not being able 
to access older evaluations (from 1970s-1990s) that have not been digitised, as 
well as being able to extract relevant data and information from documents not 
written in English. This would also allow more detailed temporal analysis to be 
conducted, such as how the following aspects have changed over time: 
implementation patterns by DSM policy, implementation patterns by 
country/state, policy objectives for DSM, the analytical focus of evaluations and 
evidence quality. 
 
A further area where the research could be extended is to explore the extent to 
which the policy impacts within the sample could be statistically aggregated and 
compared. However, it is likely that the contexts within which the policies were 
implemented are too diverse for statistical aggregation to produce useful or 
reliable results (as discussed in chapter three). Thus, a more appropriate 
extension to the research would be to increase the number of MCDM analysis 
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interviews in the sample and to analyse the results separately from the 
systematic review, rather than triangulating them. This would allow for a greater 
exploration of not only the qualitative aspects of the MCDM analysis (which 
were used directly in the research), but also the quantitative aspects of the 
MCDM analysis (which were only used indirectly in the research). Greater 
resources would be needed to ensure that the sample was global and included 
experts outside of the UK and the east coast of the USA (where the 17 experts 
included in the research were located). Of particular priority would be to include 
experts based in California, France and China, as these countries/states have 
the largest evidence bases for DSM policy evaluation outside of the USA (at a 
national level) and the UK. The enlarged MCDM database would also act as a 
more extensive form of cross-validation for the systematic review. 
 
6.4.2 Wider Research Gaps 
 
Europe is one of the continents where the DSM policy evidence base is 
increasing. It would be interesting to update the systematic review post-2020 
following the completion of important EU Directives, such as the Energy 
Efficiency Directive (Directive 2012/27/EU) and the Smart Meter Rollout 
Directive (Directive 2009/72/EC). The former includes a target to increase 
energy efficiency by 20% by 2020 and the latter requires the rollout of smart 
meters to at least 80% of small consumers by 2020. It is likely that the 
evaluation evidence base, particularly for utility obligations (due to the Energy 
Efficiency Directive) and infrastructure rollouts (due to the Smart Meter Rollout 
Directive), will increase as a result of these directives. 
 
The thesis highlighted that the evidence base for South America and Africa is 
limited. A detailed evidence review of current and past experiences within these 
continents is a crucial area for further research, as they are much under-
researched regions for DSM policy. As the published evidence is dominated by 
documents written in English by authors in English-speaking regions (such as in 
North America and Europe), it is likely that non-English evaluations conducted 
in South America (in Spanish or Portuguese) exist but have not been translated, 
and should be reviewed. This would be an important empirical contribution to 
the field. At the time of writing, the author proposed and is currently supervising 
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an MSc dissertation at University College London (UCL) on the energy 
efficiency policy evidence base in South America using a rapid evidence 
assessment and the translation of documents written in Spanish (see Salinas 
Ivanenko, 2015). A similar research project for Africa is warranted. 
 
An important methodological contribution to the field would be to further adapt 
the use of systematic reviews. Firstly, the same methods and techniques could 
be used to analyse supply-side energy policies or other areas of environmental 
and climate policy. Secondly, the same methods and techniques could be used 
to analyse DSM trials, pilots and non-government stimulated utility programmes 
rather than government policies. Thirdly, other types of systematic review, such 
as statistical meta-analysis and qualitative synthesis, should be explored to 
examine how (and if) they could be adapted to the analysis of energy and 
environmental policy. Linked to this, techniques should be developed to conduct 
rapid evidence assessments in the energy policy field, as the review method 
could be particularly useful for gathering evidence quickly under the time and 
resource constraints of most governments. Finally, the Factor Weighting Scale 
could be subjected to further methodological development by assessing 
potential differences in the evaluators’ use of language and the frequency of 
discussion of specific words and phrases. 
 
The thesis identified a number of DSM policies where the evaluation evidence 
base is limited in the literature. There are few high quality evaluations of large-
scale research and development programmes, voluntary programmes and 
infrastructure rollouts. Methods for evaluating infrastructure rollouts will be 
particularly important to develop in the 2010s and early 2020s as a result of the 
Smart Meter Rollout Directive, as explained above. Furthermore, methods for 
evaluating DSM policy packages are currently limited in the literature and this is 
an important research gap that should be filled. However, this thesis argues that 
the priority area should be the development of methods to comprehensively 
evaluate information campaigns (IC), as this was one of the most frequently 
implemented categories of DSM policy in the research sample, but yet 
comprehensive IC policy evaluation methods were limited. 
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The research began to explore the area of policy transferability but due to time 
and resource constraints this could not be included in the final thesis. Thus, an 
important area for further research is to look at the transferability of successful 
DSM policies in particular countries/states to other countries/states. Of 
importance here is the level of policy transfer (either the direct copying of design 
and implementation processes or simply gaining inspiration and ideas) and the 
matching of countries/states with similar contexts, such as market structures, 
regulatory environments, cultures, climates, energy demands and energy 
system structures. Such research should also determine non-transferability, as 
identifying which countries/states’ experiences should and should not be 
considered is useful to governments in the development of future DSM policies. 
 
In conclusion, the main thesis statement is that policy mechanisms should be 
examined in addition to policy impacts in DSM policy evaluations, and DSM 
policies succeed where the required regulatory frameworks and appropriate 
incentives are in place and fail where there is a lack of monitoring for evaluation 
and technical issues with programme management. 
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8 Appendix 
 
 
 
UCL ENERGY INSTITUTE 
 
 
 
Instructions for Systematic Review Pilot 
 
Research questions: 
1) What DSM policies have been implemented around the world with high quality 
documented evaluations? 
2) How and why do DSM policies succeed or fail, and what policies have been 
successful? 
 
*These are provided for background purposes only 
 
Required resources: 
• All the data and information can be put into the spreadsheet provided 
• Internet connection and access to the electronic database of the journal 
Resource and Energy Economics 
• The process should take about a half-day to do and there are six main stages 
 
Process: 
1. Input the search term “Demand-side management” AND programmes AND 
policies into the electronic database search bar of the journal, Energy, and 
record the total number of hits returned in the spreadsheet provided 
2. Skim the titles and exclude all those that do not appear relevant (i.e. do not 
evaluate DSM policies) and record the new number of filtered hits in the 
spreadsheet – documents should relate to one or more of the following policies: 
 
Demand-Side Management Policies 
Incentive payment-based demand response 
Price-based demand response 
Infrastructure rollouts (e.g. smart meter rollouts) 
Utility obligations 
Market transformations (e.g. for energy efficiency) 
Loans and subsidies (including tax incentives) 
Research and development programmes (only large-scale) 
Labelling (appliances, equipment, or buildings) 
Performance standards (appliances, equipment, or buildings) 
Information campaigns (including energy audits) 
Utility business models (e.g. decoupling, performance targets) 
Voluntary programmes 
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3. Skim the Abstracts of the filtered list and further reduce the number of 
documents by relevance – apply the following inclusion and exclusion criteria to 
do so, and then record the new number of documents in the spreadsheet 
 
Inclusion Criteria 
Documents that answer the research questions 
Documents that pass the study quality assessment scale 
Documents that discuss government-stimulated policies and programmes 
Documents that are written in English 
Documents that are freely accessible and downloadable from the internet 
 Exclusion Criteria 
Documents that look at DSM policy but not mechanisms and impacts 
Documents that do not pass the study quality assessment scale 
Documents that discuss utility-stimulated DSM programmes 
Documents that discuss trials, pilots, and small-scale R&D programmes 
Documents that model the future potential of DSM 
Documents that discuss theoretical aspects of DSM policy 
Documents that are not written in English 
Documents from hand searching 
Documents from referrals 
Documents from bibliographies and ‘snow-balling’ 
 
4. To obtain the final sample of documents that are of high study quality, subject 
the remaining documents to the following study quality assessment scale (as 
shown in the spreadsheet): 
 
• 4 points: Has the process for policy implementation been clearly explained? 
o 1 point: Have details on the policy implementer been given? 
o 1 point: Have details on how the policy was designed been given? 
o 1 point: Have details on how the policy was implemented been given? 
o 1 point: Have details on why the policy was implemented been given? 
• 4 points: Has the process for policy evaluation been clearly explained? 
o 1 point: Have details on the policy evaluator been given? 
o 1 point: Have details on how the policy was evaluated been given? 
o 1 point: Have details on the policy impacts been given? 
o 1 point: Have details on policy success been given? 
• 2 points: Has the document been peer reviewed or independently verified? 
o 1 point: Has the document been peer reviewed by a reputable expert? 
o 1 point: Has the document been peer reviewed by two or more reputable 
experts? 
• 2 points: Are there statements of copyright, regulatory compliance, and 
possible conflicts of interest present? 
o 1 point: Does the document give statements of copyright, regulatory 
compliance, or possible conflicts of interest? 
o 1 point: Does the document acknowledge resource contributions from 
people or institutions? 
• 1 point: Does the author/publishing organisation have a track record in the 
area? 
• 1 point: Where percentages are given, are the totals given? 
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This will involve skimming the documents and scoring them – they must obtain 
half of the total number of points (i.e. 7 out of 14) to be included in the final 
selection. The points are weighted to reflect their importance. Thus, in addition, 
at least one point must come from either the ‘implementation’ or ‘evaluation’ 
questions, and at least one point must come from another part of the scale. 
Record the final number of documents in the spreadsheet, but also state why a 
document was included or excluded (relate to the inclusion/exclusion criteria or 
study quality assessment) 
5. Read the final, included documents and draw out (where stated) the following 
policy background information, policy impacts (quantitative), and policy 
mechanisms (qualitative), and input them into the spreadsheet 
 
 
Policy Impacts  
Overall energy savings  
Carbon savings  
Peak load reductions  
Policy costs to utilities  
Policy benefits to utilities  
Policy costs to government  
Policy benefits to government  
Policy costs to consumers  
Policy benefits to consumers  
Other policy comments  
 
Policy Mechanisms  
Policy choice details  
Policy design details  
Policy coverage details  
Policy implementation details  
Policy evaluation details  
Policy success details  
 
Background Classification  
Author(s)  
Institution(s)  
Full reference  
Policy year(s)  
Policy category  
Location (country/state)  
Policy implementer(s)  
Sector(s)  
Number of participants  
Policy aims  
Policy methods  
Policy key conclusions  
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By this stage it is likely that there will only be a few papers to look at. Where 
data and information are not available in the documents, write ‘Not stated’ in the 
relevant cell. With the qualitative aspects, write a few statements regarding 
what you think is important or interesting to note about each of the areas in the 
table above, but also what is well covered, what is not discussed in much depth, 
what is not written, and potential biases 
6. Once complete we will compare our findings – both the process of conducting 
the review and the results 
 
! Spreadsheet: 
o Everything is clearly shown in the spreadsheet about what to do 
o 4 tabs for each paper have been created in the template – delete or 
create tabs (copy and pasting the template) to reflect the number of 
documents included 
o Roughly speaking, filtering takes about 30-60 minutes and each of the 
included papers take about 30-60 minutes to extract information from 
 
Appendix Figure 1: instructions document for the systematic review pilot 
tests
 
UCL ENERGY INSTITUTE 
  
 
 
Dear ‘x’, 
 
Thank you for agreeing to participate in this PhD research, which is funded by the UK 
Engineering and Physical Sciences Research Council (EPSRC) and supervised by 
Professor Paul Ekins and Dr Mark Barrett at University College London (UCL). 
 
Project overview 
The project looks at how and why demand-side management (DSM) policies succeed 
or fail and aims to answer the following research questions: 
 
1. What DSM policies have been implemented around the world with high quality 
documented evaluations? 
2. How and why do DSM policies succeed or fail, and what policies have been 
successful? 
 
To answer these research questions a systematic review of documents evaluating 
DSM policies is employed by consulting academic, industrial and policy databases. 
The findings from the systematic review will be enriched by the insights of key experts 
in the DSM field. 
 
Expectations of the meeting 
The method used to capture your expert insights is Multi-Criteria Decision-Making 
(MCDM) analysis. You will be invited to fill in a short spreadsheet ranking (from 1-10) 
different DSM policies based on various criteria, such as carbon savings and peak load 
reductions. You will then be asked more generally for your thoughts on the following 
three questions: 
 
1) From your experience, what have been the most successful DSM policies? 
2) How and why do you think these policies have been successful? 
3) What are the key factors that may result in a DSM policy being unsuccessful? 
 
The meeting will last around 45 minutes (5 minutes to introduce the project, 20 minutes 
to fill in the spreadsheet, and 20 minutes to discuss the questions). Any information 
that you provide will be treated confidentially and handled in accordance with the UK 
Data Protection Act 1998. Reporting is anonymous and you will not be identified by 
name; if you are quoted, you will only be referred to as an expert from ‘y’. If for any 
reason you want to withdraw from the study, you may do so at any time. If you have 
any questions/comments about my research, please do not hesitate to contact me. 
 
Yours sincerely, 
 
 
Peter Warren 
Doctoral Researcher 
Energy Institute, University College London, 14 Upper Woburn Place, London, WC1H 0NN, UK 
E: peter.warren.10@ucl.ac.uk, T: +447725978045 
 
Appendix Figure 2: confidentiality form for MCDM participants
Appendix Figure 3: decision matrix and questions for the MCDM analysis with DSM policy experts 
MCDM Analysis Decision Matrix 
Instructions: 
1) Please fill out the table below by putting a number from 1-10 in each box (fill across by rows for each policy 
individually): 
a. *1 – lowest value (e.g. lowest reductions or highest costs) 
b. *10 – highest value (e.g. largest reductions or lowest costs) 
c. *Please ignore the OS (Overall Score) and PR (Policy Ranking) columns 
2) On the ‘Questions’ tab, please fill out the four boxes 
              
DSM Policy Type / 
DSM Policy Criteria 
CO2e 
reduction 
Deferred 
investment in 
infrastructure 
Energy 
bill 
savings 
Government 
programme 
costs 
Overall 
energy 
savings 
Peak load 
reductions 
Utility 
programme 
costs 
Consumer 
active 
engagement 
Dealing 
with 
variable 
wind 
power 
Political ease of 
implementation 
Technology 
innovation & 
market 
development 
O
S 
P
R 
Incentive payment-
based DR            0  
Price-based DR            0  
Market 
transformations            0  
Infrastructure rollouts            0  
Utility obligations            0  
Labelling            0  
Performance 
standards            0  
Loans and subsidies            0  
Utility business 
models            0  
R&D programmes            0  
Information 
campaigns            0  
Voluntary 
programmes            0  
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(Appendix Figure 3 continued) 
 
1) From your experience, what have been the most successful DSM policies? 
         
 
         2) How and why do you think these policies have been successful? 
         
 
         3) What are the key factors that may result in a DSM policy being unsuccessful? 
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Appendix Figure 4: statistical associations between DSM policy success factors (22 graphs for 22 success factors) 
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(Appendix Figure 4 continued) 
 
 
 311 
(Appendix Figure 4 continued) 
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(Appendix Figure 4 continued) 
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(Appendix Figure 4 continued) 
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(Appendix Figure 4 continued) 
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Appendix Figure 5: statistical associations between DSM policy failure factors (25 graphs for 25 failure factors) 
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(Appendix Figure 5 continued) 
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(Appendix Figure 5 continued) 
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(Appendix Figure 5 continued) 
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(Appendix Figure 5 continued) 
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(Appendix Figure 5 continued) 
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(Appendix Figure 5 continued) 
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Country/State Successful Policies Number of Successful Policies 
USA (California) IPBDR, PBDR, MT, IR, PS, L&S, UBM, R&D, IC, UBM/MT 10 
China IPBDR, PS, VP, PS/LB, IC/L&S, PBDR, IC, LB, L&S, R&D 10 
UK IPBDR, PBDR, IR, UO, PS, L&S, UBM, R&D, IC 9 
USA IPBDR, PBDR, UO, PS, L&S, UBM, R&D, UBM/MT, IC/L&S 9 
Denmark UO, LB, PS, L&S, R&D, IC, VP 7 
Thailand MT, LB, L&S, IC 4 
USA (New York) IPBDR, L&S, UBM, UBM/MT 4 
USA (Vermont) PBDR, UO, PS, UBM 4 
USA (state-level) UO, PS, UBM 3 
Germany L&S, IC, IC/L&S 3 
USA (PJM region) PBDR, IPBDR/PBDR 2 
France PBDR, UO 2 
USA (Pacific Northwest region) UBM/MT, PS/IC 2 
USA (Massachusetts) UBM/MT, IC/L&S 2 
European Union (EU) UO, PS 2 
Australia IR, PS 2 
USA (NYISO region) IPBDR/PBDR 1 
China (Hebei) UBM 1 
China (Fujian) UBM 1 
Belgium (Flanders) UO 1 
Italy UO 1 
Japan UO 1 
Brazil UO 1 
Estonia L&S 1 
USA (ISO-NE region) IPBDR/PBDR 1 
USA (Illinois) IC/L&S 1 
USA (Florida) IPBDR 1 
China (Jiangsu) IPBDR/PBDR 1 
China (Beijing) IPBDR/PBDR 1 
India (Orissa) L&S 1 
Australia (New South Wales) UO 1 
Australia (ACT) UO 1 
Australia (South Australia) UO 1 
Australia (Victoria) UO 1 
Philippines PS/LB/IC 1 
USA (Ohio) UBM 1 
Spain IPBDR 1 
USA (Wisconsin) IC/L&S 1 
Canada UO 1 
South Korea IC 1 
Sweden MT 1 
Appendix Figure 6: countries/states that have successfully implemented various DSM policies 
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Country/State Unsuccessful Policies Number of Unsuccessful Policies 
European Union (EU) IPBDR, PBDR, IR, LB, L&S, IC, PS/LB 7 
India IPBDR, LB, PS, L&S, R&D, IC, VP/L&S 7 
Mexico IPBDR, LB, PS, L&S, R&D, IC, IC/L&S 7 
USA MT, IR, LB, IC, VP, IPBDR/PBDR 6 
Australia IPBDR, MT, UO, LB, IC 5 
Netherlands UO, LB, PS, L&S, IC 5 
South Korea IPBDR, PBDR, LB, L&S, VP 5 
South Africa IPBDR, PBDR, UO, L&S 4 
UK MT, LB, L&S, VP/L&S 4 
Canada LB, PS, L&S 3 
Croatia LB, PS, IC 3 
Japan MT, IR, LB 3 
USA (state-level) MT, L&S, UBM/MT 3 
USA (Wisconsin) UBM, R&D, PS/IC 3 
Canada (British Columbia) IPBDR, PBDR, IR 3 
Canada (Ontario) UO, L&S, UBM 3 
China UBM, IPBDR/PBDR 2 
France L&S, R&D 2 
Germany PS, VP 2 
New Zealand IPBDR, IC/L&S 2 
Pakistan IC, PS/LB 2 
Sweden LB, IC 2 
USA (California) IC/L+S/MT, PS/LB/UO/L&S 2 
USA (Ohio) IPBDR, IC/L&S 2 
USA (Oregon) UO, L&S 2 
Belgium PS/IC 1 
Denmark UBM 1 
Indonesia IC 1 
Ireland IC 1 
Italy PS/LB/UO/L+S 1 
Kenya L&S 1 
Philippines R&D 1 
Spain MT 1 
Sri Lanka IC/L+S 1 
USA (Illinois) IC/L+S 1 
USA (New York) PS 1 
USA (Maine) IC/L+S 1 
USA (New Hampshire) IC/L+S 1 
USA (Michigan) UBM 1 
USA (Texas) PBDR 1 
China (Jiangsu) PS/LB 1 
China (Shanghai) PS/LB 1 
China (Beijing) PS/LB 1 
China (Guangzhou) PS/LB 1 
China (Hefei) PS/LB 1 
China (Shandong) PS/LB 1 
China (Sichuan) PS/LB 1 
Appendix Figure 7: countries/states that have unsuccessfully implemented various DSM policies
