ABSTRACT N-gram feature templates that consider consecutive contextual information comprise a family of important feature templates used in structured prediction. Some previous studies considered the n-gram feature selection problem but they focused on one or several types of features in certain tasks, e.g., consecutive words in a text categorization task. In this paper, we propose a fast and robust bottomup wrapper method for automatically inducing n-gram feature templates, which can induce any type of n-gram feature for any structured prediction task. According to the significance distribution for n-gram feature templates based on the n-gram and bias (offset), the proposed method first determines the n-gram that achieves the best tradeoff between the severity of the sparse data problem with n-gram feature templates and the richness of the corresponding contextual information, before combining the best n-gram with lower-order gram templates in an extremely efficient manner. In addition, our method uses a template pair, i.e., the two symmetrical templates, rather than a template as the basic unit (i.e., including or excluding a template pair rather than a template). Thus, when the data in the training set change slightly, our method is robust to this fluctuation, thereby providing a more consistent induction result compared with the templatebased method. The experimental results obtained for three tasks, i.e., Chinese word segmentation, named entity recognition, and text chunking, demonstrated the effectiveness, efficiency, and robustness of the proposed method.
I. INTRODUCTION
Structured prediction has been applied successfully in many areas, including natural language processing, bioinformatics, and computer vision. Structured prediction models such as conditional random fields (CRFs) [1] , structured perceptron [2] , and structured support vector machines [3] , [4] are sufficiently flexible to encode knowledge from various sources as features. For example, in a named entity recognition (NER) task, various information sources regarding a word can be integrated into the model, such as its identity, part-of-speech (POS), orthographic features (e.g., prefixes and suffixes), and membership in domain-specific lexicons, as well as information in semantic databases such as WordNet [5] .
The features are usually extracted with a set of predefined feature templates (rules or patterns), which can be defined arbitrarily according to a specific task. For example, a template representing a word identity or a POS tag, denoted by W 0 or Pos 0 , can account for all possible couples of words or POSs and their labels at each position in the sequence. This template only uses the information for the current observation to predict the current label. In some cases, consecutive contextual information may be more useful for improving the prediction performance. For example, a bigram template representing two consecutive word identities, denoted by W −1 W 0 , employs the previous word and current word to predict the current label, whereas a trigram template representing three consecutive word identities, denoted by W −1 W 0 W 1 , utilizes the previous, current, and subsequent words. Furthermore, the consecutive contextual information can be at any distance from the current position or moment, which is referred to as the offset bias. For example, the biases of the trigram templates W −3 W −2 W −1 and W 2 W 3 W 4 are −2 and 3, respectively. Feature templates that consider n consecutive contextual pieces of information are called n-gram feature templates.
Thus, what is the best n-gram feature template and how should the n-gram and bias parameters be determined? Furthermore, when the best n-gram feature template has been determined with parameters τ and b, this does not mean that the remaining templates are no longer required. A combination of several n-gram feature templates can usually achieve the best prediction performance. These templates may or may not be τ -grams. Therefore, how should several n-gram feature templates be combined to obtain the best prediction performance?
N-gram feature template induction aims to answer the questions mentioned above.
We focus only on n-gram feature templates in this study because the problem of regular feature template selection can be solved using any wrapper method [6] , [7] or embedded method (e.g., multiple template learning [8] , [9] , group-Lasso [10] , [11] ), whereas n-gram feature templates have their own characteristics as a family of important templates used in structured prediction, and they can be induced or selected more efficiently. However, to the best of our knowledge, the automatic selection or induction of n-gram feature templates for structured prediction has not been addressed previously. In previous studies [12] - [16] , n-gram feature selection methods were proposed for text categorization, authorship identification, dialect recognition, botnet detection, and malware classification, but they focused on one or several types of features in certain tasks rather than using feature templates in structured prediction to represent any type of feature for application in any structured prediction task.
In this study, we propose a fast and robust wrapper method for n-gram feature template induction in structured prediction. We use the term ''induction'' rather than ''selection'' because the latter requires that all the candidates should be selected and prepared in advance, which is not the case in our method. In fact, in the tasks that we consider, theoretically, the n-gram can range from 1 to positive infinite and the bias can range from negative infinite to positive infinite. Nevertheless, we borrow some feature selection concepts. The main contributions of this study are as follows.
• We make an assumption regarding the bias and we empirically verify that it is reasonable. Based on this assumption, we can efficiently induce feature templates to include or exclude a feature template pair rather than a feature template. We also propose a greedy wrapper method for feature template induction for a constant k-gram called horizontal search for k-gram.
• We discuss and empirically verify the competitive relationship between the sparse characteristic of n-gram feature templates and their corresponding contextual information. Based on this, we propose a greedy wrapper method for determining the best n-gram.
• We propose a fast wrapper approach (non-greedy) for combining the best n-gram with lower-order gram feature templates. The core idea involves using the distribution of the significances for the template pairs based on the n-gram and bias to estimate the two most likely candidates in the subsequent step. We then compare these two candidates and their union, before pruning the search space efficiently according to the result of the comparison.
• The three sub-methods mentioned above comprise our proposed wrapper method for n-gram feature template induction in structured prediction. We tested our method with three structured prediction tasks found in natural language processing, i.e., Chinese word segmentation (CWS), NER, and text chunking. We also compared its performance with that of two classic feature selection methods: sequential forward selection (SFS) [17] and Lasso. Our method performed significantly better than Lasso, and its performance was very similar to that of SFS in terms of the F 1 score and the number of induced (selected) templates. However, our method was approximately 13 times more efficient than SFS, where the number of search steps, i.e., the number of wrapper evaluations, did not exceed 11 in all the experiments using our method. Moreover, our method was much more robust than SFS, where it obtained the same induced result in 10 independent runs (where the training set was randomly divided into a new training set and a development set each time) with most of the datasets. The remainder of this paper is organized as follows. In Section II, we briefly describe the structured prediction problem. In Section III, we give a formal general definition of n-gram feature templates, before discussing two aspects of higher-order gram feature templates in detail, i.e., they contain more contextual information but they have a more severe sparse data problem. Finally, we introduce a technique for solving the sparse data problem in a trigram language model. The proposed wrapper method for n-gram feature template induction is presented in Section IV. In Section V, we present the experimental results obtained for the three tasks. We give our conclusions and suggest future research in Section VI.
II. STRUCTURED PREDICTION
The structured prediction problem involves learning a mapping from inputs (or observation sequences) x ∈ X to outputs (or state sequences) y ∈ Y. For example, X can be a set of sentences and Y can be a set of possible tag sequences or more complicated structures, such as parsing trees. We assume the following.
•
, where x i ∈ X and y i ∈ Y.
• A procedure GEN generates a set of candidates GEN(x) for an input x.
• A feature mapping : X × Y → R d , which maps each (x, y) onto a vector of feature values.
• A parameter vector w ∈ R d . We consider only linear models, where the most likely output can be predicted as follows.
The parameter vector w can be learned by minimizing the sum of the empirical loss based on the training examples and a regularization term:
where Loss is a loss function and is a regularizer. Examples of losses include the negative conditional log-likelihood used in CRFs [1] , Loss CRF (w, x, y) = − log P w (y|x), where P w (y|x) = 1 Z (x) exp(w · (x, y)), and Z(x) is a normalization term that sums the probabilities of all the state sequences to one; the hinge loss for structured support vector machines [3] , [4] , Loss SP (w,x, y) = max
w · x, y + l(y , y), where l is some cost function and x, y = x, y − (x, y); and the loss for a structured perceptron [2] , [18] , Loss SP (w,x, y) = max
The two most frequently used regularizers are
where λ and C are non-negative parameters for controlling the intensity of the regularization. L 2 -regularization usually yields robust performance and L 1 -regularization usually drives many of the feature weights to zero.
III. N-GRAM FEATURE TEMPLATES
A feature is a binary-valued function, which returns the value 1 if some property of the observation sequence conjoined with the state sequence is true, but 0 otherwise. For example, in POS tagging, a feature can be defined as
where this feature f 1 returns 1 if the given word is ''the'' and the corresponding POS is determiner, but 0 otherwise. The word ''the'' is very likely to be a determiner, so the weight of f 1 is relatively large. Features are usually extracted using a set of predefined feature templates. A feature template can be considered a pattern or rule for easily extracting a large number of features. In the example given above, a template representing the word identity denoted by W 0 can account for all possible couples of words and their labels at each position in the sequence.
Then, (x, y) can be represented as
where the operator Concat(.) returns a concatenation of vectors and k (x, y) maps an input-output pair to a real-valued vector by employing the k-th feature template, and each value is the number of times that the corresponding binary-valued feature function is activated for the input-output pair (x, y). For example, by applying the template W 0 to a tagged sentence ''the/Determiner dog/Noun saw/Verb the/Determiner cat/Noun,'' the feature f 1 defined above will be activated twice.
A. N-GRAM FEATURE TEMPLATE DEFINITION
In general, when we consider a certain type of information as a feature template (e.g., word identity in POS tagging), we need to know whether considering it at consecutive moments (or positions) helps to improve prediction performance (e.g., two or three consecutive word identities in POS tagging). Furthermore, these consecutive moments can be any distance from the current moment (which we refer to as the offset bias). Definition 1: A feature template that considers n consecutive contextual pieces of information is called an ngram feature template denoted by N n b , where n represents an n-gram and b is the bias toward the current position.
It should be noted that the bias cannot be zero when the n-gram is even because of symmetry. 
TABLE 2.
Example of feature extraction using n-gram feature templates in POS tagging. The tagged sentence is ''The/DT dog/N saw/V the/DT cat/N ./PU,'' where the current word is saw and the tags represent the determiner, noun, verb, and punctuation, respectively. The symbol START in the third row represents the beginning of a sentence.
To ensure consistency with previous studies [19] , [20] , we also use X k . . . X k+n−1 to represent an n-gram feature template, where X denotes a specific type of feature. Table 1 shows the corresponding relationships between the two types of representation. Table 2 shows an example of feature extraction using n-gram feature templates in POS tagging, where we present only one example template for each n-gram.
B. MORE CONTEXTUAL INFORMATION FOR HIGH-ORDER GRAMS
Higher-order gram templates utilize more contextual information to predict the current label than lower-order gram templates. From this perspective, higher-order gram templates are more capable of eliminating ambiguity. For example, VOLUME 5, 2017 in POS tagging, for the sentence This year, some of that air seems to have gone north to Russia, the POS of the word ''that'' is an adjective in this context. If we use a unigram template N 1 0 /W 0 (i.e., only utilizing the given word ''that'' to predict its POS), then the POS of ''that'' cannot be determined because ''that'' can take several possible POSs, such as pronoun, adjective, or conjunction. If we use a bigram template N 2 −1 /W −1 W 0 (i.e., utilizing the two words ''of that'' to predict the POS of ''that''), then the POS cannot be determined because ''that'' can be a pronoun (e.g., Be sure of that!). If we use another bigram template N 2 +1 /W 0 W 1 (i.e., utilizing the two words ''that air'' to predict the POS of ''that''), then the POS still cannot be determined because ''that'' can be a subordinating conjunction (e.g., the radio says that air pollution has been a serious problem). If we use a trigram template N 3 0 /W −1 W 0 W 1 , then the POS of ''that'' can easily be predicted correctly because the context ''of that air'' helps to eliminate ambiguity.
C. SPARSITY OF N-GRAM FEATURE TEMPLATES
However, higher-order gram feature templates may be affected greatly by a more serious sparse data problem. Let us consider POS tagging as an example. Suppose that the sentence to be tagged is:
The little dog stared at the fat cat, where the template is N 3 −1 and the given word is ''stared.'' We consider the likelihood that the given word ''stared'' is a verb. Then, a feature extracted via N 3 −1 is as follows.
However, this feature cannot be activated unless the word string ''little dog stared'' exists in the training examples and the word ''stared'' is a verb. As the n-gram increases in size, increasingly fewer features can be activated, which ultimately leads to a decoding error. By contrast, if we suppose that the template is N 1 0 , then the feature is considerably more likely to be activated, provided that a word ''stared'' labeled as a verb exists in the training examples.
We use a measure called the sparse rate to evaluate the sparsity of feature templates.
Definition 2: Given a learned model (feature weights), for some held-out data (data that are not part of the training examples), the sparse rate is defined as the ratio of the number of features that cannot be activated relative to the total number of features extracted by the feature templates. In the example given above, the total number of features extracted by N 3 −1 is eight (i.e., the number of words). If we suppose that four features cannot be activated, then the sparse rate is 50%. We also use a 1-sparse rate to measure the sparsity of feature templates.
D. TRIGRAM LANGUAGE MODEL
N -gram feature templates and n-gram language models share a very similar contradiction, where higher-order grams utilize more contextual information but are affected greatly by more serious sparse data problems. Using a trigram language model, we can learn how to alleviate the problem caused by sparse data. In this section, we briefly consider the trigram language model and its smoothed estimation methods [21] .
In a trigram language model, the probability of a sentence w 1 , w 2 , . . . w m is approximated as p (w 1 . . .
count (u,v) has severe problems because of sparse data.
Smoothed estimation methods are used to alleviate this problem, where the key concept is to rely on lower-order (unigram and bigram) statistical estimates to ''smooth'' the estimates based on trigrams. A frequently used method called linear interpolation uses linear combinations of three estimates, as follows.
Various methods can be used for estimating λ values but they are beyond the scope of this study. The λ values can be regarded as indicators of the confidence in each of the three estimates. For example, if λ 1 is close to 0, then this implies that the trigram statistical estimates are affected by a serious sparse data problem, and thus a lower weight is placed on the trigram estimate q ML (w|u, v) . By contrast, if λ 1 is close to 1, then the sparse data problem might not be very serious, and thus a significant weight is placed on the trigram estimate.
IV. N-GRAM FEATURE TEMPLATE INDUCTION
The linear interpolation smoothed method can be used as a reference for n-gram feature templates. However, there are three differences between n-gram feature templates and n-gram language models. First, an n-gram feature template has one additional parameter called the bias, with a theoretical value that can range from negative infinity to positive infinity. Hence, we need to consider many more possible combinations rather than the three found in an n-gram language model. Second, in a language model, the trigram comprises the best tradeoff between contextual information and sparse data. However, in our case, the n-gram feature templates can represent any feature type, and they can be applied in any task; therefore, a trigram might not be the best tradeoff. Third, the linear interpolation smoothed method uses a linear combination of three estimates, whereas an n-gram feature template is or is not needed in our case.
To address the first problem, we make an assumption regarding the bias parameter to simplify the problem. To address the second problem, we need to determine the best n-gram for specific tasks. To address the third problem, we propose a wrapper approach for combining the best n-gram with the lower-order gram feature templates.
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In the following three subsections, i.e., Sections IV-A, IV-B, and IV-C, we discuss each of these three points in detail.
A. HORIZONTAL SEARCH FOR K-GRAM
First, we make an assumption regarding the bias parameter, as follows.
Assumption 1: The significance of an n-gram feature template N n b is inversely correlated with the absolute value of the bias b.
This assumption is based on the fact that an observation in an observation sequence is usually more closely correlated with the observation closer to it. Thus, if the contextual information corresponding to an n-gram feature template for the current position (or moment) is closer, then the template contributes more to the prediction of the current label.
From this assumption, an inequation and equation can be deduced:
where J (.) is the evaluation function (or criterion function), which takes a set of feature templates and returns a score (e.g., an F 1 score). Inequation (4) provides a terminating strategy for template search: when we search feature templates with different biases for a constant k-gram, if the prediction performance deteriorates, then we should stop searching other templates with a larger bias (and use lower-order gram feature templates instead).
Equation (5) suggests a method for achieving rapid n-gram feature template search by including or excluding a feature template pair rather than a feature template. We use N n b to denote an n-gram feature template pair with bias b, which is defined as follows.
if n is even (1) and Equation (2) provide a natural method for feature template induction for a constant k-gram (we call this process horizontal search for k-gram) via the incremental inclusion of a feature template pair in ascending order of the absolute value of the bias (i.e., searching from the center to the sides), and termination of the search when the prediction performance deteriorates.
A more comprehensive algorithm is shown in Figure 1 , where k represents the k-gram and baseTemplates and baseScore represent the initial feature template set and the corresponding score, respectively (i.e., baseScore = J (baseTemplates)), which are Ø and 0 by default. The search range is from biasFrom to biasTo (the default values are 0 and +∞). 
B. SEARCH FOR THE BEST N-GRAM
To compare k-grams for different values of k, we need to select a set of core templates for each k-gram. We refer to these templates coreTemplates and define them as follows.
This definition is based on two points: first, from Assumption 1 (or Inequation (1) and Equation (2)), the central templates are the most significant; and second, to ensure a fair comparison, we require that they employ roughly the same contextual information (e.g., it is not fair to compare N 1 0 with N 3 0 ). We do not have to compare coreTemplates for all n-grams to determine the best n-gram. As mentioned in Section III, the sparse characteristic of feature templates and their corresponding contextual information have a competitive relationship. As an n-gram increases in size (beginning with 1), then more contextual information is integrated into the features and the ability of the system to eliminate ambiguity increases. Hence, the prediction performance increases and reaches its peak at the best n-gram. Subsequently, the sparse characteristic of the features degrades the model (it should be noted that the peak can be at the unigram, which can be regarded as a special case). Thus, we simply need to find the peak. Figure 2 shows the process for searching for the best n-gram. Figure 3 shows the grid of n-gram feature template pairs, where the horizontal direction represents the bias, the vertical direction is the n-gram (τ is the best n-gram), and the circles represent the corresponding template pairs. According to the discussion in Sections IV-A and IV-B, the template pairs become increasingly significant from right to left in the horizontal direction, and from both ends to the best n-gram τ in the vertical direction.
C. COMBINATION OF FEATURE TEMPLATE PAIRS
After the best n-gram τ is determined, we no longer consider n-grams greater than τ , but instead we only combine τ -gram with lower-order gram template pairs. The best template pair selected initially is N τ 0 , and the second most significant template pair may be on its righthand side (i.e., N τ 1 ), or the most significant one in τ -1-gram (i.e., N τ −1 0 ). Suppose that ψ is the feature template set that we want to obtain finally, which begins with N τ 0 , and N k sig is the most significant unused pair in the k-gram (e.g., in Figure 4 Repeat the following process until a termination condition is satisfied.
If the current gram k is 1, no lower-order gram exists, so horizontal search for a unigram is performed and the algorithm is then terminated (as a special case, if the best n-gram is a unigram, then we combine the unigram with bigram feature templates in order to utilize as much contextual information as possible).
Three candidates are added to evaluate ψ, which can help to achieve the best performance: N k sig , N k−1 sig , and the union of both (denoted by N k sig ∪ N k−1 sig ) (as shown in Figure 4(a) ). If none of the three candidates help to improve the performance further, then this means that the best template set has been obtained; therefore, we terminate the algorithm.
If the answer is N k sig , this means that the combination of N k sig and N k−1 sig is less significant than N k sig , which implies that the lower-order feature templates cannot help to enhance the performance, and they may even degrade the performance. Therefore, we no longer consider lower-order gram feature templates, but instead we only add N k sig to ψ, and update N k sig (sig adds 1), and then perform a horizontal search for the k-gram, before terminating the algorithm (as shown in Figure 4(b) ).
If the answer is N k−1 sig , as explained above, then we no longer consider the k-gram, but instead we only add N k−1 sig to ψ, and update N k−1 sig (sig adds 1), where we call this method recursively from the k-1-gram (as shown in Figure 4(c) ).
If the answer is N k sig ∪ N k−1 sig , then this implies that both the k-gram and k-1-gram can help to enhance the performance. We add the two template pairs to ψ, and update N k sig and N k−1 sig (both sigs add 1), where we then call this method recursively, as shown in Figure 4(d) . Figure 5 shows the entire process of n-gram feature template induction. The list bias[] is used to record the biases of the most significant unused template pairs for n-grams, i.e., N k sig is N k <bias[k]> . The core idea of the proposed method is that based on the distribution of the significances for the n-gram template pairs, we can estimate the two most likely candidates in the subsequent step. We then compare these two candidates and their union, before pruning the search space efficiently according to the result of the comparison. It should be noted that we do not include the two candidates in a greedy manner because that we may miss their union. For example, as shown in Figure 4 (a), we assume that the union of N 3 1 and N 2 0 is the best choice in this step, and we then determine it in a greedy manner, i.e., we compare only the two candidates, and then include the best. If N 3 1 outperforms N 2 0 , then we may mistakenly consider that the lower-order templates cannot help to enhance the performance, so we conduct a horizontal search of the trigram to the end. Similarly, if N 2 0 outperforms N 3 1 , then we may mistakenly consider that the trigram templates are useless, except for N 3 0 , and we then search from the bigram, but we would miss the union of N 3 1 and N 2 0 in both cases.
V. EXPERIMENT
We performed experiments involving three structured prediction tasks: CWS, NER, and text chunking. We considered only n-gram feature templates rather than all of the useful feature templates, i.e., Chinese character entity in the CWS task and word entity in the other two tasks, because the problem of regular feature template selection can be solved using any wrapped method, such as a heuristic method and random method. We employed CRFs for our tasks, which are arguably the most widely used structured prediction models. L 2 -regularization was used to prevent overfitting and L-BFGS was used for parameter optimization. Training was complete when the rate of change in three consecutive object values was less than 1. We used the CRF++ package downloaded from http://www.chasen.org/˜taku/software/. , and proceed as in (a). 
A. TASKS 1) CWS
Chinese sentences are written as a continuous sequence of characters without spaces. The CWS task involves segmenting a character sequence into a word sequence, which is a necessary initial step for most Chinese language processing applications. The task can be transformed into a sequential learning problem by assigning a label to each character. We used the tag set BMES, where BME denotes the beginning, middle, and end of a multi-character word, VOLUME 5, 2017 FIGURE 6. Bubble diagrams for n-gram feature templates N n bias based on four corpora from the second SIGHAN Bakeoff. The bubble size represents the F 1 (%) score (some scores are given) for the corresponding feature template. respectively, and S indicates that the character is a single word.
We used the data from the second SIGHAN Bakeoff [22] . The data comprised four corpora from different sources: Academia Sinica (AS), City University of Hong Kong (CityU), Peking University (PKU), and Microsoft Research in Beijing (MSR). The details are shown in Table 3 . We randomly extracted 30% of the training examples as the development set and the remaining examples were used as the new training set. The evaluation metric for this task is balanced F-score (F 1 ) [22] .
2) NER
We used the Spanish (ESP), Dutch (NED) and English (ENG) datasets provided in the CoNLL-2002/2003 NER shared task [23] , [24] . All of the corpora were similar in size with approximately 250,000 tokens. The data comprised three files: training, development (testa), and testing (testb), and with four entities: persons (PER), locations (LOC), organizations (ORG), and miscellaneous (MISC). The goal of NER is to predict the sequences of IOB tags representing named entities. For example, a label O represents words that do not reference any named entity, while the labels B-PER and I-PER represent the beginning and any subsequent words for a person entity, respectively. The evaluation metric for this task is balanced F-score (F 1 ) [24] .
3) TEXT CHUNKING
We used the English dataset (ENG00) provided in the CoNLL-2000 shared task [25] , which comprised 8,936 training and 2,012 testing sentences. Similar to the NER task, our objective was to predict the sequences of IOB tags representing phrase chunks. We randomly extracted 30% of the training examples as the development set and the remaining examples were used as the new training set. The evaluation metric for this task is balanced F-score (F 1 ) [25] .
B. SIGNIFICANCE DISTRIBUTION FOR N n bias

BASED ON THE N-GRAM AND BIAS
We empirically studied the significance distribution for the n-gram feature template based on the development sets for the four corpora in the CWS task, which is the basis of the proposed method. Figure 6 shows the results obtained where the bubble size represents the F 1 (%) score for the corresponding template. Some bubbles were labeled with the F 1 score, e.g., J (N 2 −1 ) = 92% in the PKU corpus. In the horizontal (bias) direction, the n-gram feature templates became less significant from the center to the sides, and the symmetrical templates had very similar significance values, which empirically verified Assumption 1 (some exceptions occurred for N 4 1 and N 4 2 , e.g., J (N 4 2 ) = 61% > J (N 4 1 ) = 58%, but they did not affect the proposed method for two reasons: the significance was similar for N 4 1 and N 4 2 , and we only considered the best n-gram and the lower-order grams). In the vertical (n-gram) direction, 2-gram templates performed best, and the templates became less significant as the n-gram size increased, i.e., J (N 1 ) < J (N 2 ) > J (N 3 ) > J (N 4 ), where this trend is more obvious in Figure 7 . Figure 7 shows the variations in the significance of the coreTemplates for different n-grams. We can see that the best performance was achieved with the 2-gram for all of the corpora, and the performance then deteriorated as the n-gram size increased, which empirically verified the searchBestNgram algorithm.
Furthermore, we used the development set for the PKU corpus to investigate the competitive relationship between the sparse characteristic of the n-gram feature templates and their corresponding contextual information. We varied the sparse rate for the coreTemplates by varying the proportion of training examples. Figure 8 shows the variations in the 1-sparse rate and the F 1 scores for the coreTemplates. We can see that the F 1 scores and 1-sparse rate generally increased with the proportion of training examples, where the growth trend in the F 1 scores was approximately consistent with that of the 1-sparse rate. The 1-gram coreTemplates were almost unaffected by the sparsity problem, where the corresponding 1-sparse rate was about 90% and the F 1 score was 75%, even when the proportion was 1%, and the F 1 score no longer increased after the proportion reached 10%. The 1-sparse rate for the 2-gram coreTemplates had the most rapid growth trend, and thus the corresponding F 1 score exceeded that for the 1-gram coreTemplates when the proportion was 4%. The 1-sparse rate for the 3-gram coreTemplates also had a rapid growth trend (from 10% to 60%), and the corresponding F 1 score increased from 34% to 79%. We suggest that if more training examples are provided, then the F 1 score for the 3-gram coreTemplates would exceed that for the 1-gram coreTemplates. The 4-gram coreTemplates were affected most severely by the problem of sparse features, where the 1-sparse rate was only 34%, even when all of the training examples were used. The 1-sparse rate for the 2-gram coreTemplates finally reached approximately 90%, which was much higher than that for the 3-gram coreTemplates. Therefore, the 2-gram coreTemplates achieved the best trade-off between the sparse characteristic of features and their corresponding contextual information.
C. PERFORMANCE COMPARISONS
We compared the proposed method with two classic feature selection methods: SFS and Lasso. Both of these methods require that the feature template set is selected in advance, which is not the case in our method. Therefore, we defined a set of n-gram feature templates as the base (or complete) template set for the three tasks, i.e., n-gram feature templates with n-gram up to 3 and bias from −3 to 3, which comprised 20 templates in total (We found that further increase in n-gram and bias range could not enhance the performance of SFS and Lasso). The development sets were used to induce or select templates for the two wrapper methods, i.e., the proposed method and SFS, and the F 1 scores (on testing sets), the number of induced (selected) templates, and the search steps (number of wrapper evaluations) were recorded. We compared our method with Lasso in terms of the F 1 score.
First, we ran L 2 -regularizied CRF models using all 20 templates as baseline models. Table 4 compares the performance of the proposed method and the SFS method. We can see that the proposed method obtained improvements in terms of the F 1 score compared with the baseline CRF models for all of the corpora (approximately 1% on average in the CWS task, 4.7% on average in the NER task, 1.7% on average in the text chunking task, and 2.5% on average based on all of the corpora), which implies that the original set of features (templates) contained redundant or irrelevant features (templates) that degraded the CRF models, and the proposed method improved the prediction performance of CRF models by pruning these redundant or irrelevant features (templates). The feature selection performance by our method was very similar to that using SFS in terms of both the F 1 score and the number of induced (selected) templates based on all the corpora, except for ESP, where our method achieved better accuracy but with more templates (68.40% versus 67.64% in terms of the F 1 score, and 11 versus six in terms of the number of induced or selected templates). However, SFS required an average of 111.5 steps to search for the best feature templates, whereas the proposed method only needed 8.5 steps. The proposed method is considerably more efficient than SFS because it treats each n-gram feature template discriminately according to its significance, whereas SFS (or other wrapper methods) treats them all equally (For this reason we just compared the proposed method with the simplest version of SFS). Figure 9 shows the search processes for SFS and the proposed method (on the development set) based on the CityU corpus, where both methods obtained the same template set Table 5 compares the performance of the proposed method with that of Lasso for several values of C (it should be noted that in the CRF++ toolbox, L 1 -regularization is implemented by L 1 (w) = ||w|| /C , and thus C is 1/C ). The best F 1 scores for Lasso were achieved with C = 1.0 based on all the corpora. We can see that our method performed better than Lasso based on all the corpora. This suggests that Lasso may have mistakenly discarded some useful features, so the prediction performance was degraded. In particular, Lasso did not improve the accuracy with the PKU corpus compared with the baseline model. 
D. ROBUSTNESS COMPARISONS
Robustness indicates the consistency of a feature selection (induction) algorithm under different initial conditions or with slight variations in the training set. A similarity based approach was used to assess the robustness of the proposed method. We first applied the proposed method independently N=10 times, where we randomly divided the training set each time (into a new training set and development set). The robustness was then measured by the average over all pairwise similarity comparisons between the different runs:
where T i denotes the template set induced on the i-th run, and sim(., .) is a similarity measure between two template sets. Here, we used Jaccard index as similarity measure, sim T i , T j = |T i ∩T j | |T i ∪T j | , where |.| denotes the set cardinality. The value of Jaccard index ranges from 0 to 1, zero when there is no overlap between the two sets and one when the two sets are identical. Table 6 compares the robustness of the proposed method with SFS. We note that the robustness of SFS was not assessed based on the AS corpus because this corpus was so large that 10 runs of SFS was not feasible. Our method performed significantly better than SFS in terms of its robustness, which can be explained mainly by the following two reasons. First, our method prunes a huge amount of the search space, and thus there are far fewer possible search paths in our method compared with SFS. Second, our method uses a template pair rather than a template as the basic unit, so when the data change slightly in the training set, our method can remain robust to this fluctuation, thereby providing a consistent induced result. From the perspective of decision confidence, we can understand how the template pair-based method increases the robustness of n-gram feature selection (induction) compared with the template-based method. In SFS, we choose the best candidate (i.e., template) in each step, which improves the prediction performance most significantly. Sometimes, the second or third best candidate obtained an improvement close to the best candidate, so choosing the best candidate could be regarded as a decision with a low level of confidence. However, we found that the best candidate could be differentiated more easily from the second best candidate when we used a template pair as the basic unit, and thus a decision could be made more confidently.
VI. CONCLUSIONS AND FUTURE WORK
N -gram feature templates comprise a family of important feature templates used in structured prediction, which are characterized by higher-order gram feature templates that integrate more contextual information into the model, and thus they are more capable of eliminating ambiguity. However, they are affected greatly by a severe sparse data problem, which degrades the model. In this study, we discussed and empirically verified the significance distribution for n-gram feature templates based on the n-gram and bias, and we proposed a fast wrapper method for automatically inducing n-gram feature templates in structured prediction. Our experimental results demonstrate the effectiveness, efficiency, and robustness of the proposed method.
The proposed method can induce any type of n-gram feature, but it only processes one type of feature at a time. Therefore, the method must be run several times if several types of n-gram feature need to be induced in a task.
In the future, we will extend the proposed method so it can process multiple n-gram features simultaneously.
