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En este proyecto se propuso implementar un dispositivo experimental que a partir de las 
emisiones infrarrojas del cuerpo detectado permita medir remotamente la temperatura de un 
área en específico, para ello se realizó un estudio a varios proyectos elaborados anteriormente 
y relacionados directamente con el desarrollo de la tecnología. Para ello se investigaron los 
diferentes métodos para detectar la radiación infrarroja, en el mercado existen sensores con la 
capacidad de detectar dicha radiación, pero se optó por utilizar la cámara radiométrica Flir 
Leptón 2.5 ya que integra un conjunto de lente de foco fijo, un conjunto de sensores de 
microbolómetro de onda larga infrarroja de 80x60 (LWIR) y componentes electrónicos de 
procesamiento de señales. Estas señales se envían a una mini computadora llamada Raspberry 
Pi por medio de la interfaz I²C y SPI. Para establecer estas comunicaciones, se diseñó un 
algoritmo y una interfaz gráfica para enlazar las componentes de la misma con el código de 
programación mediante el entorno de programación Qt Creator. Adicionalmente se utilizaron 
varios periféricos para implementar un dispositivo y usarlo ya sea de forma fija o portátil. 
Durante las pruebas iniciales se pudieron corregir errores y ajustar algunos parámetros y en 
las pruebas finales se tomaron imágenes térmicas en áreas tanto domésticas e industriales. 
Después de realizar las pruebas en las diferentes áreas se pudo observar que al presentarse 
factores como el humo y el polvo, la función creada que actualiza la matriz de campo focal es 
de gran utilidad ya que permite una actualización de los términos de corrección interna 
utilizados para mejorar la calidad de la imagen. Otros factores como la distancia entre la 
cámara térmica y el objetivo a detectar, así como también sus dimensiones y la temperatura 
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In this project, it was proposed to implement an experimental device that, based on the infrared 
emissions of the detected body, allows to be measured remotely the temperature of a specific 
area, for which a study was made of several projects previously developed and directly related 
to the development of technology.  To do this, different methods to detect infrared radiation 
were investigated on the market, there are sensors with the ability to detect this radiation, but 
the FLIR Lepton 2.5 radiometric camera was chosen because it integrates a fixed focus lens 
assembly, a set of infrared long-wave microbolometer sensors of 80x60 (LWIR) and electronic 
components of signal processing. These signals are sent to a mini computer called Raspberry 
Pi through the graphic interface I 2 C y SPI. To stablish these communications, it was designed 
an algorithm and a graphic interface to link the components of the same code through the 
environment of programming Qt Creator. Additionally, several peripherals were used to 
implement a device and use it either fixed or portable. During the initial tests it was possible 
to correct errors and adjust some parameters and in the final tests, thermal images were taken 
in both domestic and industrial areas. After carrying out the tests in the different areas it was 
observed that when factors such as smoke and dust appear, the created function that updates 
the focal field matrix is very useful since it allows an update of the internal correction terms 
used to improve the quality of the image. Other factors such as the distance between the 
thermal chamber and the objective to be detected, as well as its dimensions and the temperature 
of the environment, will serve to have a better response in the acquisition and visualization of 
the obtained data. 
KEYWORDS: <ELECTRONIC ENGINEERING AND TECHNOLOGY>, <ARTIFICIAL 
VISION>, <THERMAL CHAMBER>, <THERMOGRAPHY>, <INFRARED>, 









En la década de los 60 con la idea básica de conectar una cámara de video a un computador, 
mediante el proceso digital de imágenes y su análisis se origina la visión artificial. El resultado 
de este trabajo se define el inicio de esta ciencia derivada de la Inteligencia Artificial y su 
progreso, durante las últimas décadas se ha desarrollado una gran velocidad. Los primeros 
sistemas se basaron en imágenes binarias que se procesaban en bloques, ventanas o píxeles y 
mediante el desarrollo de nuevos algoritmos se pudo reconocer el contorno de elementos y su 
lugar dentro de una imagen, pero estos algoritmos poseían límites al no poder operar en 
diversos tipos de iluminación. 
 
La radiación infrarroja fue descubierta durante el siglo XIX por Herschel, los primeros usos 
técnicos se realizaron alrededor del año 1920 donde se pudo realizar la medición de la 
radiación y después de un tiempo se transformó la lectura de los niveles de radiación infrarroja 
en temperatura.  
 
Para visualizar la imagen térmica de un objeto en un área sin iluminación se creó la primera 
cámara termográfica en 1958 en Suecia para aplicaciones militares y así detectar amenazas 
durante la noche, la primera cámara aplicada a actividades comerciales se implementó en 1965 
para poder inspeccionar líneas de alta tensión. Los inconvenientes de las primeras cámaras era 
su gran tamaño y no fue hasta 1997 que apareció en el mercado una cámara portátil. Esto fue 
posible al crear un detector no refrigerado llamado microbolómetro y mediante el mismo se 
pudieron crear cámaras más económicas y menos susceptibles de averías. Fue a partir de aquí 
cuando se extendió el uso de las cámaras termográficas a campos más comerciales en sus 
distintas áreas. 
 
Para el presente trabajo se realizó un estudio a varios proyectos elaborados anteriormente y 
relacionados directamente con el desarrollo de la tecnología a futuro, también de nuevos 
recursos en el mercado que permiten el desarrollo de aplicaciones orientadas al presente tema, 







FORMULACIÓN DEL PROBLEMA  
 
¿Se podrá implementar un dispositivo que permita visualizar la imagen térmica de un objetivo 
mediante su fuente de radiación infrarroja? 
 
 
SISTEMATIZACIÓN DEL PROBLEMA 
 
¿Qué métodos tecnológicos existen para la captura y visualización de imágenes térmicas? 
 
¿Cuáles serán las limitaciones de operación de la cámara Flir Lepton y del dispositivo de 
visualización de imágenes térmicas al momento de detectar el objetivo? 
 
¿Cuál será la plataforma hardware y software que permita implementar el dispositivo de 
visualización de imágenes térmicas usando la cámara Flir Lepton? 
 
¿Cuáles serán los escenarios de operación y funcionalidad del dispositivo de visualización de 
























Por medio de este proyecto se pretende implementar un dispositivo experimental que a partir 
de las emisiones infrarrojas del cuerpo detectado permita medir remotamente la temperatura 
de un área en específico. 
 
El diseño del dispositivo permitirá tener una visión de un objetivo en función de la 
temperatura, con ella se podrá obtener una termografía del estado del mismo. Esta termografía 
ofrecerá no solo una imagen visual, sino que contendrá la información sobre los diferentes 
niveles de temperatura. 
 
Para el hardware del dispositivo se pretende utilizar una matriz de sensores infrarrojos el cual 
se va a encargar de medir la temperatura del objetivo y enviar las señales para usarlas como 
datos que serán adquiridos por una computadora con periféricos de entrada y salida para el 
ingreso y visualización de información y un actuador que realizará una función según su 
configuración. 
 
Para el software, por medio de un entorno de programación se diseñará el algoritmo para 
procesar la matriz de sensores infrarrojos y un interfaz con varias funciones entre ellas 
visualizar los datos procesados por el algoritmo. 
 
Para la comunicación entre el software y hardware se realizará un estudio para elegir el más 
adecuado para la adquisición y transmisión de los datos dependiendo de las capacidades cada 
uno de los elementos que conforman el dispositivo. 
 
El uso de una cámara digital se utilizará únicamente para visualizar el área del objetivo a 
detectar en función de su radiación lumínica para compararlas con la imagen térmica de la 










La radiación infrarroja lleva información acerca de la distribución de la temperatura de los 
objetos estudiados dependiendo de la potencia de los sensores y la adquisición de sus datos 
frente a diversos factores como el humo, polvo, ruido entre otros no permiten tomar imágenes 
digitales en función de su radiación lumínica en áreas que el usuario necesita lo que hace este 
dispositivo una herramienta útil. 
 
El uso de este dispositivo, ya sea como herramienta única o combinada con otros equipos, 
puede agilizar el trabajo de algún proceso de forma notable y al diseñar el algoritmo con un 
código abierto esto permitirá al usuario modificarlo para crear sus propias funciones. 
 
El infrarrojo es básicamente radiación caliente y la implementación de este dispositivo 
permitirá visualizar termografías localizadas en un área específica casi con exactitud dónde se 
pueden detectan en un objetivo múltiples pérdidas de energía, sin necesidad de efectuar 
ninguna prueba destructiva. 
 
Este dispositivo abre un amplio campo de aplicaciones, entre ellas sistemas mecánicos donde 
por medio de la evaluación de equipos de aire acondicionado y calefacción, detección de fugas 
en el aislamiento en equipos de refrigeración y la inspección de instalaciones eléctricas para 




















 Diseñar e implementar un dispositivo que permita visualizar una imagen térmica de un 




• Estudiar los métodos que existen para escanear una fuente de radiación infrarroja y 
elegir el más adecuado. 
 
• Analizar los límites del dispositivo de visualización de imagen térmica usando la 
cámara Flir Lepton frente a diversos factores como distancia, superficie, cantidad de 
luz entre otros. 
 
• Implementar una interfaz hardware y software que permita visualizar una imagen 
térmica capturada usando la cámara Flir Lepton. 
 
• Evaluar en diferentes escenarios la funcionalidad del dispositivo de captura y 


























La termografía es un método de medición pasivo, sin la necesidad de estar en contacto con el 
objeto mediante la detección de radiación infrarroja del espectro electromagnético. Con el uso 
de cámaras termográficas se puede registrar dicha radiación y convertirla en información.  
 
El principio de la termografía define que “Cualquier objeto cuya temperatura sea superior al 
cero absoluto (0 Kelvin = -273.15 °C) emite radiación infrarroja, invisible al ojo humano”. 
(Melgosa, 2011a: p.20) 
 
1.1.2 Emisividad, Reflexión y Transmisión  
 
Mediante una cámara termográfica se puede registrar la radiación de onda larga, emitida, 
reflejada y trasmitida a factores que siempre están presentes en un objeto al momento de estar 
en el campo de visión de la cámara. A continuación, se explican las diferentes formas en las 
que nos podemos encontrar estas radiaciones de onda según la Guía de Termografía Testo. 
 
 
       Figura 1-1: Emisividad, Reflexión, Transmisión 
                 Fuente: Testo, 2008 
 
• Emisividad (Ɛ): Es la medida de la capacidad que posee un material para emitir 
radiación infrarroja. La emisividad puede variar dependiendo las propiedades del 
material, de su superficie y la temperatura del objeto que se va a medir. En teoría su 
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valor máximo es igual a uno, pero ya que en la realidad existen cuerpos que también 
reflejan y trasmiten radiación el valor máximo es menor que uno es decir Ɛ<1. (Testo, 
2008 b: p.6) 
 
• Reflexión (ρ): Es la medida de la capacidad que posee un objeto para reflejar la 
radiación infrarroja. La medida de reflexión de un material va a depender de factores 
como su tipo, temperatura y la superficie del mismo. Los materiales que tienen 
superficies lisas y pulidas reflejan con mayor intensidad la radiación infrarroja que un 
material que no esté pulido apropiadamente y que posea superficies irregulares. 
(Testo, 2008c: p.7) 
 
• Transmisión (τ): Es la medida de la capacidad que posee un material de trasmitir de 
la radiación infrarroja. La mayoría de los materiales no poseen una propiedad 
transmisiva lo que causa una impermeabilidad a la radiación infrarroja, esto va a 
depender del grosor de material y su tipo. (Testo, 2008d: p.8) 
 
1.2 El Espectro Electromagnético 
 
El espectro electromagnético es el rango de todos los tipos de radiación electromagnética 




Una onda es la propagación de una perturbación que transfiere energía progresivamente de 
un punto a otro a través de un medio y que puede tener la forma de deformación elástica, una 
variación de presión, intensidad magnética, eléctrica o de temperatura. Las ondas 
distribuyen, en función de su energía a lo largo de espectro electromagnetismo desde la 
radiación de menor longitud de onda, como los rayos gama y los rayos X, pasando por la luz 
ultravioleta, la luz visible y los rayos infrarrojos, hasta las ondas electromagnéticas de mayor 
longitud de onda, como son las ondas de radio. (Melgosa, 2011, p.22) 
 
Las longitudes de onda no tienen los límites tan marcados como los que se representan en la 
figura 2-1. Sin embargo, en la práctica los límites y fronteras son muy evidentes. La cantidad 
de luz perceptible tiene una similitud a la infrarroja ya que ésta compuesta de una mezcla de 
longitudes de onda. A través del ojo humano, se pueden percibir colores correspondientes a 
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un rango de longitudes de onda muy estrecho, entre 0,4 µm a 0,7 µm.  En el espectro, existe 




 Figura 2-1: Espectro Electromagnético 
 Fuente: Melgosa, S. 2011 
 
 
En la gráfica de la figura 3-1, se observa la energía que emite un objeto a diferentes niveles de 
temperatura. Se puede ver que, mientras más grande es el nivel de temperatura, mayor es el 
pico de energía.  
 
A medida que la temperatura aumenta el pico de energía se torna en una onda corta 
gradualmente y a cuando la temperatura decrementa el pico de energía se convierte en una 
onda larga. 
 
                               Figura 3-1: Energía emitida por un objeto a diferente temperatura 
                        Fuente: Melgosa, S. 2011 
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1.4 Calor y Temperatura 
 
A pesar de que tienen relación el calor y la temperatura son temas que tienen conceptos 
distintos. 
 
• Calor: Es la transferencia de energía entre diferentes cuerpos o diferentes zonas de 
un mismo cuerpo que se encuentran a distintas temperaturas. Este flujo siempre 
ocurre desde el cuerpo de mayor temperatura hacia el cuerpo de menor temperatura, 
ocurriendo la transferencia de calor hasta que ambos cuerpos se encuentren en 
equilibrio térmico. (Melgosa, 2011, p.43) 
 
El calor es generado por medio de la transformación de la energía ya sea por un proceso de 
combustión, movimiento o rozamiento y su unidad de medida son los Julios (J). 
 
• Temperatura: Es una magnitud a un sistema termodinámico y referida a la energía 
interna asociada a las partículas del sistema y su movimiento. Se mide en Kelvin (K) 
o en grados Celsius (ºC). (Melgosa, 2011, p.44) 
 
Existen varias escalas de temperatura como se muestra en la figura 4-1 la cuales se dividen en 
dos grupos, las absolutas (Kelvin) y las relativas (Celsius, Fahrenheit). 
 
 
   Figura 4-1: Escalas de Temperatura 
         Fuente: Melgosa, S. 2011 
 
 
En resumen, se puede decir que la temperatura es una medida relativa que permite la 






Es un dispositivo con la capacidad de detectar magnitudes físicas denominadas variables de 
instrumentación y las convierte en variables eléctricas emitiendo una señal analógica o digital, 
según la aplicación se utiliza un sensor en específico. (Ortega, 2013) 
 
Mediante un conjunto de sensores que transforman una señal luminosa en una señal eléctrica 
se conectan en forma de matriz de tal manera que cada nivel de luz que detecten se pueda 
convertir en información la cual servirá para un proceso posterior. 
 




La óptica de la cámara permite detectar la radiación lumínica que es emitida por el objetivo o 
área en específico, cada punto o pixel de la cámara envía un cambio de tensión o resistencia 
eléctrica que será leída por los elementos electrónicos de la cámara. Esa señal es convertida 
en una imagen electrónica en la pantalla, donde los distintos tonos de color se corresponden 
con distintas señales o lumínica procedentes del objeto de estudio. 
 
 
Figura 5-1: Funcionamiento de una Cámara Digital 
        Fuente: Melgosa, S. 2011 
 
 
1.7 Cámara Termográfica 
 
Una cámara termográfica es un dispositivo que detecta el patrón térmico del objetivo al que se 
apunta, en el espectro de la longitud de onda infrarroja y sin entrar en contacto con ese cuerpo. 
La radiación registrada por la cámara termográfica consiste en la radiación de onda larga, 
emitida, reflejada y trasmitida que surge de los objetos presentes en el campo de visión de la 
cámara. (Melgosa, 2011b: p.20) 
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1.8 Imagen Radiométrica 
 
Una imagen radiométrica es una imagen térmica que contiene información de las medidas de 
temperatura en todos los puntos de la imagen. La información térmica corresponde a un patrón, 
un estado puntual en cuanto a su temperatura.  
 
Se dice que es puntual ya que no se considera el objeto como algo aislado, al contrario, estará 
bajo condiciones cambiantes rodeado de otros objetos que le influyan unas actuaciones, etc. 
(Melgosa, 2011c: p.20) 
 
1.8.1 Importancia de la Sensibilidad (Resolución) 
 
La resolución visual afecta a la claridad con la cual se pueden ver los componentes o equipos 
bajo estudio. En ocasiones, cuando se diagnostica un problema, se debe distinguir la fuente 
real del problema, entre dos o más posibles fuentes, localizadas una cerca de otra. 
 
Cuanto más claro se pueda ver cada componente individual, más claramente se podrá 
distinguir la fuente del problema. Esto en termografía dependerá de varios factores, del diseño 
del detector, del número de pixeles que es capaz de generar la imagen y de la calidad de la 
óptica. 
 
1.9 Pixel, FOV y IFOV 
 
 A continuación, se van a definir algunos conceptos según la Guía de Termografía Infrarroja: 
 
• Pixel: Es la menor unidad homogénea en color que forma parte de una imagen digital, 
ya sea esta una fotografía, un fotograma de vídeo o un gráfico. En termografía, es la 
menor unidad que pueda detectar energía infrarroja. (Melgosa, 2011a: p.31) 
 
• FOV (Campo de Visión): Ángulo horizontal visible a través de una lente de 
infrarrojos. (Melgosa, 2011b: p.31) 
 
• IFOV (Campo de Visión Instantáneo): Medida de resolución geométrica de una 




De una forma gráfica sería lo siguiente: 
 
 
      Figura 6-1: Forma gráfica: Pixel, FOV, IFOV 
        Fuente: Melgosa, S. 2011 
 
 
1.10 Reglas para capturar una Imagen Térmica 
 
Existen cuatro reglas para capturar una imagen térmica según la Guía de Termografía 
Infrarroja: 
 
• Encuadre de la imagen:  Para medir un objeto se debe colocar la cámara en una 
posición en el que el objeto se encuentre de la forma más visible y en posición que 
otorgue mayor información a la cámara térmica. (Melgosa, 2011a: p.39)  
 
• Enfoque: El tomar una imagen de forma desenfocada puede mostrar medidas erróneas 
para ello se deben tener los equipos de la cámara en un buen estado manteniendo la 
pantalla limpia y la lente calibrada. (Melgosa, 2011b: p.39) 
 
• Ajuste del rango de temperatura: No todos los equipos trabajan a la misma 
temperatura así que, si existe la posibilidad de fijar los rangos mínimos y máximos a 
detectar de modo que la temperatura del objetivo se encuentre dentro de este rango. Si 
se establece un rango muy amplio dará como resultado una precisión menor en los 
niveles de medida. (Melgosa, 2011c: p.39) 
 
• Cuidado con las condiciones meteorológicas: La temperatura en un ambiente 
exterior, así como la hora en la que se realiza una inspección termográfica podría dar 
como resultado un cambio en los datos obtenido de un día a otro, para evitar estos 
problemas se debe elegir un momento adecuado para ya las condiciones climáticas es 
un factor que se debe tomar en cuenta. (Melgosa, 2011d: p.39) 
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La visión artificial es una rama de la Inteligencia Artificial, consiste en captar imágenes en 
línea mediante receptores con transferencia de carga CCD y su posterior tratamiento a través 
de técnicas de procesamiento avanzadas. (Santiago, 2007)  
 
1.11.2 Aplicaciones 
Existen diferentes aplicaciones en las que se puede aplicar visión artificial como se detalla en 
la tabla 1-1. 
 
Tabla 1-1: Aplicaciones de la Visión Artificial 
 
Inspección industrial y 
control de calidad 
• Verificación de etiquetado y códigos. 
• Inspección de soldaduras, circuitos impresos, motores. 
• Clasificación de piezas 
Vigilancia y seguridad • Control de accesos. 
• Control de abandonos. 
Identificación • Identificación biométrica: huellas, pisadas, firmas, iris. 
• Reconocimiento de caras, de gestos. 
Control • Reconocimiento de matrículas, peaje por volumen, 
control de flujo. 
• Sistemas de ayuda a la conducción. 
Operación de Robots • Industriales 
• Vehículos autónomos 
Análisis de imágenes • Satélite 
Aplicaciones militares • Detección de objetivos 
• Guiado balístico 




1.11.3 Niveles de la visión artificial 
 
Según (Valencia & Brito, 2015, p.22-23) los niveles de la visión artificial son:  
 
• Nivel Bajo: se trabaja directamente con los puntos (pixeles) para extraer propiedades 
como el gradiente, profundidad, textura, color, etc. 
 
• Nivel Intermedio: agrupa los elementos obtenidos en el nivel bajo para obtener bordes, 
líneas, regiones, generalmente con el propósito de segmentar la imagen.  
 
• Nivel Alto: orientado al proceso de interpretación de los entes obtenidos en los niveles 
inferiores y se utilizan modelos o conocimiento a prioridad del problema. 
 
 
1.11.4 Etapas de un sistema de visión artificial 
 
En la figura 7-1 se detallan las etapas de un sistema de visión artificial donde en muchas 
ocasiones es necesario una retroalimentación entre las fases:  
 
 
           Figura 7-1: Etapas de un Sistema de Visión Artificial 
              Fuente: Maldonado, L. 2018 
 
 
• Captura: En la etapa de captura se obtiene una adquisición digital de imágenes mediante 
la utilización de un sensor. (Gómez and Domínguez, 2016a: p.5) 
 
• Preprocesado: En la etapa de preprocesado elimina las partes que no son útiles y/o realza 
lo más significativo de cada imagen. (Gómez and Domínguez, 2016b: p.5) 
 
• Segmentación: Esta etapa consiste en dividir una imagen digital en regiones iguales con 




• Reconocimiento: Nos permite distinguir los diferentes objetos segmentados en función 
de sus características. (Gómez and Domínguez, 2016d: p.5) 
 
1.11.5 Componentes de un sistema de visión artificial 
La figura 8-1 muestra los componentes de un sistema de visión artificial los mismos que se 
detallan a continuación: 
 
 
                     Figura 8-1: Componentes de un Sistema de Visión Artificial 
                          Fuente: https://bit.ly/2AEZ0ee 
 
 
• Iluminación: Según su aplicación se utiliza en la Visión Artificial para controlar la 
forma en que la cámara ve el objeto. 
 
• Cámara: Su función es capturar la imagen proyectada a través del sensor para poder 
transferirla a un sistema electrónico. 
 
• CPU: Su función no solo es recoger las imágenes guardadas en la tarjeta de 
adquisición y mostrarlas en una pantalla mediante una interfaz, también de procesarlas 
para llevar a cabo su cometido según el algoritmo de procesado. 
 
• Actuadores Externos: Éstos se sincronizan con el proceso, para adquirir la imagen 












Raspberry Pi es un mini ordenador de pequeño tamaño el cual consume pocos recursos para 
su funcionamiento, por lo general éste trabaja con sistemas operativos basados en Linux y 
también incorpora funciones de electrónica como pines GPIO (General Purpose Input/Output), 
de comunicación como UART (Universal Asynchronous Receiver-Transmitter), SPI (Serial 
Peripheral Interface), I²C (Inter-Integrated Circuit). Todas estas funciones lo hacen ideal para 
poder usarlo en proyectos de electrónica interactuando con sensores y actuadores que se van a 
utilizar. (Llamas, 2017) 
 
 
          Figura 9-1: Partes de una Raspberry Pi 
            Fuente: https://bit.ly/2yKoa9Z 
 
Existen varios modelos de Raspberry Pi, para el dispositivo se va a utilizar una Raspberry Pi 
3 modelo B, su procesador, memoria RAM y otras características hacen a este mini ordenador 




Las características de la Raspberry Pi 3B se detallan a continuación: 
 
Tabla 2-1: Características de la Raspberry Pi 3B 
 
Procesador • Chipset Broadcom BCM2387. 
• 1,2 GHz de cuatro núcleos ARM Cortex-A53 
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GPU • Dual Core VideoCore IV ® Multimedia Co-procesador. 
Proporciona Open GL ES 2.0, OpenVG acelerado por hardware, y 
1080p30 H.264 de alto perfil de decodificación. 
• Capaz de 1 Gpixel / s, 1.5Gtexel / s o 24 GFLOPs con el filtrado 
de texturas y la infraestructura DMA 
RAM 
 
• 1GB LPDDR2 
Conectividad 
 
• Ethernet socket Ethernet 10/100 BaseT 
• 802.11 b / g / n LAN inalámbrica y Bluetooth 4.1 (Classic 
Bluetooth y LE) 
• Salida de vídeo 
o HDMI rev 1.3 y 1.4 
o RCA compuesto (PAL y NTSC) 
• Salida de audio 
o jack de 3,5 mm de salida de audio, HDMI 
o USB 4 x Conector USB 2.0 
• Conector GPIO 
o 40-clavijas de 2,54 mm (100 milésimas de pulgada) de 
expansión: 2x20 tira 
o Proporcionar 27 pines GPIO, así como 3,3 V, +5 V y 
GND líneas de suministro 
• Conector de la cámara de 15 pines cámara MIPI interfaz en serie 
(CSI-2) 
• Pantalla de visualización Conector de la interfaz de serie (DSI) 
Conector de 15 vías plana flex cable con dos carriles de datos y un 
carril de reloj 
• Ranura de tarjeta de memoria Empuje / tire Micro SDIO 




1.12.3 Distribución de Pines 
 
Los pines de la Raspberry Pi 3B se dividen en pines de alimentación, pines de propósito 




          Figura 10-1: Pines de la Raspberry Pi 3B 
   Fuente: https://bit.ly/2ADNOyw 
 
 
• Los pines de alimentación proporcionan los niveles de voltaje de 5V, 3.3V y GND estos 
pines a diferencia del resto pueden proporcionar corrientes de hasta 200mA. (Valencia & 
Brito, 2015a: p.47) 
 
• Los pines de propósito general son pines cuyo hardware está dedicado para control y 
señalización ON-OFF y salidas PWM por software. (Valencia & Brito, 2015b: p.47) 
 
• Los pines de interfaz digital se dividen en pines de comunicación I²C, SPI, Serial UART, 






1.12.4 Cámaras Compatible con Raspberry Pi 
 
Existen varias cámaras que son compatibles con la Raspberry Pi, para el dispositivo se van a 
utilizar dos tipos de cámaras la Camera Board V2 y la cámara Radiométrica FLIR Lepton 2.5 
ya sus características que se detallan a continuación las hacen ideales para el dispositivo. 
 
• Cámara Raspberry Pi Camera Board V2: Esta cámara ideal para usar en la 
Raspberry mediante el bus CSI diseñado particularmente para la interfaz de la cámara 




                   Figura 11-1: Pi Camera Board V2 
                       Fuente: https://bit.ly/2Ofo8Mc 
 
 
Tabla 3-1: Características Cámara Raspberry Pi Camera Board V2 
 
Sensor de imagen Sensibilidad térmica <50 mK 
Resolución 8 megapíxeles 
Resolución de imagen fija 3280 x 2464 
Velocidad máxima de transferencia de 
imágenes 
1080p: 30 fps (codificar y decodificar) 
720p: 60 fps 
Conexión a Raspberry Pi Cable plano de 15 pines, a la interfaz serie de la 
cámara MIPI de 15 pines dedicada (CSI-2). 
Funciones de control de imagen Control de exposición automático 
Balance de blancos automático 
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Filtro de banda automático 
Detección de luminancia automática de 50/60 Hz 
Calibración automática del nivel de negro 
Rango de temperatura Funcionamiento: -20º a 60º 
Imagen estable: -20º a 60º 
Tamaño de la lente 1/4” 




• Cámara Radiométrica FLIR Lepton: Es una cámara de infrarrojos de onda larga 
(LWIR) completo, diseñado para interactuar fácilmente con interfaces nativas de 
dispositivos móviles y otros dispositivos electrónicos de consumo. La cámara se puede 




    Figura 12-1: Cámara Radiométrica FLIR Lepton 2.5,  
Breakout Board v1.4 
     Fuente: https://bit.ly/2qldR7P 
 
 
Tabla 4-1: Características Cámara Radiométrica FLIR Lepton 2.5 
 
Visión de conjunto 
Tecnología de sensores Microbolómetro VOx no refrigerado 
Rango espectral Infrarrojo de onda larga, 8 μm a 14 μm 
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Formato de matriz 80 × 60, escaneo progresivo 
Tamaño de píxel 17 μm 
Velocidad de fotogramas efectiva 8,6 Hz (aplicación comercial 
exportable) 
Sensibilidad térmica <50 mK (0.050 ° C) 
Compensación de temperatura Automático. Imagen de salida 
independiente de la temperatura de la 
cámara. 
Rango dinámico de escena 0˚ a 120˚C 
Precisión radiométrica N / A 
FOV - horizontal 51 ° 
FOV - diagonal 63.5 ° 
Formato de salida Seleccionable por el usuario de 14 bits, 
8 bits (AGC aplicado) o 24 bits RGB 
(AGC y color aplicada) 
Protección solar Integral 
Eléctricas 
Reloj de entrada Niveles de tensión IOS CMOS de 25 
MHz nominales 
Interfaz de datos de video Video sobre SPI 
Puerto de control CCI (I2C-like), CMOS IO Voltage 
Levels 
Voltaje de suministro de entrada 
(nominal) 
2.8 V, 1.2 V, 2.5 V a 3.1 V IO 
Disipación de potencia (Típico, Ta) (Típico, Ta) 150 mW (funcionamiento), 
650 mW (durante el evento del 




Dimensiones del paquete: versión 
de socket (w x l x h) 
10.5 x 11.7 x 6.4 mm 
Peso 0.9 gramos 
Ambiental  
Rango de temperatura para un 
óptimo funcionamiento 
-10 ° C a +65 ° C 
Rango de temperatura no operativo -40 ° C a +80 ° C 




1.12.5 Dispositivos de Almacenamiento compatible con Raspberry Pi 
  
Debido a los puertos que posee la Raspberry Pi es compatible con diversos dispositivos de 
almacenamiento, para el proyecto se escogió la tarjeta MicroSD ya que cuenta con una ranura 
dedicada a la misma y es apropiada para las necesidades del dispositivo.  
 
 
         Figura 13-1: Tarjeta MicroSD 
           Fuente: https://bit.ly/2Jumzcz 
 
 







Tabla 5-1: Tipos de Tarjetas SD según su clase 
 
CLASE VELOCIDAD MIN. APLICACIONES 
Clase 2 2 MB/s Fotos y grabar vídeos 
Clase 4 4 MB/s Grabar vídeo de alta definición HD  
Clase 6 6 MB/s Grabar vídeo de alta definición HD 
Clase 10 10 MB/s Grabar video Full HD y tomar fotos 
HD posee un bus de alta velocidad 
UHS Clase 1 (U1) 10 MB/s Graba en tiempo real y vídeos de alta 
definición posee un bus de Ultra 
Alta Velocidad 
UHS Clase 3 (U3) 30 MB/s Archivos de vídeo de resolución 4K 
posee un bus de Ultra Alta 
Velocidad 
  Fuente: http://tarjetasd.com/guia/ 
 
 
1.12.6 Pantalla y teclado compatible con Raspberry Pi 
 
La Raspberry Pi cuenta con varios puertos de entrada como USB, HDMI y GPIO de modo que 
cualquier pantalla que cuente con uno de estos tres tipos de puertos de salida se pueden utilizar, 
igualmente para el teclado hoy en día la mayoría de estos poseen una alimentación USB. Para 
el dispositivo se va utilizar una pantalla HDMI de 5 pulgadas ya que su tamaño es apropiado 
para conectarlo a la Raspberry y poder utilizarlo de forma portátil. 
 
 
           Figura 14-1: Pantalla para Raspberry 
             Fuente: https://bit.ly/2P0b4zJ 
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Los buzzers son transductores electroacústicos, es decir, dispositivos que convierten señales 
eléctricas en sonido. Existen dos tipos de buzzers los pasivos los cuales es necesario 
proporcionar una señal eléctrica para conseguir el sonido deseado y los activos disponen de 




       Figura 15-1: Tipos de Buzzer 
        Fuente: https://bit.ly/2zjdY7V 
 
 






Python es un software abierto que está dedicado a la programación orientada a objetos, es una 
herramienta simple y versátil ya que nos provee de rapidez al momento de desarrollar 
aplicaciones. Es un lenguaje scripting desarrollado para hacer cualquier tipo de programa, este 
viene a ser un lenguaje interpretado esto quiere decir que no necesariamente debe ser 




El lenguaje de programación Python presenta algunas características como se muestra en la 




           Figura 16-1: Características de Python 
              Fuente: https://bit.ly/2DcgMrX 
 
 
• Propósito general: Es un lenguaje de programación que permite crear cualquier tipo de 
programas este no está orientado solo a la web. (Valencia & Brito, 2015a: p.38) 
 
• Multiplataforma: Está desarrollado para sistemas informáticos diferentes siempre y 
cuando tenga un intérprete programado. (Valencia & Brito, 2015b: p.38) 
 
• Interpretado: Python brinda la posibilidad de no compilar el código antes de ejecutarlo. 
(Valencia & Brito, 2015c: p.38) 
 
• Interactivo: Cada sentencia se ejecuta y produce un resultado que puede ser visto por el 
programador ayudando a probar los resultados del código por porciones. (Valencia & 
Brito, 2015d: p.38) 
 
• Orientado a Objetos: Python facilita crear programas con componentes reutilizables. 
(Valencia & Brito, 2015e: p.38) 
 
• Funciones y librerías: Posee una variedad de librerías que se puede utilizar en los 
programas para tratar cosas puntuales y funciones específicamente para el manejo de 











Qt es un conjunto de librerías o bibliotecas que se caracterizan por ser independientes de la 
plataforma donde se ejecutan y que permiten generar interfaces gráficas (GUIs) de forma 
rápida y sencilla para muchos sistemas operativos incluyendo sistemas embebidos como 
Raspberry Pi o Beable Board. Dispone de un entorno de desarrollo integrado (IDE) de software 
libre y multiplataforma llamado Qt Creator. 
 
 
               Figura 17-1: Entorno de Programación Qt 




Entre sus características destacan: 
• Posee un avanzado editor de código C++. 
• Aporta un GUI integrado y un diseñador de formularios. 
• Herramientas para la administración de proyectos. 
• Ayuda sensible al contexto. 
• Contiene un depurador visual 











2. MARCO METODOLÓGICO 
 
2.1 Componentes del Dispositivo 
 
La selección de los componentes del dispositivo se realizó en base al método tecnológico para 
validar los resultados de un proceso de creación de un dispositivo tecnológico. Este proceso 
está compuesto de etapas secuenciales: Necesidad, Análisis, Diseño, Prototipo, Evaluación, 
Memoria Técnica y Construcción, las mismas facilitan la obtención de resultados y adaptarlo 
a los requerimientos iniciales del proyecto. 
 
Para el diseño e implementación del dispositivo se establecen especificaciones para el software 




Figura 1-2: Componentes del Dispositivo 
Realizado por: Maldonado, L. 2018 
 
 
• Pantalla: Por medio de ésta se tendrá acceso a la interfaz gráfica en donde se 
selecciona la función que se desea según la necesidad del usuario. 
 
• CPU: Ejecuta el algoritmo escogido por el usuario en la interfaz gráfica y controla los 
periféricos de entrada y salida. Previo al diseño del algoritmo se instala el sistema 
operativo herramientas y programas necesarios para su ejecución. 
 
• Cámara: En una base se colocará la cámara para capturar la imagen del objetivo 
según la fuente de luz a la que este expuesto. La comunicación entre las cámaras y la 
Raspberry será I²C para obtener y configurar el registro de comando, control y SPI 
para capturar imágenes. 
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• Actuador: Según la función seleccionada por la interfaz gráfica se establece su 
funcionamiento dependiendo de la programación. 
 
• Fuente de Luz: La iluminación es un factor importante ya que de ésta dependerá el 
nivel de radiación a la que estará expuesto el objetivo y así poder registrar los datos 
de cada pixel y así obtener una imagen de alta calidad.  
 
2.2 Selección del Hardware 
 
Existen cámaras termográficas disponibles en el mercado, pero su alto precio no permite que 
esté al alcance de todos los usuarios, por eso, este dispositivo tratará de emular una. Para la 
cual se necesita utilizar equipos y materiales de menor tamaño posible que sean de fácil acceso 
y que no sobrepasen el precio de una cámara térmica existente en el mercado. El dispositivo 
no tiene una aplicación especifica así que se dejará abierto el tema acerca del objetivo a 
detectar. 
 
• Pantalla: Se utilizará una pantalla táctil de 5” como se muestra en la figura 2-2 pero, 
en el diseño del algoritmo y la interfaz gráfica se utilizará una pantalla de 14” y un 
teclado USB para tener una mejor comodidad al momento de ingresar la información 
y la visualización de los mismos. 
 
 




• Computadora: Se usará una Raspberry Pi 3 Modelo B donde se instalará el sistema 
operativo, se desarrollará el algoritmo y diseñará la interfaz gráfica para controlar los 
datos de entrada y salida. Sus características, como se muestran en la tabla 2-1 lo hacen 




       Figura 3-2: Raspberry Pi 3 Modelo B 
         Fuente: https://bit.ly/2PvXNOM 
 
 
• Cámaras: Para el dispositivo se van a utilizar dos tipos de cámaras, la Camera Board 
V2 y la cámara Radiométrica FLIR Lepton 2.5 como se mencionó anteriormente. 
 
• Módulo Buzzer: Se va a utilizar un buzzer activo ya que posee un circuito integrado 
que permite emitir un sonido sólo con activar el pin de señal, el propósito será alertar 
al usuario cuando los sensores de la cámara térmica FLIR Lepton 2.5 lleguen a los 
límites de su sensibilidad. 
 
 
                  Figura 4-2: Módulo Buzzer Activo 
              Fuente: https://bit.ly/2SD1DEz 
 
 
2.3 Selección del Software 
 
El algoritmo se va a diseñar con el entorno de programación Qt, mediante el uso de librerías 
propias del programa se puede diseñar la interfaz gráfica para el dispositivo. Entre estas 
librerías esta leptonSDKEmb32PUB el cual está dedicado a procesos que puede realizar la 




2.4 Desarrollo del Algoritmo 
 
2.4.1 Instalación del Software necesario en la Raspberry Pi 
 
2.4.1.1 Instalación del Sistema Operativo 
 
Existen varios sistemas operativos compatibles con la Raspberry Pi, pero se va utilizar 
Raspbian, un sistema operativo basado en Linux ya que este sistema ocupa menos recursos y 
es óptimo para el modelo de la Raspberry Pi. 
 
Una vez que se descarga la imagen ISO del Sistema Operativo mediante el programa Etcher 
permite escribir una imagen de disco sin formato en un dispositivo extraíble en el cual se 
instalará el sistema en la Tarjeta Micro-SD desde la computadora.  
 




        Figura 5-2: Instalación del S.O. Raspbian 
        Realizado por: Maldonado, L. 2018 
 
 
Al iniciar el sistema operativo en la Raspberry Pi es necesario realizar algunas configuraciones 
como el idioma, región, teclado y habilitar el uso de la cámara Board V2 e interfaces que 
permiten la comunicación entre la cámara Radiométrica FLIR Lepton 2.5 y los puertos de la 
Raspberry Pi. Para ello se puede acceder a la configuración ingresando el comando “sudo 





     Figura 6-2: Iniciando Raspbian 




      Figura 7-2: Configurando Raspbian 
                   Realizado por: Maldonado, L. 2018 
 
 
2.4.2 Consideraciones para el diseño del dispositivo 
 
2.4.2.1 Área de Trabajo 
 
El dispositivo se puede utilizar en áreas domesticas e industriales mientras que la temperatura 
ambiente de trabajo se encuentra entre los -10° y 65°C, en este rango las cámaras pueden 
trabajar conjuntamente. 
 
2.4.2.2 Objetivos a Detectar 
 
El dispositivo es capaz de detectar cualquier objetivo en la escena siempre y cuando la fuente 
de radiación a detectar este dentro de los límites de temperatura de la cámara infrarroja es decir 
entre -10° y 180°C   
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2.4.2.3 Variables de Entrada 
 
Para el dispositivo existen dos variables de entrada para que sean procesadas por el algoritmo: 
 
Luminosidad: En cada pixel de la cámara Board V2 detectará una señal de luz que se 
convertirá en una señal eléctrica. 
 
Radiación Infrarroja: En cada pixel de la cámara FLIR Lepton 2.5 se detectará una señal de 
radiación infrarroja que se convertirá en una señal eléctrica. 
 
4.1.2.4 Variables de Salida 
 
Los datos obtenidos a través de la señal registrada por la cámara Board V2, los datos de 
radiación térmica obtenidos por la cámara Flir Lepton 2.5 y la señal que activa el m+odulo 
buzzer. 
 
4.1.2.4 Funciones de la Interfaz 
 
Antes de Diseñar el código primero se establece las funciones que tendrá la interfaz: 
 
1. Un display en donde se pueda visualizar la imagen del objetivo en la escena.  
 
2. Un botón que permita guardar la imagen térmica del objetivo en la escena. 
 
3. Un botón que permita corregir el campo plano ya que según las condiciones 
ambientales a la que está expuesto el objetivo, es necesario actualizar el campo de 
visión y corregir ciertas perturbaciones. 
 
4. Un display en donde se muestre la temperatura de la Matriz de Campo Focal (FPA) 
de la cámara. 
 
5. Un display en donde se muestra la temperatura de la cámara.  
 
6. Un display en donde se muestra la temperatura máxima de la escena.  
 





   Figura 8-2: Diseño de la Interfaz Gráfica 
                              Realizado por: Maldonado, L. 2018 
 
 
2.4.3 Diseño de la Interfaz Gráfica 
 
Para empezar a trabajar con Qt se necesita dos prerrequisitos: saber programar en C++ y 
conocer la técnica de programación orientada a objetos. 
 
Para usar Qt en la Raspberry Pi es necesario descargar desde la terminal ingresando los 
siguientes comandos: 
 
▪ sudo apt-get update 
▪ sudo apt-get upgrade 
▪ sudo apt-get install g++ 
▪ sudo apt-get install qt4-dev-tools 
▪ sudo apt-get install qtcreator 
 
Después se reinicia el sistema y Qt Creator se puede abrir desde la sección de programación 
la versión qt4 para su configuración. 
  
 
                                     Figura 9-2: Ejecutando Qt Creator 
                                             Realizado por: Maldonado, L. 2018 
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 Qt permite crear fácilmente interfaces gráficas por el método de arrastrar y soltar componentes 
como botones, labels, texbox, etc. Además, permite la depuración visual de los programas por 
medio de la simulación del programa paso a paso y al utilizar C++ como lenguaje de 
programación se puede acceder directamente a los puertos de la Raspberry Pi a través de 
librerías.  
 
Para comenzar se inicia un nuevo proyecto con el nombre “Lepton” en donde se crean cuatro 
tipos de archivos con el nombre del proyecto por defecto: 
 
• Lepton.pro: Un archivo en donde se especifican los formularios, clases y librerías que 
se van a utilizar en este proyecto. Por defecto se añade la librería del núcleo de Qt 
mediante la notación “+=” seguido de la librería a añadir si se trabaja con librerías 
externa como en este caso se deben añadir en este archivo para que no acurran errores 
al momento de compilar el proyecto. 
 
• Lepton.h:  Son archivos de cabecera que contienen elementos específicos de funciones 
y variables del proyecto que deben procesar, estos archivos se almacenan en una 
carpeta llamada “Sources”. 
 
• Lepton.cpp: Son archivos fuente que sirven para compilar en el proyecto, aquí se 
elaboran las funciones y procesos que se van a llamar desde los archivos cabecera, 
estos archivos se almacenan en una carpeta llamada “Headers”. 
 
• Lepton.ui: Este archivo está ubicada dentro de una carpeta llamada “Forms”, es aquí 
en donde se definen los componentes de la GUI, no es necesario manipular este código 
ya que la herramienta Qt Designer se encarga de ello automáticamente. A 
continuación, se detallan los elementos que se utilizaron para diseñar la GUI como se 
muestra en la figura 2-11: 
 
▪ La GUI se compone de un Witget en donde se muestra la imagen térmica del 
objetivo dentro de la escena. 
 
▪ Un Frame que contiene un PushButtom que, al momento de ser presionado 




▪ Un Frame que contiene un PushButtom que, al momento de ser presionado 
pueda corregir y actualizar el FFC. 
 
▪ Un Frame con el nombre “Temp. Camara” que contiene un GroupBox con un 
conjunto de Labels y dos PlainTextEdit que van a mostrar los valores de la 
Temperatura de la Cámara y la temperatura de la FPA. 
 
▪ Un Frame con el nombre “Temp. Escena” que contiene un GroupBox con un 
conjunto de Labels y dos PlainTextEdit que van a mostrar los valores de 
temperatura máxima y mínima detectada en la escena.  
 
Todos estos componentes estarán en un Widget principal con un tamaño definido de 
modo que no se pueda expandir la ventana del mismo sin que se alteren la posición de 
sus elementos los cuales se van a enlazar con los archivos de cabecera y fuente para 
que cada elemento pueda mostrar los procesos a los que fueron asignados.    
 
 
Figura 10-2: Diseño de la GUI en Qt Creator 
             Realizado por: Maldonado, L. 2018 
 
 
2.4.4 Diseño de Códigos de los Entornos de Programación 
 
2.4.4.1 Diseño del Algoritmo 
 
Una vez establecidos los elementos que va a contener la interfaz se procede a realizar el 





• Lectura de Datos: En esta etapa mientras el puerto SPI este habilitado se procederá 
a leer los datos del puerto I²C para su procesamiento correspondiente. 
 
• Procesamiento de Datos: Cada dato toma un valor de tipo UNIT16 según su fila y 
columna en donde se almacenan en un vector, mientras estos datos se almacenan se 
comparan para obtener el valor máximo y mínimo de temperatura y se calculan los 
valores de cada pixel para el formato de la imagen en RGB de modo que pueda formar 
la imagen de la escena. 
   
• Visualización de la Imagen y Variables: Se observa la imagen del objetivo con los 
valores de temperatura tanto de la cámara como de la escena.  
 
• Corregir FFC: Se corrige el campo plano de la escena si no es necesario sigue a la 
siguiente etapa.  
 
• Guardar: Se almacena la imagen en formato JPG si no, sigue a la siguiente etapa. 
 






Figura 11-2: Diagrama de flujo base para los algoritmos 
                 Realizado por: Maldonado, L. 2018 
 
 
2.4.4.1 Desarrollo del Código para el Algoritmo 
 
Con el diagrama de flujo definido se puede desarrollar el código en los archivos fuente y de 
cabecera del proyecto. La cámara radiométrica Flir Lepton 2.5 cuenta con un archivo que 
permite crear aplicaciones con el uso de su librería este se puede descargar del siguiente enlace 






Los fabricantes que desarrollaron la cámara Flir Lepton 2.5 crearon una librería para utilizar 
comandos para poder comunicar la cámara con las interfaces I²C y SPI de la Raspberry Pi. La 




Los archivos se descargan y colocan en una carpeta con el nombre “leptónSDKEmb32PUB”, 
se copian a la carpeta donde se creó el proyecto y se compila desde la terminal con el comando 
“make”. 
 
Para utilizar buzzer en Qt Creator es necesario descargar una librería llamada “wiringPi” la 
cual se puede descargar desde la terminal con los siguientes comandos: 
 
▪ sudo apt-get install git-core  
▪ git clone git://git.drogon.net/wiringPi 
▪ cd wiringPi 
▪ ./build 
 
Esta librería nos permite habilitar los puertos GPIO de la Raspberry Pi y manipularlos como 
salida para alguna señal.  
 
Previo a la declaración de las librerías externas que se van utilizar en el archivo “Lepton.pro” 
se desarrolló del algoritmo del dispositivo se crearon nuevos archivos fuente y de cabecera los 
cuales se detallan a continuación: 
 
• SPI: Habilita la Interfaz Serial Periférica donde se establece principalmente el modo, 
el número de bit por palabra y la velocidad de lectura de datos. En el proyecto se eligió 
el modo 3 el cual inhabilita el reloj o pin CKL en un nivel alto y envía un 0 para que 
habilite la interfaz SPI y la deshabilite cuando envíe un 1 con una lectura de 8 bits por 
palabra a una velocidad de 10MHz es decir 1µS por bit. Adicionalmente se crearon 
varias funciones que muestran un mensaje de alerta si se presenta algún error. 
     
• Lepton_I2C: Ya que para comunicarse con la cámara Flir Lepton requiere la apertura 
de un puerto de comunicación compatible se elabora un código que permita realizar 
la apertura del puerto donde se especifica la interfaz, velocidad en baudios deseada y 
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devuelve un descriptor de puerto para usar con todas las demás API de la librería SDK. 
Las funciones que permiten leer la temperatura de la cámara y la temperatura de la 
matriz de campo focal (FPA) se crean para ejecutarlas más adelante en la GUI. 
 
• La cámara Flir Lepton posee algunas funciones que vienen habilitadas por defecto 
como la radiometría, el control automático de ganancia (AGC). 
 
•  El algoritmo AGC convierte la imagen térmica de resolución completa (14 bits) en 
una imagen mejorada en contraste adecuada para la visualización es una función de 
mapeo no lineal basada en histograma. 
 
• Adicionalmente se creó una función que permita normalizar la imagen térmica 
mediante la corrección del campo plano (FFC). Este proceso es necesario, para tener 
una cierta independencia de las propiedades de la imagen, como lo son el brillo y el 
contraste. La ecuación para este proceso se muestra continuación:  
 
𝑁(𝑥, 𝑦) =
(𝑁° 𝑁𝑖𝑣𝑒𝑙𝑒𝑠 − 1 )
(max(𝐼) − min (𝐼))
∗ (𝐼(𝑥, 𝑦) − min (𝐼)) 
 
              Donde: 
I(x,y):  Nivel de color de la imagen en la coordenada (x,y). 
min(I), max(I): Mínimo y máximo nivel de color en la imagen respectivamente. 
N(x,y): Nivel de color de la imagen normalizada en la coordenada (x,y). 
 
Estas variables serán especificadas más adelante para poder llamar la función. 
 
• LeptonThread: Este archivo fuente contiene el algoritmo principal del proyecto ya 
que aquí se construye la imagen y se establece el formato para ello, se habilita el puerto 
SPI, se leen datos obtenidos por la interfaz I²C para que se puedan almacenar en una 
matriz digital de 80x60. Para realizar una nueva lectura datos se debe establecer un 
tiempo de espera el cual es de 750 ms. 
 
• Estos datos se modifican de tal manera que se puedan comparar con los valores 
máximos y mínimos definidos asignando un valor por cada pixel y se almacenan junto 
con otras variables para realizar el proceso de normalización de la imagen. Existen 
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diferentes técnicas para representar una imagen digital para este proyecto se eligió 
procedimiento para generar una imagen de tipo RGB en donde cada pixel consta de 
tres valores (Rojo, Verde y Azul). Mientras se almacena los datos se comparan entre 
sí para determinar el valor máximo y mínimo de temperatura detectada en la escena, 
además, estos valores se usarán para activar el módulo buzzer según su programación. 
Adicionalmente se crearon las funciones para guardar la imagen y ejecutar las 
funciones que se crearon el archivo fuente “Lepton_I2C”. 
    
• MyLabel: Posee una función que crea el espacio para que la imagen generada por el 
archivo fuente “LeptonThread” pueda observarse en la pantalla de la GUI y se 
actualiza cada vez que la matriz de 80x60 genera una nueva imagen. 
 
• Lepton: En este archivo se llaman las funciones y variables que se crearon en los 
archivos anteriores para que interactúen con los elementos que se diseñaron en la 
interfaz gráfica. 
 
El uso de los comandos de las librerías junto con los códigos programación en lenguaje en 
C++ de los archivos fuente y cabecera permiten visualizar los datos de las variables en la 
consola para que después se puedan enlazar con la GUI. 
 
 
Figura 12-2: Archivos fuente y cabecera del proyecto 







2.5 Implementación del Dispositivo 
 
Una vez habilitada la cámara y las interfaces I²C y SPI se conecta el módulo de la cámara Flir 
Lepton 2.5 con los pines de la Raspberry Pi 3B para su comunicación como se muestran en la 
tabla 1-2 y figura 13-2 a continuación: 
 
Tabla 1-2: Conexión Cámara Flir Lepton a Raspberry 
 
Pin Cámara  Pin Raspberry Nombre Pin 
CS 24 CE0 
MOSI 19 MOSI 
MISO 21 MISO 
CLK 23 CLK 
GND 6 GND 
VIN 1 3V3 
SDA 3 SDA 
SCL 5 SCL 




Figura 13-2: Conexión Cámara Flir Lepton 
        Realizado por: Maldonado, L. 2018 
 
 





Figura 14-2: Conexión Cámara Board V2 
         Realizado por: Maldonado, L. 2018 
 
 
Los pines del módulo buzzer se conectan en los pines que se van a configurar en el archivo 
fuente “LeptonThread” como se muestra en la tabla 2-2 y figura 15-2. 
 
Tabla 2-2: Conexión Módulo Buzzer a Raspberry 
 
Pin M. Buzzer  Pin Raspberry Nombre Pin 
VCC 2 5V 
GND 34 GND 
SIGNAL 32 GPIO 12 




Figura 15-2: Conexión del módulo buzzer 
        Realizado por: Maldonado, L. 2018 
 
 
Se conecta la pantalla HDMI de 5”, la cual para utilizarla con la Raspberry se debe instalar 
previamente los drivers e ingresar algunos comandos en el siguiente orden a través de la 
terminal. 
 
• git clone https://github.com/goodtft/LCD-show.git 
• chmod -R 755 LCD-show 
• cd LCD-show/ 
• sudo ./LCD5-show 
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Una vez ingresado los comandos a la Raspberry se reinicia y configura para utilizarlo como 
dispositivo de salida. 
 
 
                                     Figura 16-2: Conexión de Pantalla HDMI de 5” 
                                             Realizado por: Maldonado, L. 2018 
 
 
Debido a que la cámara Flir Lepton utiliza algunos puertos de la Raspberry la función táctil de 
la pantalla no se puede utilizar de modo que se debe utilizar un mouse inalámbrico como 
dispositivo de entrada. 
 
Para la alimentación de la Raspberry y la Pantalla se utiliza un cargador de 5V a 2.5A 
conectada a un módulo de carga que alimenta una batería para que se pueda usar el dispositivo 
ya sea de forma fija o portátil. 
 
 













3. PRUEBAS Y RESULTADOS  
 
3.1 Pruebas de envío y adquisición de datos 
 
3.1.1 Interfaz I²C 
 
Para comprobar que los datos son adquiridos por la interfaz I²C es necesario instalar una 
herramienta que ayudara a depurar el bus ingresado desde la terminal el comando “sudo apt-
get install i2c-tools”. Después de reiniciar el sistema se abre nuevamente la terminal y se 
ingresa el comando “sudo i2cdetect -y 1” para comprobar la comunicación entre la interfaz 
I²C y la Raspberry Pi 
 
 
Figura 1-3: Lectura Interfaz I²C 
Realizado por: Maldonado, L. 2018 
 
 
3.1.2 Puertos GPIO 
 
Para poder utilizar el módulo buzzer se debe descargar la librería “wiringPi” la misma que se 
declara en el archivo “Lepton.pro”, dentro de la función para crear la imagen térmica del 
objetivo se incluye un pequeño código definiendo el pin 32 o GPIO 12 de la Raspberry Pi 
como salida para que active el módulo buzzer. La activación se dará cuando en la escena se 
detecten niveles que esten por encima de los límites de temperatura de la cámara infrarroja es 
decir menor de -10°C y mayor de 180°C.  Para comprobar que se realizó la configuración del 
pin de salida ingresando el comando “gpio readall” como se muestra en la imagen en la figura 




   Figura 2-3: Lectura de pines de la Raspberry Pi 
   Realizado por: Maldonado, L. 2018 
 
 
3.2 Ajustes de las Variables 
 
A traves de la interfaz I²C la camara envia valores enteros comprendidos en 0 y 65535, éstos 
se guardan en una variable llamada “value” para compararlas con las variables “maxValue” y 
“minValue”  para obtener los valores máximos y mínimos de temperatura en la escena. Con 
una lectura de 1036 valores almacenados adjuntos en el Anexo H se establecieron sus límites 
de modo que se puedan obtener datos que esten dentro del rango de detección de la cámara 
térmica  como se muestra en la tabla 1-3. 
 
Tabla 1-3: Valores Máximo y Mínimo Detectados 
 
Valor Máximo Detectado 45464 
Valor Mínimo Detectado 26300 
Num. Valores Almacenados 1036 
Realizado por: Maldonado, L. 2018 
 
 
Ya que estos valores se expresan en Kelvin en una escala por 100 se deben transformar  de tal 
forma que se muestren los valores en grados Celsius en la consola para depués enlazarlos con 
la GUI. Para ello, se utilizaron las siguientes ecuaciones respectivamente: 
 
𝑥 = (𝑚𝑎𝑥𝑉𝑎𝑙𝑢𝑒 ∗ 0.01) − 273 





x: es el valor de la Teperatura Máxima 
y: es el valor de la Temperatura Mínima 
maxValue: es el valor máximo detectado  
minValue: es el valor mínimo detectado 
 
Por medio de la librería SDK de la cámara se pueden obtener la temperatura de la Matriz Focal 
de Campo y la Cámara Térmica con las funciones que se crearon desde los archivos fuente y 
cabecera “Lepton_I2C” y se ejecutan desde la función los archivos fuente y cabecera 
“LepronThread” para que se pueda visualizar en la consola los valores en grados Celsius. Para 
la función que guarda la imagen térmica del objetivo se crearon las variables “i_width” y 
“i_eight” con los valores de 80 y 60 respectivamente de modo que al momento de almacenar 




3.3 Configuración de las Componentes 
 
Para enlazar los displays de temperatura y los botones diseñados en la GUI se les asignarán un 
nombre para identificarlos fácilmente como se muestra en la tabla 2-3. 
 
Tabla 2-3: Configuración de Componentes 
 
Componente  Nombre Función  
PlainTextEdit FPATemp Mostrar la temperatura de la FPA 
PlainTextEdit AuxTemp Mostrar la temperatura de la cámara 
PlainTextEdit Tmax Mostrar la temperatura máxima de la escena 
PlainTextEdit Tmin Mostrar la temperatura mínima de la escena 
PushButtom UpdateFFC Corregir y actualizar la imagen térmica 
PushButtom SaveButton Almacenar la imagen térmica 





Para el caso de los Label no es necesario asignar un nombre en particular ya que su función es 
mostrar una cadena de caracteres fijas. El mismo caso es para los Frames y GoupBox ya que 
éstos solo sirven para contener los PlainTextEdit y Label, a continuación, se muestra en la 
figura 3-3 la configuración de los componentes. 
 
 
                                       Figura 3-3: Configuración de Componentes 
                                                Realizado por: Maldonado, L. 2018 
 
 
3.4 Pruebas de Funcionamiento 
 
3.4.1 Prueba Inicial de Funcionamiento 
 
3.4.1.1 Visualización de la Imagen y Temperatura 
 
Con el arreglo de las variables  se ejecutó el algoritmo dando como resultado una imagen en 
la GUI, la visualización en la consola de la temperatura de la cámara FCC y la temperatura  
maxima y minima detectada en la escena como se muestra en la figura 4-3. Estas pruebas se 
realizaron con una pantalla externa de 14” y un teclado USB. 
 
 
Figura 4-3: Prueba Inicial del Algoritmo 




3.4.1.2 Almacenamiento de la Imagen 
 
Para almacenar la imagen de la escena se debe enlazar la función que se creó en los archivos 
fuente y cabecera “LeptonThread” con el botón “SaveButton”, esto se puede realizar mediante 
el uso los componentes “SIGNAL” el cual detecta un cambio de estado en alguna de las 
propiedades de un PushButton en este caso al hacer clic sobre el mismo y “SLOT” que es una 
función C++ que es llamada en respuesta a un “SIGNAL”, para que esto sea posible estos 
componentes se deben conectar con una función llamada “Object::connect( )”. A 
continuación, se muestra en la figura 5-3 el resultado del enlace. 
 
 
          Figura 5-3: Prueba Inicial del Algoritmo 
            Realizado por: Maldonado, L. 2018 
 
 
3.5 Errores en Lectura de Datos 
 
3.5.1 Visualización de las Variables 
 
Al momento de enlazar las variables con los displays que muestran los diferentes niveles de 
temperatura y con la existencia de un cambio en la temperatura máxima y mínima de la escena 
al igual que la temperatura de la cámara y de la FPA estos valores no se actualizaban en los 
displays, únicamente mostraba los primeros valores como se muestra en la figura 6-3. 
 
 
Figura 6-3: Error Visualización de las Variables 
                        Realizado por: Maldonado, L. 2018 
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3.5.2 Uso de la Pantalla HDMI  
 
Al probar el algoritmo con la pantalla HDMI de 5 pulgadas conectada a la Raspberry Pi se 
presentó un error, al instalar los controladores de la pantalla creó un conflicto con la cámara 
Flir Lepton. En el manual de usuario de la pantalla indicaba que si no se deseaba utilizar la 
función táctil sólo había que desconectarla de los pines de la Raspberry Pi y únicamente 
conectar el cable HDMI.  Para el dispositivo si bien la función táctil brindaba mayor 
comodidad al momento de manipular la GUI no se podía utilizar ya que usa algunos puertos e 
interfaces que utiliza la Cámara Flir Lepton y aunque no se conecte la pantalla a los pines de 
la Raspberry Pi el sistema negaba la comunicación de la Cámara debido a la configuración de 
los controladores de la pantalla. El mensaje de error aparece al ejecutar el algoritmo como se 
muestra en la figura 7-3. 
 
 
Figura 7-3: Error Visualización de las Variables 
                        Realizado por: Maldonado, L. 2018 
 
 
3.6 Corrección y Ajustes de Parámetros 
 
3.6.1 Pantalla  
 
Se consideró utilizar la pantalla de 5 pulgadas, pero debido a los errores que causaba en el 
algoritmo con la instalación de los controladores hubo la necesidad de reemplazarla de 5 
pulgadas por una de 7 pulgadas con una resolución de 800x400. Esta pantalla es de uso 
exclusivo para Raspberry Pi por lo que no necesita instalar algún controlador ya que éstos 
vienen instalados en el sistema operativo lo que garantiza una compatibilidad evitando 
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conflictos con los pines de la Raspberry Pi y permitiendo la comunicación con la cámara Flir 
Lepton por medio del algoritmo. Para su uso necesita dos conexiones una a través del puerto 
DSI y la otra con dos terminales para alimentar la placa controladora de la pantalla. 
 
 
            Figura 8-3: Pantalla oficial para Raspberry Pi 
               Fuente: https://bit.ly/2yILTHI 
 
 
3.6.2 Actualización de los Datos  
 
Para corregir el error de la actualización de los datos de temperatura se propuso desarrollar 
una función que utiliza parte del método de actualización de la imagen y la función 
“Object::connect( )”. En este caso para la componente “SIGNAL” no funciona con una acción 
si no que debe emitir un valor de tipo String al igual que la componente “SLOT”.  
 
Para utilizar las variables de temperatura se deben convertir sus datos y almacenarlos en 
nuevas variables que se podrán emitir como componentes “SIGNAL” después se deben 
declarar en el archivo de cabecera en donde se crearon las variables es decir el archivo 
“LeptonThread.ccp” como funciones de tipo String para en enlazarlo con los PlainTextEdit 
donde se visualizaran estos valores. Se realizo la prueba con una variable “tmax” la cual 
contiene los valores de “x” convertidos en una variable de tipo String para que se pueda emitir 
como función obteniendo el resultado esperado, después se aplicó el mismo procedimiento 







3.6.3 Escala y Datos de la Imagen 
 
La imagen que se almacena tiene una dimensión de 80x60 pixeles al momento de abrirla en el 
visor de imágenes se muestra de un tamaño que no se puede apreciar muy bien además de que 
no muestra ningún dato. Por eso se modificó el código de la función para que la imagen térmica 
sea almacenada a una escala 4 veces mayor a su tamaño real para que se pueda observar en el 
visor de imágenes mejorando su calidad con los datos de la temperatura máxima y mínima de 
la escena como se muestra en la figura 9-3. 
 
 
    Figura 9-3: Imagen Térmica 320x240 pixeles 
     Realizado por: Maldonado, L. 2018 
 
 
3.6.4 Recursos Adicionales 
 
Hasta ahora la GUI presenta las funciones que se establecieron con anterioridad, para que el 
usuario pueda comprender de mejor manera los datos de la imagen térmica se pretende ingresar 
una imagen con los tonos de color de menor a mayor de modo que el usuario pueda identificar 
los puntos con mayor y menor nivel de temperatura. Para ello se agrega en el proyecto un 
nuevo archivo de recursos en donde se configura y selecciona la imagen que se va a utilizar 




Figura 10-3: Imagen Espectro Infrarrojo 






3.7 Resultados del Proyecto  
 
3.7.1 Dispositivo Implementado 
 
Una vez corregido los errores de los códigos de programación la Raspberry Pi, la cámara Flir 
Lepton, la cámara Board V2, la pantalla HDMI el módulo Buzzer y el módulo de carga se 
colocaron cuidadosamente en un estuche plástico de modo que el usuario pueda utilizar el 
dispositivo de forma fija o portátil. Adicionalmente se instaló un par de ventiladores para 
disipar el calor ya que al momento de trabajar con procesamiento de imágenes por un tiempo 
prolongado hace que aumente la temperatura del procesador de la Raspberry Pi. 
 
 
         Figura 11-3: Vista Lateral del Dispositivo 




         Figura 12-3: Vista Posterior del Dispositivo 
           Realizado por: Maldonado, L. 2018 
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3.7.2 Interfaz Gráfica 
 
Con las correcciones, ajustes de parámetros y el uso de recursos adicionales la GUI definitiva 




Figura 13-3: GUI del Dispositivo 
Realizado por: Maldonado, L. 2018 
 
 
3.7.3 Pruebas Finales  
 
Por medio del entorno de programación Python diseñó un pequeño algoritmo que al ejecutarlo 
almacena una imagen en función de su radiación lumínica con la Cámara Board 2V con el fin 
de compararlas con la imagen tomada por la cámara Flir Lepton en función de su radiación 
infrarroja. A continuación, se detallan las pruebas que se realizaron en distintas condiciones 
climáticas y de trabajo. 
 
 
3.7.2.1 Área Doméstica  
 
Las cámaras normales no permiten tener una buena visión de los objetivos en la oscuridad y 
mediante la cámara térmica se puede visualizar varios objetivos ya sean seres vivos como 
personas y animales casi siempre con una temperatura corporal diferente al entorno que los 
rodea dando una opción alternativa como método de seguridad y vigilancia. Los resultados se 




Figura 14-3: Prueba en personas 




Figura 15-3: Prueba en animales 
Realizado por: Maldonado, L. 2018 
 
 
3.7.2.2 Área Industrial  
 
Esta prueba se realizó mezcladora con doble pared calentada por resistencias y agua caliente 
en donde su temperatura era controlada por una termocupla. El objetivo de esta prueba era el 
comprobar el sistema de control de temperatura en la mezcladora estaba calentándose a la 
temperatura establecida por el usuario es decir 80 °C. Adicionalmente se realizó una 
inspección en la instalación eléctrica la cual mostraba un aumento de temperatura tanto en los 
cables, así como también en la conexión de la caja de breakers. Los Resultados de las pruebas 
de la mezcladora y la instalación eléctrica se muestran a continuación   
 
 
Figura 16-3: Prueba en mezcladora con doble pared 




Figura 17-3: Prueba en instalación eléctrica 




Figura 18-3: Prueba en cableado 
Realizado por: Maldonado, L. 2018 
 
 
3.7.2.3 Objetivos a Corta Distancia  
 
Se colocaron un cuerpo frio y un cuerpo caliente con temperatura variable a una distancia de 
0.5 m de la cámara térmica en espacio cerrado además de que la base en donde estaban situados 
los cuerpos tenía propiedades reflectivas. Por medio de la interfaz gráfica se pudo visualizar y 
almacenar la imagen con la temperatura máxima del cuerpo caliente y la temperatura mínima 
del cuerpo frio como se muestra en la figura 19-3. 
 
 
Figura 19-3: Prueba en objetivos a Corta distancia 




3.7.2.4 Objetivos a Larga Distancia 
 
Para esta prueba se utilizó un vehículo como objetivo a visualizar a una distancia de 10 m en 
un espacio abierto ya que los sensores en la cámara FLir Lepton posee una constante de tiempo 
de 12 ms de detección, es decir que un cambio instantáneo de irradiancia dará como resultado 
un cambio de temperatura del detector como se muestra en la figura 20-3.  
 
 
                                    Figura 20-3: Relación Irradiancia-Temperatura 
                                            Realizado por: Maldonado, L. 2018 
 
Para observar los valores de la temperatura máxima y mínima era necesario actualizar la 
Matriz de Campo Focal, además, la temperatura del entorno mantenía la temperatura máxima 
en la escena en vez del objetivo como se muestra a continuación. 
 
 
                                  Figura 21-3: Prueba en objetivo a larga distancia 




 Figura 22-3: Prueba en objetivo FCC actualizada 




3.8.3 Análisis de Resultados 
 
Después de realizar las pruebas en las diferentes áreas se pudo observar que al presentarse 
factores como el humo y el polvo la función que actualiza la FPA es de gran utilidad ya que 
permite una actualización de los términos de corrección interna utilizados para mejorar la 
calidad de la imagen. 
 
Otros factores como la distancia entre la cámara térmica y el objetivo a detectar, así como 
también sus dimensiones y la temperatura del entorno servirán para tener una mejor respuesta 
en la adquisición y visualización de los datos obtenidos. 
 
Con el dispositivo conectado a una batería de 2 Ah con un módulo de carga que alimenta a la 
Raspberry pi y sus componentes que consumen una corriente de 1,05 A como se muestra en 











Figura 23-3: Lectura de Corriente del Dispositivo 















• La selección de la Cámara Radiométrica Flir Lepton 2.5 y la Raspberry Pi 3B como 
componentes principales del dispositivo en base a la aproximación del método 
tecnológico evaluando y corrigiendo aspectos en el diseño al momento de detectar una 
fuente de radiación infrarroja y procesar sus datos. 
 
• Mediante las pruebas se analizaron los límites del dispositivo y factores como la 
emisividad de la escena y la señal no deseada de fuentes distintas, las cuales influyen 
en la precisión de la medición de una escena real. 
 
• El uso de la Raspberry Pi como unidad central de proceso en conjunto con el entorno 
de programación Qt permitió implementar un sistema de visón artificial de nivel bajo 
facilitando la comunicación entre los componentes del dispositivo. 
 
• Al evaluar el dispositivo en diferentes escenarios se pudieron observar varias 
aplicaciones en el área industrial ya que se según la necesidad del usuario se pueden 























• Se deben tener medidas de seguridad al momento de utilizar el dispositivo ya que la 
cámara radiométrica Flir Lepton es susceptible a descargas electroestáticas y la 
adquisición de un repuesto llevará tiempo ya que no se comercializan dentro del país. 
  
• Para aumentar el campo de visión del dispositivo se puede colocar la cámara en una 
base con servos con una función que permita controlar su posición final e inicial. 
 
•  Si el dispositivo se utiliza de manera fija se puede aprovechar la señal que emite la 
alarma para controlar un proceso adicional y agregarlo como una función a la interfaz 
gráfica.  
 
• El usar el entorno de programación Qt como método de aprendizaje puede ser de gran 
utilidad para proyectos futuros ya que junto con la Raspberry Pi poseen varias 






















Baudios:  Unidad de medida de la velocidad de transmisión de señales. 
 
Buzzers:  Dispositivos que convierten señales eléctricas en sonido. 
 
Infrarrojo:  Tipo de radiación del espectro luminoso. 
 
Irradiancia Magnitud utilizada para describir la potencia incidente por unidad de 
superficie de todo tipo de radiación electromagnética. 
 
Label:  Componente para diseño de interfaces gráficas. 
 
Oscilador:  Dispositivo capaz de convertir la energía de corriente continua en 
corriente alterna a una determinada frecuencia. 
  
Raspbian:  Sistema Operativo dedicado a Raspberry Pi  
 
Raspberry Pi:  Mini computadora que por lo general se utiliza en proyectos de 
electrónica para interactuar con sensores y actuadores 
 
Scripting:  Lenguaje de Programación  
 
Sistema embebido:  Sistema de cómputo dedicado a realizar una o varias funciones en 
específico. 
 
String: Cadena de caracteres. 
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 ANEXO A 
 
Instalación del Sistema Operativo Raspbian en la Tarjeta Micro-SD 
 




Figura 1: Selección de la Imagen ISO. 
 
 




Figura 2:  Selección del Dispositivo Extraíble. 
 
 
Con el Sistema Operativo y el dispositivo seleccionado se presiona el botón “Flash”. 
 
 
Figura 3: Proceso de Grabación. 
 
 Cuando finalice el proceso se mostrará la siguiente imagen para retirar la tarje Micro-SD de 
la PC y colocarla en la Raspberry Pi. 
 
 

























 ANEXO B 
 
Configuración del Sistema Operativo Raspbian 
 
Una vez que se inicia el escritorio ejecutar desde la barra de tareas la terminal 
 
Figura 1:  Ingreso a la Terminal 
 
 
A continuación, para cambiar algunas de las configuraciones de Raspberry pi, se ingresa el 
siguiente comando para acceder a este menú: “sudo raspi-config”. 
 
 
Figura 2: Configuración Raspbia 
 
 
Se selecciona la opción 5 “Interfacing Options”. 
 
 
Figura 3: Opciones de Interfaz 
 












Figura 6: Interfaz Cámara Habilitada 
 
 • SHH 
 
 








Figura 9: Interfaz SSH Habilitada 
 
 
 • VNC 
 
 












 • SPI 
 
 








Figura 15: Interfaz SPI Habilitada 
 
 
 • I²C 
 
 








Figura 18: Interfaz I²C Habilitada 
 
 
 Una vez terminada las configuraciones seleccionar “Finish”. 
 
Figura 19: Configuración Raspbian Terminado 
 
 
Se ingresa el comando “sudo reboot” para reiniciar el sistema. 
 














 ANEXO C 
 
Instalación de Programas Necesarios 
 
Antes de instalar los programas necesarios se deben buscar e instalar actualizaciones 
ingresando los comandos “sudo apt-get update” y “sudo apt-get upgrade” repectivamente: 
 
 




Figura 2:  Proceso de actualización 
 
 
Para comprobar el funcionamiento de las cámaras se procede con la instalación de python-
open cv con el comando “sudo apt-get install python-opencv”. 
  
Figura 3:  Instalando python-opencv 
 
 
Para instalar el Entorno de Programación Qt se ingresan los comandos “sudo apt-get install 
qt4-dev-tools” y “sudo apt-get install qtcreator” respectivamente: 
 
 




Figura 5:  Proceso de instalación qt4-dev-tools 
 
  




Figura 7: Proceso de instalación de Qt Creator   
 















 ANEXO D 
 
Instalación de Librerías 
 




Figura 1: Descarga de Librería leptónSDKEmb32PUB   
 
 
Los archivos se descargan y colocan en una carpeta con el nombre “leptónSDKEmb32PUB”, 
luego se accede a la carpeta desde la Terminal y se compila con el comando “make” como se 
muestra a continuación:  
 
 
Figura 2: Acceso y compilación de librería leptónSDKEmb32PUB  
Se debe descargar la librería wiringPi para poder configurar los puertos GPIO con el 
comando: “git clone git://git.drogon.net/wiringPi”. 
 
  
Figura 3: Instalando librería wiringPi 
 
 
Los archivos se descargan y colocan en una carpeta con el nombre “wiringPi”, luego se 
accede a la carpeta desde la Terminal y se compila con el comando “./build” como se 
muestra a continuación: 
 
 
Figura 4: Compilando librería wiringPi 
 
 
Para comprobar la instalación de la librería se ingresa el comando “gpio readall” y se 
observan las configuraciones de entrada y salida de los pines de la Raspberry Pi. 
 
 
Figura 5: Prueba librería wiringPi 
 ANEXO E 
 
Prueba de Funcionamiento de Cámaras 
 
Para probar el funcionamiento de las cámaras Flir Lepton y Board 2V se descarga un archivo 
con el comando: “git clone https://github.com/kekiefer/pylepton.git”. 
 
 
Figura 1: Descarga del archivo de prueba  
 
 
Luego cd a la carpeta de pylepton recién descargada: “cd pylepton”. 
 
 





 Ahora se instala el software pylepton: “sudo python setup.py install”. 
 
 
Figura 3: Instalación programa setup.py  
 
 
Para probar el programa se escribe lo siguiente: “pylepton_overlay -a 155”. 
 
Figura 4: Prueba código pylepton_overlay  
 
 
Se ve una imagen de superposición térmica en la pantalla y para salir del programa se 
presiona “ctrl + c”. 
 
 
Figura 5: Funcionamiento de las cámaras 
 ANEXO F 
 
Configuración de Qt Creator 
 




Figura 1: Configurando Qt Creator 
 
 
En la opción “Build & Run” se selecciona la pestaña “Compilers” donde se crea el 
compilador “GCC” desde la ruta “/usr/bin/gcc”. 
 
 






























 ANEXO G 
 
Nuevo Proyecto en Qt Creator 
 
Al ejecutar el programa Qt Creator en la barra de herramientas se elige “File” en la opción 
“New File or Project…”. 
 
 
Figura 1: Creando Nuevo Proyecto 
 
 




Figura 2: Selección tipo de proyecto 
 
 
Se ingresa el nombre del proyecto y su ubicación, después se presiona “Next>” y en la 
siguiente ventana “Next>”. 
 
 
Figura 3: Selección Nombre y ubicación del proyecto 
 Se cambian los nombres por defecto de los archivos y luego se presiona “Next”. 
 
 
Figura 4: Selección nombre y ubicación del proyecto 
 
 
Por últimos se muestran el nombre de los archivos y la ubicación del proyecto si la información 
es correcta se presiona “Finish” y el proyecto está listo para diseñar el código en los archivos 
fuete y cabecera. 
 
 

















 ANEXO H 
 
Valores almacenados para hallar el Máximo y Mínimo estableciendo los límites de detección 

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Valor Máximo Detectado 45464 




Luis Maldonado Garcia 
ESPOCH 
10-7-2018 
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En el presente manual se detalla el hardware del Dispositivo que permite visualizar y 
almacenar la imagen térmica de un objetivo. 
El Dispositivo consta de un procesador central conformado por una mini computadora 
Raspberry Pi 3B la cual tiene instalado un Sistema Operativo Rapsbian con el entorno de 
programación Qt, Open Source y Python localizados en la memoria Micro SD, la cámara 
radiométrica Flri Lepton 2.5, ventiladores y el módulo buzzer están conectados en los pines 
de la Raspberry Pi. La cámara Board 2V y la pantalla de 7 pulgadas están conectadas en los 




• Se deben tener medidas de seguridad al momento de utilizar el dispositivo ya que la 
cámara radiométrica Flir Lepton es susceptible a descargas electroestáticas. 
 
• En caso de eliminar los archivos por accidente se encuentra una copia en la ubicación 
“home/pi”. 
 
• En el archivo “camera.py” se puede modificar la ruta de almacenamiento de las 
imágenes mientras que las imágenes térmicas se almacenaran en la ubicación donde 
se ejecuta el archivo “Lepton”. 
 
• Considere el ambiente de trabajo para el uso de las cámaras ya que los límites no son 
las mismas, los rangos se muestran en la tabla 1: 
 
 
Cámara Rango de Temperatura 
Board 2V -20 ºC a 60 ºC 
Flir Lepton -10 °C a 80 °C 



































La GUI (Interfaz Gráfica de Usuario) del dispositivo se puede ejecutar un archivo con el 
nombre “Lepton” desde el escritorio. Si desea utilizar la cámara Board 2V puede ejecutar un 





Al ejecutar el archivo “Lepton” aparecerá una ventana de opciones, seleccione la opción 
“Execute” como se muestra en la figura 2: 
 
Figura 3: Opciones de ejecución 
 
 
Después se abrirá la GUI cuyos componentes se detallan a continuación: 
 
 
Figura 4: GUI Lepton 
 
• FPA: Muestra la temperatura de la FPA (Matriz de Campo Focal). 
• Case: Muestra la temperatura de la cámara. 
• Max: Muestra la temperatura máxima detectada en la escena. 
• Min: Muestra la temperatura mínima detectada en la escena. 
• Guardar: Almacena la imagen térmica del objetivo en la ubicación de archivo 
ejecutable. 





Este archivo posee un código que permite almacenar la imagen captada por la cámara Board 
2V en la ruta especificada al momento de presionar el botón “Guardar” de la GUI Lepton. 
 
 
Figura 5: Archivo camera.py 
 
• Run: Ejecuta el código del programa. 
• Stop: Detiene el programa “camera.py”. 
 
 
Una vez que se cierran los programas se deben copiar los archivos en otra ubicación ya que si 








En caso de desconectase los cables con los pines de la Raspberry Pi a continuación se muestra 
como conectar los componentes en sus respectivas tablas: 
 





Pin Cámara  Pin Raspberry Nombre Pin 
CS 24 CE0 
MOSI 19 MOSI 
MISO 21 MISO 
CLK 23 CLK 
GND 9 GND 
VIN 1 3V3 
SDA 3 SDA 
SCL 5 SCL 
Tabla 2: Conexión Cámara Flir Lepton a Raspberry 
 
Pin M. Buzzer  Pin Raspberry Nombre Pin 
VCC 17 5V 
GND 30 GND 
SIGNAL 32 GPIO 12 
Tabla 3: Conexión Módulo Buzzer a Raspberry Pi 
 
Pin Buzzer  Pin Raspberry Nombre Pin 
SIGNAL 36 5V 
GND 34 GND 
Tabla 4: Conexión Buzzer a Raspberry Pi 
 
Ventiladores  Pin Raspberry Nombre Pin 
VCC 4 5V 
GND 6 GND 
Tabla 5: Conexión Ventiladores a Raspberry Pi 
 
Ventiladores  Pin Raspberry Nombre Pin 
VCC 2 5V 
GND 14 GND 
Tabla 6: Conexión Pantalla a Raspberry Pi 
 
 
 
