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ABSTRACT: Simplest examples of AdS/CFT duality correspond to free CFTs in d dimen-
sions with fields in vector or adjoint representation of an internal symmetry group dual in
the large N limit to a theory of massless or massless plus massive higher spins in AdSd+1.
One may also study generalizations when conformal fields belong to higher dimensional
representations, i.e. carry more than two internal symmetry indices. Here we consider
the case of the 3-fundamental ("3-plet") representation. One motivation is a conjectured
connection to multiple M5-brane theory: heuristic arguments suggest that it may be re-
lated to an (interacting) CFT of 6d (2,0) tensor multiplets in 3-plet representation of large
N symmetry group that has an AdS7 dual. We compute the singlet partition function Z
on S1× Sd−1 for a free field in 3-plet representation of U(N) and analyse its novel large N
behaviour. The large N limit of the low temperature expansion of Z which is convergent
in the vector and adjoint cases here is only asymptotic, reflecting the much faster growth
of the number of singlet operators with dimension, indicating a phase transition at very
low temperature. Indeed, while the critical temperatures in the vector (Tc ∼ Nγ, γ > 0)
and adjoint (Tc ∼ 1) cases are finite, we find that in the 3-plet case Tc ∼ (log N)−1, i.e. it
approaches zero at large N. We discuss some details of large N solution for the eigenvalue
distribution. Similar conclusions apply to higher p-plet representations of U(N) or O(N)
and also to the free p-tensor theories invariant under [U(N)]p or [O(N)]p with p ≥ 3.
1Also at Lebedev Institute, Moscow.
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1 Introduction
Examples of unitary conformal field theories are free theories containing scalar, spinor
or ( d2 − 1)-form fields in d dimensions. Assuming that these fields transform in some
representation of a global U(N) or O(N) symmetry group one expects that in the large N
limit this theory should be dual to a theory in AdSd+1. The latter should contain a tower of
massless higher spins dual to bilinear conserved currents as well as an infinite collection
of massive higher spins dual to primary operators containing irreducible ("single-trace")
contractions of more than two fields.
The simplest case is that of a fundamental (vectorial) representation [1–3] where the
spectrum is particularly simple, containing conserved currents in CFTd or massless higher
spins in AdSd+1.1 The dual AdS theory is then a massless higher spin theory with N as
the coefficient in front of the classical action.
Another well-known example is when the free fields (e.g. spin-1 vectors in 4d) belong
to the adjoint representation [5–9]. Here the dual AdS theory should be string-like: in
addition to massless higher spin fields it should contain also families of massive fields
which together may have an interpretation of a spectrum of a "tensionless" string theory
in AdSd+1.2 The coupling constant on the AdS side is then 1/N, i.e. the coefficient in front
of the AdS field theory action is N2.
Here we would like to study the next in complexity case when the CFT field belongs to
a 3-fundamental or "3-plet" representation, i.e. to a general, symmetric or antisymmetric
3-index tensor representation of a global symmetry group. Already in the simplest case
of the scalar field the spectrum of "single-trace" operators with more than two fields (dual
to massive fields in AdS) here is much more intricate than in the adjoint case, suggestive
of a "tensionless membrane" interpretation. The coefficient in front of the dual AdS field
theory action should now be N3.
The spectrum of CFT operators on Rd (or states in R× Sd−1) is naturally encoded in
the small temperature T = β−1 or small x = e−β expansion of the partition function Z(x)
on S1β × Sd−1. The singlet-state large N partition function was previously computed in
the U(N) [10] and the O(N) [11, 12] vector representation case and was matched to the
corresponding massless higher spin partition function in AdS. The partition function in
the adjoint representation case was computed in [13–15] (see also [16–18]) and its match-
ing to the AdS partition function was discussed in [7–9]. Once the temperature becomes
large enough (of order Nγ with γ > 0 in the vector case and γ = 0 in the adjoint case)
these partition functions exhibit phase transitions [10, 13, 15] that may have some dual
AdS interpretation (cf. [19]).
Here we will compute the singlet partition function Z(x) in the case of a free CFT in
a 3-plet (i.e. 3-index tensor) representation of internal symmetry group.3 We shall analyse
1In the ( d2 − 1)-form (e.g. 4d vector field) case there are also few additional massive fields [4, 3].
2In the maximally supersymmetric case this interpretation is of course suggested by the canonical example
of duality between the N = 4 SYM theory and the superstring theory in AdS5×S5 where taking the ’t Hooft
coupling to zero corresponds to a "tensionless" limit in the quantum string theory.
3We shall consider the general (reducible) rank 3 tensor U(N) representation as well as totally symmetric
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its small temperature expansion matching the direct operator count and also present the
large N solution of the corresponding matrix model implying the presence of a phase
transition at small xc = e−βc of order of N−a with a > 0, i.e. at Tc = alog N .
1.1 Heuristic motivation: 3-plet (2,0) tensor multiplet as M5-brane theory
Before turning to the details of analysis of the large N limit of the 3-plet partition function
let us first make some speculative remarks providing a motivation behind this work which
is related to attempts to understand a 6d CFT describing N  1 coinciding M5-branes
[20–35].4
The idea that N3 scaling of observables in the multiple M5-brane case may be ex-
plained in terms of M2-branes with three holes attached to three different M5-branes thus
leading to 3-index world volume fields was originally suggested in [23]. Then a natu-
ral proposal that a 6d superconformal theory describing multiple M5-branes should in-
volve (2, 0) tensor multiplets in 3-tensor representation of SU(N) or SO(N) was made in
[30, 33].5
To recall, the structure of a world-volume theory of a single M5-brane follows from
consideration of symmetries and collective coordinates corresponding to the classical M5-
brane solution in 11d supergravity [45–48]. It is represented by a free (2, 0) tensor mul-
tiplet containing (anti)selfdual 3-form Hµνλ = 3∂[µBνλ], 5 scalars φr and 2 Weyl fermions
ψa. This is an example of a free 6d CFT with conformal anomalies and correlators that can
be directly computed [30, 31].
In the case of multiple D-branes the low energy theory is the SYM theory, i.e. one gets
N2 vector multiplets at weak coupling and that matches the leading N2 scaling predicted
by the dual supergravity for BPS observables. By formal analogy, one needs N3 free tensor
multiplets to match the leading large N scaling of protected 11d supergravity observables
[22, 23, 28, 30, 31]. This suggests that the (2, 0) multiplet should carry a 3-index repre-
sentation of an internal symmetry group that has dimension ∝ N3 at large N.6 Thus, if
the conjectured 6d theory were to have a weak coupling limit its field content would be
(Bijkµν, φ
ijk
r ,ψ
ijk
a ) with i, j, k = 1, 2, ..., N.
The reason why the M5-brane world-volume 2-form field may carry 3 internal indices
can be heuristically argued for as follows [23, 30, 22]. Replacing the standard picture of
multiple D-branes connected by open strings by M5-branes connected by M2-branes one
may attempt to explain the N3 scaling of multiple M5-brane entropy [22] by assuming
and antisymmetric cases. We shall also discuss the case of the 3-plet representation of O(N). The large N
results will be similar in all of these cases.
4Let us note that a possible connection of multiple M5-brane theory to interacting tensor models was
mentioned in footnote 1 in [36]. Interacting tensor models [37–39] in large N limit in one dimension where
recently investigated in [40, 36] in connection with SYK model. Some properties of scalar field tensor models
in d > 1 were studied in [36].
5Note that the suggestion to consider tensor multiplets in a 3-plet representation is different from attempts
to construct an interacting theory of tensor multiplets assigned to adjoint representation of an internal sym-
metry group [41, 42] or using 3-algebra [43, 44].
6Explicitly, the number of components of an antisymmetric 3-tensor is 16 N(N − 1)(N − 2) and of a sym-
metric traceless 3-tensor is 16 N(N − 1)(N + 4).
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that triple M5-brane connections by "pants-like" membrane surfaces are providing the
dominant contribution (pair-wise "cylinder" connections should give subleading N2 con-
tributions).7
Alternatively, one may think of an interacting (2,0) tensor multiplet theory as a low-
energy limit of a tensionless 6d string theory with closed strings carrying internal 3-plet
indices which originate from virtual membranes connecting three parallel M5-branes:
when the M5-branes get close, the membranes with 3 holes may effectively reduce to
strings that then have 3 internal labels and thus Bijkµν massless modes. The correlation be-
tween the 3 Lorentz indices and the 3 internal indices of the corresponding field strength
Hijkµνλ = dB
ijk
µν is thus a direct analog of the fact that the YM field strength which is a rank 2
Lorentz tensor carries also 2 internal indices (takes values in adjoint representation).
Ignoring the self-duality constraint on Hµνλ one may start with a free theory
L0 = H
ijk
µνλH
ijk
µνλ , δB
ijk
µν = ∂[µe
ijk
ν]
, (1.1)
where eijkµ is a gauge parameter. A speculative idea of how to generalize this to an inter-
acting theory is to assume that the role of the would-be structure constants here should
be played by the generalized field strength Ĥijkµνλ itself, i.e. that a non-linear generalization
of the transformation rule for B in (1.1) should have the following structure
δ̂Bijkµν = ∂[µe
ijk
ν]
+ Ĥij
′k′
µρλB
i′ jk′
νρ e
i′ j′k
λ + ... , Ĥ
ijk
µνλ = ∂[µB
ijk
νλ]
+ Ĥij
′k′
µρκ B
i′ jk′
νρ B
i′ j′k
λκ + ... , (1.2)
where dots stand for terms with other possible contractions of indices. The full non-linear
field strength Ĥ should then be non-polynomial in B. Such couplings required to contract
3-plet internal indices may have a generalization to self-dual case and may correspond
to a "soft" gauge algebra structure (thus possibly avoiding no-go arguments against the
existence of an interacting chiral antisymmetric tensor theory in [49, 50]).
One consequence of this 3-index assumption is that the leading interaction between
the Bijkµν-fields should be quartic [33] rather than cubic as in the adjoint-representation YM
theory
L = ĤijkµνλĤ
ijk
µνλ → ∂Bijk∂Bijk + BijkBij
′k′∂Bi
′ jk∂Bi
′ j′k + .... = G(B)∂B∂B + ... . (1.3)
7The relevance of triple M5-brane connections by membranes with 3 boundaries was suggested in [23] in
order to explain the
√
N1N2N3 scaling of the entropy of the extremal 4-d black hole described by the 2555
intersecting M-brane configurations. Similar virtual triple connections are not dominant in the case of open
strings ending on D-branes as 3-string interactions are subleading in string coupling. 3-hole "pants-like"
configurations may be viewed as basic building blocks of 2d membrane surfaces: any membrane surface
ending on several M5-branes may be cut into "pants" and thus surfaces with more than 3 holes should give
subleading contributions in membrane interaction strength. An indication that 3-plet M2-brane interactions
may be relevant is that the C3 form of 11d supergravity naturally couples to M2-brane world volume while
the 11d supergravity action contains the cubic interaction term C3 ∧ dC3 ∧ dC3. In the limit when M5-branes
coincide and thus the M2-brane configuration connecting them becomes small with string-like boundary, the
membrane coupling
∫
C3 should lead to
∫
B2 coupling at the boundary of a membrane and this 2-form should
then carry (ijk) indices. This is analogous to how the B2-field coupling to world volume of a string translates
into vector
∫
Aij couplings at the two boundary points of an open string connecting two D-branes.
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Adding scalar fields of tensor multiplets one may expect to get similar non-linear inter-
actions, e.g., through covariant derivative Dµφijk = ∂µφijk + Ĥ
ij′k′
µρκ B
i′ jk′
ρκ φ
i′ j′k + .... Super-
symmetry may require also quartic and higher self-interactions of the 3-plet scalars and
fermions.
Even assuming such a hypothetical interacting (2, 0) tensor multiplet theory may ex-
ist at the classical level, one faces several difficult questions. The canonical dimension of
the free B-field in 6d is 2 and thus H has dimension 3. Then the classical interactions in
(1.2),(1.3) require a dimensional coupling parameter and thus break the classical confor-
mal invariance of the free theory (1.1). One is then to hope that at the quantum level there
may exist a non-trivial conformal fixed point at which the dimension of B becomes 0.
Another important question is about an existence of a well-defined large N limit in such
theory.8 The multiple M5-brane theory should certainly admit a large N expansion, as
suggested, e.g., by the presence of 11d M-theory corrections to its anomalies [28, 32, 34, 35]
(see also [51, 52]) and its free energy [26] which are subleading in N compared to the lead-
ing N3 term.
As a starting point, one may consider just a free 3-plet tensor multiplet CFT which
correctly describes the N3 term in the anomalies and protected 3-point functions as pre-
dicted by the 11d supergravity. Regardless of its precise connection to multiple M5-brane
theory, it should have a consistent AdS7 dual on its own right. Our aim below will be to
study the thermal partition function in such free tensor multiplet theory with fields in a
3-index representation of an internal symmetry group.
1.2 Structure of the paper
Below we shall mostly concentrate on the S1 × Sd−1 partition function a free scalar field
in a 3-fundamental representation of U(N). The cases of symmetric or antisymmetric 3-
plet representation, O(N) symmetry and 3-tensors with distinguishable indices will be
similar. The generalization to free fermions or ( d2 − 1)-form fields and thus, in particular,
to a (2,0) tensor multiplet will be straightforward.
As we shall review in section 2, this partition function encodes the spectrum of "single-
trace" primary operators in the free CFT. The singlet constraint may be implemented as
in the familiar vector or adjoint representation cases by coupling the 3-plet field to a flat
U(N) connection and integrating over its non-trivial holonomy on S1, i.e. over a constant
matrix U ∈ U(N). For a free field Φ in a general real representation R of U(N) the re-
sulting expression for the partition function Z(x), x = e−β will be given by the matrix
U integral in (2.7) with the "action" in the exponential depending on the character χR(U)
and the one-particle partition function zΦ(x).
In section 3 we shall compute the low temperature (small x) expansion of Z in the
large N limit. We shall first expand the integral (2.7) in powers of x at finite N and then
8In 3-tensor models with distinguishable indices (i.e. invariant under the [O(N)]3 symmetry) the large N
limit may be described by iterated "melonic" graphs [37, 38, 40, 36]. As was noted in [36], in the case when
all 3 internal indices of an interacting φ4 scalar theory are indistinguishable, i.e. transform, e.g., in symmetric
representation of a single O(N) group, a "melonic" large N limit may still exist but the convergence of the
large N expansion is unclear. We thank I. Klebanov and G. Tarnopolsky for clarifying comments on this issue.
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take N → ∞. While in the familiar cases of the vector and adjoint representations the
low temperature, N = ∞ expansions are convergent (and thus the x → 0 and N → ∞
limits commute in the low temperature phase T ≤ Tc), in the 3-plet case this expansion
will be only asymptotic. The reason for this will be a rapid growth of the number of
singlet operators with their dimension which will lead to the vanishing of the radius of
convergence xc or the critical temperature Tc in the N = ∞ limit. We shall find a closed
expression (3.32) for the N = ∞ limit of the small x expansion of Z that encodes the
number of singlet operators built out of elementary 3-plet fields to any order in dimension.
The analysis of the phase structure of Z(x) at large but finite N will be carried out
in 4. We shall rewrite the integral representation for Z in terms of the eigenvalue density
and study the large N stationary-point solution for it. We shall find that in the 3-plet case
there is a phase transition at the critical temperature Tc ∼ 1log N which approaches zero at
N → ∞. At finite N there are always two phases, 0 < T ≤ Tc and T > Tc, while at N = ∞
the first phase becomes essentially the T = 0 one, so there is only the second phase for
any T > 0.9 As in the vector and adjoint cases, we will find that in the T > Tc phase the
large N stationary point solution for the eigenvalue density leads to log Z = O(N2).
Some concluding remarks about open issues will be made in section 5. Few technical
details and extensions will be presented in Appendices. In particular, the case of 2-plet
representation will be discussed in Appendix A. The O(N) case will be considered in
Appendix D. In Appendix C.2 we shall compute the value of the eigenvalue density action
on the stationary-point solution in the 3-plet case. In Appendix E we shall give a general
relation for the "single-trace" partition function counting only irreducible contractions in
terms of the full Z.
In Appendix C.4 we shall analyze the singlet partition function of a p-tensor with all
indices being different, i.e. transforming under a separate copy of U(N) as in the tensor
models in [40, 36]. It turns out that the case of such [U(N)]p theory is very similar to
the U(N) one discussed above, with p = 3 being again the critical value when the small
temperature expansion becomes only asymptotic in the large N limit, i.e. with the critical
temperature being again Tc(N → ∞)→ 0.
2 Partition function with singlet constraint
Given a CFT, one may be interested (in particular, in the context of AdS/CFT duality)
in its thermal partition function Z with a singlet constraint (see, e.g., [16, 13, 15, 17, 53,
10]). We shall consider a free field Φ in S1β × Sd−1 transforming in a representation of the
global symmetry group. The singlet projection may be implemented by coupling Φ to
a flat connection Aµ = U−1∂µU and integrating over it. Only the constant part of the
A0 component cannot be gauged away because of the non-trivial holonomy along the
thermal circle. The resulting partition function Z is then given by the 1-loop determinant
9This is similar to what happens in the 1d Ising model where for T = 0 there is no entropy term in the free
energy and ordered phase is favored.
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with A0-dependent covariant derivatives integrated over the constant eigenvalues of A0
[15, 10].10 This gives an equivalent result to the coherent-state approach of [16, 13].
In general, the partition function on S1β × Sd−1 may be written as
Z = ∑
singlets
xE, x = e−β , (2.1)
where we assume that the spatial sphere Sd−1 has a unit radius and β = 1/T. In a CFT,
the discrete energy levels E of states on Sd−1 can be identified with dimensions ∆ of the
corresponding operators in Rd. Before singlet projection, physical states are obtained by
acting on the vacuum with suitable composite operators built out of the elementary field
Φ. One may define the single-particle partition function
zΦ(x) =∑
i
xEi , (2.2)
that counts all such states treatingΦ as a singlet, i.e. enumerates the components ofΦ and
its derivative descendants modulo free equations of motion (thus having also the interpre-
tation of the character of the corresponding representation of the conformal group). For
example, in the case of a free CFT represented by a scalar or Weyl (or Majorana) fermion
in dimension d and a vector in 4d or a self-dual rank 2 tensor in 6d one finds the well
known expressions (see, e.g., [55, 56])
zS,d(x) =
x
d
2−1(1+ x)
(1− x)d−1 , zF,d(x) =
2
d
2 x
d−1
2
(1− x)d−1 , (2.3)
zV,4(x) =
6 x2 − 2 x3
(1− x)3 , zT,6(x) =
10 x3 − 5 x4 + x5
(1− x)5 . (2.4)
For a multiplet of free conformal fields one is to combine properly the contributions to Z
coming from zΦ for individual fields (cf. (2.7),(2.8)).11
Let us focus on the simplest case of a single bosonic field Φ transforming in a real
representation R of U(N).12 The full partition function Z may be expressed as a sum over
the occupation numbers of all modes, with a Boltzmann factor e−βE for the total energy E
10See also section 3 in [54] for a discussion of the case when Φ is a 4d Maxwell field and R is a vector
representation of U(N) or O(N) group.
11For example, if one formally sums up the single-particle partition functions in (2.3),(2.4) taking the fermion
contribution with the plus sign one finds for the 4dN=4 Maxwell multiplet and 6d (2,0) tensor multiplet [34]
zN=4 = 6 zS,4 + 4 zF,4 + zV,4 =
6x + 16 x
3
2 + 12 x2 − 2x3 ,
(1− x)3 ,
z(2,0) = 5 zS,6 + 2 zF,6 + zT,6 =
5 x2 + 16 x
5
2 + 15 x3 − 5 x4 + x5
(1− x)5 .
Note that these combinations actually appear in the full partition function (2.7) only in one (m = 1) of the
terms as the fermionic contribution enters with the sign (−1)m+1 depending on the term in the infinite sum
in the exponent.
12IfΦ is complex, R will be the representation acting on the real components. For example, ifΦi transforms
in the fundamental representation of U(N), Φ′i = Uij Φj, then R = N ⊕ N, i.e. if Φi = αi + i βi and U =
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and a numerical factor counting the number of singlets in the corresponding product of
representations. This gives
Z = ∑
n1≥0
xn1 E1 ∑
n2≥0
xn2 E2 . . . {# of singlets in symn1(R)⊗ symn2(R) . . . } . (2.5)
The number of singlets is obtained by integrating over the global symmetry group with
the invariant Haar measure dU (normalized as
∫
dU = 1)
Z =
∫
dU ∏
i
∑
ni≥0
xni Ei χsymni (Ri)(U). (2.6)
Using the explicit form of the character χ of the symmetric power symn(R) (see, e.g.,
eq. (A.8) in [15]), we can then write the singlet partition function as [16, 13]
Z =
∫
dU exp
{
∑
i
∞
∑
m=1
1
m
xm Ei χR(Um)
}
=
∫
dU exp
{ ∞
∑
m=1
1
m
zΦ(xm) χR(Um)
}
. (2.7)
Here we assumed that Φ is a boson; in the mixed boson (B) + fermion (F) case we need to
do the replacement
zΦ(xm) → zB(xm) + (−1)m+1zF(xm) . (2.8)
Below we shall consider mainly the following representations R (with characters χR)
R χR
vector : N ⊕ N tr(U) + tr(U−1)
adjoint : tr(U) tr(U−1)
3-plet : N⊗3 ⊕ N⊗3 [tr(U)]3 + [tr(U−1)]3
(2.9)
In general, for the p-plet field transforming in the product of p fundamental representa-
tions when R = N⊗p ⊕ N⊗p one finds
χN⊗p⊕N⊗p(U) =
[
tr(U)
]p
+
[
tr(U−1)
]p . (2.10)
One may also be interested in the antisymmetric or symmetric tensor representations. For
example, in the case of the 3-plet representation one finds
χ(R0⊗R0⊗R0)(anti)sym(U) =
1
6
[
χR0(U)
]3 ± 12 χR0(U) χR0(U2) + 13 χR0(U3), (2.11)
where R0 is a fundamental or anti-fundamental representation, and sign (-)+ applies to
(anti) symmetric case.
A + i B, then
(
α′i
β′i
)
= U
(
αi
βi
)
=
(
A −B
B A
)(
αi
βi
)
. This is a reducible 2N dimensional representation that may be
identified with N ⊕ N. Its character is
trU = 2 tr A = tr(U +U∗) = tr(U) + tr(U−1) = χN(U) + χN(U) .
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3 N = ∞ limit of low temperature expansion of U(N) partition function
In the N = ∞ limit the counting of states is expected to simplify because singlets can be
constructed without considering special features of the finite N case [13, 14]. In general,
Z may be expressed in terms of the "single-trace" partition function Zs.t.(x) – a generating
function of fully connected (indecomposable) contractions of fields
log Z(x) ≡
∞
∑
m=1
1
m
Zs.t.(xm) . (3.1)
The expression for Zs.t.(x) is well known in the vector and adjoint representation cases
and can be generalized to higher representations. As we shall discuss in Appendix E, one
can formally invert the relation (3.1) and determine Zs.t.(x) in terms of Z(x).
Below, in section 3.1, we shall review the known expressions for the N = ∞ partition
functions in the vector and adjoint cases and then in section 3.2 turn to the 3-plet case. We
shall first consider the expansion of the 3-plet Z in (2.7) in small x for finite N and then
take the N → ∞ limit of the coefficients at each order in x. In contrast to the vector and
adjoint cases, here the small x and large N limits will not commute: the large N limit of
the xn coefficients in Z will grow too fast with n so that the small x expansion will not
converge, i.e. the radius of convergence goes to zero in the N → ∞ limit.
The reason for that will be understood in section 4 where will find that there is a phase
transition at the critical temperature Tc ∼ (log N)−1 which goes to zero when N → ∞.
Thus the low temperature phase effectively disappears (shrinks to T = 0) in the strict
N = ∞ limit.
In section 3.3 we shall present an exact expression that summarizes the asymptotic
low temperature expansion of the N → ∞ 3-plet partition function. This closed form
encodes the number of singlet operators built out of elementary 3-plet fields at any order
in dimension.
3.1 Vector and adjoint cases
In the vector representation case the singlets in symn(N ⊕ N) in (2.7) are products of
invariant bilinears in operators built out of Φ and Φ. For example, the bilinear singlets
built out of a scalar field have the form ∑ss′ css′ ∑i ∂sΦi∂s
′
Φi.13 The partition function of
such bilinears is the square of the single-particle partition function (2.2), i.e. the "single-
trace" partition function here is
Zvectors.t. (x) =
[
zΦ(x)
]2 . (3.2)
Including products of the bilinears, i.e. of all possible singlets, we get the N = ∞ partition
function for the vector representation in the form (3.1) [10]
log Zvector =
∞
∑
m=1
1
m
[
zΦ(xm)
]2 . (3.3)
13There are also singlets built using the invariant ei1....iN tensor but their effect on the partition function is
exponentially suppressed at large N [10].
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In the adjoint case the singlets are built as products of single-trace operators. The partition
function for single-trace operators may be found by the Polya enumeration theorem [13,
14]
Zadjoints.t. = −
∞
∑
m=1
ϕ(m)
m
log
[
1− zΦ(xm)
]
. (3.4)
Here ϕ(m) is the Euler’s totient function counting all positive integers up to a given inte-
ger m that are relatively prime to m. The full partition function is obtained by considering
multi-trace singlets treating single trace states as identical particles. As a result, the N = ∞
partition function in the adjoint case is given by
log Zadjoint =
∞
∑
m=1
1
m
Zadjoints.t. (x
m) = −
∞
∑
m=1
log
[
1− zΦ(xm)
]
. (3.5)
As was already mentioned above (see (2.8)), in the general boson plus fermion field case
one has to replace zΦ(xm) by zB(xm) + (−1)m+1zF(xm) in (3.3) and (3.5).
From the AdS/CFT perspective, the bilinears in the vector case are in direct corre-
spondence with the massless higher spin fields in AdS. Hence the total partition function
(3.3) should match the AdS partition function [10, 12, 4]. Similarly, in the adjoint case, the
single trace operators correspond to the spectrum massless and massive higher spin fields
in AdS. On the group-theoretical basis, one expects again to match the full multi-particle
partition function (3.5) with its AdS counterpart [7–9].
3.2 3-plet case: low temperature expansion of Z and counting of operators
For fields transforming in a generic representation direct counting of states may be very
cumbersome. One may work out the direct expansion of the partition function (2.7) in
powers of x = e−β that effectively encodes the counting of singlet operators. Taking into
account the specific form of the characters (cf. (2.9)) one then needs to compute the U(N)
group integrals
I(a, b) =
∫
dU ∏
`≥1
(tr U`)a` (tr U`)b` , (3.6)
where a = (a`) and b = (b`) are sets of integers. Such integrals can be found straightfor-
wardly for finite N, but the computational complexity grows rapidly with increasing N.
There are efficient techniques to improve the computation, see for instance [57, 58]. Here
we are interested in the large N limit. The integrals (3.6) are zero if
κ(a) ≡∑
`
` a` 6=∑
`
` b` (3.7)
and do not depend on N as soon as κ(a) ≤ N, see [59]. At each order in small x expansion
we find a finite set of integrals I(a, b) and the above condition is certainly true if N is
sufficiently large, i.e. it is not actually necessary to consider the case of N = ∞ directly.
One then finds the following simple result
I(a, b) =∏
`≥1
`a` a`! δa`,b` . (3.8)
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Let us consider, for example, the case when the field Φ is a 4d scalar with the one-particle
partition function zΦ(x) = zS,4(x) given in (2.3). If the scalar is in the vector representation
of U(N), expanding Z in (2.7) in powers of x  1 one finds
ZvectorS,4 = 1+
∫
dU
[
x2 τ1 + 8 x3 τ1 + x4 (34 τ1 + 14τ
2
1 +
1
4 τ2) + x
5 (104 τ1 + 4 τ21 )
+ x6 (259 τ1 + 33 τ21 +
1
36 τ
3
1 + 2 τ2 +
1
4 τ1 τ2 +
1
9 τ3) + . . .
]
, (3.9)
where τ`(U) ≡ (tr U`) (tr U`). Using (3.8) we find at N → ∞
ZvectorS,4 = 1+ x
2 + 8 x3 + 35 x4 + 112 x5 + 330 x6 + 944 x7 + 2849 x8 + . . . . (3.10)
The coefficient of a given power xk stabilizes as soon as N > Nk with Nk growing with k.
Thus the expansion derived up to xk is exact as soon as N > max{Nk} which is a finite
number. We observe that (3.10) agrees with the small x expansion of (3.3) with zΦ = zS,4
in (2.3). Note that (3.3) was derived directly at N = ∞. The reason for the agreement is
that here the N → ∞ and x → 0 limits commute. This is reflected in convergence of the
series in (3.10) which is also related to the fact that the critical temperature at which the
low temperature phase is no longer valid here goes to infinity at large N (see (4.3)).
Similarly, in the adjoint case we recover the expansion of (3.5), i.e.
ZadjointS,4 = 1+ x + 6 x
2 + 20 x3 + 75 x4 + 252 x5 + 914 x6 + 3160 x7 + 11194 x8 + . . . . (3.11)
The series (3.11) have a finite radius of convergence which reflects the fact that in the
adjoint case the critical temperature above which the low temperature phase no longer
exists is of order 1 (see (4.4)).
Let us also recall how the direct counting of operators goes in the vector and adjoint
U(N) cases. For the vector representation, the "single-trace" (fully connected) partition
function in (3.1),(3.3) is [zS,4(x)]2 = x2 + 8 x3 + . . . . This corresponds to one operator at
dimension 2 ϕiϕi and the 4+ 4 operators ϕi ∂µ ϕi and ∂µϕi ϕi at dimension 4. In the adjoint
case, the single-trace partition function (3.4) for a 4d scalar is Zadjoints.t. = x + 5 x
2 + . . . .
The coefficients in this expansion correspond to one operator tr(ϕ) of dimension 1 and
1+ 4 = 5 operators tr(ϕ2) and ∂µ tr(ϕ) of dimension 2.
In the novel 3-plet representation case we find from (2.7),(3.9)(3.8) that the 4d scalar
partition function has the following large N limit of its small x expansion (see also Ap-
pendix B for some finite N data)
Z3-pletS,4 = 1+ 6 x
2 + 48 x3 + 396 x4 + 3504 x5 + 35580 x6 + 381216 x7 + 4408956 x8
+ 53647632 x9 + 689785308 x10 + 9258337104 x11 + 129842959752 x12
+ 1889221738416 x13 + . . . . (3.12)
It is easy to see how the first three terms here may be reproduced by counting the singlet
operators. At dimension 2, we have the singlets built out of a scalar Φ = (ϕijk) of the
structure
(ϕ ϕ) , (3.13)
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i.e. fully connected contractions ϕijkϕi′ j′k′ where i
′ j′k′ is a permutation of ijk. This gives
3! = 6 different cases. At dimension 3, we have the singlets
(ϕ ∂µϕ), (∂µϕ ϕ), (3.14)
with the same contractions as above. This gives total of 2× 4× 6 = 48 of dimension 3
operators. At dimension 4 we get the bilinear structures
(ϕ ∂µ∂νϕ), (∂µ∂νϕ ϕ), (∂µϕ∂νϕ) . (3.15)
Ignoring terms vanishing on the equation of motion ∂µ∂µϕ = 0 gives (9× 2+ 4× 4)× 6 =
204 operators. Then there is the quartic structure
(ϕϕ)(ϕϕ) , (3.16)
where we may have 6 contractions in each factor; counting only once the symmetric cases,
we get 12 × 6× 7 = 21 operators. Finally, there is also an irreducible "single-trace" operator
(ϕϕϕϕ) . (3.17)
Here each ϕϕ appears in the form ϕijkϕijl = Xkl where the free indices may be in any
position and the two pairs of contractions may be in each of the two possibilities. This
gives 32 × 2 = 18 ways of constructing X. Contracting the two X’s (counting once the
symmetric cases) gives 12 × 18× 19 = 171 operators. The total number of dimension 4
singlet operators is then 204+ 21+ 171 = 396, in agreement with the coefficient of the x4
term in (3.12).14
We may also find the corresponding "single-trace" generating function of fully con-
nected contractions (that starts with x2 term) by writing (3.12) in the form (3.1)
Z3-plets.t. = 6 x
2 + 48 x3 + 375 x4 + 3216 x5 + 32098 x6 + 342912 x7 + 3976443 x8
+ 48645632 x9 + 629746974 x10 + 8512245744 x11
+ 120220813597 x12 + 1760740453968 x13 + . . . . (3.18)
The partition function (3.12) corresponds to a 4d scalar in the general 3-index tensor rep-
resentation of U(N) without any symmetry. In the case of totally symmetric (+) or anti-
symmetric (−) representations we find, using the expressions for the characters in (2.11)
Z3-plet
+
S,4 = 1+ x
2 + 8 x3 + 36 x4 + 120 x5 + 404 x6 + 1368 x7 + 5034 x8
+ 18736 x9 + 71452 x10 + 276864 x11 + . . . , (3.19)
Z3-plet
−
S,4 = 1+ x
2 + 8 x3 + 36 x4 + 120 x5 + 403 x6 + 1360 x7 + 4978 x8
14 Let us note that if we formally replace zΦ(x) by x in (2.7), that will correspond to considering a constant
complex 4d scalar field that has dimension 1 (cf. zS,4 in (2.3)). In this case Z will count just the U(N) con-
tractions leading to singlets. This counting has been worked out in [60]. In the 3-plet representation case one
obtains the series Z = 1+ 6 x2 + 192 x4 + 10170 x6 + 834612 x8 + 90939630 x10 + 12360636540 x12 + . . . , which
agrees with eq. (86) of [60]. The 192 x4 term comes from the sum of the 21 structures in (3.16) and the 171 in
(3.17) that do not involve derivatives.
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+ 18400 x9 + 69645 x10 + 267728 x11 + . . . . (3.20)
Compared to (3.12) we see that there there are fewer operators as some of the contractions
are now equivalent. Note that the partition functions (3.19) and (3.20) start to differ at
order O(x6). The coefficients of the first few terms in (3.19) or (3.20) can be easily repro-
duced by the operator counting.15
Similarly, in the case of a scalar in the 3-plet representations in 6 dimensions we find
the following analogs of (3.12),(3.19),(3.20)
Z3-pletS,6 = 1+ 6 x
4 + 72 x5 + 456 x6 + 2040 x7 + 7452 x8 + 26232 x9
+ 111768 x10 + 591432 x11 + 3268332 x12 + 16860144 x13 + . . . , (3.21)
Z3-plet
+
S,6 = 1+ x
4 + 12 x5 + 76 x6 + 340 x7 + 1212 x8 + 3676 x9
+ 10032 x10 + 25956 x11 + 68632 x12 + 196788 x13 + . . . , (3.22)
Z3-plet
−
S,6 = 1+ x
4 + 12 x5 + 76 x6 + 340 x7 + 1212 x8 + 3676 x9
+ 10032 x10 + 25956 x11 + 68631 x12 + 196776 x13 + . . . . (3.23)
As a 6d scalar has dimension 2, the low temperature expansion here starts at x4 order. The
(anti) symmetric 3-plet partition functions (3.22), (3.23) differ at O(x12), i.e. at the level of
operators with three ϕϕ pairs; this is in parallel with what was in 4d where the scalar
dimension was 1 (eqs. (3.19),(3.20) differ at x6 order).
Comparing the coefficients in the vector (3.10), adjoint (3.11) and 3-plet cases (3.12) we
conclude that the number of singlet operators in the 3-plet case grows much faster with the
power of x, i.e. with the operator dimension. This implies non-convergence of the small
x expansion. Indeed, as we shall find in section 4 an analog of the "Hagedorn" transition
found in the adjoint case [5, 15] here happens at much lower temperature Tc ∼ (log N)−1
which goes to zero at N → ∞. This will also become clear from the closed expression for
the N = ∞ limit of the small x partition function presented in the subsection 3.3.
One may also find similar low temperature expansions of Z in the case when the
global symmetry group is O(N) instead of U(N); this is discussed in Appendix D.
3.3 Exact expression for low temperature expansion of 3-plet partition function in the
N → ∞ limit
Given a particular choice of the character χR in (2.7) it is possible to find a closed form for
the small x expansion of the partition function extending the expansions like (3.12) to all
15The terms x2 + 8x3 are the same as as in the vector case (3.10) as the correspond to the operators (3.13) and
(3.14) without additional multiplicity as the 3-indices are now contracted in a unique way (ϕijkϕijk, etc.). The
coefficient 36 of the x4 term corresponds to 34 dimension 4 operators in (3.15) (now with unique contraction),
one operator as in (3.16) of the form (ϕijkϕijk)
2, and one additional operator ϕijkϕijlϕpqlϕpqk as in (3.17). For
completeness, let us list also the "single-trace" partition functions corresponding to (3.19), (3.20):
Z3-plet
+
s.t. = x
2 + 8 x3 + 35 x4 + 112 x5 + 332 x6 + 968 x7 + 3104 x8 + 10672 x9 + 39466 x10 + 153160 x11 + . . . ,
Z3-plet
−
s.t. = x
2 + 8 x3 + 35 x4 + 112 x5 + 331 x6 + 960 x7 + 3049 x8 + 10352 x9 + 37814 x10 + 145192 x11 + . . . .
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orders in x.
Let us start from the following general form of the series expansion of (2.7) 16
Z =
∞
∏
m=1
∞
∑
k=0
1
k!
( zΦ(xm)
m
)k ∫
dU
[
χR(Um)
]k . (3.24)
If we consider the p-plet (or N⊗p representation of U(N), then the corresponding char-
acter is given by (2.10), i.e. χR(U) =
[
tr(U)
]p
+
[
tr(U−1)
]p, and the only non-vanishing
contribution to (3.24) comes from the term with an equal number of tr(U) and tr(U−1)
factors. Hence, using (3.8), we find
Zp-plet =
∞
∏
m=1
∞
∑
k=0
k even
1
k!
( zΦ(xm)
m
)k( k
k/2
)
mp k/2 (p k/2)!
=
∞
∏
m=1
∞
∑
k=0
1
(2 k)!
( zΦ(xm)
m
)2 k(2 k
k
)
mp k (p k)!
=
∞
∏
m=1
Fp
(
mp−2 [zΦ(xm)]2
)
, (3.25)
where we have introduced the formal power series
Fp(y) ≡
∞
∑
k=0
bk yk , bk =
(p k)!
(k!)2
, p = 1, 2, 3, ... . (3.26)
As a check, for p = 1 and p = 2 we find from (3.26):
F1(y) = ey , F2(y) =
1√
1− 4y , (3.27)
and thus (3.25) gives
log Z1-plet =
∞
∑
m=1
1
m
[
zΦ(xm)
]2 , (3.28)
log Z2-plet = −1
2
∞
∑
m=1
log
(
1− 4 [zΦ(xm)]2) , (3.29)
which are indeed the expressions for the partition functions of the vector (3.3) and 2-plet
(A.3) representations (cf. also (E.8)). Let us mention for completeness that in the adjoint
case one finds, similarly to (3.25),
Zadjoint =
∞
∏
m=1
∞
∑
k=0
1
k!
( zΦ(xm)
m
)k
mk k! =
∞
∏
m=1
∞
∑
k=0
[
zΦ(xm)
]k
=
∞
∏
m=1
[
1− zΦ(xm)
]−1, (3.30)
which is indeed the partition function in (3.5).
16We exploit the fact that the integral over U vanishes when evaluated on products of characters of Um
with different values of m.
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Surprisingly, the series Fp in (3.26) no longer converges (has zero radius of conver-
gence)17 starting with p = 3. Thus for p ≥ 3 (3.26) should be regarded only as a formal
generating function. One may "resum" (3.26) by first replacing the numerator (3 k)! in bk
in (3.26) by
∫ ∞
0 dt e
−t t3 k, then summing over k and finally integrating over t. In this way
we obtain
F3(y) → F˜3(y) = 16
√
pi
3 y
−1 e−
1
54 y
−1 [
I 1
6
( 1
54 y
−1)+ I− 16 ( 154 y−1)], (3.31)
where Ia(y) is the modified Bessel function of the first kind. The function F˜3(y) has a
branch cut on the negative real axis, but is real, positive and smooth for y ≥ 0. The power
series (3.26) defining F3(y) is precisely an asymptotic expansion of F˜3(y) for y → 0+, i.e.
for any integer K and y→ 0+ we have F˜3(y)−∑Kk=0 (3k)!(k!)2 yk = O(yK+1).18
It thus follows from (3.25),(3.26) that, in particular, for a 4d scalar field in the 3-plet
representation
Z3-pletS,4 =
∞
∏
m=1
∞
∑
k=0
(3 k)!
(k!)2
mk
[
zΦ(xm)
]2k , zΦ(x) = zS,4(x) = x(1+ x)(1− x)3 , (3.32)
which gives a closed expression for the all-order generalization of the leading terms in the
expansion of Z3-pletS,4 in (3.12).
As follows from (3.25), the same general expression (3.32) applies also to other fields
with the corresponding one-particle partition functions zΦ (with statistics accounted for
by (2.8)). It thus encodes the number of singlet operators built out of the field Φ in 3-plet
representation of any integer dimension. Given Z3-plet(x) and using the inversion formula
in Appendix E one can find also the corresponding single-trace partition function in (3.1)
that counts the number of singlet operators represented by irreducible contractions.
Similar computation can be carried out in the case of a p-tensor field with p distin-
guished indices transforming under separate U(N) groups: the singlet partition function
Z is then defined by gauging the full [U(N)]p group (see [36]). In this case there are less
singlet operators but again the large N limit of the small x expansion of Z becomes only
asymptotic starting with p = 3 case (see Appendix F).
17This is implied by the growth of bk+1bk =
(kp+p)!
(k+1)2(kp)!
∣∣∣
p=3
= 27k + 61+k , with bk defined in (3.26).
18 Alternatively, the Borel transform of F3(y) in (3.26) is given by
FB3 (y) ≡
∞
∑
k=0
bk
k!
yk = 2F1
( 1
3 ,
2
3 , 1, 27y
)
,
and thus the resulting Borel sum of F3(y) is expressed in terms of the Bessel K-function
F˜B3 (y) =
∫ ∞
0
dt e−t FB(yt) = 13
√
− 13pi y−1 e−
1
54 y
−1
K 1
6
(− 154 y−1) .
F˜B3 (y) has an imaginary part for y > 0 which vanishes exponentially fast for y → 0+ and does not affect the
asymptotic expansion of F˜B3 (y) which is the same as F3(y) in (3.26).
– 15 –
4 Large N partition function and phase transitions
4.1 Overview
In the previous section we directly computed the N = ∞ limit of the small x (small tem-
perature) expansion of the partition function and observed the rapid growth of the num-
ber of states with the increase of dimension of the U(N) representation. This suggests a
non-trivial dependence of Z on the temperature with possible phase transitions.
Let us recall what happens in the well-known case of the adjoint representation. If the
typical number of states relevant for thermodynamics at certain β = 1/T is much smaller
than N2, then (3.5) is a good approximation to the exact partition function. This cannot be
true at any temperature. While the expression (3.5) is well defined at low temperatures it
diverges as soon as zΦ(x) becomes of order 1. On general grounds, we can prove that the
equation zΦ(x) = 1 has a unique solution xc = e−βc ∈ (0, 1).19 Then Z(β) in (3.5) is well
defined for β > βc and diverges Z ∼ (β− βc)−1 for β→ βc.20
A correlation between increasing N and the temperature is clear also from the method
we used to derive the N → ∞ limit of the small x expansions of Z in section 3. As we
remarked there, the coefficients of these expansions come from the evaluation of group
integrals like (3.6) and these are independent of N as soon as it is larger than some number
depending on the degree κ in (3.7). As the temperature is increased so that x → 1, more
terms in the small x expansion are needed to accurately describe Z. However, at higher
orders in x, the typical κ appearing in the computation increases and one needs to go to
larger (but finite) values of N to match the N = ∞ limit. This indicates that there is a
tension between increasing the temperature and taking the large N limit.
The standard way to systematically describe what happens as the temperature is in-
creased is to consider the distribution of eigenvalues of the group element U in (2.7) that
dominates the partition function at certain temperature. At large N, the eigenvalue distri-
bution may be approximated by a continuous density ρ(α) with α ∈ (−pi,pi) obeying
ρ(α) ≥ 0,
∫ pi
−pi
dα ρ(α) = 1. (4.1)
In general, there may be transition points when one passes from a phase where ρ > 0 is
non-zero everywhere on (−pi,pi) to a phase where ρ > 0 only on an interval (−α0,−α0) ⊂
(−pi,pi) (see, e.g., [61]). This is what happens in the vector and adjoint cases [10, 15]. On
general grounds, a transition may be expected when in (2.7) there is balance between the
temperature-independent measure term ∼ N2 and the character-dependent term in the
exponent.
As we will see below, this leads to a simple condition
N2 ∼ Np zΦ(xc), xc = e−1/Tc , (4.2)
19 We have always z′Φ(x) > 0, zΦ(0) = 0. Besides, zΦ(1) > 1 if there are at least two single-particle states.
20This is consistent with the Hagedorn behaviour ρ(E) ' eβc E where ρ(E) is the density of states appearing
in the the partition function written as Z =
∫
dE ρ(E) xE. The existence of the maximal temperature Tc = 1/βc
is an unphysical feature which is a consequence of the fact that the assumption that the number of relevant
states is much smaller than N2 fails around Tc.
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where p = 1, 2, 3, ... for the vector, adjoint, 3-plet representation, etc., cases. In the vector
case, xc → 1 as N → ∞ and taking into account that zΦ(x) x→1∼ Td−1 (cf. (2.3)) we find that
Tvectorc ∼ N
1
d−1  1 . (4.3)
In the adjoint case, (4.2) gives Tc which is independent of N,
Tadjointc ∼ 1 . (4.4)
In the 3-plet case, we are then to expect Tc to vanish as N → ∞ in a way depending on a
detailed small x behaviour of zΦ(x). For example, for a scalar field theory in d dimensions
we find from (2.3)
T3-pletc ∼ d−22
1
log N
 1 . (4.5)
The scalar contribution is dominant in the x → 0 limit also when one considers a collection
of fields in (2.3),(2.4) like the (2,0) tensor multiplet in 6d, where thus T3-pletc ∼ 10log N . Note
also that, as follows from (4.2), in the p > 3 -plet case we will also get Tp−pletc ∼ 1log N .
The physical reason why Tc → 0 at large N in the case of the 3-plet representation
is that the number of states (operators) grows too quickly with increasing energy (di-
mension).21 Details of this picture will be worked out in the remainder of this section. In
particular, in the 3-plet case we will confirm that the phase structure depends on the value
of N zΦ(x) as implied by (4.2).
At large N, we shall find a first order discontinuous transition between a phase (where
N zΦ is smaller than a critical value (N zΦ)c) with ρ > 0 everywhere on (−pi,pi) and a
phase (where N zΦ > (N zΦ)c) with ρ > 0 only for |α| ≤ α0 with α0 ∼ (N zΦ)−1/2. We
shall find that the transition point corresponds to (N zΦ)c = 916 . At any temperature, for a
sufficiently large N the system will be in the second phase. This means that at large N the
critical temperature is approaching zero.
4.2 Large N limit in terms of eigenvalue density
The integration over U in (2.7) may be represented in terms of the eigenvalues of the
unitary matrix {ei αi} with −pi < αi ≤ pi∫
dU =
N
∏
i=1
∫ pi
−pi
dαi ∏
i<j
sin2 αi−αj2 , tr(U) =∑
i
ei αi . (4.6)
Using the explicit form of the characters in (2.9), we get
Z =
∫
dα e−S(α,x) , (4.7)
21A possible analogy is with a 1d Ising model which has Tc = 0 when the length N of the spin chain is
infinite. There the aligned "all spins up" (or "all spins down") configuration ↑↑ . . . ↑ has a finite energy gap
compared to each of the configurations of the form ↑↑ . . . ↑↓↓ . . . ↓. Thus, for large N, the variation of the free
energy ∆F = ∆E − T ∆S ∼ −T log N is negative and the entropy term destabilises the ordered configuration
for any T.
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S(α, x) = −1
2 ∑i 6=j
log sin2 αi−αj2 +
∞
∑
m=1
cm(x)V(m α), cm ≡ − 1m zΦ(x
m), (4.8)
where
Vvector(α) = 2
N
∑
i=1
cos αi , (4.9)
Vadjoint(α) =
N
∑
i,j=1
cos(αi − αj) , (4.10)
V3-plet(α) = 2
N
∑
i,j,k=1
cos(αi + αj + αk) . (4.11)
The extremum condition for S(α, x) in (4.8) is, e.g., in the 3-plet case
∑
j 6=i
cot αi−αj2 − 6
∞
∑
m=1
zΦ(xm)
N
∑
j,k=1
sin
[
m(αi + αj + αk)
]
= 0. (4.12)
Let us follow [15, 10, 12] and replace the integration over α by the integration over the
eigenvalue density ρ(α) which is a periodic function on the unit circle α ∈ (−pi,pi)22
ρ(α) =
1
N
N
∑
n=1
δ(α− αi) . (4.13)
It satisfies the conditions (4.1) by construction. Then the action in (4.8) becomes
S(ρ, x) = SM(ρ) +V(ρ, x) , (4.14)
with the measure term
SM = N2
∫
dα dα′ K(α− α′) ρ(α) ρ(α′), (4.15)
K(α) = −1
2
log(2− 2 cos α) =
∞
∑
m=1
1
m
cos(mα) , (4.16)
and the potential term
Vvector = 2 N
∫
dα ρ(α)
∞
∑
m=1
cm(x) cos(m α), (4.17)
Vadjoint = N2
∫
dα dα′ρ(α) ρ(α′)
∞
∑
m=1
cm(x) cos
[
m (α− α′)], (4.18)
V3-plet = 2 N3
∫
dα dα′ dα′′ ρ(α) ρ(α′) ρ(α′′)
∞
∑
m=1
cm(x) cos
[
m (α+ α′ + α′′)
]
. (4.19)
The integral expression for Z in (4.7) can then be written as a path integral over the field
ρ(α) subject to the constraints (4.1) with the action (4.14).
As the constant part of ρ(α) drops out of (4.15)–(4.19), the ρ(α) = 12pi is always a
stationary point of the action (4.14). Let us first briefly review the vector and adjoint cases
where a perturbative expansion around this constant density is sensible and then turn to
the 3-plet case where this is not the case.
22Here the Dirac delta function is the periodic one: δ(α)→ ∑k∈Z δ(α+ 2pik).
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4.3 Vector and adjoint cases
One may expand ρ(α) in Fourier modes as
ρ(α) =
1
2pi
+
1
N
[ 1
pi
∞
∑
m=1
ρ+m cos(mα) +
1
pi
∞
∑
m=1
ρ−m sin(mα)
]
. (4.20)
This expansion is meaningful if the {ρ±m} variables turn out to have a some stationary
point with bounded fluctuations. Then, at large N, the positivity constraint on ρ in (4.1)
will not be violated. Written in terms of the variables {ρm} the measure term (4.15) be-
comes
SM =
∞
∑
m=1
1
m
[
(ρ+m)
2 + (ρ−m)2
]
, (4.21)
while the potentials in (4.17) and (4.18) take the form
Vvector = 2
∞
∑
m=1
cm ρ+m , V
adjoint =
∞
∑
m=1
cm
[
(ρ+m)
2 + (ρ−m)2
]
. (4.22)
In the vector case, the resulting action (4.14) is stationary at
ρ+m = −m cm = zΦ(xm) , ρ−m = 0 , (4.23)
and, as a result, we find the same expression for Z as given earlier in (3.3)
log Zvector =
∞
∑
m=1
1
m
[
zΦ(xm)
]2 . (4.24)
The same expression is found by doing the Gaussian integral over ρ±m in (4.7).
In the adjoint case the total action is
Sadjoint =
∞
∑
m=1
1+ m cm
m
[
(ρ+m)
2 + (ρ−m)2
]
=
∞
∑
m=1
1− zΦ(xm)
m
[
(ρ+m)
2 + (ρ−m)2
]
. (4.25)
Integrating over ρ±m in (4.7) with the normalization Z(x = 0) = 1, we then obtain
Zadjoint =
∞
∏
m=1
[
1− zΦ(xm)
]−1 → log Zadjoint = − ∞∑
m=1
log
[
1− zΦ(xm)
]
, (4.26)
which is the same as (3.5) quoted earlier.
A similar derivation of Z applies in the case when the adjoint representation is re-
placed by 2-plet one N ⊗ N or its (anti) symmetric version (see Appendix A).
As discussed in section 4.1, if the temperature (and thus x and zΦ(x)) are small
enough, the expressions in (4.24) and (4.26) converge and the expansion (4.20) is well
behaved and describes a strictly positive density. Increasing the temperature we reach a
transition point where ρ starts to be zero only on a subset (−α0, α0) ⊂ (−pi,pi). In the
vector case, this transition happens at Tc ∼ N 1d−1 as in (4.3). The expansion (4.20) is no
longer valid above this critical temperature. In adjoint case, the critical temperature is
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determined by the condition zΦ(x) = 1 when the fluctuations of modes in (4.25) are no
longer suppressed. Thus in this case we get the critical temperature Tc ∼ 1 in (4.4) which
is independent of N. Details of the form of ρ(α) in the two phases for the vector and
adjoint models may be found in [10, 15, 19].
In the low temperature phase where the expansion (4.20) is valid, the value of the
action (4.14) (i.e. the measure term (4.21) plus potential in (4.22)) and thus the resulting
large N partition function (4.24) or (4.26) does not depend on N, i.e. log Z = O(N0).
The stationary point of the action (4.14) is given by the analog of eq. (4.8) written
in terms of ρ(α) (cf. (4.28) below). Assuming it admits a non-trivial solution for ρ(α)
(due to a balance between the measure and potential contributions to the stationary point
equation) then in the higher temperature T > Tc phase the resulting value of the action
(4.14) at the stationary point will scale as the measure term, i.e. as N2. Thus the stationary-
point approximation will be valid in the large N limit with log Z = O(N2) in the high-
temperature phase (see (C.6),(C.11)).
In the 3-plet case discussed below the low temperature phase will be shrinking with
increasing N (with Tc → 0) while the action and log Z will be scaling again as N2 at the
non-trivial stationary-point solution of (4.28).
4.4 3-plet case
In the 3-plet case, using (4.20) in the potential term (4.19) we get
V3-plet = 2
∞
∑
m=1
cm
[
(ρ+m)
3 − 3 ρ+m (ρ−m)2
]
. (4.27)
The resulting action given by the sum of (4.21) and (4.27) is unbounded from below (in
particular, the analog of (4.7) giving Z as an integral over ρ±m does not converge). Thus
in the 3-plet case the constant density ρ = 12pi is really a saddle and not a minimum even
at low temperatures; the Fourier coefficients ρ±m in (4.20) tend to be large and this violates
the fundamental positivity condition on ρ(α) in (4.1).
A phase transition from the trivial homogeneous phase ρ = 12pi should happen when
the cubic in ρ term in the action (4.14),(4.19) becomes of order of the quadratic measure
one in (4.15). In the vector case the transition point is when we balance a measure term
(4.15) ∼ N2 against the potential term (4.17) ∼ NzΦ(x). In the adjoint case, both terms
(4.15) and (4.18) are of the same order ∼ N2. In the 3-plet case the potential term (4.19)
scales as N3zΦ(x) and we are led to the condition in (4.2) (in a sense, the vector and the
3-plet cases are opposite to each other with the adjoint case being in between).
Below we will explore the 3-plet case in more detail, by first studying numerically the
eigenvalue distribution and then presenting some analytical expressions.
4.4.1 Numerical analysis
As a preliminary step, we can try to determine numerically the solution to the extremum
condition (4.12). We shall sum over m in (4.12) with 1 ≤ m ≤ M to investigate the effect of
higher harmonics. We shall consider the case of 4d scalar with zΦ(x) =
x(1+x)
(1−x)3 (see (2.3)).
Solving numerically (4.12) with N = 40, M = 4 we find the following behaviour:
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Figure 1. Exact eigenvalues for N = 40, M = 4 and three values of β well below, just below
and just above the transition. The right graph represents the plot of the maximal eigenvalue that
demonstrates that it jumps at a certain temperature from a value ' pi2 to pi.
1. At high temperature, the eigenvalues αi are distributed on (−α0, α0) ⊂ (−pi,pi) with
α0 → 0 as β → 0. Their density is approximately flat near the center of the interval,
but with deviations at the edges.
2. As the temperature is reduced, there is a transition point where the distribution
becomes essentially uniform over the whole interval (−pi,pi).
This is illustrated in Fig. 1 where we show in the left graph the exact eigenvalues at β =
3, 4.5, 5 that are well below, just below and above the transition. The right graph shows
max |αn| as a function of β to emphasize the rapid jump from a value ' pi2 to pi at a critical
temperature. In Appendix C.1 we will consider explicitly the small N = 2 case where
these features are already visible.
4.4.2 Exact solution for the eigenvalue density at large N
The features observed in the numerical analysis may be explained analytically as follows.
Let us return to the stationary point condition in eq. (4.12) expressing it in terms of ρ(α):∫
dα′ ρ(α′) cot α−α′2 = 6N
∞
∑
m=1
zΦ(xm)
∫
dα′dα′′ ρ(α′) ρ(α′′) sin
[
m (α+ α′ + α′′)
]
. (4.28)
Let us assume that ρ is symmetric and supported on (−α0, α0) and thus write (4.28) as∫
dα′ ρ(α′) cot α−α′2 = 6 N
∞
∑
m=1
zΦ(xm)
∫
dα′ dα′′ ρ(α′) ρ(α′′) sin(m α) cos
[
m (α′ + α′′)
]
= 2
∞
∑
m=1
am ρ2m sin(m α), (4.29)
where
am = 3 N zΦ(xm), ρm =
∫
dα ρ(α) cos(m α). (4.30)
Eq. (4.29) is same as eq. (5.20) of [15] and thus its solution may be written as
ρ(α) = 1pi
√
sin2 α02 − sin2 α2
∞
∑
k=1
Qk cos
[
(k− 12 ) α
]
, (4.31)
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Qk = 2
∞
∑
`=0
ak+` ρ2k+` P`(cos α0), (4.32)
where P` is the Legendre polynomial. To simplify the presentation, let us first consider
a model with just one harmonic ρ1 present in the r.h.s. of (4.29) which should be a good
approximation for large β when x = e−β  1 and thus the value of am in (4.30) decreases
with m. Then
ρ(α) = 2pi a1 ρ
2
1
√
sin2 α02 − sin2 α2 cos α2 . (4.33)
We still need to impose the self-consistency equations∫ α0
−α0
dα ρ(α) = 1,
∫ α0
−α0
dα ρ(α) cos α = ρ1. (4.34)
We then find
2 a1 ρ21 u = 1, 2 a1 ρ
2
1 u (1− 12 u) = ρ1 , u ≡ sin2 α02 ∈ (0, 1) (4.35)
1− 12 u = (2 a1 u)−1/2 , a1 = 3N zΦ(e−β) . (4.36)
Thus u solves a cubic equation. For large a1 we get a consistent solution
u =
1
2 a1
+
1
4 a21
+ . . . → α0 =
[ 3
2 N zΦ(e
−β)
]−1/2
+ . . . . (4.37)
As a1 decreases, we find a solution with u ∈ (0, 1) only up to the point
a1 =
27
16
, i.e. u =
2
3
. (4.38)
This limiting value corresponds to the maximal width of the interval being
α0 = 2 arctan
√
2 ' 0.6pi. (4.39)
To summarize, including just one harmonic in the sum in (4.29), for each temperature and
N such that
N zΦ(e−β) >
9
16
, (4.40)
we get the eigenvalue distribution
ρ(α) =
 1pi sin2 α02
√
u− sin2 α2 cos α2 , |α| < α0
0 α0 < |α| ≤ pi
(4.41)
where u = sin2 α02 is determined by the relation (4.36), i.e.
3
2 u (2− u)2 =
[
N zΦ(e−β)
]−1. (4.42)
For 916 < N zΦ(e
−β) < 23 there are two solutions u1, u2 with 0 < u1 < u2 < 1. Here u1 is
a minimum of the action, while u2 is a local maximum, see Appendix C.2. A numerical
test of (4.42) is shown in Fig. 2 where we compare its prediction with the edge of the exact
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Figure 2. Comparison between the edge of the exact eigenvalue distribution at N = 40 in the case
of one harmonic in the potential term in (4.12) (solid circles) with the solution of (4.42) (solid line).
We also show the high temperature approximation (4.46) in the one-harmonic case (dashed line).
eigenvalue distribution at N = 40 found by taking just one harmonic in the potential term
in (4.8).
Including up to M higher harmonics, the equations (4.35) are replaced by similar ones
involving u and ρ1, . . . , ρM. The solution depends on N and β through the combinations
am = 3N zΦ(e−m β), m = 1, . . . , M (see (4.29),(4.30)). For large N, the critical inverse
temperature βc(N, M) admits a finite limit that may, in principle, depend on M. In fact,
ac defined as
ac(M) ≡ lim
N→∞
3N zΦ(e−βc(N,M)) . (4.43)
is independent of M. To see why, consider, for example, zΦ(x) =
x(1+x)
(1−x)3 correspond-
ing to 4d scalar theory. If we solve ac = 3N zΦ(e−βc) for βc at large N, we get βc =
− log ac3N + 4 ac3N − 5 a
2
c
3N2 + . . . . The coupling parameters am = 3N zΦ(e
−mβ) for higher har-
monics in (4.29),(4.30) are then subleading, e.g., 3N zΦ(e−2 βc) = a
2
c
3N − 8 a
3
c
9N2 + . . . , and in
general 3N zΦ(e−m βc) = a
m
c
(3N)m−1 + . . . . Thus,
ac = ac(M = 1) =
27
16
, (4.44)
which is the value of a1 found in (4.38).
To give an example, with M = 3 harmonics and taking N = 50, 60, . . . , 100 we get
N 50 60 70 80 90 100
N zΦ(eβc(N,M=3)) 0.562392 0.562409 0.562421 0.56243 0.562438 0.562444
(4.45)
A quadratic fit with 1/N and 1/N2 corrections gives ac(M = 3) = 3× 0.562502 which is
equal to 2716 in (4.44) with a 10
−6 relative precision.
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As we will show in Appendix C.3, deep into the high temperature phase, the 1-
harmonic result (4.37) is replaced by
α0 =
[
3
2 N
∞
∑
m=1
m zΦ(e−m β)
]−1/2
+ . . . (4.46)
Similar results are found in the case when the general 3-plet representation is replaced
by the symmetric or antisymmetric one: as we will show in Appendix C.4, the large N
behaviour is the same in all of these cases.
5 Concluding remarks
In this paper we discussed singlet partition function Z of conformal theories defined by
free fields in higher representations of an internal symmetry group. We observed that
starting with rank 3 tensor case the number of singlet states grows so fast with the energy
that the small temperature expansion of Z has zero radius of convergence in the N = ∞
limit. This is reflected in the vanishing of the critical temperature Tc at N = ∞. For large
but finite N there are two phases: T < Tc and T > Tc, with log Z ∼ N2 in the higher
temperature phase (same scaling as found in the vector and adjoint representation cases).
We have concentrated on the case of the p-fundamental representation of U(N) but
similar conclusions are true also for the [U(N)]p invariant singlet partition function of
p-tensors with inequivalent indices (see Appendix F). The same qualitative behaviour is
found also when U(N) symmetry is replaced by O(N) (cf. Appendix D).
One open question is about possible implications for the AdS dual of the free p-plet
or p-tensor CFT. The rich spectrum of singlet operators implies the presence of infinite
sequences of massive fields in AdS (suggestive of a "tensionless membrane" spectrum in
the p = 3 case). It would be interesting to shed further light on this by studying simplest
correlation functions of operators like φijkφijk (dual to a scalar in AdS) by generalizing the
discussion of the vector and adjoint cases in [19].
For the fields in the vector and adjoint representations the large N free energy or
1-loop log Z of all higher spin fields in thermal AdS scales as O(N0) and matches the
corresponding boundary CFT free energy in the low-temperature phase in (3.3), (3.5).
In the high temperature phase the boundary CFT free energy is O(N2); that formally
agrees with an AdS black-hole scaling in the adjoint case [62, 63]. In the vectorial case
where Tc grows with N and thus the high temperature phase is not obviously attainable,
a possibility of similar matching remains an open question [10] (the classical AdS action
here scales as N and thus a classical thermal object would contribute O(N) to the free
energy).
In the 3-plet case the 1-loop partition function in thermal AdS computed for the full
spectrum of fields dual to singlet conformal operators in the large N limit should also
be expected to be given by an asymptotic series matching the low temperature phase
expression for log Z(x) = O(N0) in (3.32). The high temperature phase result log Z(x) =
O(N2) here appears to be subleading to any potential contribution coming from a classical
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AdS action as that should scale asO(N3) (the coefficient in front of the AdS action should
be N3 to match the correlation functions in the free 3-plet CFT [30]).
Another important question is how these conclusions may change in an interacting
CFT, e.g., whether Tc may become finite at a non-trivial large N fixed point. This is of
particular interest in the case of the (2, 0) tensor multiplet theory in 6d that should have
an AdS7 dual with a supergravity limit in the N → ∞ limit admitting black holes and thus
predicting N3 scaling of the free energy [22, 26].
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A N = ∞ partition function for 2-plet representation of U(N)
In addition to the adjoint representation N ⊗ N one may consider also another rank 2
tensor representation – N ⊗ N or 2-plet of U(N). The corresponding real representation
in (2.7) is R = N ⊗ N + N ⊗ N and thus χR(U) = [tr (U)]2 + [tr (U−1)]2 (see (2.10)). The
resulting potential in (4.8) is then (cf. (4.9)–(4.11))
V2-plet(ρ) = 2 N2
∫
dα dα′ρ(α) ρ(α′)
∞
∑
m=1
cm cos
(
m (α+ α′)
)
. (A.1)
In terms of the Fourier coefficients ρ±m in (4.20) we get
V2-plet = 2
∞
∑
m=1
cm [(ρ+m)
2 − (ρ−m)2]. (A.2)
As in the adjoint case (4.25),(4.26), integrating over ρ±m we get for the N = ∞ partition
function
log Z2-plet = −1
2
∞
∑
m=1
log
(
1− [ 2 zΦ(xm)]2) , (A.3)
in agreement with (3.29). The corresponding single-trace partition function is given in
(E.8). The expression (A.3) is valid in the low temperature phase, i.e. for temperatures
below the critical one where 2 zΦ(xc) ∼ 1.
For the symmetric 2-plet representation where R = (N ⊗ N)sym + (N ⊗ N)sym and
χR(U) =
1
2
[
tr(U)
]2
+
1
2
tr(U2), (A.4)
we get instead of (A.1)
V2-plet
+
= N2
∫
dα dα′ρ(α) ρ(α′)
∞
∑
m=1
cm cos(m (α+ α′)) + N
∫
dα ρ(α)
∞
∑
m=1
cm cos(2m α)
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=
∞
∑
m=1
cm
[
(ρ+m)
2 − (ρ−m)2
]
+
∞
∑
m=1
cm ρ+2m. (A.5)
Adding this to (4.21) and performing again the Gaussian integration over ρ± gives (cf.
(4.26),(A.3))
log Z2-plet
+
= −1
2
∞
∑
m=1
log
(
1− [zΦ(xm)]2)+ 12 ∞∑m=1 1m
[
zΦ(xm)
]2
1− zΦ(x2m) . (A.6)
In the antisymmetric 2-plet representation case there is a relative minus sign in (A.4) and
thus in the last term in (A.5) but the final result for Z is again the same as (A.6).
B Finite N low temperature expansion of 3-plet partition function
Here we will supplement the large N analysis in section 3 with a discussion of the finite
N case. At finite N, the low temperature expansion of the partition function may still be
done by direct expanding (2.7). However, simple expressions like (3.8) or factorization
leading to (3.24) are no longer valid. Instead, the group integrals (3.6) must be computed
on a case by case basis.
In particular, for a 4d scalar in 3-plet representation, one can compute the following
first five terms in the small X expansion of Z3-pletS,4 for the increasing N (the coefficients that
are stable under the increase of N are in bold face)
N Z3-pletS,4
2 1+ 5 x2 + 40 x3 + 212 x4 + 1080 x5 + 6054 x6 + · · ·
3 1+ 6 x2 + 48 x3 + 342 x4 + 2688 x5 + 21408 x6 + · · ·
4 1+ 6 x2 + 48 x3 + 387 x4 + 3384 x5 + 31765 x6 + · · ·
5 1+ 6 x2 + 48 x3 + 396 x4 + 3504 x5 + 35012 x6 + · · ·
6 1+ 6 x2 + 48 x3 + 396 x4 + 3504 x5 + 35535 x6 + · · ·
7 1+ 6 x2 + 48 x3 + 396 x4 + 3504 x5 + 35580 x6 + · · ·
(B.1)
The expansions in (B.1) may be derived using the character expansion method that is quite
convenient at relatively small N (see, e.g., [57]). Irreducible representations of U(N) may
be labeled by N integers n = (n1, n2, . . . , nN) with n1 ≥ n2 ≥ · · · ≥ nN ≥ 0. Denoting by
t1, . . . , tN the eigenvalues of the group element U in the fundamental representation, we
obtain the character χn from the Weyl formula (i, j are row and column indices)
χn(U) =
det(t
nj+N−j
i )
det(tN−ij )
. (B.2)
This is a polynomial in the eigenvalues ti with total degree equal to∑i ni. Any polynomial
built out of powers of traces tr(Uk) may be expanded as a finite sum of such characters.
Then the group integrals in (3.6) are easily evaluated by exploiting the orthonormality of
the characters
∫
dU χn(U) χn′(U) = δn,n′ . The dependence on N of the final result is a
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consequence of the fact that the fine details of the character decomposition also depend
on N. To give a simple nontrivial example, let us consider the integral
IN =
∫
dU |(tr U2)2|2, U ∈ U(N), (B.3)
The character expansion of (trU2)2 = (∑Ni=1 t
2
i )
2 reads
N (tr U2)2
2 2χ22 − χ31 + χ40
3 2χ220 − χ310 + χ400 − χ211
4 2χ2200 − χ3100 + χ4000 − χ2110 + χ1111
5 2χ22000 − χ31000 + χ40000 − χ21100 + χ11110
6 2χ220000 − χ310000 + χ400000 − χ211000 + χ111100
(B.4)
and so on. Thus the cases N = 2, 3 are special, but there is a stable pattern for N ≥ 4.
Using the orthogonality of the characters and (B.4) we find for (B.3)
I2 = 22 + 2× 12 = 6, I3 = 22 + 3× 12 = 7, IN≥4 = 22 + 4× 12 = 8. (B.5)
C Details of analysis of large N partition function for 3-plet representation
C.1 U(2) case
To compare the large N and the finite N cases, it is useful to consider the lowest non-trivial
value of N = 2. Then the action (4.8) in 3-plet case with just one harmonic included is a
function of the single eigenvalue angle α = α1 = −α2 and inverse temperature β
S = − log sin2 α− 16 zΦ(e−β) cos3 α . (C.1)
The left part of Fig. 3 is the plot of this function for four values of β. For β < βc the value
of S at the global minimum is negative. This global minimum on the left and the local
minimum at pi/2 on the right become degenerate at βc. For β > βc the global minimum
is on the right at α = pi/2.
The transition temperature can be found analytically to be βc = 2.454. The associated
eigenvalue is αc = 0.752. This means that there is a first order (discontinuous) transition.
Increasing β, the eigenvalue α goes from 0 to αc and then jumps to α = pi/2. Increasing
the number of harmonics included in (4.8) does not change this picture qualitatively. This
is illustrated in the right plot in Fig. 3 where we assumed that there are 10 harmonics in
(4.8).
What changes at higher N is that the right minimum shifts further to the right, tending
to α = pi for N → ∞.
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Figure 3. The action S in (4.8) for the U(2) theory as a function of the eigenvalue α = α1 = −α2.
The left plot is for one and the right plot is for ten harmonics included in (4.8).
C.2 One-harmonic solution: value of the action for the eigenvalue density
To determine the leading term in the free energy log Z at the large N saddle point one is
to compute the value of the action (4.14) on the solution of (4.28).
Below we shall compute the sum of the two terms in the action (4.14)
SM = −12 N
2
∫
dα dα′ ρ(α) ρ(α′) log sin2 α−α′2 , (C.2)
V = −2 N3 zΦ(e−β)
∫
dα dα′ dα′′ ρ(α) ρ(α′) ρ(α′′) cos(α+ α′ + α′′) (C.3)
on the solution (4.33) found in one-harmonic approximation, i.e.
ρ(α) =
1
upi
√
u− sin2 α
2
cos
α
2
, u = sin2
α0
2
. (C.4)
Using the identity
− 1
2
log sin2
α
2
= log 2+
∞
∑
m=1
1
m
cos(m α), (C.5)
we find for the measure term
SM = −12 N
2
∫
dα dα′ ρ(α) ρ(α′) log sin2 α−α′2 = N
2
(
log 2+
∞
∑
m=1
1
m
ρ2m
)
, (C.6)
where ρm was defined in (4.30), i.e.
ρm =
1
pi u
∫ α0
−α0
dα
√
u− sin2 α
2
cos
α
2
cos(mα), u = sin2
α0
2
. (C.7)
Introducing t = sin α2 / sin
α0
2 we get
ρm =
2
pi
√
u
∫ 1
0
dt
√
1− t2
√
1− u t2 cos [2 m arcsin(u t)]. (C.8)
Using the expansion
cos
[
2 m arcsin(u t)
]
=
∞
∑
n=0
(m)n(−m)n
(2n)!
(2 u t)2n, (C.9)
– 28 –
SM
V
SM+V
0.2 0.4 0.6 0.8 1.0
u
-3
-2
-1
1
2
3
4
Figure 4. Plot of the measure term SM in (C.6) and the potential term V in (C.12) in the eigenvalue
density action at a1 = 3 N zΦ(e−β) = 4. The black line is the total action that has a minimum at the
position predicted by (4.36), i.e. at u ' 0.145.
we obtain from (C.8)23
ρm =
m
∑
n=0
(m)n (−m)n
n! (n + 1)!
un = 2F1(−m, m, 2; u). (C.10)
Thus
SM = N2
(
log 2+
∞
∑
m=1
1
m
[
2F1(−m, m, 2; u)
]2) . (C.11)
The potential term is given simply by
V = −2 N3 zΦ(e−β) ρ31 = −2 N3 zΦ(e−β)
(
1− u2
)3 ≡ N2V¯(u) , (C.12)
where we used (4.35),(4.36).
In Fig. 4 we plot SM and V evaluated as functions of u at a1 = 3 N zΦ(e−β) = 4, i.e. at
the value which is above the bound in (4.38). As expected, there is a minimum of the total
action S = SM +V located at the value predicted by the cubic equation for u in (4.36).
C.3 Including higher harmonics
It is easy to generalize the discussion in section 4.4.2 to the case of higher harmonics in-
cluded in (4.29). Some analytical information may be obtained at least for small β where
the maximal value of eigenvalues α0 is small. We need to solve eq. (4.28), i.e.∫
dα′ ρ(α′) cot α−α′2 = 6N
∞
∑
m=1
zΦ(xm)
∫
dα′ dα′′ ρ(α′) ρ(α′′) sin(m (α+ α′ + α′′)). (C.13)
Introducing
θ =
α
α0
, ρ˜(θ) = α0 ρ(α0 θ) , dα ρ(α) = dθ ρ˜(θ) ,
∫ 1
−1
dθ ρ˜(θ) = 1 (C.14)
23The first cases are ρ0 = 1, ρ1 = 1− u2 , ρ2 = 1− 2 u + u2, ρ3 = 1− 9u2 + 6u2 − 5u
3
2 , ... Here ρ0 = 1 is
the normalization of ρ, while ρ1 is consistent with (4.35).
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and expanding (C.13) in small α0, we obtain at the leading order∫ 1
−1
dθ′
ρ˜(θ′)
θ − θ′ − 3 N α
2
0
∞
∑
m=1
m zΦ(e−m β) θ = 0 . (C.15)
For a constant parameter γ, the Hilbert problem∫ 1
−1
dθ′
ρ˜(θ′)
θ − θ′ = γ θ, θ ∈ (−1, 1) (C.16)
has the unique solution
ρ˜(θ) =
γ
pi
√
1− θ2. (C.17)
The normalization in (C.14) fixes γ = 2. Comparing with (C.15), we thus determine
α0 =
[
3
2 N
∞
∑
m=1
m zΦ(e−m β)
]−1/2
. (C.18)
For one-harmonic case, this gives α0 =
[ 3
2 N zΦ(e
−β)
]−1/2 or u = 1/(6 N zΦ) + . . . , in
agreement with (4.37).
C.4 Eigenvalue density for (anti) symmetric 3-plet representation
We can repeat the analysis of section 4 for the (anti) symmetric 3-plet representation, see
(2.11). Here the action is (4.8) with
V±(α) = 1
3 ∑ijk
cos(αi + αj + αk)±∑
ij
cos(αi + 2 αj) +
2
3∑i
cos(3 αi). (C.19)
The stationary-point equation for the eigenvalues αi is
∑
j 6=i
cot αi−αj2 −
∞
∑
m=1
zΦ(e−mβ)
[
∑
jk
sin(m(αi + αj + αk))±∑
j
sin(m(αi + 2 αj))
± 2 ∑
j
sin(m(2 αi + αj)) + 2 sin(3 m αi)
]
= 0. (C.20)
Written in terms of the density of eigenvalues (4.13), this becomes∫
dα′ ρ(α′) cot α−α′2 =
∞
∑
m=1
zΦ(e−m β)
[
N
∫
dα′
∫
dα′′ ρ(α′) ρ(α′′) sin(m(α+ α′ + α′′))
±
∫
dα′ ρ(α′) sin(m(α+ 2 α′))± 2
∫
dα′ ρ(α′) sin(m(2 α+ α′)) +
2
N
sin(3 m α)
]
. (C.21)
Comparing to (4.28) found in the general 3-plet case we observe that the additional terms
appearing in the (anti) symmetric case are suppressed at large N by powers of 1/N.
In more detail, in the simple one-harmonic case, we can write (C.21) in the form of
(4.29),(4.30) ∫
dα′ ρ(α′) cot α−α′2 = 2
3
∑
m=1
Cm sin(m α), (C.22)
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where
C1 =
1
2
(N ρ21 ± ρ2) zΦ, C2 = ± zΦ ρ1, C3 =
zΦ
N
, (C.23)
and then the solution for the density is similar to (4.31),(4.32). Assuming that for N → ∞
with N zΦ fixed we have ρ1, ρ2 finite, it is clear that the effects of (anti) symmetrization are
subleading.
To check these assumptions, let us consider explicitly the symmetric representation
case, i.e. the plus sign in (C.21),(C.23). Introducing u = sin2 α02 , the three self-consistency
conditions obtained by plugging ρ into the definition of ρ1 and ρ2 and also imposing∫
dα ρ(α) = 1 are
1 =
2
N
u
(
10u2 − 12u + 3) zΦ + Nρ21u zΦ − u zΦ (−4ρ1 − ρ2 + 6ρ1u) ,
ρ1 = −12 Nρ
2
1(u− 2)uzΦ −
3
N
u(5u− 2)(u− 1)2zΦ
+
1
2
uzΦ
(
8ρ1 + 2ρ2 + 8ρ1u2 − 16ρ1u− ρ2u
)
, (C.24)
ρ2 =
6
N
u
(
6u2 − 4u + 1) (u− 1)2zΦ + Nρ21u(u− 1)2zΦ
− uzΦ
(−4ρ1 − ρ2 + 9ρ1u3 − 20ρ1u2 − ρ2u2 + 14ρ1u + 2ρ2u) .
One may study the properties of the solution (u, ρ1, ρ2) of the algebraic system (C.24) for
fixed zΦ and increasing N. A numerical analysis shows that for any zΦ we find exactly
one acceptable solution as soon as N is sufficiently large. This solution may be expanded
in powers of 1/N and reads
u =
1
NzΦ
+
1
(NzΦ)2
− 5
N
1
NzΦ
+ . . . , (C.25)
ρ1 = 1− 12NzΦ −
1
2(NzΦ)2
+
5
2N
1
NzΦ
+ . . . , (C.26)
ρ2 = 1− 12NzΦ −
1
(NzΦ)2
+
10
N
1
NzΦ
+ . . . . (C.27)
Thus the large N behaviour at fixed NzΦ is similar to the asymmetric 3-plet case, with
α0 ∼ (NzΦ)−1/2. If we fix N and vary zΦ, the solution may develop branches and may
exist only in certain ranges. One example is in Fig. 5 where we show the solution for u
as a function of zΦ for N = 40. There is a minimal value of zΦ and also a narrow region
where both branches are present. Completely similar features are observed in the case of
the antisymmetric 3-plet representation.
D N = ∞ limit of low temperature expansion of O(N) partition function
If the symmetry group is O(N), we may again start with the general expression for the
partition function in (2.7). Renaming matrix U as M ∈ O(N), the characters of the relevant
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Figure 5. Solution of the system (C.24) for u as a function of variable z ≡ zΦ for N = 40.
representations R are
R χR
vector : N tr(M)
adjoint : (N ⊗ N)A 12 tr(M)2 − 12 tr(M2)
3-plet : N⊗3 tr(M)3
(D.1)
Expanding (2.7) in powers of the matrix M, we are led to the problem of computing the
O(N) group integrals parametrized by the integers a = {a`}
I(a) =
∫
dM ∏
`≥1
(tr M`)a` . (D.2)
As in the U(N) case in (3.6), if N is sufficiently large, I(a) does not depend on N and
factorizes. The precise condition is N ≥ 2 κ(a) where κ(a) was defined in (3.7). In this
case one can represent the integral in the form
I(a) =
∫
∏
`
dξ`√
2pi
e−
1
2 ξ
2
` ∏
`≥1
(
√
` ξ` + η`)
a` , ηl =
1+(−1)`
2 , (D.3)
where ξ` are independent normal variables with Gaussian distribution [59]. As a result,
I(a) =∏
`≥1

1+(−1)a`
2 (2 `)
a`/2 1√
pi
Γ( a`+12 ), ` odd,
∑a`n=0 (
a`
n )
1+(−1)n
2 (2 `)
n/2 1√
pi
Γ( n+12 ), ` even.
(D.4)
Using this result, we may determine the low temperature expansion of the partition func-
tion for a 4d scalar field transforming in various representations like in (D.1). In the vector
representation case we get (cf. (3.10))
ZvectorS,4 = 1+ x
2 + 4 x3 + 20 x4 + 56 x5 + 164 x6 + 412 x7 + 1116 x8 + . . . . (D.5)
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This agrees with the result of [12] for the large N partition function in the O(N) case which
is given by (3.1) with the following "single-trace" partition function (cf. (3.3))24
Zvectors.t. =
1
2
[
zΦ(x)
]2
+ 12 zΦ(x
2)
= x2 + 4 x3 + 19 x4 + 52 x5 + 134 x6 + 280 x7 + 554 x8 + 984 x9 + . . . . (D.6)
In the adjoint scalar case, we find (cf. (3.11))
ZadjointS,4 = 1+ x
2 + 4 x3 + 21 x4 + 66 x5 + 235 x6 + 724 x7 + 2423 x8 + 7873 x9
+ 26463 x10 + 88252 x11 + 297918 x12 + 1003530 x13 + . . . , (D.7)
with the corresponding single-trace partition function in (3.1) being
Zadjoints.t. = x
2 + 4 x3 + 20 x4 + 62 x5 + 204 x6 + 578 x7 + 1730 x8
+ 5073 x9 + 15495 x10 + 47791 x11 + . . . . (D.8)
Zadjoints.t. counts the operators which are single traces of products of scalars fields which are
antisymmetric O(N) matrices. Here we have the identity
tr(Φ1Φ2 . . .Φn) = (−1)n tr(ΦnΦn−1 . . .Φ1) , (D.9)
where Φn is the scalar ϕij = −ϕji or any derivative of it. It seems non-trivial to apply
Polya counting in the case of an additional constraint (D.9), and we did not find a simple
closed formula for Zs.t. like (3.4). To see the non-trivial effect of the constraint (D.9), let us
explicitly list the single-trace operators up to dimension 5:
dim operator multiplicity
2 tr(ϕϕ) 1
3 tr(ϕ∂µϕ) 4
4 tr(ϕ∂µ∂νϕ) 9
tr(∂µϕ∂νϕ) 10
tr(ϕϕϕϕ) 1
5 tr(ϕ∂µ∂ν∂ρϕ) 20− 4 = 16
tr(∂µϕ∂ν∂ρϕ) 4× 9 = 36
tr(ϕ∂µϕ∂νϕ) 6 (µ 6= ν)
tr(ϕϕϕ∂µϕ) 4
(D.10)
Note that tr(ϕϕ∂µ∂νϕ) = 0 in view of (D.9). Also, tr(ϕ∂µϕ∂νϕ) with µ = ν is again zero
in view of (D.9). The resulting multiplicities 1, 4, 20, 62 are in agreement with (D.8).
The case the symmetric representation (N ⊗ N)S appears to be simpler. Here the
analog of (D.9) reads
tr(Φ1Φ2 . . .Φn) = tr(ΦnΦn−1 . . .Φ1), (D.11)
24Here the scalar is real so the x2 term corresponds to the operator ϕiϕi. The coefficient 4 of x3 term comes
from ϕi∂µϕi. The 19 x4 term comes from 9 operators ϕi∂µ∂νϕi and 12 (4× 5) = 10 operators ∂µϕi∂νϕi, etc.
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and it adds an extra symmetry to the standard cyclic invariance of the trace. Then the
total and single-trace partition functions are found to be
Z2-plet
+
S,4 = 1+ x + 6 x
2 + 20 x3 + 75 x4 + 246 x5 + 862 x6 + 2852 x7
+ 9643 x8 + 32040 x9 + 107141 x10 + 356651 x11 + 1191345 x12 + . . . , (D.12)
Z2-plet
+
s.t. = x + 5 x
2 + 14 x3 + 40 x4 + 101 x5 + 276 x6 + 715 x7
+ 1982 x8 + 5553 x9 + 16379 x10 + 49476 x11 + 154346 x12 + . . . . (D.13)
One can find a closed form of (D.13) using the Polya enumeration theorem and taking into
account that the symmetry group is the cyclic group with an additional inversion (D.11).
A careful examination of the cycle structure of the associated permutations gives
Z2-plet
+
s.t. =−
1
2
∞
∑
m=1
ϕ(m)
m
log
(
1− zΦ(xm)
)
+
1
2
∞
∑
m=1
k
∑
`=1
1
m

{[
zΦ(x2)
] m
2 ` even[
zΦ(x2)
] m
2 −1 [zΦ(x)]2 ` odd m even[
zΦ(x2)
] m−1
2 zΦ(x) m odd.
(D.14)
where ϕ(m) is the same as in (3.4) and the additional 1/2 factors are due to the fact that the
symmetry group for a trace with m objects is 2m (from m shifts and m reflected shifts).25
Using (D.14), we have computed the series expansion (D.13) up to the very high order
O(x100) and a numerical analysis revealed that the series is convergent for x < xc with
zΦ(xc) = 1 (for the 4d scalar this critical value is xc ' 0.285). The same behaviour was
found in the U(N) case so the conclusion is that the additional terms in the second line of
(D.14) do not worsen the convergence.
In the 3-plet case representation case we obtain (cf. (3.10))
Z3-pletS,4 = 1+ 11 x
2 + 60 x3 + 773 x4 + 7920 x5 + 110781 x6 + 1509060 x7
+ 23807838 x8 + 379566780 x9 + 6645202174 x10 + 118587559020 x11
+ 2264713625957 x12 + 44204970285420 x13 + . . . , (D.15)
with the corresponding "single-trace" partition function being
Z3-plets.t. =11 x
2 + 60 x3 + 707 x4 + 7260 x5 + 100888 x6 + 1382820 x7 + 21944399 x8
+ 352168900 x9 + 6207336278 x10 + 111438968700 x11 + . . . . (D.16)
To reproduce the x2 term here by counting dimension 2 operators we need to classify
various bilinear contractions: (i) there are 12 (3 × 4) = 6 contractions containing traces
ϕiijϕiij, ϕiijϕiji, . . . , where we need to account that position of the index contracted be-
tween the two fields matters and that there is a symmetry between the two fields in the
25The presence of extra terms in the second line of (D.14) is due to the fact that a reflected shift by ` places
of a string of m objects splits into: (i) m2 2-cycles if `, q are even; (ii)
m−2
2 2-cycles and 2 1-cycles if ` is odd and
m is even; (iii) m−12 2-cycles and one 1-cycle if m is odd.
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real scalar case; (ii) there are also 3! irreducible contractions ϕijkϕijk, ϕijkϕikj, . . . , but one
needs to take into account the symmetry relation ϕijk ϕjki ≡ ϕijk ϕkij, so we are left with
6− 1 = 5 independent choices. The total 6+ 5 = 11 matches the coefficient of the x2 term
in (D.15),(D.16).
There are fewer operators in the case of totally symmetric or antisymmetric 3-plet
representations, i.e. the coefficients in the small x expansion of Z should be much smaller.
Indeed, we find directly from (2.11) (cf. (3.19),(3.20))
Z3-plet
+
S,4 = 1+2 x
2 + 8 x3 + 46 x4 + 156 x5 + 668 x6 + 2684 x7 + 12044 x8
+ 53556 x9 + 249495 x10 + 1182524 x11 + 5780012 x12 + . . . , (D.17)
Z3-plet
+
s.t. =2 x
2 + 8 x3 + 43 x4 + 140 x5 + 542 x6 + 2036 x7 + 8688 x8
+ 37868 x9 + 175063 x10 + 832556 x11 + 4102153 x12 + . . . , (D.18)
Z3-plet
−
S,4 = 1+ x
2 + 4 x3 + 22 x4 + 64 x5 + 228 x6 + 716 x7 + 2701 x8
+ 10104 x9 + 41897 x10 + 179420 x11 + 820244 x12 + . . . , (D.19)
Z3-plet
−
s.t. = x
2 + 4 x3 + 21 x4 + 60 x5 + 196 x6 + 568 x7 + 2002 x8
+ 7324 x9 + 30768 x10 + 136096 x11 + 644817 x12 + . . . . (D.20)
For example, the first few single-trace states in the antisymmetric case are
dim operator multiplicity
2 ϕijk ϕijk 1
3 ϕijk ∂µϕijk 4
4 ϕijk ∂µ∂νϕijk 9
∂µϕijk ∂νϕijk 10
ϕijk ϕijlϕpqkϕpql 1
ϕijk ϕipqϕjplϕkql 1
(D.21)
As a final remark, we note that using the discussion in [12] providing the suitable modifi-
cation of the measure term in (4.6) for the O(N) case, it is possible also to study the large
N thermodynamics and the structure of phase transitions in this case, but there should be
no qualitative changes compared to U(N) case analyzed in section 4.
E General expression for single-trace partition function
Given the N = ∞ partition function Z(x) one can invert the relation (3.1) and find the
single-trace partition function Zs.t.(x) that counts only irreducible ("single-trace") contrac-
tions among all singlet operators. This was already discussed in [56] and here we present
an equivalent but slightly more explicit version of this inverse relation.
Starting with the relation
L(x) =
∞
∑
m=1
1
m
Zs.t.(xm), L(x) ≡ log Z(x) , (E.1)
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we find
Zs.t.(x) = L(x) + ∑
m∈Ω
(−1)νm 1
m
L(xm) . (E.2)
Here Ω = {2, 3, 5, 6, 7, 10, 11, 13, . . . } is the set of so-called square-free integers, such that
their prime number factorization is of the form m = ∏νmi=1 pi, i.e. is the product of prime
factors each appearing in the first power only. The sign factor (−1)νm is known in this
context as the Liouville function. The proof of (E.2) is by substituting (E.2) into (E.1):
∞
∑
m=1
1
m
Zs.t.(xm) =
∞
∑
m=1
1
m
L(xm) +
∞
∑
n=1
∑
q∈Ω
(−1)νq 1
n q
L(xnq)
=
∞
∑
m=1
1
m
L(xm)
[
1+ ∑
q∈Ω
q|m
(−1)νq
]
= L(x) . (E.3)
In the last equality, we used that
∑
q∈Ω
q|m
(−1)νq =
{
1 , m = 1,
0 , m > 1.
(E.4)
To prove (E.4), it is enough to observe that if m > 1 is factorizable into M powers of
distinct primes, m = pa11 · · · paMM , then
1+ ∑
q∈Ω
q|m
(−1)νq = 1−M + M(M−1)2 − M(M−1)(M−2)3! + ... = (1− 1)M = 0, (E.5)
where we used that the square-free integers q dividing m are of the form pi, pi pj (i 6= j),
etc.
Let us note that if L(x) in (E.1) has the form
L(x) =
∞
∑
m=1
f (xm) , (E.6)
where f (x) is independent of m, then one can show that (E.2) gives
Zs.t.(x) =
∞
∑
m=1
ϕ(m)
m
f (xm) , (E.7)
where ϕ is the Euler’s totient function as in (3.4). One example is the adjoint representa-
tion case in (3.5). Another is the 2-plet representation with Z given in (A.3) in which case
(cf. (3.4))
Z2-plets.t. (x) = −
1
2
∞
∑
m=1
ϕ(m)
m
log
(
1− 4[ zΦ(xm)]2) . (E.8)
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F Singlet partition function of [U(N)]p invariant p-tensor theory
Given a free p-tensor Φ = (ϕi1...ip) with each internal index running from from 1 to N one
may have several options of how to define the corresponding CFT and thus the associated
singlet partition function Z(x) (i.e. which singlet operators given by contractions of fields
to include). In the main part of this paper we treated all p indices of (ϕi1...ip) as equiva-
lent and thus all of their contractions were allowed. The corresponding singlet partition
function on S1β × Sd−1 was then found by gauging the global U(N) or O(N) symmetry.
If instead all p indices are assumed to be distinguishable as, e.g., in the interacting
tensor models considered in [40, 36], then the singlet constraint may be implemented by
gauging the full [U(N)]p symmetry group [36]. As we shall demonstrate below, in this
case the low temperature expansion of Z(x) will again diverge in the N = ∞ limit starting
with the p = 3 case, i.e. the critical temperature will vanish with N → ∞ if p ≥ 3.26
The computation of the singlet partition function in the [U(N)]p invariant theory (that
we will call "p-tensor" theory for short) turns out to be very similar to the case of the U(N)
invariant p-plet theory considered in sections 3 and 4 above. To compute Z we may start
with the path integral for ϕi1...ip with covariant derivative containing p independent flat
gauge fields A(r)µ (r = 1, ..., p) and average over their S1 holonomies, i.e. constant N × N
hermitian A(r)0 matrices with the eigenvalues αir, or, equivalently, over U(N) matrices Ur
with eigenvalues eiαir (i = 1, ...., N; r = 1, ..., p). As ϕi1...ip transforms in the direct prod-
uct of fundamental representations of p copies of U(N) group, the potentials A(r)0 or the
eigenvalues αir simply sum up, i.e. the resulting partition function will be a straightfor-
ward generalization of (2.7) for the fundamental representation of a single U(N) with the
character of the real representation R in (2.7) now being
χ(U1, . . . , Up) =
p
∏
r=1
tr Ur +
p
∏
r=1
tr U−1r . (F.1)
Considering the case of low temperature expansion of Z in the N = ∞ limit one finds,
doing p independent dU1 · · · dUp integrations in the same way as in U(N) p-plet case in
(3.24),(3.25),
Zp-tensor =
∞
∏
m=1
∞
∑
k=0
1
(2 k)!
( zΦ(xm)
m
)2 k(2 k
k
)
mp k (k!)p =
∞
∏
m=1
Gp
(
mp−2
[
zΦ(xm)
]2) , (F.2)
where here the role of Fp in (3.25),(3.26) is played by the power series
Gp(y) =
∞
∑
k=0
gk yk , gk = (k!)p−2 , p = 1, 2, 3, ... . (F.3)
As (F.2) involves the square of zΦ and thus is not sensitive to sign factor in (2.8) it looks
the same for both pure boson or pure fermion cases.
26We are thank I. Klebanov and G. Tarnopolsky for the suggestion to investigate this case.
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The p = 1 is of course the standard vector or 1-plet case when G1(y) = F1(y) = ey as
in (3.27),(3.28). In the 2-tensor case we get G2(y) = 1/(1− y) (cf. (3.27)) and thus
Z2-tensor =
∞
∏
m=1
(
1− [zΦ(xm)]2)−1. (F.4)
This is similar to the adjoint U(N) case (3.5) (with zΦ → z2Φ)27 and also to the 2-plet case
(3.29),(A.3).
As in the p-plet case in (3.26), the p = 3 is the critical value: since gk+1/gk = (k+ 1)p−2
the series Gp(y) in (F.3) does not converge for p ≥ 3. The function
G3(y) =
∞
∑
k=0
k! yk (F.5)
that has zero radius of convergence can be Borel-resummed for y < 0 giving (cf. (3.31))
G˜B3 (y) = −y−1 e−y
−1
Γ
(
0,−y−1) , (F.6)
where Γ(s, y) =
∫ ∞
y dt e
−t ts−1 is the incomplete Γ function. Thus G3(y) is an asymptotic
expansion of G˜B3 (y) for y < 0. G˜B(y > 0) has an imaginary part
pi
y e
−1/y that vanishes
exponentially fast for y→ 0+.
For example, in the case of a 3-tensor field Φ being a 4d scalar we find from (F.2),(F.3)
Z3-tensorS,4 = 1+ x
2 + 8 x3 + 38 x4 + 136 x5 + 550 x6
+ 2224 x7 + 9727 x8 + 42592 x9 + 191836 x10 + . . . . (F.7)
Comparing this to the 3-plet case in (3.12) we see much smaller coefficients, i.e. the num-
ber of singlet operators is reduced at each order in dimension.28
The single-trace partition function in (3.1),(E.2) corresponding to (F.7) is
Z3-tensors.t. = x
2 + 8 x3 + 37 x4 + 128 x5 + 476 x6 + 1792 x7 + 7450 x8 + 31704 x9 + . . . , (F.8)
and the lowest coefficients here are reproduced by the operator counting as follows:
dim operator multiplicity
2 ϕijk ϕijk 1
3 ϕijk ∂µϕijk and c.c. 2× 4 = 8
4 ϕijk ∂µ∂νϕijk and c.c. 2× 9 = 18
∂µϕijk ∂νϕijk 4× 4 = 16
ϕijk ϕirsϕlrsϕl jk 3
(F.9)
27This relation can be understood in terms of counting operators as follows: each singlet can be considered
as built out of elementary fields Pij = ϕikϕjk (with possible derivatives) with these P-fields contracted in a
matrix-like style. Alternatively, one may build all singlets using the basis of P′ij = ϕkiϕkj.
28Following the remark in footnote 14, one can evaluate (F.2) with zΦ(x) → x corresponding to partition
function of a constant scalar field in 4d. The resulting analog (or "truncation") of (F.7) will be a series in x2 with
the coefficients given by the known integer sequence A110143 http://oeis.org/A110143, see also eq. (19) of
[60]. These coefficients have asymptotic factorial growth implying again zero radius of convergence.
– 38 –
where the multiplicity 3 in last row corresponds to the position of the index contracted
between ϕ and ϕ.
As in the 3-plet case discussed in section 4, the zero radius of convergence of the low
temperature series for the [U(N)]3 singlet partition function Z3-tensor at N = ∞ should be
related to the vanishing of the corresponding critical temperature in the limit N → ∞.
This can be seen explicitly by repeating the analysis in section 4 in the 3-tensor case. Here
we will have 3 sets of eigenvalues αir (r = 1, 2, 3) and thus 3 densities ρr(α)with the analog
of the action (4.14),(4.15),(4.19) being
S(ρr, x) = N2
3
∑
r=1
∫
dα dα′ K(α− α′) ρr(α) ρr(α′)
− 2 N3
∫
dα dα′ dα′′ ρ1(α) ρ2(α′) ρ3(α′′)
∞
∑
m=1
1
m
zΦ(xm) cos
[
m (α+ α′ + α′′)
]
. (F.10)
It is natural to look for a stationary point solution with the three equal densities ρ1 = ρ2 =
ρ3 ≡ ρ(α) for the three U(N) groups, thus getting the equation∫
dα′ ρ(α′) cot α−α′2 = 2N
∞
∑
m=1
zΦ(xm)
∫
dα′dα′′ ρ(α′) ρ(α′′) sin
[
m (α+ α′ + α′′)
]
.
(F.11)
This equation is the same as in (4.28) up to a factor of 3 in the r.h.s. and thus its anal-
ysis is similar, implying that the critical temperature should again scale with N as Tc ∼
(log N)−1.
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