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Abstract
We present a second-order upwind numerical scheme for equations of relativistic
hydrodynamics with a source term. A new non-linear Riemann solver is constructed.
Solution of a Riemann problem on a cells boundary is based on exact relations in
case of zero tangential velocities. In this sense our solver is ”exact”. In case of non-
zero tangential velocities a reasonable approximation is made that allows to avoid
solution of very complicated exact equations. The scheme is tested on several one-
and three-dimensional solutions demonstrating a good performance for both strong
shocks and strong rarefactions.
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1 Introduction
Hydrodynamic flows with relativistic velocities are essential feature of modern
astrophysics and physics of ultra-relativistic mucleus-nucleus collisions. De-
scription of such objects as active galactic nuclei, quasars and microquasars,
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supernova collapse and explosion, gamma ray bursts, pulsar winds, extragalac-
tic jets is impossible without using of relativistic hydrodynamics (see e.g. Refs.
[26,45,28]). Also relativistic hydrodynamics is widely used for description of
multiparticle production in high energy nucleus-nucleon collisions in the way
firstly proposed by Landau [27]. Since then 3D hydrodynamics is applied to
study the hadronic spectra and momentum correlations, radial and elliptic
flows in relativistic processes of nuclear collisions (see, e.g. review by Kolb &
Heinz [25]). Diversity of complex micro- and astro- physical relativistic pro-
cesses requires development of reliable and universal (i.e. applicable to all
range of initial thermodynamic conditions and velocity distributions) numer-
ical methods for equations of relativistic hydrodynamics
Relativistic hydrodynamics numerical calculations have already a rich history.
The first methods of numerical treatment of equations of relativistic hydrody-
namics were based on introduction into equations an artificial viscosity [44].
This allows to make initially hyperbolic equations of hydrodynamics parabolic
and as a result discontinuous features like shock waves become continuous. But
in such methods viscosity should be chosen separately for every particular task
introducing thus an element of art in science and making corresponding code
difficult for application. Another difficulties are loosing energy due to viscosity
and problems with ultrarelativistic regime (see Ref. e.g. [4]). And finally there
is a danger of losing causality when one passes to the relativistic equations of
parabolic type [36,24].
Eventually artificial viscosity methods were replaced by more advanced ones.
One of well-known and successful methods is SPH (Smooth Particle Hydro-
dynamics), see Refs. [30,16]. The obvious disadvantages of SPH are the use of
Lagrangian coordinates, problems with resolution at low densities and and still
need for an artificial viscosity at high Mach numbers. Another class is HRSC
(High Resolution Shock Capturing) schemes based on Godunov method. Our
method is an HRSC one. The main idea of Godunov method is introduction of
Riemann problems - ones of the simplest possible initial value problems for hy-
perbolic systems - at cell boundaries in order to compute fluxes. But complete
solution of the Riemann problem is a non trivial task. Thus many methods
have been developed in order to avoid solution of the Riemann problem. A
comprehensive review can be found in Ref. [32].
The most obvious way of simplifying the task is a proper linearization of ini-
tially non-linear system. Roe-type solvers (following the original work by Roe
[39]) reduce the nonlinear system of hydrodynamics equations to a locally lin-
ear system where the linear Jacobian matrix is chosen in such a way that a
non-linear shock is a single discontinuity for the linear system too. General-
ization of the method to equations of relativistic hydrodynamics was made in
Ref. [13]. Another method of local linearization based on using primitive vari-
ables instead of conservative ones and applying either HLLE-type or Roe-type
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solver was proposed in Refs. [14,15]. Though linearized methods are numeri-
cally efficient and robust, they can generate unphysical states with negative
energy density. It means that additional efforts should be made to handle
strong enough rarefactions (see Ref. [15]).
HLLE method [18,12] is based on approximate handling of the Riemann prob-
lem by introduction of an intermediate state and two waves propagating with
some signal velocities. Extension of the method to relativistic hydrodynamics
was made in Refs. [40,11]. Quality of the scheme depends on choice of sig-
nal velocities thus making it a bit of art. The scheme also does not take into
account presence of a contact discontinuity in real solution of the Riemann
problem. It leads to a bad resolution of contact discontinuities in particular
and to high numerical diffusion in general. This problem is partially lifted in
recently developed HLLC numerical scheme [43,34] where contact discontinu-
ity is present in solution of the Riemann problem. HLLE method was applied
for relativistic heavy ion collisions by Rischke et al. [38]. A higher order exten-
sion of HLLE metod, PPM (Piecewise Parabolic Method) was introduced in
Ref. [6] and used for description of ultra-relativistic A+A collisionsby [20,21].
Another approach to approximate solution of the Riemann problem is two-
shock approximation [2,7,35]. This method ignores presence of rarefactions and
take solution of the Riemann problem consisting only of shock waves. Such
approach works quite well for shock configurations but starts having problems
for configurations with strong enough rarefactions due to violation of entropy
condition. Additional work like making entropy fixes should be done to repair
this.
Finally, an approach that does not consider the Riemann problem at all, is
also possible. This is flux splitting method (see e.g. Ref. [10]). The method
splits the flux into right going and left going parts in a way that satisfies
conservation laws and conforms with the wave structure of the flow. One of
the best realizations of this method is Marquina flux [33]. Marquina-type flux
is the base of the code GENESIS [1].
Another problem in constructing a numerical code is the choice of accuracy.
Accuracy is achieved by proper reconstruction of quantities inside a numerical
cell or a proper reconstruction of fluxes if a flux splitting method is used.
There are high order accuracy ENO (essentially non-oscillatory) [19,9,8] and
WENO (weighted ENO) schemes [29,23]. The recent achievements here are
the RAM code [46] and the WHAM code [42] both of 5-th order accuracy. It
is thought that high accuracy helps in simulating flows with different energy
scales.
We use a second order accuracy scheme by Falle & Komissarov [14,15] with
a non-linear Riemann solver. This solver is constructed in such a way that
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it is an approximate solver in case of non-zero tangential velocities and an
exact solver in case of zero ones (including one-dimensional flows). This gives
us an advantage of equally good treating of difficult situations such as ultra-
relativistic flows, strong shocks and rarefactions. In our general scheme we
incorporate the source term in right hand side of hydrodynamics equations
aiming utilization of the code for description of the physical processes where
such a source is required. It concerns, in particular, the matter evolution in
ultra-relativistic nucleus-nucleus collisions.Our paper is organized as follows.
In Section 2 the basic equations of relativistic hydrodynamics and their nu-
merical treatment are presented. In Section 3 an exact Riemann solver for
one dimensional flows is constructed. Section 4 contains description of treat-
ment the special case of equation of state p (ε, n) = 0. In Section 5 we present
how our scheme interacts with vacuum. In Section 6 we give the approxi-
mate method of including tangential velocities. Section 7 describes how to
convert conservative variables into primitive ones. In Section 8 the method of
including a source term is given. Section 9 is devoted to testing our code on
several examples of one-dimensional flows. In Section 10 we test our code on
three-dimensional flows. Section 11 summarizes the results of the paper.
2 Basic equations
Our task is to numerically simulate the system of equations of relativistic
hydrodynamics. It can be written as
∂Tµν
∂xν
= 0, (1)
where Tµν = (ε+ p) uµuν − pgµν is energy-momentum tensor of ideal fluid,
ε is energy density taken in the rest frame of a fluid element, p = p (ε, n) is
pressure, n is baryonic number density taken in the rest frame of a fluid ele-
ment, uµ =
(
1
1− v2 ,
v
1− v2
)
is 4-vector of fluid velocity and gµν is the metric
tensor that in case of flat space-time has the form gµν = diag (1,−1,−1,−1).
We use such notations that Greek indices take values from 0 to 3 and Latin
ones from 1 to 3 (are the space coordinates).
Equations (1) must be supplemented by conservation equation for baryonic
number
∂nuµ
∂xµ
= 0. (2)
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The system (1)-(2) is full and represents five equations for the set of five inde-
pendent variables P = (ε, n, vx, vy, vz). This set is called primitive variables.
The system (1)-(2) is a system of conservation laws and can be rewritten as
∂Q
∂t
+
∂F(Q)
∂x
+
∂G(Q)
∂y
+
∂H(Q)
∂z
= 0, (3)
where
Q =
(
ε+ pv2
1− v2 ,
(ε+ p) vx
1− v2 ,
(ε+ p) vy
1− v2 ,
(ε+ p) vz
1− v2 ,
n√
1− v2
)
=
(
Q1,Qx,Qy,Qz,Qn
)
, (4)
is the vector of different five independent variables that are called conservative
variables and
F =
(
(ε+ p) vx
1− v2 ,
(ε+ p) v2x
1− v2 + p,
(ε+ p) vxvy
1− v2 ,
(ε+ p) vxvz
1− v2 ,
nvx√
1− v2
)
, (5)
G =
(
(ε+ p) vy
1− v2 ,
(ε+ p) vyvx
1− v2 ,
(ε+ p) v2y
1− v2 + p,
(ε+ p) vyvz
1− v2 ,
nvy√
1− v2
)
, (6)
H =
(
(ε+ p) vz
1− v2 ,
(ε+ p) vzvx
1− v2 ,
(ε+ p) vzvy
1− v2 ,
(ε+ p) v2z
1− v2 + p,
nvz√
1− v2
)
, (7)
are the vectors of fluxes in x, y and z directions respectively.
There are numerous numerical methods for simulation of conservation sys-
tems. As a basis we implement a Godunov-type method, described by Falle &
Komissarov [14,15] in one- and two-dimensional cases.
In order to construct a numerical scheme for system (3) we divide numerical
domain into cells with size hx along the x-axis, hy along the y-axis and hz
along the z-axis. Knowing solution at time tn we want to find solution at time
tn+1 = tn +∆t.
Integrating (3) in time from t to tn+∆t and in space over domain (i−1)hx ≤
x ≤ ihx, (j − 1)hy ≤ y ≤ jhy, (k − 1)hz ≤ z ≤ khz we obtain the following
exact relation
Qn+1ijk = Q
n
ijk −
∆t
hx
(
Fnijk − Fn(i−1)jk
)
− ∆t
hy
(
Gnijk −Gni(j−1)k
)
−
∆t
hz
(
Hnijk −Hnij(k−1)
)
(8)
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Here
Qnijk =
1
hxhyhz
ihx∫
(i−1)hx
jhy∫
(j−1)hy
khz∫
(k−1)hz
Q (x, y, z, tn) dx dy dz, (9)
Fnijk =
1
∆thyhz
tn+1∫
tn
jhy∫
(j−1)hj
khz∫
(k−1)hz
F (Q (ihx, y, z, t)) dt dy dz, (10)
Gnijk =
1
∆thxhz
tn+1∫
tn
ihx∫
(i−1)hx
khz∫
(k−1)hz
G (Q (x, jhy, z, t)) dt dx dz, (11)
Hnijk =
1
∆thxhy
tn+1∫
tn
ihx∫
(i−1)hx
jhy∫
(j−1)hy
H (Q (x, y, khz, t)) dt dx dy, (12)
Note that in the right side of (10)-(12) there is integrating in time and con-
servative numerical methods differ from each other just in ways of estimating
these integrals.
As a first order scheme we use the following method. We put that inside of a cell
there is a uniform distribution of conservative quantities equal to Qnijk. In this
case on every cell boundary we have a discontinuity that sets up a Riemann
problem. We have to solve it in order to estimate fluxes (10)-(12). For this we
solve a one-dimensional Riemann problem in every space direction. Indeed, to
obtain, for instance, Fnijk we suppose that in a neighborhood of discontinuity
the flow depends only on x and not on y, z, i.e.
Fnijk =
1
∆t
tn+1∫
tn
F (Q (ihx, jhy, khz, t)) dt, (13)
which is true as the distribution of quantities inside a cell is uniform. After we
have solved the Riemann problem, on the place of a discontinuity we obtain
a state Q⋆
(
Qnijk,Q
n
(i−1)jk
)
and the corresponding flux is
Fnijk = F
(
Q⋆
(
Qnijk,Q
n
(i−1)jk
))
. (14)
Similarly we find Gnijk and H
n
ijk.
In order to construct a second-order scheme we have to introduce a structure
inside a cell and to let quantities change during a time interval ∆t.
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The second order in time is achieved by using a first order scheme to get an
intermediate solution Q
n+1/2
ijk at time tn +∆t/2 and by applying it to finding
fluxes.
In order to achieve the second order in space we approximate the quanti-
ties inside a cell by linear functions. In doing so we must be cautious not
to break scheme’s monotonicity. This is important because non-monotonic
schemes lead to artificial oscillations in neighborhood of shock waves and con-
tact discontinuities. In order not to allow such effects an averaging function
is used to calculate cell gradients that compares gradients in neighboring cells
and chooses the smallest one. Doing so we have
(
∂Q
∂x
)n+1/2
ijk
= av

Qn+1/2ijk −Qn+1/2(i−1)jk
hx
,
Q
n+1/2
(i+1)jk −Qn+1/2ijk
hx

 , (15)
(
∂Q
∂y
)n+1/2
ijk
= av

Qn+1/2ijk −Qn+1/2i(j−1)k
hy
,
Q
n+1/2
i(j+1)k −Qn+1/2ijk
hy

 , (16)
(
∂Q
∂z
)n+1/2
ijk
= av

Qn+1/2ijk −Qn+1/2ij(k−1)
hz
,
Q
n+1/2
ij(k+1) −Qn+1/2ijk
hz

 , , (17)
where the averaging function av(a,b) must have the following properties
av(a,b)


→ 1
2
(a + b) , if a→ b
= 0, if ab < 0
→ a, if |a| / |b| → ∞
→ b, if |b| / |a| → ∞
(18)
There exist an infinite number of such functions. We use one of the simplest
variants that has the following form
av(a,b) =


a2b + ab2
a2 + b2
, if a2 + b2 > 0
= 0, if ab ≤ 0
(19)
After we have calculated gradients (15)-(17) we can find second order left
and right states for a cell boundary Riemann problem. For example, when
estimating Fnijk we assume
Q
(l)
ijk = Q
n+1/2
ijk +
hx
2
(
∂Q
∂x
)n+1/2
ijk
(20)
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Q
(r)
ijk = Q
n+1/2
(i+1)jk −
hx
2
(
∂Q
∂x
)n+1/2
(i+1)jk
(21)
Correspondingly
Fnijk = F
(
Q⋆
(
Q
(l)
ijk,Q
(r)
(i−1)jk
))
. (22)
Similar relations are applied to find Gnijk and H
n
ijk. As we said above, appli-
cation of quantities with time index n + 1/2 in order to find fluxes warrants
the second order of the scheme in time.
Note that in relativistic hydrodynamics the condition√
Q2x +Q
2
y + Q
2
z < Q1 (23)
must be held in order to obey causality principle. In general, however, applying
relations (20)-(21) may violate it. In such cases we have to additionally adjust
slopes in order to hold (23).
Thus we have a complete numerical second order scheme. The only missing
constituent is the procedure of calculating solution of a Riemann problem i.e.
a Riemann solver. Having it at hand we can find Q⋆
(
Q
(l)
ijk,Q
(r)
(i−1)jk
)
and then
find fluxes and then move one step further in time.
3 Exact one-dimensional Riemann solver
In this section we formulate a procedure of finding solution of a Riemann prob-
lem. We call our solver exact in a sense that numerical methods are applied
to exact relations that describe a Riemann problem solution. This differs our
method from numerous approximate Riemann solvers that use approximate
relations for estimating intermediate state Q⋆.
As was said above, we need to construct an algorithm for a one-dimensional
Riemann problem. For this we consider the following system
∂Q
∂t
+
∂F (Q)
∂x
= 0, (24)
where
Q =
(
ε+ pv2
1− v2 ,
(ε+ p) v
1− v2 ,
n√
1− v2
)
, (25)
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Q
(l)
Q’ Q’’
Q
(r)
wave1
wave 2
(contact discontinuity) wave 3
Fig. 1. Schematic depiction of break up of an arbitrary discontinuity. Initial left Q(l) and right Q(r) states
are separated by two intermediate states Q′ and Q′′. All the states are connected through the set of 3 waves.
For linear systems these waves are discontinuities. For a non-linear system of relativistic hydrodynamics
with a thermodynamically normal equation of state wave 2 is a contact discontinuity and waves 1 and 3
can be either shock waves or simple rarefaction waves
F =
(
(ε+ p) v
1− v2 ,
p + εv2
1− v2 ,
nv
1− v2
)
. (26)
As we see, all the quantities here depend only on t and x and velocity has
only the x-th component denoted as v. The influence on solution of non-zero
tangential velocities vy and vz will be considered later.
For the system (24) we state the following initial conditions at initial time
t = t0
Q (0, x) =


Q(l), if x < 0
Q(r), if x > 0
, (27)
where Q(l) and Q(r) are some constant states.
Quite often numerical solution of (24)-(27) is based on a linear approximation.
We too base our idea on solution of a similar problem for a linear system. It is
well known that for linear systems, i.e. systems with F (Q) = AˆQ, Aˆ being a
constant matrix, solution of problem (24)-(27) consists of 3 discontinuities (or
n discontinuities for systems of n equations) divided by domains of constant
flows (see Figure 1). But in case of a nonlinear problem there arise continuous
self-similar solutions called simple waves.
At this point in order to be able to move further we need to say that only
so-called thermodynamically normal media are the subject of present study.
Medium is called thermodynamically normal when the following condition
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holds
∂2p
∂τ 2
∣∣∣∣∣
s
> 0, (28)
where τ =
ε+ p
n
is so-called generalized specific volume and s is entropy. Con-
dition (28) means that only compression shock waves and rarefaction simple
waves are physical. Rarefaction shocks are nonphysical in the sense that en-
tropy of a fluid element decreases when crossing a shock front. Compression
simple waves are nonphysical in the sense that wave profile becomes singular
at a definite moment of time.
Media with violated condition (28) are called thermodynamically anoma-
lous. The consideration here is similar to the thermodynamically normal case
with only change that physical are rarefaction shocks and compression sim-
ple waves. Cases when for some parameters relation (28) holds and for some
parameters is violated are more complicated and are the subject of further
investigation. This is of importance because equations of state where exists a
phase transition represent both normal and anomalous behavior at different
values of thermodynamical parameters.
Nevertheless from the point of view of pure mathematics both compression and
rarefaction shocks exist as generalized solutions of equations (24). It means
that we can search for pure shock wave solution of problem (24)-(27), and at
this point not take into account how physical are its constituents.
Indeed, a discontinuity Q1 → Q2 is a generalized solution of system (24) if
F (Q1)− F (Q2) = S (Q1 −Q2) , (29)
where S is propagation speed of discontinuity and in linear case F (Q) = AˆQ
is just an eigenvalue of matrix Aˆ.
Arbitrary states Q(l) and Q(r) in general does not satisfy (29). But they can
be sewn together through two intermediate states Q′ and Q′′ (see Figure 1).
Then we have the following system of algebraical equations
F
(
Q(l)
)
− F (Q′) = S1
(
Q(l) −Q′
)
(30)
F (Q′)− F (Q′′) = S2 (Q′ −Q′′) (31)
F (Q′′)− F
(
Q(r)
)
= S3
(
Q′′ −Q(r)
)
(32)
This is system of 9 equations for 9 unknown variables - Q′, Q′′, S1, S2, S3.
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Once have solved it, we have a pure shock wave solution of a Riemann problem
(24)-(27). Taking into account that wave 2 must be a contact discontinuity
for which p′ = p′′, v′ = v′′ = S2, the number of equations in (30)-(32) can be
reduced to 7. The system (30)-(32) is written in terms of conservative variables
Q but in our code is solved in terms of primitive variables P = (ε, v, n). In
ultra-relativistic case we use instead of v γ-factor γ =
1√
1− v2 . So, after we
have solved (30)-(32), we have ε′, n′, ε′′, n′′, S1, S3, v
′.
The numerical method we use to solve (30)-(32) is the Newton method. An
obvious difficulty here is how to choose an initial approximation. As we have
a set of 7 equations its quite a non-trivial problem. In some cases, when our
initial approximation appears to be bad, the method fails. In such cases we
use a switch to the alternative method of finding ε′, n′, ε′′, n′′, S1, S3, v
′.
It is based on relations that connect variables on both sides of a shock wave
and on a well known fact that across a contact discontinuity pressure and
velocity are continuous. First, note, that shock speeds S1, S3 and velocity v
′
can be explicitly expressed in terms of thermodynamical variables. So, as a
matter of fact we need 4 equations to find ε′, n′, ε′′, n′′.
The first two equations we take from Hugoniot relations and obtain
n′ = n(l)
√√√√ (ε′ + p′) (ε′ + p(l))
(ε(l) + p(l)) (ε(l) + p′)
, (33)
n′′ = n(r)
√√√√ (ε′′ + p′) (ε′′ + p(r))
(ε(r) + p(r)) (ε(r) + p′)
(34)
Here we used the fact that on contact discontinuity p′ = p′′. This gives us the
third equation
p (ε′, n′) = p (ε′′, n′′) (35)
The fourth equation we obtain from relation v′ = v′′. The velocity of fluid
behind the shock front (marked by index 2) in the rest frame of fluid ahead
of the shock front (marked by index 1) is
v±sh (ε1, n1, ε2, n2) = ±
√√√√(p2 − p1) (ε2 − ε1)
(ε1 + p2) (ε2 + p1)
(36)
where the sign is defined by two factors- whether the shock is compression or
rarefaction one and what direction does it go, right or left.
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(a) (b)
e
(l)
,n
(l) (l)
, v =0
e’ ’, n , v’ a
V a’
e
(l)
, n
(l) (l)
, v =0
e’ ’, n , v’ a
V a’
Fig. 2. A shock wave ε(l), n(l), v(l) → ε′,n′, v′ in the rest frame of the left fluid. Here
v′a = v
±
12 (ε1, n1, ε2,n2) (see Eq.(36)). If v
′
a < 0 then we have a compression shock. When v
′
a > 0 then
there is a rarefaction wave.
Then the fourth equation is written as
v(l) + v±12
(
ε(l), n(l), ε′, n′
)
1 + v(l)v±12 (ε
(l), n(l), ε′, n′)
=
v(r) + v±12
(
ε(r), n(r), ε′′, n′′
)
1 + v(r)v±12 (ε
(r), n(r), ε′′, n′′)
(37)
Depending on situation there can be 4 combinations of signs.
Shocks speeds S1 and S3 can be written as
S1 =
v(l) + v−sh
(
ε(l), n(l), ε′, n′
)
1 + v(l)v−sh (ε
(l), n(l), ε′, n′)
(38)
and
S3 =
v(r) + v+sh
(
ε(r), n(r), ε′′, n′′
)
1 + v(r)v+sh (ε
(r), n(r), ε′′, n′′)
, (39)
where v±12 (ε1, n1, ε2, n2) = ±
√√√√(p2 − p1) (ε2 + p1)
(ε2 − ε1) (ε1 + p2)
is the speed of the shock
front in the rest frame of fluid ahead of a shock (marked by 1) and the sign
is ”-” when a shock moves in the rest frame to the left (applies to shock wave
1) and is ”+” when a shock moves to the right (applies to shock wave 3).
Thus, we have constructed a purely shock wave solution for a Riemann prob-
lem. But the real solution of a Riemann problem (24)-(27) consists not only
from shocks. In general, for a normal medium, waves 1 and 3 can be either
compression shocks or rarefaction simple waves. Thus, the next step is to find
real pattern of waves.
As an example consider a shock transition ε(l), n(l), v(l) → ε′, n′, v′ with n(l) > n′
(see Figure 2). In order to find out whether such a shock is compression or
rarefaction shock we have to go to the rest frame of the left fluid. If velocity
12
to the right v′a > 0 (it means that v
(l) < v′ in laboratory frame) then fluid
crosses the shock front from the left to the right. As we supposed that n(l) > n′
it means that the shock is a rarefaction one. If v′a < 0 (v
(l) > v′ in laboratory
frame) than fluid crosses shock front from the right to the left and we have a
compression shock. Similar considerations should be applied to case n(l) < n′
and to a shock transition ε(r), n(r), v(r) → ε′′, n′′, v′′.
Once we have found types of shocks, our considerations are as follows. If both
shock waves, 1 and 3, are compression shocks, then solution of a Riemann
problem is over. If one of waves appears to be a rarefaction one, we should
replace it by a simple rarefaction wave. In such a case we have to sew together
a simple and a shock wave. As an example consider the case when wave 1 is
a simple rarefaction wave and wave 3 is a shock wave.
Profile in a simple rarefaction wave is described by the following system of
ordinary differential equations
dv
dn
= ±cs (ε, n) (1− v
2)
n
, (40)
dε
dn
=
ε+ p (ε, n)
n
, (41)
where cs (ε, n) =
√√√√ ∂p
∂ε
∣∣∣∣∣
s
is the speed of sound. Sign in Eq.(40) depends on
direction of wave propagation. If wave propagates into the left fluid than there
is ”-”, if it goes to the right fluid, there is ”+”. In our case of wave 1 we have
”-”. Equations (40),(41) define functions v±rar (n) and εrar (n). Thus, sewing of
a simple rarefaction wave 1 and a shock wave 3 means solution of the following
system of equations.
v−rar (n
′) =
v+12
(
ε(r), n(r), ε′′, n′′
)
+ v(r)
1 + v(r)v+12 (ε
(r), n(r), ε′′, n′′)
(42)
p (ε′, n′) = p (ε′′, n′′) (43)
ε′ = εrar (n
′) (44)
n′′ =
√√√√ (ε′′ + p (ε′, n′)) (ε′′ + p(r))
(ε(r) + p(r)) (ε(r) + p (ε′, n′))
, (45)
where v12 is defined by Eq.(36). Thus we find ε
′, n′, ε′′, n′′. Corresponding ve-
locity is v′ = v′′ = v−rar (n
′). System (42)-(45) is solved by Newton method.
Integration of system (40)-(41) to find v±rar (n) and ε
±
rar (n) is conducted by
using a Runge-Kutta method.
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The velocity of wave 1 is defined by relation
S1 =
v(l) − cs
1− v(l)cs (46)
Similar considerations are applied to the case when we have a simple rar-
efaction wave moving to the right state and a shock wave moving to the left
state.
In case when in all-shock solution waves 1 and 3 are rarefaction shocks, we
have to replace both by simple rarefaction waves. In this case we solve the
following system of equations
v−rar (n
′) = v+rar (n
′′) (47)
p (ε′, n′) = p (ε′′, n′′) (48)
ε′ = εrar (n
′) (49)
ε′′ = εrar (n
′′) (50)
Now, after we have solved a Riemann problem on a cell interface, we have
to find state Q⋆ (see Eq(14) and (22)). In case when wave 1 and 3 are shock
waves Q⋆ = Q(l) when S1 > 0, Q
⋆ = Q(r) when S3 < 0, Q
⋆ = Q′ when S1 < 0
and S2 > 0, Q
⋆ = Q′′ when S3 > 0 and S2 < 0.
In case when there are simple rarefaction waves situation is more complicated.
Take again the example with a rarefaction propagating to the left side and a
shock propagating to the right side. Then S1 is defined by Eq.(46). If S1 > 0
then Q⋆ = Q(l). If S3 < 0 then Q
⋆ = Q(r). If S3 > 0 and S2 < 0 then Q
⋆ = Q′′.
But if S1 < 0 and S2 > 0 situation depends on how strong rarefaction is. If
v′ < cs then rarefaction is subsonic and Q
⋆ = Q′. If v′ > cs then rarefaction
is supersonic and we have to integrate system (40)-(41) starting from the
left-side state to the sonic point Qsn = (εsn, nsn, vsn), i.e. to the state where
v−rar (nsn) = cs. Then Q
⋆ = Qsn.
Similar considerations are made to find Q⋆ in case of a shock wave propagat-
ing to the left and a rarefaction propagating to the right and in case of two
rarefactions.
Now, after we have defined state Q⋆, construction of a one-dimensional nu-
merical scheme is complete. In three dimensions we have to take into account
presence of non-zero tangential velocities. This problem is considered in Sec-
tion 4.
14
4 Special equation of state p (ε,n) = 0
In case of a pressureless medium construction made in Section 2 does not
work. Here we have to apply a special algorithm. Flux we want to find is
Fni =
1
∆t
tn+1∫
tn
F (Q (ihx, t)) dt, (51)
In predictor step distribution of quantities over a cell is uniform and obviously
Fni =


F (Qni ) , if v
n
i > 0
F
(
Qni+1
)
, if vni+1 < 0
, (52)
In corrector step we have to take into account linear distribution of quantities
over a cell. As an example take the case with vni > 0. Case v
n
i+1 < 0 can be
taken similarly.
In this case we take approximately
Fni =
1
2
(
F (Qni ) + F
(
Qn+1i
))
, (53)
where the second term is
F
(
Qn+1i
)
= F (Q (ihx, tn +∆t)) = F (Q (ihx −∆x, tn)) (54)
Here ∆x is defined by algebraical equation
v (ihx −∆x, tn)∆t−∆x = 0 (55)
It is solved by Newton method. v (ihx −∆x, tn) is defined using linear struc-
ture of quantities inside a cell. This gives us the system
Qn1i + α1
(
hx
2
−∆x
)
=
ε (ihx −∆x, tn)
1− v2 (ihx −∆x, tn) (56)
Qnxi + αx
(
hx
2
−∆x
)
=
ε (ihx −∆x, tn) v (ihx −∆x, tn)
1− v2 (ihx −∆x, tn) , (57)
where α1 and αx are cell slopes of corresponding conservative variables.
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Solving Eq.(55) and using Eq.(54) we complete construction of a scheme for
special case of equation of state p (ε, n) = 0.
5 Boundary with vacuum
Another difficult problem is defining fluxes at boundary of medium and vac-
uum. Let i-th cell at time tn be vacuum and (i− 1)-th cell be medium. Con-
sider it for predictor step when distribution of quantities over (i− 1)-th cell
is uniform and equal Qni−1. Having this, we want to find Q
n+1
i . Then
Qn+1i = Q
n
i +
∆t
hx
Fni−1 =
∆t
hx
Fni−1, (58)
where
Fni−1 =
1
∆t
tn+1∫
tn
F (Q ((i− 1)hx, t)) dt (59)
is the flux between (i− 1)-th and i-th cells. In order to estimate it we use the
following approximation. Knowing that under expansion into vacuum velocity
must increase and all other quantities decrease and supposing that ∆t is small
enough, we use a linear approximation for quantities on cell boundary
vb (t) = vni−1 + α (t− tn) (60)
εb (t) = εni−1 − β (t− tn) (61)
nb (t) = nni−1 − κ (t− tn) (62)
pb (t) = pni−1 − γ (t− tn) (63)
Substituting Eqs.(60)-(63) into Eq.(59) we obtain
Fn1(i−1) =
(
εni−1 + p
n
i−1
)
vni−1
1− (vni−1)2
+
1
2


(
εni−1 + p
n
i−1
)(
1 +
(
vni−1
)2)
(
1− (vni−1)2
)2 ∆v + (∆ε+∆p) v
n
i−1
1− (vni−1)2

 (64)
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Fnx(i−1) =
pni−1 + ε
n
i−1
(
vni−1
)2
1− (vni−1)2
+
1
2

2v
n
i−1
(
εni−1 + p
n
i−1
)
(
1− (vni−1)2
)2 ∆v+
∆p +∆ε
(
vni−1
)2
1− (vni−1)2

 (65)
Fnn(i−1) =
nni−1v
n
i−1√
1− (vni−1)2
+
1
2

 nni−1∆v(
1− (vni−1)2
)3/2 + v
n
i−1∆n√
1− (vni−1)2

 , (66)
where ∆A = Ab (tn+1)−Ani−1. Take into account the following
Qn+1i =
1
hx
ihx∫
(i−1)hx
Q (x, tn+1) dx =
1
hx
(i−1)hx+vvac∆t∫
(i−1)hx
Q (x, tn+1) dx
≈ ∆t
hx
vvacQb (tn+1) , (67)
where vvac is the velocity of boundary with vacuum that at time tn+1 is some-
where inside the cell. In order to close the system we approximately put
vvac ≈ vb (tn+1). After this we substitute (64)-(67) into (58) and obtain al-
gebraical system of 3 equations for εb (tn+1) , n
b (tn+1) , v
b (tn+1). After solving
it by Newton method and using relation (67) we obtain Qn+1i . In a corrector
step we use Q
(l)
i−1 instead of Q
n
i−1.
The case when vacuum is located on the right side from the medium is con-
sidered similarly.
Note, that after we have found Qn+1i , there will be non-zero Q
n+2
i+1 . But in
reality boundary with vacuum crosses the boundary of between the i-th and
(i+ 1)-th cells in several time steps. In order to avoid such artificial superlight
expansion of matter, we should allow matter to expand into (i+1)-th cell only
after boundary with vacuum reaches the right boundary of i-th cell.
6 Three-dimensional scheme: the role of tangential velocities
In three-dimensional case for one cell we have to solve three Riemann problems
- in x-, y- and z- directions. As an example consider a Riemann problem in
x- direction. Then in Fig. 1 on the left and right states there are tangential
components of velocity- v(l)y , v
(l)
z and v
(r)
y , v
(r)
z respectively. These components
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constitute vectors v
(l)
t and v
(r)
t . As a result, the system (30)-(32) has 13, not
9, equations. The structure of wave pattern is the same as in one-dimensional
case (see Fig.1). It is known that due to Lorentz factor coupling tangential
velocities are incorporated into solution of the Riemann problem [31,37]. This
makes solution of exact equations rather numerically expensive. In order to
simplify things and reduce to one-dimensional Riemann problem we make
an approximation that tangential velocities are continuous over shock waves
and simple rarefactions but undergo a jump over a contact discontinuity. It
means that v′t = v
(l)
t and v
′′
t = v
(r)
t . Having this we can again reduce in
(30)-(32) to 9 equations and taking into account that Eq. (31) is an identity
to 7. To make things completely similar to one-dimensional case we must
use Eq. (30) in the reference frame where v
(l)
t = 0. In this case we have to
substitute v(l) → v(l)m = v(l)x /
√
1−
(
v
(l)
t
)2
and v′ → v′m = v′x/
√
1−
(
v
(l)
t
)2
. Eq.
(32) thus must be used in reference frame where v
(r)
t = 0 with substitutions
v(r) → v(r)m = v(r)x /
√
1−
(
v
(r)
t
)2
, v′′ → v′′m = v′′x/
√
1−
(
v
(r)
t
)2
. After this we
have again one-dimensional system of equations. Correspondingly, condition
of normal velocity continuity over contact discontinuity v′x = v
′′
x takes form
v′m
√
1−
(
v
(l)
t
)2
= v′′m
√
1−
(
v
(r)
t
)2
.
All the rest of the scheme can be reduced to one-dimensional case described
in Section 2 in similar way. For example Eq. (37) can be rewritten as
v(l)m + v
±
12
(
ε(l), n(l), ε′, n′
)
1 + v
(l)
m v±12 (ε
(l), n(l), ε′, n′)
√
1−
(
v
(l)
t
)2
=
v(r)m + v
±
12
(
ε(r), n(r), ε′′, n′′
)
1 + v
(r)
m v±12 (ε
(r), n(r), ε′′, n′′)
√
1−
(
v
(r)
t
)2
(68)
Similarly we find fluxes in y- and z-directions and complete a time step for
fully three-dimensional hydrodynamics equations.
7 Conservative and primitive variables
In Eq.(8) conservative variables Q are updated. But in the Riemann solver
we use primitive variables P = (ε, n,v). It means that at every time step we
have to convert conservative variables into primitive ones.
Conservative variables are defined by Eq.(4) and one can express thermody-
namical parameters ε and n via velocities
n = Qn
√
1− v2 (69)
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ε = Q1 −Qxvx −Qyvy −Qzvz (70)
Consider as an example case when Qx 6= 0. Then it is obvious that
vy =
Qyvx
Qx
, vz =
Qzvx
Qx
(71)
One can check that the following relation holds
Qx −Q1vx − p (ε, n) vx = 0 (72)
Substituting in it relations (69)-(71) we have just one single algebraical equa-
tion for vx. It can be easily solved by Newton method.
8 Source term
In our numerical scheme we include the possibility for presence of a source
term. It means that we solve the following system of equations
∂Q
∂t
+
∂F(Q)
∂x
+
∂G(Q)
∂y
+
∂H(Q)
∂z
= S (Q, r, t) , (73)
where S (Q, r, t) is a source term.
In order to solve such a system we use the standard fractional step method.
It means that as a corrector step we solve equations without source term
∂Qp
∂t
+
∂F(Qp)
∂x
+
∂G(Qp)
∂y
+
∂H(Qp)
∂z
= 0. (74)
We just have constructed the procedure how to solve this system. As a result
we obtain (Qp)n+1i . Then we use these values as initial conditions for the
following system of ordinary differential equations
dQ
dt
= S (Q, r, t) (75)
To solve the system (75) we use a Runge-Kutta method. Time step is ∆t. This
solution gives us numerical solution of system (73).
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9 Test simulations: One dimension
9.1 Shock tube problems
Here we consider two shock tube problems. Equation of state is p = c2cε with
c2s = 1/3.
The first problem is collision of two gas masses that gives two shock waves
propagating to opposite sides. To model this situation we take the following
parameters: ε(l) = 2, v(l) = 0.7, n(l) = 2 to the left and ε(r) = 4, v(r) = −0.5,
n(r) = 4 to the right. Results of numerical simulations are depicted on Fig 3.
The second problem is the contact of two motionless masses of gas with dif-
ferent densities. This can give a rarefaction wave and a shock wave. To model
this situation we take the following parameters: ε(l) = 10, v(l) = 0, n(l) = 10
to the left and ε(r) = 2, v(r) = 0, n(r) = 2 to the right. Results of numerical
simulations are depicted on Fig 4.
9.2 Bjorken-like flow
In this subsection we numerically simulate Bjorken-like expansion solution.
This solution was introduced and analyzed in Refs. [22,17,3]. Equation of
state is p = c2sε. Solution has the following form
ε = ε0
(
τ0
τ
)1+c2s
(76)
n = n0
τ0
τ
(77)
v =
x
t
, (78)
where τ =
√
t2 − x2.
We take the following parameters: c2s = 1/3, τ0 = 5, n0 = 1 and ε0 = 1. Initial
time is t0 = 5 and final time is t = 8. At moment of time t0 we take all
the quantities in region |x| < t0 − α, where α is small enough, being defined
by relations (76)-(78). Outside this region all the quantities are put to zero.
Results of numerical simulations are depicted on Fig. 5.
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Fig. 3. Results of numerical simulations for a shock tube problem with following parameters: ε(l) = 2,
v(l) = 0.7, n(l) = 2, ε(r) = 4, v(r) = −0.5, n(r) = 4. Initial moment of time is t0 = 0, final point of time
is t = 3. All quantities are taken at time t. (a)-(c) are energy density, velocity and baryonic charge density
correspondingly. (d)-(f) are the same quantities but calculated with better spatial resolution. (a)-(c) have
100 grid points and (d)-(f) have 1000 grid points in space.
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Fig. 4. Results of numerical simulations for a shock tube problem with following parameters: ε(l) = 10,
v(l) = 0, n(l) = 10, ε(r) = 2, v(r) = 0, n(r) = 2. Initial moment of time is t0 = 0, final point of time is
t = 5. All quantities are taken at time t. (a)-(c) are energy density, velocity and baryonic charge density
correspondingly. (d)-(f) are the same quantities but calculated with better spatial resolution. (a)-(c) have
100 grid points and (d)-(f) have 1000 grid points in space.
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Fig. 5. Results of numerical simulations for a Bjorken-like flow. (a) is energy density, (b) is velocity and (c)
is baryonic charge density. Evolution starts at time t0 = 5 and is finished at time t = 8. All the graphs are
taken at time t. One can see a rarefaction wave expanding into vacuum and distorting analytical solution
on the edges. In the middle of the region numerical and analytical solutions coincide.
9.3 Hubble-like flow
Another example is Hubble-like flow. It is constructed similarly to Bjorken-like
solution, see Ref. [5], except that Hubble-like solution is spherically symmet-
ric. It means that x in system (24) means radial coordinate and here arises
geometrical source term S (Q, x, t) that has the following form
S (Q, x, t) =
(
−2 (ε+ p) v
x (1− v2) ,−
2 (ε+ p) v2
x (1− v2) ,−
2nv
x
√
1− v2
)
. (79)
Solution itself has the following form
ε = ε0
(
τ0
τ
)3(1+c2s)
(80)
n = n0
(
τ0
τ
)3
(81)
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Fig. 6. Results of numerical simulations for a Hubble-like flow. (a) is energy density, (b) is velocity and (c)
is baryonic charge density. Evolution starts at time t0 = 5 and is finished at time t = 8. All the graphs are
taken at time t. One can see a rarefaction wave expanding into vacuum and distorting analytical solution
on the edges. In the middle of the region numerical and analytical solutions coincide. The difference is at
x = 0 because source term (79) has there singularity.
v =
x
t
, (82)
where τ =
√
t2 − x2.
We take the following parameters: c2s = 1/3, τ0 = 5, n0 = 1 and ε0 = 1. Initial
time is t0 = 5 and final time is t = 8. At moment of time t0 we take all the
quantities in region |x| < t0 − α, where α is small enough, being defined by
relations (80)-(82). Outside this region all the quantities are put to zero. An
artificial extension of solution is made into region x < 0 in order to avoid
setting boundary conditions at x = 0. Results of numerical simulations are
depicted on Fig. 6.
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9.4 Spherically symmetric solution with p = 0
In the paper by Sinyukov & Karpenko [41] a new class of 3D anisotropic
analytical solutions with quasi-inertial flows has been found. Here we consider
a spherically symmetric solution for expanding finite system with equation of
state p = 0 that belongs to this new class. For testing of our code we choose
the following specific form of the solution
ε =
ce
(t + tx)
3 e
−
b2e(t+tx)
2
(t+tx)
2
−x2 (83)
v =
x
t + tx
(84)
n =
cn
(t + tx)
3 e
−
b2n(t+tx)
2
(t+tx)
2
−x2 (85)
Here as in previous subsection exists geometrical source term. We take the
following parameters: ce = 1500, cn = 1500, b
2
e = 0.5, b
2
n = 0.5 and tx = 1.
Initial time is t0 = 0 and final time is t = 3. At moment of time t0 we take
all the quantities in region |x| < t0 + tx − α, where α is small enough, being
defined by relations (83)-(84). Outside this region all the quantities are put to
zero. An artificial extension of solution is made into region x < 0 in order to
avoid setting boundary conditions at x = 0. Results of numerical simulations
are depicted on Fig. 7.
10 Test simulations: three dimensions
10.1 Hubble-like flow
Here we again use as a Hubble-like flow (80)-(82) as a test. But, unlike the
previous section, we use fully three-dimensional code to simulate it. Of course,
for three-dimensional calculations there is no source term. The results of nu-
merical calculations are depicted on Figs. 8-9. Parameters of flow are taken the
same as in subsection 9.2. We show dependences on distance from center along
x-axis, in xy-plane for x = y and in a radial direction for which x = y = z.
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Fig. 7. Results of numerical simulations for a spherically symmetric flow with p = 0. (a) is energy density,
(b) is velocity and (c) is baryonic charge density. Evolution starts at time t0 = 0 and is finished at time
t = 3. All the graphs are taken at time t. In graphs (a)-(c) number of cells in space grid is 100. In graph (d) is
depicted energy density simulated with number of cells in space grid being 1000. It is seen that irregularities
that exist for 100 grid cells almost disappear if take 1000 grid points
10.2 Elliptical solution for p = 0
Here we take a solution similar to that taken in subsection 9.4. The difference
is that now in order to test three-dimensional code solution is not spherically
symmetric. In accordance with results of [41] we choose the solution in the the
following form
ε =
ce
(t + tx) (t + ty) (t + tz)
e−
b2e
1−s (86)
v =
(
x
t + tx
,
y
t + ty
,
z
t + tz
)
(87)
n =
cn
(t + tx) (t + ty) (t + tz)
e−
b2n
1−s , (88)
26
(a) (b)
-10 -5 0 5 10
0
1
2
3
4
5
 numerical curve
x
 analytical curve
-10 -5 0 5 10
0,0
0,2
0,4
0,6
0,8
1,0  numerical curve
v
x
 analytical curve
(c) (d)
-10 -5 0 5 10
0
2
4
6
8
10
 numerical curve
n
x
 analytical curve
-15 -10 -5 0 5 10 15
-1
0
1
2
3
4
5
6
7
8
9
 numerical curve
x2+y2
 analytical curve
(e) (f)
-15 -10 -5 0 5 10 15
0,0
0,2
0,4
0,6
0,8
1,0
 numerical curve
v
x2+y2
 analytical curve
-15 -10 -5 0 5 10 15
0
1
2
3
4  numerical curve
n
x2+y2
 analytical curve
(g) (h)
-20 -15 -10 -5 0 5 10 15 20
-1
0
1
2
3
4
5
6
7
 numerical curve
r
 analytical curve
-20 -15 -10 -5 0 5 10 15 20
0,0
0,2
0,4
0,6
0,8
1,0
 numerical curve
v
r
 analytical curve
Fig. 8. Results of numerical simulations for a Hubble-like flow in three dimensions. (a)-(c) are energy
density, velocity and baryonic charge density respectively along x-axis. (d)-(f) are the same quantities in
xy-plane for x = y. (g)-(h) are energy density and velocity in a radial direction for which x = y = z.
Baryonic charge density is depicted on Fig 9. Evolution starts at time t0 = 5 and is finished at time t = 8.
All the graphs are taken at time t. One can see a rarefaction wave expanding into vacuum and distorting
analytical solution on the edges. In the middle of the region numerical and analytical solutions coincide.
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Fig. 9. Baryonic charge density in a radial direction for which x = y = z for a Hubble-like flow. Three-di-
mensional simulations.
where s =
(
x
t + tx
)2
+
(
y
t + ty
)2
+
(
z
t + tz
)2
. This is a generalization of
spherically symmetric flow considered in subsection 9.2.
The results of numerical simulations are depicted on Figs 10-11. We take the
following parameters: ce = 1500, cn = 1500, b
2
e = 0.5, b
2
n = 0.5, ty = 1.5 and
tz = 2. Initial time is t0 = 0 and final time is t = 3. At moment of time t0 we
take all the quantities in region |x| < t0 + tz − α, where α is small enough,
being defined by relations (86)-(88). Outside this region all the quantities are
put to zero.
10.3 Hubble-like flow with a source term
Here we consider solution of the following form
ε = ε0
(
τ0 (r, t)
τ
)3(1+c2s)
(89)
n = n0
(
τ0 (r, t)
τ
)3
(90)
v =
r
t
, (91)
where τ =
√
t2 − r2. Equation of state is p = c2sε.
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Fig. 10. Results of numerical simulations for an elliptical pressureless flow. (a)-(c) are energy density, ve-
locity and baryonic charge density along x-axis respectively. (d)-(f) are the same quantities along y-direction
and (g)-(h) are energy density and velocity along z-direction. Baryonic charge is shown on Fig 11. Evolution
starts at time t0 = 0 and is finished at time t = 3. All the graphs are shown at time t.
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Fig. 11. Results of numerical simulations for an elliptical pressureless flow. (i) is baryonic charge density
along z-direction. (j)-(l) are energy density, velocity and baryonic charge density in xy-plane for the line
x = yrespectively. (m)-(o) are the same quantities for a radial direction for which x = y = z. Evolution
starts at time t0 = 0 and is finished at time t = 3. All the graphs are shown at time t.
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The fact that τ0 is not a constant leads us to an artificial source term S =
(Se, Sx, Sy, Sz, Sn) where
Se =
3 (1 + c2s) εt
2
τ0τ 2
[(
1 +
r2
t2
c2s
)
∂τ0
∂t
+
(
1 + c2s
) xj
t
∂τ0
∂xj
]
(92)
Si =
3 (1 + c2s) εt
τ0τ
[
(1 + c2s) x
i
τ
∂τ0
∂t
+
(1 + c2s) x
i
τ0t
xj
∂τ0
∂xj
+
τ
t
∂τ0
∂xi
]
,
i = x, y, z (93)
Sn =
3nt
τ0τ
[
∂τ0
∂t
+
xi
t
∂τ0
∂xi
]
(94)
We take the following parameters: c2s = 1/3, n0 = 1 and ε0 = 1. Initial time is
t0 = 5 and final time is t = 8. At moment of time t0 we take all the quantities
in region |r| < t0 − α, where α is small enough, being defined by relations
(92)-(94). Outside this region all the quantities and source term are put to
zero. Function τ0 (r, t) is taken to be (a) τ0 (r, t) = t and (b) τ0 (r, t) = e
−axy
with a = 0.1. Results of numerical simulations are depicted for case (a) on
Fig. 12 and for case (b) on Fig. 13.
10.4 Source term defined by an arbitrary flow
Suppose that we have an arbitrary hydrodynamical flow. It is characterized
by profiles of energy density ε˜ (r, t), velocity v˜ (r, t), baryonic charge density
n˜ (r, t) and by equation of state p (ε, n). Then this flow is a solution of hydro-
dynamics equations with a source term
∂Tµν
∂xν
= Sµ, (95)
∂nuµ
∂xµ
= Sn (96)
where
Sµ =
∂T˜
µν
∂xν
, Sn =
∂n˜u˜µ
∂xµ
(97)
and T˜
µν
= (ε˜+ p˜)u˜µu˜ν − p˜gµν
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Fig. 12. Results of numerical simulations for a Hubble-like flow with a source term defined by τ0 = t (see
Eq.(89)-(91)). (b)-(d) are energy density, velocity and baryonic charge density along x-direction. (e)-(g) are
the same quantities in xy-plane for the line x = y. Evolution starts at time t0 = 5 and is finished at time
t = 8. All the graphs are taken at time t. (a) are initial values of energy density at time t0 = 5. Outside the
region with matter there is no source. It can be seen on (b)-(d) that inside the region with matter numerical
and analytical solutions coincide but outside this region solution is distorted. Namely, expansion there is
faster that in inner region as choice of τ0 = t makes expansion in inner regions slower.
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Fig. 13. Results of numerical simulations for a Hubble-like flow with a source term defined by τ0 = e−axy
(see Eq.(89)-(91)). (a)-(c) are energy density, velocity and baryonic charge density along x-direction. (d)-(f)
are the same quantities in xy-plane for the line x = y. Evolution starts at time t0 = 5 and is finished at time
t = 8. All the graphs are taken at time t. Note that solution is extremely asymmetric but numerical solution
gives good agreement with analytical one in the region where source term is non-zero (see explanations for
Fig. 12).
33
One of the simplest choices of a flow is
ε˜ = ε0e
−
be
τ (98)
v˜ =
r
t
(99)
n˜ = n0e
−
bn
τ (100)
where τ =
√
t2 − r2. For such a flow one can obtain
Sµ =
u˜µε˜
τ
(
4 +
be
τ
)
, (101)
Sn =
n˜
τ
(
3 +
bn
τ
)
(102)
For numerical simulation we took the following parameters- equation of state
p = c2sε, c
2
s = 1/3, be = 1, ε0 = 100, bn = 1, n0 = 100. Initial time is t0 = 5
and final time is t = 8. At moment of time t0 we take all the quantities in
region |r| < t0 − α, where α is small enough, being defined by relations (98)-
(100). Outside this region all the quantities and source term are put to zero.
Results of numerical simulations are depicted on Fig 14.
11 Conclusions
We presented a numerical code with a new Riemann solver. This solver is exact
for one-dimensional flows. Exactness means that we use real wave patterns in
order to obtain fluxes. Such an approach allows us to treat correctly vast range
of velocities and configurations. Testing shows that the scheme works correctly
in ultrarelativistic regimes and is capable of correct catching strong shock
waves as well as strong rarefactions. In this sense our scheme is universal and
can be applied to simulations of processes with large gradients of quantities
and with large difference in velocities. Also, it account for possible source
terms in right hand side of hydrodynamics equations. And the fact that the
method uses physical considerations makes it especially reliable. On the other
hand due to necessity of solving non-linear algebraical equations our code is
more numerically expensive than the methods like HLLE or flux splitting even
though no matrix decomposition is needed. But drastically increased efficiency
of computers makes it possible to apply methods like ours.
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Fig. 14. Results of numerical simulations for an arbitrary flow defined source term (see Eq.(98)-(100)).
(a)-(c) are energy density, velocity and baryonic charge density along x-direction. (d)-(f) are the same
quantities in a radial direction for which x = y = z. Evolution starts at time t0 = 5 and is finished at time
t = 8. All the graphs are shown at time t. On (a) we depict also initial values of energy density (lower solid
line graph). It is done in order to show the region of non-zero source term (it is non-zero in region where
matter is non-zero at initial time). It is seen that in this region analytical and numerical solutions coincide.
Outside this region analytical source term solution is distorted as there is no source term.
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