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a b s t r a c t
In this paper, the general Kolmogorov system
dx
dt
= φ(x)f (x, y),
dy
dt
= ρ(y)g(x, y)
is studied. By using the theory of generalized rotated vector fields and the Poincare–
Bendixson annular region theorem, we prove the sufficient conditions for the existence
and uniqueness of limit cycles in this system. And our results extend almost all the related
existing studies on the Kolmogorov and predator–prey systems.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The concept of limit cycles was firstly proposed by French mathematician Poincare in his very famous classical papers
entitled ‘‘Integral curves defined by differential equations’’ (1881, 1882, 1885, 1886). Just as he predicted, the theory of limit
cycle operating as an indispensable mathematical tool has found broad and important applications in biological, chemical,
modern physics and other areas. Then the developments of these fields, in turn, promote limit cycle research.
The study of limit cyclesmainly consists of two aspects: one is the existence, stability and instability, number and relative
positions of limit cycles, and the other is the creating and disappearing of limit cycle alongwith the varying of the parameters
in the systems (e.g. bifurcation). Concerning the research on the exact number of limit cycles and their relative positions,
being difficult, there have been very few results obtained till now. The famous mathematician David Hilbert, at the Second
International Congress of Mathematicians, Paris 1900, put forward 23 mathematical problems, among which, the 16th one,
is on limit cycles—finding the maximum number of limit cycles for the differential equations (En):
dx
dt
= Xn(x, y),
dy
dt
= Yn(x, y),
where, Xn(x, y) and Yn(x, y) are polynomials whose degrees are not greater than n. As far as this problem is concerned, the
Frenchmathematician Dulac proved that the number of limit cycles is finite. But it still remains open even for the case when
n = 2 after more than 100 years though some important progress has been made recently (see [1–5]).
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Predator–prey, competition and cooperation are the three most fundamental systems in mathematical ecology (see, for
example, Freedman [6], Peschel andMende [7]). Theoretically,many environmental, engineering, economics andmechanical
problems as well as problems in game theory, can be reduced to some kind of predator–prey system. Thus, the study of
predator–prey systems affects studies in other areas.
In mathematical ecology, a limit cycle in a predator–prey system corresponds to an equilibrium state of the system. It is
known that for a predator–prey system the existence and stability of limit cycles is related to the existence and stability of
a positive equilibrium.
If a positive equilibrium exists and if the equilibrium is asymptotically stable, there may exist limit cycles, the innermost
ofwhichmust be unstable from the inside, and the outermost ofwhichmust be stable from the outside. If no limit cycle exists
in this case, the equilibrium is globally asymptotically stable. Conditions for the last situation to occur are given by Cheng
[8], Goh [9], Hsu [10], Hsu et al. [11], Freedman andWu [12], Huang [13–17], Zhou and Yuan [18], Kuang and Takeuchi [19],
Zhang et al. [20], Lu and Takeuchi [21], Takeuchi [22], Chen et al. [23], Xiao and Ruan [24], etc.
For establishing the existence and nonexistence of limit cycles, there are various old and widely applied results such as
the Poincare–Bendixson theorem, Bendixson criterion and Dulac criterion (see, for example, Lefschetz, 1963). But for the
uniqueness problem, the situation is more complicated.
While the existence or nonexistence can be shown by a rough computation or some topological method, the uniqueness
problem needs much more exact estimation. In bio-mathematical modeling, the criteria for the uniqueness of limit cycles
were virtually unknown years ago. That was why Erle (1981) and Waltman (1983) (see [25]) both pointed out that the
uniqueness of the limit cycle is a delicate problem.
If a positive equilibrium exists and if it is unstable, then there exists at least one limit cycle. In 1972, May claimed that
there must be a unique, stable limit cycle in the Kolmogorov system [26]. In response to this, Albrecht et al. [27] constructed
a predator–prey model which satisfies the Kolmogorov conditions but has uncountable many periodic solutions filling
an annular region between two limit cycles. In 1981, Cheng [8] published a result for the uniqueness of limit cycles in a
specialized predator–prey model. Later, [28] constructed a Gause-type model containing Cheng’s model and some others
as special cases and provided some criteria for the uniqueness of limit cycles. At the same time, [13,29] proposed a general
predator–prey model and proved the theorems on the stability, instability of equilibria, existence and nonexistence of limit
cycles as well as the conditions for the uniqueness of limit cycles. Recently, [30] investigated a general Kolmogorov model
and provided sufficient conditions for the existence and uniqueness of limit cycles. This model takes into account almost all
the abovemodels as a special case, and the theorems proved are also valid for those studied by, for instance, Rosenzweig and
MacArthur [31], Hsu et al. [32], Cheng [8], Liou and Cheng [33], Kuang and Freedman [28],Wrzosek [34] andMoreira [35], etc.
In this paper, we explore an evenmore general Kolmogorov systemwhich includes almost all themodels appearing in the
above literature as a special case. The stability of the equilibrium points, and the conditions for the existence and uniqueness
of limit cycles are intensively studied. As an illustration of our work, some known results are easily derived again.
Remark. Most of the authors have employed Zhang’s theorem to prove the uniqueness conditions of limit cycles by
transferring their systems to a generalized Lienard system (see, for example, [29,28,36]). Here, in this paper,weuse a different
approach that can be generally applied to many other Kolmogorov systems. Moreover, we can also transfer into a Lienard
system by a similar transformation, then derive another uniqueness theoremwhich hasmore applications than Zhang’s [37]
because the assumptions (H1)–(H5) in this paper are much simpler than most of the previous results in the same topic.
2. The system

dx
dt
= φ(x)f (x, y),
dy
dt
= ρ(y)g(x, y),
(1)
where x is the prey density, y the predator density, f (x, y) and g(x, y) represent the functional responses of the predator and
prey.
Clearly, system (1) contains of all the following models:
(1) Kolmogorov model [26]
dx
dt
= xf (x, y),
dy
dt
= yg(x, y).
(2)
(2) Lotka–Volterra model [6]
dx
dt
= x(α − βy),
dy
dt
= y(−r + δx).
(3)
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(3) Gause model [6]
dx
dt
= αx− yp(x),
dy
dt
= y(−r + cp(x)).
(4)
(4) The generalized Gause model [6]
dx
dt
= αg(x)− yp(x),
dy
dt
= y(−r + q(x)).
(5)
(5) Hsu model (1978)
dx
dt
= xg(x)− yp(x),
dy
dt
= y(−q(x)+ cp(x)).
(6)
(6) Kuang and Freedman model [28]
dx
dt
= xg(x)− yp(x),
dy
dt
= η(y)(−r + q(x)).
(7)
(7) Huang and Merrill model [29]
dx
dt
= φ(x)(F(x)− p(y)),
dy
dt
= ρ(y)ψ(x)
(8)
as well as those specific models studied recently.
(8) 
dx
dt
= x(a− cx− bx2 − dx3)− y αx
2
1+ βx2 ,
dy
dt
= −ey+ ky αx
2
1+ βx2
(9)
Chen and Xie [38].
(9) 
dx
dt
= x(a0 + a1x+ a2x2 + · · · + an−1xn−1 − anxn − ϕ(y)),
dy
dt
= y(bxm − d)
(10)
Yuan and Chen [39].
(10) 
dx
dt
= x(a0 + a1x− a3x2 + a2y+ a4xy),
dy
dt
= y(x2 − 1)
(11)
Liu and Zhao [40].
(11) 
dx
dt
= bx2(k− x)− bxy,
dy
dt
= −cy+ (βx− γ y)y
(12)
Zheng et al. [41].
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(12) 
dx
dt
= rx− y αx
2
x2 + β2 ,
dy
dt
= y

−d+ e αx
2
x2 + β2 − by
 (13)
Yang and Liang [42].
(13) 
dx
dt
= φ(x)(F(x)− π(y)),
dy
dt
= ρ(y)(−r + ψ(x)+ ξ(y))
(14)
Huang and Zhu [30].
In the following discussion, we assume:
(H1) f , g ∈ C0(Ω∗); f , g ∈ C1(Ω); f (0, 0) ∈ (0,+∞);φ(0) = ρ(0) = 0; fy(x, y) < 0, gy(x, y) ≤ 0, φ′(x) ≥ 0, ρ ′(y) ≥
0, φ(x) > 0 and ρ(y) > 0 for all (x, y) ∈ Ω; whereΩ = {(x, y)|x > 0, y > 0} andΩ∗ = {(x, y)|x ≥ 0, y ≥ 0}.
(H∗1) In addition, there exists n > 0, s > 0 such that |ρ(y)| ≤ yn for all y ∈ (s,+∞).
(H2) There exists x > 0 such that g(x, 0) = 0, k > x such that f (k, 0) = 0 and fx(k, 0) < 0; and f (x, 0) > 0 for all
0 < x < k.
(H3) If gy(x, y) < 0 for all (x, y) ∈ Ω , then gx(x, y) > 0 for all (x, y) ∈ {(x, y)|x ≠ x, x > 0, y > 0}; if gy(x, y) ≡ 0 for all
(x, y) ∈ Ω , then g(x, y) < 0 for all (x, y) ∈ {(x, y)|0 < x < x, y > 0} and g(x, y) > 0 for all (x, y) ∈ {(x, y)|x > x, y > 0}.
(H4) The curve f (x, y) = 0 is defined for all x ∈ (0,+∞), and g(x, y) = 0 is defined for all y ∈ [0,+∞).
3. Theorems and proofs
Clearly, system (1) with assumptions (H1)–(H4) has a positive equilibrium R(x∗, y∗), where x ≤ x∗ < k and two or more
saddles, such as, O(0, 0), R1(k, 0), and also R(x∗, y∗) (if fx(x∗, y∗)gy(x∗, y∗)− fy(x∗, y∗)gx(x∗, y∗) < 0).
Now, define
I(x, y) = fx(x, y)gy(x, y)− fy(x, y)gx(x, y) (15)
and
H(x, y) = φ(x)fx(x, y)+ ρ(y)gy(x, y). (16)
Then the following theorem is true.
Theorem 3.1. Assume I(x∗, y∗) > 0. If H(x∗, y∗) < 0, the equilibrium point R(x∗, y∗) is stable, and if H(x∗, y∗) > 0 it is
unstable.
Proof. The Jacobian of system (1) at R(x∗, y∗) is
J(x∗, y∗) =

φ(x∗)fx(x∗, y∗) φ(x∗)fy(x∗, y∗)
ρ(y∗)gx(x∗, y∗) ρ(y∗)gy(x∗, y∗)

(17)
and by I(x∗, y∗) > 0, the signs of the real parts of the eigenvalues are determined by H(x∗, y∗). Hence, Theorem 3.1 is
valid. 
In the case when R(x∗, y∗) is unstable, we have
Theorem 3.2. If R(x∗, y∗) is an unstable equilibriumpoint, then there exists at least one limit cycle around R(x∗, y∗) in system (1).
Proof. Let l1 be the curve g(x, y) = 0. If l1 intersects the ray x = k(y ≥ 0) at P1(k, yp1) (see Fig. 1), then
Γ1 = AP1 ∪ P1B ∪ BO ∪ OA,
where A = (k, 0), B = (0, yp1),O = (0, 0), and AP1, P1B, BO,OA the corresponding line segments, is the boundary of the
annular region AP1BOA. By the phase portrait analysis, any trajectory which intersects it either crosses from exterior to
interior or remains on it. Therefore, the Poincare–Bendixson annular region theorem implies that there exists at least one
limit cycle around R(x∗, y∗).
If l1 does not intersect the ray x = k(y ≥ 0) at all (see Fig. 2), then, there exists one vertical asymptote x = c(x∗ ≤ c ≤ k)
of l1. This will prove the theorem, once we find an y0 > 0 such that the trajectory starting at the point P ′1(k, y0)will intersect
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Fig. 1. l1 intersects the ray x = k(y ≥ 0) at P1 .
Fig. 2. l1 does not intersect the ray x = k(y ≥ 0).
the straight line x = c − ε, where ε is a sufficiently small positive number. Furthermore, let y0 ≥ s > 0 be given large
enough and define:
l0 = max
x∗≤x≤k
|g(x, y0)| = max
(x,y)∈Z
|g(x, y)|,
m0 = min
(x,y)∈Z
|f (x, y)|,
n0 = min
(x,y)∈Z
|φ(x)|,
where Z = {(x, y)|g(x, y) ≥ −ε1, x∗ − ε1 ≤ x ≤ k, y0 ≤ y} and ε1 is a sufficiently small positive number. Then, by (H∗1), we
have dydx
 = ρ(y)g(x, y)φ(x)f (x, y)
 ≤ l0m0n0 yn for all (x, y) ∈ Z .
Thus, there does not exist any vertical asymptote of the trajectory starting at the point P ′1(k, y0) in Z and the trajectory will
intersect the straight line x = c − ε.
Suppose the intersection is at point P2(xp2, yp2). Let B′ = (0, yp2). Then
Γ2 = AP ′1 ∪P ′1P2 ∪ P2B′ ∪ B′O ∪ OA,
whereAP ′1, P2B′, B′O,OA the corresponding line segments andP
′
1P2 the curve connecting the points P
′
1 and P2, is the boundary
of the annular region AP ′1P2B′OA. By the phase portrait analysis, any trajectorywhich intersects it either crosses from exterior
to interior or remains on it. Again, the Poincare–Bendixson theorem guarantees that there is at least one limit cycle inside
Γ2.
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Therefore, in any cases there exists at least one limit cycle around R(x∗, y∗). The proof of Theorem 3.2 is completed. 
Now, for proving the uniqueness theorem of limit cycles, we define:
Ω = Γ ∪ intΓ ,
where, Γ is Poincare–Bendixson’s outer boundary as in the proof of Theorem 3.2, and also
Ωi = {(x, y)|(x, y) ∈ Ω, sgn(g(x, y)) = sgn(−1)i, i = 1, 2},
and let
K(x, y) = H(x, y)
g(x, y)
for all (x, y) ∈ Ω1 ∪Ω2, (18)
W (x, y) = Hx(x, y)g(x, y)− H(x, y)gx(x, y), (19)
L(x, y) = H(x, y)− K(xQ , y)g(x, y), (20)
where (x, y) ∈ Ω, xQ is a fixed but arbitrary positive number and xQ < x, and H(x, y) is defined as in Theorem 3.1, and it is
easy to know that K(x, y) is differentiable inΩ1 ∪Ω2.
SinceW (x∗, y∗) < 0 implies H(x∗, y∗) > 0, Theorem 3.2 guarantees that system (1) has at least one limit cycle inΩ .
Suppose C1 and C2 are two limit cycles around R(x∗, y∗) such that C1 ⊂ C2, and, without loss of generality, suppose C1 is
stable from inside.
Assume
(H5)W (x∗, y∗) < 0,W (x, y)|ε0<x<k ≤ 0,
and there exists a region U ⊂ Ω3 such that
W (x, y) < 0 for all (x, y) ∈ U, (21)
whereΩ3 = extC1 ∩ intC2, and ε0 is a sufficiently small positive number. We claim that
Lemma 3.3.
Ci
div{φ(x)f (x, y), ρ(y)g(x, y)}dt =

Ci
L(x, y)dt, (i = 1, 2). (22)
Proof. Since
Ci
{[K(xQ , y)+ ρ ′(y)]g(x, y)+ φ′(x)f (x, y)}dt
=

Ci
K(xQ , y)+ ρ ′(y)
ρ(y)
dy+ φ
′(x)
φ(x)
dx
=

intCi

∂
∂x

K(xQ , y)+ ρ ′(y)
ρ(y)

+ ∂
∂y

φ′(x)
φ(x)

dxdy
= 0
we have
Ci
div{φ(x)f (x, y), ρ(y)g(x, y)}dt
=

Ci
[φ′(x)f (x, y)+ ρ ′(y)g(x, y)+ H(x, y)]dt
=

Ci
{L(x, y)+ [K(xQ , y)+ ρ ′(y)]g(x, y)+ φ′(x)f (x, y)}dt
=

Ci
L(x, y)dt. (i = 1, 2). 
Now, we can prove the following uniqueness theorem.
Theorem 3.4. If assumptions (H1)–(H5) are satisfied, there exists at most one limit cycle in system (1).
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Fig. 3. It is impossible that system (1) has two limit cycles.
Proof. As in Fig. 3, let l1 intersect C1 at A1, A2, C2 at B1, B2. Then
C1
div{φ(x)f (x, y), ρ(y)g(x, y)}dt −

C2
div{φ(x)f (x, y), ρ(y)g(x, y)}dt
=

C1
L(x, y)dt −

C2
L(x, y)dt
=

A1A3A2+η
−

B1+ηB3B2

+

A2+ηA2
−

B2B2−η

+

A2A4A1−η
−

B2−ηB4B1

+

A1−ηA1
−

B1B1+η

L(x, y)dt. (23)
It is not hard to see that
A1A3A2+η
−

B1+ηB3B2

L(x, y)dt −

A1B1+η
+

B2A2+η

L(x, y)dt
= −

B1+ηB3B2A2+ηA3A1B1+η
L(x, y)dt
= −

B1+ηB3A1B1+η
+

B3B2A3A1B3
+

A2+ηA3B2A2+η

L(x, y)
ρ(y)g(x, y)
dy
= −

B1+ηB3A1B1+η
+

B3B2A3A1B3
+

A2+ηA3B2A2+η

K(x, y)− K(xQ , y)
ρ(y)
dy
= −

intB1+ηB3A1B1+η
+

intB3B2A3A1B3
+

intA2+ηA3B2A2+η

Kx(x, y)
ρ(y)
dxdy
= −

intB1+ηB3A1B1+η
+

intB3B2A3A1B3
+

intA2+ηA3B2A2+η

W (x, y)
ρ(y)g2(x, y)
dxdy
≥ −

intB3B2A3A1B3
W (x, y)
ρ(y)g2(x, y)
dxdy (24)
and 
A2A4A1−η
−

B2−ηB4B1

Ł(x, y)dt −

A2B2−η
+

B1A1−η

L(x, y)dt
= −

B2−ηB4B1A1−ηA4A2B2−η
L(x, y)dt
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= −

B2−ηB4A2B2−η
+

B4B1A4A2B4
+

A1−ηA4B1A1−η

L(x, y)
ρ(y)g(x, y)
dy
= −

B2−ηB4A2B2−η
+

B4B1A4A2B4
+

A1−ηA4B1A1−η

K(x, y)− K(xQ , y)
ρ(y)
dy
= −

intB2−ηB4A2B2−η
+

intB4B1A4A2B4
+

intA1−ηA4B1A1−η

Kx(x, y)
ρ(y)
dxdy
= −

intB2−ηB4A2B2−η
+

intB4B1A4A2B4
+

intA1−ηA4B1A1−η

W (x, y)
ρ(y)g2(x, y)
dxdy
≥ −

intB4B1A4A2B4
W (x, y)
ρ(y)g2(x, y)
dxdy. (25)
Also, 
A2+ηA2
−

B2B2−η

L(x, y)dt → 0 as η→ 0; (26)

A1−ηA1
−

B1B1+η

L(x, y)dt → 0 as η→ 0; (27)

A1B1+η
+

B1A1−η

L(x, y)dt → 0 as η→ 0; (28)
and 
A2B2−η
+

B2A2+η

L(x, y)dt → 0 as η→ 0. (29)
Adding (23)–(29), and letting η→ 0, since (H5), we have
C1
div{φ(x)f (x, y), ρ(y)g(x, y)}dt −

C2
div{φ(x)f (x, y), ρ(y)g(x, y)}dt
≥ −

intB3B2A3A1B3
+

intB4B1A4A2B4

W (x, y)
ρ(y)g2(x, y)
dxdy
> 0. (30)
Since 
C1
L(x, y)dt ≤ 0, (31)
therefore
C2
L(x, y)dt < 0. (32)
Now, if we can prove C1 is not a semi-stable limit cycle, then C2 must be internally unstable. That means
C2
L(x, y)dt ≥ 0, (33)
which contradicts the above fact (32).
Consider the following system containing a parameter δ,
dx
dt
= φ(x)f ∗(x, y) ≡ P∗(x, y, δ),
dy
dt
= ρ(y)g(x, y) ≡ Q ∗(x, y, δ),
(34)
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where
f ∗(x, y) = f (x, y)− δg(x, y). (35)
Let
H∗(x, y) = φ(x)f ∗x (x, y)+ ρ(y)gy(x, y), (36)
K(x, y) = H
∗(x, y)
g(x, y)
for all (x, y) ∈ Ω1 ∪Ω2 (37)
and
W ∗(x, y) = H∗x (x, y)g(x, y)− H∗(x, y)gx(x, y). (38)
Clearly, if δ is a sufficiently small positive number, then all assumptions (H1)–(H5) for system (1) are satisfied for system
(34). Thus, if system (34) has two limit cycles C∗1 and C
∗
2 , C
∗
1 ⊂ C∗2 , then we have
C∗2
div(P∗,Q ∗)dt <

C∗1
div(P∗,Q ∗)dt ≤ 0. (39)
Furthermore, let
β∗(x, y, δ) = tan−1 Q
∗(x, y, δ)
P∗(x, y, δ)
. (40)
Then
∂β∗
∂δ
=
∂Q∗
∂δ
P∗ − ∂P∗
∂δ
Q ∗
P∗2 + Q ∗2
= φ(x)ρ(y)g
2(x, y)
P∗2 + Q ∗2
≥ 0 (41)
for all ordinary points (x, y) of system (34).
Also, the equilibrium points of system (34) are not dependent on δ. Thus, system (34) forms a generalized rotated vector
field inΩ4, whereΩ4 = {(x, y)|(x, y) ∈ Ω, x > 0}.
According to the theory of generalized rotated vector field (see, for example [43,44]), for sufficiently small δ > 0, system
(34) produces a generalized limit cycle C∗1 ⊂ C1 which is at least stable internally and a generalized limit cycle C∗2 ⊃ C1
which is at least unstable on one side. This is a contradiction to (39). We, thus, complete the proof of Theorem 3.4. 
4. Examples
Example 4.1 (Huang and Zhu [30]). Consider system (14) with assumptions (H1)–(H4) in Huang and Zhu [30].
It is easy to see that system (14) is a special case of f (x, y) = F(x) − π(y) and g(x, y) = −r + ψ(x) + ξ(y) of
system (1), and the assumptions (H1)–(H4) in this paper are satisfied. Therefore, Theorem 3.1 implies that if F ′(x∗)ξ ′(y∗)+
ψ ′(x∗)π ′(y∗) > 0 and φ(x∗)F ′(x∗) + ρ(y∗)ξ ′(y∗) > 0 the equilibrium point R(x∗, y∗) of system (14) is unstable, and if
F ′(x∗)ξ ′(y∗)+ ψ ′(x∗)π ′(y∗) > 0 and φ(x∗)F ′(x∗)+ ρ(y∗)ξ ′(y∗) < 0 it is stable. Theorem 3.2 tells us that when R(x∗, y∗) is
unstable there exists at least one limit cycle in (14). For the uniqueness of limit cycles, by Theorem 3.4, we have
Theorem 4.1 (Huang and Zhu [30]). In addition to assumptions (H1)–(H3) in Huang and Zhu [30], if
V (x∗, y∗) < 0 and V (x, y)|ε0<x<k ≤ 0, (42)
where V (x, y) = Jx(x, y)(−r + ψ(x) + ξ(y)) − J(x, y)ψ ′(x), J(x, y) = φ(x)F ′(x) + ρ(y)ξ ′(y), and ε0 is a sufficiently small
positive number, then there exists at most one limit cycle around R(x∗, y∗) in system (14).
Proof. If
V (x, y) ≡ 0 for all (x, y) ∈ Ω3, (43)
then, there exists a continuous function C(y) such that
J(x, y) ≡ C(y)(−r + ψ(x)+ ξ(y)) for all (x, y) ∈ Ω3. (44)
If C(y) ≡ 0 for all (x, y) ∈ Ω3, then, there existsm such that
φ(x)F ′(x) ≡ m and ρ(y)ξ ′(y) ≡ −m for all (x, y) ∈ Ω3. (45)
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This is a contradiction to V (x∗, y∗) < 0. Hence, there exists a point (x0, y0) ∈ Ω3 and a ε neighborhood of y0 : Nε(y0) such
that C(y) ≠ 0 for all y ∈ Nε(y0).
Since ψ ′(x) > 0 for all x ≠ x, supposing
C(y) > 0 (or < 0) for all y ∈ Nε(y0), (46)
then, by (44), we have
Jx(x, y) > 0 (or < 0) for all (x, y) ∈ {(x, y)|x ≠ x, y ∈ Nε(y0)} ∩Ω3. (47)
This is
(φ(x)F ′(x))′ > 0 (or < 0) for all (x, y) ∈ {(x, y)|x ≠ x} ∩Ω3. (48)
Then, by (44) and (48),
C(y) > 0 (or < 0) for all (x, y) ∈ Ω3 (49)
and hence,
J(x, y) ≡ C(y)(−r + ψ(x)+ ξ(y)) for all (x, y) ∈ intC2. (50)
This is a contradiction to V (x∗, y∗) < 0. Thus, there exists a point Q (xQ , yQ ) ∈ Ω3 and a ε1 neighborhood of Q : Nε1(Q ) such
that V (x, y) < 0 for all (x, y) ∈ Nε1(Q ) ∩Ω3. Then, (H5) holds.
Therefore, the conditions of Theorem 3.4 are all satisfied. Employing Theorem 3.4 will end the proof of Theorem 4.1. 
Example 4.2 (Liu and Zhao [40]). Consider the cubic Kolmogorov differential system (11), where a0 > 0, a3 > 0, a4 > 0.
The change of coordinates
x → x, a4
a0
y → y,
and the rescaling of time
a0 dt → dt
transfer system (11) to
dx
dt
= x(1+ A1x− A3x2 + A2y+ xy),
dy
dt
= A0y(x2 − 1),
(51)
where A0 = a−10 > 0, A3 = a3a−10 > 0, A1 = a1a−10 , A2 = a2a−14 .
There are at most three equilibrium points:
O(0, 0), R1(x1, 0) and R(x∗, y∗),
where
x1 =
A1 +

A21 + 4A3
2A3
, x∗ = 1, y∗ = A3 − A1 − 1
A2 + 1 . (52)
Since our discussion is in the first quadrantΩ , we need (A2 + 1)(A3 − A1 − 1) > 0.
Therefore, if (A2 + 1)(A3 − A1 − 1) < 0, there is no positive equilibrium point in system (51), and hence no limit cycle
inΩ .
Now, let φ(x) = x, ρ(y) = A0y, f (x, y) = 1 + A1x − A3x2 + A2y + xy, g(x, y) = x2 − 1. It is not difficult to see that
system (51) is a special case of system (1). If A2+1 > 0, then, by I(x∗, y∗) = −2(A2+1) < 0, the positive equilibrium point
R(x∗, y∗) in system (51) is a saddle, and hence there is no limit cycle inΩ .
Assume A2 + 1 < 0 and A3 − A1 − 1 < 0. Let L1 is the curve x+ A2 = 0. Since
dL1
dt

L1=0
= dx
dt

x=−A2
= A2(A3A22 + A1A2 − 1), (53)
it is needed that
A3A22 + A1A2 − 1 > 0. (54)
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For assumption (H5), we need to haveW (x∗, y∗) < 0, or H(x∗, y∗) > 0. Since
H(x∗, y∗) = φ(x∗)fx(x∗, y∗)+ ρ(y∗)gy(x∗, y∗)
= −2A3(x∗)2 + A1x∗ + x∗y∗
= −2A3 + A1 + y∗, (55)
it is needed that
A1 > 2A3. (56)
Now, consider
W (x, y) = Hx(x, y)g(x, y)− H(x, y)gx(x, y)
= −A1(x− 1)2 − (2A1 − 4A3)x− (x2 + 1)y. (57)
Therefore, if (54) and (56), we have−A2 > x1 > 1, A3 − A1 − 1 < 0 andW (x, y) < 0. It is easy to see that (H1)–(H5) and
(H∗1) in this paper are satisfied with x = 1, k = x1, and Theorems 3.2 and 3.4 are applicable in Example 4.2. We have
Theorem 4.2. If A1 > 2A3 and A3A22 + A1A2 − 1 > 0, then system (51) has one and only one limit cycle around the positive
equilibrium point R(x∗, y∗).
Remark. The sufficient conditions for the uniqueness of limit cycles in [40], are very complicated. For example, they need
extra condition k < 0, h < 0 and δ2 < δ < 0, where
k = A3 − A1 − 1,
h = A2 + 1,
δ = A1A2 − 1− A3(2A2 + 1),
δ2 = −(A2A3h+ 5A2A3)−
√
∆
2
,
∆ = A22A23(h+ 1)2 + 24A22A23,
which is not easy to be employed.
Example 4.3 (Zheng et al. [41]). Consider the predator–prey system (12) with spare effect. The change of coordinates
β
c
x → x, γ
c
y → y,
and the rescaling of time
c dt → dt
transfer system (12) to
dx
dt
= x(A2x− A3x2 − A1y),
dy
dt
= y(x− 1− y),
(58)
where A1 = bγ > 0, A2 = bkβ > 0, A3 = bcβ2 > 0. Again, the variable exchange of yx−A
−1
1 → y transfers system (58) to
dx
dt
= x1+A−11 (A2x1−A−11 − A3x2−A−11 − A1y),
dy
dt
= A−11 y((A1 − A2)x+ A3x2 − A1).
(59)
There are at most three equilibrium points:
O(0, 0), R1(x1, 0) and R(x∗, y∗)
where
x1 = A2A3 , x
∗ = A2 − A1 +

(A1 − A2)2 + 4A1A3
2A3
, y∗ = x
∗ − 1
(x∗)A
−1
1
. (60)
Since our discussion is in the first quadrantΩ , we need x∗ > 1 or A2 > A3.
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Therefore, if A2 ≤ A3, there is no positive equilibrium point in system (59), and hence no limit cycle inΩ .
Now, let φ(x) = x1+A−11 , f (x, y) = A2x1−A−11 − A3x2−A−11 − A1y, ρ(y) = A−11 y, g(x, y) = (A1 − A2)x+ A3x2 − A1. It is not
difficult to see that system (59) is a special case of system (1).
Assume A2 > A3. It is easy to see that (H1)–(H4) and (H∗1) in this paper are satisfied with x = x∗, k = A2/A3, and
I(x∗, y∗) = A1 [(A1 − A2)+ 2A3x∗] > 0.
For assumption (H5), we need to haveW (x∗, y∗) < 0, or H(x∗, y∗) > 0. Let δ = H(x∗, y∗). Since
H(x, y) = φ(x)fx(x, y)+ ρ(y)gy(x, y)
= (1− A−11 )A2x− (2− A−11 )A3x2 (61)
it is needed that
δ = (1− A−11 )A2x∗ − (2− A−11 )A3(x∗)2
= (1− A−11 )A2x∗ − (2− A−11 )(A1 + A2x∗ − A1x∗)
= (2A1 − 1− A2)x∗ − (2A1 − 1)
> 0. (62)
Now, consider
W (x, y) = Hx(x, y)g(x, y)− H(x, y)gx(x, y)
= −A3(2A1 − 1− A2)x2 + 2A3(2A1 − 1)x− A2(A1 − 1)
= −A3(x∗)−1(δ + 2A1 − 1)x2 + 2A3(2A1 − 1)x− A2(A1 − 1)
= −A3(x∗)−1δx2 − A3(x∗)−1(2A1 − 1)(x− x∗)2 + A3(2A1 − 1)x∗ − A2(A1 − 1)
= −(x∗)−1 δA3x2 + A3(2A1 − 1)(x− x∗)2 + A1δ . (63)
Since
0 < δ = (2A1 − 1)(x∗ − 1)− A2x∗ (64)
by (63), we have
2A1 − 1 > 0 and W (x, y) < 0. (65)
Thus, (H5) is satisfied, and Theorems 3.2 and 3.4 are applicable in Example 4.2. we have
Theorem 4.3. If A2 > A3 and δ > 0, where
δ = (2A1 − 1)(x∗ − 1)− A2x∗,
x∗ = A2 − A1 +

(A1 − A2)2 + 4A1A3
2A3
,
then system (58) has one and only one limit cycle around the positive equilibrium point R(x∗, y∗).
Remark. The sufficient conditions for the uniqueness of limit cycles in [41], are very complicated. For example, they need
extra condition a1 > 1 and B < a2 < AB, where
A = min

a1(2a1 − 1)

1− 2a3
(a2 − a1)+

(a2 − a1)2 + 4a1a3

, (2a21 − a1)+ (1− 2a1)

(a2 − a1)2 + 4a1a3

,
B = max

a3,
a3(1− 2a1)2
(1− a1)(1− 2a1 + a2)

,
which is not easy to be employed.
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