Sensory receptors transduce physical stimuli in the environment into neural signals that are interpreted by the brain. Although considerable attention has been given to how the sensitivity and dynamic range of sensory receptors is established, peripheral synaptic interactions improve the fidelity with which receptor output is transferred to the brain. For instance, synapses in the retina, cochlea, and primary olfactory system use mechanisms that fine-tune the responsiveness of postsynaptic neurons and the dynamics of exocytosis; these permit microcircuit interactions to encode efficiently the output of sensory receptors with the fidelity and dynamic range necessary to extract the salient features of the physical stimuli. The continuous matching of presynaptic and postsynaptic responsiveness highlight how the primary sensory organs have been optimized and can be modulated to resolve sparse sensory signals and to encode the entire range of receptor output.
Introduction
All sensory systems face a similar signal processing challenge: how to maximize sensitivity to detect sparse signals (e.g., a few odorant molecules or photons) while retaining the dynamic range sufficient to encode inputs that vary widely in intensity (e.g., the cochlea responds to sounds that vary in intensity Ͼ100 dB). This challenge is overcome in part at the level of the sensory receptors themselves: receptors are sensitive (e.g., a single photon reliably changes the membrane potential of a rod photoreceptor) and numerous enough to capture stimuli arising in the physical world, and receptors possess intrinsic mechanisms to regulate their gain, or adapt, as stimulus intensities change.
Subcortical and subthalamic circuits process significantly sensory receptor output before it generates percepts. To ensure efficient signal coding, the cellular and network properties of these neural circuits must be well matched to the receptor output: i.e., sensory circuits must possess cellular processes that allow them to process a range of inputs of widely ranging strengths generated by varying numbers of receptors. Here, we highlight synaptic mechanisms exhibited by sensory receptors and their postsynaptic partners that allow primary sensory circuits to encode a broad range of physical stimuli. Specifically, our discussion is focused on thresholding functions that reduce synaptic noise at retinal synapses subserving rod vision, active zone (AZ) specializations that enhance the temporal fidelity of transmission at cochlear hair cell synapses, and synaptic interactions within microcircuits postsynaptic to olfactory receptor cells.
Nonlinear properties of visual synapses improve the fidelity of the single photon response
A single ganglion cell-the output cell of the vertebrate retinareliably generates action potentials in response to the absorption of a single photon by a single rod photoreceptor within its receptive field (Barlow et al., 1971) . Indeed, the absorption of just a few photons falling on the entire retina generates a visual percept (Hecht et al., 1942) . The sensitivity of single ganglion cells is ensured by the profound convergence of rod outputs onto ganglion cells: a single ganglion cell may receive input from upward of 10,000 rods. Although this convergence ensures efficient photon detection, it presents the retinal circuitry with a significant problem: all rods generate transduction noise (arising from thermal isomerization of rhodopsin and the spontaneous activation of cGMP phosphodiesterase in the outer segment) (Field et al., 2005) that can be conveyed across the synapse. How can a ganglion cell separate a signal arising from one rod from noise generated by thousands of others? It has been appreciated for years that the retinal circuitry cannot simply combine the output of rods linearly: this would sum the noise and overwhelm the signal (Baylor et al., 1984; van Rossum and Smith, 1998) . Rather, rod noise must be removed or attenuated by the interneurons that convey the rod output to ganglion cells by a nonlinear combination of rod outputs.
In the retina, mechanisms at the first two synapses in the rod pathway allow preferential transmission of the single photon response in lieu of noise generated by phototransduction and synaptic transmission, thereby improving the fidelity of signaling. First, at the rod-to-rod bipolar synapse, a threshold arising from saturation within the postsynaptic signaling cascade allows the circuitry to eliminate noise from the vast majority of rods not absorbing light. Second, at the rod bipolar-to-AII amacrine cell synapse, coordinated multivesicular release (MVR) likely allows the magnitude of single photon-evoked responses to exceed synaptic noise.
At the very first synapse of the mammalian visual system 20 -100 rods converge onto specialized rod "On" bipolar cells. Near absolute visual threshold perhaps one rod in this pool may have absorbed a photon. To make this situation worse, the small graded potential generated by photon absorption in rods (ϳ1 mV) (Schneeweis and Schnapf, 1995) must overcome fluctuations produced by noise caused by fluctuations in the outer segment cGMP concentration. This noise is significant in that its amplitude overlaps considerably with the distribution of single photon response amplitudes. Under these circumstances, the detection of light can be improved by a nonlinear threshold between rods and rod bipolar cells that retains signals in rods absorbing light and eliminates noise in the remainder (van Rossum and Smith, 1998) . Field and Rieke (2002) demonstrated that such processing occurs in the mouse retina, with the nonlinear threshold optimally positioned between the distribution of dark noise and single photon response amplitudes to separate single photon responses from the rod noise. In effect, this threshold eliminates rod bipolar responses to small fluctuations in rod voltage. Although this threshold has the consequence of eliminating the majority of postsynaptic responses to small, true signals, it provides more than a 300-fold improvement in the signal-to-noise ratio of the single photon response compared with the linear combination of rod outputs. Thus, this nonlinear threshold is critical for maximizing the signal-to-noise ratio of the single photon response near absolute threshold.
Since the processes that lead to neurotransmitter release from rods operate in their linear range, such a nonlinear threshold must occur postsynaptically in the rod bipolar dendrites (van Rossum and Smith, 1998; Thoreson et al., 2004) . Rods are relatively depolarized in darkness, resulting in the continuous exocytosis of glutamatergic vesicles and the maintenance of a relatively high (tens of M; Hasegawa et al., 2006) steady-state cleft [glutamate] . Glutamate binds to metabotropic receptors (mGluR6) on rod bipolar dendrites and via activation of a G o ␣-coupled signaling pathway inhibits a membrane cation conductance. Recent evidence suggests that this conductance may in part be mediated by TRPM1 channels (Bellone et al., 2008; Shen et al., 2009) . The hyperpolarization of rods by light leads to a reduction in glutamate release, which reduces the activity of the mGluR6 cascade and opens transduction channels thereby depolarizing the rod bipolar cell. Previous work has shown that nonlinear threshold is produced by saturation within the mGluR6 signaling cascade, not saturation of the mGluR6 receptors themselves (Sampath and Rieke, 2004) . The level of activity of the mGluR6 signaling cascade is sufficiently high that nearly all the transduction channels are closed (Sampath and Rieke, 2004) ; thus, small fluctuations in synaptic glutamate and mGluR6 activity will not appreciably change the number of open transduction channels. Only larger reductions in glutamate that more likely result from photon absorption will relieve saturation within the mGluR6 cascade and open transduction channels. Thus, saturation will act like a nonlinear threshold, and the level of saturation will determine the position of this threshold with respect to the distributions of noise and single photon response amplitudes. It remains to be seen how the extent of synaptic saturation is tuned to separate optimally the single photon responses from noise in the receptor cells.
Rod bipolar cells transfer the thresholded rod output to an interneuron called the AII amacrine cell. A single AII receives input from tens of rod bipolars, and when photons are scarce, the AII faces the same signal processing problem as the rod bipolar cell: how to separate a signal arising in one presynaptic neuron from the noise generated by synapses arising from the others? It has been suggested that the rod bipolar-AII synapse should perform a thresholding function as the rod-rod bipolar synapse does (Field and Rieke, 2002) . MVR, or the concomitant exocytosis of the contents of multiple vesicles from the same presynaptic active zone, may serve as a presynaptic thresholding mechanism in the rod bipolar cell terminal.
Rod bipolar cell active zones are capable of highly synchronized MVR (2-4 vesicles/AZ/ms) (Singer et al., 2004) . Importantly, the postsynaptic AMPA receptors in the AII are well suited to encode MVR: they have a low affinity for glutamate, exhibit rapid deactivation kinetics, and desensitize slowly relative to deactivation (Mørkve et al., 2002; Veruki et al., 2003) . Thus, relatively high rates of sustained exocytosis (0.05 vesicle/AZ/ms) do not lead to postsynaptic receptor desensitization (Singer et al., 2004; Singer and Diamond, 2006) . Additional evidence indicates that these postsynaptic receptors can encode MVR linearly: the amplitudes of postsynaptic currents varies directly with the number of released vesicles (Singer and Diamond, 2006) , and the distribution of multi-quantal postsynaptic currents is described by binomial statistics (Singer et al., 2004) .
MVR likely endows the rod bipolar synapse with a presynaptic thresholding function by ensuring that the majority of evoked synaptic events (arising from light-evoked depolarization of the rod bipolar cell) are larger than spontaneous synaptic noise, which is largely univesicular (Singer et al., 2004) . Given that the coordinated release of multiple vesicles from the same presynaptic active zone occurs also at auditory and vestibular hair cell ribbon synapses (see below) (Glowatzki and Fuchs, 2002; Li et al., 2009) , it is of interest to consider the mechanism(s) that may underlie it.
It is tempting to postulate that coordinated MVR reflects the release of multiple vesicles triggered by Ca 2ϩ influx through a single open Ca channels in close proximity to both (giving rise to a small, precisely localized [Ca 2ϩ ] microdomain). At rod bipolar active zones, presynaptic Ca channels are quite close to release sites (Singer and Diamond, 2003) , and the opening of one or few Ca channels can elicit exocytosis from rod bipolar and cochlear hair cell active zones (T. Jarsky and J. Singer, unpublished observations) (Brandt et al., 2005) (but see Coggins and Zenisek, 2009) . Coordinated MVR, however, is observed during asynchronous release following the closure of Ca channels at rod bipolar cell synapses (Singer et al., 2004) . As [Ca 2ϩ ] gradients dissipate rapidly following Ca channel closure, it is unlikely that a [Ca 2ϩ ] microdomain shared between two release sites is the only mechanism that triggers MVR. Ca 2ϩ -induced Ca 2ϩ release from internal stores has been shown to evoke MVR at some synapses (Llano et al., 2000; Suryanarayanan and Slaughter, 2006) , but evidence for such a mechanism is lacking for ribbon synapse of rod bipolar cells (Jarsky and Singer, unpublished observations).
Thus, the mechanistic underpinning of MVR at ribbon synapses generally and the rod bipolar cell synapses specifically remain to be determined. It is likely, however, that MVR serves as a mechanism by which presynaptic activity is thresholded to permit the selective transmission of signals rather than synaptic noise.
Fine-tuning exocytosis to make temporal encoding of sound precise
The dynamics of sound encoding at the hair cell synapse play a key role in determining auditory representations in the CNS. Recordings along the auditory pathway indicate that the release of neurotransmitter from hair cells must exhibit fast kinetics to follow acoustic stimuli accurately with a periodicity of Ͻ1 ms. This temporal fidelity is maintained as acoustic signals vary greatly in intensity. Here, we will discuss recent work aimed at understanding quantitatively how the temporal precision of signaling is maintained at the first synapse in the auditory system in the face of noise generated by the stochastic nature of channel opening and exocytosis.
The inner hair cells (IHCs) of the cochlea transduce sound into a graded membrane potential changes and transmit this signal to the brain via their synapses with auditory nerve afferents. It is believed that an individual IHC drives auditory nerve fibers that differ in spontaneous and evoked rates, sound threshold, and dynamic range (Liberman, 1980) . These different fibers collectively encode the large range of perceived sound pressures. Both presynaptic and postsynaptic mechanisms may underlie this heterogeneity in auditory nerve fiber spiking (Merchan-Perez and Liberman, 1996; Ruel et al., 2001 ). Transmission at IHC synapses relies on Ca V 1.3 (L-type) Ca channels (Platzer et al., 2000; Brandt et al., 2003; Dou et al., 2004) . These Ca V 1.3 channels cluster at the presynaptic active zone, in discs of variable size (420 Ϯ 130 nm) and immunofluorescence intensity (CV ϭ 0.25) . This anatomical variability is reflected in functional variability in the magnitude of Ca 2ϩ influx. Visualization of Ca 2ϩ concentration between ribbon-type active zones reveals pronounced heterogeneity in the amplitude and voltage dependence of individual presynaptic [Ca 2ϩ ] microdomains-even within a given hair cell . Ca 2ϩ microdomain amplitudes were correlated with the estimated synaptic ribbon size, which is a reflection of active zone size (Martinez-Dunst et al., 1997). Thus, individual hair cell active zones may differ in the number and voltage dependence of expressed Ca channels, which may mechanistically underlie divergent response properties of the postsynaptic auditory neurons ). Indeed, a simple model of sound encoding qualitatively reproduces spiking with high spontaneous rate, low threshold, and small dynamic range for synapses with 50 Ca channels and more, and predicts that low numbers of channels result in low spontaneous rates and high thresholds but wider dynamic ranges (T. Frank, N. Chapochnikov, A. and Neef, T. Moser, unpublished observations). How such presynaptic heterogeneity is established in the geometrically compact IHC remains to be studied.
Previous work estimated that the mean number of Ca V 1.3 channels per synapse is ϳ80, each with a maximum open probability of 0.4 (Brandt et al., 2005; Meyer et al., 2009 Goutman and Glowatzki, 2007) . With such tight functional coupling of Ca V 1.3 channels and vesicle release sites, the synapse probably provides a saturating [Ca 2ϩ ] to the synaptic vesicle, thereby promoting rapid exocytosis (Beutner et al., 2001 ). The fast onset of exocytosis minimizes the response delay and jitter and consequentially generates functional "release units" that are effectively controlled by Ca 2ϩ channel gating. Parallel release from multiple such units ensures high rates of release and high temporal precision of sound encoding Moser et al., 2006; Wittig and Parsons, 2008) . Although this model readily explains several crucial aspects of sound encoding, more experiments are required to test its validity.
Synaptic transmission at hair cell ribbon synapses is mediated by AMPA receptors and similar to rod bipolar cell synapses, operates by MVR (Glowatzki and Fuchs, 2002; Singer et al., 2004; Keen and Hudspeth, 2006; Goutman and Glowatzki, 2007; Li et al., 2009) . As a result of this MVR, EPSCs vary widely in amplitude-from tens to hundreds of picoampere-reflecting variability in the number of vesicles released (on average 2-4 and on rare occasions up to 20, depending on species, age, and the individual synapse) (Glowatzki and Fuchs, 2002; Keen and Hudspeth, 2006; Neef et al., 2007; Li et al., 2009 ). This variability in EPSC amplitude reflects significant differences in cleft [glutamate] (Li et al., 2009) .
What is the advantage of synchronous release of multiple vesicles at the hair cell synapse? Multivesicular release likely increases the fidelity and temporal precision of sound encoding, as illustrated by a consideration of the IHC afferent synapse. Each IHC is innervated by 10 -20 auditory nerve fibers, each of which receives only a single input from a single active zone in a single hair cell. Thus, the action potentials in the auditory nerve that drive sound perception each arise from the activity of only a single synapse. To make this synapse reliable (i.e., to allow deflections in the bundle of presynaptic stereocilia to evoke action potentials), EPSPs must be large. Thus, MVR may ensure that EPSPs reach the threshold for action potential generation. Also, larger EPSPs rise more quickly than slower ones and reach action potential threshold earlier, thereby reducing jitter in action potential timing.
But MVR is not always tightly coordinated: although there is little variability in EPSC waveforms at frog auditory hair cell synapses (Keen and Hudspeth, 2006; Li et al., 2009) , EPSC waveforms recorded in murine auditory nerve afferents appear with different shapes. EPSCs either exhibit sharp rise times and monoexponential decays (monophasic) or appear quite variable in waveform with inflections during rise and decay phases (multiphasic) (Glowatzki and Fuchs, 2002; Li et al., 2009 ). Multiphasic events have slower rise times, most likely due to less synchronized release of multiple vesicles (L. Grant, E. Yi, and E. Glowatzki, unpublished observations) and recordings often show a considerable percentage of multiphasic events, sometimes larger than 50%. Although it is unclear whether multiphasic EPSCs are simply a byproduct of MVR or whether they serve a role in coding specific aspects of sound, these events are unlikely to enhance precision in timing. Furthermore, EPSP amplitude distributions vary over a wide range and include small, subthreshold events (E. Yi, I. Roux, and E. Glowatzki, unpublished observations). It is interesting to consider the possibility that modulation of the postsynaptic conductances permits regulation of postsynaptic action potential generation by altering the EPSP waveform. Synaptic input from efferent fibers directly onto the IHC afferent dendrite (Liberman et al., 1990 ) could serve such a modulatory role.
Inhibition in local circuits improves the fidelity of olfactory signals in vertebrates and invertebrates
In the olfactory systems of both vertebrates and invertebrates, inhibitory local circuits play a fundamental role in shaping the responses of second-order cells to excitatory input generated by action potentials from olfactory receptor neurons (ORNs) (Hamilton and Kauer, 1989; Olsen and Wilson, 2008) . In the vertebrate olfactory bulb, the second-order mitral cells receive inhibitory input at two distinct regions of their dendritic tree: from periglomerular cells that innervate the distal tuft of the apical dendrite, and from axonless granule cells that form reciprocal dendrodendritic synapses with lateral dendrites in the external plexiform layer (Firestein, 2001) . The specific functions performed by these two sets of interneurons are only partially understood. Computational studies, however, suggest that glomerular layer interneurons that contact the apical tufts of mitral cells function to provide gain control (Olsen and Wilson, 2008) , expanding the dynamic range of olfactory system, and granule cell input helps decorrelate overlapping input patterns evoked by similar odorants (Yokoi et al., 1995) .
While the organization of the inhibitory output connections from glomerular and granule cell layer interneurons are beginning to be understood, much less is known about the synaptic organization of excitatory inputs to these interneurons. Granule cells receive at least two types of excitatory input, based on morphological differences between spines on proximal and distal dendritic segments (Price and Powell, 1970) . Recently, twophoton guided microstimulation was used to activate selectively proximal or distal excitatory inputs to granule cells recorded in rat olfactory bulb slices (Balu et al., 2007) . Ca 2ϩ -imaging studies demonstrated that this method enables small groups of excitatory inputs to be activated when a dye-filled glass stimulating electrode is placed near (typically 10 -20 m away) visualized dendritic spines. Weak stimulation (evoking both EPSPs and failures) near distal dendrites evoked relatively slow-rising EPSPs that depressed with paired stimulation. In contrast, weak stimulation near proximal granule cell dendrites evoked fast-rising EPSPs that facilitated with paired stimulation. While slower EPSP kinetics would be expected for distal inputs, reflecting the greater electrotonic filtering of those inputs with distance, the different forms of short-term plasticity indicated that granule cell receive two different functional types of excitatory input.
The origin of the proximal, facilitating input to granule cells also has been studied using a combined olfactory bulb/anterior piriform cortex (APC) slice preparation that partially maintained these pathways (Balu et al., 2007) . Antidromic activation of olfactory bulb mitral cells by stimulation of the lateral olfactory tract (LOT) in the APC evoked slow-rising EPSPs that depressed in granule cells. Stimulation in the deep layers of APCs evoked fast-rising EPSPs in granule cells that facilitated with paired stimulation. These results suggest that feedback (or "centrifugal") projections from pyramidal cells in APC innervate proximal dendrites of granule cells. More recently, two-photon guided focal stimulation was used to demonstrate spike timing-dependent plasticity on the feedback projection from APC to granule cells, suggesting that plasticity in the synaptic connections between the olfactory bulb and APC may underlie some forms of olfactory learning (Gao and Strowbridge, 2009) .
Similar local circuit interactions can be studied in the Drosophila olfactory system, in which the antennal lobe has become a powerful model for investigating the efficiency of coding. In the antennal lobe, analogous to the vertebrate olfactory bulb, recordings can be targeted to identified neurons labeled with fluorescent genetically encoded markers, thereby yielding insight into its anatomical organization (Bargmann, 2006) . Just as for the vertebrates, each ORN expresses a single odorant receptor gene, and the axons of ORNs expressing the same receptor project to the same glomerulus in the antennal lobe. Here, ORN axons make excitatory synapses with second-order projection neurons (PNs) that send olfactory information to higher brain regions. Each PN arborizes in a single glomerulus, and thus receives direct ORN input from a single ORN type.
The systematic comparison of responses from the first-order ORNs and second order PNs allows the elucidation of basic principles of information transmission in early olfactory circuits. Activation of individual ORN types with specific odorants (called "private stimuli") has allowed the measurement of the purely intra-glomerular transformation between ORNs and their postsynaptic PNs (Bhandawat et al., 2007) . This study found that the intra-glomerular transformation is well described by a boosting function that selectively amplifies weak odor responses. By blending private stimuli with varying concentrations of "public" stimuli that activate many ORN types, the effect of increasing activity in other glomeruli on the response of a PN to its cognate ORNs could be assessed. The effect of increasing activity in other glomeruli is to suppress the odor response such that the PN response saturates at higher input levels. Strikingly, the magnitude of the suppression depends solely on the total ORN activity.
The cellular mechanism for this boosting transformation within a glomerulus and inter-glomerular inhibition are well understood. The boosting transformation likely results from the large convergence between the ORNs and PNs. As many as 40 -60 ORNs converge on to a single PN (Kazama and Wilson, 2009 ). Because ORN-PN synapses are strong and strongly depressing (Kazama and Wilson, 2008) , weak odor responses are amplified selectively. The mechanistic basis for inter-glomerular inhibition is presynaptic inhibition at the ORN axon terminals (Olsen and Wilson, 2008) , which is consistent with the observation that this form of inhibition is well described as "input gain control." These two mechanisms allow the efficient coding in the PN layer by allowing that each neuron to use its dynamic range uniformly and by permitting responses in different neurons to be statistically independent. The intra-glomerular boosting transformation creates PN responses that use their available dynamic range more uniformly, while inter-glomerular inhibition decorrelates PNs leading to greater statistical independence.
Conclusion
The work described at this Mini-Symposium highlight particular synaptic mechanisms in the visual, auditory, and olfactory system that addresses signal-processing problems faced by sensory circuits. No mechanism is the exclusive domain of a single sensory system. Rather, all systems use a combination of strategies including fine-tuning the dynamics of exocytosis, the responsiveness of postsynaptic neurons, and localized postsynaptic circuit interactions to match the downstream circuitry with the properties of the sensory receptor output over a wide range of stimulus intensities. This continuous matching of presynaptic and postsynaptic responsiveness ensures that changes in the physical world are encoded efficiently.
