Abstract-This paper focuses on the design of signal-adapted finite-impulse response (FIR) paraunitary (PU) filter banks optimized for energy compaction (EC). The design of such filter banks has been shown in the literature to consist of the design of an optimal FIR compaction filter followed by an appropriate Karhunen-Loève transform (KLT). Despite this elegant construction, EC optimal filter banks have been shown to perform worse than common nonadapted filter banks for coding gain, contrary to intuition. Here, it is shown that this phenomenon is most likely due to the nonuniqueness of the compaction filter in terms of its spectral factors. This nonuniqueness results in a finite set of EC optimal filter banks. By choosing the spectral factor yielding the largest coding gain, it is shown that the resulting filter bank behaves more and more like the infinite-order principal components filter bank (PCFB) in terms of numerous objectives such as coding gain, multiresolution, noise reduction with zeroth-order Wiener filters in the subbands, and power minimization for discrete multitone (DMT)-type nonredundant transmultiplexers.
I. INTRODUCTION
A signal-adapted filter bank is any multirate filter bank whose filters depend on the nature or statistics of its input. The problem of the design of optimal signal-adapted multirate filter banks has been of interest to the signal processing community on account of its applications in data compression, signal denoising, and digital communications [11] , [15] , [16] . A typical model for the filter bank used is the M -channel maximally decimated filter bank [14] shown in Fig. 1(a) . Here, the subband processors fP k g need not be linear and are typically scalar quantizers, constant multipliers, or threshold devices.
An equivalent polyphase representation [14] of the filter bank of Fig. 1(a) is shown in Fig. 1(b) . The analysis filters fH k (z)g and synthesis filters fF k (z)g are, respectively, related to the analysis polyphase matrix H(z) and synthesis polyphase matrix F(z) as follows [14] : From here on, we will assume that the M -fold blocked signal vector x(n) from Fig. 1 power spectral density (psd) S xx (z). This is equivalent to saying that the scalar input signal x(n) is cyclo-WSS with period M (abbreviated CWSS(M )) [14] .
We will restrict our attention to paraunitary (PU) or orthonormal filter banks in which we have H(z) = F(z); F(z)F(z) = I 8 z:
Orthonormal filter banks have been shown to be useful on account of their ease of design and energy preserving properties [14] . In fact, such filter banks are used to generate wavelet bases [14] and have even been used for wavelet-based lossy data compression such as that used by JPEG 2000 [10] .
A. Principal Components Filter Bank
Recently, it has been shown that a special type of PU filter bank known as the principal components filter bank (PCFB) [11] , if it exists for a particular filter bank class, is simultaneously optimal for a variety of data-compression-type objectives [1] , including mean-squared error under the presence of quantization noise [5] (for any bit allocation) and coding gain [15] (with optimal bit allocation). By definition, a PCFB for an input psd Sxx(z) and a class C of filter banks, if it exists, is one whose subband variance vector In addition to being optimal for coding gain and mean-squared error in the presence of quantization noise, the PCFB has also been shown to be optimal for any concave objective function of [1] .
1) Classes for Which PCFB's Exist:
For general input power spectra, PCFBs are only known to exist for certain classes of filter banks. One notable exception is special case where M = 2, in which case a PCFB always exists for any class of PU filter banks [1] . For general M , however, PCFBs are known to exist only for two special classes. If C is the class of all transform coders C t , in which F(z) is a constant unitary matrix T, then the PCFB exists and is the Karhunen-Loève transform (KLT) for x(n) (i.e., T diagonalizes the autocorrelation matrix R xx (0)) [1] , [3] . Furthermore, if C is the class of all (unconstrained order) PU filter banks C u , then the PCFB exists and is the pointwise in frequency KLT for x(n) [1] , [15] , [16] . By this, we mean that F(e j! ) diagonalizes (i.e., totally decorrelates) S xx (e j! )
for every ! such that the frequency-dependent eigenvalues are always arranged in decreasing order, which is a property called spectral majorization [15] . For many practical cases of inputs (for example, if the scalar input x(n) is itself WSS), the corresponding analysis and synthesis filters are ideal bandpass filters called compaction filters [13] , [15] . As such, they are infinite order and, hence, unrealizable in practice and serve only to compute an upper bound on the performance that we can expect from a PU filter bank.
2) Problems With the Class of FIR PU Filter Banks:
For the class of FIR PU filter banks in which F(z) has a certain finite McMillan degree [14] , it is believed that a PCFB does not exist [1] , [4] , [6] although this has not yet been formally proven. Instead, for this class, F(z) is typically chosen to optimize a specific objective such as coding gain [7] , [18] or rate distortion [8] . All such methods require the numerical optimization of nonconvex functions which offer little insight into the behavior of the solutions as the filter order or degree of F(z) increases.
Although we might expect these filter banks to behave increasingly like the infinite-order PCFB as we increase the order, this has not been shown in the literature.
B. Main Contributions of Paper
In this paper, we focus on the design of FIR PU filter banks optimized for an energy compaction (EC) criterion originally considered in [9] . This elegant method only requires the computation of an FIR compaction filter followed by an appropriate KLT as we review in Section II-C. Although such filter banks were shown to perform poorly in terms of coding gain in [9] , contrary to intuition, we show here that this is most likely due to the nonuniqueness of the compaction filter in terms of its spectral factors. This nonuniqueness leads to a finite set of EC optimal filter banks. By choosing the spectral factor yielding the largest coding gain, we show that there are numerous benefits to be reaped. In particular, we show that this solution exhibits a tendency toward the infinite-order PCFB as the filter order is increased. This tendency is shown in terms of coding gain, multiresolution, noise reduction with zeroth-order Wiener filters in the subbands, and power minimization for discrete multitone (DMT)-type nonredundant transmultiplexers. Such PCFB-like behavior has not previously been reported in the literature.
II. THE ENERGY COMPACTION CRITERION
Referring to Fig. 1(a) , in [9] , Moulin and Mıhçak opted to design an FIR PU signal-adapted filter bank according to the following EC criterion.
EC Criterion:
2) For i = 1; 2; . . . ; M 0 1 successively maximize 2 w subject to
The PCFB, if it exists for a particular filter bank class, is optimal for energy compaction [1] , [11] . For the FIR class, it can be shown that using the complete parameterization of FIR PU systems in terms of Householder-like building blocks [14] , [17] , which we review in Section II-B, the entire filter bank can be completed via an appropriate KLT once an optimal compaction filter has been found (Step 1 from above). This is shown in Section II-C. In the next section, we briefly review the compaction filter problem.
A. Compaction Filter Problem
For the special case in which the input x(n) is WSS with psd S xx (e j! ), which we will henceforth assume to be the case, the compaction filter problem (Step 1 of the EC criterion) becomes the following [15] : 
This problem is only a function of the magnitude of F 0 (e j! ) and not on its phase. As such, the solution to (3) is not unique. In particular, any spectral factor of a given optimal F 0 (e j! ) is itself an optimal solution. If no order constraint is made on F 0 (z), the optimal compaction filter has an ideal bandpass response that depends on Sxx(e j! ) [15] . For the unconstrained order PCFB, the analysis/synthesis filters are ideal compaction filters for S xx (e j! ) and its peeled spectra [15] . As such, these filters are infinite order and unrealizable. This is why the unconstrained-order PCFB is often referred to as the infinite-order PCFB.
If we impose an FIR constraint on F 0 (z), the design of an optimal compaction filter becomes more complicated and must be done numerically. In [12] , Tuqan and Vaidyanathan proposed a semidefinite programming (SDP) method based on a state-space description of the compaction filter that was shown to be globally optimal. It is for this reason that this method was used for all of the simulations presented here.
B. Complete Parameterization of FIR PU Systems
Once Step 1 of the EC criterion (the FIR compaction filter problem) is completed, Step 2 can be easily carried out upon exploiting the complete parameterization of the FIR PU synthesis polyphase matrix in terms of Householder-like building blocks [14] , [17] . Suppose that F(z) is a p 2 r causal FIR system with p r. Then, F(z) is PU with McMillan degree (N 0 1) iff it can be expressed as [14] , [17] F
where U is a unitary p2r matrix and V k (z) is a p2p Householder-like In general, the matrix U from (4) is unique [14] . When r > 1, the vectors v k from (5) are in general not unique. In contrast to this, when r = 1, i.e., when F(z) is a vector system, the diadic terms v k v y k appearing in (5) are unique [14] , [17] . This uniqueness in the vector case, as we will soon show, greatly facilitates the design of an EC optimal FIR filter bank once a suitable compaction filter has been designed.
C. Simplifying the EC Criterion for FIR PU Filter Banks
Suppose that Step 1 of the EC criterion has been completed. In other words, suppose a causal FIR compaction filter F 0 (z) of length MN has been computed. Then, this is equivalent to saying that we know f0(z), the first column of F(z). This is because, from (1), we have [14] 
However, recall now that F(z) is an FIR PU system of the form as shown in (4). Thus, we have f0(z) = V(z)u0 (6) where u0 is the first column of the matrix U given in (4). Hence, (6) is a Householder-like parameterization of the FIR PU vector system f 0 (z) and so the matrix V(z) from (6) is unique. In other words, once F0(z) has been found, we can uniquely determine the matrix V(z) appearing in the parameterization of F(z). Furthermore, we know the first column of the matrix U appearing in this parameterization.
To obtain the remaining degrees of freedom, from Step 2 of the EC criterion, it can be easily shown [9] that the matrix U can be obtained by computing the KLT corresponding to the psd V(z)S xx (z)V(z).
Hence, the entire filter bank can be easily completed once a suitable compaction filter has been computed.
To summarize, with an FIR constraint in effect, an EC optimal filter bank can be constructed as follows.
Computing An FIR EC Optimal Filter Bank:
1) Calculate an optimal FIR compaction filter F 0 (z).
2) Obtain the unique matrix V(z) corresponding to the vector of polyphase components of F 0 (z).
3) Compute the matrix U to be the KLT for the process with psd V(z)Sxx(z)V(z).
Through simulations, we will show that different spectral factors of a given compaction filter yield the same performance for Step 1 of the EC criterion but varying performance for Step 2, as we might expect.
III. SIMULATION RESULTS FOR EC DESIGNED FIR PU FILTER BANKS
In [9] , only the minimum-phase compaction filter was used to construct an EC optimal filter bank. There, despite the use of a nearly optimal compaction filter, the resulting filter banks performed poorly in terms of coding gain, contrary to intuition. Here, by evaluating the performance of all spectral factors and choosing the one yielding the largest coding gain, we can obtain a filter bank with a significant improvement in coding gain. Furthermore, this filter bank exhibits an increasingly PCFB-like behavior in terms of numerous objectives as we increase the order, as shown here. Although this exhaustive search implies an increase in complexity that is exponential in the filter order, this is often mitigated by the fact that we may only seek a real coefficient compaction filter and that an optimal compaction filter consists of many unit circle zeros.
For all simulations, the input x(n) was chosen to be a real autoregressive order 4 (AR(4)) process whose psd S xx (e j! ) is shown in Fig. 2 . We opted to design an M = 4 channel system. The synthesis polyphase matrix order N was varied from 1 to 10 in order to gauge the behavior of the filter banks designed. For the design of the FIR compaction filter, the globally optimal SDP method of [12] was used.
A. Coding Gain Results
Recall that for any PU filter bank with optimal bit allocation, the coding gain is given by [14] G code = In Fig. 3 , we have plotted the observed coding gain as a function of N for the minimum-phase and coding gain optimized EC filter banks.
Also included is the coding gain of the KLT and infinite-order PCFB. As can be seen, the coding gain optimized filter bank exhibited a noticeable improvement over the one yielded by the minimum-phase spectral factor. Furthermore, the coding gain optimized EC filter bank exhibited a monotonically increasing coding gain, as opposed to that of the minimum-phase spectral factor.
The zero locations of the optimal compaction filter spectral factor are shown in Fig. 4 . Clearly, this factor is not minimum phase. Alhough the total number of spectral factors to check is 2 MN01 , many can be ignored due to unit circle zeros and complex coefficient solutions. From It should be noted from Fig. 3 that even though the optimized filter bank exhibited a monotonic increase in coding gain with order, the gain was always well below that of the infinite-order PCFB. This is most likely due to the stringent ideal bandpass requirements of the PCFB filters. In Figs. 5 and 6 , we have plotted, respectively, the magnitude-squared responses of the synthesis filters corresponding to the minimum-phase and coding gain optimal spectral factors for N = 10. As can be seen, with the exception of the compaction filter F0(z), the FIR filters represent poor approximations to the PCFB ones. For the optimized filter bank, the second filter F 1 (z) comes close to the performance of that of the PCFB, but to a lesser extent than the FIR compaction filter. This suggests that the EC criterion, which places nearly all of the design emphasis on the first filter F 0 (z), may be too restrictive to yield an adequate coding gain. 
B. Multiresolution Optimality Results
One measure of multiresolution optimality is the proportion of partial subband variances to the total. By preserving only L out of M subbands, this quantity is given by
The PCFB, if it exists, maximizes P (L) for all L due to its majorization property (see Section I-A).
In Fig. 7 , we have plotted the observed P (L) versus L for the previously designed EC filter banks for (a) N = 2 and (b) N = 10.
As we increase N from 2 to 10, it can be seen that both FIR EC filter banks are trying to emulate the behavior of the infinite order PCFB, in line with intuition. Although both FIR filter banks exhibit similar performance, the coding gain optimized one always performed at least as well as the minimum-phase one (expect for a slight discrepancy at L = 3 for N = 2). As can be seen, the FIR filter banks appear to converge slowly to the PCFB limit for L = 2. This is probably due to the multiple narrow passband regions of the second PCFB filter as can be seen in Figs. 5(b) and 6(b) . 
C. Noise Reduction Using Zeroth-Order Wiener Filters
Suppose that the input to the filter bank of Fig. 1 is x(n) = s(n) + (n), where s(n) is a pure CWSS(M ) signal and (n) is a white noise process with variance 2 . If the subband processors fP k g are zerothorder Wiener filters [14] , the mean-squared error of the filter bank is given by [1] w is the kth subband variance of the desired signal s(n). As is a concave function of the subband variance vector from (2), the PCFB for s(n), if it exists, is optimal for minimizing [1] .
In Fig. 8 , we have plotted the observed error as a function of the filter order parameter N for the previously designed filter banks for a noise variance of (a) 2 = 1 and (b) 2 = 4. As expected, the FIR filter banks come closer to the infinite-order PCFB performance as we increase the order. Here, the coding gain optimized EC filter bank always matched or exceeded the performance of the minimum-phase solution.
D. Power Minimization for DMT-Type Nonredundant Transmultiplexers
In addition to data compression, the theory of PCFBs has been found useful for digital communications. To see this, consider the DMT-type transmultiplexer shown in Fig. 9 . If the noise (n) is Gaussian and the kth input x k (n) consists of independent identically distributed (i.i.d.) pulse-amplitude-modulated (PAM) symbols with b k bits and power P k , the symbol error probability in detecting x k (n) is given by [16] Pe(k) = 2(1 0 2 0b )Q 3P k (2 2b 0 1) 2 q : Here, Q(x) is the Marcum Q function [16] , and 2 q denotes the noise power seen at the kth output x k (n). Solving (7) for P k , we have that P k = (P e (k); b k ) 2 q , where (P e (k); b k ) is a quantity that does not depend on which is a convex (and concave) function of f 2 q g. Hence, P is minimized iff F(z) is a PCFB for the effective noise process seen at the receiver. If (n) has psd S (e j! ), the effective noise has psd (S(e j! )=jC(e j! )j 2 ).
As an example, suppose the effective noise psd is simply S xx (e j! )
from Fig. 2 . In addition, suppose P e (k) = 10 09 for all k and b 0 = 2, b1 = 3, b2 = 4, and b3 = 5. (This is not an optimal bit allocation and only chosen as such for simplicity.) Then, the total power P using the designed filter banks is shown in Fig. 10 as a function of the order parameter N . As can be seen, both FIR EC-designed filter banks approach the power of the PCFB but not monotonically. Despite this, the coding gain optimized spectral factor always performed at least as well as the minimum-phase solution and often noticeably better. The coding gain optimized solution appears to asymptotically approach the performance of the PCFB, in line with intuition.
IV. CONCLUDING REMARKS
In this paper, we showed via simulations that the nonuniqueness of the compaction filter in terms of its spectral factors led to different EC optimal FIR filter banks yielding varying performances in terms of numerous objectives. For the filter banks designed (coding gain optimized and minimum phase), we showed an increased tendency toward the infinite-order PCFB as the filter order was increased. However, this tendency was shown to behave slowly for many important objectives such as coding gain and multiresolution. This suggests that the EC criterion, despite its elegant simplicity, is not well suited for these objectives, perhaps due to its predominant focus on the design of the first filter only.
