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Abstract
We consider the initial (boundary) value problem for the Kirchhoff equations in exterior
domains or in the whole space of dimension three, and show that these problems admit time-
global solutions, provided the norms of the initial data in the usual Sobolev spaces of appropriate
order are sufﬁciently small. We obtain uniform estimates of the L1(R) norms with respect to
time variable at each point in the domain, of solutions of initial (boundary) value problem
for the linear wave equations. We then show that the estimates above yield the unique global
solvability for the Kirchhoff equations.
© 2004 Elsevier Inc. All rights reserved.
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0. Introduction
We consider the global solvability of the following initial boundary value problem for
quasilinear hyperbolic equations of Kirchhoff type for initial data in the usual Sobolev
spaces:
2u
t2
= m
(
‖∇u‖2
L2
)2
u in [0,∞)× , (0.1)
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u(0, x) = u0(x), ut (0, x) = u1(x) in , (0.2)
u(t, x) = 0 on [0,∞)× , (0.3)
where  be an exterior domain in Rn with smooth and compact boundary , or
 = Rn. Throughout this paper we suppose that the function m satisﬁes
m() ∈ C1([0,∞)) and inf
0
m()(= c0) > 0. (0.4)
Here we note that the decay of the Lp() norm (p > 2) of the solution u as t → ∞
does not directly imply that m(‖∇u‖2
L2
)2 is a small perturbation of m(‖∇u0‖2L2)2.
This fact is used for proving the global solvability of semilinear wave equations 
2
u
t2 −
u+ F(x,∇u) = f (t, x).
In case  = Rn, the global solvability was proved for small initial data satisfy-
ing some decay conditions as |x| → ∞. Greenberg–Hu [7] ﬁrst showed the unique
global solvability for small initial data with some decay condition in case n = 1,
by introducing a transformation from the solution into a pair of unknown functions.
D’Ancona and Spagnolo [3] generalized the result of [7] for arbitrary n and more
general m. D’Ancona and Spagnolo [5] proved the global solvability of (0.1)–(0.2)
with  = R3 for initial data (u0, u1) with small ‖∇u0‖H 1,2 + ‖u1‖H 1,2 norm. Here,
Hs,k (s ∈ R, k0) denotes the Hilbert space deﬁned by Hs,k = {f ; 〈x〉k〈D〉sf ∈
L2(Rn)} with the norm ‖f ‖Hs,k =
∥∥〈x〉k〈D〉sf ∥∥
L2 , where 〈x〉 = (1 + |x|2)1/2 and
〈D〉sf = F−1[〈〉s fˆ ]. In case n = 1, Rzymowski [16] relaxed the assumption of [7].
He showed the unique global solvability for initial data (u0, u1) ∈ C3(R) × C2(R)
such that xu0, xxu0, xxxu0, u1, xu1, xxu1 ∈ C0L1(R), where C0L1(R) denotes
the set of all integrable continuous functions tending to 0 as |x| → ∞, and that∥∥xxu0 ∗ xu0∥∥L1 + ∥∥xu0 ∗ xu1∥∥L1 + ∥∥xu1 ∗ u1∥∥L1 is sufﬁciently small, where ∗
denotes convolution.
In case  is an exterior domain, Racke [15] ﬁrst showed the global solvability,
and Heiming [8,9] improved Racke’s result. They obtained a smallness condition on
the generalized Fourier transform of the initial data sufﬁcient for the unique global
solvability.
In a previous paper [19], we gave smallness conditions on the usual Sobolev norm
of the initial data, sufﬁcient for the unique global solvability, where  is an exterior
domain in Rn or the whole space Rn, for dimension n4. In [19], we derived the
unique global solvability for the Kirchhoff equation from the fact that the Lp-norm
(p > 2(n−1)/(n−3)) of the solution of the linear wave equation decays with respect to
the time variable t of order (n− 1)(1/2− 1/p) > 1. We cannot use the method in [19]
in case n = 3, since (n− 1)(1/2− 1/p) = 1− 2/p1 for every p2, and moreover
we cannot expect the decay of order higher than one even in the case  = R3.
In this paper, we ﬁrst reduce the unique global solvability of the Cauchy problem
for the abstract Kirchhoff equation for sufﬁciently small initial data in certain function
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space to the integral estimate
sup
x∈
∣∣∣∣
∫ ∞
−∞
|v(t, x)| dt
∣∣∣∣C‖f ‖Z, (0.5)
with respect to a certain norm ‖·‖Z of the unique solution v(t, x) of the correspond-
ing Cauchy problem for the linear abstract hyperbolic equation with initial value
(v(0), t v(0)) = (f, i(−)1/2f ). Next we prove that the estimate (0.5) is satisﬁed
by the unique solution of the initial (boundary) value problem for the wave equation
in exterior domains in R3 or whole space R3. Then, combining these facts, we obtain
some sufﬁcient conditions on the usual Sobolev norm of the initial data, for the unique
global solvability of the initial (boundary) value problem.
1. Results
First, we introduce notations used in this paper. For a closed operator B in a Banach
space, let D(B) and R(B) denote the domain of B and the range of B, respectively.
For 1 < p <∞ and s0, let
Wsp(R
3) =
{
f ∈ S ′(R3)
∣∣∣F−1[〈〉s fˆ ] ∈ Lp(R3)} ,
with the norm ‖f ‖Wsp =
∥∥∥F−1[〈〉s fˆ ]∥∥∥
Lp
. For a domain  in R3 with smooth bound-
ary, let
Wsp() =
{
f
∣∣∣ ∃g ∈ Wsp(R3) such that g| = f } ,
with the norm ‖f ‖Wsp() = inf
{
‖g‖
Wsp(R
3)
∣∣∣ g| = f }, and let Wsp,0() be the com-
pletion of C∞0 () with respect to the norm ‖·‖Wsp(). In case p = 2, Ws2 (R3), Ws2 ()
and Wsp,0() are denoted by Hs(R
3), Hs() and Hs0 (), respectively. For k ∈ N∪{0},
let
Wk1 () =

f ∈ L1()
∣∣∣∣∣∣
∑
||k
∣∣Df (x)∣∣ ∈ L1()

 ,
with the norm ‖f ‖Wk1 =
∑
||k
∥∥Df (x)∥∥
L1().
T. Yamazaki / J. Differential Equations 210 (2005) 290–316 293
Following Shibata–Tsutsumi [18], let S(t, x; d) = S(d) denote a solution of the
mixed problem:


2u
t2
− u = f in R× ,
u(t, x) = 0 on R× ,
u(0, x) = (x), u
t
(0, x) = (x) in 
for the data d = (,, f ). Let S0(t, x; d) = S0(d) (d = (,, f )) denote a solution
of the Cauchy problem,


2v
t2
− v = f in R× R3,
v(0, x) = (x), v
t
(0, x) = (x) in R3.
(1.1)
Deﬁnition 1. Let L2 be an integer. Let (u0, u1) ∈ HL() × HL−1(), and let
g ∈⋂2i=0 Ci([0,∞);HL−1−i ()). Deﬁne uj successively by
uj := uj−2 + (j−2t g)(0, x) (j2).
The data (u0, u1, g) is said to satisfy the compatibility condition of order L − 1 for
u = g in , if
uj ∈ H 10 () (j = 0, 1, . . . , L− 1), uL ∈ L2().
Hence, in case g = 0, the data (u0, u1, 0) satisfy the compatibility condition of order
L − 1 especially if u0 ∈ HL0 () and u1 ∈ HL−1() ∩ HL−20 () for odd L, and
u0 ∈ HL() ∩ HL−10 () and u1 ∈ HL−10 () for even L. It is well known that there
exists a unique solution S(t, x; d) ∈ ⋂2i=0 Ci(R;HL−i ()) if d = (u0, u1, g) satisfy
the compatibility condition of order L− 1. (See Mizohata [13] and Ikawa [10].)
Deﬁnition 2. An exterior domain  with smooth boundary is said to be non-trapping
if the following is satisﬁed: Let G(t, x, y) = S(t, x, d(y)) for d(y) = (0, (· − y), 0),
where  is the Dirac delta function and y is an arbitrary point in . Let a and b be
arbitrary positive constants with ab such that  ⊂ {x ∈ Rn; |x| < a}. Then there
exists a positive number T0 depending only on n, a, b and  such that
∫

G(t, x, y)v(y) dy ∈ C∞
(
[T0,∞)× b
)
for every v such that supp v ⊂ a , where r = {x ∈ 
∣∣ |x| < r}.
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It is known that if the complement of  is star-shaped, then  is non-trapping (see
Lax and Phillips [12, Chapter V, Proposition 3.1]).
Now we state our results.
Theorem 1. Let n be a positive integer, and let  be a domain in Rn with smooth
boundary. Let A be a non-negative self-adjoint operator in H = L2(). Let Z be a
Banach space with norm ‖·‖Z contained in D′() such that Z ∩ L2() is dense in
L2(). Let G0 be a subset in D(A) ∩ Z. Let a1, a2, a3 and a4 be real numbers such
that 0a1 32 , 0a21, 0a31 and 0a4
1
2 . Assume that there exists a positive
constant C0 such that for every f ∈ G0, the following Cauchy problem for the linear
abstract hyperbolic equation


2v
t2
+ Av = 0, t ∈ R,
v(0) = f, v
t
(0) = iA1/2f
(1.2)
has a unique solution
v ∈
⋂
i=0,1,2
Ci
(
R;D(A1−i/2)
)
,
satisfying the estimate
sup
x∈
∫ ∞
−∞
|v(t, x)| dtC0‖f ‖Z. (1.3)
Then there exists a positive number 0 such that the following holds: Assume that
(u0, u1) ∈ D(A) × D(A1/2), Aa1u0, Aa2u0, Aa3u1, Aa4u1 ∈ G0, A3/2−a1u0, A1−a3u0,
A1−a2u1, A1/2−a4u1 ∈ L1() and
∥∥Aa1u0∥∥Z
∥∥∥A3/2−a1u0∥∥∥
L1()
+ ∥∥Aa2u0∥∥Z
∥∥∥A1−a2u1∥∥∥
L1()
+∥∥Aa3u1∥∥Z
∥∥∥A1−a3u0∥∥∥
L1()
+ ∥∥Aa4u1∥∥Z
∥∥∥A1/2−a4u1∥∥∥
L1()
0, (1.4)
then the following Cauchy problem for the abstract hyperbolic equation of Kirchhoff
type


2u
t2
+m
(
‖A1/2u‖2
L2()
)2
Au = 0, t ∈ R,
u(0) = u0, ut (0) = u1,
(1.5)
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has a unique global solution
u ∈
⋂
i=0,1,2
Ci
(
R;D(A1−i/2)
)
.
Furthermore, we have
∫ ∞
−∞
∣∣∣∣ ddt m
(∥∥∥A1/2u(t)∥∥∥2
L2()
)∣∣∣∣ dt <∞. (1.6)
Next, we show that the unique solution v(t, x) of initial (boundary) value problem
for the wave equation in R3 satisﬁes (1.3). By using the well-known exact formula of
the solution of the linear wave equation in R3, we can show the following:
Theorem 2. Let p, p˜, q and q˜ be real numbers such that 1 < q˜ < 3/2 < q2p <
3 < p˜. Let M be a non-negative integer. Then there exists a constant C = C(M) such
that for every initial data
(,) ∈
(
WM+1
q˜
(R3) ∩HM+2(R3)
)
×
(
WMq˜ (R
3) ∩HM+1(R3)
)
,
the unique global solution v(t, x) = S0(t, ·, d) (d = (,, 0)) satisﬁes the estimate
sup
x∈R3
∑
||M
∫ ∞
−∞
∣∣Dv(t, x)∣∣ dt
C
(∥∥∥∥
WMp
+ ∥∥∥∥
WM
p˜
+ ∥∥∇∥∥
WMq
+ ∥∥∇∥∥
WM
q˜
+ ∥∥∥∥
WMq
+ ∥∥∥∥
WM
q˜
)
. (1.7)
Combining Theorem 2 with M = 0 and Theorem 1, we obtain the following sufﬁcient
condition for the unique global solvability of Kirchhoff equation in R3.
Theorem 3. Let p, p˜, q and q˜ be the same constants in Theorem 2. Then there exists
a positive constant  such that the following holds: If the initial data
(u0, u1) ∈
(
W 21 (R
3) ∩H 3(R3)
)2
(1.8)
satisﬁes
(
‖u0‖W 1
p˜
+ ‖u0‖W 2q + ‖u0‖W 2q˜ + ‖u1‖W 1p˜ + ‖u1‖W 2q + ‖u1‖W 2q˜
)
×
(
‖u0‖W 21 + ‖u1‖W 21
)
< , (1.9)
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then the Cauchy problem for the Kirchhoff equation (0.1)–(0.2) with  = R3 has a
unique global solution
u ∈
⋂
i=0,1,2
Ci
(
R;H 3−i (R3)
)
.
Furthermore, we have
sup
t∈R
∫ ∞
−∞
∣∣∣∣ ddt m
(
‖∇u(t)‖2
L2
)∣∣∣∣ dt <∞.
Moreover, if (u0, u1) ∈ HL(R3)×HL−1(R3) for L3, then
u ∈
⋂
i=0,1,2
Ci
(
[0,∞);HL−i (R3)
)
.
Remark 1. D’Ancona and Spagnolo [5] (see also [3,4]) proved the global solvability
of (0.1)–(0.2) with  = Rn (n ∈ N) for initial data (u0, u1) with small ‖∇u0‖H 1,2 +
‖u1‖H 1,2 norm, where ‖f ‖H 1,2 =
∥∥〈x〉2〈D〉f ∥∥
L2 (see Introduction of this paper). Our
assumption on the initial data is different from that by D’Ancona-Spagnolo [3–5] in
the sense that we put the assumption of the smallness of the initial data of the usual
Sobolev norm whereas D’Ancona-Spagnolo put that of weighted Sobolev norm. And
neither assumption implies the other.
We obtain the following estimate for the unique solution of the linear wave equation
in exterior domains.
Theorem 4. Let  be a non-trapping exterior domain in R3 with smooth boundary.
Let p, p˜, q and q˜ be the same constants in Theorem 2. Then there exists a constant C
such that the following holds: Assume that the initial data (,) satisfy the following:
 ∈ W 7p() ∩W 7p˜() ∩H 10 (), ∇ ∈ (W 7q () ∩W 7q˜ ())3,
 ∈ W 7q () ∩W 7q˜ () ∩H 10 ().
Then v(t, x) = S(t, ·; d) with d = (,, 0) satisﬁes the estimate
sup
x∈
∫ ∞
−∞
|v(t, x)| dt
C
(∥∥∥∥
W 7p
+ ∥∥∥∥
W 7
p˜
+ ∥∥∇∥∥
W 7q
+ ∥∥∇∥∥
W 7
q˜
+ ∥∥∥∥
W 7q
+ ∥∥∥∥
W 7
q˜
)
.
(1.10)
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Combining Theorems 1 and 4, we obtain the unique global solvability for the
Kirchhoff equation in exterior domains:
Theorem 5. Let  be a non-trapping exterior domain in R3 with smooth boundary.
Let p, p˜, q and q˜ be the same constants as in Theorem 2. Then there exists a positive
constant  such that the following holds: If the initial data
(u0, u1) ∈
(
W 8p˜,0() ∩W 9q,0() ∩W 9q˜,0() ∩W 21 ()
)2
(1.11)
satisﬁes
(
‖u0‖W 8
p˜
+ ‖u0‖W 9q + ‖u0‖W 9q˜ + ‖u1‖W 7p˜ + ‖u1‖W 8q + ‖u1‖W 8q˜
)
×
(
‖u0‖W 21 + ‖u1‖W 21
)
< , (1.12)
then the mixed problem for the Kirchhoff equation (0.1)–(0.3) has a unique global
solution
u ∈
⋂
i=0,1,2
Ci
(
R;H 8−i ()
)
.
Furthermore, we have
sup
t∈R
∫ ∞
−∞
∣∣∣∣ ddt m
(
‖∇u(t)‖2
L2
)∣∣∣∣ <∞.
Moreover, if (u0, u1) ∈ HL0 ()×HL−10 () for L > 8, then
u ∈
⋂
i=0,1,2
Ci
(
R;HL−i ()
)
.
2. Proof of Theorem 1
If u(t) is a solution of (1.5), then w(t) = u(−t) is a solution of (1.5) with u1
replaced by −u1. Thus, it sufﬁces to prove Theorem 1 for t0.
Local solvability: As is stated in [19], the local solvability of the Cauchy problem
(1.5) is shown by Arosio–Garavaldi [1] (see also Arosio–Panizzi [2]) as follows: For a
solution of u of problem (1.5), deﬁne the energy of order  as
E(u, t) := m
(∥∥∥A1/2u(t)∥∥∥
L2()
2
)2 ∥∥∥A/2u(t)∥∥∥2
L2()
+
∥∥∥A(−1)/2u′(t)∥∥∥2
L2()
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and the initial energy as
E
(0)
 (u0, u1) := m
(∥∥∥A1/2u0∥∥∥
L2()
2
)2 ∥∥∥A/2u0∥∥∥2
L2()
+
∥∥∥A(−1)/2u1∥∥∥2
L2()
.
The Hamiltonian H is
H(u, t) := M
(∥∥∥A1/2u(t)∥∥∥2
L2()
)
+ ∥∥u′(t)∥∥2
L2(),
where
M(	) =
∫ 	
0
m(s)2 ds (	0).
Then we have
H(u, t) ≡ constant.
Theorem A (Arosio-Garavaldi [1]). Let m ∈ Liploc([0,+∞)) and m
 > 0. Then
there exists T > 0 which depends only on c0 in (0.4), the Hamiltonian H and the initial
energy E(0)3/2(u0, u1), such that if 3/2, u0 ∈ D(A/2) and u1 ∈ D(A(−1)/2), then
the Cauchy problem (1.5) admits a unique solution in the space ⋂i=0,1 Ci([0, T );
D(A(−i)/2)). Moreover, the solution can be uniquely extended to a maximal solution
u in
⋂
i=0,1 Ci([0, Tu);D(A(−i)/2)), and at least one of the following statements is
valid:
• Tu = +∞
• E3/2(u, t)→ +∞ as t → (Tu)−.
A priori Estimate: Let
u ∈
⋂
i=0,1
Ci([0, Tu);D(A(2−i)/2))
be the unique maximal solution of (1.5) given by Theorem A. We use the same trans-
formation as in [19], which is analogous to that in Greenberg–Hu [7] and D’Ancona-
Spagnolo [3,5], where they used the transformation expressed by F(u) or ∣∣∣∣F(u)
instead of A1/2. Put
c(t) = m
(∥∥∥A1/2u(t)∥∥∥2
L2()
)
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for 0 t < Tu. Since H(u, 0) is a continuous function of (u0, u1) with respect to the
metric given by
∥∥A1/2u0∥∥L2() and ‖u1‖L2(), there exists a constant e1 depending
only on e0 such that
H(u, 0)e1 for every (u0, u1) ∈ D(A1/2)×H such that E(0)1 (u0, u1)e0.
We abbreviate E(u, t) and H(u, t) to E(t) and H(t) respectively. As is noted in
[19], the identity H(t) ≡ H(0) for all t ∈ [0, Tu) and the inequality M(	)c20	 imply
∥∥∥A1/2u(t)∥∥∥2
L2()
H(0)
c20
for all t ∈ [0, Tu). (2.1)
Put
c1 = sup
0xH(0)/c0
m(x), c2 = sup
0xH(0)/c0
|m′(x)|. (2.2)
Deﬁne
(t) :=
∫ t
0
c(s) ds, (2.3)
V (t) := c(t)−1/2ei(t)A1/2
(
u(t)
t
− ic(t)A1/2u(t)
)
,
W(t) := c(t)−1/2e−i(t)A1/2
(
u(t)
t
+ ic(t)A1/2u(t)
)
, (2.4)
(r, t) := (A1/2e2irA1/2W(t), V (t)),
V (r, t) := (A1/2e2irA
1/2
V (t), V (t)),
W(r, t) := (A1/2e2irA
1/2
W(t),W(t)) (2.5)
for r ∈ R, 0 t < Tu. Here we note that
d
dt
∥∥∥A1/2u(t)∥∥∥2
L2()
= Im((t), t). (2.6)
Then we have the following lemma.
300 T. Yamazaki / J. Differential Equations 210 (2005) 290–316
Lemma 1. Assume that (u0, u1) satisﬁes
4
∥∥(·, 0)∥∥
L1 +
√
2(
∥∥V (·, 0)∥∥L1 + ∥∥W(·, 0)∥∥L1)
<
c20
4c2
(= 1, we put). (2.7)
Here
‖f (·, t)‖L1 =
∫ ∞
−∞
|f (r, t)| dr.
Assume also that c(t) satisfy ∫ T
0
|c′(t)|
c(t)
dt 1√
2
(2.8)
for some T ∈ (0, Tu). Then we have∫ T
0
|c′(t)|
c(t)
dt 1
2
. (2.9)
Remark 2. In [19], we proved that if (·, 0), V (·, 0) and W(·, 0) are small with
respect to suitable norms, and if sup[0,T ) (1+|t |)d |c′(t)|/c(t)3 for some T ∈ (0, Tu),
where 3 is a sufﬁciently small positive constant, then
sup
[0,T )
(1+ |t |)d |c
′(t)|
c(t)
<
3√
2
.
That is, this means polynomial decay property of c′(t), whereas (2.8) means the inte-
grability of
∣∣c′(t)∣∣. In the proof of [7,3–5], D’Ancona and Spagnolo proved polynomial
decay property of c′(t) as t → ∞. On the other hand, in the proof of [15], Rzymowski
proved the integrability of
∣∣c′(t)∣∣ in case n = 1, by using a representation expressed
by forward waves and backward waves.
Proof of Lemma 1. As is stated in the proof of Lemma 1 in [19], we have
(r, t)
= (r, 0)− 1
2
∫ t
0
c′(s)
c(s)
(
V (r − (s), 0)+ W(r − (s), 0)
)
ds
+1
2
∫ t
0
c′(s)
c(s)
∫ s
0
c′()
c()
(
(r − (s)+ (),)
+(−r + (s)+ (),)
)
d ds. (2.10)
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By (2.10) and Fubini’s theorem, we have
∥∥(·, t)∥∥
L1 
∥∥(·, 0)∥∥
L1 +
1
2
∫ t
0
∣∣c′(s)∣∣
c(s)
ds(
∥∥V (·, 0)∥∥L1 + ∥∥W(·, 0)∥∥L1)
+
(∫ t
0
∣∣c′(s)∣∣
c(s)
ds
)2
sup
0 t
∥∥(·,)∥∥
L1 (2.11)
for 0 t < T . This inequality and assumption (2.8) yield
sup
0<T
∥∥(·,)∥∥
L12
∥∥(·, 0)∥∥
L1 +
1√
2
(
∥∥V (·, 0)∥∥L1 + ∥∥W(·, 0)∥∥L1). (2.12)
From formula (2.10) with r = (t), we have
∫ T
0
∣∣((t), t)∣∣ dt

∫ T
0
∣∣((t), 0)∣∣ dt
+1
2
∫ T
0
∫ t
0
∣∣c′(s)∣∣
c(s)
(∣∣V ((t)− (s), 0)∣∣+ ∣∣W((t)− (s), 0)∣∣) ds dt
+1
2
∫ T
0
∫ t
0
∣∣c′(s)∣∣
c(s)
∫ s
0
∣∣c′()∣∣
c()
(∣∣((t)− (s)+ (),)∣∣
+∣∣(−(t)+ (s)+ (),)∣∣) d ds dt
= I1 + I2 + I3. (2.13)
We change the variable  = (t) in the above. Then, since c(t) dt = d and c(t)c0,
we have
I1 =
∫ T
0
∣∣((t), 0)∣∣ dt
 1
c0
∫ T
0
c(t)
∣∣((t), 0)∣∣ dt = 1
c0
∫ (T )
0
∣∣(, 0)∣∣ d
 1
c0
∥∥(·, 0)∥∥
L1 . (2.14)
Applying Fubini’s theorem and changing the variable  = (t)− (s), we have
∫ T
0
∫ t
0
∣∣c′(s)∣∣
c(s)
∣∣V ((t)− (s), 0)∣∣ ds dt
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=
∫ T
0
∫ T
s
∣∣c′(s)∣∣
c(s)
∣∣V ((t)− (s), 0)∣∣ dt ds
 1
c0
∫ T
0
∣∣c′(s)∣∣
c(s)
ds
∥∥V (·, 0)∥∥L1 1√2c0
∥∥V (·, 0)∥∥L1 ,
by assumption (2.8). We can estimate
∫ T
0
∫ t
0
∣∣c′(s)∣∣
c(s)
∣∣W((t)− (s), 0)∣∣ ds dt
in the same way, and we obtain
I2
1
2
√
2c0
(
∥∥V (·, 0)∥∥L1 + ∥∥W(·, 0)∥∥L1). (2.15)
Applying Fubini’s theorem, changing the variable  = (t)−(s)+() and using (2.8)
and (2.12), we have
∫ T
0
∫ t
0
∣∣c′(s)∣∣
c(s)
∫ s
0
∣∣c′()∣∣
c()
∣∣((t)− (s)+ (),)∣∣ d ds dt
=
∫ T
0
∫ s
0
∫ T
s
∣∣c′(s)∣∣
c(s)
∣∣c′()∣∣
c()
∣∣((t)− (s)+ (),)∣∣ dt d ds
 1
c0
∫ T
0
∫ T
0
∫ ∞
−∞
∣∣c′(s)∣∣
c(s)
∣∣c′()∣∣
c()
∣∣(,)∣∣ d d ds
 1
c0
(∫ T
0
∣∣c′(s)∣∣
c(s)
ds
)2
sup
0T
∥∥(·,)∥∥
L1
 1
c0
(∥∥(·, 0)∥∥
L1 +
1
2
√
2
(
∥∥V (·, 0)∥∥L1 + ∥∥W(·, 0)∥∥L1)).
We can estimate
∫ T
0
∫ t
0
∣∣c′(s)∣∣
c(s)
∫ s
0
∣∣c′()∣∣
c()
∣∣(−(t)+ (s)+ (),)∣∣ d ds dt
in the same way and we obtain
I3
1
c0
(∥∥(·, 0)∥∥
L1 +
1
2
√
2
(
∥∥V (·, 0)∥∥L1 + ∥∥W(·, 0)∥∥L1)). (2.16)
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Substituting (2.14)–(2.16) into (2.13), and using assumption (2.7), we obtain
∫ T
0
∣∣((t), t)∣∣ dt  1
c0
(
2
∥∥(·, 0)∥∥
L1 +
1√
2
(
∥∥V (·, 0)∥∥L1 + ∥∥W(·, 0)∥∥L1))
<
c0
8c2
. (2.17)
From formula (2.6), inequality (2.17) and the deﬁnitions of c0 and c2 together with
(2.1), it follows that
∫ T
0
|c′(t)|
c(t)
dt = 4
∫ T
0
∣∣∣m′(∥∥A1/2u(t)∥∥2L2())((t), t)
∣∣∣
m
(∥∥A1/2u(t)∥∥2
L2()
) dt 1
2
,
and the proof of Lemma 1 is complete. 
We now complete the proof of Theorem 1.
(i) First we show that assumption (1.4) implies (2.7) in Lemma 1 by taking
0 = min{c20, 1}
c0
4(2+√2)c2C0
. (2.18)
By the deﬁnitions (see (2.3)–(2.5)), we have
(r, 0) = (A1/2e2irA1/2W(0), V (0))
= −c(0)(e2irA1/2Au0, A1/2u0)+ c(0)−1(e2irA1/2A1/2u1, u1)
+ i(e2irA1/2Au0, u1)+ i(e2irA1/2A1/2u1, A1/2u0), (2.19)
V (r, 0) = (A1/2e2irA
1/2
V (0), V (0))
= c(0)(e2irA1/2Au0, A1/2u0)+ c(0)−1(e2irA1/2A1/2u1, u1)
−i(e2irA1/2Au0, u1)+ i(e2irA1/2A1/2u1, A1/2u0),
W(r, 0) = (A1/2e2irA
1/2
W(0),W(0))
= c(0)(e2irA1/2Au0, A1/2u0)+ c(0)−1(e2irA1/2A1/2u1, u1)
+i(e2irA1/2Au0, u1)− i(e2irA1/2A1/2u1, A1/2u0).
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We shall estimate the L1-norm with respect to r ∈ R, of the ﬁrst term of the right-hand
side of (2.19). By Fubini’s theorem we have
∥∥∥(e2irA1/2Au0, A1/2u0)∥∥∥
L1
=
∥∥∥(e2irA1/2Aa1u0, A3/2−a1u0)∥∥∥
L1

∫ ∞
−∞
∫

∣∣∣(e2irA1/2Aa1u0)(x)(A3/2−a1u0)(x)∣∣∣ dx dr
=
∫

∫ ∞
−∞
∣∣∣(e2irA1/2Aa1u0)(x)(A3/2−a1u0)(x)∣∣∣ dr dx
=
∫

∣∣∣(A3/2−a1u0)(x)∣∣∣
∫ ∞
−∞
∣∣∣(e2irA1/2Aa1u0)(x)∣∣∣ dr dx

∫

∣∣∣(A3/2−a1u0)(x)∣∣∣ dx sup
x∈
∫ ∞
−∞
∣∣∣(e2irA1/2Aa1u0)(x)∣∣∣ dr. (2.20)
Note that (e2irA1/2Aa1u0)(x) = v(2r, x), where v(t, x) is the unique solution of the
linear equation (1.2) with f = Aa1u0 in Theorem 1. Since v(t, x) satisﬁes (1.3), it
follows from (2.20) that
∥∥∥(e2irA1/2Au0, A1/2u0)∥∥∥
L1
 C0
2
∥∥∥A3/2−a1u0∥∥∥
L1()
∥∥Aa1u0∥∥Z. (2.21)
The other terms in (2.19) are estimated in the same way, and we obtain
∥∥(·, 0)∥∥
L1 
C0
2
(
c(0)
∥∥Aa1u0∥∥Z
∥∥∥A3/2−a1u0∥∥∥
L1()
+ ∥∥Aa2u0∥∥Z
∥∥∥A1−a2u1∥∥∥
L1()
+∥∥Aa3u1∥∥Z
∥∥∥A1−a3u0∥∥∥
L1()
+ c(0)−1∥∥Aa4u1∥∥Z
∥∥∥A1/2−a4u1∥∥∥
L1()
)
.
The terms
∥∥V (·, 0)∥∥L1 and ∥∥W(·, 0)∥∥L1 are estimated by the same formula. Hence,
if the initial data (u0, u1) satisfy assumption (1.4) of Theorem 1 with 0 deﬁned by
(2.18), then the assumption (2.7) of Lemma 1 is satisﬁed.
(ii) By (i), we can apply Lemma 1. By using the continuity of
f (t) :=
∫ t
0
|c′(s)|
c(s)
ds
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with respect to t and the fact that f (0) = 0, Lemma 1 yields
∫ Tu
0
|c′(s)|
c(s)
ds 1
2
. (2.22)
It is easy to see that
E3/2(t)E3/2(0) exp
(
2
∫ t
0
|c′(s)|
c(s)
ds
)
. (2.23)
Inequalities (2.22) and (2.23) yield sup0 t<Tu E3/2(t) < ∞. Thus by Theorem A, we
see that Tu = ∞, which means the global solvability. Inequality (2.22) with Tu = ∞
means (1.6). 
3. Proof of Theorem 2: an integral estimate for the linear wave equation in R3
Without loss of generality, we can assume that q and q˜ are the dual exponents of p
and p˜, respectively, that is, real numbers such that 1/p+ 1/q = 1 and 1/p˜+ 1/q˜ = 1.
Since S0(−t, x; (,, 0)) = S0(t, x; (,−, 0)), it sufﬁces to prove (1.7) with
∫∞
−∞
replaced by
∫∞
0 . The following formula of Kirchhoff is well known for the unique
solution v(t, x) of the initial value problem for the linear wave equation in R3. (See
[6, Section 2.4], for example.)
v(t, x) = 1
4t2
∫
B(x,t)
(t(y)+ (y)+ ∇(y) · (y − x)) dS(y)
(x ∈ R3, t > 0), (3.1)
where B(x, t) is the open ball with radius t centered at x. Thus, we have
4
∫ ∞
0
|v(t, x)| dt

∫ ∞
0
∫
B(x,t)
(
1
t
∣∣(y)∣∣+ 1
t2
∣∣(y)∣∣+ 1
t2
∣∣∇(y) · (y − x)∣∣) dS(y) dt
=
∫
R3
(
1
|y − x|
∣∣(y)∣∣+ 1|y − x|2
∣∣(y)∣∣
+ 1|y − x|2
∣∣∇(y) · (y − x)∣∣) dy. (3.2)
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By using Hölder’s inequality, we have
∫
R3
1
|y − x|
∣∣(y)∣∣ dy

(∫
|y−x|1
∣∣(y)∣∣q dy)1/q (∫
|y−x|1
|y − x|−p dy
)1/p
.
+
(∫
|y−x|1
∣∣(y)∣∣q˜ dy)1/q˜ (∫
|y−x|1
|y − x|−p˜ dy
)1/p˜
. (3.3)
Since p < 3 < p˜, it follows from (3.3) that
∫
R3
1
|y − x|
∣∣(y)∣∣ dyC (∥∥∥∥
Lq
+ ∥∥∥∥
Lq˜
)
. (3.4)
Since q˜ < 3/2 < q, we have in the same way that
∫
R3
1
|y − x|2
∣∣(y)∣∣ dy

(∫
|y−x|1
∣∣(y)∣∣p˜ dy)1/p˜ (∫
|y−x|1
|y − x|−2q˜ dy
)1/q˜
+
(∫
|y−x|1
∣∣(y)∣∣p dy)1/p (∫
|y−x|1
|y − x|−2q dy
)1/q
C(
∥∥∥∥
Lp
+ ∥∥∥∥
Lp˜
). (3.5)
In the same way as in the proof of (3.4), we have
∫
R3
1
|y − x|2
∣∣∇(y) · (y − x)∣∣ dyC(∥∥∇∥∥
Lq
+ ∥∥∇∥∥
Lq˜
). (3.6)
Substituting (3.4)–(3.6) into (3.2), we obtain the required estimate (1.7) in case M = 0.
Since Du(t, x) is also a solution of the wave equation with initial value (Du(x, 0),
tDu(x, 0)) = (D,D), we obtain estimate (1.7) for general non-negative inte-
ger M. 
4. Proof of Theorem 3: global solvability for the Kirchhoff equations in R3
Let A = − with D(A) = H 2(R3). Take
Z = Lp˜(R3) ∩W 1q (R3) ∩W 1q˜ (R3), G0 = Z ∩H 2(R3)
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and a1 = a4 = 1/2, a2 = a3 = 0 in Theorem 1. First we check that assumption (1.3)
of Theorem 1 is satisﬁed. Let
f ∈ G0 = Z ∩D(A) = W 1q˜ (R3) ∩H 2(R3).
Then
(f, iA1/2f ) ∈
(
W 1q˜ (R
3) ∩H 2(R3)
)
×
(
Lq˜(R3) ∩H 1(R3)
)
.
Thus, by Theorem 2 with M = 0 and (,) = (f, iA1/2f ), the unique solution v(t, x)
of (1.2) satisﬁes the following estimate:∫ ∞
−∞
|v(t, x)| dt  C
(∥∥∥∥
Lp
+ ∥∥∥∥
Lp˜
+ ∥∥∇∥∥
Lq
+ ∥∥∇∥∥
Lq˜
+ ∥∥∥∥
Lq
+ ∥∥∥∥
Lq˜
)
 C
(
‖f ‖Lp˜ + ‖f ‖W 1q + ‖f ‖W 1q˜
)
.
Hence assumption (1.3) is satisﬁed. Since ∥∥A1/2g∥∥
W.r (R
3)C‖g‖W.+1r (R3) for every
g ∈ W.+1r (R3) (1 < r < ∞, . ∈ N ∪ {0}), and since ‖Ag‖W.1 (R3)C‖g‖W.+21 (R3) for
every g ∈ W.+2r (R3) (. ∈ N ∪{0}), Theorem 1 implies the unique existence of a global
solution u ∈ ⋂i=0,1,2 Ci (R;H 2−i (R3)) of the Cauchy problem for the quasilinear
wave equation of Kirchhoff type (0.1) and (0.2) for the initial data (u0, u1) belonging
to (1.8) and satisfying (1.9) for sufﬁciently small .
Since the regularity of the solution follows from that of the initial data, the proof
of Theorem 3 is complete. 
5. Proof of Theorem 4: an integral estimate for the linear wave equation in
exterior domains
Shibata–Tsutsumi [18] showed a local energy decay estimate. In the case n = 3 and
the forcing term equals 0, their estimate is stated as follows:
Theorem B (Shibata and Tsutsumi [18, Lemma Ap.4 and Proof of Lemma 4.3]).
(Local energy decay.) Let n = 3. Let , a and b be any real numbers with 0 < 2 and
a, br0. Let M(2) be an integer. Let u0, u1 be functions satisfying the conditions:
(i) u0 ∈ HM(), u1 ∈ HM−1(),
(ii) (u0, u1) satisﬁes the compatibility condition of order M − 1 for u = 0 in ,
(iii) supp ui ⊂ a , i = 0, 1.
Then there exist positive constants c = c(a, b,) and C = C(M, a, b,) such that
‖S(t, ·, d)‖HM(b)Ce−ct (‖u0‖HM() + ‖u1‖HM−1()) (5.1)
for all t0, d = (u0, u1, 0).
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Shibata–Tsutsumi [17,18] obtained the Lp–Lq decay estimate of the solution of the
linear wave equation in exterior domains , by the combination of the local energy
decay estimate and the decay estimate of the solution in Rn through the cut-off argu-
ment. Here, using the integrability of the solution in R3 (Theorem 2) instead of the
Lp–Lq decay estimate of the solution in R3 in their argument, we prove Theorem 4.
Proof of Theorem 4. Since d = (u0, u1, 0) satisﬁes the compatibility condition of
order 1, there exists a unique solution
S(t, x; d) ∈
2⋂
i=0
Ci(R;H 2−i ()).
Let r0 be a ﬁxed positive constant such that  ⊂ {x ∈ R3; |v|r0}. Choose 	 ∈
C∞0 (R
3) such that 0	1 and that
	(x) =
{
1 when x ∈ Br0+1,
0 when x ∈ R3 \ Br0+2, respectively.
Then by the uniqueness of solutions, we have
S(t, x; d) = S(t, x; d′)+ S(t, x; d′′), (5.2)
where
d′ = ((1− 	), (1− 	), 0) d′′ = (	,	, 0).
1. Estimate of S(t, x; d′)
Choose 1 ∈ C∞0 (R3) such that 011 and that
1(x) =
{
1 when x ∈ R3 \ Br0+1,
0 when x ∈ Br0 .
Then we have
S(t, x; d′) = 1(x)v(t, x)+ w(t, x), (5.3)
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where
v(t, x) = S0(t, x; d′),
w(t, x) = S(t, x; d1), d1 = (0, 0, h1), h1 = −2∇1 · ∇v − (1)v.
From Theorem 2, it follows that
sup
x∈R3
∫ ∞
−∞
∣∣1(x)v(t, x)∣∣ dt
C(M,1)
(∥∥∥∥
Lp
+ ∥∥∥∥
Lp˜
+ ∥∥∇∥∥
Lq
+ ∥∥∇∥∥
Lq˜
+ ∥∥∥∥
Lq
+ ∥∥∥∥
Lq˜
)
.
(5.4)
Next we estimate w(t, x) = S(t, x; d1) divided into inside and outside.
(1) Inside estimate (x ∈ r0+1) of w(t, x) = S(t, x; d1)
By Sobolev’s imbedding theorem, we have
sup
x∈r0+1
∫ ∞
−∞
|w(t, x)| dt 
∫ ∞
−∞
‖w(t, ·)‖L∞(r0+1) dt
 C
∫ ∞
−∞
‖w(t, ·)‖H 2(r0+1) dt. (5.5)
By Duhamel’s principle, we can write as
w(t, x) =
∫ t
0
S(t − s, x, d2(s)) ds, (5.6)
where
d2(s) = (0, h1(s, ·), 0).
Since the support of h1 is included in r0+1\, d2(s) trivially satisﬁes the compatibility
condition for u = 0. Thus, we obtain by Theorem B that
‖w(t, ·)‖H 2(r0+1) 
∫ t
0
‖S(t − s, x, d2(s))‖H 2(r0+1) ds
 C
∫ t
0
e−(t−s)‖h1(s)‖H 1(r0+1) ds. (5.7)
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Substituting (5.7) into (5.5), we obtain
sup
x∈r0+1
∫ ∞
0
|w(t, x)| dt  C
∫ ∞
0
∫ t
0
e−(t−s)‖h1(s)‖H 1(r0+1) ds dt
 C
∫ ∞
0
∫ t
0
e−(t−s)‖v(s)‖H 2(r0+1) ds dt
= C
∫ ∞
0
∫ ∞
s
e−(t−s)‖v(s)‖H 2(r0+1) dt ds
 C
∫ ∞
0
‖v(s)‖H 2(r0+1) ds. (5.8)
Using Sobolev’s imbedding theorem in the last integrand in (5.8), we obtain
sup
x∈r0+1
∫ ∞
0
|w(t, x)| dt  C
∫ ∞
0
‖v(s)‖W 41 (r0+1) ds
= C
∑
||4
∫ ∞
0
∫
r0+1
∣∣Dv(t, x)∣∣ dx ds
= C
∑
||4
∫
r0+1
∫ ∞
0
∣∣Dv(t, x)∣∣ ds dx
 C(r0 + 1)3
∑
||4
sup
x∈r0+1
∫ ∞
0
∣∣Dv(s, x)∣∣ ds. (5.9)
Substituting (1.7) with M = 4 of Theorem 2 into the above, we obtain
sup
x∈r0+1
∫ ∞
0
|w(t, x)| dt
C
(∥∥∥∥
W 4p
+ ∥∥∥∥
W 4
p˜
+ ∥∥∇∥∥
W 4q
+ ∥∥∇∥∥
W 4
q˜
+ ∥∥∥∥
W 4q
+ ∥∥∥∥
W 4
q˜
)
. (5.10)
Applying the same method to Dw(t, x) (||3) instead of w(t, x), we obtain
sup
x∈r0+1
∑
||3
∫ ∞
0
∣∣Dw(t, x)∣∣ dt
C
(∥∥∥∥
W 7p
+ ∥∥∥∥
W 7
p˜
+ ∥∥∇∥∥
W 7q
+ ∥∥∇∥∥
W 7
q˜
+ ∥∥∥∥
W 7q
+ ∥∥∥∥
W 7
q˜
)
. (5.11)
(2) Outside estimate (x ∈ R3 \ Br0+1) of w = S(t, x; d1)
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We extend w(t, x) to the whole space by
w(t, x) :=
{
S(t, x; d1) when x ∈ 
0 when x /∈ .
Then, by the uniqueness of the solution of the wave equation in R3, we have
1(x)S(t, x; d1) = 1(x)w(t, x) = S0(t, x; d2),
where
d2 = (0, 0, h2), h2 = −2∇1 · ∇w − (1)w.
By Duhamel’s principle, we can write as
1(x)w(t, x) =
∫ t
0
S0(t − s, x; d3(s)) ds for every x ∈ R3, (5.12)
where d3(s) = (0, h2(s), 0). Hence we have
∫ ∞
0
∣∣1(x)w(t, x)∣∣ dt 
∫ ∞
0
∫ t
0
|S0(t − s, x; d3(s))| ds dt
=
∫ ∞
0
∫ ∞
s
|S0(t − s, x; d3(s))| dt ds
=
∫ ∞
0
∫ ∞
0
|S0(r, x; d3(s))| dr ds (5.13)
for every x ∈ R3. By Theorem 2 with M = 0, by the fact that the support of h2(s) is
included in bounded domain r0+1, and by Sobolev’s imbedding theorem, we have∫ ∞
0
|S0(r, x; d3(s))| drC
(
‖h2(s)‖Lq + ‖h2(s)‖Lq˜
)
C‖w(s)‖W 31 (r0+1)
(5.14)
for every x ∈ R3. Substituting (5.14) into (5.13), we have
∫ ∞
0
∣∣1(x)w(t, x)∣∣ dt  C
∫ ∞
0
‖w(s)‖W 31 (r0+1) ds
= C
∑
||3
∫ ∞
0
∫
r0+1
∣∣Dw(s, x)∣∣ dx ds
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= C
∑
||3
∫
r0+1
∫ ∞
0
∣∣Dw(s, x)∣∣ ds dx
 C(r0 + 1)3
∑
||3
sup
x∈r0+1
∫ ∞
0
∣∣Dw(s, x)∣∣ ds (5.15)
for every x ∈ R3. This inequality and (5.11) yield
sup
x∈R3\Br0+1
∫ ∞
0
|w(t, x)| dt
 sup
x∈R3
∫ ∞
0
∣∣1(x)w(t, x)∣∣ dt
C
(∥∥∥∥
W 7p
+ ∥∥∥∥
W 7
p˜
+ ∥∥∇∥∥
W 7q
+ ∥∥∇∥∥
W 7
q˜
+ ∥∥∥∥
W 7q
+ ∥∥∥∥
W 7
q˜
)
. (5.16)
From (5.3), (5.4), (5.10) and (5.16), it follows that
sup
x∈
∫ ∞
0
∣∣S(t, x; d′)∣∣ dt
C
(∥∥∥∥
W 7p
+ ∥∥∥∥
W 7
p˜
+ ∥∥∇∥∥
W 7q
+ ∥∥∇∥∥
W 7
q˜
+ ∥∥∥∥
W 7q
+ ∥∥∥∥
W 7
q˜
)
. (5.17)
2. Estimate of S(t, x; d′′),
(1) Inside estimate (x ∈ r0+3) of S(t, x; d′′)
Since d′′ satisﬁes the compatibility condition of order 1 and its support is included
in r0+2, we have by Theorem B that
∥∥S(t, x; d′′)∥∥
H 2(r0+3)
Ce−t
(∥∥∥∥
H 2 +
∥∥∥∥
H 1
)
. (5.18)
With the aid of Sobolev’s imbedding theorem, the above inequality yields
sup
x∈r0+3
∫ ∞
0
∣∣S(t, ·; d′′)∣∣ dt  ∫ ∞
0
∥∥S(t, ·; d′′)∥∥
L∞(r0+3)
dt
 C
∫ ∞
0
∥∥S(t, ·; d′′)∥∥
H 2(r0+3)
dt
 C
∫ ∞
0
e−t dt
(∥∥∥∥
H 2 +
∥∥∥∥
H 1
)
 C
(∥∥∥∥
H 2 +
∥∥∥∥
H 1
)
. (5.19)
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(2) Outside estimate (x ∈ R3 \ Br0+3) of S(t, x; d′′)
Choose 2 ∈ C∞0 (R3) such that 021 and that
2(x) =
{
1 when x ∈ R3 \ Br0+3
0 when x ∈ Br0+2
Put
w2(x) :=
{
S(t, x; d′′) when x ∈ 
0 when x /∈ .
Since 2(x) = 0 on the support of the data d′′, we have by the uniqueness of the
solution in R3 that
2(x)w2(t, x) = S0(t, x; d4), (5.20)
where
d4 = (0, 0, h3), h3 = −2∇2 · ∇w2 − (2)w2.
By Duhamel’s principle, we can write as
2(x)w2(t, x) =
∫ t
0
S0(t − s, x; d5(s)) ds, (5.21)
where d5(s) = (0, h3(s), 0). Hence we have
∫ ∞
0
∣∣2(x)w2(t, x)∣∣ dt 
∫ ∞
0
∫ t
0
|S0(t − s, x; d5(s))| ds dt
=
∫ ∞
0
∫ ∞
s
|S0(t − s, x; d5(s))| dt ds
=
∫ ∞
0
∫ ∞
0
|S0(r, x; d5(s))| dr ds (5.22)
for every x ∈ R3. By Theorem 2 together with the fact that the support of h3(s) is
included in a bounded domain r0+3 and that q˜ < q2, we have∫ ∞
0
|S0(r, x; d5(s))| drC
(
‖h3(s)‖Lq + ‖h3(s)‖Lq˜
)
C‖w2(s)‖H 1(r0+3)
(5.23)
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for every x ∈ R3. From this inequality and (5.18), it follows that
∫ ∞
0
|S0(r, x; d5(s))| drCe−s(
∥∥∥∥
H 2 +
∥∥∥∥
H 1) for every x ∈ R3. (5.24)
Substituting (5.24) into (5.22), we obtain
sup
x∈R3\Br0+3
∫ ∞
0
∣∣S(t, x; d′′)∣∣ dt  sup
x∈R3
∫ ∞
0
∣∣2(x)w2(t, x)∣∣ dt
 C(
∥∥∥∥
H 2 +
∥∥∥∥
H 1). (5.25)
It follows from (5.19) and (5.25) that
sup
x∈
∫ ∞
0
∣∣S(t, x; d′′)∣∣ dtC(∥∥∥∥
H 2 +
∥∥∥∥
H 1). (5.26)
Inequalities (5.17) and (5.26) together with (5.2) imply (1.10) of Theorem 4. 
6. Proof of Theorem 5: global solvability for the Kirchhoff equations in exterior
domains
By using Theorem 4, we apply Theorem 1 to the mixed problem for the quasi-linear
hyperbolic equation of Kirchhoff type (0.1)–(0.3) in an exterior domain. Let A = −
with D(A) = H 2() ∩H 10 (). Take
Z = W 7p˜() ∩W 8q () ∩W 8q˜ (), G0 = W 7p˜,0() ∩W 8q,0() ∩W 8q˜,0()
and a1 = a4 = 1/2, a2 = a3 = 0 in Theorem 1. We shall check that the assumption of
Theorem 1 are satisﬁed. Let 1 < r <∞. Let Ar = − with domain
D(Ar) = W 2r () ∩W 1r,0().
Then Ar is a densely deﬁned closed operator in Lr(). In case r = 2, A2 equals A.
Its fractional power A1/2r is determined by the closure of
A
1/2
r x = 1
∫ ∞
0
−1/2(I + Ar)−1Arx d
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for x ∈ D(Ar) (see Komatsu [11]). Hence A1/2r x = A1/2r ′ x for x ∈ D(Ar) ∩ D(Ar
′
).
As is stated in the proof of Theorem 4 of [19], we have the following fact by using
Prüss–Sohr [14];
A
1/2
r g ∈ W.r () and
∥∥∥A1/2r g∥∥∥
W.r ()
C‖g‖
W.+1r () (6.1)
for every g ∈ W.+1r,0 (), where . is an arbitrary non-negative integer. (In [19], the
number r is assumed to satisfy 1 < r2. But this assumption is not necessary.)
Let f ∈ G0. Then, since f ∈ D(Ap˜) ∩D(Aq) ∩D(Aq˜) ∩D(A), we have
A
1/2
p˜
f = A1/2q f = A1/2q˜ f = A1/2f.
Thus, by (6.1), we have∥∥∥A1/2f ∥∥∥
W 6
p˜
()
=
∥∥∥A1/2p˜ f
∥∥∥
W 6
p˜
()
C‖f ‖W 7
p˜
(),
∥∥∥A1/2f ∥∥∥
W 7r ()
=
∥∥∥A1/2r f ∥∥∥
W 7r ()
C‖f ‖W 8r () (r = q, q˜). (6.2)
Hence
(f, iA1/2f ) ∈
(
W 7p˜() ∩W 8q () ∩W 8q˜ () ∩H 20 ()
)
×
(
W 7q () ∩W 7q˜ () ∩H 10 ()
)
. (6.3)
Thus, by Theorem 4, the unique solution v(t) of (1.2) satisﬁes the following estimate:
sup
x∈
∫ ∞
0
|v(t, x)| dt
C
(
‖f ‖W 7p + ‖f ‖W 7p˜ + ‖∇f ‖W 7q + ‖∇f ‖W 7q˜ +
∥∥∥iA1/2f ∥∥∥
W 7q
+
∥∥∥iA1/2f ∥∥∥
W 7
q˜
)
C
(
‖f ‖W 7
p˜
+ ‖f ‖W 8q + ‖f ‖W 8q˜
)
.
Hence we see that the assumption of Theorem 1 is satisﬁed for sufﬁciently small
 > 0. By (6.1), initial condition (1.11) and (1.12) for sufﬁciently small  > 0 imply
assumption (1.4) of Theorem 1. Thus, by Theorem 1, we obtain a unique global solution
u ∈
⋂
i=0,1,2
Ci
(
R;H 2−i ()
)
of the mixed problem for the quasilinear wave equation of Kirchhoff type (0.1)–(0.3).
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Since HL0 ⊂ D(AL/2), the regularity of the initial data yields the regularity of the
solution by Theorem A, and the proof of Theorem 5 is complete.
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