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El trabajo desarrollado en esta tesis está relacionado con el análisis de estabil-
idad de sistemas dinámicos con retardo, en particular, sistemas dinámicos lineales 
invariantes en el tiempo que presentan retardo de tiempo en la entrada o en el 
estado; el análisis se realiza considerando incertidumbre paramétrica en el modelo 
matemático. Las principales aportaciones de este trabajo se pueden dividir en tres 
partes: aproximación del operador retardo, aplicación del concepto del "valué set 
y aplicación del Guardian Map a sistemas con retardo. En las últimas dos partes 
se obtuvieron diferentes métodos que permiten verificar la propiedad de estabilidad 
robusta cuando se considera incertidumbre en los parámetros y en el retardo de 
tiempo; la consideración de la incertidumbre en el retardo es una de las principales 
aportaciones de este trabajo, ya que de esta forma se generalizan algunos métodos 
existentes. Al final de esta tesis se presentan algunas aplicaciones de estos resultados 
en procesos físicos, donde se pueden validar los métodos propuestos. 
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C A P I T U L O 1 
In t roducción 
Este trabajo está relacionado con el estudio de sistemas dinámicos con retardo; principal-
mente está enfocado al análisis de estabilidad de este tipo de sistemas cuando tienen in-
cert.idumbre en sus parámetros. El estudio o análisis de este tipo de sistemas es realizado 
sobre la representación matemática de su comportamiento dinámico; es decir, sobre el mod-
elo matemático. El modelo matemático de im proceso físico no se puede conocer en forma 
exacta, ya que existen fenómenos físicos que no se pueden representar en forma matemat.ica. 
Existen muchas formas de tomar en cuenta estos fenómenos dentro del modelo matemático, 
una de ellas es considerando incertidumbre en el modelo, la cual puede ser parametnca o 
dinámica; esta consideración permite contemplar algunos fenómenos del proceso físico en el 
modelo matemático. En esta tesis se analizarán sistemas dinámicos con retardo de tiempo 
que pueden ser representados por los siguientes modelos matemáticos: 
1) Sistemas lineales con retardo en la entrada 
a) representación en espacio de estado: 
x{t) = Ax{t) + Bu{t - T) 
y{t) = Cx(t) 
b) representación entrada-salida: 
Vf 
= -A)-lBe~TS 
l (s) 
2) Sistemas dinámicos con retardo en el estado 
a) representación en espacio de estado: 
x(í) = Axx{t) + A2X(Í - r) + Bu{t) 
y{t) = Cx[t) 
b) representación entrada-salida: 
L (á) 
donde: A e AuA-2 e Rnxn; B £ E u x l ; C € R l x"; t é R + 
La propiedad de estabilidad para los sistemas dinámicos anteriores está en función de la 
siguiente ecuación característica: 
p ( S , e — ) = j2pk(s)e-k T S (1) 
fc=0 
donde pk{s) (fc = 0,1, ...,n) son polinomios que están en función de s. Esta ecuación car-
acterística corresponde a los sistemas dinámicos que tienen retardo en el estado; sin embargo, 
para el caso de sistemas dinámicos con retardo en la entrada, la ecuación característica se 
reduce a una ecuación característica igual a (1) considerando n = 1, estas ecuaciones reciben 
el nombre de funciones cuasi-polinomiales. Los resultados que en esta tesis se presentarán 
son obtenidos para funciones cuasi-polinomiales las cuales son consideradas para determinar 
la propiedad de estabilidad de sistemas dinámicos con retardo. Todo el análisis será realizado 
en el dominio de la frecuencia por lo que se trabajará sólo con ecuaciones características de 
la forma presentada en (1). La motivación principal de realizar este trabajo de investigación 
es que este tipo de sistemas dinámicos aparecen en muchas aplicaciones prácticas: 
1) Sistemas mecánicos 
2) Sistemas químicos 
3) Sistemas térmicos, etc. 
algunos de estos procesos físicos son analizados con mayor"detalle en [23], (25], [36]. 
1.1 Aportaciones Principales 
Las aportaciones principal® de esta tesis consisten en una serie de resultados teóricos que 
garantizan la propiedad de estabilidad de sistemas dinámicos con retardo en la entrada y en 
el estado, los cuales tienen incertidiunbre de tipo paramétrica. Estas aportaciones se pueden 
dividir en las siguientes partes: 
1.1.1 Aproximación del Retardo de Tiempo 
En esta parte de la tesis se consideran sistemas dinámicos que se pueden representar mediante 
la siguiente función de transferencia: 
m 
• G(s) e a 
Y(s) 
Figura 1.1 Diagrama de bloques de mi sistema con retardo. 
El problema consiste en aproximar el operador retardo e~TS por ima función racional con 
algunas características de interpolación; esta aproximación es conocida como la aproximación 
de Padé, ver [15j. La aproximación del retardo en un sistema dinámico retardado es de gran 
ayuda por que transforma un sistema dinámico de dimensión infinita en uno de dimensión 
finita y por lo tanto lo hace más simple. En esta sección de la tesis se realiza un estudio entre 
las diferentes aproximaciones de Padé con el fin de obtener una aproximación que presente 
un error más pequeño, ver [44]. El problema de aproximación del retardo se ha tratado 
con frecuencia en numerosas publicaciones, en [22] se presenta un análisis detallado sobre la 
convergencia del error de la aproximación cuando se utilizan aproximaciones de Padé que 
tienen un forma particular, la cual es la más utilizada. Es importante mencionar que en esta 
sección se propone utilizar aproximaciones de Padé de grado relativo igual a 1, las cuales 
no son muy utilizadas, ya que es más utilizada la aproximación de Padé de grado relativo 
0. La ventaja de usar aproximaciones de Padé de grado relativo 1 es que éstas tienen un 
error menor que las de grado relativo 0, lo anterior se obtiene haciendo una comparación 
entre la norma infinito de la diferencia entre la aproximación y el operador retardo e"TS. Con 
esta ventaja se puede obtener una mejor aproximación del sistema con retardo; aimque es 
necesario mencionar que depende directamente de las condiciones del sistema dinámico, lo 
cual será tratado con mayor detalle en la sección 3.3 de esta tesis. 
1.1.2 Estabilidad Robusta de Sistemas con Retardo en la Entrada 
En esta sección de la tesis se presentan condiciones necesarias y suficientes de estabilidad 
robusta para sistemas dinámicos con retardo en la entrada, los cuales son representados por 
plantas intervalo con retardo intervalo. La ecuación característica de este tipo de sistemas 
tiene la siguiente estructura: 
p(¿ .q,r,e--TS) = D{s, r) + N{s. q)e~TS (2) 
donde D(s, r y N(s, q) representan polinomios con incertidumbre en todos sus coeficientes, 
la cual se puede expresar como mi intervalo de valores independiente en cada coeficiente así 
como en el retardo de tiempo r 6 (0} rmax]. Cuando se analiza la propiedad de estabilidad de 
sistemas con incertidumbre se denomina estabilidad robusta, la cual consiste en garantizar 
estabilidad para todo el conjunto de ecuaciones características que se forman al considerai 
todos los valores de incertidumbre. En esta sección de la tesis se presentan condiciones nece-
sarias y suficientes de estabilidad robusta para sistemas dinámicos que tienen ima ecuación 
característica como la mostrada en (2), estos resultados se publicaron en [45]. Algunos re-
sultados relacionados con el problema de estabilidad robusta para sistemas con retardo han 
sido publicados anteriormente, por ejemplo en [8] se analizan sistemas dinámicos que tienen 
la siguiente estructura: 
x{t) - ax(t) 4- Bx{t - T) = 0 (3) 
los cuales tienen la siguiente ecuación característica: 
H(s) = s-a + be~Ta (4) 
el análisis es realizado considerando incertidumbre en los parámetros; es decir, a € [a, a] 
b € [6, b]; T G [£, T]; en este artículo son presentadas condiciones necesarias y suficientes ic 
estabilidad robusta para sistemas dinámicos como el (3); una extensión a cadenas de sistemas 
de tipo (3) conectados en serie como se muestra en siguiente figura, también es presentado: 
St si SK 
Figura 1.2 Sistemas con retardo conectados en serie. 
donde 5, (? = 1, ...,n) son sistemas que tienen la estructura presentada en (3). El prob-
lema de estabilidad robusta, considerando la cadena de sistemas conectados en serie, esta en 
función de la siguiente ecuación característica: 
H(s) = ffi(s)//2(a)-tfn(.s) 
donde Ht(s) son ecuaciones caracl.erist.jcas de tipo (4). Es importante mencionar que 
el tipo de sistemas dinámicos considerados en [8] es muy restrictivo, ya que no siempre es 
posible factorizar un sistema dinámico en la forma presentada en la figura 1.2. Lo anterior 
es presentado mediante un ejemplo: 
EJEMPLO 1.1 Considerar un sistema dinámico que tiene la siguiente ecuación carac-
terística: 
p(Sle-TS) = s2 + s + l + e~rs 
esta ecuación característica no es posible expresarla como una ecuación H(s) = H\(s)//2(s), 
donde H{(s) (¿ = 1,2) es de la forma presentada en (4), por lo que no se puede analizar con 
este resultado. 
Entonces, el resultado presentado en [45] considera sistemas que no son tratados en [8], 
lo cual representa una ventaja. Otros resultados que utilizan la metodología considerada 
en esta sección de la tesis fueron publicados en [31], donde analizan sistemas con diferentes 
retardos, los cuales son más generales que los presentados en esta tesis, desafortunadamente 
estos resultados fueron publicados en forma simultánea con los resultados publicados en esta 
sección de la tesis, por lo que no fue posible su consulta. 
1.1.3 Estabilidad Robusta de Sistemas con Retardo en el Estado 
En esta sección se consideran sistemas dinámicos diferencia-diferencial, los cuales tienen la 
siguiente ecuación característica: 
p{s, A t c-" ) = Ap0(S ,e-~) + (1 - A)pi(s,e_TS) (5) 
en el cual pi(s, e~TS) = J2k=iPik{s)e~kTS\ A € [0,1]; r G [0,oo). Condiciones necesarias 
y suficientes para garantizar la propiedad de estabilidad robusta de sistemas dinámicos con 
ecuación característica (5) serán presentadas en esta sección, los resultados presentados en 
esta sección aún no han sido publicados. El resultado principal está basado en el concepto 
del Guardian Map definido en [49], el cual es usado para determinar estabilidad robusta de 
sistemas con retardo. La principal ventaja de estos resultados es que se consideran sistemas 
con incertidumbre en el retardo, los cuales son complicados de analizar. Una serie de com-
paraciones con diferentes métodos que estudian el mismo problema serán realizadas en esta 
sección de la tesis. 
1.2 Organización de la Tesis 
Es importante mencionar que ios resultados que son aportaciones personales en esta tesis, 
serán presentados de manera formal, incluyendo las demostraciones correspondientes; todos 
los resultados que no son aportaciones personales, no serán demostrados y solamente se men-
cionará la referencia donde fueron obtenidos. Este trabajo de investigación fue organizado, 
para su presentación, de la siguiente manera: 
Cap í tu lo 2 :- En este capítulo se present a una introducción detallada a cerca del problema 
de estabilidad robusta de sistemas dinámicos lineales invariantes en el tiempo con incertidum-
brc de tipo paramétrica; lo anterior con el fin de crear el marco adecuado para presentar las 
principales aportaciones de este trabajo. 
Cap í tu lo 3 :- En esta parte do la tesis se considera una aproximación de Padé para 
aproximar el operador retardo en mi sistema dinámico con retardo de tiempo; mi análisis 
sobre el error de la aproximación de Padé de grado relativo 1 será presentado y comparado 
con el error de la aproximación de Padé de grado relativo 0. 
Cap í tu lo 4 :- En este capítulo se presenta mía de las mayores aportaciones de esta tesis, 
la cual consiste en la aplicación del concepto del "valué set" a sistemas dinámicos con retardo 
de tiempo en la entrada. La principal aportación es la caracterización del "valué set" de los 
sistemas dinámicos anteriormente mencionados y usando esta caracterización es posible la 
construcción del "valué set" mediante el uso de la computadora. Esta construcción es de gran 
utilidad, ya que aplicando el principio de exclusión del cero se pueden obtener condiciones 
necesarias y suficientes para garantizar la propiedad de estabilidad robusta de este tipo de 
sistemas dinámicos. Este resultado permite obtener un método gráfico que resulta muy simple 
y rápido de verificar. 
Cap í tu lo 5 En este capítulo se presenta la otra parte de las aportaciones importantes de 
esta tesis, donde se analizan sistemas dinámicos con retardo de tiempo en los estados. Estos 
resultados están basados en la aplicación de una metodología que fue creada para realizar 
análisis de estabilidad robusta de sistemas dinámicos lineales que no presentan retardo, la cual 
es conocida como Guardian Man. En este capítulo se presentan condiciones suficientes para 
verificar estabilidad robusta de sistemas dinámicos diferencia-diferencial con incertidumbre 
en los parámetros y en el retardo de tiempo. 
Cap í tu lo 6 :- En este capítulo se presenta la aplicación de los métodos obtenidos a proceso 
físicos, como el sistema de nivel hidráulico y el reactor químico; condiciones de estabilidad 
robusta serán presentadas, para los proceso físicos mencionados anteriormente, cuando se 
considera incertidumbre en sus parámetros. 
Cap í tu lo 7 :- Finalmente, en este capítulo se presentan las conclusiones generales de este 
trabajo, así como algunas recomendaciones importantes. 
Finalmente se anexa un apéndice donde se presentan las publicaciones más importantes 
relacionadas con esta tesis, las cuales fueron presentadas en diferentes congresos. 
C A P I T U L O 2 
Prel iminares 
2.1 Introducción 
Cuando se obtiene el modelo matemático de mi proceso físico se realizan una serie de consid-
eraciones con el fin de obtener un modelo que puede ser factible para el análisis y /o síntesis 
de un controlador; estas consideraciones provocan que los resultados que se obtienen en sim 
ulaciones sean diferentes a los que se obtienen cuando se considera el proceso físico real. Con • 
el fin de corregir al máximo la diferencia que existe entre el comportamiento dinámico del 
modelo matemático del sistema y el proceso real se han desarrollado algunas técnicas de 
control que toman en cuenta esta diferencia, entre las cuales se encuentran: 
1. Control Adaptable 
2. Control Esíocástico 
3. Control Robusto 
La técnica de control adaptable tiene como objetivo monitorear en"forma constante el 
proceso real y en base a este monitoreo adaptar o cambiar la estrategia de control en tiempo 
real para que se logre el comportamiento dinámico deseado. En el control estocástico, se 
estudian sistemas dinámicos representados por un modelo matemático, al cual se le agrega 
una entrada que busca compensar las consideraciones realizadas cuando se obtiene el modelo 
matemático; esta entrada es un señal aleatoria que satisface ciertas propiedades. Por último 
la técnica de control robusto, que se encarga de analizar los sistemas dinámicos con incer-
tidumbre. la cual puede ser considerada de diferentes formas. El control robusto considera 
diferentes enfoques que están determinados en función del tipo de incertidumbre que se con-
sidere; para el caso de sistemas dinámicos lineales invariantes en el tiempo, existen resultados 
muy importantes que pueden dividirse en dos partes fundamentales: a) control robusto con 
inc.ertidumbrf dmárrara. b) control robusto con incertidumbre pramétnca. En este capítulo se 
presentarán algunos de los resultados de mayor relevancia, relacionados con las técnicas de 
control robusto; principalmente cuando se considera incertidumbre paramétrica; lo anterior 
con el fin de crear el marco técnico sobre el cual se realizaron las aportaciones principales de 
esta tesis . 
2.1.1 Control Robusto con Incertidumbre Dinámica 
El problema de control robusto cuando se considera este tipo de incertidumbre se plantea en el 
dominio de la frecuencia para sistemas dinámicos representados en la forma de entrada-salida. 
Existen dos estructuras importantes que se consideran para el análisis de este problema, las 
cuales son presentadas en las figuras 2.1 y 2.2. 
Figura 2.1 Sistema dinámico con incertidumbre aditiva. 
Figura 2.2 Sistema dinámico con incertidumbre multiplicativa. 
donde G representa el modelo matemático del proceso físico nominal, K el cont.rolador que 
actúa sobre el proceso y A representa la incertidumbre dinámica que puede ser considerada 
como una perturbación del proceso físico; R(s) y V(s) representan la entrada y la salida del 
sistema, respectivamente. Las configuraciones presentadas en las figuras 2.1 y 2.2 reciben el 
nombre de sistemas dinámicos con incertidumbre aditiva y multiplicativa, respectivamente. 
El problema de control robusto, cuando se considera este tipo de incertidumbre, se plantea de 
la siguiente forma: determinar un cont.rolador K que logre satisfacer ciertas especificaciones 
de desempeño para la familia de plantas que se obtiene al considerar la incertidumbre en 
el sistema A; así como optimizar en el sentido de poder garantizar este desempeño para 
la mayor cantidad de incertidumbre posible, medida en función de su norma infinito; este 
problema es denominado como el problema T í v e r [18], [24]. 
2.1.2 Control Robusto con Incertidumbre Paramétrica 
La incertidumbre en im sistema dinámico también se puede expresar como incertidumbre en 
los parámetros que definen la estructura de un sistema dinámico; como el que se presenta en 
seguida: 
x ( f ) = Ax(t) + Bu{t) (1) 
y = Cx(t) 
donde la incertidumbre del sistema es considerada en la matriz A, debido a que sólo esta-
mos interesados en garantizar la propiedad de estabilidad robusta y ésta depende únicamente 
de los parámetros de A\ las matrices B y C se consideran fijas. La incertidumbre paramétrica 
se puede presentar de diferente manera, las formas más comunes se presentan a continuación. 
1. Incertidumbre estructurada:- Se considera que la incertidumbre es de tipo estructurada 
cuando se conoce la dirección en la que puede presentarse dicha incertidumbre; un ejemplo 
de este tipo de incertidumbre puede ser la siguiente representación: 
A = A1 + 6A0 5 e[-l,l] 
en el cual Ad, i son matrices fijas. Existen otras formas en que se puede considerar la 
incertidumbre estructurada, sin embargo no son del interés de este trabajo; la principal 
característica de este t.ipo de incertidumbre es la estructura bien definida que se presenta 
en el modelo. 
2. Incertidumbre no estructurada:- Este tipo de incertidumbre se representa de una forma 
más general sin llegar a detallarse como la anterior; los límites de la incertidumbre son 
expresados en función de mía norma: 
\\A\\<1 
El problema de control robusto con incertidmnbro paramét.rica también puede ser 
tratado en el dominio de la frecuencia; en este caso el problema consiste en determinar 
propiedades de funciones polinomiales, las cuales se obtienen de la ecuación característica 
de un sistema dinámico que se representa en la forma de entrada-salida. Estas funciones 
polinomiales tienen la siguiente estructura: 
p(s,q) = í > ( q ) s ' (2) 
t=i 
donde a2(q) es una función que determina la forma en que la incertidumbre influye en 
cada uno de los coeficientes del polinomio. Para este tipo de enfoque se pueden plantear dos 
problemas: 
1.- Estabilización Robusta:- Consiste en determinar un controlador que logre estabilizar la 
familia de sistemas dinámicos que se forma al considerar todas las posibles combinaciones de 
la incertidumbre. 
2.- Estabilidad Robusta:- Consiste en determinar la propiedad de estabilidad para la familia 
de sistemas dinámicos. 
En esta tesis se realizará un análisis de estabilidad robusta para sistemas dinámicos con 
retardo de tiempo, expresados en el dominio de la frecuencia; la estructura dinámica de los 
sistemas que se analizarán será presentada en la sección correspondiente. 
2.2 Estabilidad de Sistemas Dinámicos 
En esta sección se hace una revisión sobre los métodos tradicionales para verificar la propiedad 
de estabilidad de sistemas dinámicos; serán considerados sistemas dinámicos representados 
en una configuración entrada-salida, tal como se muestra en la siguiente figura: 
Fis\ira 2.3 Representación entrada-salida de un sistemas dinámico. 
donde C(s). G{s), H(s) son funciones racionales que representan el controlado!', la planta 
y ol elemento sensor, respectivamente; la propiedad de estabilidad en el sentido entrada-salida 
so define a continuación, ver [11]. 
DEFINICION 2.1 Un sistema dinámico como el representado en la figura 2.3 es bibo es-
table si al aplicarle una entrada R(s) acotada, éste produce una salida K(s) acotada. 
La propiedad de estabilidad está asociada a las raíces de la ecuación característica del 
sistema retroalimentado presentado en la figura 2.3; esta ecuación característica está formada 
por ima función polinomial: 
p(s) = ansn + an^lsn 1 + ... + axs + oq (3) 
El sistema dinámico representado en la figura 2.3 es estable si y sólo si, las raíces de (3) 
están todas contenidas en el semiplano izquierdo abierto del plano complejo C_, ver [11]. La 
propiedad de estabilidad, que está definida para sistemas dinámicos, está asociada a funciones 
polinomiales y estas se definen de la siguiente forma: 
DEFINICION 2.2 Un polinomio p(s) es estable si la siguiente condición se cumple: 
p{s) ¿ 0 V s e C T 
donde C+ representa el semiplano derecho cerrado del plano complejo; es decir: 
C + = {s € £ : Re(s)-> 0} 
Dado que la estabilidad está determinada en función de las raíces del polinomio (3), existen 
diferentes métodos para verificar que las raíces del polinomio estén todas contenidas en el 
semiplano izquierdo abierto del plano complejo, sin necesidad de obtenerlas explícitamente; 
algunos métodos de utilidad para este trabajo serán presentados en las siguientes secciones. 
2.2.1 Criterio de Routh-Hurwitz 
El criterio de Routh-Hurwitz para verificar estabilidad de un polinomio, es un resultado que 
durante muchos años ha tenido gran importancia y se basa en la definición del siguiente 
arreglo matricial: 
DEFINICION 2.3 Una matriz de Hurwitz H\p(s)] asociada a un polinomio p(s) es un 
arreglo matricial que tiene la siguiente estructura: 
í 
H\p(s)} = 
On-l fln-3 7^1-5 
On On-2 4 
0 On~l On-3 On_ 5 
0 On an-2 a„_ 4 
\ 0 0 0 o 
o 
ao 
es posible determinar la propiedad de estabilidad de un polinomio p(s) en base a la matriz 
de Hurwitz mediante el siguiente criterio, ver [21]. 
TEOREMA 2.1 (Criterio de Routli-Hurwitz) Sea p(s) definido como en (3) con 
ttt 6 IR (i = 1 , r ? — 1) y an / 0. Entonces p(s) es estable si y sólo si, todos los menores 
principales de H\p(s)} son positivos. 
este teorema también es presentado en una forma más simple, donde el arreglo mat,ricial 
es diferente y la condición de estabilidad se obtiene de manera más sencilla que realizando el 
cálculo de los menores principales de la matriz de Hurwitz. 
2.2.2 Criterio de Mikhailov 
A diferencia del criterio de Routh-Hurwitz, el criterio de Mikhailov no ha sido ampliamente 
difundido; aiuique tiene ya muchos años de haberse presentado, el criterio de Mikhailov es un 
método completamente gráfico para verificar estabilidad de polinomios, ver [33]. Este criterio 
está basado en la construcción de la gráfica en el plano complejo del polinomio definido en 
(3) y evaluado en s = ju: 
p{juj) = u{u) + jv(u) 
U(UJ) = üq — a^oJ2 + a4w4 — agu)6 H 
fj(u') = a\U — a^tü3 + a$u!5 — a^u)7 + • • • 
la gráfica de p{jtj) en el plano complejo para tu 6 [0, oo) es conocida como la curva de 
Mikhailov y tiene una forma semejante a la siguiente gráfica: 
Figura 2.4: Curva de Mikhailov. 
el c riterio de Mikhailov está basado en la forma que tiene la curva anterior. 
LEMA 2.1 p{s) estable SÍ y sólo si, las siguientes condiciones se satisfacen: 
1. - ¿p(juj2) > ZpO'wi) V u>2 > > O 
2. - lim ¿p{ju) = — u; —*OQ ¿ 
3- - 0 i p{ju) V u> € [0. oo) 
Las condiciones que presenta el criterio de Mikhailov para garantizar la propiedad de esta-
bilidad en un polinomio, se pueden verificar por inspección visual de la curva de Mikhailov. 
La gran ventaja es que la curva de Mikhailov se puede obtener en forma muy simple mediante 
el uso de la computadora. 
2.3 Estabilidad Robusta con Incertidumbre Paramé-
En esta sección se describen los resultados más relevantes relacionados con el análisis de 
estabilidad robusta, cuando se considera incertidumbre de tipo paramétrica. La mayoría de 
estos resultados pueden encontrarse en forma más detallada en [3]. Como se mencionó en la 
sección 2.1.2 el problema de estabiüdad robusta está en función de una familia de polinomios 
que son expresados como: 
en donde q 6 IR' representa un vector con elementos que determinan la incertidumbre 
paramétrica del sistema diuámico, esta incertidumbre es reflejada en los coeficientes del 
polinomio a través las funciones a¿ (q). Esta incertidumbre puede ser considerada de diferentes 
formas, tal como se muestra a continuación. 
2.3.1 Representación de la Incertidumbre 
La incertidumbre paramétrica de un sistema dinámico está representada como un vector q 
en el cual cada uno de sus elementos representa un parámetro que se considera incierto. Este 
vector está restringido por las condiciones de la incertidumbre, de tal manera que forma vma 
región en un espacio vectorial, la cual esta definida en función del tipo de restricción o cota 
que determina la incertidumbre. Estas regiones están formadas por conjuntos de vectores 
que serán definidos a continuación. 
trica 
n 
(4) 
i=0 
DEFINICION 2-4 Un conjunto de vectores que forma incertidumbre de tipo "caja" se 
define como: 
Q = :q; < fc < V i = 1, 2, . . . , ¿} 
D E F I N I C I O N 2.5 La incertidumbre de tipo "esférica" es definida como: 
Q = {qeRl: | | q | | 2 <r} 
D E F I N I C I O N 2.6 La incertidumbre de tipo ~diamante" se define de la siguiente forma: 
Q={qeRl: | | q | | , < r } 
Estas son las formas más comunes de representar la incertidumbre paramétrica que pre-
senta un sistema dinámico. En esta tesis sólo se considerará incertidumbre paramétrica que 
tenga la estructura de una caja, es decir la incertidumbre definida como Q. Este tipo de 
incertidumbre definen una región formada por un liipercubo en el espacio vectorial corre-
spondiente, por ejemplo para el caso de mi vector q € K2; es decir, se consideran sólo dos 
parámetros con incertidumbre; la región definida es un rectángulo en el plano formado por 
los elementos de q, tal como se muestra en la siguiente figura: 
i 
n* 
\ 
q4 <J3 
í7" q2 *2 q1 
i 1] r, 
Figura 2.5 Región de una caja de incertidumbre. 
la región sombreada define el conjunto de valores que puede tomar la incertidumbre. Es 
importante mencionar que los elementos q l (i = 1 ,4) son vectores que determinan los 
puntos extremos de la región formada por la incertidumbre y para el (aso de incertidumbre 
tipo '"caja", la cantidad de puntos extremos son 2l donde l es el número de parámetros con 
incertidumbre ó lo que es lo mismo, el número de elementos del vector q. Una condición muy 
importante que deben de satisfacer los conjuntos que definen la incertidumbre es presentada 
en la siguiente definición. 
D E F I N I C I O N 2.7 Un conjunto Q C R' se dice que es conectado, si ¿as siguiente condición 
se satisface: dados dos puntos q^q1 € 0. existe una función continua $ : [0,1] —• Q tal que 
tf(0) = q ° y *(1) = q l . 
esta definición es necesaria para la aplicación de los residtados sobre estabilidad robusta 
que serán presentados posteriormente. La definición anterior es presentada en forma más 
clara mediante la siguiente figura: 
• 
<7' 
Figura 2.6. Conjunto de incertidumbre conectado. 
Claramente los conjuntos de incertidumbre definidos en esta sección satisfacen la definición 
anterior. 
2.3.2 Familias de Polinomios 
Los conjuntos que se definieron en la sección anterior, únicamente describen la incertidumbre 
del sistema dinámico; sin embargo, desde el punto de vista del análisis de estabilidad lo que 
interesa es la influencia que ésta tiene sobre la ecuación característica p(s,q); es decir, la 
forma que tienen ios coeficientes a¿(q). En general esta función puede ser cualquier función 
continua; sin embargo, sólo se considerarán funciones a¿(q) afines en q definidas de la siguiente 
forma: 
a t(q) =ai+0J q i = 0 , 1 , . . . , n (5) 
donde q¿ G R, 0í 6 R', q € Rl. Cuando los coeficientes de la ecuación característica p(s, q) 
se pueden representar como en (5) se dice que la incertidumbre es de tipo afín. Es claro que 
la ecuación característica forma una familia de polinomios al considerar la incertidumbre; 
esta familia está definida como: 
7 ? = { p ( S , q ) : q e Q } (6) 
la propiedad de estabilidad de una familia de polinomios V, entonces se trata de un 
problema de estabilidad robusta. 
D E F I N I C I O N 2.8 La familia de polinomios V es robustamente estable si, p(s, q) es estable 
V q e Q . 
para el caso particular en que a,(q) satisface (5) se puede expresar como: 
i 
i i 
donde q, son los elementos del vector q. Una forma equivalente de representar la familia 
anterior de polinomios es: 
m 
P(s.q) = 
t=0 
donde q') son polinomios fijos que se obtienen al evaluar los parámetros en los m 
puntos extremos de la incertidumbre y A¿ debe satisfacer las siguientes condiciones: 
m 
£ a . = i 
i=Q 
A< > 0 
este tipo de familias son llamadas combinaciones convexas de polinomios y se denotan como 
Conv(pi(s, q1)). Un caso particular de lina familia de combinaciones convexas de polinomios, 
es cuando se consideran únicamente dos elementos, tal como se muestra en seguida: 
p(«,q) = A p ^ q 1 ) + (1 - A)p(s,q2) V A € [0, l] (7) 
para este caso particular, existe un resultado que determina la propiedad de estabilidad 
robusta, ver [3]. 
T E O R E M A 2.2 Considérese la familia de polinomios representada por (7) y sean po(s) = 
p{s, q1) y Pi{s) = p(s, q2) con pa(s) estable y deg[po(s)] > deg[pi(s)]. Entonces, (7) es 
robustamente estable si y sólo si, a{.íf_1[po(s)]ff[Pi(s)]} ^ (—oo,0]. 
donde cr(A) representa los valores propios de la matriz A. Nótese que al aplicar la condición 
deg[p0(.s)] > deg[pi(s)] las matrices no serán compatibles bajo la operación del producto 
matricial por lo que es necesario completar con ceros la matriz i/[pi(s)]. 
Ahora, si en la ecuación (4) se cumple que (J¡ = [0. • • •, 6,, • • •, 0] V i = 1 , . . . , Z; es decir, 
cada coeficiente a t(q) de p(s, q) está en función de un sólo elemento del vector de incertidiun-
bre q. Entonces se dice que V es una familia de polinomios intervalo y se puede representar 
como: 
p(*.q) = ¿ f o r > 9 ? V o s M (8) 
t = 0 
en el cual q~ .q* representan los límites de la incertidumbre. Uno de los resultados más 
importantes relacionados con estabilidad robusta de familias do polinomios intervalo es el 
teorema de Kharitonov, ver [29]. Este resultado presenta condiciones necesarias y suficientes 
de estabilidad robusta para polinomios intervalo. El teorema de Kharitonov requieic de la 
siguiente definición: 
D E F I N I C I O N 2.9 Sean los siguientes polinomios asociados a (8) 
^ i ( s ) = 9o + + + + •' ' 
ftT2(s) = q+ + s + q^s2 + q+s3 + • • • 
Ks{s) = Qo + Vi* + q¿s2 + q^s3 + ••• 
= qo + q+s + q^s2 + q¿s3 H 
Estos cuatro polinomios son llamados los polinomios de Kharitonov. 
T E O R E M A 2.3 La familia de polinomios (8) es robustamente estable si y sólo si K\(s), 
K2{s)iK3{s)1Ki{s) son estables. 
Los resultados presentados en esta sección han sido de gran importancia en el análisis 
de estabilidad robusta de sistemas lineales invariantes en el tiempo; aunque es importante 
mencionar que el tipo de incertidumbre que se ha considerado no es la más general. Los 
resultados presentados en esta sección son condiciones necesarias y suficientes de estabilidad 
robusta, las cuales son obtenidas en función de algunos polinomios fijos que pertenecen a la 
familia de polinomios. En la siguiente sección se presentará una forma diferente de analizar la 
propiedad de estabilidad robusta; este método esta basado en la construcción de una gráfica 
sobre el plano complejo y se define como "valué set". 
2.4 Valué Set y Principio de Exclusión del Cero 
Uno de los residtados más importantes en el análisis de estabilidad robusta es la introducción 
del concepto del "valué set", concepto que será definido en esta sección, ya que una gran can-
tidad de resultados sobre estabilidad robusta se apoya en la construcción del "valué set". 
Apoyándonos en la definición de estabilidad robusta, nuestra primera inquietud sería de-
terminar una relación entre las raíces de la familia de polinomios y la incertidumbre en los 
coeficientes del mismo; el problema principal radica en que esta relación no es muy atractiva, 
ya que no presenta buenas propiedades. El siguiente ejemplo muestra la distribución de las 
raíces de ima familia de polinomios. 
E J E M P L O 2.1 Considerar la siguiente familia de polinomios intervalo: 
p{s,q) = [0.25,1.25]s3 + [2.75,3.25]s2 + [0.75,1.25]s + [0.25,1.25] 
esta familia de polinomios tiene la siguiente distribución de las raíces para diferentes valores 
de la incertidumbre. 
Figura 2.7 Distribución de las raíces de una familia de polinomios. 
como se puede observar de la figura anterior, la distribución de las raices no tiene una 
relación simple, con respecto a la incertidumbre en los coeficientes del polinomio; por lo 
que no es muy conveniente analizar la propiedad de estabilidad robusta de esta forma. Una 
manera más adecuada de obtener la relación anterior es obtener la curva de Mikhailov para 
la familia de polinomios p(s, q); para el ejemplo anterior, la curva de Mikhailov es presentada 
en la siguiente figura: 
Figura 2.8 Curva de Mikhailov para una familia de polinomios. 
la figura anterior tiene una forma más simple de analizar, ya que se puede caracterizar en 
forma precisa. Se puede verificar que la curva de Mikhailov para una familia de polinomios 
intervalo es muy parecida a la curva de Mikhailov de un polinomio fijo, con la diferencia de 
que ahora está formada por la unión de rectángulos que están perfectamente definidos, ya 
que tienen como vértices los polinomios de Kharitonov evaluados en s — j^j. A las figura 
que se forma en el plano complejo, cuando se obtiene la curva de Mikhailov de una familia 
de polinomios, se le conoce como "valué set.''-, eotc concepto es definido a continuación: 
D E F I N I C I O N 2.10 Seap{s,q) una familia de polinomios definida como en (4); entonces, 
el "valúe set l '(wo) para una frecuencia LJQ € IR esta dado por: 
V{lü0 ) = {p{juo,q)-.qeQ] 
es decir, el ''valué set" es la imagen de Q bajo la aplicación de p{ju)Q, •). 
Es importante mencionar que el "valué set" está definido para cualquier tipo de incer-
tidumbre paramét.rica y no necesariamente para una caja Q. El "valué set" presenta difer-
entes figuras dependiendo del tipo de incertidumbre que se este considerando; las más co-
munes son polígonos en el plano complejo, ver [3]. La principal ventaja de introducir el 
concepto del "valué seí", es que con ayuda del principio de exclusión del cero, transforma 
el problema de estabilidad robusta en un problema completamente gráfico y por lo tanto 
mucho más simple de verificar ya que los avances en la computación hacen cada vez más 
sencillo el obtener gráficas de cualquier tipo. El principio de exclusión del cero es presentado 
a continuación. 
T E O R E M A 2.4 (Exclusión del Cero) Sea una familia de polinomios V definida como 
p(s, q) = J^-o Gt(q)s\ con grado invariante, asociada a un conjunto de incertidumbre conec-
tado Q, con funciones continuas a{(q) V i = 0 ,1 . . .n y al menos un elemento de la familia 
es estable. Entonces V es robustamente estable si y sólo si: 
0 i V(u) V w > C 
La condición de grado invariante significa que la familia de polinomios no debe cambiar 
de grado en el intervalo de incertidumbre. La demostración del resultado anterior se basa 
en la continuidad de las raíces de un polinomio con respecto a sus coeficientes, ver [38]. Los 
resultados presentados en esta sección serán extendidos a sistemas dinámicos con retardo por 
lo que se presentarán en la siguiente sección, algunas definiciones y resultados básicos para 
este tipo de sistemas. 
2.5 Estabilidad de Sistemas con Retardo 
En esta sección se considerará la estabilidad de una clase de sistemas dinámicos con retardo; la 
cual es representada por ecuaciones diferenciales retardadas que tienen la siguiente estructura. 
x{t) = Aix(t) + A2x{t - t) (9) 
donde A\ £ MnI", Ai € Rn z n , r € R+. Este tipo de ecuaciones son conocidas como 
ecuaciones diferencia-diferencial, ver [25]. En este sección se presentará uno de los resultados 
más importantes relacionados con la estabilidad del sistema dinámico (9). 
La estábilidad del sistema dinámico (9) esta relacionada ron la solución de la siguiente 
ecuación característica: 
det(s/ - A - Be - 0 (10) 
El sistema (9) es estable si y sólo si, det (si - A - Be-TS) ¿ 0, V s € C+, ver [25]. 
Desarrollando (10) se puede obtener la siguiente función: 
p ( 3 , e - " ) = (11) 
pfc(s) = ak,nsn + afc^-js'1-1 + ... + dk,i$ + a*,o 
donde r? = deg[po(s)] > deg[p,(s)] , V i = 1 ,2, . . . ,n. El tipo de funciones 
(11) se les conoce como cuasi-polinomios y la estabilidad del sistema dinámico está 
relacionado directamente con las raíces del cuasi-polinomio p(s,e~TS); es decir, (9) 
es estable si y sólo si, (11) tiene todas sus raíces en el semiplano izquierdo del plano 
complejo. Una consideración importante es que la ecuación característica tiene un 
numero iufinito de raíces; por lo que se complica su obtención. Si ahora la ecuación 
característica as multipÜcada por enTS obtenemos: 
p(s^s) = f:Pn-k(s)ekrs (12) 
fc=0 
Es claro que las raíces dep(s,eTS) son exactamente las mismas que las dep(s ,e - T S) ; 
por lo tanto se puede obtener las mismas propiedades de estabilidad. La ecuación 
(12) representa un tipo de funciones que se les llama funciones trascendentales; el 
resultado de Pontryagin presenta condiciones necesarias y suficientes de estabilidad 
para este tipo de funciones, ver [41]. 
T E O R E M A 2.5 Sea A{s) = p(s,eTS): donde 
ao,n 7- 0 (&o,n es llamado termino principal). 
Supóngase que A(jíu;) Vu> £ IR; es separado en su parte real e imaginaria como sigue: A ( ju i ) = 
F{OJ) + ]G(LU). Si todas las raíces de A(s) tienen parte real negativa; entonces, las raíces de 
F(LJ) y G(U) son reales, simples, alternadas y satisfacen: 
v ^ e R (13) 
duj dio 
en sentido contrario, todas laz raíces de A(s) tienen parte real negativa si las siguientes 
condiciones se satisfacen: 
1. Todas las raíces de F(_ > y G(u;) son reales, simples, alternadas y (13) se satisface 
para al menos un valor de u. 
2. Todas las raíces de F(LJ) son reales y para cada raíz, la condición (13) es satis-
fecha. 
3. Todas las raíces de G(w) son reales y para cada raíz, la condición (13) es satis 
fecha. 
En capítulos posteriores se tratará la extensión de algunos resultados de estábil 
idad robusta al caso de sistemas con retardo, el problema de estabilidad robusta se 
planteará para cuasi-polinomios con incertidumbre en los coeficientes y en el retardo. 
C A P I T U L O 3 
Aproximación del Re ta rdo pa ra un Sis-
t e m a Dinámico Re ta rdado 
3.1 Introducción 
Las aproximaciones de funciones, operadores o sistemas dinámicos tienen un interés funda-
mental, debido a que éstas simplifican el análisis de dichos sistemas; imo de los aspectos más 
importantes a considerar cuando se realiza una aproximación, es garantizar que se preserven 
las características más importantes del sistema original, ya que ésto ofrece mayor confianza 
en su análisis. El tipo de aproximación que aquí se estudiará es la aproximación de Padé; una 
de la principales motivaciones para utilizar esta aproximación es que transforma un sistema 
dinámico de dimensión infinita en imo de dimensión finita, simplificando en gran medida su 
análisis. 
3.1.1 Preliminares Matemáticos 
En esta sección se presentarán algunos resultados básicos que serán usados para determinar 
las propiedades principales del tipo de aproximación que se propondrá; estas propiedades son 
determinadas en función del error que existe entre la aproximación y la función original. En 
seguida serán presentadas algunas definiciones, ver [34]. 
DEFINICION 3.1 Sea p un número real 1 < p < oo. Los espacios vectoriales lp están 
formados por todas las secuencias de elementos escalares ...} tal que: 
oo 
E I & lp< 
t=l 
Los espacios vectoriales lp son espacios vectoriales normados en los que la norma se define 
de la siguiente forma: ^ 
\ \ x \ P = ( s I & r ) P V s e / p 
DEFINICION 3.2 El espacto vectorial normado loa consiste de todas las secuencias aco-
tadas {£i,£2j • • •} ctm norma definida de la siguiente manera: 
INI«, = max | | 
% 
Los espacios vectoriales anteriores, también son definidos para funciones realmente valu-
adas que son integrables en el sentido de Lebesgue sobre mi intervalo [a,bj. ver [34]. En este 
caso la norma está definida como: 
[ i x ( o i i P = ( y V ( ¿ ) p 
la norma infinito para este tipo de funciones se define como: 
||s{É)|1oo= sup \x[t) | 
t€[a,6] 
este« espacios vectoriales son definidos como espacios Lp. Es importante mencionar que 
la función anterior, aunque es definida como una norma realmente no lo es, ya que puede 
ser igual cero para valores x(t) ^ 0, este tipo de funciones son llamadas semi-normas. Estas 
últimas definiciones son realizadas también para funciones expresadas en el dominio de la 
frecuencia, las cuales son tratadas como funciones de variable compleja. En nuestro caso, la 
definición que representa el mayor interés es la norma infinito en el dominio de la frecuencia, 
es decir: 
IW¿w)||oo = Stip | x{jw) | 
Estas definiciones serán aplicadas para cuantificar el error en la aproximación y de esta 
forma poder derivar las principales propiedades que presenta dicha aproximación. 
3.2 Aproximación de Padé 
Como se mencionó en la sección anterior se analizará la aproximación de Padé por lo que 
se introducirá en esta sección. La primera definición de interés es la definición de función 
analítica, ver [11]. 
DEFINICION 3.3 Una función de variable real f(t), se dice que es analítica sobre un 
dominio D, si f(t) es un elemento de C°° y si para cada en D, 3 s > 0 tal que V 
t € (ío — + £)> / (O se puede representar por una serie de Taylor convergente en una 
vecindad del punto ¿o-
m = E ""(ío) 
Oi t" 
NOTA 3.1 Si f(t) es una función de variable compleja: entonces únicamente es necesario 
que sea una vez denvable pam que se pueda expresar como una sene u'e Taylor convergente, 
a este tipo de funciones se les conoce como funciones holomorfas. 
La siguiente definición es un caso particular que se presenta en toda función analítica, ver 
[15]. 
DEFINICION 3.4 Sea el siguiente polinomio p(t) — Yl!=Qaktk V/(O una función analítica 
en una vecindad de to donde ak = fk(to)/k\ para to = 0, entonces p(t) se define como el 
Polinomio de Taylor asociado a f(t). 
NOTA 3.2 Este polinomio satisface las siguientes propiedades de interpolación con la función 
f(t). 
nm Fín\ d n p { 0 ) - < ¿ n / ( 0 ) 
Las definiciones anteriores se extienden al caso de funciones de variable compleja holomor-
fas, lo cual resulta de gran utilidad para la aproximación del retardo. La siguiente función 
racional as considerada como la aproximación de Padé. 
W ) - (D 
Pn{t) = ao + ait• • • + antn (2) 
qm(t) = b0 + b1t + --- + bintm 
donde el subíndice (n,m) indica el grado del numerador y denominador de ia función 
racional, respectivamente. El resultado de la aproximación de Padé se presenta en seguida, 
ver [15], [16]. [43]: 
TEOREMA 3.1 Si f(t) tiene n + m derivadas continuas en una región cercana al origen, 
entonces f(t) posee una aproximación de Padé de grado (n,m). Además, los coeficientes de 
los polinomios a{ y b} (i = 1, • • - : j = 1, • • -,m) de (2) pueden obtenerse como sigue: 
E c,bk-j = ak ¿o = 1, oo = cofy), an+J = 6„_¿ = 0 V i > 1 (3) 
;=0 
donde a,, b. son los coeficientes de pn(s) y <?m(s), respectivamente; c, son los coeficientes 
del polinomio de Taylor. Desarrollando (3) se obtiene un sistema de ecuaciones algebraicas 
lineales que tienen solución única, es decir: 
Ax = b (4) 
donde: 
a i C\ 
; C-2 
an : b = • 
bi • 
Cri+m-1 
Cn+m 
Mi = !m+n 
Mi = 
Q) 0 . . . 0 
Ci Co : 
C2 Cl * , * 
Cn+m—1 Cri+m—? 
Co 
Cn 
Se puede verificar que A es una matriz de dimensiones (n + m)x(n + m) e invertible y b 
es iui vector de dimensiones (n ~ m)x 1: por lo tanto los coeficientes de la aproximación de 
Padé se pueden obtener como: 
x = A~lb (5) 
NOTA 3.3 Es claro que la matriz A depende de los coeficientes del polinomio de Taylor, 
los cuales tienden a ser muy pequeños conforme se incrementa el grado de la aproximación; 
por tal razón la matriz A tiende a ser mol condicionada. Es recomendable usar coeficientes 
del polinomio de Taylor que sean mayores a 10-10. El cálculo de los coeficientes de la aprox-
imación de Padé es realizada mediante un programa codificado en lenguaje MATLAB. 
Es importante mencionar que toda función analítica posee una aproximación de Padé de 
grado arbitrario. El teorema 3.1 se puede extender a funciones de variable compleja por lo 
que resulta de gran importancia debido a que el retardo de tiempo es una función de variable 
compleja cuando se obtiene la transformada de Laplace. 
3.3 Aproximación del Retardo 
En esta sección se tratará el problema de la aproximación del operador retardo en un sistema 
dinámico retardado. El tipo de sistemas que serán considerados tienen la siguiente estructura: 
x(í) = Ax{t) + Bu(t ~ r) 
yí.í) - Cx(t) 
(G) 
como so puede observar, este es un sistema dinámico con retardo en la entrada el cual 
puede sor representado mediante n siguiente diagrama de bloques: 
Figura 3.1 Diagrama de bloques del sistema con retardo en la entrada. 
donde G(s) = es una función racional estrictamente propia. Nuestro objetivo será 
aproximar el operador retardo e" r s mediante aproximaciones de Padé y realizar una com-
paración entre ellas. El interés principal de aproximar dicho operador es sustituir el sistema 
dinámico con retardo por un sistema dinámico que no contenga el término del retardo, ya que 
éste presenta muchas complicaciones cuando desea realizar algún estudio sobre el sistema. 
Existen diferentes funciones que se han empleado para realizar esta aproximación, ver [2]; sin 
embargo, una de las que más se utilizan es la aproximación de Padé. Cuando se realiza una 
aproximación de un sistema dinámico, el objetivo principal es determinar si el error entre 
el sistema aproximado y el sistema real, es aceptable; ya que en el caso contrario no tiene 
ningún sentido realizar dicha aproximación. En la siguientes secciones se analizará el error 
de la aproximación cuando se utiliza una aproximación de Padé. 
3.3.1 Planteamiento del Problema 
El problema de aproximación consiste en aproximar el operador retardo por una función 
racional como se muestra en la siguiente ecuación: 
e - V m ( - ) - 6 o + 6 i ( r s ) + . . _ M r s ) , (7) 
donde /?(n,m){rs) representa una aproximación de Padé tal como se definió en la sección 
anterior; r € R+; es decir, r será considerado como un número real positivo fijo. Con la 
consideración anterior, el sistema dinámico retardado se puede expresar mediante el siguiente 
diagrama de bloques: 
U(s) G(s) 
Figura 3.2 Diagrama de bloques del sistema aproximado. 
donde = n(s)/d(s) es la función de transferencia del sistema sin considerar el retardo. 
Nuestro interés será realizar una comparación entre diferentes aproximaciones de Padé, con 
el fin de proponer la que tenga mejores propiedades. Es claro que para poder realizar una 
comparación entre diferentes aproximaciones es necesario analizar el error que la salida del 
sistema aproximado presenta con respecto a la salida del sistema original; este error es ex-
presado por la siguiente relación: 
E(s) = Y(s)~Y'(s) 
donde Y(s) y V*(s) son las salidas del sistema original y el aproximado, respectivamente. 
El error también se pude representar mediante el siguiente diagrama de bloques: 
Figura 3.3 Diagrama de bloques del error del sistema aproximado. 
La relación que existe entro el ^rror y la entrada está determinada por la siguiente ecuación: 
E(s) = (e Ta - V » o M ) (8) 
el objetivo será reducir este error mediante el uso de diferentes aproximaciones de Padé. La 
norma que será considerada para poder hacer comparaciones entre diferentes aproximaciones 
será la norma L x definida en el dominio de la frecuencia; es decir: 
IIECMIIoo = max I E{jüj) \ u) 
donde: 
I E{ju>) H - V."0(¿™) II G{juj)UÜu>) | 
nótese que la norma del error esta en función de la aproximación del retardo h(n,m)($), de 
tal forma que modificando esta aproximación se puede obtener una reducción del error. Es 
importante hacer notar que el error | E(ju>) | también depende de j G(ju)U{ju) |, por lo 
tanto, al reducir el término | e~ÍTU — hfn)Tn)(jTü;) | no necesariamente se reducirá el error, a 
menos de que esta reducción sea válida para todo valor de u . 
3.3.2 Análisis del Error de la Aproximación de Padé 
Como se mencionó en la sección anterior, es posible reducir el error modificando la aproxi-
mación de Padé. En esta sección se presentará una comparación entre las siguientes aproxi-
maciones de Padé: 
fyl,2) (TS) 
1-.12TS + ±{TS)* 
l + l r s + é ( r s ) 2 
l - i r s 
l + f r s + | ( r s ) 2 
donde la aproximación /i(2,2)(t<s) representa una aproximación de Padé de grado relativo 
0 que es el tipo de aproximación que más se utiliza para aproximar el retardo en un sistema 
dinámico retardado, ver [31]. La comparación, como puede observarse, será con una aprox-
imación de grado relativo igual a 1. Ahora se verificará el valor absoluto del error entre las 
dos aproximaciones anteriores: 
Ei = | - h(2a)(jru) \ 
E2 = | e~jruj - h(l¡2){jTüj) | 
considerando - = 1; las gráficas de Ex y E2 para un rango de oj G [0,25] tienen la siguiente 
forma 
Figura 3.4 Gráfica del valor absoluto del error. 
de la gráfica anterior se puede notar que el error es menor que el error K) para diferentes 
intervalos de frecuencia; por lo tanto la norma infinito del error entre las diferentes aprox-
imaciones tiene diferentes valores y entonces es posible obtener una mejor aproximación si 
se cambia el grado de la aproximación de Padé. Desafortunadamente el error depende di-
rectamente del término | G(juj)U{juj) |; es decir de la función de transferencia y del tipo de 
entrada al sistema por lo que no se puede establecer un resultado que establezca cual es la 
mejor aproximación. 
Aunque no es posible determinar una aproximación que reduzca el error, si se puede reducir 
una cota superior de éste; lo anterior se puede verificar mediante la siguiente relación: 
< ||e- jV" - A(„ im)(jrW)|U||G(jü;)E/0^)lloo 
donde 7(n.m) es la norma del error de la aproximación del retardo, nótese que 7(n,m)|]CV(jíw) 
U(juj) ||oo determina la cota superior del error de la aproximación y entonces si se reduce el 
valor de 7(n.m) la cota superior también será reducida. Es importante mencionar que la 
reducción de la cota superior no implica necesariamente la reducción en el error de la aprox-
imación, por lo que la reducción del error sólo será efectiva cuando esta cota sea alcanzada. 
De la gráfica de la figura 3.4 se puede verificar que 7(!]2) < 7(2,2) y entonces si la condición 
II^Ü^-Oíloo = 1(1.2)IIGO'aiJC/Qtj)!!*. se cumple, el error de la aproximación h{ 1,2) (T,s) es más 
pequeño que el error de / Í (1 ] 2)(TS) . A continuación se muestra una tabla donde se determina 
la norma del error para diferentes aproximaciones de Padé considerando r = 1. 
C A P I T U L O 4 
Estabi l idad Robus ta de P lan tas In ter -
valo con Reta rdo 
4.1 Introducción 
Uno de los primeros resultados relacionados con plantas intervalo fue publicado en [9]; 
en donde se presentan condiciones necesarias y suficientes de estabilidad robusta para un 
sistema dinámico representado por plantas intervalo; el resultado principal considera sis-
temas dinámicos multivariables, los cuales pueden tener m entradas y una salida o mía 
entrada y m salidas; de tal forma que su ecuación característica sea de la forma 6 = 
Pi{$)Qí(-s) + . . . + Pm{s)Qm{s), donde P¿(s) son polinomios fijos y Qi(s) son polinomios 
intervalo. El método sugerido en el artículo anterior consiste en la verificación de estabilidad 
de m4m aristas que se definen en función de los polinomios de Kharitonov asociados al numer-
ador y denominador, las cuales están formadas por combinaciones convexas entre polinomios 
que pertenecen a la misma familia; para el caso particular de una entrada y una salida, m = 2 
y entonces el número de aristas que es necesario verificar es de 32. Este resultado simplifica 
la verificación de la propiedad de estabilidad robusta: sin embargo, la cantidad de aristas que 
es necesario verificar aún lo hace complicado. Otro resultado que apareció posteriormente 
fiie publicado en [6]; quienes obtienen también condiciones necesarias y suficientes para el 
problema de estabilización de plantas intervalo de mía entrada y ima salida; la principal 
restricción es que consideran solamente controladores de primer orden y la ventaja es que 
obtienen resultados en base a puntos extremos, al igual que el resultado de Kharitonov [29]; 
para el caso de plantas intervalo, el número de polinomios extremo que es necesario verificar 
es de 16 y son las combinaciones entre los polinomios de Kharitonov del numerador y de-
nominador de la planta intervalo. Estabilidad y estabilización de plantas intervalo ha sido 
un problema de gran interés y se han extendido también a sistemas dinámicos no lineales; 
algunos resultados relacionados con este tipo de sistemas son presentados en algunos artículos 
como[10]; quienes tratan el problema de "Lur'e" considerando plantas intervalo en la parte 
lineal del sistema dinámico. 
donde Q y R definen el conjunto de vectores cuyos elementos son los coeficientes del 
numerador y denominador respectivamente; <_o decir: 
Q = {q e R m : q r < f l . < í . + } 
R = {r € R" : < r, < r*} 
La familia que forma mía planta intervalo será definida como sigue: 
g = {G(s ,q,r): q e f t r e i í } (?) 
donde se establece la suposición de que la familia Q sea estrictamente propia; es decir, 
que m < n para todo elemento de la familia Q. Para describir el problema de estabilización 
robusta de plantas intervalo es necesario presentar el siguiente diagrama de bloques. 
Figura 4.1 Diagrama de bloques de una Planta Intervalo. 
don4feC(s) y Q representan una controlador fijo y una planta intervalo respectivamente; 
considesaodo que el controlador tiene la siguiente estructura : 
c w -
doiufe Nc(s) y Dc(s) son polinomios de grado p y v respectivamente, con la condición 
p < v, «gonces, el objetivo es encontrar un controlador C(s) que logre estábil)'/.oí c! sistema 
de coníasá en lazo cerrado de la figura 4.1 para todo G(s) 6 Q. Es claro que la estabilidad 
robusta del sistema en lazo cerrado presentado en la figura 4.1 está determinada por la 
siguieiSe ecuación característica: 
p(S ,q , r ) = Nc(s)N(s,q) + Dc(s)D(s, r) (3) 
esta ecuación característica representa una familia de polinomios que será definida de la 
siguiente forma: 
P E { p ( s , q , r ) : q e Q ; r G Í ? } (4) 
como se puede observar, el problema de estabilización robusta de plantas intervalo es 
equivalente a que la familia de polinomios V sea estable. La principal diferencia entre la 
ecuación característica (3) y un polinomio intervalo normal, es que ésta es una suma de dos 
polinomios intervalo en el cual cada uno de ellos está multiplicado por un polinomio fijo, lo 
anterior provoca ima modificación en el análisis, la cual será presentada en la sección 4.1.3. 
4.1.2 Plantas Intervalo con Retardo 
Esta sección define el problema de interés de este capítulo, que es el problema de estabilidad 
robusta de plantas intervalo con retardo intervalo. Este, a diferencia del problema original 
de plantas intervalo, considera un retardo e~TS donde r tiene incertidumbre de tipo intervalo 
además de la planta intervalo, tal como se presenta en la siguiente definición: 
DEFINICION 4.2 Las plantas intervalo con retardo son sistemas dinámicos que tienen la 
siguiente estructura: 
V q e g , r e R , r e [ o , w ] 
D(s, r) 
la configuración del sistema dinámico que se considerará se presenta en la siguiente figura: 
Figura 4.2 Diagrama de bloques de ima planta intervalo con retardo. 
donde Ç define nuevamente im familia de plantas intervalo como en (2). Nótese que la 
configuración anterior no tiene controlador, ya que el problema será de análisis de estabilidad 
robusta y no de estabilización. La estabilidad del sistema dinámico presentado en el diagrama 
de bloques de la figura 4.2 está determinada por la siguiente ecuación característica: 
p(s ,q.r ,e r s) = D(s, r) + N{s, q)e -ra (5) 
donde D(s, r) y N(s, q) son los polinomios intervalo definidos en (2) y en este trabajo se 
considerará que el retardo de tiempo r es mi parámetro con incertidumbre de tipo intervalo. 
Entonces, el sistema anterior representa una familia de cuasi-polinomios que será definida de 
la siguiente forma: 
el objetivo principal de este capítulo será obtener un método que garantice condiciones 
necesarias y suficientes de estabilidad robusta para la familia de cuasi-polinomios VT• Este 
método está basado en la construcción del "valué *et" para la familia VT y en base a éste, 
obtener los resultados de estabilidad robusta aplicando el teorema de exclusión del cero; para 
esto se requiere suponer que al menos im elemento de la familia VT es estable. Con el objeto 
de simplificar la construcción del "valué set" de la ecuación característica (5), se introducirán 
una serie de propiedades relacionadas con el problema de plantas intervalo. 
4.1.3 Propiedades del valué set para Plantas Intervalo 
Debido a que la estabilización de plantas intervalo se puede plantea^ como un problema 
de estabilidad robusta de la ecuación característica (3), que está formada por la suma de 
dos polinomios intervalo; entonces se utilizará el resultado de Kharitonov, para lo cual es 
necesario definir los siguientes polinomios: 
como se puede observar, los polinomios anteriores Nt(s) y Dt(s) (i = 1,2,3,4) son los poli-
nomios de Kharitonov del numerador y denominador de la planta intervalo respectivamente. 
El "valué set'' de un polinomio intervalo para cada frecuencia wo 6 M es mi rectángulo cuyos 
vértices son lo^ polinomios de Kharitonov; tal como se muestra en la figura 4.3, ver [3]. 17]: 
VT = {p(5,q,r,e-rs) : q € Q;r € R\r G [0, w ] } (6) 
= 9o +<lis + (l2s- + . 
^2 00 = Qo + q i S + q;s2 + . 
^ 0 0 = q o + q t s + Q2S2+qzS3 + . 
^ 0 0 = % + q t $ + &s 2 +qzs 3 + . 
Di00 = - f r ~ s + r^s2 + r j s 3 - | - . 
Ai(s) = ro + r f s + r2~v2 + r f s 3 + . 
D3{S) = RJ + r f s + r2 -FR^S3 + . 
Dí(s] = +rfs-¡-r^s2-¡-r^s* + . 
o 
Im 
Re 
Figura 4.3 Valué set de un polinomio intervalo. 
donde los vértices del rectángulo n¿ están formados por los polinomios de Kharitonov, ya 
sea del numerador o denominador de la planta intervalo; es decir: 
Vi = Ni{jujo) ó Vi = Di{juo) i — 1,2,3,4 
ahora, recordando la definición de combinación convexa presentada en el capítulo 2, el 
"valué set" de un polinomio intervalo se puede expresar como: 
V(wo) = Conv{Vi,V2,W3,V4} 
donde representa un punto en el plano complejo para una frecuencia fija u>o; estos pun-
tos corresponden a los polinomios de Kharitonov evaluados en un valor fijo s = ju>o- A 
continuación se presentarán algunas definiciones y operaciones básicas que pueden efectu-
arse con "valué sets" como el presentado en la figura 4.3, los cuales serán llamados "valué 
sets" rectangulares. Estas operaciones y definiciones se presentan con el fin de simplificar la 
demostración de los resultados obtenidos. 
D E F I N I C I O N 4.3 (Suma Directa) La suma de dos valué sets se define como: 
Vi(w0) + ViM = {p = pi +P2 : Pi€Ví(wo); p2 € 
D E F I N I C I O N 4.4 (Producto Escalar) El producto de un término escalar por el valué 
set se define como: 
3V("o) = {P - PPi • PeC;Ple V(u;0)} 
es importante mencionar que el producto de un factor escalar por el "valué set" evaluado 
en una frecuencia fija OJO amplifica y rota el "valué set" original; el incremento en el tamaño 
del "valué set" es determinado por | 0 \ y el ángulo de rotación lo determina Z/3. Entonces, 
el "valué set" de un polinomio intervalo, para ima frecuencia fija multiplicado por un 
término escalar queda como se muestra en la siguiente figura: 
Re 
Figura 4.4 Value set multiplicado por un factor escalar. 
donde los vértices del rectángulo girado (i = 1,2,3,4) son los polinomios de Kharitonov 
evaluados en s = juo, pero en esta ocasión no están ordenados como en la figura 4.3; es decir, 
vi puede ser cualquiera de los cuatro polinomios de Kharitonov y lo mismo para v?, ü3, u4; 
lo anterior es por que el ángulo de rotación puede ser mayor a | y entonces el orden de los 
vértices es alterado. Las definiciones y resultados posteriores se harán considerando que los 
vértices de los rectángulos no están en orden, tal como se mencionó anteriormente. 
D E F I N I C I O N 4.5 Considerar dos valué sets rectangulares Vi(a>o) V ^2(^0) evaluados en 
una frecuencia fija LOQ G R y definidos como: 
entonces, se dirá que Vi(wo) V ^í^fó) están ALINEADOS para una frecuencia LJQ si, 6\ = 
#2 + fcf > donde k es un número entero y 
donde i — 1.2.3,4: vq = r4 y t>¿ = v'A. Entonces, dos "valué sets'' rectangulares están 
alineados si tienen el mismo ángulo de inclinación como se muestra en la siguiente figura. 
Vi(uJ0) = C0nv{vuv2,v3)v4} 
V2(u>o) s Conv{v[,v'2,v'3,v'4} 
Figura 4.5 Valué sets rectangulares alineados. 
por el contrario, si dos "valué sets" rectangulares no están alineados, entonces se consid-
erará que están desalineados. Si dos "valué sets" rectangulares están alineados para cualquier 
frecuencia IÚ G E; entonces, se dirá que están alineados para toda frecuencia. Con las defini-
ciones anteriores es posible presentar los siguientes resultados. 
LEMA 4.1 Sean Vi(u>o) y ^2(^0) dos valué sets rectangulares y alineados, como en la figura 
4.5; entonces, la suma directa Vi(^0) + ^(OJQ) también es un valué set rectangular formado 
por: 
ViM + V2(u>0) = Conv{Pi} V i = 1,2,3,4 
donde: 
pt = Vi + v¡ 
LEMA 4.2 Sean Vi(u;o) y V^wo) dos valué sets rectangulares y desalineados. Entonces, la 
suma directa Vi(u.o) + ^(md) es un octágono formado por: 
Vi(wo) + U(uj0) = Canv{Pi} V i = 1 , . . . , 8 
donde: 
Pi - vi + «i 
P2 = V2 + v[ 
P3 = V2 + V2 
P4=Vz+ v'2 
Pó = V3 + V'3 
P6 = VA + v'z 
Pl = V4 + v\ 
Pñ = Vi + v[ 
La suma de dos valué sets desalineados se muestra en una forma más clara a través de las 
siguientes figuras: 
Re 
Figura 4.6 Value sets desalineados. 
He 
Figura 4.7 Suma de Valué sets desalineados, 
donde los "valué sets" 4>% se obtienen de la siguiente forma: 
(px = v[ + V2(w0) 
& = V'2 + V2{UQ) 
<>2 = v'3 + V^Wo) 
<í>4 = v'A + V2(w0) 
La demostración de los lemas anteriores se obtiene en forma directa de la figura que forman 
dos "valué sets" rectangulares. De la forma que tiene la ecuación característica de una planta 
intervalo (3), se puede obtener que el "valué set" está formado por la suma directa de dos 
"valué sets" roer angulares D(s,r) y N(s,q); los cuales son multiplicados cada uno de ellos 
por un factor escalar Dc(s) y Nc{s). lo que produce en general, un "valué set" formado por 
mi octágono, como se muestra en la figura 4.7. Para el caso de mía planta intervalo con 
retardo intervalo, el "valué set" resultante es más complicado de obtener; ya que para cada 
frecuencia fija, está formado por la unión de octágonos que giran en función del valor del 
retardo, como será presentado en la siguiente sección. 
4.2 Construcción del Valué Set para Plantas Intervalo 
con Retardo Intervalo 
En esta sección se presentan los resultados que caracterizan el "valué set" de sistemas 
dinámicos representados por plantas intervalo con retardo de tiempo; con la caracterización 
de este "valué set" y la aplicación del principio de exclusión del cero en este tipo de sistemas 
dinámicos, se logra obtener condiciones necesarias y suficientes de estabilidad robusta, ver 
[45], [46], [47]. 
D E F I N I C I O N 4.6 El valué set VT{u) de la familia VT = {p(s, q, r, e" r s) : q e Q;r € 
R,T 6 {0, Tmax]} es la gráfica en el plano complejo de p(s, q, r, e~ r s) cuando s = jw; es decir: 
Vr(w) = {p(s, q, r, e~ j W) : V r £ R; q € Q; r € [0,rmax],o; € R} (7) 
Entonces, se denotará como VT(u) al "valué set" correspondiente a la familia de cuasi-
polinomios VT. El siguiente resultado simplifica la verificación de la propiedad de estabilidad 
robusta, que es una consecuencia de que los coeficientes de p(s, q, r, e~J'wr) son valuados 
realmente. 
L E M A 4.3 Considerar la familia de cuasi-polinomios VT; entonces, el valué set Vt(OJ), es 
simétrico con respecto al eje real del plano complejo; es decir: 
VT(u) = -VT{~u) 
P r u e b a . La demostración será realizada para un elemento en particular de la familia VT\ 
ya que la extensión a toda la familia se obtiene en forma directa. Considerar entonces, que 
se tiene un elemento de la familia VT\ en particular: 
p(s, q0, r0. e~^s) = N{s, r0) + D(s, q0)e'T°s 
donde: 
q0 " [ao-a^ — a „ ] ' 
ro = [6(),/>i !>„}' 
To e [ 0 , w j 
771 
N(s. r0) = J > f c s * 
k- O 
D(s.qo) =--
nótese que qo, ro, TQ son valores fijos y entonces evaluando en s = ju> se obtiene la siguiente 
expresión: 
p{juj, q0,r0IE-JTOUJ) = U{UJ) + jv(U) 
donde: 
U{<J¿) = AO — A,2U)2 + O4W4 — OGUR H 4- (i„_t«u/1 Q 
+(6[) - ò2w2 + 64cj4 - ò6cj6 + • • • + b,^0ujn~0)cos{ujTO) 
+(6iw - ò3w3 + 65W5 - b7u7 H h òTl_£o;n~/3~1 )sen(o;To) 
= aio; - a^u? + a5w5 - a7o>7 H h an_Q_iu>n~a_1 
+(6iw - 63w3 + 65W5 - b7u7 H f- 6n_ (0a; , l_ /?~1)co5(wro) 
- ( 6 0 ~ 62Ú;2 T b4o;4 - fc6cj6 + • • • + òn_^cj"~5)sen(a;ro) 
{1 si n es impar Ì 0 si n es par J 
r, _ j X si m es impar Ì 
| 0 si m es par J 
ahora, recordando que ima ftmción par f(x) es aquella que cumple la condición f ( x ) — /(—x); 
entonces, se puede verificar que ií(o;) es una función par; es decir: 
U(UJ) = (8) 
por otra parte, ima función es impar f(x) si satisface la condición f(x) = —f(—x)\ por lo 
tanto, v(u) es una función impar; es decir: 
v(u) = - „ ( - - / ) (9) 
las condiciones (S) y (9) garantizan la propiedad de simetría del "valué set" V1 (u>). 
• 
El siguiente resultado muestra una caracterización del "valué set" para el caso particular 
de la familia V. cuando ésta 110 tiene incertidumbre en los coeficientes del cuasi- polinomio y 
sólo aparece en el retardo de tiempo. Para este caso, la familia será definida como: 
Tt ~ {p(s, e"TS) = D(s) + N(s)e~TS : V r e [ 0 , w ] } (10) 
L E M A 4.4 Considerar la familia de cuasi-polinomios TR; entonces, el valué set Vt(UJ) para 
la familia <-'$tá formado por arcos de circunferencia que tienen su centro en la curva de 
Mikhailov de D(ju), con un arco igual a wrmax y radio igual a \ N(ju>) |. 
P r u e b a . La prueba será realizada suponiendo primero un valor fijo w = wo y después 
será extendida para todo u £ [0. oo). La ecuación característica de la familia T r evaluada en 
s = jujQ está dada por: 
P(M. E-*"*) = D(J CU0) + N{JUO)E-IN* 
recordando que D{ju)o) y o) representan, cada uno, un punto en el plano complejo; 
entonces, se puede expresar en forma polar como: 
= | D(jvo) I eí¿DÜW0) 
A'(i«b) = | | ^ ^ 
donde | D(ju>o) I Ia magnitud del número complejo D(joJo) y ¿D(juo) denota el ángulo 
de fase de D[j*>). Entonces, la gráfica en el plano complejo de N{jwo)e~íu°T = | N(jwo) I 
v T € [0,rmax] tiene la siguiente forma: 
¡ 
Im N(jo>0) 
N(jú>J e W 
\ ¡ Re 
Figura 4.8 Valué set de un polinomio fijo multiplicado por el retardo. 
como el "valué set" de o) es un punto fijo; entonces, el "valué set" resultante para 
p(jLJo,e~rw°) está dado por la figura 4.8 desplazada por el término fijo D(jtoo), como se 
muestra en la siguiente figura: 
Figura 4.9 Valué set del cuasi-polinomio e T,s). 
nótese que VT{uo) es un arco de circunferencia centrado en el punto D(juQ) y con un arco 
igual a üJoTmax para cada valor fijo de u0- Aliora, para todo valor de u € R, el "valué set" 
cambia el tamaño del arco y del radio de la circunferencia; también se puede observar que 
D(ju) evaluado en LO € M es la curva de Mikhailov de D(jtü) y entonces, es claro que ésta 
es el centro de los arcos de circunferencia que se forman al considerar todos los valores de 
frecuencia. El "valué set" para toda frecuencia esta dado por: 
K(W) = U„€RVT{U>) 
es decir K-(w) es la unión de todos los arcos de circunferencia que se forman para cada 
frecuencia fija; la figura del "valué set" es similar a la que se muestra a continuación: 
Re 
Figura 4.10 Valúe set de Ty para un rango de frecuencias. 
donde los puntos marcados con "*" corresponden a r = 0. 
• 
NOTA 4.1 Una característica importante del valué set VT(U)Q) es que en general, para cada 
frecuencia fija LJ0, forma un conjunto no convexo; ya que está formado solamente por arcos 
de circunferencia o por circunferencias completas dependiendo de que el valor de u>QTmay: sea 
menor o mayor que 2n. 
en seguida se extenderá el lema anterior al caso en que los coeficientes tienen incertidumbre 
de tipo intervalo; es decir, considerando la familia de cuasi-polinomios VT. Este resultado se 
apoya en las siguientes definiciones: 
DEFINICION 4.7 Considerar los cuatro polinomios de Kharitonov del denominador de la 
planta intervalo. D\(s),D2(s),Dz(s),D4(s); entonces, el polinomio intermedio será definido 
como: 
4 
M(s) = WDt(s) (11) 
4 i=i 
ahora se definirá el siguiente factor de switcheo 7, el cual será usado en la descripción del 
"valué set" que se presentará en el siguiente resultado. 
7r 
0 + 2nn < UT < - 4- 2mr 
¿I 
7T _ 
—1- 2wk < a¡T <7r + 2mr 
2 
7r -f 2mr < UT < -— + 2nir 
Zir K 2nn < UT <2w + 2wr 
2 
donde n puede ser cualquier número entero entre cero e infinito. 
LEMA 4.5 El valué set para la familia de cuasi-polinomios VT = q> r, e~TS) : q G 
Q\ r G R\ T £ [0,Tmax]} está formado por anillos centrados en la curva de Mikhailov de 
M(juj). Los anillos están formados, para cada frecuencia, por octágonos que cambian su 
forma en función del retardo; los octágonos tienen sus vértices en los siguientes puntos: 
vi+l = Di+l(ju) + Nk{jui) e-*"T (12) 
u1+5 = Di+l{jw) + Nh{ju) e-jWr 
7 = 0 si 
7 = 1 si 
7 = 2 si 
7 = 3 si 
donde: 
¿ — 0,1,2,3 
k - ( 7 + i) mod + 1 4 
h = ( j + i + 1) mod + 1 
donde la operación (x) mod ropr<sonta la operación módulo entero base cuatro de x. 
4 
P r u e b a . De la ecuación característica p(.s, q,r, e~S7") = D(s, r) + N{s,q)e~TS y de la 
definición 4.2 se puede observar que el "valué set" de VT está formado por la suma de dos 
"valué sets", en el cual uno de ellos es afectado por mi producto escalar, que en este caso es 
el término que representa el retardo. Como se mencionó anteriormente un producto escalar 
amplifica y rota la figura formada por el ''valué set", que en este caso es un rectángulo; 
el factor de amplificación, que está determinado por la magnitud del factor escalar, es en 
este caso igual a la unidad; es decir, el rectángulo permanece del mismo tamaño al ser 
multiplicado por el retardo; sin embargo, el ángulo de rotación si cambia para cada valor del 
retardo. Entonces, el "valué set" correspondiente a la parte que contiene el retardo N(s, q) 
e~TS es la miión de un conjunto de rectángulos que están rotando un ángulo que esta entre 0 
y ^ W i como se muestra en la siguiente figura: 
por lo tanto, el "valué set" de la ecuación característica p(s, q, r, e~TS) = D(s ,r) + 
N(s,q)e~Ti está formado por la suma de dos "valué sets" rectangulares que están alinea-
dos para todo valor de TUQ = (N = 0 .1 ,2 ,3 , . . . ) y están desalineados para todo valor 
ro-'o ^ ^ ; entonces, aplicando el lema 4.2 y considerando la ineertidumbre en el retardo, se 
obtiene que el "inlue set" para cada frecuencia fija U>Q está formado por la unión de octágonos 
ÁIm 
Figura 4.11 Valué set de un polinomio intervalo multiplicado por el retardo, 
donde los parámetros Si están definidos para cada frecuencia LÜQ como: 
Si = Ni(ju>o) 
¿2 = N2{ju> o) 
= N3{juo) 
<$4 = N4{juo) 
que se colapsan en rectángulos para cada valor de TUJQ = tal como se muestran en la figura 
4.12. 
Figura 4.12 Valué set de VT para una frecuencia fija u>o-
donde el rectángulo trazado con líneas discontinuas corresponde al polinomio intervalo 
formado por el denominador de la planta intervalo D(ju0, R), V r G R\ los rectángulos traza-
dos con líneas punteadas corresponden a la suma de los polinomios Di(ju>0) + N(ju>o, Q)e~rs 
(i = 1,2,3,4) y los octágonos trazados con líneas continuas están formados como: 
VTQ = Conv{vi,..., ü8} para r 
Vn = Conv{vl}... ,ug} para r 
V^ = Conv{vi,..., t/8} para r 
donde los vértices Vi del octágono, como se observa en la figura 4.12, cambian cada vez 
que el rectángulo correspondiente al denominador rota | radianes; de la misma figura, se 
puede obtener que los vértices de los octágonos están formados por: 
= 0 
= TI € [0, TMAX] 
= T2€ [0, RMAX] 
Vi+l 
donde: 
T e (0> w ] 
I = 0,1,2,3 
k = ( 7 + i) mod +1 
4 
h - (7 + 1 + l ) m o d + l 
= Dl+l(juj0) + Nk(joj0) 
= Di+1(jwo) + Nh{j"o) e~*"»T 
también de la figura 4.12 se puede observar que los octágonos giran con respecto al centro 
del rectángulo correspondiente al polinomio intervalo del denominador de la planta intervalo, 
D(]UJQ, /?); el cual está determinado por el polinomio M(s) evaluado en s = jcjQ. Entonces, el 
"valué set" para toda frecuencia u G [0, oo) está formado por anillos formados por octágonos 
centrados en la curva de Mikhailov de M(s) como se muestra en la figura 4.13. 
Figura 4.13 Value set de VT para un rango de frecuencias. 
NOTA 4.2 Como se puede observar en la figura 4-13, el valué set, en general, no forma un 
conjunto convexo y para cada frecuencia fija ÍÜQ G [0. oo) está formado por un conjunto infinito 
de octágonos que cambian su forma en función del retardo r ; por lo tanto, es complicado 
obtener condiciones de estabilidad robusta en base a puntos extremos como en el problema 
original de plantas intervalo. Sin embargo, el lema 4-5 proporciona un método para realizar 
la construcción del valué set para la familia de cuasi-polinomios VT y con la aplicación del 
principio de exclusión del cero se puede obtener condiciones de estabilidad robusta; aunque 
no en base a puntos extremos. 
4.3 Estabilidad Robusta de Plantas Intervalo con Re-
tardo Intervalo 
En esta sección se presenta la aportación principal de este capítulo, que es la aplicación del 
principio de exclusión del cero al problema de plantas intervalo con retardo; los residtados 
están basados en la construcción del "valué set" para plantas intervalo. 
T E O R E M A 4.1 Si existe al menos un elemento estable de la familia de cuasi-polinomios 
VT definida en (6); entonces, VT es robustamente estable si y sólo si, 0 ^ K-(u/) V u; € [0,oo). 
P r u e b a , la prueba está basada en la propiedad de continuidad de las raíces de la ecuación 
característica p(s, q, r, e~TS) con respecto a los coeficientes r¿ y también con respecto al 
retardo r , ver [37], [38], [55]. 
necesidad. Se asume por hipótesis que VT es robustamente estable y se demostrará que 
0 VT{UJ). La demostración se realizará por contradicción. Si 0 £ VT(w); entonces de la 
definición de ''valué set" presentada en (7), existe un elemento p(juj*, q',r',e~3"'T') € VT\ 
tal que p(ju*,q\ r*, e~ju,'T') = 0, lo cual implica que tiene al menos una raíz sobre el eje ju> 
y esto contradice la hipótesis de que VT es robustamente estable; por lo tanto 0 ^ K- in-
suficiencia. Por contradicción; supóngase que 0 ^ K(cj) y que existe un elemento 
p(s, q, r, e~ rs) 6 VT que es inestable; es decir, tiene al menos ima raíz en el semiplano derecho 
del plano complejo, con la suposición de que al menos un elemento de la familia es estable y 
aplicando la propiedad de continuidad de las raíces de la ecuación característica, lo anterior 
implica que existe un elemento p(s,q*,r*,e~T*s) G VT que tiene al menos una raíz sobre el 
eje ju>, lo cual implica que 0 € VR{W) y por lo tanto se contradice la hipótesis 0 £ VT(OJ)\ 
entonces, VT es robustamente estable. . 
• 
N O T A 4.3 El resultado original del principio de exclusión del cero considera la evaluación 
del valué set en el rango de frecuencia UJ £ R; sin embargo, con la propiedad de simetría 
del valué set de la ecuación característica (5), presentada en el lema 4-1, se puede limitar a 
oj € [0,oo); ya que si 0 VT(u) entonces por la propiedad de simetría 0 ^ VT(—u). 
Con la construcción del "valué set" se pueden obtener algunos resultados para el caso 
particular en que se tiene incertidumbre sólo en el retardo. 
4.3.1 Un Caso Particular 
Los resultados que serán presentados en esta sección, se harán bajo la consideración de que 
la ecuación característica p(s, q, r, e~rs) no tenga incertidumbre en los coeficientes; es decir, 
ahora será considerada la familia de cuasi-polinomios representada por J-T como en (10). 
C O R O L A R I O 4.1 Suponer que p{s, e~TS) es estable para r = 0; entonces, la familia de 
cuasi-polinomios Tr es robustamente estable V r G [0,oo) si y sólo si, \ N(ju) |<| D(ju>) \ V 
u> e [0, oo). 
P r u e b a . La prueba se basa en el principio de exclusión del cero presentado en el teorema 
4.1 y en la forma que tiene el "valué set" para la familia ver lema 4.2. 
necesidad. Tt es robustamente estable V t 6 [0, oo). Entonces, aplicando el teorema 4.1. 
0 $ VT(CJ): ahora, de la forma que tiene el "valué set" (lema 4.2) para la familia particular 
se obtiene que V r 6 [0,oo) está formado por la unión de circunferencias que cambian 
de tamaño en función de | N(ju) | y están centradas en la curva de Mikhailov de D(jto). 
Entonces la única forma de que 0 £ VT(u>) es que | N(ju) |<| D(jui) | V u £ (0, oo). 
suficiencia. Del lema 4.2 se puede obtener que cuando | N(juj) |<| D(ju) | V u> £ [0, oo) 
el "valué set" para la familia Tr no contiene al cero; es decir, 0 ^ Vt(cj) independientemente 
del valor del retardo; entonces, aplicando el teorema 4.1 se obtiene que T r es robustamente 
estable V t £ [0,co). 
NOTA 4.4 Este resultado coincide con el teorema de pequeñas ganancias donde la condición 
| N(juj) |<¡ D(ju) | es equivalente a tener una ganancia de lazo menor a uno, ver [24j-
C O R O L A R I O 4.2 Considerar la familia de cuasi-polinomios Tr y sea Wc = {LO £ (0, oo) : 
j N(juj) |=| D(joj) es decir, Wc es el conjunto de valores de frecuencia en el cual, la 
magnitud del numerador es igual a la magnitud del denominador. Suponer que p(s, e~~TS) es 
estable para r = 0. Entonces el retardo máximo rmax (margen de robustez) permitido para 
que la familia Tt sea estable, está dado por: 
rmax = min{r 1 . r 2 , . . . ! r í l } 
donde n representa el número de elementos del conjunto Wc y los elementos TÍ se obtienen 
como: 
Ti = i = 1 .2 , . . . ,n;V lüi € Wc u;, 
P r u e b a . La prueba se obtiene aplicando el teorema 4.1 y el lema 4.4. Si para r = 0 es 
estable; entonces, del teorema 4.1. T r es estable V r £ (0, rmax) si y sólo si, 0 ^ VT(w). De la 
forma que tiene el "valué set" para la familia la única manera de que el "valué set" pase 
por el cero del plano complejo, es que | N(ju>) ¡=| D(ju) |; por lo tanto es suficiente checar 
sólo los valores de frecuencia u, € Wc. El arco de circunferencia máximo de tal forma que 
Vr(o;) alcanza el cero es presentado en la figura 4.14. 
Figura 4.14 Valué set que pasa por cero. 
la fórmula del corolario anterior es obtenida calculando, de la figura anterior, el arco 
máximo permitido para que el "valué set" 110 contenga el cero. 
• 
NOTA 4.5 Este corolario coincide con el resultado presentado en [55]; sin embargo, éste se 
obtuvo en base a la definición del valué set para la familia ?T. Es importante mencionar que 
rm a x es el máximo retardo para garantizar estabilidad partiendo de un retardo igual a cero; 
lo anterior no implica necesariamente que p(s, e~TS) sea inestable para todo r > rm a x ; más 
aún, pudieran existir intervalos de retardo r £ b"-?7""1"] con r~ > rm a x ; tal que p(s, e~TS) sea 
robustamente estable. 
4.4 Ejemplo Numérico 
En esta sección se presentará la aplicación de los resultados obtenidos en este capítulo a un 
ejemplo numérico. Considerar la siguiente ecuación característica: 
p(s .q ,r | C -") =£>(S )+.V(S ,q) < r " (13) 
donde: 
D(s) = s5 + 7s4 19.4s3 + 26.6s2 + 18.0384s + 4.8384 
.V(s, q) = s3 + (5.8 + ?2)s2 + (11.05 + ^ ) 5 +(6.9 + qQ) 
- 1 - 8 < 9, < 1.8 0 < r < 1 
utilizando un programa condificado en MATLAB se obtiene el siguiente "valué set" para 
un rango de frecuencias u £ [0.2] con incrementos de 0.1. 
1020119973 
Ve 1ua -Set 
Re 
Figura 4.15 Valué set para ejemplo 4.4. 
aplicando el teorema 4.1 podemos concluir que la familia de cuasi-polinomios (13) es 
robustamente estable; ya que el "valué set" excluye el cero. 
4.5 Conclusiones 
En este capítulo se presentó una caracterización del "valué set" para una clase de sistemas 
dinámicos con retardo de tiempo, los cuales son representados por plantas intervalo con 
retardo en la entrada; esta caracterización permite elaborar un programa que realice la con-
strucción del "valué set" y lo presenta en forma gráfica. Con esta construcción y con la 
aplicación del principio de exclusión del cero, se puede obtener condiciones necesarias y sufi-
cientes de estabilidad robusta mediante inspección visual de la gráfica; el programa obtiene 
la gráfica del ~value set" teniendo como datos los límites mínimos y máximos que definen 
la incertidumbre en cada uno de los coeficientes 'del cuasi-polinomio y en el retardo; este 
programa se tiene disponible en las librerías de MATLAB del autor de esta tesis. 
Esta forma de analizar la propiedad de estabilidad robusta para esta clase de sistemas 
dinámicos es muy simple y una ventaja importante es que el problema es transformado 
en la verificación de una gráfica en el plano complejo; otra ventaja importante es que el 
cálculo realizado no requiere de hacer operaciones que puedan representar problemas de error 
numérico, ya que sólo se requiere realizar operaciones básicas con números complejos. En este 
capítulo se verificó la propiedad de estabilidad robusta en base a inspección visual de la gráfica 
del "valué set" y para un caso particular se obtuvo mía condición analítica para determinar 
el margen de robustez en el retardo de tiempo; sin embargo, es posible obtener condiciones 
de estabilidad robusta para el caso general en base a puntos extremos, determinados por 
elementos que pertenecen a la misma familia de cuasi-poli no mi os; lo anterior será presentado 
a continuación como un posible trabajo futuro. 
4.5.1 Trabajos Futuros 
La caracterización del "valué set" puede ser utilizada para obtener condiciones suficientes 
de estabilidad robusta; esta caracterización es de utilidad para determinar una región que 
contenga el "valué set" y determinar, en función de esta región, las condiciones de estabilidad 
robusta; la contención estricta de la región es lo que hace que 1 as condiciones sean suficientes, 
la región mencionada anteriormente se presenta en la siguiente figura: 
donde los polinomios evaluados en j^o M(jvo) y T{jtoo) se pueden obtener a partir de los 
polinomios de Kharitonov del numerador y denominador de la planta intervalo. De la figura 
anterior se puede observar que el círculo de radio | T(juJo) | y centrado en Mcontiene 
completamente el "valué set" de VT\ por lo que una condición suficiente para garantizar estar 
bilidad robusta es que esta región no contenga el cero del plano complejo. Con la sustitución 
del "valué set" original por el círculo que se presenta en la figura anterior, se pueden aplicar 
los resultados obtenidos para el caso particular presentado en la sección 4.3.1; con lo cual se 
obtienen condiciones suficientes para la familia de cuasi-polinomios que tiene incertidumbre 
en los coeficientes y en el retardo; lo anterior con la gran ventaja de que sólo se tienen que 
verificar los polinomios M(s) y T(s). La figura 4.16 muestra el círculo que contiene al "valué 
set" para una frecuencia fija sin embargo, de igual forma se puede obtener esta región 
para cualquier frecuencia u € (0,oc). Es importante notar que este método que se pro-
pone, aunque son condiciones suficientes, es menos restrictivo que el problema de estabilidad 
Wm 
Figura 4.16 Región que contiene el value set VT-
independien te del re ta rdo , ver [26] 
C A P I T U L O 5 
Estabi l idad Robus ta de Sistemas Dife 
rencia Diferencial 
5.1 Introducción 
En este capítulo se analizará una clase de sistemas dinámicos retardados más general que 
los tratados en el capítulo anterior, estos sistemas dinámicos son denominados diferencia-
diferencial Estos sistemas dinámicos tienen la siguiente descripción: 
donde AQ, AI G R™*; B G R"*1; C € Rlxn y r G R+; como se puede observar, la definición 
de los sistemas diferencia-diferencial es realizada en el dominio del tiempo, tal como se mues-
tra en la ecuación (1); sin embargo, el interés en esta tesis es trabajar con representaciones 
en el dominio de la frecuencia, por lo que será necesario su transformación. La propiedad de 
estabilidad de (1), que es el interés principal en este trabajo, está determinada en función de 
la solución de la siguiente ecuación característica: 
desarrollando la ecuación det(s/ - AQ — A\e r s) se obtiene un cuasi-polinomio que tiene 
la siguiente forma: 
x{t) = Aox(t) + A\x(t — r) + Bu(t) 
y(t) = Cx(t) 
(1) 
det(s/ - A o - = 0 (2) 
det(s/ - /io - Axe-TB) = p{s,e~TS) 
p{s,e~TS) = po{s)+Px{s)e-TS+p2(s)e 2ts+ ...+pn(s)e 
n 
- Lp«(sKkTS 
= ¿ ( ¿ ^ V " fc-0 \;=0 / 
en el cual pk{s) (k — 0 , 1 , 2 — , 7?) representan polinomios fijos que satisfacen la condición: 
deg[/Jo(,)] _ n > deg[p*(s)] V k = 1, 2 , . . . , n (4) 
la relación que existe entre la propiedad de estabilidad del sistema dinámico diferencia-
diferencial y la ecuación característica (2) es la siguiente: el sistema (1) es estable si y sólo 
si, se satisface la siguiente condición: 
det(si -A0- Aie~TS) ¿ 0 V s € C + (5) 
donde C4. índica el semiplano derecho cerrado del plano complejo: es decir, incluye el 
eje imaginario. A los cuasi-polinomios que satisfacen la condición anterior los llamaremos 
cuasi-polinomios estables: mayores detalles sobre esta condición se pueden encontrar en [25]. 
Considerando la forma que tiene la ecuación característica (2), la condición (5) se puede 
expresar como: 
V s e C + (6) 
esta condición establece que el sistema dinámico diferencia-diferencial es estable si y sólo 
si, las raíces del cuasi-polinomio (3) están todas contenidas en el semiplano izquierdo abierto 
del plano complejo. Es claro que existe una relación directa entre un cuasi-polinomio estable 
y el sistema dinámico (1) estable; por lo que se trabajará con cuasi-polinomios para obtener 
propiedades de estabilidad de sistemas dinámicos como el definido en (1). 
5.1.1 Antecedentes sobre el Problema de Estabilidad de Sistemas 
Diferencia Diferencial 
Los sistemas dinámicos diferencia-diferencial han tomado gran importancia en los últimos 
años: por lo que una gran cantidad de artículos relacionados con estos sistemas han sido 
publicados. Existen diferentes formas de plantear el problema de estabilidad para un sistema 
de este tipo; entre las diferentes formas se encuentran [39], que presentan un resultado para 
calcular el margen del retardo en base a la medida ¡i de una matriz determinada, que en 
este caso está formada por las matrices AQ y Ai del sistema (1); este resultado hace uso de 
las propiedades de la medida ¡i de ima matriz para garantizar que las relices de la ecuación 
característica (2) estén todas contenidas en el semiplano izquierdo del plano complejo; en [54] 
un análisis similar es presentado. Por otra parte, el problema de estabilización también ha 
sido abordado con gran interés- en [37] se propone una retroalimentación de estado para asig-
nar tina cantidad finita de polos de un sistema dinámico diferencia-diferencial; [40] presenta 
condiciones para que una ley de contro) de tipo retroalimentación de estado estática, logre 
estabilizar un sistema como el representado por (1) con perturbación variante en el tiempo y 
considerando saturación en la ley de control; en [32] usan la técnica de Hza para garantizar es-
tabilidad de un sistema con retardo en la entrada, cuando se le aplica una retroalimentación 
de estado. Existen muchos otros artículos que analizan este tipo de sistemas en base al 
método de Lyapunov [35], como en [51] donde se usa el método de Razumikhin para garan-
tizar estabilidad. Como se puede observar, los sistemas antes mencionados han provocado 
gran interés; la razón principal es que existen muchas aplicaciones que pueden representarse 
con esta estructura y por lo tanto su análisis es de gran importancia. En la mayoría de los 
resultados anteriores, aunque tratan casos muy generales, las condiciones que se obtienen son 
arbitrariamente conservadoras, ya que son condiciones suficientes; es por eso el gran interés 
de este trabajo en obtener métodos que simplifiquen el análisis de estabilidad y puedan re-
ducir, en forma simultánea, el conservatismo de los métodos anteriores. Realizando el análisis 
en el dominio de la frecuencia, es posible obtener resultados menos conservadores; aunque 
se consideran sistemas menos generales. Existen dos artículos básicos que tratan el prob-
lema de estabilidad robusta de sistemas diferencia-diferencial en el dominio de la frecuencia: 
[5] y [20]; estos artículos son de gran importancia en la obtención del resultado principal 
presentado en este capítulo. 
5.1.2 Planteamiento del problema de estabilidad robusta 
El objetivo de este capítulo es analizar la propiedad de estabilidad de sistemas dinámicos de 
la forma (1), cuando se considera que algunos parámetros presentan incertidumbre. Como se 
mencionó en el capítulo 2, existen diferentes formas de considerar la incertidumbre paramétrica 
en un sistema dinámico; en este capítulo se considerará que el sistema dinámico tiene incer-
tidumbre de tipo afín; es decir, que los parámetros con incertidumbre están relacionados en 
forma afín con los coeficientes de la ecuación característica. La ecuación característica (3) 
con incertidumbre afín puede ser representada de la siguiente forma: 
i 
p(s,<i,e~TS) + ) qT < < <71 (?) 
¿=i 
debido a la forma que tiene la incertidumbre, este conjunto de cuasi-polinomios también 
puede ser expresado de la siguiente manera: 
m i 
p ( a , ) = q\e"T S ) r, > 0 = 1 (8) 
i=i ¿=i 
es decir; se puede expresar como una combinación convexa de m puntos extremo p(s> q1, e~~TS); 
en el cual q* es un vector formado con las combinaciones entre los valores extremo de la in-
certidumbre q~. <?t+. El conjunto de cuasi-polinomios definido por (8) representa la ecuación 
característica de la función de transferencia de un sistema dinámico representado mediante 
el diagrama de bloques de la figura (5.1), cuando éste presenta incertidumbre de tipo afín 
en una sola de las funciones racionales G¿(s) ó Zf¿(s); esta consideración es equivalente a 
tener incertidumbre afín en una fila ó columna de las matrices AQ y A\. Una consideración 
importante en el problema de estabilidad robusta que aquí se tratará, es que también se 
incluye incertidumbre en el retardo r y ésta será considerada de tipo intervalo. Entonces, el 
conjunto de cuasi-polinomios de (8) considerando la incertidumbre intervalo en el retardo, 
forma una familia que será definida como: 
ttr = {7)(.s,r,r l - . r e \ 0 , o o } } (9) 
Entonces, el objetivo en este capítulo será obtener condiciones de estabilidad robusta para 
la familia Ti- . Es importante mencionar que la familia de cuasi-polinomios. representada por 
7ir es un caso particular del tipo de familia considerado en [5] y [20] con la diferencia que 
ahora se considera el retardo r con inccrtidumbre. 
En el resultado principal de [20] se presentan condiciones necesarias y suficientes que 
garantizan estabilidad robusta de la familia TiT) cuando el retardo r es un valor fijo. Est.c 
resultado esta en función de las aristas del cuasi-polinomio que se definen de la siguiente 
forma: 
)] = Ap(s,qfc)e-T ') + ( l - A ) p ( s ) q i + 1 ) e - T - ) (10) 
A e [0,1] k = I....J i = l,...,l-l 
el resultado principal del artículo anterior es el siguiente. 
T E O R E M A 5.1 La familia de cuasi-polinomios 7ír para un r fijo es robustamente estable 
si y sólo si. el conjunto de aristas •E/c,tb(s>7\e~T's)] es estable. 
En realidad el resultado original anterior es válido para regiones de estabilidad que sat-
isfacen ciertas propiedades, así como para tm caso más general de cuasi-polinomios; sin 
embargo, en este capítulo sólo se considerarán familias de cuasi-polinomios representados 
por (9). Del teorema anterior se puede concluir que el problema de estabilidad robusta esta 
en función de las aristas representadas por (10) y por lo tanto nuestro esfuerzo será enfocado 
en garantizar estabilidad robusta del conjunto de cuasi-polinomios definidos por las aristas. 
Este conjunto define una nueva familia de cuasi-polinomios que será representado por: 
VT = {p(s, A, e~TS) : A € [0.1]; r e [0, co]} (11) 
donde: 
p(s, A,e—) = Apoís.e-") + (1 - A)Pl(S,e"TS) 
Entonces, a partir de la siguiente sección nuestro interés principal será el obtener un 
procedimiento para verificar estabilidad de la familia de cuasi-polinomios (11). Este proced-
imiento está basado en el concepto de Guardian Maps presentado en [49] que será introducido 
en la siguiente sección. 
5.2 Introducción a Guardian Maps 
Con el fin de introducir algunas definiciones t.opológicas que serán necesarias para definir 
el Guardian Map es necesario asociar un conjunto de polinomios a un espacio vectorial. 
Lo anterior se puede realizar de la siguiente forma: un polinomio se define completamente 
en función de sus coeficientes; entonces, un polinomio p(s) = H¿Lo a t s \ se puede asociar 
a un vector a € IRn+1 formado por los coeficientes del polinomio p(s) como sigue: a = 
[oo, ai,..., an]T . donde a.n 0; posteriormente será denotado como a a todo vector asociado 
a un polinomio p{s). Por otra parte, se denotará como V" al conjimto de polinomios de 
grado n y éste se puede asociar a un espacio vectorial X formado por el conjunto de vectores 
asociados a Vn . Además, se puede definir una norma || • || sobre R n + 1 para definir un espacio 
vectorial normado. Entonces, con esta relación obtenida se pueden introducir las siguientes 
definiciones topológicas asociadas a conjmitos de polinomios. 
DEFINICION 5.1 Dado un polinomio p 6 "Pn y uno 0: entonces, una esfera abierta de 
polinomios centrada en el polinomio p(s) = £r=o a»s' se como: 
i=O 
DEFINICION 5.2 Sea V C Vn: entonces, un polinomio p' € Vn se dice que es un poli-
nomio interior de V, si existe un e > 0 tal que: 
Sa(p*,e)cV 
es decir, el conjunto de todos los polinomios que están a una distancia menor que £, están 
totalmente contenidos en V. 
o 
El conjunto de polinomios interiores de V será denotado como 
o 
D E F I N I C I O N 5.3 Un conjunto de polinomios V C Vn se dice que es abierto siV = V-
Usando la propiedad de continuidad de las raíces de im polinomio con respecto a sus 
coeficientes, se puede asociar un conjunto abierto de polinomios con un subconjunto abierto 
de puntos en el plano complejo, en el cual están contenidas todas las raíces del conjunto de 
polinomios; por lo tanto el conjunto de polinomios estables es un conjunto abierto. 
DEFINICION 5.4 Sea V un conjunto de polinomios de grado n. Entonces, un polinomio 
p* G Vn se dice que es un polinomio cerradura de V, si para todo e > 0, existe un polinomio 
peV tal que: 
IIa* - a|| < e 
El conjunto de todos los polinomios cerradura será denotado como V = V-
DEFINICION 5.5 Un conjunto de polinomios V es cerrado si V = f>. 
Usando nue\-ament,e la propiedad de continuidad, se puede verificar que el conjimto de 
polinomios cerradura del conjimto de polinomios estables, es el conjunto de polinomios que 
tienen sus raíces en el semiplano izquierdo cerrado del plano complejo. 
D E F I N I C I O N 5.6 Sea V el conjunto de polinomios de grado n y sea p"(s) un polinomio de 
grado n (no necesa, Lamente perteneciente aV), el cual tiene asociado un vectora.*. Entonces, 
el conjunto de polinomios frontera de V se define de la siguiente forma: 
dV ~ {p* e Vn : Sa{p*,e) C\V s a ( p , e ) n r ¿ 0 V £ > 0} 
donde dV denota el conjunto de polinomios frontera y Vc indica el complemento de V. 
Los polinomios frontera del conjunto de polinomios estables está determinado por el con-
junto de polinomios que tienen al menos una raíz en el eje jcj. Como se puede observar, 
asociando los polinomios a un espacio vectorial normado a través de los vectores a definidos 
en función de los coeficientes del polinomio, se pueden definir algunos conceptos topológicos. 
5.2.1 Definición del Guardian Map 
Con las definiciones anteriores es posible introducir la definición del Guardian Map, que 
será utilizado para obtener condiciones de estabilidad robusta, cuando se considera un tipo 
especial de inc.ertidiunbre paramétrica, ver [49]. 
D E F I N I C I O N 5.7 Sea v : Vn —> R una transformación que mapea el conjunto de poli-
nomios de grado n en los reales. Entonces, v se dice que es un Guardian Map del conjunto 
de polinomios V <zVn, si v(p) f O V p(s) 6 V y v(p) = 0 V p(s) € &P. 
Esta definición es de gran importancia; ya que con la propiedad de continuidad de las 
raíces de un polinomio con respecto a sus coeficientes, el problema de estabilidad robusta 
puede ser expresado en función de algún Guardian Map definido. Una serie de Guardian 
Maps fueron obtenidos para diferentes conjuntos de matrices y polinomios; entre los cuales 
se encuentra el sigidente resultado. 
L E M A 5.1 Sea el conjunto de polinomios estables con coeficientes reales que tienen la sigu-
iente forma: 
p{s) = ansn + an-lsn~l + .., + a^ + OQ 
entonces, v : p —* det[#(p)] es un Guardian Map del conjunto de polinomios de la forma 
p(s). Donde H(p) es la matriz de Hurwitz asociada a un polinomio p(s). 
La demostración de este resultado se obtiene en forma directa aplicando la fórmula de 
Orlando, ver [21]: 
det[ií(p)] = ( - l j ^ a r ' o o ¡ I + 
l<i<fc<n 
donde x, son las raíces de p(s). Las definiciones y conceptos anteriores serán aplicados para 
generar un método que determine ima forma general de analizar la propiedad de estabilidad 
robusta cuando se considera un tipo de incert.idumbre paramétrica. 
5.2.2 Aplicación del Guardian Map en Estabil idad R o b u s t a 
El concepto de Guardian Maps es una generalización y unificación de una serie de resultados 
que fueron presentados, principalmente en [19]; donde se obtiene mi método para verificar 
estabilidad robusta de combinaciones convexas de polinomios en base a una sola prueba que 
está en función del cálculo de los valores propios de una matriz especial. En esta sección será 
presentada la aplicación del Guardian Map al problema de estabilidad robusta de familias de 
polinomios definidas por la combinación convexa entre dos polinomios. El teorema principal 
que relaciona este concepto con estabilidad robusta se apoya en mía serie de definiciones 
preliminares que serán introducidas a continuación, ver [49]. 
D E F I N I C I O N 5.8 Sea V un conjunto de polinomios de grado n y sea v un Gardian Map 
de V. Entonces, v admite una representación determinante polinomial si existe una función 
f : V —> M*** tal que cada uno de los elementos de la matriz f(p) tienen forma polinómica 
y además: 
f(p) = det /(p) 
es importante mencionar que k ^ n. La definición anterior se puede verificar en forma 
más clara a través del siguiente ejemplo: 
E J E M P L O 5.1 Considerar el conjunto de polinomios V definidos de la siguiente forma: 
m 
V = { p ( s , \ ) = ^2Xp r ( s ) : A € [0,1]} 
í=i 
donde po(s) ypi(s) son polinomios fijos; entonces, u(p) = det H[p(s, A)] es un Guardian Map 
que admite una representación determinante polinomial, ya que cada uno de los elementos de 
la matriz Ii[p(s, A)] son de tipo polinómico. En este caso f(p) — H\p(s, A)]; donde H\p(s, A)] 
es la matriz de Hurwitz de p(s. A). 
D E F I N I C I O N 5.9 Sea V un conjunto de polinomios definido de la siguiente forma: 
m 
t=i 
y sea f(p) una función matricial cuyos elementos tienen forma polinómica. Entonces, ex-
cluyendo el mapeo trivial f(p) = 0, el conjunto único de matrices Fo, F i , . . . , FN tal que 
FN t^O y 
/ ü ^ - M H Í ; ^ 
¿=i 
es llamado representación matricial de f{p{s,A)). 
Un caso particular de la definición anterior es presentado en la siguiente definición. 
E J E M P L O 5.2 Sea V una familia definida de la siguiente forma: 
V s {p(s. A) = XpQ(s) + (1 - A)Pl(a) : A € [0. 1]} 
como se puede ver claramente la familia de polinomios anterior es una combinación con-
vexa de los polinomios fijos po{s) y pi(s); además, se tomará en cuenta la condición de 
que deg[po(6')] > deg[pj (s)]. Ahora se mostrará que la matriz de Hurwitz de p(s, A) es una 
representación matricial de V. 
H[p(s, A)] = / / [Ap 0( 5) + (1 - X)Pl{s)] 
= \H\p0(s)\ + (l-\)H\pl{s)] 
donde H[pi(s)] es aumentada con ceros para completar la dimensión de i/[po(s)]. Ahora, la 
expresión anterior puede ser transformada en la siguiente: 
H\p(s,X)] = H h W l + A{//[po(s)] - Hfais)}} 
= F0 + A F1 
j—o 
donde FQ = íí[pi(s)] y FX = -íf[pq(5)| — H[pi(s)}; de la última expresión se puede observar 
que H\p(s, A)] es una representación matricial de V. 
Estas definiciones son de gran importancia en la presentación del resultado principal que 
relaciona Guardian Maps con estabilidad robusta; ya que éste es expresado en función de la 
representación matricial y la representación determinante polinomial, ver [49]. 
T E O R E M A 5.2 Sea V C C abierto y sea V = {p{s, A) : A £ [0,1]} una familia de poli-
nomios de grado n descrita por la siguiente ecuación: 
p(s, A)=¿A^00 
¿=o 
Además, suponer que el conjunto de polinomios que tienen todas las raíces en V admiten un 
Guardian Map con una representación determinante polinomial u[p) = det f(p) con matrices 
F0, F ] , . . . , FN que definen una representación matricial de /(p(s, A)). Entonces, para N = 1, 
la familia V es robustamente V-estable si y sólo si, Po{s) es T>-estable y la matriz 
M(V,V) = —Fq^FI 
no tiene ningún valor propio puramente real en el intervalo [1, +00). Para N > 1 la misma 
condición se mantiene con la matriz formada como sigue: 
M{V,V) = 
0 
0 
0 
-F0'lF¡ 
0 0 
1 - 1 / 7 e - I 
0 
o 
o 
-FnlFN_z 
0 
0 
-F^Fi N —F0 — F0 Fyv-2 
como se puede observar, el teorema anterior resuelve, para N = 1, el problema de es-
tabilidad robusta de una combinación convexa de polinomios. En la siguiente sección se 
presentarán algunos resultados para las familias de cuasi-polinomios definidas en (11); estos 
resultados son basados en la técnica que se presentó en esta sección. 
5.3 Estabilidad Robusta de Sistemas Diferencia Difer-
encial 
En esta sección será presentado el resultado principal de este capítulo, que consiste en obtener 
condiciones suficientes de estabilidad robusta para una familia de cuasi-polinomios con iu-
certidumbre en los coeficientes y en el retardo. Estos resultados son apoyados en la siguiente 
definición y el teorema que se presentará después de dicha definición. 
DEFINICION 5.10 Un polinomio p(s,T) asociado a un cuasi-polinomio p(s,e~TS) será 
definido de la siguiente forma: 
2n—2i 
»=0 
p ( f i ) e - " ) = ¿ p i ( s ) c - i " 
¿=o 
las raíces de este polinomio asociado tienen una relación importante con las raíces del 
cuasi-polinomio p(s,e"TS), esta relación es presentada en el siguiente teorema publicado en 
[52], [53], 
TEOREMA 5.3 Suponer que s° = ju>° para algún valor de > 0, entonces s° = ju>° 
es una raíz de la ecuación característica p(s, e~TS) para algún valor de r > 0 si y sólo si, 
s° = juG es una raíz de p{s,T) para algún valor de T > 0. 
La prueba de este teorema esta basada en la siguiente transformación: 
e~TS = 
(1 - T$y2 
(1+TS) 
para valores de s = ju esta transformación queda expresada de la siguiente forma: 
(i~jTu,y2 
e - 3 «r = 
(1 + jTu) 
con esta transformación se puede obtener la relación entre r y T, la cual es válida en todo 
el eje imaginario ju. 
TÍO = 4tan^J {Tu) + 2mr n= 1 ,2 ,3 , . . . (12) 
esta relación fue obtenida igualando el ángulo de fase del retardo e~TS con la transfor-
mación. El teorema anterior nos permite presentar el siguiente resultado que está relacionado 
con estabilidad de sistemas con retardo. 
COROLARIO 5.1 Sea p(s.T) un polinomio asociado a p(s,e~TS) y considere H\p{s.T)] 
como la matriz de Hurwitz en función de T del polinomio asociado p(s,T); si p{s.e~rí) es 
estable para r = O, entonces p(s, e TS) es estable para todo r £ [0,00) si y sólo si: 
áet{H\p{s,T)} ^0} VT> O 
P r u e b a . Primeramente se hará notar que T = 0 corresponde a r = 0, esto se puede 
verificar de la ecuación (12) por lo que no es necesario verificar la condición para T = 0. 
Ahora, el teorema anterior muestra que p(s, T) tiene las mismas raíces sobre el eje jui que 
p(s, e~TS) para algún valor de T > 0; como las raíces de p(s, e~TS) representan una fruición 
continua de r y por hipótesis p(s, e~TS) es estable para r = 0, entonces si existe un valor 
r° > 0 tal que p(s,e~TS) es inestable, deberá existir también un valor r = r* < r° tal que 
p(s,e - T S") tiene al menos un par de raíces sobre el eje ju> y por lo tanto también existirá un 
valor T* > 0 tal que p(s, T*) tiene raíces sobre el eje juj. El det{//[p(s, T)]} es un Guardian 
Map de polinomios de dos variables que proporciona ima forma de verificar que p(s ,T) tenga 
raíces en jw. 
m 
Este resultado se puede extender al caso en que se tiene incertidumbre en los coeficientes 
del cuasi-polinomio; se asumirá que el tipo de incertidumbre genera una familia de cuasi-
polinomios V r , la cual fue definida anteriormente en (11). El siguiente resultado hace la 
consideración de que el polinomio p(s, A, T) asociado a p(s, A, e~TS) se define como: 
p(s,X,T) = Apo(s,T) + (1 - A ( 1 3 ) 
y además: 
Po ( s ,T) = ¿ P i ( s ) ( l - Ts)2 ' ( l + Ts)2n~2i 
i=o 
m 
PÁ^T) = "£li(s)( 1-Ts)*(l+Ts)2m~2i 
i~0 
estos últimos dos polinomios están asociados apo(s,e - T S) = £L iP¿ ( s ) e ~ t r s Y Pi(s> e~TS) = 
IZi^i h{s)e~tTS respectivamente; ahora, los polinomios considerados en (13) son definidos como 
sigue: 
Po(s,T) = p0(S ,T)( l + TV)2<r-"> 
PÁ^T) = p^T^l + T s ) 2 ^ 
donde r = max(m, n); nótese que la incertidumbre en los coeficientes aparece en el término 
A. Con estas definiciones es posible postular el siguiente resultado. 
T E O R E M A 5.4 Considerar la familia de cuasi-polinomios VT; es decir una combinación 
convexa de cuasi-pohnomios con retardo variable. Suponer también quepo(s, e~TS) y pi(s, e~TS) 
son estables para todo valor de retardo r £ [0,oo). Entonces, la familia de cuasi-polinomios 
VT es robustamente estable para todo valor de r € [0. cc) si y sólo si: 
& {^_1[po(s,T)]Jí[pi(s,T')]| i (-oo, 0] V T € (0,oo) 
P r u e b a . Primero, es necesario recordar que la familia de cuasi-polinomios VT fue definida 
como: 
p{s,\e~TS) = Ap0(s,e~TS) + (1 - A)P l(s,e-T S) 
ahora, considerando la suposición del teorema; po(s, e -TS) y pi(s,e_ T S) estables para todo 
valor de r 6 [0, oo); entonces, la estabilidad de la familia de cuasi-polinomios VT es garan-
tizada si p(s, A, e"TS) no tiene raíces sobre el eje imaginario para algún valor de A € [0,1] y 
r (E [0, oo). Aplicando la propiedad presentada en el teorema 5.3, se obtiene que p(s, A, e~TS) 
tiene raíces sobre el eje imaginario para algún valor de A 6 (0,1] y r € [0, oo) si y sólo si, la 
siguiente ecuación también tiene sus raíces sobre el eje imaginario: 
ffM,D = Ap„ ( . , A, + ( 1 - \)pi [s, X, ( i ^ f ) 2 ) 
la ecuación anterior es equivalente a la siguiente: 
n , -i "i /I '~n.>.2i 
las raíces de la g(s, A,T) son iguales que las raíces g(s, X,T)(l-\-Ts)2r donde r = max(n,m); 
esta operación produce un nuevo polinomio que denotaremos como h(s, A, T) y tiene la sigu-
iente forma: 
h(s,X,T) - Aíl+ra^-^fttsXl-Tafíl+rs) 2n—2i i - i s) \í~r J. a) 
1 = 0 m 2 r - 2 m ^ „ /„Ui T^^i/ i , OH \2r7i-2t + ( i - A)(i + r s ) r - 2 m ^ 5 t ( 5 ) ( i - (i + Ts) 
i=C 
h(s,XtT) = X(l + T8)^2^{8iT) + [l-\){l + Ts)*r-2mp1{siT) 
h(s, X,T) = Xp0(^T) + {l~X)p1{s,T) 
h(s, X.T) = p(s, X.T) 
por lo tanto p(s, X,T) tiene las mismas raices sobre el eje imaginario que p(s, A, e~ r s); para 
algiin valor de T 6 (0, oo) y A € (0,1]. Ahora, siguiendo el mismo procedimiento del corolario 
anterior, p(s, X. T) tiene raíces sobre el eje imaginario si y sólo si: 
det{i?[p(s, A,T)]} ^ 0 V T > 0 y A € [0, l] 
sustituyendo términos en la ecuación anterior: 
det{ff[p(s, A,T)]} = det{K[Apo(S,T) + (1 - AJpi&T1)]} 
donde, sin pérdida de generalidad se supondrá que deg[pQ(s, T)) > deg[p1(s,T')] y que la 
matriz de Hurwitz es completada con ceros en caso requerido para igualar la dimensión de 
las matrices. Con las consideraciones anteriores la ecuación anterior se puede expresar de la 
siguiente forma: 
det{Íí[p(s, A,T)} - det{Aií[po(5,r)] + (1 - A) / / ^ ( s ,T ) ]} 
= d e t { ( l - A ) / / [ p o ( 5 í T ) ] } d e t { r ^ / + ií '1[po{S ,T)]H[p1(S ,T)]} 
nótese que el det{(l — A)ií[po(s,T)]} 0 por suposición del teorema y entonces: 
áet{H\p(s, A,T)} ¿ 0 d e t l ^ / 4 - ^ [ p o C s , T ) ] ^ ^ , T)]} 
para valores deA = OyA = l l a prueba es trivial por la suposición realizada en el teorema, 
por lo que sólo falta verificar para valores A 6 (0,1); entonces: 
det{H[p(s, A,T)} ^ 0 ^ í f ^ o ^ T ^ Í p x ^ r ) ] } £ (-oo,0] V T > 0 
• 
cuando se obtienen propiedades de estabilidad haciendo la consideración anterior, se dice 
que el sistema es estable independiente del retardo, ver [14], [27], [28], [50]. 
N O T A 5.1 Los insultados presentados en esta sección son semejantes al presentado en 
función de un Guardian Map con representación matricial; de hecho la condición presen-
tada en estos resultados es, precisamente, la condición de estabilidad robusta presentada en 
el teorema 5.2, con la diferencia que ahora, F¿ son matrices en función de una variable T; lo 
cual incrementa el grado de complejidad para su cálculo. 
El hecho de que la transformación de p(s, e~rs) en el polinomio p{s,T) sea válida sólo 
sobre el eje imaginario j&, impide la definición de im Guardian Map de cuasi-polinomios. 
Algunos artículos como [12], [13], [50] han definido este Guardian Map en función de una 
suma Kronecker de las matrices y Ai del sistema dinámico (1); sin embargo, de esta forma 
es muy complicado poder verificar los resultados obtenidos. 
5.4 Ejemplo 
El método anterior será aplicado al siguiente ejemplo para verificar la propiedad de estabili-
dad; considerar que se tiene el siguiente sistema dinámico: 
¿(£) X 
O 1 
- 1 - 1 
x(t) + 0 q O - 1 
x(t - r) 
como se puede observar, es un sistema dinámico diferencia-diferencial; el cual se consid-
erará que tiene incertidumbre en el parámetro q 6 [0,2] y el retardo r € [0. oo). La estabilidad 
del sistema dinámico anterior es determinada por las raíces de la siguiente ecuación carac-
terística: 
' ' A A W o ^ H det si -
desarrollando esta ecuación se obtiene el siguiente cuasi-polinomio: 
p{s, e~TS) = s2 + s + 1 + {s + q)e'Ta q € [0,2], r e [0, oo) 
este cuasi-polinomio se puede expresar como mía combinación convexa entre dos cuasi-
polinomios fijos de la siguiente forma; 
A,c-") - APo(s,e-TS) + ( l -A) P l { S , < r T S ) V A e [0,1] y r e [0, co] 
PO{s,e~TS) = s2 + s + 1 + {s)e~TS 
Pl(s,e~TS) = s2 + s + 1 + (s + 2)e~TS 
esta expresión es obtenida realizando el siguiente cambio de variable: 
para aplicar el teorema (5.5) es necesario obtener los polinomios asociados po(s,T) y 
Pi(s, T); aplicando la definición de estos polinomios se obtiene: 
p0(s,T) = rV + (2r2 + 2T)s3 + (r2 + i)s2 + (2r + 2)s + i 
p^s^T) = T2sA + (2T2 -¡- 2T)s3 + (3T2 + l)s2 + (2 — 2T)s + 3 
las matrices de Hurwitz asociadas a los polinomios anteriores son: 
2 T2 + 2 T 2 + 2T 0 0 ' 
T 2 T 2 + l 1 0 
0 2 T2 + 2 T 2 + 2T 0 
0 T2 T2 + i 1 . 
2T2 + 2T 2-2T 0 
T2 3T2 +1 3 
0 2 T2 + 2 T 2 - 2T 
0 T2 2 T2 + 2 T 
H\po(s,T)} = 
se puede verificar que a f / / " 1 [p0(s,T)]H[p!(s,T)]) e ( - 0 0 , 0 ] para T = por lo tanto 
el sistema 110 es robustamente estable para todo r 6 [0,oo). 
5.5 Conclusiones 
En este capítulo se presentaron algunos métodos que sirven para verificar la propiedad de 
estabilidad robusta de combinaciones convexas entre dos cuasi-polinomios. Este resultado 
se puede aplicar para verificar las aristas de una familia de cuasirpolinomios formada por 
combinaciones convexas de m cuasi-polinomios fijos y por lo tanto se puede extender al 
caso de sistemas diferencia-diferencial con incertidumbre paramétrica de tipo afín en una 
de las filas ó columnas de las matrices A) y M- La principal aportación en este capítulo 
fiie la consideración del retardo con incertidumbre. El principal problema del método aquí 
presentado, es que en ocasiones es difícil realizar la prueba del cálculo de los valores propios 
para diferentes valores de T\ por lo que resulta necesario obtener una forma más simple de 
verificarlo. 
C A P I T U L O 6 
Aplicaciones en Procesos Físicos 
6.1 Introducción 
En este capítulo serán analizados dos proceso físicos que tienen gran aplicación en la in-
dustria, como lo es el sistema de control de nivel hidráulico y el reactor químico. Estos 
sistemas serán analizados para garantizar la propiedad de estabilidad robusta cuando pre-
sentan incertidumbre paramétrica, la cual es reflejada como incertidumbre intervalo en los 
coeficientes de la ecuación característica y el retardo de tiempo que presentan estos procesos. 
El retardo de tiempo que aparece en algunos procesos causa grandes complicaciones en su 
análisis, por lo que es necesario introducir nuevas metodologías con el fin de simplificarlo; lo 
anterior es la motivación principal de presentar este capítulo, además de justificar en cierta 
forma los resultados teóricos obtenidos. Los modelos matemáticos de los procesos físicos, 
en el cual se basa nuestro análisis, fueron obtenidos de bibliografía que será refereuciada 
posteriormente. Los modelos se obtuvieron bajo diferentes suposiciones, de tal forma que 
su estructura matemática coincide con el tipo de sistemas que fueron considerados para el 
análisis en los capítulos anteriores. Es necesario mencionar que este tipo de sistemas no son 
considerados en su forma más general, ya que no se toman en cuenta todos los aspectos que 
afectan el comportamiento dinámico del proceso; sin embargo, las mismas consideraciones 
son realizadas en la industria. 
6.2 Sistema de Control de Nivel Hidráulico 
El sistema de nivel hidráulico presentado en la figura 6.1 será considerado para su análisis en 
esta sección, este es un sistema de control típico que presenta retardo de transporte debido 
al tiempo que tarda el líquido en pasar a través de la tubería; este sistema de control fue pre-
sentado originalmente en [56] y [36] donde fueron obtenidos los modelos matemáticos de cada 
uno de los componentes del proceso: sin embargo, nuestra aportación será la consideración 
de incertidumbre paramétrica. 
Figura 6.1 Sistema de Nivel Hidráulico. 
El sistema anterior consiste en controlar el nivel del líquido h depositado en el tanque; 
el nivel es controlado mediante la dosificación del flujo de líquido en la entrada y la salida 
mediante las válvulas, tal como se muestra en la figura 6.1. Los elementos que presentan 
un comportamiento dinámico en el proceso anterior son: la válvula que permite la entrada 
del líquido al tanque, el tanque y el elemento sensor que en este caso está formado por el 
flotador; cada uno de ellos es representado por la siguiente función de transferencia, ver [36]: 
G.( . ) = 1 0 s + 1 
- ¿ T í 
Gf{s) = 9 s2 - 3s + 9 
donde Ga{s), Gt{s). G/(s) son: la función de transferencia del actuador, tanque y flotador, 
respectivamente. Como se mencionó anteriormente, existe un retardo de tiempo entre la 
apertura de la válvula y la parte final del tubo donde sale el líquido de alimentación, tal 
como se muestra en la figura 6.1. En este caso el retardo de tiempo r depende de la distancia 
d, el área transversal de la tubería de alimentación A y la velocidad del fluido v; es decir 
r = dA/v. Por lo tanto el sistema de control de nivel hidráulico se puede representar mediante 
el siguiente diagrama de bloques: 
ganador retardo tanque 
flotador 
Figura 6.2 Diagrama de bloques del sistema de control de nivel. 
r(t) es el nivel deseado y y(t) es el nivel real del tanque. Dado que nuestro interés es 
el análisis de estabilidad del sistema anterior, entonces será necesario obtener la función de 
transferencia de lazo cerrado. 
Y{s) 31.5(s2 + 3s + 9)e~TJi 
R(s) " 30s4 + 121s3 + 364s2 + 282s + 9 + 283.5e~TS 
por lo tanto la estabilidad del sistema anterior está determinada por la siguiente ecuación 
característica: 
p(s, e~TS) = 30s4 + 121s3 + 364s2 + 282s + 9 + 283.5e"rs 
el retardo r depende de la longitud de la tubería así como de la velocidad del fluido v 
por lo que un cambio en cualquiera de estos términos produciría un cambio en el retardo 
de tiempo r; un cambio en la longitud del tubo sería muy poco probable, sin embargo la 
velocidad del fluido si es factible de cambio. La primera consideración que se hará para iniciar 
el análisis de estabilidad será que el retardo presenta incertidumbre y se puede expresar como 
r € (0, Tmaxj. Uno de los problemas interesantes es determinar el máximo valor de rmax para 
el cual el sistema físico permanece estable; para esto serán utilizados los resultados obtenidos 
en la sección 4.3.1. Entonces, expresando al ecuación característica de la misma forma que 
en 4.3.1 obtenemos: 
p(s, e~TS) - D(s) + N{s)e~TS 
D(s) = 30 s4 + 121s3 + 364s2 + 282s + 9 
N(s) = 283.5 
se puede verificar que la condición del corolario 4.1 no se satisface por lo que el sistema no 
es estable para todo valor de retardo r > 0; por lo tanto es necesario aplicar el corolario 4.2 
para determinar el máximo retardo permisible. Para esto se tiene que encontrar el conjunto 
VVC = {üj e [0,oo) :| N(ju) |=| D(ju) ¡}; se puede notar que N(s) y D(s) evaluados en joj 
tienen la siguiente forma: 
N{ju) = 283.5 
D(juj) = (30w4 - 364w2 + 9)+j{282u - 121u>3) 
por lo que el conjimto queda determinado: 
Wc = {w! = 0.8356} 
entonces: 
tt + ZAT(jlji) - ¿ D i M ) 
Ti = 
(jJl 
donde: 
K{jui) = 283.5 
D{jwi) = -230.51 +J165.04 
realizando las operaciones anteriores se obtiene que Tx = 0.7436 por lo que el retardo 
máximo, aplicando el corolario 4.2, será igual a rmax = 0.7436; ía hipótesis del corolario se 
satisface ya que el sistema de nivel de líquido es estable cuando el retardo es igual a cero. 
Entonces para que el sistema de nivel hidráulico permanezca estable, el retardo de tiempo 
deberá estar dentro del siguiente intervalo r € [0,0.7436). Las unidades del retardo de tiempo 
depende de las unidades que se consideren en el sistema físico; por ejemplo, si se considera 
lina distancia fija en la longitud del tubo de alimentación de 5 m, el área transversal del tubo 
igual a 1 m2. entonces para asegurar estabilidad en el sistema es necesario garantizar que la 
velocidad del fluido sea superior a 6.724 7n3/min. Los resultados obtenidos anteriormente 
pueden verificarse mediante la respuesta transitoria del sistema de control en lazo cerrado 
para diferentes valores del retardo de tiempo, cuando se le aplica una entrada r(t) de tipo 
escalón unitario. 
R e s p u e s t a T r a n s i t o r i a 
Figura 6.3 Respuesta transitoria del sistema de nivel. 
de la gráfica anterior se puede observar como el sistema pierde estabilidad cuando el 
retardo de tiempo es mayor a 0.7436 min. También se puede notar que para valores de r 
mayores a 0.7436 min, el nivel del líquido toma valores negativos; esto puede tener diferentes 
interpretaciones físicas, en nuestro caso supondremos que se tiene un tanque auxiliar de 
reserva y un valor negativo en el nivel del líquido indicará qüe se está utilizando líquido 
del tanque de reserva. El análisis que se ha realizado hasta ahora, ha sido considerando 
incertidumbre paramétrica únicamente en el retardo de tiempo; sin embargo un estudio más 
completo es considerar incertidumbre en otros parámetros. En seguida se analizará el sistema 
de nivel hidráulico considerando incertidumbre en sus parámetros; se tomará como sistema 
nominal ecuación característica original: 
p(s, e~Ta) = 30s4 + 121s3 + 364s2 + 282s + 9 + 283.5e"° 3s 
entonces si se considera que el sistema presenta una incertidumbre del ±10% en cada 
uno de los coeficientes del cuasi-polinomio y el retardo de tiempo r € [0,0.6], la ecuación 
característica queda expresada como: 
p(s, q, r, e~rs) = [27,33]s4 + [108.9,133.1]s3 + [327.6,400.4]s2 + [253.8,31G.2]s 
+[8.1,9.9] + [255.15,311.85]e-[0-6Is 
esta ecuación característica coincide con el tipo de ecuación considerada en la sección 
4.3; por lo tanto se puede utilizar el teorema 4.1 para verificar la propiedad de estabilidad. 
Utilizando los programas que se presentan en el apéndice se puede obtener la gráfica del 
"valué set" que tiene la siguiente forma: 
Figura 6.4 Valué set de la ecuación característica del sistema de nivel. 
de la gráfica anterior y aplicando el teorema 4.1 se puede establecer que el sistema de 
control de nivel, considerando la incertidumbre, es inestable; lo anterior debido a que el 
"valué set" contiene al cero del plano complejo. En la gráfica anterior es posible que no se 
logre distinguir la contención del cero; sin embargo mediante el siguiente acercamiento se 
puede observar claramente dicha contención. 
v a l u e - S e t 
25Ui , 1 1 , 1 
. i OD' 1 1 • 1 i 
- 2 Ü Ü - 1 3 0 - 1 Q Q - 3 0 0 3 0 1 0 0 
Re 
Figura 6.5 Acercamiento del "valué set" del sistema de nivel. 
Por otro lado, debido a que el sistema es inestable para algún valor de la incert.idumbre 
es importante determinar el retando máximo que permite al sistema conservar la propiedad 
de estabilidad, con la posibilidad de obtener la gráfica del "valué set" con relativa facilidad 
se puede obtener mi valor aproximado del retardo máximo; por inspección de una serie de 
gráficas se obtuvo que el retardo máximo considerando la incertidumbre del 10% en los 
coeficientes es de r « 0.4; la gráfica del "valué set" considerando este retardo es la siguiente: 
V a l u a - S e t 23Qr 1 1 1 1 r 
-200 -130 • 100 -30 0 50 100 
Re 
Figura 6.6 Valué set para el retardo máximo del sistema de nivel. 
El análisis presentando en esta sección permite determinar la robustez del sistema de 
control de nivel ante incertidumbre paramétrica de tipo intervalo en los coeficientes y en 
el retardo de tiempo. Esta propiedad es de gran importancia en los procesos físicos reales, 
debido a que siempre existen algunos parámetros que por las condiciones de operación no 
mantienen un valor fijo y entonces es necesario tomar las medidas adecuadas para no dañar, 
en un momento dado, algún componente del sistema. 
6.3 Reactor Químico 
Otro proceso de gran interés para su análisis es el conjunto de tres reactores químicos 
isotérmicos continuos conectados en serie tal como se muestra en la siguiente figura, ver 
I tactivo CAM 
. > * 
controlador P+l sensor de composición % 
r de 
entrada 
Qíol F0 
Vx 
ki L retardo 
v2 
Fz CA2 
¡ retardo : 
-AS 
Figura 6.7 Sistema de reactores químicos conectados en serie. 
El sistema de control formado por los reactores químicos tiene como objetivo controlar 
la composición de una reacción química entre dos elementos A y B. El modelo matemático 
del sistema anterior se obtiene, por una parte, aplicando balances de masa en cada uno de 
los reactores; si se considera que el volumen V\ — V-¿ = = V y la densidad p\ ~ pi = 
p3 = p son constantes, entonces por el principio de conservación de masa, el flujo F también 
permanece constante; es decir Fo = F\ = F2 — F3 = F. La otra parte del modelo matemático 
es obtenida aplicando las ecuaciones de continuidad para cada uno de los elementos, tal como 
se muestra en seguida: 
FOCao — F\C AI — VikiCAi 
FICai - F-¿CA2 ~ V"¿k,2CA2 
F2CA2 — FZCM ~ V^Cas 
donde CAI representa la composición del elemento A en cada reactor químico, es la 
razón de reacción especifica y está dado por la ecuación de Arrhenius, ver [57]. Es importante 
mencionar que el término k¿ está en función de la temperatura en cada reactor, la cual se 
supondrá constante debido a que el proceso es isotérmico. También es necesario hacer notar 
que se deben obtener un conjunto de ecuaciones similares a las anteriores para el componente 
B; sin embargo, debido a que se trata sólo de dos componentes, la composición CB será el 
complemento de CA por lo que no se requiere su obtención. Realizando la suposición de que 
D(VICA 1) 
dt 
djViCjg) 
dt 
d(V,CA 3) 
dt 
el volumen y el flujo en cada uno de los reactores es constante, la ecuación anterior queda 
simplificada de la siguiente manera: 
at v a j a 
^ + + = i c A 1 at \ a/ a 
^ + ( f c 3 + Í ) c , 3 = Í C M at V a J a 
donde a = Y/F. Es importante mencionar que la composición Caí y C/12 que alimentan 
al segundo y tercer reactor respectivamente, no están disponibles en forma instantánea ya 
que es necesario transportarlo a través de la tubería por lo que existe mi retardo entra cada 
uno de los reactores, tal como se muestra en la figura 6.7. Es claro que la consideración de 
este retardo altera el modelo matemático obtenido anteriormente; las ecuaciones dinámicas 
de los tres reactores considerando el retardo de tiempo quedan expresadas como sigue: 
+ (*, + i ) cA1(t) = l~cAB(t) at \ a/ a 
d - ^ + (H + -)CA2(T) = i c ^ t - T . ) at \ a/ a 
< ^ 1 + (k3 + -)cA3{t) = -CA2(t-r2) at \ 0 / a 
donde r1}T2 representan el retardo de tiempo que existe entre los reactores. Al igual 
que para el sistema de nivel presentado en la sección anterior, el retardo de tiempo está 
determinado por la velocidad del fluido y la distancia de la tubería; para nuestro caso será 
considerado que el retardo de tiempo es igual para los dos reactores; es decir r j = = r . 
Ahora, sin pérdida de generalidad, se hará la suposición de que las condiciones iniciales del 
sistema anterior son iguales a cero y entonces la función de transferencia de cada reactor es 
la siguiente: 
CA1(s) 
CAO(S) 
CM{s) 
CA1(s) 
CA3(s) 
CA2[S) 
en el caso de que las condiciones iniciales no sean igual a cero, entonces con un cambio 
de variable se pueden obtener las mismas fimciones de transferencia paro ahora para los 
incrementos en la composición correspondiente. El sistema de control presentado en la figura 
* + (*i + í ) 
s + ih + i) 
1 
s + cUsT 
6.7 tiene como objetivo controlar la composición CA3 que sale del tercer reactor a través de 
la dosificación del reactivo CAM que sumado con el flujo de entrada CAD son introducidos 
al primer reactor, se asume que se tiene un sensor de composición ideal; es decir, que la 
función de transferencia del sensor es unitaria y la misma suposición es realizada para la 
válvula que controla el flujo del reactivo; el algoritmo de control será considerado que es un 
proporcional más integral, tal como se muestra en la figtua 6.7. Bajo las consideraciones 
anteriores el sistema f o n n ^ o por los reactores qiumicos se puede representar mediante el 
siguiente diagrama de bloques: 
entrada 
C^s) 
referencia 
C^s) 
Figura 6.8 Diagrama de bloques del reactor químico. 
el análisis se realizará considerando los siguientes valores de los parámetros: a = 2 min, 
fci = 0.5 min - 1 , k2 = 0.6 min"1, fc3 = 0.7min"1, Kp ~ 20. T{ = .2 seg; donde Kp y T{ rep-
resentan la ganancia proporcional y el tiempo integral del controlador PI, respectivamente. 
Tomando en cuenta los valores asignados a los parámetros, la relación entre la salida del 
proceso y las entradas CAD 7 CAZ está determinada por la siguiente ecuación: 
0*3(3) = G1{s,e-r')C%¡{s) + G2{s.e--")CAD{s) 
donde: 
0.2s4 + 1.56s3 + 4.05452 + 3.515 + (As + l)e"2rs 
0.2se~2"' 
0.2s4 -1- 1.56s3 + 4.Ó54s2 + 3.51s + (As 4- l)e-2rs G2(s,e-
r s) = 
de la ecuación anterior se puede observar que la estabilidad del sistema está determinada 
por la siguiente ecuación característica: 
p(s, e-'li) = 0.2á4 + 1.56s3 + 4.054a2 + 3.51s + (4a + l)e~' ls 
donde h = 2r. Con estas condiciones se realizará el siguiente análisis de estabilidad 
robusta. 
6.3.1 Incertidumbre en el Retardo de Tiempo 
Primeramente se considerará que el sistema formado por los tres reactores químicos tiene 
incertidumbre paramétrica en el retardo pero no en los coeficientes de la ecuación carac-
terística. Bajo estas condiciones el análisis de estabilidad robusta se puede determinar de 
dos diferentes formas: 
1) Método Analítico 
Aplicando el resultado presentado en el corolario 4.2 se puede obtener, en forma analítica, 
el máximo retardo de tiempo que soporta el sistema para garantizar su estabilidad, primera-
mente deberá satisfacerse la hipótesis del corolario; es decir, p(s, e~hs) debe ser estable para 
h = 0; lo anterior se puede obtener verificando las raíces de la siguiente ecuación: 
p(a, e°) = 0.2s4 + 1.56s3 + 4.054s2 + 7.51s + 1 
las raíces de esta ecuación son: 
sx = -5.2721 
s2 = -1.1921+>2.2757 
s3 = -1.1921 - >2.2757 
a4 = -0.1437 
por lo tanto la hipótesis se satisface; en seguida es necesario encontrar el conjunto de 
valores de JJ € R+ tal que | N(J^J) |= | D(ju>) |; para esto es necesario" encontrar los valores 
de OJ que satisfagan ia siguiente ecuación: 
| 0.2{juj)4 + 1.56(ja;)3 + 4.054(jw)2 + 3.51 (Ju) | = | 4(>w) + 1 | 
desarrollando las operaciones de la ecuación anterior se obtiene la siguiente ecuación poli-
no mial en función de LO. 
0.04u>8 + 0.8120W6 + 5.4837w4 - 3.6799w2 - 1 = 0 
la cual -iene las siguientes soluciones: ÜJI¿ = ±0.8946; (¿3,4 = ±>0.4569; w5<6 = 0.9450 ± 
j3.3676: = —0.9450 ± >3.3676. Entonces sólo existe un valor de co que satisface la 
condición anterior y es U* = 0.894G. Para ese valor se puede verificar que N(JLO') Y D(JOJ') 
tienen los siguientes valores: 
N(ju') = l + j 3 . 5 7 8 4 
D(juj') = -3.1164 +J2.0232 
y entonces: 
ZN(ju') = 1.2983 rad 
ZDO'w*) = 2.5658 rad 
con los valores anteriores se puede aplicar el resultado del corolario 4.2: 
7T+ 1.2983 - 2.5658 
^ = (18946 = 2 0 9 4 9 
por lo tanto hmax ~ 2.0949 y entonces rm a x — 1.0475. ya que h ~ 2r. Entonces podemos 
afirmar que el sistema formado por los reactores químicos, para los valores de los parámetros 
establecidos, soporta un retardo máximo de 1.0475 minutos para garantizar estabilidad. 
2) M é t o d o Gráfico 
El máximo retardo también puede ser obtenido en forma aproximada de la gráfica del 
"valué set". Usando los programas presentados en el apéndice se puede obtener la siguiente 
gráfica: 
V a l u e - S e t 
1CV 1 
1 3 l 1 
-SO - 1 3 - 1Ü 3 O 
R e 
Figura 6.9 Valué set del reactor con incertidumbre en el retardo. 
esta gráfica fue obtenida para un intervalo do u) = [0,2] y h = [0,2] en la ecuación 
característica p(s, e El siguiente acercamiento de la gráfica permite verificar la condición 
de exclusión del cero necesaria para garantizar estabilidad; 
V a l u e - S e t 
gl 1 • ' 1 
- 5 - 4 - 3 - 2 - 1 • 1 
R e 
Figura 6.10 Acercamiento del "valué set" del reactor con incertidumbre en el retardo. 
Entonces, mediante la construcción del "valué set" y aplicando el resultado del teorema 4.1 
se puede obtener en forma aproximada el retardo máximo, es importante mencionar que este 
procedimiento es mucho más simple que el anterior; sin embargo el resultado es aproximado, 
6.3.2 Incertidumbre en el Retardo y en los Coeficientes 
Un caso más real es cuando se considera incertidumbre en los coeficientes y en el retardo, en 
esta sección se analizará el sistema cuando se tiene incertidumbre también en los coeficientes 
de la ecuación característica la cual será considerada que tiene la siguiente estructura: 
p{s- q, r, e~TS) - D{s, r) + N(s, q)e"2rs 
AT(s,q) = [3.8, 4.6]s + [0.95,1.15] 
£>(s,r) = [.19, .20js4 + [1.48,1.56]s3 + [3.85,4.05]s2 + [3.34,3.5l]s 
r - [0.0.5] 
es decir, con un ±5% de incertidumbre en cada uno de los coeficientes. Nuevamente, 
aplicando el teorema 4.1, se pueden obtener las condiciones de estabilidad robusta; en seguida 
se presenta la gráfica del "valué set" correspondiente. 
V a i u e - S e t 
- 2 0 - 1 5 - 1 G - 5 0 5 
R e 
Figura 6.11 Valué set del reactor con incertidumbre en los coeficientes y el retardo. 
la gráfica anterior fue obtenida para un rango de valores de u> = [0.2.5]. Apoyándonos en el 
teorema 4.1 podemos concluir que el reactor es estable para el rango de incertidmnbre definido 
anteriormente ya que el "valué set" no contiene al cero del plano complejo. También se puede 
determinar por inspección de la gráfica, el retardo máximo considerando la incertidumbre 
en los coeficientes ya que con la ayuda del programa que construye el "valué set" se pueden 
realizar muchas pruebas en muy poco tiempo. 
6.4 Conclusiones 
Se presentó el análisis de estabilidad para dos procesos físicos que se presentan muy fre-
cuentemente en la industria, el interés de su anáfisis fue mostrar las ventajas que ofrecen 
los resultados obtenidos en este trabajo de investigación haciendo consideraciones que se 
aproximan más a la realidad como el caso de la incertidumbre paramétrica en cada uno de 
los procesos. Como se pudo observar, el análisis mediante la metodología utilizada resulta 
muy simple ya que se apoya en resultados gráficos tínicamente y por lo mismo se pueden 
considerar sistemas dinámicos que tengan estructuras de orden grande, caso contrario a la 
mayoría de los métodos utilizados para el análisis. 
C A P I T U L O 7 
Conclusiones Generales 
Como se pudo observar en cada capítulo fueron presentadas las conclusiones relacionadas 
con la aportación correspondiente, lo anterior se realizó con el fin de enfatizar en forma 
independiente cada una de las aportaciones de este trabajo. Dado lo anterior en este capítulo 
se presentarán las conclusiones generales de la tesis; éstas se pueden enumerar de la siguiente 
forma: 
1. Se planteó el problema de aproximación del operador retardo usando aproximaciones de 
Padé. Algunos resultados de simulaciones propiciaron una conjetura donde se establece 
una mejor aproximación de Padé. 
2. Posteriormente se prefirió analizar los sistemas dinámicos con retardo en su forma más 
completa; es decir, considerando el retardo de tiempo en su forma natural (sin aproxi-
mación). 
3. Se extendieron los resultados de estabilidad robusta basados en el concepto del "valué 
set" al caso de plantas intervalo con retardo de tiempo, considerando incertidumbre en 
el retardo. 
4. Finalmente se presentaron condiciones suficientes de estabilidad robusta para combina-
ciones convexas de cuasi-polinomios con incertidumbre en el retardo de tiempo. 
Las aportaciones personales presentadas en esta tesis, simplifican en algunos casos y ex-
tienden en otros, los métodos analíticos publicados previamente. 
7.1 Observaciones y Recomendaciones 
Es importante mencionar que existen diferentes formas de analizar los sistemas dinámicos, en 
algunos casos se prefiere obtener un modelo matemático en sxi forma más general realizando 
pocas consideraciones sobre el proceso físico; lo anterior genera un modelo matemático muy 
complejo al cual se le pueden obtener pocas propiedades y algunas de ellas son demasiado 
conservadoras. En esta tesis se optó por considerar modelos simplificados con el interés de 
obtener propiedades más completas; aunque es necesario mencionar que con la simplificación 
se pueden perder fidelidad del proceso físico, la cual se buscó compensar con la incertidumbre 
en los parámetros. 
Algunas recomendaciones sobre el uso de las técnicas aqiu propuestas serán presentadas a 
continuación: 
1. La aproximación del retardo de tiempo en mi sistema dinámico retardado, simplifica el 
análisis de sistema; sin embargo, es importante mencionar que los resultados obtenidos 
son tínicamente aproximados, por lo que sería recomendable usarla sólo en los casos donde 
110 se requiera mucha precisión. 
2. El "valué set" es un método muy simple y es recomendado para usarse en sistemas 
dinámicos de dimensiones grandes, los cuales representarían muchos problemas analizar-
los en forma analítica. 
3. Por último, el concepto del Guardian Map transforma un problema de funciones poli 
nomiales de dos variables en un problema de una sola variable: sin embargo, el análisis 
puede resultar complicado para sistemas dinámicos de dimensiones grandes. 
4. El análisis presentado en este trabajo, es válido para sistemas lineales invariantes en el 
tiempo con retardo en la entrada con incertidumbre independiente en los coeficientes 
del cuasi-polinomio característico y en el retardo: el caso en que la incertidumbre del 
modelo entre no linealmente en los coeficientes, no fue considerado en este trabajo y es 
un problema abierto para posteriores investigaciones. 
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M E X I C O 
RESUMEN: En este trabajo se presenta una alternativa para la aproximación del retardo en un sistema de control 
(conocido también como DElv\ Y) Comúnmente es utilizada una apmximación de Podé en el cual e! grado del numerador 
es igual al grado del denominador, lo anterior es por que aparentemente preserva las propiedades del operador retardo; sin 
embargo, utilizando una aproximación de Padé en el cual el grado del numerador es menor en uno que el del denominador 
(grado relativo 1), la aproximación resulta ser mejor que la anterior. En éste trabajo se presentará un análisis de dicha 
aproximación 
l . NOTACION 
A, M„ M, 
I„ 
A ' 
b¡ 
h«L-) 
d6f(s)/ds" 
Rea l (h ) 
lmag(h) 
IM 
Matrices con elementos reales 
Matriz identidad de dimensión nxn 
Matriz de dimensión atm; en el cual 
lodos los elementos son cero 
Inversa de la matriz A 
i-ésimo valor del vector b 
Función racional con numerador de 
grado n y denominador de grado m 
n-ésima derivada de f(s) con respecto 
a s 
Parte real de Ja variable compleja h. 
Parte imaginaria de la variable 
compleja h. 
Magnitud de la variable compleja h. 
11. INTRODUCCIÓN 
Uno de los problemas que aparecen con mayor 
frecuencia en los sistemas de control, son los 
sistemas con retardo. En la gran mayoría de sistemas 
reales se presenta este fenómeno, ya que en ocasiones los 
e lementos sensores demoran cierto tiempo en trasmitir 
la información debida En otros casos el retardo de 
t ransporte se presenta debido a las p rop iedad« naturales 
obtenidas al modelar un proceso determinado. En 
ocasiones el retardo puede ser despreciable; sin embargo, 
no es el caso general Existen variadas técnicas para 
resolver los problemas que se presentan dentro de este 
tipo de sistemas, como por ejemplo: la ley de control 
para la estabilización de dichos sistemas presentadas en 
(31, (7) También existen autores que se han preocupado 
por utilizar técnicas que pueden ser más aplicadas en la 
práctica (1], (5); quienes proponen técnicas de control 
predictivo para resolver el problema. Una gran cantidad 
de artículos han sido enfocados a la estabilidad de 
sistemas con retardo, debido al problema que surge 
cuando retroalimentamos un sistema de este tipo. El 
problema de estabilidad es provocado, principalmente, 
por el hecho de qae tienen una cantidad infinita de 
polos. Una de las publicaciones que son consideradas 
primordiales dentro de los sistemas con retardo es (9), ya 
que presenta una serie de teoremas que tratan sobre las 
raíces de la ecuación característica de un sistema de 
control con retardo. Otras aportaciones se refieren a el 
tema de estabilidad robusta de sistemas retardados (4j, 
(6), quienes tratan el problema de la estabilidad de 
dichos sistemas cuando estos presentan incertidumbre en 
algunos de sus parámetros En algunos casos el retardo 
er. el sistema es aproximado por una función racional de 
primer orden; pero, en ocasiones esto es insuficiente. 
Este artículo propone el uso de la aproximación de Padé 
de grado relativo 1, con el fin de obtener una mejor 
aproximación del retardo, obteniendo con esto un 
resultado más confiable en el análisis del sistema 
aproximado El artículo está organizado como sigue: la 
sección III presenta algunos conceptos sobre los cuales 
esta basada la aproximación, la sección IV sugiere la 
utilización de la aproximación de Padé de grado relativo 
i , la sección V presenta las conclusiones del trabajo y 
por último la sección VI muestra un programa codificado 
El trabajo t k este autor fue f inanciada por C O N A O T . 
n ' ' neuaje MA'l ' l-AB que calcula la aproximación de 
cualquier función analítica 
[II I KFlIMtNARES 
Fn esta sección se presentaran algunos 
conceptos básicos relacionados con la aproximación de 
funciones analíticas por funciones racionales. Partiremos 
del hecho de que toda función analítica puede ser 
expandida en una serie infanta de términos como sigue-
f ( s ) = £ c k s k (5 ti 
KJ 
la cual es valida en una región cercana al origen. Si el 
polinomio anterior es truncado para algún valor de k = n, 
podemos obtener un poüaomio de grado n; el cual podrá 
aproximar a cualquier fundón continua según el teorema 
de Weirstrass {8J. Entonces el polinomio truncado 
quedaría como: 
g.(») = £ Ck3k 
fc*0 
O 
este polinomio es comúaaKWe llamado "Polinomio de 
Taylor" y tiene la propie&d de que se interpola a la 
[unción original en los sipáentes puntos: 
g o ( 0 ) = f ( 0 ) 
E c, l v , = ;ì* 
i 
b0 = 1, a„ - c0b„ a,., ^ hn<i - 0 si, i > 1 
donde 
a,, b, - son los coeficientes de Pn(s) y Q„(s) 
respectivamente 
c • son los coeficientes del polinomio de Taylor 
(3 2) 
Desarrollando (3 4) se obtiene un sistema de 
ecuaciones algebraicas lineales que tienen solución única, 
la cual se puede representar matricialmente como sigue. 
A x = b (J5) 
donde: 
A = (M, l-M,) , x = 
d s ' d s ' 
ci 
S 
a. 
, b = 
o^m-l 
C 
Así c i m o las fenóones continuas pueden ser 
aproximadas por po i i iwios ; también, pueden ser 
aproximadas por funciOBM racionales del siguiente tipo: 
donde 
p.(s) - a,*«^ + ••• + V 
Q . ( s ) = b t + + ... + b . s " 
(3 3) 
el subíndice (n,m) indicad orden de la aproximación 
ración?! El concepto deaponi marión racional puede ser 
extendido al caso de varidfc compleja, ver (11). Cuando 
las funciones racionales «pasmantes tienen la propiedad 
de que interpolan a la f w d f e original y sus derivadas en 
el ongen. entonces, la njwñmactón racional es conocida 
como aproximación de E t í t El siguiente teorema aTirma 
forrnr-lmente lo antes meaóonado. 
y las matrices M, y M, tienen la siguiente estructura: 
M. I. 
nuevamente los términos c, son los coeficientes del 
polinomio de Taylor (3 2) 
Es fácil verificar que A es una matriz de 
dimensión (n + m)x(n + m) e i n ve rtible mientras que b es 
de dimensión (n+m); por lo tanto, los coeficientes se 
pueden obtener como: 
x = A 1 b V 6) 
Teorema 3.1 H f r S f(s) tiene n + m derivadas 
continuas en una regióaeeseana al origen, entonces ((s) 
posee una aproximaciái de Padé de grado (n.m). 
Además, los coeficiente» % y h, ( i= l , .... n; j = l mi 
pueden « r obtenidos cas® sgue: 
NOTA: Es claro que la matriz A depende de los 
coeficientes del polinomio de Vavlor, los cuales tienden 
a ser muy pequeños coníorm? <=e incrementa el erado del 
polinomio ya que apircce dividiendo un término 
factorial. I'ot tal ra7ón la matriz tiende a ser mal 
oh el objeto de leduot pi .-Mr-m ís (<nnpin ic i- n-iles >.r 
t" iMnicfvl.i utili/nr tOi'tii lentes le! p.'!innmio de I ,i\ I m 
[ni' <c.in rumores ni p I l cilculo di- I < nHu ¡ente«; 
le l.i I unción rai'iiinnl vn-'.i npioxinnción de P ulé es 
ic.ili/nda medíanle un piocinmn codific.ulo en lenguaje 
M.\ 1 l.AH y se incluye en el apéndice de este nttínilo lis 
comcnicnte mencionar que con ln ecuación (í fí) <c 
obtienen los coefscicnu a,. . a„ y b,, ,hn debido a que 
bQ=l y a0 = b0c0 y pueden obtenerse directamente 
IV. APROXIMACIÓN l)F.I. RFTARilO 
Esta sección será enfocada al análicis de la 
apioximación de operador retardo en un sistema de 
control (ver figura 4 1). 
cui -H j 
y<«> 
i») 
1 - 8 ° 
2 
1 -s 0 
c) 
j'tltro Pasa Hajo 
1 
o - 0 - ) " n 
en la gran mayoría de los casos la aproximación ante 
se acepta como válida sin presentar una análisis de 
La aportación más importante de este artículo con: 
en presentar un breve análisis de la aproximación 
retardo de un sistema de control así como proponer 
nueva forma de aproximarlo. En este trabajo se tra 
la aproximación de Padé propuesta en la scc 
anterior, es decir: 
e"6' - w « » ) ( 
figura J I Diagrama <¡< u n StSirma Can r/Ulrdri 
Es bien conocido que la propiedad más 
importante en todo sistema de control es la estabilidad, 
propiedad que pu«de fácilmente verificarse para el caso 
de sistemas lineales invariantes en el tiempo sin retardo. 
Sin embargo, esta propiedad se complica grandemente 
cuando introducimos el operador retardo dentro del 
proceso El objetivo principaJ de este t rabajo es presentar 
una nueva opción para aproximar dicho operador por 
una función racional. El motivo de seleccionar 
aproximantes racionales es, principalmente, por que son 
el tipo de funciones que se presentan al analizar un 
sistema de control en el dominio de la frecuencia El 
aproximar el retardo por dichas funciones podría facilitar 
el análisis y síntesis de un sistema de control. La mayoría 
de los sistemas reales presentan retardo en su respuesta 
dinámica. El retardo que se presenta en los procesos es 
modelado en el dominio de la frecuencia por una función 
exponencial. Lo anterior genera una serie de problemas 
debido principalmente a que al retroalimentar el sistema; 
la estabilidad del sistema qued.i supeditada a la ganancia 
del rnismo o el tiempo de duración del retardo, lo cual 
complica su análisis Una forma de facilitar el análisis de 
estos sistemas es aproximando la función exponencial por 
una más simple, como: 
Serie de Taylor 
a) = 1 -sí 
N 
près) 
- ( 0 s ) = Ô î ô 
b0 + b1(es)*.-+bra(es)° 
( 
La aproximación del retardo más utiliza« 
precisamente la aproximación de Padé de grado (n.t 
decir h(OJ). Sin embargo aquí se propone la aproxinr 
de Padé de grado (n-l,n); es decir, h(>., „ por el hecl 
presentar mejores resultados. Para comenzar nu 
análisis obtendremos la respuesta a la frecuenci: 
error entre la función original y sus aproximantes: 
Función Original 
-je« 
Aproximación de Padé. erad • relativo 0 
*W<ÍW> = r«e 
1®. 
0. =.tan IniagCV^«)) 
Real í^O«)) 
Apiocmac ión de Padé, grado telaljvo 1 
V w U « ) - V,«"" 
e , = u o - i 
el error es: 
-e< • 
Figuro 4 2 Orrifica dit trror rit taj dos Qpraomûcioncs 
E » = e - J f l " - r n e j 9 - u 
E n > . ) = e - r ^ e 1 « " " 
Es fácil verificar que r a = 1 para todo valor de w; 
mientras que r 4 l 0 cuando o -* » . Por lo tanto es 
muv común pensar que por el hecho de que la magnitud 
" i igual a I a retardo, el error será más 
pequeño que para el caso de h(e.U); sin embargo, esto no 
sucede así ya que cuando la fase de) retardo es igual a 
8.+ 7T el e r ror es de magnitud 2, lo que no sucede con la 
aproximación h ( o w Cuando u » el error EM((I>) se 
convierte en un círculo unitario centrado en el origen; 
mientras que Ee(o>) se transforma en o t ro círculo 
unitario pero ahora corr ido hacia la izquierda. Lo cual 
indica que el e r ror máximo es obtenido por la 
aproximación de Padé h?<LíV Para obtener un mejor 
panorama de lo antes mencionado presentaremos un 
eje mulo, acan las siguientes aproximaciones de Padé: 
1 - 1 . - L . « 
2 12 
\ 
i.- e - « ; 7 - w > (43) 
2.- e" 
2 12 
i - i . 
o j 
l.i ecuación del error esta representada por: 
=e"* - W s > 
De la figura anterior podemos inferir que la 
aproximación h ( U , puede ser mejor que la h ( t n debido a 
que la cota superior mínima del error corresponde a h ( U ) . 
O t ro aspecto importante es el comportamiento 
de la aproximación en el dominio del tiempo. A 
continuación se presenta la respuesta al escalón unitario 
de las aproximaciones realizadas anteriormente. Entonces 
se desea obtener la respuesta dinámica de h ( l l )( t) , h ( l I )( t ) 
así c o m o las gráficas de los errores siguientes: 
E , ( t ) = h a , . ( t ) - u ( t - l ) (46) 
E j ( t ) = h < U ) ( t ) - u ( t - i ) (4.7) 1 
Las gráficas de la respuesta en el tiempo de la 
aproximaciones y del error de las mismas se presentan ( 
las siguientes figuras: 
I—pa—f n -wnr 
C77~ 
'.»í »i 
a c • i il • t • i n < n i 
sustituyendo s= j< j y variando «€(80,100) obtenemos las 
siguientes gráficas en el plano complejo: 
Fi fura 4 3 Crtfica dt apuesta al escalfa unitario <tr ('). 
O es l 1« t H 9 1 i « 4« I 
Fífupa 4 4 Gráfica de Pfipuesta al escalón unitario del error 
La forma más común de cuaniificar e! error es 
mediante el uso de alguna norma. Lo anter ior es hecho 
con el fin de poder establecer una forma de comparar 
entre las diferentes aproximaciones realizadas. Algunas 
de las normas más comunes son las siguientes: 
| E ( t ) | , = | E ( 0 | d i 
r U ( 2 p - l ) ! j ' ( p - j ) ' 
N / ¿ J ^ M ^ L ^ 
r ' h (2p l ) ! j « . ( p - l - j ) l 
(4 8) 
NOTA: I.a tabla del e r ror p 
anter iormente asi corno el análisis de respu* 
frecuencia justifica, en cierta forma, la 
realizada en la proposición 4.1 (aunque, 
mencionar que carece de formalidad debido 
existe, en este momento, una prueba para este r 
Es necesario comentar que la no rma 
aproximación h „ „ resulto ser mejor que la misr 
del e r ror h,1( i por lo cual se excluye ese a 
proposición al hacer n = l . Para mayor inform 
respecto a las formulas (4.16), (4.17) ver [10). 
Por último presentaremos la ubicaciór 
y ceros "o" de las dos aproximaciones. 
\ W ) \ 2 = ( / J i E t O f d t ) " 1 ( « > 
| E ( t ) l . = m a x | E ( t ) | <4«°) 
i 
El valor que se obtuvo d e cada u n o de los 
errores generados entre las aproximaciones y la función 
original fueron: 
| E , ( t ) í j = .40589 , l E j ( t ) l j = -36391 
l E , ( t ) l 2 - -39272 , | E j ( 0 1 2 - . 3 2 5 9 6 
| E , ( t ) | . = 1 .0000 , | E j ( t ) | . = 0 . 5 9 1 7 
D e los valores obtenidos en la tabla podemos 
concluir que la aproximación más conveniente para 
utilizar sería la h, ,^ debido principalmente a que el error 
es menor en todas las normas. Lo anterior puede 
presentarse formalmente como la conje tura de la 
siguiente proposición: 
Proposición 4.1: Sea h ( u > ( s ) una aproximación 
de Fadé de la función de variable compleja e 
Entonces, h (e l j l ((s) es mejor aproximación en el sentido 
de q j e las normas 1, 2, <» del e r ror de la respuesta al 
escalón unitario, es menor que !a aproximación de Padé 
h l u l (5) ; excepto, para el caso n = 1. Además, la 
aproximación de dicha función puede obtenerse mediante 
la siguiente formula: 
u««Miid— ii r«< f c«m t» 
M . . 
• . 
X • ' • s< . . . 
t» 
0 
-i« • V - • 
-t-* 
: 
-4» 
-M . « . n • •« n 
fad 
Figura 4.S tjxalaxrión de polas y cent de h(20,20) (s 
iMlxUa <• tUm J 
M 
10 
e . . . ' 
• 
.«0 
• 
• 
M -•9 • II 0 1« tt 
(Mi 
ftfuM 4 6 Legalización de polos y ceros de h( 19,20) ( 
V. CONCI USIONRS Y TRABAJOS FUTUROS 
F.n e s t e t r a b a j o se p r o p u s o la a p r o x i m a c i ó n tic 
P a d é c o m o a l t e r n a t i v a p a r a u t i l i za r l a e n la a p r o x i m a c i ó n 
del r e t a r d o c o n e ! o b j e t o d e h a c e r u n a a p r o - a m a c i ó n m á s 
fiel d e d i c h o r e l a r d o T a m b i é n , e s n e c e s a r i o m e n c i o n a r 
q u e a l g u n o s p u n t o s p o d r í a n se r c o n s i d e r a d o s c o m o 
p r o b l e m a s a b i e r t o s a la i n v e s t i g a c i ó n , t a l e s c o m o 
- P r e s e n t a r u n aná l i s i s e n c u a l s e c o n s i d e r e el g r a d o 
r e l a t i vo d e p r o c e s o o r i g i n a l y e n b a s e a e s t o s e l e c c i o n a r 
la a p r o x i m a c i ó n m á s c o n v e n i e n t e ; y a j j y e , c o m o se v io 
a n t e r i o r m e n t e , e l g r a d o r e l a t i v o d e la a p r o x i m a c i ó n e s u n 
f a c t o r i m p o r t a n t e 
- D e m o s t r a r o p r o b a r lo c o n t r a r i o e n la p r o p o s i c i ó n 4 t . 
VI. Ai'ÉNDlCF, 
% 
% 
% fS'UM.DEH] - FADFJC.N.M) 
% 
% Calcuta U>5 <o?/icicnru de función rurional que 
fo aproxima al polinomio de Taylor f i programo 
% entrega los valores dt tos coeficientes dtl 
% numerador y denominador en los wiOfti Nt'M y DEN 
% respectnimente 
% 
% C • Términos de lo serie de Taylor 
% N • Orado del numerrsdiyr 
% M Grado dtl denominador 
% 
function (num.den) = pade(c.m.n) 
vtnfKO error . 
lim = max(size(c)) • 1; 
coi = m-i-n; 
if (cot > lim). 
disp (' ); 
disp ('*• Faltan términos a la serie de Taylor**'), 
disp • • • • • • • • • • • • • • • i ^ . 
b r e a k 
. e n d 
if (n = = 0 ) . 
num = l , 
d e n = i ; 
b r e a k * 
e n d 
(n f .ne l = s i z e ( c ) : 
'f (nf > n c ) . 
C = C; 
e l s e 
c = c', 
end 
% Forma motriz identidad 
VCC = C, 
ini = |eye(m);?ero*(n,m)|; 
m?( .1) = vec(l n +m), 
^ forma matrices A11 v M2 
for i = 2 n, 
vec = |0.vcc(l n + m-1)). 
m ? ( . 0 = v c c . 
e n d 
^ forrrìa mAt'tl ^ 
1 I 111 I -l/| 
' f nrrruj ,, • 
b - > ( r r - ti' 1 ! ). 
"V Soluciona < vi-I sir ettiilfiifnrt 
x = in", ( i " b . 
n i = | l x i m ) ]. 
d l - (I x m * I m + n ) ' | . 
~ Ordena -al • tir {o'futtn-.n 
n u m - C - r l r í n l ). 
d e n - I k - t r u l l ) , 
•»nd 
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9:15 — 9:35 
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Cochalr R. Hyland Harris Corporation 
9:15 — 9:35 
Adaptive Critic Based Neural Networks for Control 335 
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N<(s) -<V>' *<ut4 *q,"s ' * - ( 2 a ) 
n,(») • q / t 9*n»t ••«fc's 
For the denominator we define D . ^ . D . ^ . D . ^ . O ^ s ) as above 
polynomials substituting 
Lamm« 2.3: Tha value w l o( tha family of 
quaslptynomlals (2.1) k composed at each fre^Oency by the union 
of octagons which change their vertices when tha daisy r is 
Increased, I.e. Si* valua set is as Igflows: 
v.N.O - U pa«.o.n.«>l) 
where: 
P( |u, ,Q.R.e "••«••).Convi*,: 1-1.-.8) 
- CV,(K> * N.a«.)« ^ ' ' 
1-0.1.2.9; k « ia+fcrod, • 1; h • (a+l+1)n>od. * 1 
9- K 0*2nn*«»x<5«aw, 1- I — «fti« <:«»»< 2 2 
2- f «•2mr<«t< —«•2n«, S- I — 
2 2 
far m. t, Rwd atd n-O.lAS... 
Proof: The proof it staffer as the lemma 22, we can use tha result 
of [2} whsre tha value set of N(JW) and D(j«) are rectangles wtth 
vertex in the Kharttonov polynomials. 
• 
Remartc Notice that t » above result permits an easy way to 
compute t ie value set of Interval plants with perturbed time delay 
and R can be calculated wflh a MATLAB program. Notice aJso, that 
frta vsJue set Is not convex, neither generated by a finite number of 
points; e.g. R has Vurvad* edges. 
tfi MAIN RESULT 
This section wffl present necessary end sufficient condition for 
Robust Stebflfty cA an Interval Ptant wtth delay output with unit 
feedback. The result is based on Zero Exclusion Principle, see (1], 
131. 
THEOREM 3.1 (Zero Exclusion) : If ttere is at least one 
quesipofynomial in t w fan«y hat it stable, then (2.1) Is Robust 
Stable If and only TFY«*e(0.«>) and VT«(0.T_J 0«PO».Q,R.e**). 
Proof: the zero« of the quasipofynomials are continuous of their 
arguments {coefficients «rid delay), [14]. (19). Then, continuity and 
existence at one quaslpolynomial stable aflow us to apply the Zero 
Exclusion Principle, and the result follows. We guarantee the interval 
4»?{0.*) from Lemma 2.1. It Is enough. 
• 
We can see fed this result is different from others, because this 
Wx^ udes perturbed time delay. 
flsmarter This result Is generateed to the case r_J. 
Important Case 
Consider t>a case in which there is not uncertainty in N(s.q) end 
O M ; I e.: 
P<s.e-<*) - 0(s) • N(s)e-* refO.r^J <®-D 
C O R O L M f l y [StaMlty independent of delay]: If » w e is at least 
one quasipofynomkai (3.1) «table, then the whole famty (3.1) v r e l . 
is Robust Stable If and only if |N(}«)| < |Dfl«)J V «f fO.«) . 
Proof: (he proof is omfted due to lack of space, 
ftemart; the previous corollary is a particular version of the small 
gain theorem, nofice that |NQo)| < |D(]c*)| is «qulvaferrt to 
|G(s) | < 1. see (8| 
COROLLARY: Let Pflo.e**) with re(0. r^J and let 
u,fW={u€(0, ®) I |0{j«)| = |N(ju)|} the set of frequency 
points such that Megnitud of numerator Is equal to Megnitud of 
denominator And suppose that P(s. e"*) Is stable lor r « 0 . Then r ^ 
euch that ptant is stable v re(O.T^) is given by: 
« min (t 
n - number of times that w, appears. 
« • A, N (J(J,) - A. D(|o.) 
— — « , € « „ l '1A». ,n . 
Proof: Just check for these values tf the value set contains the zero. 
See Lemma (2 2). 
Remark: The result of previous Coronary is the same of presented 
in |»9j. neverthless the proof ts simpler. AJso this result does not 
Imply that the system remains unstable for v T>r^,. 
IV CONCLUSIONS 
We have shown necessary and sufficient conditions for Robust 
Stabtfty of systems wfth delay al the output and unit feedback, and 
a characterization of value set was presented too. However, an 
important open research problem is to determine Robust Stabltty 
using only some specific polynomials The goal of this paper was 
present a value set characterization of a class of quasipolynomlals 
and make an easy approach to verify robust stability «We have to say 
friaJ D m exist some results about this problem, for example In (4] 
the result is more general, but here the approach is easier. This result 
is different from (5], (6]. because we consider uncertainty in t ie 
coefficients and time delay of a cjass of quasipofynomials and they 
consider a more general class of quasipofynomials without 
uncertainty in the coefficients, then the results are not comparable. 
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RESUMEN: En este artículo se presenta una 
caracterización de! "value set" para una clase de 
sistemas de control con retardo. Esta caracterización 
está basada, principalmente, en algunas propiedades 
y operaciones que se definen para "value sets" de tipo 
rectangulares, los cuales son generados por ecuaciones 
características que tienen incertidumbre de tipo 
intervalo. La caracterización que aquí se presenta 
permite realizar un programa para su construcción, 
simplificando en gran forma su obtención. 
ABSTRACT: In this paper we show a characterization 
of the "value set" for a class of time delay systems. We 
get the main result using some properties which they 
are defined for rectangular "value sets". With this 
characterization we can compute the "value set" using 
the computer. 
Palabras Clave: Curva de Mikhailov, Polinomios de 
Kharitonv. 
N O T A C I O N 
R Campo de los números reales. 
C Campo de los números complejos. 
| 0 | Valor absoluto o magnitud de p . 
¿ P Angulo de p. 
Im(z) Par te imaginaria de z. 
Re(z) Parte real de z. 
I . I N T R O D U C C I O N 
El concepto del "value set" aparece en la 
década de los 60's como una técnica para realizar 
análisis en diferentes areas como ia ingeniería, 
matemáticas, economía, etc. A finales de la década de 
los 80's, surgen grandes aplicaciones en el área de 
t El trabajo d* ate autor fue parcialmente financiado por CONACYT. 
Joaquín Collado M. 
F. I M E. - U. A. N. f_ 
Doctorado en Ingeniería Eléctrica 
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San Nicolás de ios Garza, N. L 
Tel: (8) 329 40 20 Fax (8) 376-45-14 
Email jcollado@ccr.dsi.uanl.mx 
control automático para hacer análisis de estabilidad 
robusta; la gran ventaja de utilizar esta técnica es que 
transforma el problema origina] de estabilidad 
robusta, que es un problema analítico, en un problema 
únicamente gráfico; simplificando en gran forma ia 
verificación de esta propiedad. En este artículo será 
presentado un método para la construcción del "valué 
set" para una clase de sistemas de control con retardo 
de tiempo, el cual será definido dentro de esta 
sección. El artículo esta organizado de la siguiente 
forma: en la primer sección se presenta una breve 
introducción sobre el concepto del "valué set", así 
como su definición; en la sección 2 una serie de 
definiciones y operaciones con Vahie sets" serán 
presentadas; la sección 3 muestra el resultado 
principal de este trabajo y por último en la sección 4 
las conclusiones de este artículo. 
1,1 Definición d«l "vatoe .set" 
Como se mencionó con anterioridad, «J 
"valué set" fue definido, recientemente, para realizar 
análisis de estabilidad en sistemas de control lineales 
invariantes en el tiempo representados por funciones 
de transferencia; es claro que la propiedad de 
estabilidad de este tipo de sistemas dinámicos queda 
determinada solamente por los polos de la función de 
transferencia o k> que es k> mismo, la raíces de la 
ecuación característica, que para este tipo de sistemas, 
son funciones polinomiales. Cuando se obtiene un 
modelo matemático de un sistema físico, para 
simplificarlo es necesario hacer una serie de 
consideraciones que realmente no satisface el sistema 
físico, por lo que el modelo matemático no representa 
en forma exacta el comportamiento dinámico del 
sistema; esta falta de exactitud se puede compensar de 
diferentes formas, una de estas es considerar cierta 
incertidumbre que puede tener diferentes formas, ver 
(1], (3], (5) El "valué set" se define para sistemas 
instituto Tecnológico de Chihuahua (D.E PJ) 
dinámicos que presentan incertidumbre de tipo 
paramétrica; exislen diferentes tipos de inccrtidumbre 
paramétrica, ver |2). l'.n este artículo se considerará 
que la inccrtidumbre que presenta el sistema físico es 
de tipo intervalo y se puede expresar como 
inccrtidumbre en cada uno de los coeficientes del 
polinomio formado por la ecuación característica, tal 
como se muestra en la siguiente ecuación 
Ü 
PÍs .qH^Xs* <K*<lk<qk W 
k't 
donde cada uno de los coeficientes q, tienen 
incertidumhrc con límites entre q k y q 'k ; es claro que 
la ecuación (1) representa una familia de polinomios 
para todo valor de 1a inccrtidumbre, la cual será 
definida como sigue: 
p A < p(s,q): V q ^ q - s q / } l 2 ) 
El "valué set" es la gráfica en el plano complejo de la 
familia de polinomios presentada en (2) cuando es 
evaluada en s = j o ; esta definición es presentada a 
continuación: 
DEFINICION 1 El valué set de la familia de 
polinomios definida en (2) es la gráfica en el plano 
complejo de p(s,q) cuando s=ja>; es decir: 
V(a>) A <p(jw,q):V q j ' s q . s q f - . w e R } ( 3 ) 
entonces, el "valué set" de la familia de polinomios (2) 
será denotado como V(«) . Esta gráfica en el plano 
complejo toma diferentes formas geométricas 
dependiendo de! tipo de incertidumbre que se 
considere; en nuestro caso sólo se oonsiderará 
incertidumbre intervalo y para este caso la figura que 
forma es un rectángulo, tal como se muestra en 
seguida, ver J4]: 
. i 
im 
V(¿>.) 
• 
Re. 
Figura I. Valué set rectangular. 
donde los vértices del rectángulo v, son los polinomios 
d«' Khanionov evaluados para en una frecuencia fija 
<*>!>• v c r K'l Es importante mencionar que cuando se 
considera otro tipo de incertidumbre, figura que a? 
forma es diferente; sin embargo en este artículo sólo 
s^ trahajará con "valué seis" rectangulares, como el 
presentado en la figura anterior. 
1.2 Def in ic ión de l "valúe set" p a r a s i s t e m a s 
con r e t a r d o 
Nuestro tt ahajo está enfocado a la 
constiucción del "valué set" de una clase partícula! tíc 
sistemas de control con retardo, los cuales son 
llamados comúnmente, sistemas de control con 
retardo de transporte, ver [7] Como se presentó 
anteriormente, el "valué set" se define para uns 
ecuación característica que tiene incertidumbre; en 
este caso se considerará la siguiente ecuación 
característica con incertidumbre' 
p t s . q j . e « ) = d ( s j ) 1 n ( s , q ) e " " ( 4 ) 
d o n d e 
d ( s . r ) - ¿ r k s f c ' k=0 
a 
n ( s , q ) = q k s k t 
qr « v qf ; ^ «'i « h (¡ 
al tipo de funciones presentadas en la ecuación (4), se 
les conoce como quasipolinomios y determinan la 
propiedad de estabilidad de un sistema con retardo; 
considerando la incertidumbre en el quasipotisomie 
anterior, se obtiene una familia de quasipoltnomios 
que será definida como: 
P , A t p(s,q,T,e~™): V t f c s q ^ q , * ; ^ 
Vsr.ír,* ; refO.T^] ) 
el "valué set" para el tipo de sistemas representado 
por la ecuación característica (4). será definido de la 
siguiente forma: 
DEFINICION 2 El valué set V.(<¿) de la famüia de 
quasipolinomim definida en (5) es la gráfica en H plano 
complejo de p(s,q,r,e "j cuando s—ja; es decir-
V t ( u ) 4 ( p ( j « , q j , e - , < f l t ) : V q 1 " í q ) 4 q 1 * ; 
r, 'st ,sf; ; ^etO.T^] ) 
2. P R O P I E D A D E S P A R A " V A L U E S E T S " 
R E C T A N G U I . A R E S 
l 'n esta sección se presentarán algunas 
Inst i tu to Tecnológico de Chihuahua fO.E.P.n _ E L £ ; C T g 0 ^ 6 
definiciones y operaciones para "valué sets' 
rectangulares, las cuales serán de gran importancia en 
la construcción del "valué set" V.(<,j) definido en (6) 
listas operaciones son válidas para 'valué seis" 
rectangulares, como el presentado en la figura 1. 
DEFINICION 3 /M suma directa de dos valué sets se 
define como. 
v,(«o) 4 va<wo> A < P=P|*P2 : (7) 
P.cV^o) ; p ^ V ^ I 
<o0eR. entonces se dirá que I&>„) y I c.'J están 
ALINÜMX)S para ess valar de ue si = , donde. 
6 , = tan 
a2 = tan 
lm(v.) - Im(v. ,) 
Rc(v. ) -Re(v t ,) 
J lm(v,') - Im(v,;.,) 
Mv/J-Rfív/,) 
DEFINICION 4 El producto de un término encalar por 
el valué set se define como: 
P V ( W o ) ¿ ( p = p p , : p e C ; p , e V ( U o ) 1(8) 
es importante mencionar que el producto Je un factor 
escalar por el "valué set" evaluado en un valor fijo u , . 
amplifica y rota el "valué set" original; el incremento 
en el tamaño del "valué set" es determinado por | p | 
y el ángulo de rotación lo determina ¿.p. Entonces, el 
"valué set" de un polinomio con incertidumbre 
intervalo, como el presentado en la ecuación (1), 
multiplicado por un término escalar puede quedar 
como se muestra en la siguiente figura: 
Figura 2. Value set multiplicado for un factor 
escalar. 
donde nuevamente los vértices del rectángulo girado 
v, (i=1,2,3,4) corresponden a los polinomios de 
Kharitonov evaluados en s=j<aB pero en esta ocasión 
nc están ordenados; es decir, v, puede ser cualquiera 
de los cuatro polinomios de Khariionov y lo mismo 
para v,, r« Lo anterior es por que el ángulo de 
rotación puede ser mayor a i rf l y entonces el orden 
de los vértices es alterado. Las definiciones y 
operaciones que se presentarán posteriormente se 
harán considerando que los vértices del "valué set" 
rectangular no están en orden. 
DEFINICION 5 Considérese dos valué sets 
rectangulares V,( &>J y K/wJ evaluados en un valor fijo 
Entonces, dos "valúe sets" están alineados si tienen el 
mismo ángulo de inclinación como se muestra en la 
siguiente figura: 
Im 
\ 
X ' \ \ V ' 
\ X* 
Vt\¿ i 
V 
Re 
Figura 3. Valué sets rectangulares alineados. 
por el contrario, si dos "valué sets" no estén alineados, 
entonces se dirá que están desalineados. Si dos "valué 
sets" rectangulares están alineados para cualquier 
f iecuencia o e R ; entonces, se dirá que están alineados 
para toda frecuencia. Para finalizar esta sección se 
presentarán los siguientes resultados. 
LEMA 1 Sean i ' , ( y VJ&J dos valué sets 
rectangulares y alineados, como en la figura 3, entonces, 
la suma directa VJ&J + V/MJ también es un valué 
set rectangular con vértices formados por p, = v, + v( 
(¡ = 1.2,3,4). 
LEMA 2 Sean l',(«¿J y l ' / o j dos valué sets 
rectangulares y desalineados. Entonces, la suma directa 
V,( + t ^ f a j es un octágono formado con los 
vértices p, (i=l,. ,8). los cuales están determinados 
como sigue 
instituto Tecnológico de Chihuahua (U.b.KM) 
D. = v. 4- ' / V. este rt-^ ullado, es neersatio introducir los polinomios "i 
/ 
de Kharilonov correspondientes a l<is polinomios ron 
Pj = V3 + v( inccrlidumhre n(s.q) y d(s.r). 
P3 " VI + 
/ Vj "i " 4 <?i s 4 <bs2 4 <li s® * ... 
P4 » V3 + 
/ v2 nj = 4 1i s • <fes5 4 qj's3 * ... 
Ps 3 V3 4-
/ Vj nj « % * q,*s 4 «fes2 * Ij's5 4 •• 
P6 = V4 + 
/ Vj " • <h s 4 <fes2 4 «b 4 -
It V4 
/ V^  en el cual los valores q, y q,' son los valores límites 
Pi = Vl + 
/ v4 de la inccrlidumhrc como se definió en (1) Ahora se 
es ta s u m a d e dos "valúe sets" desalineados tiene la 
s iguiente forma: 
Im 
4>< 4>, 
Re 
Figura 4. Suma se dos value sets desalineados. 
polinomio d(s,r): 
d, = ro 4 Ti's * r j s * 4 r 3 s ' * -
d, = r0* + r,"s • r2"sa • i,*s3 • 
d 3 = r0* • r,*s • r2V + r , V • ... 
d< = «o~ + ri's * h*2 4 r3"s3 4 ••• 
también será necesario considerar ¡ !a sicuientc 
definición: 
DEFINICION 6 Considerar tos cuatro polinomios de 
Kharitonov d,(s), d}(s), d/s), entonces, el 
polinomio intermedio será definido como: 
M(s) = d'(S? * = * (9) 
d o n d e es tán determinados como: 
' + Vjíw^) 
• va(Wo) 
+ V2(«o) 
•i = vi 
- v2 
4-3 = Vj 
•4 = V4 - V2(«o) 
L a demost rac ión de los lemas anter iores se obtiene en 
f o r m a directa d e la figura que fo rman dos "valué seis" 
rectangulares. D e la forma que t iene la ecuación 
caracter ís t ica de un sistema de control con retardo 
(4) , s e p u e d e observar que e! "valué set" resultante 
e s t á f o r m a d o por la suma de dos "valué sets" en el 
cua l , u n o d e ellos es multiplicado por un factor 
esca lar , que en este caso lo forma la función que 
representa el re tardo e 
3 . C O N S T R U C C I O N D E L V A L U E S E T 
P A R A S I S T E M A S C O N R E T A R D O 
E n esta sección se presenta el resultado 
pr incipal d e este artículo, que es una caracterización 
del "valué set" para el sistema dinámico con la 
e cuac ión característica definida en (4). Tara presentar 
por último definiremos d siguiente factor de swñchco 
Y, e! cual será usado en la descripción del "valué set" 
q u e se presentará en el siguiente resultado. 
y A 0 si 0+2a* s wt < —+2mt 
2 
Y A 1 si — +2IIK s OT < 7t +20* 
2 
3 jt 1 t i si k +2a* s wt < — +2OR 
2 
Y a 3 si — +2ok i <i)x < 2r *2irn 
2 i 
donde n puede ser cualquier número entero en t r e 
ce ro e infinito. 
LEMA. 3 Ei valué set para la familia de quasipolittomios 
p, está formado por anillos centrados en ta cun-a de 
Mikhaifov de M(JO>) IATS anillos están formados, para 
cada valor fijo de o, por octágonos que cambian su 
forma en función del parámetro T; estos octágonos 
tienen sus vértices en los siguientes plintos: 
v i . i = d í . i t i« ) 4 n tGoJe"*" 
VM 48 ¿¡..O") 4 "itf«)« 
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donde: 
i = 0, 1, 2, 3 
k = ( y + i )mod 4 • 1 
b = ( y * i x 1 )mod 4 * 1 
(x)mod, représenla la operación modulo entero base 
cuatro de x, por ejemplo: 
(2)mod4 = 2 ; (4)mod4 = 0 : (7)raod, = 3 
en seguida se realizará la demostración de este 
resultado. 
Prueba. De la ecuación característica p(s,q,r.e "*) y de 
la definición de suma directa de dos "valué seis" se 
puede observar que el "valué set" de la familia de 
quasipo lino míos p , está formado por la suma de dos 
"valué sets" rectangulares en el cual uno de ellos es 
multiplicado por un producto escalar, que en este caso 
es el término que representa e! retardo de tiempo ó 
de transporte. Como se mencionó anteriormente un 
producto escalar amplifica y rota la figura formada 
por el "valué sel", que en este caso es un rectángulo; 
el factor de amplificación es en este caso igual a la 
unidad; es decir, el rectángulo permanece del mismo 
tamaño al ser multiplicado por el retardo; sin 
embargo, el ángulo de rotación si cambia para cada 
valor del retardo r . Entonces, el Valué set" del 
término que contiene el retardo en la ecuación 
característica n(s,q)e n es la unión de rectángulos que 
están rotando un ángulo que está entre 0 y 
como se muestra en Ja siguiente figura: 
t/m 
Re* 
Figura 4. Valué sel multiplicado por el retardo. 
donde los parámetros S, están definidos para como: 
8i = ni<j«©> 
¿2 - nítido) 
é3 = n,(j«0) 
= n 4 ( j » o ) 
por lo tanto, el "valué set" de la ecuación 
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característica p(s,q,rte "*) ~ d(s,r) + n ( s ,q )c" está 
formado por la suma de dos "valué sets" rectangulares 
que están aliñe .idos para todo valor de TÜ>0 - nw/2 
(n —1,2,3, ) y eslán desalineados para todo valor rw 0 
•• nrr/2; entonces, aplicando el I r m a 2 y considerando 
la incertidumbrc en el retardo, se obtiene que e! 
"valué set" para cada valor fijo está formado por 
la unión de octágonos que se colapsan en rectángulos 
para cada valor de TU„ = mr/7\ tal como se muestra 
en l.i siguiente figura" 
hn , _ _ 
K, 
p. 
Re 
Figura 5. Valué sel de 
donde el rectángulo trazado con líneas discontinuas 
corresponde al "valué set" de d(s,r) y los rectángulos 
con líneas punteadas a d(s,r)+n(s,q). Se puede 
observar que los octágonos trazados con líneas 
continuas cambian sus vértices cada vez que el "valué 
set" de n(s,q)e** rota nw/2 radianes; por lo tanto se 
pueden definir como: 
v¡.i = ¿¡.id'«) + nkG»>e~,í" 
vt.i = di.iG") + Vjwje ->ut 
donde: 
* = 1°. 
i = 0, 1, 2 . 3 
k = ( y + i ) m o d 4 + 1 
h = (y +i + l ) m o d 4 * 1 
de la figura anterior, es claro que los octágonos giran 
con respecto al centro del rectángulo correspondiente 
al polinomio d(s,r), el cual está determinado por el 
polinomio M(s) evaluado en s=juu. Entonces, el 
"valué -set" para toda frecuencia « e f O , » ) está 
formado por anéWOs generadas por octágonos 
centrados en la curva de Mikhailov de M(s); tal como 
se muestra en la figura siguiente: 
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Figura 6. Value set de para un rango de 
frecuencias. 
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4. C O N C L U S I O N E S 
En este artículo se presentó una 
caracterización del "valué set" de una ecuación 
característica que se obtiene al considerar un sistema 
de control con retardo de transporte. Esta 
caracterización permite obtener el "valué set", para 
este tipo de sistemas, mediante el «isc de la 
computadora; el "valué set" es de gran importancia 
para realizar análisis de estabilidad robusta de 
sistemas lineales invariantes en el tiempo y ahora 
extendido también a sistemas con retardo. Una 
aplicación de este resultado al problema de estabilidad 
robusta es presentado en (8). 
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R E S U M E N : F.n este artículo se presentan condiciones 
necesarias y suficientes de estabilidad robusta para 
una clase de sistemas de control con retardo; estos 
sistemas son representados por modelos matemáticos 
que reciben el nombre de plantas intervalo. 1.a 
aportación principal de este t r aba jo es la inclusión de 
un té rmino que representa un re ta rdo de tiempo, que 
p u e d e ser debido al re ta rdo que presentan los 
e lementos sensores ó bien, deb ido al retardo de 
t iempo que por las características del proceso, aparece 
en el modelo matemático. El resultado principal 
consiste en la aplicación del principio de exclusión del 
ce ro pa ra sistemas dinámicos con incertidumbre 
paramétr ica . 
ABSTRACT: In this paper w e present necessary and 
sufficient condition of robust stability for a class of 
dynamical systems described by interval plants with 
t ime delay. W e apply the zero exclusion to get the 
main result. 
P a l a b r a s Clave : Polinomios de Kharitonv, 
quasipolinomios, "value set". 
N O T A C I O N 
R 
C 
Im(z) 
Re(*> 
Campo de los números reales. 
Campo de los números complejos 
Parle imaginaria de z. 
Parte real de z 
I . I N T R O D U C C I O N 
l'l problema de plantas intervalo ha s ido de 
gran interés por que existe una gran cantidad (in-
aplicaciones prácticas U n o de los primeros resultados 
relacionados con plantas intervalo fue publicado cu 
[5|, quienes presentan condiciones necesarias y 
suficientes de estabilidad robusta para plantas 
intervalo que pueden ser multivariables; o t ro resultado 
importante es {3J, donde se obtienen condiciones d(*. 
estabilidad robusta para un sistema dinámico 
representado por nna planta intervalo conectada con 
un compensador de primer orden; la ventaja principal 
del trabajo anterior es que presenta las condiciones en 
base a 16 puntos extremo que se calculan con los 
polinomios de Kharitonov. La propiedad d e 
estabilidad robusta de plantas intervalo ba ¿ d o 
extendida a sistemas de control no lineales, tal como 
le presentan los artículos (4], [6] quienes tratan e] 
problema de "ÍAire' considerando plantas intervalo en 
la parte lineal. 
En este artteulo se presentarán condiciones 
necesarias y suficientes de estabilidad robusta para 
sistemas dinámicos representados por plantas intervalo 
con retardo de tiempo; el resultado principal es una 
extensión del principio d e exclusión del cero a este 
tipo de sistemas, es te resultado es de g ran 
importancia, por su simplicidad, cuando se puede 
realizar la construcción del "valué set", ver (15). 
Algunos antecedentes relacionados con sistemas con 
retardo son presentados en los artículos f8),(2] 
también, recientemente fue publicado (10) quiene 
extienden el concepto de direcciones convejc 
presentado en 113|. Otros resultados que e 
relacionados con este problema son (7), f9 ] ,M' 
donde se presentan algunos resultados reí 
t Et trabajo de este autor fut parcialmente financiado par CONACYT 
i n s i i t u i u T a c n o l ó Q i c o d e c n i ñ u a n u a l u . t i . r . i ) 
con sistemas dinámicos con retardo, aunque algunos 
no tratan directamente el problema de plantas 
intervalo con retardo de tiempo. 
I,a aportación principal de este articulo es la . 
la consideración del retardo de tiempo con 
incertidumbre de tipo intervalo; ya que, por su 
complejidad, la mayoría de los resultados anteriores 
no lo consideran Finalmente, la organización de este 
artículo es la siguiente: en la sección 2 se presentará 
el planteamiento del problema a resolver, el resultado 
principal y su posible extensión es presentado en la 
sección 3, la sección 4 presenta un e j í f t p l o numérico 
donde se aplica el resultado obtenido y por último en 
la sección 5 las oonclusiones de este trabajo. 
2 . P I A N T E A M I E N T O l ) E L P R O B L E M A 
<? = < qeRm : q¡ ífl,«?/ ) 
R = ( r 6 R" : r," s r , s r¡ } 
es claro que una planta intervalo es una familia de 
plantas formada por un conjunto de funciones 
racionales que pueden representar sistemas físicos que 
t ienen elementos con incertidumbre de tipo intervalo. 
Esta familia de plantas será definida como: 
fc A ( G(s,q,r) : q£Q ; reR } ( 2 ) 
d o n d e se establece la suposición de que la familia Y 
sea estrictamente propia; es decir, que m < n para 
t o d o e lemento de la familia. Para describir el 
problema de plantas intervalo es necesario presentar 
el siguiente diagrama de bloques: 
Esta sección este dividida en dos partes: la 
primera, presenta la definición de una planta intervalo 
y el planteamiento original del problema de robustez 
de plantas intervalo; en la segunda se presentará la 
modificación del problema original al problema de 
plantas intervalo con retardo de tiempo. 
2.1 Def in i c ión d e P l a n t a s I n t e r v a l o 
En términos generales, una planta intervalo 
es una función de transferencia que representa el 
comportamiento dinámico de un proceso determinado; 
las plantas intervalo se definen para sistemas 
dinámicos lineales invariantes en el tiempo con 
condiciones iniciales iguales a cero; la diferencia 
principal entre una planta normal y una planta 
intervalo es que la última considera incertidumbre de 
tipo intervalo en los coeficientes del numerador y 
denominado«1 de la función de transferencia. La 
definición formal de una planta intervalo se presenta 
en seguida' 
DEFINICION i [1] Una planta intervalo es una 
función de transferencia que representa un sistema 
dinámico con incertidumbre que tiene la siguiente 
estructura matemática: 
G(W) _ N(s¿) _ i-o 
«¡V> . W . l f 0 ) 
V « j e Q ; r$R 
donde Q y R definen conjuntos de vectores cuyos 
elementos son los coeficientes del numerador y 
denominador respectivamente; es decir: 
X(s) 
C(s) 
Figura 1. Diagrama de bloques de una planta 
intervalo. 
donde C(s) y fi representan un controlador fiio y una 
p lanta intervalo respectivamente; considerando que el 
controlador tiene la siguiente estructura: 
C(s) = 
Or{s) 
en el cual A \ (s) y D,fs) son polinomios de grado p y s 
respectivamente, con ta condición p s s; entonces, el 
objet ivo es encontrar un controlador C(s) que logre 
estabilizar el sistema de control en lazo cerrado de la 
figura 1; este problema es conocido como 
estabilización robusta de plantas intervalo. Es claro 
que la.estabilidad robusta del sistema en lazo cerrado 
presentado en la figura 1, está determinada por la 
siguiente ecuación característica: 
pis.q.r) = N¿s)N($,q) + D,(s) í>(s . r ) ( 3 ) 
entonces, el problema de estabilización robusta se 
puede plantear como un problema de estabilidad 
robusta de la ecuación característica (3). Ahora será 
presentado el problema de interés en este t rabajo. 
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2.2 Plantas Intervalo ron Retardo 
l-n esla sección se define el problema He 
inlcrés en este arlículo. que es el problema de 
estabilidad robusta de plantas intervalo con retardo; 
éslc, a diferencia de! problema original de plañías 
intervalo, considera un retardo c " en lugar «le un 
controlndor C(s), como se muestra en la siguiente 
figura; 
X<*> . — M.-V—• h •TS € 
Figura 2. Diagrama de bloques de uno planta 
intervalo cotí retardo. 
donde h define nuevamente una familia de plantas 
intervalo; la estabilidad del sistema dinámico 
presentado en la figura 2 está determinada por la 
siguiente ecuación característica: 
p(s,q,r.e'") = D(s,r) + N(s,q)e-,i (4) 
donde D(s,r) y N(s,q) son los polinomios intervalo 
definidos en (1) y en este trabajo se considerará que 
el retardo de tiempo r es un parámetro que tiene 
incertidumbre de tipo intervalo. Como se puede 
observar, la ecuación característica (4) representa una 
familia de qu «¡polinomios, la cual será definida como 
sigue: 
Pt t { p(s,qs,e: qtQ ; re* ; 
1 
Entonces, el objetivo de este trabajo es obtener 
condiciones necesarias y suficientes para garantizar 
estabilidad robusta del sistema dinámico representado 
por la figura 2; lo anterior es equivalente a obtener 
condiciones de estabilidad para la familia de 
quasipolinomios (5). 
3 . R E S U L T A D O P R I N C I P A L 
En esta sección se presenta el resultado 
principal de este trabajo; para presentar el este 
resultado es necesario realizar las siguiente definición: 
L L L B I 7 U 
DKMNK'ION 2 l't valué tet \\(<¿) ¿e la familia de 
qun^ip<>lir>(»iiim p, c* la gráfica rn el plano complejo 
de p(e,q,r,e") cuando s=ja; es decir 
P,<g>) " < P{s.q,r,e ) : V reR ; ( 6 j 
qcQ ; t ^ O , ^ ] ; a>eR } 
entonces, se dcnoiará como a! "valué sel" 
correspondiente a la familia de quasipolinomios f>,. 
Ahora será presentado el resultado principal. 
TF.ORF.MA 1 | Exclusión del ecm] ft edite al menos 
u;i elemento estable de la familia de quasipolirtomios p, 
definida en (6), entonces, p, es robustamente esto Me si 
y sólo si, fíf l',(<a) Vc*e 10, 
Prueba, I-a prueba está basada en al propiedad de 
continuidad de las raíces de la ecuación característica 
(4) con respecto a los coeficicnlcs q,, r, y también con 
respecto al relardo r, ver [11], |1?|. 
necesidad. Se asume por hipótesis que p, , es 
robustamente estable y se demostrará que Ot 
La demostración se realizará por contradicción. Si O t 
entonces de la definición de "vahies sel" 
presentada en (6), existe un elemento p(ja',q',r',e 
"*')tp„ lal que p O ' « ' , « ? » ' " ' ' ^ = 0, lo cual 
implica que tiene al menos una rafz sobre el eje 
imaginario y esto contradice la hipótesis de que p, es 
robustamente estable; por lo tanto Ot I'. 
suficiencia. Por contradicción; supóngase que Ot 
l\(a) y que existe un elemento p(s,q.r,e~") ep, que es 
inestable; con la suposición de que al menos un 
elemento de la familia es estable y aplicando la 
propiedad de continuidad de las raíces de la ecuación 
característica, implica que existe un elemento 
p(s',q',r',e"''') ep, tal que p(s',q',r',e"''') 3 0 , 1 o cual 
significa que O t V,[a) y por lo tanto se contradice la 
hipótesis Ot V,(t¿>)\ entonces, p, es robustamente 
estable. 
• 
NOTA 1 Este resultado garantiza la propiedad de 
estabilidad robusta deI sistema dinámico representado en 
el diagrama de la figura 2. El resultado es una extensión 
del arlículo presentado en (14 /. 
4. E J E M P L O N U M E R I C O 
l:.n esta sección se presenta una aplicación 
del resultado anterior a un ejemplo numérico. 
Considerar que se oblicnc la siguiente ecuación 
característica de algún sistema de control 
representado por una planta intervalo con retardo: 
In si i lu to T e c n o l ó g i c o d e C h i h u a h u a f O . E . P I ) liuwv i >r 
p(s,q,r,e "") = D{s) * N(s.q)e " (7) 
d o n d e 
D(s) = i 5 • 7 s * + 1 9 . 4 s ' • 2 6 . 6 s 2 * 
1 8 . 0 3 8 4 s • 4 . 8 3 8 4 
N(s,q) = ss * (5.8 + q2)s2 • (11.05 + q¿s * 
(€9 + <?o) 
- 1 . 8 s <?( s 1.8 O í t í l 
uti l izando un p rograma para construir el "Valué set" se 
obt iene lo siguiente: 
v» 
Figura 3. Valué set del ejemplo anterior. 
la figura anter ior e s la gráfica del Va lué set" para un 
rango de f recuencias de o€(0,2¡. por lo tanto 
aplicando el t eorema 1 podemos conduir que el 
sistema r ep resen tado por (7) es robustamente estable; 
ya que el va lué se t V,(«>) no toca el cero del plano 
complejo. 
5 . C O N C L U S I O N E S 
Esta fo rma de analizar la propiedad de 
estabilidad robus ta es muy simple y la ventaja 
principal es q u e n o depende d e la dimensión del 
sistema dinámioo, por lo que se puede aplicar a 
sistemas dinámicos de dimensiones grandes sin ningún 
problema; o t r a ventaja es que el cálculo realizado no 
requiere hacer operaciones que puedan representar 
p rob lemas d e e r ro r numérico, ya que sólo se requiere 
realizar operac iones básicas con números complejos, 
( j t s condiciones d e estabilidad se obtienen en función 
de una gráfica en el plano complejo; es decir, por 
inspección visual, por lo que resulta muy sencilla la 
forma de verificarla. 
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