We consider a class of degenerate parabolic equations containing the parabolic p-Laplace equation, on Riemannian manifolds. We prove that, on arbitrary manifolds, bounded solutions of such equations have finite propagation speed, and show that the rate of propagation can be estimated in terms of bounds on the Ricci curvature. The main technical tool in the proof is a new mean value type inequality for bounded solutions.
Introduction.
We consider solutions on an n-dimensional Riemannian manifold M of a class of degenerate parabolic equations modelled on the parabolic p-Laplace equation and u = u(x, t), x ∈ M , t ≥ 0. We assume p > 2. This condition on p implies that the equation degenerates at at points where ∇u = 0.
Not only is Equation (1.1) one of the simplest possible generalisations of the heat equation, it also has applications in fluid dynamics, where it describes the non-stationary flow in a porous medium of a non-Newtonian fluid, see [13] and references therein. Additionally, Equation (1.1) describes the propagation of heat after the explosion of a hydrogen bomb in the atmosphere [15] . This has motivated much of the research concerning equations such as (1.1). An account of the theory in R n is given in [8] , where the degenerate case p > 2 is considered as well as the singular case 1 < p < 2.
See also, for example, [7, 9, 13, 14, 15] and references therein. In contrast, there appears to be almost no literature concerning equations such as (1.1) on manifolds. Our study of these equations on manifolds is motivated by the fact that solutions of the heat equation on a Riemannian manifold are sensitive to the geometry of the manifold, and it seems natural to ask if this is true for solutions of the non-linear generalisation (1.1) of the heat equation, too.
In this paper, we consider one aspect of the behaviour of solutions of equations modelled on (1.1): their propagation speed. The behaviour of solutions of the degenerate Equation (1.1) with p > 2 on R n differs markedly from that of solutions of the heat equation, equation (1.1) with p = 2, since unlike solutions of the heat equation, bounded solutions of (1.1) on R n have finite propagation speed. By this, we mean that the support of u(·, t) is contained in an r-neighbourhood of the support of the initial data, where r = r(t) < ∞.
On R n , there are several ways to prove this. One proof, see [8] , involves a comparison with a known explicit solution, the so-called Barenblatt solution [3, 18] . A similar approach is followed in [1, 4, 7] . Another proof (see [9, 14] ) uses the Sobolev inequality in R n . If we change the setting to a Riemannian manifold, where no analogue of the Barenblatt solution is available and Sobolev inequalities analogous to that in R n do not in general hold, neither of these approaches works, and the question arises if finite propagation speed is a particular property of solutions of (1.1) on R n , or a generic property of solutions on Riemannian manifolds. We prove that the latter is the case, and that for solutions of the parabolic p-Laplace equation (which will be defined in Section 2) the following theorem holds (cf. Theorem 4.1): 
where p > 2 and T > 0, and suppose that for some ball
Then, there exists t 0 > 0 such that for all 0 ≤ t < min(t 0 , T ),
The constant t 0 has the explicit value
where C depends on p, and on some intrinsic geometric properties of the ball B(x 0 , d); in particular, it can be estimated in terms of bounds on the Ricci curvature on B(x 0 , d) (see Theorem 4.1 for more details). The proof of this theorem (see the proof of Theorem 4.1 in Section 4) uses a mean value type inequality, which generalises a well known result for solutions of the heat equation. Two versions of the inequality are discussed in Section 3. We emphasise that the proofs only depend on a local analogue of the Sobolev inequality in R n , not on the global geometry of M .
The preceding theorem can be used to prove that solutions of the parabolic p-Laplace equation have finite propagation speed, at least locally (in time), as is stated in the following theorem (cf. Theorem 4. 
There exist T > 0 and an increasing, non-negative function
such that for any 0 < t < T , the support of u(·, t) is contained in the r(t)-neighbourhood of supp u 0 .
For the constant T > 0, we can take 
If supp u 0 is compact, and the Ricci curvature of M satisfies for all
Preliminaries.

Notation.
Throughout this paper, M will be an n-dimensional (n ≥ 2), complete, non-compact Riemannian manifold with metric g. For every x ∈ M , T x M denotes the tangent space to M at x. The inner product in T x M is denoted by ·, · , suppressing the dependence on x. If σ is a smooth, positive function on M , we can define a measure µ on M by
where dν is the Riemannian measure on M . The pair (M, µ) is called a weighted manifold.
The requirement that we should be able to integrate by parts on (M, µ) leads to a natural definition of the divergence div µ on (M, µ). In local coordinates,
where g = det g ij , and g ij are the components of the metric tensor. Here, we sum over repeated indices. Throughout this paper, Ω will be an open subset of M (not necessarily bounded), x 0 will be a fixed point in M , and U will be a precompact set containing x 0 . We write I T to denote the interval [0, T ), where T > 0 is an arbitrary real number, and Ω T for Ω × I T .
For the geodesic ball of radius r centred at the point x, we write B(x, r), and V (x, r) = µ(B(x, r)).
If f = f (x, t) is a function defined on Ω T , we use ∇f to denote the gradient with respect to the spatial variable x. The derivative with respect to t is denoted f t .
Also, we write
, and
Degenerate parabolic equations and weak solutions.
We consider the following parabolic equation on M ,
Throughout this paper, we assume that the mapping A :
is measurable in (x, t, u, ξ) and continuous in (u, ξ) for a.e. (x, t) ∈ M ×R + and that A satisfies the following conditions for real constants 2 < p < ∞, and c, C > 0 :
Note that, by (2.2), Equation (2.1) degenerates if ∇u = 0.
Solutions of (2.1) on a set Ω T are defined as follows: a function u(x, t) is a weak sub-solution resp. super-solution of (2.1) on Ω T if
and for all t 1 , t 2 ∈ I T , t 1 < t 2 , for all non-negative test functions
A function that is both a weak sub-solution and a weak super-solution is a weak solution.
If we assume that in addition to (2.2) and (2.3), A satisfies
as is clearly the case for the parabolic p-Laplace equation, and that Ω is bounded, then (see [16, chapter V]) a Galerkin procedure can be used to show that the Dirichlet problem
has a weak solution, by which we mean a solution to (2.1) that is in
the class of weak solutions that are zero on ∂Ω × I T , and satisfies the initial condition.
In the proofs of several of the estimates that will follow, it would have been convenient if in the definition (2.6) of a weak solution, we could have taken u itself (or u multiplied by a cut-off function) as a test function. Unfortunately, as can be seen from the Definitions (2.4) and (2.5), a weak solution of (2.1) is not in general admissible as a test function, since it is not sufficiently regular in t: u t generally only has a meaning in the sense of distributions. This difficulty can be overcome by using the so-called Steklov average of u (see for example [16, Chapter 2] ), which is defined as follows:
If u is a sub-resp. super-solution of (2.1) in Ω T , then the Steklov average u h is in C 1 (I T −h ; L 2 (Ω)) and satisfies (2.9)
. In contrast to the situation for the non-averaged function u, u h can be used as a test function in (2.9). We will use this in combination with the following standard lemma, which can easily be proved using Hölder's inequality,
In this paper, we consider only bounded solutions of (2.1) and (2.7). Using Steklov averages, one can prove that a sufficient condition for a so-
of the Dirichlet problem (2.7) to be bounded is that u 0 is bounded. To show this, we use the following lemma that is proved in [8, Chapter II]:
Lemma 2.3 ([8]). If u is a sub-solution of (2.1) in Ω T , and A satisfies (2.3), then for any
We use this lemma to prove
then, by Lemma 2.3, v + is a subsolution of (2.7), so its Steklov average
so it is a valid test function in (2.9). Integrating (2.9) over [0, t], t ∈ I T , with this choice of test function gives
Letting h → 0, and applying Lemma 2.2, we find
by the estimate (2.3), for all t ∈ I T .
Local Sobolev inequality.
The proof in [9, 14] of the finite propagation speed property for solutions of (2.1) relies on the Sobolev inequality in R n . On a manifold M , a Sobolev inequality in general does not hold, see for example [20] . However, a local version does hold on any given Riemannian manifold M . Recall that U ⊂ M is a precompact set. By a compactness argument, the following two conditions are always satisfied. First, there exist positive constants D U and ν such that for all balls
with r 1 ≤ r 2 , the following volume doubling inequality holds
Here, ν can be taken equal to or larger than the dimension n of the manifold, so we can assume ν > p.
Second, the following Poincaré inequality holds: there exists a positive constant P U such that if B(x, r) ⊂ U is a ball split by a hyper-surface Γ into two disjoint parts U 1 and U 2 such that B(x, r)\Γ = U 1 ∪ U 2 , then (2.11)
where A(Γ) is the (n − 1)-dimensional measure of Γ, weighted by σ. It can be proved from (2.10) and (2.11) (following a procedure similar to that in [10] or [19] , see [6] ) that if M is non-compact, for any ball
This local version of the Sobolev inequality is one of the tools that we will be using in later proofs.
We will mostly be using these inequalities in balls U = B(x 0 , r) ⊂ Ω, where x 0 is fixed, in which case, we will use the shorter notation
for the constants in (2.13).
The constants P U and D U both are curvature dependent, and can be estimated in terms of bounds on the Ricci curvature. Since the Ricci curvature of M is a bilinear form, we can compare it with the metric g. If µ is the Riemannian measure on M , U = B(x 0 , r) and the Ricci curvature on B(x 0 , r) is bounded from below by −(n − 1)kg, k > 0, then the constants D and P satisfy (2.14)
see [12] , resp. [10, 5] . If the manifold M has non-negative Ricci curvature, the constants D U and P U are global.
Most of the estimates that we will obtain are curvature dependent, as a consequence of the curvature dependence through D U and P U of the constant S x,r,U in (2.12).
In this paper, we assume that M is non-compact. If M is compact, then provided that B(x, r) = M , (2.12) holds with the constant S x,r,U replaced with (2.15)
where diam M is the diameter of the manifold (see [6] ). All proofs in this paper can easily be modified to apply to compact manifolds if in all references to the local Sobolev inequality (2.15) is used instead of (2.13).
Mean value type inequalities.
In this section, we assume p ≥ 2.
If M is a geodesically complete manifold of non-negative Ricci curvature, a positive solution u of the heat equation in a cylinder B(x, √ t) × (0, t], x ∈ M , t > 0, is known to satisfy the following mean value inequality, see for example [11] :
udµdτ,
We will show that this is a special case of an estimate that holds for subsolutions of Equation (2.1). In the second half of this section, we show that for t > 0 a simplified mean value type inequality holds away from the support of u(·, 0). The result we obtain in this case will be used to prove that solutions to (2.1) have finite propagation speed. We start with a preliminary lemma, giving an estimate for sub-solutions of (2.1).
Lemma 3.1. Let u ∈ S p (Ω T ) be a bounded, non-negative, weak subsolution of (2.1), where the mapping A is assumed to satisfy (2.2) and (2.3). Let η be a piecewise smooth, bounded, non-negative function in Ω T , with compact support in Ω at all times t ∈ I T , and with bounded first order derivatives, and let
q ≥ 2, s ≥ p. Fix θ ≥ 0 and denote v = (u − θ) + . Then, Ω v q η s dµ t 2 t 1 + t 2 t 1 Ω ∇ v p+q−2 p p η s dµdτ ≤ C v p−2 ∞,Ω T ∇η p ∞,Ω T η s−p ∞,Ω T + η s−1 ∞,Ω T η t ∞,Ω T t 2 t 1 Ω v q dµdτ, for all 0 < t 1 < t 2 < T ,
with C = C(A, q, s).
Proof. By Lemma 2.3, v is a sub-solution of (2.1), so its Steklov average satisfies The restriction that u is bounded is not necessary if q = 2. The next step toward our mean value inequality involves a comparison of integrals of a sub-solution of (2.1) over two cylinders, one contained in the other, of (u − θ) q + , with θ a positive constant and q ≥ 2, using a local Sobolev inequality in a precompact set U . This estimate will later be used repeatedly for a sequence of shrinking cylinders.
which makes it a valid test function in (3.2). Integrating the equation over a time interval [t 1 , t 2 ], we get
We define
where ν is the constant in (2.10).
The following is a generalisation of a result in [9] .
Let u ∈ S p (Ψ 0 ) be a non-negative, bounded, weak sub-solution of Equation (2.1). The mapping A is assumed to satisfy (2.2) and (2.3). Define two integrals
The constant κ was defined in (3.4) , S r 0 in (2.12) and ν in (2.10) , and C depends on p, q and ν.
Proof.
Write v = (u − θ 1 ) + . By Hölder's inequality, for all l > q,
The second term on the right-hand side of (3.5) can easily be estimated in terms of Y 0 : since Ψ 1 ⊂ Ψ 0 , and
To estimate the integral on the right-hand side of (3.5), introducer 0 = r 0 +r 1 2 , and let ζ(x, t) ≡ ζ(x) be a piecewise smooth, non-negative function supported in B(x 0 ,r 0 ), such that ζ ≡ 1 on B(x 0 , r 1 ), |∇ζ| ≤ 2 δr and ζ ≤ 1 on B(x 0 ,r 0 ). Then, using Hölder's inequality,
provided that l satisfies
This replaces the earlier condition l > q.
, so we can apply the local Sobolev inequality (2.12):
Substituting (3.9) into (3.7), we get
(3.10)
To estimate this in terms of Y 0 , we apply Lemma 3.1 in B(x 0 , r 0 ) × I T , which yields estimates for the integrals on the right-hand side of (3.10) .
For the function η in Lemma 3.1, we take η(x, τ ) = η 1 (x)η 2 (τ ), with η 1 a piecewise smooth, non-negative function supported in B(x 0 , r 0 ) such that 1 on B(x 0 , r 0 ) , and
Lemma 3.1, with s = p, now gives that for any
This provides us with the necessary estimate for (3.10), if we choose l so that
Observe that l satisfies the Condition (3.8). We can now rewrite (3.10)
To finish the proof of the lemma, we substitute this and (3.6) into (3.5).
The following theorem contains the first of two mean value type inequalities. The proof consists of two steps. In the first step, taking ideas from [9] , we repeatedly apply the last lemma in a sequence of shrinking cylinders, whereas in the second step, we apply a technique from [17] that requires growing cylinders.
Theorem 3.3. Assume that (M, µ) is a non-compact, complete, weighted Riemannian manifold.
Let r > 0, T > 0, and define U = B(x 0 , r) and , q) , ν and S r as in (2.10) and (2.12) , and κ given by (3.4) .
non-negative, bounded, weak sub-solution of (2.1), where A is assumed to satisfy the estimates (2.2) and (2.3). Then, for
q ≥ 1 (3.15) u ∞,Ψ ≤ CS ν κ r Ψ 0 u q dµdτ p κ r −p u p−2 ∞,Ψ 0 + T −1 ν+p κ , C = C(ν, p
Proof.
Step 1: We will first prove the theorem for q ≥ 2. To do this, we follow ideas from [9] , and define a sequence of increasing times t m and a sequence of decreasing radii r m
and a corresponding sequence of shrinking cylinders Ψ m :
Note that Ψ = lim m→∞ Ψ m , where Ψ was defined in (3.14).
We introduce an increasing sequence θ m ,
where a value for θ > 0 will be fixed below, and, finally, we introduce the following integrals:
Obviously, the Y m are non-negative and decreasing. With a suitable choice of θ, we can achieve that lim m→∞ Y m = 0: by Lemma 3.2
To satisfy the condition on Y 0 , we choose θ so that
With this choice of θ, we obtain (u(ξ, τ )−θ) + = 0 a.e. on Ψ, which completes the proof of the theorem for q ≥ 2.
Step 2: We now extend the proof to include 1 ≤ q < 2. Consider q, l such that 1 ≤ q < 2 ≤ l. We will use the notation
Following ideas from [17] , we use a sequence of growing cylinders. Define
. Note thatΨ 0 = Ψ and lim m→∞Ψm = Ψ 0 .
Let (ξ, τ ) ∈Ψ m−1 . We now introduce two cylinders containing (ξ, τ ), both of them contained inΨ m , in which we can apply the result from step 1 (see Figure 1) : choose s such that
Observe that (ξ, τ ) ∈ ψ(ξ, τ ). Since l ≥ 2, we can apply the result from step
It now follows immediately from the definitions of M 0 and A, that
the statement of the theorem.
A second mean value inequality.
In the proof of Lemma 3.2, we introduced a cut-off function η that vanished on the bottom of the largest of the two cylinders (see (3.11) ). If the support of the solution u at time t = 0 does not intersect the bottom of this cylinder, however, this becomes unnecessary, and a different mean value type inequality holds. 
where C = C(ν, p, q), S r and ν as in (2.12) and κ given by (3.4) .
Proof. The proof is very similar to that of the first mean value inequality. Again, for q ≥ 2, we consider a sequence of shrinking cylinders, but this time they all have the same height. Let
with θ to be chosen later.
This proves the theorem for q ≥ 2. To obtain the result for 1 ≤ q < 2, follow the same procedure as in Theorem 3.3, with r m as in (3.16), The mean value inequality for the heat equation (3.1) is, as said before, a special case of the two preceding theorems. To see this, let M be an ndimensional non-compact manifold with non-negative Ricci curvature, n > 2, and let u be a solution of the heat equation in some cylinder B(x 0 , r) × (0, T ). Choose q = 1 and p = 2 and assume r = √ T as in (3.1). Since we assume n > 2, the local Sobolev inequality (2.12) holds with ν = n, with Sobolev constant S r given by (2.13). In this case, both (3.15) and (3.21) coincide with (3.1).
Finite propagation speed.
In this section, we show that sub-solutions of the non-linear equation (2.1) in a non-compact manifold M have finite propagation speed, using the mean value inequality from Theorem 3.4. Furthermore, we obtain a local estimate for the speed of propagation. This estimate turns out to depend on the curvature of the manifold M , through the curvature dependence of the constants D U and P U in (2.10) and (2.11). The key ingredient in the proof of the finite propagation speed property is an estimate for the term r −p u p−2 ∞,Ψ 0 in the mean value inequality (3.21).
The results in this section are only valid if p > 2.
The following theorem implies Theorem 1.1 in the introduction: 
For all 0 ≤ t < min(t 0 , T ), with In Corollary 4.3, the manifold M is assumed to be an unweighted manifold. However, if M is weighted with weight σ and there exist constants 0 < c, C such that c < σ < C, then the corollary continues to hold in M , since it follows immediately from the definition of the constants D U and P U in (2.10) and (2.11) that the estimate (4.9), from which the corollary follows, remains valid.
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