Using Vogel's approximation method to find the best delivery system for the "rice for a prosperous people" (RASTRA) program (case study: Surakarta residency) Abstract. In Indonesia education is one of the important aspects to be implemented by anyone aiming to educate and create a reliable and resilient generation. One of the forms of education is higher education. As we know, registration data in higher education, such as student profile data, courses, KRS (Study Plan Card), alumni data, English language skills, and so on can be important information to make a policy that improves the quality of a college, and especially for a department. There is quite a large amount of this data if it has been collected for several years. This research uses data gathered, namely, student profile data, GPA, Senior High School, and residence of student to get information of our student enrollment data. By using classification methods such as Naïve Bayes Classifier and Support Vector Machine, it can be used to predict whether the student graduates in a timely fashion or not. Timely graduation is defined by student graduating in four years or eight semesters, or less. Based on the research, the results obtained for this classification by using the method of Support Vector Machine are better than the Naïve Bayes Classifier, with an accuracy of 69.15% for this data.
INTRODUCTION
In Indonesia, education is one of the important aspects implemented to educate and create a reliable and resilient generation. One of the forms of education is higher education. One of these is the university. Higher education itself includes the diploma program, the bachelor's degree, professional programs, master programs, and doctoral (Ph.D.) programs. In Indonesia, there are two kinds of universities, based on their management: government universities and private universities. 1 The quality of universities in Indonesia is measured based in the accreditation conducted by the National Accreditation Board of Higher Education (BAN-PT). According to BAN-PT, the quality of a university is measured based on seven main standards, one of them is Student and Graduated. Especially in the evaluation of student and graduate standards, the assessed components are: new and graduate student recruitment system (average of study period and GPA of graduates). Based on the government regulation regarding the burden of study, the University Credit Unit (SKS) for an undergraduate program can be as many as 144 credits with a deadline of 8 semesters to 10 semesters. One of the main problems of higher education is how to improve the quality of education for students and improve the quality of a college's management. One way to achieve the highest level of quality of a university is to explore the education data as the main learning attribute that affects student achievement.
Education data in general can be student profile data, courses, KRS (Study Plan Card), alumni data, English language skills, and so forth. The data is stored in the database of Academic Information System Campus (SIAK) in large numbers, where the actual data from the field of education can be used to dig up information. The information can be analyzed to be draw conclusions and used as material for policy making for the improvement of the quality of a university.
One method that can be used to extract information from the student profile database is by using Data Mining. Data mining has arisen due to the problem of data explosion experienced recently, since many organizations have been collecting data for very many years. This research utilizes collections of data such as student profile data, GPA, CEPT score, High School Major, regional origin and parent job. There is a very large amount of such data if it has been collected for several years.
Data Mining is a process of automatically searching for useful information in large data storage areas. Other terms often used include knowledge discovery (mining) in database (KDD), knowledge extraction, data/pattern analysis, data archeology, data dredging, information harvesting, and business intelligence. 2 By utilizing Data Mining on data in the field of education, a college institution can obtain useful information, and that information can be used as a foundation for improving the quality of universities. The purpose of this study was to obtain information on cases of student duration of study by sex, GPA (Cumulative Achievement Index), CEPT score, regional origin, Department at high school, and parental job. The appropriate method for the above problem is the classification in Data Mining. Classification is part of Data Mining and one of the most frequently studied subjects in Statistics. Classification is a systematic grouping of objects, ideas, books or other objects into classes based on the same characteristics. Some commonly used classification methods are Support Vector Machine (SVM) and Naïve Bayes Algorithm. The working principle of SVM is to find the best hyperplane to separate class members. The concept of the SVM method is a statistical learning theory whose results are promising in the sense of obtaining better outcomes than other classification methods. SVM itself works very well for high-dimensional data. Meanwhile, Naïve Bayes Algorithm has several advantages that can be used to handle both quantitative and discrete data, quickly and efficiently. 3 The results of research related to the field can also be implemented in the field of education. Research entitled Data Mining Predicting Student Achievement Based on Socio-Economic, Motivation, Discipline and Past Achievement shows that the prediction using the decision tree algorithm J48 has an accuracy of 95.7%, while the prediction analysis using CHAID has an accuracy of 82.1% and multiple regression analysis yields a significance level of 90.6%. 4 This paper will also discuss the classification accuracy for each method, by comparing the results of classification accuracy obtained by these methods in predicting the student's graduation status. It is expected that the research conducted on the alumni data samples can help the management of universities to design strategies to improve the quality of the universities. Therefore, this study takes the topic of the prediction of timely graduation.
METHODS
This part will discuss the methods used to perform this research. The data used in this research was collected from the Academic Division in Faculty of Mathematics and Natural Sciences, Islamic University of Indonesia. There are two classification methods that have been used in this research: Naïve Bayes Classifier and Support Vector Machine. The population used in this research is the alumni data from those graduated from 1995-2013. The figure below shows the proportion between the populations with the sample used for this study. This research used secondary data obtained from SIMAK (Academic Information System). After collecting the data, next was a preprocessing to obtain the cleaned data, the descriptive statistics of which are shown in Fig. 1 . Table 1 show the variable that used in this research with the category. 
Data Mining
Data mining is a process that uses statistical, mathematical, artificial intelligence, and machine learning techniques to extract and identify useful information and related knowledge from large databases. 5 The term data mining refers in its essence to a discipline whose main purpose is to find, dig, or mine knowledge of the data or information we have. Data mining is often referred to as Knowledge Discovery in Database (KDD). 6 KDD is an activity that includes the collection and use of data, historically to find regularities, patterns or relationships in large datasets. Data mining is widely used in various fields, such as retail, financial, telecommunications, and social media. 7 Data mining can perform the following activities : 8 Description, or describe the patterns and trends contained in the data Estimation, or estimate the value of the target variable in numerical form by using a prediction variable. Classification, similar to estimation, what distinguishes it is that the target variable is categorical. Prediction, almost the same as classification and estimation, what distinguishes prediction is that its result is in the future. Example: predict the price of a stock three months ahead, or predict the percentage of deaths in traffic accidents next year if the speed limit is increased. Clustering, clustering is the grouping of records, observations or cases into the same class or object. Association, is looking for which attributes are related. This model is the most common model found in the business world, where association strives to find and measure relationships between two or more attributes.
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Naïve Bayes Classifier Algorithm
Naïve Bayes is a statistical classifier that can be used to predict the probability of membership in a class. Naïve Bayes is based on the Bayes theorem, and has similar classification capabilities to the decision tree and neural network. Naïve Bayes is proven to have high accuracy and speed when applied to databases with large amounts of data. 9 Naive Bayes is based on the simplifying assumption that attribute values are conditionally independent if given an output value. In other words, given the value of output, the probability of observing collectively is the product of the individual probabilities. 10 The advantage of using Naive Bayes is that this method requires only a small amount of training data to determine the estimated parameters required in the classification process. Naive Bayes often works much better in most complex real-world situations than expected. 11 Bayes's theorem says: 9
where X is data of an unknown class, H is the hypothesis that X is from a specific class, P(H|X) is the probability of hypothesis H based on condition X, P(H) is the Probability hypothesis H(prior prob.), P(X|H) is the probability of X under these conditions, and P(X) is the probability of X.
To explain the Naive Bayes method, note that the classification process requires a number of clues to determine what class is suitable for the analyzed sample. Therefore, the above version of Naive Bayes is adjusted: 12 n n n F F P
where C denotes the class, while the variables F1 ... Fn denote the characteristics of the instructions that were needed to perform the classification. Then the formula explains that the probability of entering a sample of certain characteristics in class C (Posterior) is the probability of class C (before the entry of the sample, often called the prior) multiplied by the probability of occurrence of the sample characteristics in class C (also called the likelihood), divided by the probability of occurrence of the sample characteristics globally (also called the evidence). From this process, it can be concluded that the results of such descriptions lead to more and the value of the probability is affected by complex factors, which are almost impossible to analyze one by one. Finally, the calculation becomes hard to do. Here, there has been made the very strong (Naïve) assumption of independence, that each clue (F 1, F2, …, Fn) is independent of each other. With these assumptions, one can apply a similarity as follows: 12, 13 i j
Equation (4) is a model of the Naïve Bayes theorem which will then be used in the classification process.
Support Vector Machine (SVM)
SVM is a machine learning method that works on the principle of Structural Risk Minimization (SRM) with the aim of finding the hyperplane that best separates the two classes in the input space. SVM can be used for classifications that can be applied to handwriting detection, object recognition, voice identification and others. Unlike the neural network strategy that seeks a hyperplane separator between classes. The basic principle of SVM is that of a linear classifier, but it has been further developed to work on nonlinear problems by incorporating the Kernel Trick concept in high-dimensional workspaces. This development has provided a stimulus to research interest in the field of pattern recognition for investigating the potential of SVM capabilities.
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The concept of classification with SVM can be explained simply as an attempt to find the best hyperplane that serves as a separator of two data classes in the input space, as illustrated in Fig. 2 below. (a) (b) . 0 w x b 0 w x b ( 5 ) Here, l is the number of data, w w is is a vector of weights, x x is the attribute input value, and b is the bias value. That i x x belongs to class -1 (negative sample) can be formulated as that it satisfies the inequality .
1 w x 1 w .
That i x x belongs to the +1 class (positive samples) is formulated analogously:
The greatest margin can be found by maximizing the distance between the distance and the nearest point, which is 1 w w . This can be formulated as a Quadratic Programming (QP) problem, which is to find the minimum point of Equation (8), by solving Equation (9). 1 0,
This problem can be solved with various computing techniques, including Lagrange multipliers. , i = 1, 2, 3, …, l. (10) classes of +1 classes of -1
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Here, i is a Lagrange multiplier, which is either 0 or positive 0 i . The optimal value of Equation (8) can be calculated by minimizing L against w w and b, and maximizing L to i , taking into account the fact that at the optimum point of gradient = 0, Equation (10) can be modified as a maximization problem containing only i , as shown in Equations (11) and (12) below:
Thus, there will be i which are mostly positive values called support vectors.
There are several kernels that are commonly used in SVM: 1. Linear The Linear Kernel Trick function is as follows , , 
Confusion Matrix
Examining the effectiveness of a classification requires an evaluation measure. These evaluations were obtained as a confusion matrix. 13 The confusion matrix is a table which consists of many lines of test data that are predicted true and incorrect by the classification model; it is used to evaluate the performance of a classification model. By TP (True Positive) one denotes the class of positives that are correct. TN (True Negative) denotes the class of correctly predicted negatives. FP (False Positive) are those positives that are wrong. FN (False Negative) is the class of wrongly predicted negatives. So the accuracy of the classification can be obtained from the sum of the numbers of true positives and true negatives divided by total to evaluate the overall performance:
(16)
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The error rate of the classification is the sum of false negatives and false positives divided by total:
(17)
RESULTS AND DISCUSSION
This research uses two methods, namely Support Vector Machine and Naïve Bayes Classifier. Support Vector Machine in this research uses two types of kernel functions: Radial Basis Function and Poly Kernel: the results for these latter will be compared to get the method suitable to this problem. In this chapter there will also be discussed the descriptive statistics and tests for independence. Fig. 3 shows the descriptive statistics for all independent variables against the dependent variable. 
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Based on Fig. 3(a) , it can be seen that the departments Pharmacy, Statistics and Chemistry basically do not see any significant differences in their rates of graduation. For all figures (a)-(f) show that the failure to graduate in a timely fashion has a high percentage for all independent variables.
Independence Tests
An independence test between the independent variables and the dependent variable is done to know the relationship between the two kinds of variables. This test is conducted as an aid for confirmation of the classification results. The hypothesis for the independence test is as follows:
H 0: There is no relationship between Dependent and Independent variables H1: There is a relationship between Dependent and Independent variables Table 3 , it can be seen that there was no significant correlation between the department variables on the graduation status of the students, while the other dependent variable had a relationship with the graduation status of the students. The independence test does not have any relation in Naïve Bayes Classifier, but in this research it is used to support the results of the classification method.
Results of Classification Analysis with Naïve Bayes Algorithm
Analysis: The classification of this study used a combination of student registration data with alumni data S1 Islamic University of Indonesia on Prodi Statistics, Pharmacy and Chemistry from year 1995 to 2013 with a total of 2,629 students. The dataset used in Naïve Bayes Classifier was divided into two classes: those who graduated in a timely manner and those who did not. The prior probability for the case follows. The accuracy of the classification using Naïve Bayes Classifier is as follows. Thus, from Table 5 it can be concluded that the machine learning in this case using Naïve Bayes Classifier classified graduation in a timely fashion successfully 69.07% of the time.
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Support Vector Machine
Analysis using student data S1 Islamic University of Indonesia that is Prodi Statistics, Pharmacy and Chemistry from yer 1995 to 2013 with data for 2,689 students. In this study there was used the non-linear Support Vector Machine (SVM) with several functions, namely Linear Kernel, Polynomial, and Radial Basis Function (RBF). To do the classification there was used some value of C (cost) to know the best classification accuracy.
SVM with Linear Kernel function used cost values 0.1, 1, 10, and 100. The cost value is applied to 2,629 data to get the error value in each classification model. The following WEKA output resulted. 1, 10 , and 100. The cost value is applied to 2,629 data to get the error value in each classification model. The following WEKA output resulted. 68.30 % SVM with Radial Basis Function uses cost values 0,1, 1, 10, and 100. The cost value is applied to 2,629 data to get the error value in each classification model. The following WEKA output resulted. 69.30 % From the classification accuracies above, it can be concluded that for the Support Vector Machine, the highest percentage of predicting the class of timely graduation is when using Linear Kernel: it achieves classification accuracies of up to 69.15%.
Another conclusion of this research is that for data for the alumni of the Faculty of Mathematics and Natural Science, the highest classification accuracy reached is 69.51%, with Linear Kernel and C = 0.1.
