In this work, we consider the following second-order m-point boundary value problem on time scales
Introduction
Calculus on time scales was introduced by Hilger (see [1] ), as a theory which includes both differential and difference calculus as special cases. Since then, a large body of theory unifying and generalizing difference and differential equations was developed by Agarwal, Anderson, Bohner, Guseinov, Henderson, Peterson (see [2, 3] and references therein). Further, the study of dynamic equations on time scales has led to several important applications, e.g., insect population models, neural networks, heat transfer and epidemic models (see [2, 3] and references therein). Recently, much attention is focused on time-scale boundary value problems on finite intervals (see [4] [5] [6] [7] [8] [9] [10] and references therein).
Sun and Wang [8] studied the following three-point boundary value problem on time scales
(φ p (u (t))) ∇ + h(t)f (t, u(t)) = 0, t ∈ (0, T ) T , u(0) − βu (0) = γ u (η),
u (T ) = 0.
They established sufficient conditions for the existence of at least one, two or three positive solutions. Karaca [9] studied the following fourth-order four-point boundary value problem on time scales ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ y They established the sufficient conditions for the existence of countably many positive solutions. Boundary value problems on infinite intervals occur naturally in the study of radially symmetric solutions of nonlinear elliptic equations and various physical phenomena (see [11] [12] [13] [14] [15] [16] and references therein). The study of time-scale boundary value problems on infinite intervals was initiated by Agarwal, Bohner and O'Regan [17] .
(t) − q(t)y 2 (σ (t)) = f (t, y(σ (t)), y 2 (t)), t ∈ [a, b]

(t))) ∇ + a(t)f (t, u(t), u (t), . . . , u n−2 (t)
The authors studied the following boundary value problems ⎧ ⎪ ⎨ ⎪ ⎩
y (t) + f (t, y(σ (t))) = 0, for t ∈ [a, +∞) T , y(a) = 0, y(t) is bounded for t ∈ [a, +∞) T
and ⎧ ⎪ ⎨ ⎪ ⎩
y (t) + f (t, y(σ (t)))
They established the sufficient conditions for the existence of a positive solution by using Schauder's fixed point theorem and the operator approximation method. Hao, Liang and Xiao [18] studied the following singular boundary value problem
They showed the existence of a positive solution by using Schauder's fixed point theorem and the operator approximation method. However, there are few literatures available on the existence of unbounded positive solutions for time-scale boundary value problems. Inspired by the mentioned works, we consider the following time-scale boundary value problem
The main features of this paper are as follows. First, comparing with [4-10, 17, 18] , we introduce a weighted Banach space so as to overcome the difficulties occurred in the estimation of unbounded solutions. Second, comparing with [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , we change the differential equation into a equivalent integral equation by introducing a monotone function because of the nonlinear differential operator (φ p (u )) ∇ and the boundary condition
The paper is organized as follows. After this section, some definitions will be presented in Sect. 2. Some lemmas will be established in Sect. 3. Our main results will be given in Sect. 4.
Preliminary
Now we list some conditions in this section for convenience.
Let
Throughout the paper, let T (time scale) be a nonempty closed subset of R such that 0 ∈ T. We assume that T has the topology which inherits from the standard topology on R. For t ∈ T, we define the forward (respectively, backward) jump operator σ : T → T (respectively, ρ : T → T) by
In this definition we put inf ∅ = sup T (i.e., σ (t) = t if T has a maximum t) and sup ∅ = inf T (i.e., ρ(t) = t if T has a minimum t), where ∅ denotes the empty set.
If a < b are points in T, then we let
We assume that there exist t n ∈ T, n ∈ {1, 2, . . .} ≡ N with
Definition 2.1 Let E be a real Banach space. A nonempty closed set P ⊂ E is a cone provided that
Every cone P ⊂ E induces an ordering in E given by x ≤ y if and only if y − x ∈ P .
Definition 2.2
The map α is a nonnegative continuous concave functional on a cone P of a real Banach space E provided that α : P → [0, +∞) is continuous and
Similarly, we say the map γ a nonnegative continuous convex functional on a cone P of a real Banach space E provided that
Let γ and θ be nonnegative continuous convex functionals on a cone P , α be nonnegative continuous concave functional on P and ψ be nonnegative continuous functional on P . Then for positive real numbers a, b, c and d, we define the following convex sets 
Then T has at least three fixed points
Definition 2.3 Assume that y : T → R is a function. Let t ∈ T k , then we define y (t)
to be the number (provided it exists) with the property that given any ε > 0, there is a neighborhood
for all s ∈ U . We call y (t) the delta (or Hilger) derivative of y at t.
Definition 2.4
Assume that y : T → R is a function. Let t ∈ T k , then we define y ∇ (t) to be the number (provided it exists) with the property that given any ε > 0, there is a neighborhood U of t such that
for all s ∈ U . We call y ∇ (t) the nabla derivative of y at t. Proof Assume that y : [0, +∞) T → R is unbounded, i.e., for each n ∈ N, there exists a sequence {t n } with t n ∈ [0, +∞) T and |y(t n )| > n. Since
there exists a subsequence {t n k } k∈N such that
Since lim t∈T,t→+∞ y(t) exists, we get lim k→+∞ t n k = t 0 < +∞. Note that t 0 ∈ T, since T is closed. Hence there exists either a subsequence that tends to t 0 from above or a subsequence that tends to t 0 from below. In any case, the limit of y as t → t 0 has to be finite according to ld-continuous, a contradiction. The proof is complete.
Consider the space E defined by
with the norm
Using standard arguments, we can obtain that (E, · ) is a Banach space. Define the cone P ⊂ E by
, u is nondecreasing, nonnegative and concave on
Define the operator T : P → E by
where
We will consider two cases to prove H u (c) = 0 has a unique solution on (−∞, +∞), which means there exists a unique A u ∈ (−∞, +∞) satisfying (3.4).
Hence
Hence we get there exists a unique c = 0 satisfying H u (c) = 0.
Since
then c > 0 and we have 
The boundary value problem (1.1) has a solution u = u(t), if and only if u solves the operator equation u = T u. Since the Arzela-Ascoli theorem fails to work in the space E, we need a modified compactness criterion to prove that T is compact. Let the nonnegative continuous concave functional α, the nonnegative continuous convex functionals γ , θ and the nonnegative continuous functional ψ be defined on the cone P by
for u ∈ P , where
The proof is complete.
From Lemma 3.3, we obtain
Therefore the condition (2.1) of Theorem 2.1 is satisfied.
Lemma 3.4 If
Proof Since u is concave and nonnegative,
The proof is complete. Now for convenience, we introduce the following notation. Let 
.). By (H6), we get that F (t, u, v) is bounded on
which means {A n } is bounded.
Suppose that sequence {A n } does not converge, then there exist two subsequences {A (1) n k } and {A (2) n k } of {A n } with A (1) n k → c 1 , A (2) n k → c 2 and c 1 = c 2 . Combining (H4) and using the Lebesgue's dominated convergence theorem, we get
Since sequence {A n } is unique, we get
which is a contradiction. Therefore A n → A 0 for u n → u 0 , which means A u :
Lemma 3.6 Suppose that (H1)-(H6) hold, then T : P → P is completely continuous.
Proof We divide the proof into four steps.
Step 1: We show that T P ⊂ P . For u ∈ P , by (H1)-(H3), we have
Hence T u is negative, concave and nondecreasing on [0, +∞) T , i.e., T P ⊂ P .
Step 2: We show that T : P → P is continuous. Let u n → u as n → +∞ in P , then there exists r 0 such that
u n < r 0 .
By (H6), we get that F (t, u, v) is bounded on
We get 
(r)|f (r, u n (r), u n (r)) − f (r, u(r), u (r))|∇r
= |A n − A u | + +∞ t h(r) F r, u n (r) 1 + r 2 , u n (r) 1 + r − F r, u(r) 1 + r 2 , u (r) 1 + r ∇r ≤ 2B 0 + 2B 0 ω. (3.6) Hence sup t∈[0,+∞) T (T u n ) (t) − (T u) (t) 1 + t → 0 as n → +∞. Since A u + +∞ 0
h(r)f (r, u(r), u (r))∇r
By (H4), we get
as n → +∞.
Hence T : P → P is continuous.
Step 3: We show that T : P → P is relatively compact. Let be any bounded subset of P , then there exists
For u ∈ , we have
Hence T is uniformly bounded. Now we show that (T ) is locally equicontinuous on [0, +∞) T . For any ν > 0, t 1 , t 2 ∈ [0, ν] T and u ∈ , without loss of generality, we may assume that t 2 > t 1 .
Step 4: We show that T : P → P is equiconvergent at +∞. For u ∈ , we have
Therefore T : P → P is equiconvergent at +∞. From steps 1-4 together with Lemma 3.1, we get T : P → P is completely continuous. The proof is complete.
Existence of three unbounded solutions
We are ready to apply Avery-Peterson's fixed point theorem to give sufficient conditions for the existence of at least three positive solutions to the boundary value problem (1.1). Now for convenience, we introduce the following notation. Let
and suppose that F satisfies the following conditions
Then the boundary value problem (1.1) has at least three positive solutions u 1 , u 2 and u 3 such that
Proof The boundary value problem (1.1) has a solution u = u(t) if and only if u solves the operator equation u = T u. Thus we set out to verify that the operator T satisfies Avery -Peterson's fixed point theorem which will prove the existence of three fixed points of T . Now the proof is divided into four steps.
Step 1: We will show that (A1) implies that
On the other hand, for u ∈ P , there is T u ∈ P , then T u is nonnegative, concave and nondecreasing on [0, +∞) T , so
Thus (4.1) holds.
Step 2: We show that condition (S1) in Theorem 2.1 holds.
We take
By condition (A2), we get
By (A2), we have
Therefore we have
Consequently, condition (S1) in Theorem 2.1 is satisfied.
Step 3: We now prove that (S2) in Theorem 2.1 holds. By Lemma 3.4, we have
Hence condition (S2) in Theorem 2.1 is satisfied.
Step 4: Finally, we prove that (S3) in Theorem 2.1 is satisfied. Since The proof is complete. 
