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Summary
Consider a string of n positions, i.e. a discrete string of length n. Units
of length k are placed at random on this string in such a way that they do not
overlap, and as often as possible, i.e. until all spacings between neighboring
units have length less than k. When centered and scaled by n−1/2 the
resulting numbers of spacings of length 1, 2, . . . , k − 1 have simultaneously
a limiting normal distribution as n → ∞. This is proved by the classical
method of moments.
AMS 1991 subject classifications. Primary 60F05 ; secondary 60D05
Key words and phrases. Vacancies on a line, occupancy problem, method of
moments.
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1. Introduction and main result
Imagine a row of n hooks on which one hangs hats at random. Each hat
needs k adjacent hooks. Successive hats are put on the hooks by a random
device that selects the next set of k adjacent hooks to be covered by a hat
with equal probabilities from the remaining sets of k adjacent hooks. This
process continues until all sequences of adjacent free hooks have size less than
k.
Let Xn,j be the resulting number of sequences of adjacent free hooks of
exactly size j. Necessarily j ranges from 1 to k − 1. In the formulation
of the problem given in the Summary, Xn,j is the number of spacings of
length j. In this paper asymptotic normality of Xn =
(
Xn,1, . . . , Xn,k−1
)T
is proved.
Theorem 1.1 Let Xn be the vector of numbers of spacings of length j,
j = 1, . . . , k − 1. Then
(1.1) Zn = n
−1/2
(
Xn − EXn
) D−→ N (0,Σ) , as n→∞,
and
(1.2) n−1/2
(
EXn − nθ
) −→ 0 , as n→∞,
hold. The components θj , j = 1, . . . , k − 1, of θ are described in Lemma 3.1
and N (0,Σ) denotes the centered normal distribution with covariance matrix
Σ =
(
σij
)k−1
i,j=1
and with σij as defined in (3.13) through (3.15).
An outline of our proof of this limit theorem is given in Section 2. The
limit behavior of expectation vector and covariance matrix of Xn is stud-
ied in Section 3. The case k = 2 has been treated along different lines by
Runnenburg (1982), who also gives references to literature about this prob-
lem. As Runnenburg (1982) mentions, the random device we study here is
relevant to problems in chemistry. Mackenzie (1962) describes its application
to complete adsorption of linear molecules into parallel troughs (valleys) on
suitable crystal surfaces. Here each trough is represented by our row of hooks
and our hats symbolize the linear molecules. Mackenzie (1962) has derived the
asymptotic behavior of the mean EXn by a similar technique as in our Lemma
3.1. The strength of our approach is in Lemma 2.1, which enables us to derive
the asymptotic normality from the convergence of the first two moments. Our
results are compared to these results from literature in Section 4.
A continuous version of this problem has been suggested by Re´nyi (1958).
It is called the parking problem and it has been studied by Dvoretzky and
Robbins (1964). Coffman, Flatto, and Jelenkovic´ (2000) study the number of
vacant intervals in this parking problem when the cars arrive according to a
Poisson process in time and place. They consider the asymptotic behavior of
mean and variance of this number of intervals at fixed time as the available
space (the length of the row of hooks in the discretized version) grows beyond
bounds.
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2. Heuristics and a key lemma
Clearly, when placing the first hat there are n−k+1 possibilities, which
all have the same probability 1/(n− k+1). If the first hat occupies positions
j + 1 through j + k then two rows of hooks are left, one of size j and the
other one of size n−k−j. Let J be a random variable uniformly distributed
on {0, 1, . . . , n−k} and let the (k−1)-vector X˜i have the same distribution
as Xi. We assume that J, X0, X1, . . . , Xn, X˜0, X˜1, . . . , X˜n are independent.
The above reflection shows (cf. Lemma 2.4 of Runnenburg (1982))
(2.1) L(Xn) = L
(
XJ + X˜n−k−J
)
, n = k, k + 1, . . . .
In terms of characteristic functions this can be formulated simpler:
(2.2)
Eeis
TXn =
1
n− k + 1
n−k∑
j=0
(
Eeis
TXj
)(
Eeis
TXn−k−j
)
,
s ∈ Rk−1, n = k, k + 1, . . . .
With s = n−1/2t and Zn as in the theorem this becomes
(2.3)
Eeit
TZn =
1
n− k + 1
n−k∑
j=0
(
Eeit
T (j/n)1/2Zj
)
(
Eeit
T ((n−k−j)/n)1/2Zn−k−j
)
ein
−1/2tT (EXj+EXn−k−j−EXn).
Here Z0 is degenerate at 0.
If we could prove that for some finite constant B
(2.4) ‖EXj +EXn−k−j −EXn‖ ≤ B, j = 0, . . . , n− k, n = k, k+1, . . . ,
holds with ‖ · ‖ the Euclidean norm and that {Zn} has a limit distribution
with characteristic function ψ then we could deduce from (2.3)
(2.5) ψ(t) =
1∫
0
ψ(
√
u t)ψ(
√
1− u t)du, t ∈ Rk−1.
By Lemma A.1 from the Appendix this integral equation implies that
{Zn} is asymptotically normal, but the asymptotic covariance structure is not
determined in this way, not even if we would know the limit behavior of the
covariance matrix of Zn. Therefore, we will not try to elaborate the details of
this approach, but we will use the classical method of moments instead, which
does yield the asymptotic covariance matrix.
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This method of moments is based on the theorem of Fre´chet and Shohat
(1931) about the celebrated moment convergence problem, which states that
if all moments of {Zn} converge to the corresponding moments of Z and if
the moments of Z determine its distribution uniquely, then {Zn} converges to
Z in distribution; see 11.4.C, p.187, of Loe`ve (1977) or Taka´cs (1991). Our
key-stone for the method of moments is the fact that the normal distribution
is indeed determined uniquely by its moments. By considering {cTZn} and
cTZ for all c we see that the multidimensional result is obtained from the
one-dimensional result.
In Section 3 we shall show the validity of (2.4). Let Z˜n
= n−1/2(X˜n − EX˜n), n = 1, 2, . . . , Z˜0 = 0 a.s. Note that it follows from
(2.3) and (2.4) that for all c ∈ Rk−1 and all m ∈ N, once we have
supj E|cTZj |m−1 <∞, then we obtain
(2.6)
E
(
cTZn
)m
=
1
n− k + 1
n−k∑
j=0
E
(√
j
n
cTZj +
√
n− k − j
n
cT Z˜n−k−j
+
1√
n
cT
(
EXj +EXn−k−j − EXn
))m
=
1
n− k + 1
n−k∑
j=0
E
{ m∑
i=0
(
m
i
)(√
j
n
cTZj
)i
(√
n− k − j
n
cT Z˜n−k−j
)m−i}
+O
(
n−1/2
)
=
m−1∑
i=1
(
m
i
)
1
n− k + 1
n−k∑
j=0
(
j
n
)i/2(
n− k − j
n
)(m−i)/2
E
(
cTZj
)i
· E
(
cTZn−k−j
)m−i
+
2
n− k + 1
n−k∑
j=0
(
j
n
)m/2
E
(
cTZj
)m
+O
(
n−1/2
)
, as n→∞,
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and similarly
(2.7)
E|cTZn|m
≤ 1
n− k + 1
n−k∑
j=0
E
(√
j
n
∣∣cTZj∣∣+
√
n− k − j
n
|cT Z˜n−k−j |
+
1√
n
∣∣cT (EXj + EXn−k−j − EXn)∣∣
)m
=
m−1∑
i=1
(
m
i
)
1
n− k + 1
n−k∑
j=0
(
j
n
)i/2(
n− k − j
n
)(m−i)/2
E|cTZj |i
· E∣∣cTZn−k−j ∣∣m−i + 2
n− k + 1
n−k∑
j=0
(
j
n
)m/2
E
∣∣cTZj∣∣m
+O(n−1/2).
These relations between the (absolute) moments of cTZn enable us to derive
the asymptotic behavior of all moments of order m > 2 from that of the
moments of orders 1 and 2, by the following key result.
Lemma 2.1 Let {an}∞n=0 be a sequence of reals. If for some k ∈ N, α ∈ R,
and β > 1
(2.8) an = α+
2
n− k + 1
n−k∑
j=0
(
j
n
)β
aj + O(1), as n→∞,
holds, then {an} converges and
(2.9) lim
n→∞
an = α
β + 1
β − 1
holds. Moreover, if the elements an of a possibly other sequence {an}∞n=0
are nonnegative and bounded from above by the right-hand side of (2.8) for
some k ∈ N, α ∈ R, and β > 1, then supn an is finite.
Proof. If limn→∞|an| =∞, then there exists a sequence {ni}, ni →∞ as
i→∞, such that
|ani | = sup{|ah| : h ≤ ni},
|ani | → ∞.
By (2.8) this yields
1 =
∣∣∣∣aniani
∣∣∣∣ ≤
∣∣∣∣ 2ni − k + 1
ni−k∑
j=0
(
j
ni
)β
aj
|ani |
∣∣∣∣+ O(1)
≤ 2
ni − k + 1
ni−k∑
j=0
(
j
ni
)β
+ O(1) = 2
1∫
0
xβdx+ O(1)
=
2
β + 1
+ O(1),
5
which is a contradiction in view of β > 1. Consequently, we have
(2.10) lim
n→∞
|an| <∞, and sup
n
|an| = a <∞.
Incidentally, this proves the second statement of the Lemma. Let mn be a
sequence of integers tending slowly to infinity; more precisely, mn →∞ and
mn/n→ 0 as n→∞. By (2.8) and (2.10) we obtain
(2.11)
lim
n→∞
an ≤α+ lim
n→∞
{
2
n− k + 1
n−k∑
j=mn
(
j
n
)β
sup
h≥mn
ah + 2a
mn
n− k + 1
}
=α+ lim
n→∞
{
2
1∫
0
xβdx sup
h≥mn
ah
}
=α+
2
β + 1
lim
n→∞
an.
Consequently, we have
(2.12) lim
n→∞
an ≤ α β + 1
β − 1 .
Similarly, we obtain
lim
n→∞
an ≥ α + lim
n→∞
{
2
β + 1
inf
h≥mn
ah − 2a mn
n− k + 1
}
= α +
2
β + 1
lim
n→∞
an,
and hence
(2.13) lim
n→∞
an ≥ α β + 1
β − 1 .
QED
From (2.6) and Lemma 2.1 with β = m/2 > 1 it follows that all moments
converge once the first two (absolute) moments do and more explicitly that
(2.14)
lim
n→∞
E
(
cTZn
)m
=
m+ 2
m− 2
m−1∑
i=1
(
m
i
) 1∫
0
xi/2(1− x)(m−i)/2dx
· lim
n→∞
E
(
cTZn
)i
lim
n→∞
E
(
cTZn
)m−i
holds. Note that existence (and boundedness in n) of the odd moments is ver-
ified here by application of the second part of Lemma 2.1 to the corresponding
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absolute moments satisfying (2.7). Of course, the first moment vanishes. As-
sume
(2.15) lim
n→∞
E(cTZn)
2 = σ2 <∞
and note that this implies the existence and boundedness in n of the first
absolute moments. Denote lim
n→∞
E
(
cTZn
)m
by µm for m > 2. From (2.14)
and by induction on m we arrive at
(2.16) µm =


0 odd
if m is
2−m/2m!σm/(m/2)! even,
which are the moments of a normal distribution with mean 0 and variance
σ2. This yields asymptotic normality of cTZn by the method of moments
as discussed in Section 1, since the normal distribution is determined by its
moments; see e.g. Feller (1971), Examples VIII.6(b) and VIII.1(e), pages 269
and 251, 252. Consequently, the proof of (1.1) is complete once we have proved
(2.4) and (2.15) with σ2 = cTΣc. This will be done in the next section.
3. Asymptotics for the first two moments
Asymptotically EXn behaves as follows.
Lemma 3.1 With the notation
ek(y) = exp
{
2[y + y2/2 + . . .+ yk−1/(k − 1)]}
and
θj = 2
(
ek(1)
)−1 1∫
0
(1− y)yjek(y)dy, j = 1, . . . , k − 1,
there exists for every R > 1 a constant BR with
(3.1) |EXn,j − (n+ k)θj | ≤ BRR−n, j = 1, . . . , k − 1, n = 1, 2, . . . .
Note that (3.1) implies (2.4) and (1.2), and enables us to conclude from
(1.1) that also
(3.2) n−1/2
(
Xn − nθ
)
D−→ N (0,Σ)
holds. Therefore, the proof of Theorem 1.1 is complete once (1.1) has been
shown.
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Proof of Lemma 3.1 Fix c ∈ Rk−1 and let γn = EcTXn. By (2.1) or (2.2)
(3.3)
γn =
1
n− k + 1
n−k∑
j=0
(γj + γn−k−j)
=
2
n− k + 1
n−k∑
j=0
γj , n = k, k + 1, . . . ,
and hence
(3.4) (n− k + 1)γn = (n− k)γn−1 + 2γn−k, n = k + 1, k + 2, . . . ,
hold. Using generating functions similar to Overdijk (1981) (see also Mackenzie
(1962)) we define
(3.5) G(z) =
∞∑
n=k+1
γnz
n−k+1
for |z| < 1 (note γn = O(n)). Multiplying (3.4) by zn−k and summing over
n = k + 1, k + 2, . . . we obtain
(1− z)G′(z) = 2zk−1G(z) + 2[γ1z + . . .+ γkzk] + γkz.
In fact, γk = 0 since Xk = 0 a.s., and γi = ci for i = 1, . . . , k− 1. Solving
this differential equation under the side condition G(0) = 0 we obtain
(3.6)
G(z) = (1− z)−2ψ(z),
ψ(z) = 2
(
ek(z))
−1
z∫
0
[
c1y + . . .+ ck−1y
k−1
]
(1− y)ek(y)dy.
Note that ψ(z), z ∈ C, is an entire function and write ψ(z) = Σ∞i=2aizi.
Then (3.6) yields
(3.7) G(z) =
∞∑
n=k+1
n−k+1∑
i=2
(n− k + 2− i)aizn−k+1
and hence by comparison to (3.5), for n = k + 1, k + 2, . . . ,
(3.8)
γn =
n−k+1∑
i=2
(n− k + 2− i)ai
=
∞∑
i=2
(n− k + 2− i)ai −
∞∑
i=n−k+3
(n− k + 2− i)ai
= (n− k + 2)ψ(1)− ψ′(1) +Rn
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with
(3.9)
∣∣Rn∣∣ = ∣∣
∞∑
i=n−k+3
(
i− (n− k + 2))ai
∣∣ ≤
∞∑
i=n−k+3
i
∣∣ai∣∣.
Since ψ(z), z ∈ C, is an entire function, zψ′(z) = ∑∞i=2 iaizi is entire
as well and by Cauchy’s root test for the radius of convergence of analytic
functions we obtain
(3.10) lim
i→∞
|iai|1/i = 0.
Consequently, for arbitrary R > 1 and n sufficiently large we have
(3.11)
∞∑
i=n
i|ai| ≤
∞∑
i=n
R−i =
R−n
1−R−1 .
Finally, note
(3.12) (n− k + 2)ψ(1)− ψ′(1) = (n+ k)ψ(1) = (n+ k)cT θ,
which by (3.8),(3.9), and (3.11) implies the lemma. QED
For our study of the (asymptotic) covariance structure of Xn we need
some extra notation. Let
(3.13) Gi(z) = 2(1− z)−2
(
ek(z)
)−1 z∫
0
yi(1− y)ek(y)dy
be the generating function as in (3.5) through (3.6) of the means of Xn,i , i =
1, . . . , k − 1, n = k + 1, k + 2, . . . , and define
(3.14)
Hij(z) =(1− z)zi1[i=j] + (1− z)2(zi + zk−1Gi(z))(zj + zk−1Gj(z))
− θiθj(1− z)−2
(
3 + (4k − 5)(1− z) + 2(k − 1)2(1− z)2
− 2k2(1− z)4 − (2 + (4k − 3)(1− z) + (2k − 1)2(1− z)2
− 4k2(1− z)3)zk
)
, i, j = 1, . . . , k − 1.
We will show that
(3.15) σij = 2
(
ek(1)
)−1 1∫
0
Hij(y)ek(y)dy
is well defined and even that
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Lemma 3.2 For i, j = 1, . . . , k − 1, and for every R > 1,
(3.16) Cov(Xn,i, Xn,j) = (n+ k)σij +O(R−n), as n→∞,
holds and consequently Σ of Theorem 1.1 satisfies
(3.17) Σ =
(
σij
)k−1
i,j=1
.
Proof. Fix i, j ∈ {1, . . . , k − 1} and let cn = EXn,iXn,j − (n + k)2θiθj for
n = 0, 1, . . .. By (2.1) or (2.2) we obtain
(3.18) cn =
2
n− k + 1
n−k∑
h=0
{ch+(h+k)2θiθj+EXh,iEXn−k−h,j}−(n+k)2θiθj
and hence
(3.19) (n−k+1)cn = (n−k)cn−1+2cn−k+2δn,i,j , n = k+1, k+2, . . . ,
with
δn,i,j =
n−k−1∑
h=0
{ǫh,iθj + θiǫh,j + ǫh,i(ǫn−k−h,j − ǫn−k−h−1,j)}
+ kθiǫn−k,j ,
ǫh,i = EXh,i − (h+ k)θi, i = 1, . . . , k − 1, h = 0, 1, . . . .
Tedious computation shows
∞∑
n=k+1
δn,i,jz
n−k =
∞∑
h=0
∞∑
n=k+h+1
{ǫh,izhθjzn−k−h + θiǫh,jzhzn−k−h
+ ǫh,iz
hǫn−k−h,jz
n−k−h − ǫh,izhǫn−k−h−1,jzn−k−h−1z}
+ kθi
∞∑
h=1
ǫh,jz
h
=(1− z)(zi + zk−1Gi(z))(zj + zk−1Gj(z))
+ θiθj{k2 − (1− z)−3(1 + (k − 1)(1− z))2}.
By an argument similar to that to derive (3.6) through (3.8) from (3.4) we
obtain from (3.19)
(3.20) Gij(z) =
∞∑
n=k+1
cnz
n−k+1 = (1− z)−2ψij(z)
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with
(3.21) ψij(z) = 2
(
ek(z)
)−1 z∫
0
Hij(y)ek(y)dy =
∞∑
h=3
bhz
h,
and consequently, as in (3.6) through (3.9) and (3.12),
(3.22)
cn = (n− k + 2)ψij(1)− ψ′ij(1) +Rn
= (n+ k)σij +Rn
with ψij(1) = σij given in (3.15) and with
(3.23) |Rn| ≤
∞∑
h=n−k+3
h|bh|.
To complete the argument along the lines of the end of the proof of Lemma
3.1, i.e. along the lines of (3.10) we have to show that ψij(z), z ∈ C, is
entire. Indeed, it may be verified that, as z → 1, the function Gi(z), z ∈ C,
behaves like θi(1−z)−2(1+2(k−1)(1−z))+O(1) and hence Hij(z) like O(1).
Consequently, Hij(z), z ∈ C, is entire, since (1 − z)2Gi(z) is. Together with
Lemma 3.1 this implies that (3.22) yields (3.16). QED
Note that by the argument of Section 2, (3.16) implies that all moments
of cTZn with Zn as in (1.1) converge to those of a normal distribution.
Consequently, Theorem 1.1 holds with Σ as in (3.17).
4. Comparison to literature
For k = 2 and i = j = 1, Lemma 3.1 holds with
(4.1) θ1 = 2e
−2
∫ 1
0
(1− y)ye2ydy = e−2.
Furthermore, lengthy computations show
(4.2) G1(z) = (1− z)−2e2z − 1,
(4.3)
H11(z) =z(1− z) + (1− 2(1− z)−1 + (1− z)−2)e−4z
− e−4((1− z)−2 + 2(1− z)−1 + 1 + 29(1− z)
− 49(1− z)2 + 16(1− z)3),
and finally
(4.4) σ11 = 2e
−2
∫ 1
0
H11(y)e
2ydy = 4e−4.
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These results agree with the expressions for the asymptotic mean and variance
obtained in (3.20) and (3.27) respectively, of Runnenburg (1982). Mackenzie
(1962) has studied asymptotic mean and variance of the total vacant length
(4.5) Vn =
k−1∑
i=1
jXn,j.
Our Theorem 1.1 yields asymptotic normality of the standardized Vn. More-
over, Lemma 3.1 and
(4.6)
ek(1)
k−1∑
j=1
jθj = 2
1∫
0
(1− y)(y + 2y2 + . . .+ (k − 1)yk−1)ek(y)dy
= 2
1∫
0
(
(ky − (k − 1)y2)(1 + y + . . .+ yk−2)− (k − 1)y)ek(y)dy
= [(ky − (k − 1)y2)ek(y)]10 − k
∫ 1
0
ek(y)dy
= ek(1)− k
1∫
0
ek(y)dy
yield the existence for every R > 1 of a constant BR with
(4.7) |EVn − (n+ k)
(
1− k(ek(1))−1
1∫
0
ek(y)dy| ≤ BRR−n, n = 1, 2, . . . .
This result is in line with (A28) and (A25) of Mackenzie (1962). An asymptotic
expression with an exponentially small error as above can be obtained also for
the variance of Vn via Lemma 3.2.
Appendix
Lemma A.1 Any random variable on Rd with characteristic function ψ
satisfying integral equation (2.5), i.e.
ψ(t) =
1∫
0
ψ(
√
u t)ψ(
√
1− u t)du, t ∈ Rk−1,
has a normal distribution.
Proof. Fix a ∈ Rd and define
(A.1) χa(s) =
∫ ∞
0
e−swψ(
√
w a)dw , s > 0.
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By the boundedness of ψ this Laplace transform is well defined and by domi-
nated convergence we obtain
(A.2) χ
′
a(s) =
d
ds
χa(s) = −
∫ ∞
0
e−swwψ(
√
w a)dw .
Consequently, (2.5) yields
(A.3)
−χ′a(s) =
∫ ∞
0
e−sww
∫ 1
0
ψ(
√
uw a)ψ(
√
(1− u)w a)du dw
=
∫ ∞
0
∫ w
0
e−swψ(
√
v a)ψ(
√
w − v a)dv dw
=
∫ ∞
0
∫ ∞
v
e−s(w−v)ψ(
√
w − v a) dwe−svψ(√v a) dv
=χ2a(s)
and hence there exists ba ∈ C with
χa(s) =
1
ba + s
, s > 0.
By Laplace inversion (cf. e.g. VII.6.6, p.233, of Feller (1971)) this implies
ψ(
√
w a) = e−baw , w > 0.
Consequently, a random d-vector Z with characteristic function ψ satisfies
Eeisa
TZ = ψ(sa) = e−bas
2
, s > 0,
and hence aTZ is normal for any a ∈ Rd and Z is multivariate normal indeed.
QED
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