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AN ELEMENTARY METHOD TO COMPUTE THE ALGEBRA
GENERATED BY SOME GIVEN MATRICES AND ITS
DIMENSION
J. E. PASCOE†
Abstract. We give an efficient solution to the following problem: Given
X1, . . . Xd and Y some n by n matrices can we determine if Y is in the uni-
tal algebra generated by X1, . . . ,Xd as a subalgebra of all n by n matrices?
The solution also gives an easy method for computing the dimension of this
algebra.
1. The problem
For example, given
X1 =

13 0 00 0 0
0 0 0

 , X2 =

0 13 00 0 13
0 0 0


and
Y =

1 0 10 1 −1
0 0 1


is Y in the unital algebra generated by X1 and X2? That is, we want to know
whether Y is in the span of all words in X1 and X2. Indeed, it is, for example
Y = 1− 3X2 + 9X1X2 + 9X22
However, if we had instead chosen
Yˆ =

1 0 10 1 −1
1 0 1

 ,
we see that Yˆ fails to be in the algebra generated by X1 and X2 for obvious reasons
having to do with X1 and X2 being upper triangular.
Some computer algebra systems currently possess functionality to do this cal-
culation, such as GAP and Magma. As of December 2018, in gap-4.8, a basis of
such an algebra is computed from given algebra generators by forming products
and using Gaussian elimination at each step to see if the new product was al-
ready in the span of the currently generated basis without additional sophistication
[2, 3]. Magma is proprietary software, and their engineers could not be reached
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for comment. We will give a method to calculate the algebra and its dimension
that can take advantage of fast algorithms for matrix multiplication and inversion,
essentially by calculating the entire basis at once.
2. Some rearrangements of matrices and the Kronecker product
We will need several important operations on matrices which we will now define.
Most of these will be familiar, except the ψ-involution, which is ostensibly new. The
vectorization of an n by m matrix A, denoted vecA rearranges the matrix A into
a column vector by stacking each of the columns on top of each other. Specifically,
the (i, j) entry of A becomes the i+ j(n− 1)-th coordinate of vecA. For example,
vec
[
1 3
2 4
]
=


1
2
3
4


The ψ involution of an nm by pq matrix A, denoted Aψ, rearranges A into an
np by mq matrix so that the (i + (j − 1)n, k + (l − 1)p). entry of A becomes the
(i+ (k − 1)p, j + (l− 1)m) entry of Aψ, where i ranges from 1 to n, j ranges from
1 to m, k ranges from 1 to p, and l ranges from 1 to q. (Note that the definition
of ψ depends on n,m, p, and q, and not just nm and pq themselves. For the
purposes of this discussion, we will always have n = m = p = q.) For example when
n = m = p = q = 2, 

1 5 9 13
2 6 10 14
3 7 11 15
4 8 12 16


ψ
=


1 3 9 11
2 4 10 12
5 7 13 15
6 8 14 16

 .
Note that (Aψ)ψ = A, since ψ switches the roles of j and k, and repeating the
operation switches them back, so ψ is indeed an involution. A perhaps better way
to understand the ψ involution, which is evident from the example, is to view the
nm by pq matrix A as a block m by q matrix with entries that are themselves n by
p matrices, that is,
A =


A11 · · · A1q
...
. . .
...
Am1 · · · Amq

 ,
and observe that Aψ lists out the vectorizations of these block entries:
(1) Aψ =


A11 · · · A1q
...
. . .
...
Am1 · · · Amq


ψ
=
[
vecA11 vecA21 . . . vecAmq
]
.
The Kronecker product of a n by m matrix A and an p by q matrix B, denoted
A ⊗ B is an np by mq matrix such that the (i + (k − 1)n, j + (l − 1)m) entry is
given by the (i, j) entry of A times the (k, l) entry of B where i ranges from 1 to
n, j ranges from 1 to m, k ranges from 1 to p, and l ranges from 1 to q. A more
convienient formulation comes by viewing A ⊗ B as a block p by q matrix where
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each block n by m entry is given by bijA, that is,
A⊗B =


b11A · · · b1qA
...
. . .
...
bp1A · · · bpqA

 .
The Kronecker product has the following relation:
(A⊗B)(C ⊗D) = AC ⊗BD.
There is an important interaction between the maps given by the following Propo-
sition.
Proposition 2.1.
(A⊗B)ψ = (vecA)(vecB)T .
Proof. Note
A⊗B =


b11A · · · b1qA
...
. . .
...
bp1A · · · bpqA

 .
So,
(A⊗B)ψ =


b11A · · · b1qA
...
. . .
...
bp1A · · · bpqA


ψ
=
[
vec b11A vec b21A . . . vec bpqA
]
by Equation (1)
=
[
b11 vecA b21 vecA . . . bpq vecA
]
= (vecA)(vecB)T .

3. The main result
Now thoroughly equipped, we state our result. We note that we will require
a norm bound on the data, so in general to solve the problem, one may have to
rescale.
Theorem 3.1. Let X1, . . . , Xd be n by n matrices over R such that ‖
∑
iXi⊗Xi‖ <
1, where ‖ · ‖ is any consistent matrix norm on n2 by n2 matrices over R. Let
P =

(1−∑
i
Xi ⊗Xi
)−1
ψ
.
The matrix P is symmetric and positive semi-definite and:
(1) Z is in the unital algebra generated by X1, . . . , Xd exactly when vecZ ∈
ranP,
(2) The dimension of the unital algebra generated by X1, . . . , Xd is equal to the
rank of the matrix P.
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Note that ‖∑iXi ⊗Xi‖ < 1 for some consistent matrix norm if and only if the
spectral radius of
∑
iXi ⊗ Xi is less than 1. In practice, some consistent matrix
norms are easier to compute than others and in particular much easier than the
spectral radius. For example, the ℓ1, ℓ∞ and Frobenius norm are very easy to
calculate. We discuss several modified versions of P in Section 3.2 after the proof
of Theorem 3.1 which handle other cases, such as algebras over C, the nonunital
case, and a (slower to evaluate) version which does not require a norm bound.
3.1. Example. Before we formally prove the theorem, let us attempt an example
to see what it really does for us. We will now apply our technique given in Theorem
3.1 to the example from the introduction. Again, take
X1 =

13 0 00 0 0
0 0 0

 , X2 =

0 13 00 0 13
0 0 0


First, let us calculate X1 ⊗X1 +X2 ⊗X2,
X1 ⊗X1 +X2 ⊗X2 =

13 0 00 0 0
0 0 0

⊗

13 0 00 0 0
0 0 0

+

0 13 00 0 13
0 0 0

⊗

0 13 00 0 13
0 0 0


=


1
9 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


+


0 0 0 0 19 0 0 0 0
0 0 0 0 0 19 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 19 0
0 0 0 0 0 0 0 0 19
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


=


1
9 0 0 0
1
9 0 0 0 0
0 0 0 0 0 19 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 19 0
0 0 0 0 0 0 0 0 19
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0


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The Frobenius norm of the above matrix is
√
5
81 < 1, so we may apply Theorem
3.1. Now,
P =
[
(1−X1 ⊗X1 −X2 ⊗X2)−1
]ψ
=




8
9 0 0 0 − 19 0 0 0 0
0 1 0 0 0 − 19 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 − 19 0
0 0 0 0 1 0 0 0 − 19
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1


−1

ψ
=


9
8 0 0 0
1
8 0 0 0
1
72
0 1 0 0 0 19 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 19 0
0 0 0 0 1 0 0 0 19
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1


ψ
=


9
8 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 18 0 0 0
1
9 0
1 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 172 0 0
0 0 0 19 0 0 0
1
9 0
1 0 0 0 1 0 0 0 1


.
Note the vectorization of any matrix of the form

a b c0 d e
0 0 d

 is in the range of P,
and that the rank of P is 5. That is, we know any upper triangular matrix such
that the (2, 2) and (3, 3) entry are equal, such as
Y =

1 0 10 1 −1
0 0 1


is in the algebra generated by X1 and X2 and that the dimension of the unital
algebra generated by X1 and X2 is exactly 5 by Theorem 3.1.
3.2. Proof of Theorem 3.1. Before we can prove the main result, we need the
following lemma.
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Lemma 3.1. Let (vi)
∞
i=1 be a sequence of vectors in R
n such that
∑∞
i=1 viv
T
i con-
verges. The matrix
∑∞
i=1 viv
T
i is symmetric and positive semi-definite and has
range exactly equal to the span of the vi, and has kernel perpendicular to the range.
Proof. Let P =
∑∞
i=1 viv
T
i . The set of symmetric positive semi-definite matrices is
a closed cone and each viv
T
i is symmetric and positive semi-definite. Therefore, the
same must be true of P.
Suppose w is in the kernel of P, that is Pw = 0. Therefore, wTPw = 0. Note
that
wTPw = wT
∞∑
i=1
viv
T
i w =
∞∑
i=1
|〈w, vi〉|2.
Thus, 〈w, vi〉 = 0 for all i, which says that w is perpendicular to vi. Finally, the
range of a symmetric real matrix must be perpendicular to its kernel, so we see
that each vi must be in the range of P. 
We now prove the main result.
Proof. Since ‖∑iXi⊗Xi‖ < 1, one can expand (1−∑iXi ⊗Xi)−1 as a geometric
series. So now,
P =

(1−∑
i
Xi ⊗Xi
)−1
ψ
=

 ∞∑
k=0
(∑
i
Xi ⊗Xi
)k
ψ
=
∞∑
k=0

(∑
i
Xi ⊗Xi
)k
ψ
=
∞∑
k=0
∑
i1,...,ik
[(Xi1 . . .Xik)⊗ (Xi1 . . .Xik)]ψ
=
∞∑
k=0
∑
i1,...,ik
(vecXi1 . . . Xik)(vecXi1 . . .Xik)
T by Proposition 2.1.
So the range of P is exactly the span of vecXi1 . . . Xik over all words by Lemma
3.1, so we are done. 
Note that, in principle, one can use fast algorithms (Strassen, Coppersmith-
Winograd, parallel computing, etc.) for matrix inversion to compute the special
matrix P in Theorem 3.1. It is important to note that if the dimension of the
algebra is less than n2, then X1, . . . , Xd must have a nontrivial joint invariant
subspace (over C) by Burnside’s theorem, and therefore the theorem gives an easy
way to compute if such a subspace exists, although it is unclear how to find the
subspace itself from P. If one wants to consider matrices over C, one can replace P
by 

(
1−
∑
i
Xi ⊗Xi
)−1
ψ
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with essentially the same proof with transpose replaced by adjoint. (Here, A is the
matrix A with all the entries complex conjugated.) Additionally, if one wants to
consider the non-unital algebra, one can replace P by
∑
i
(
Xi ⊗Xi
)(
1−
∑
i
Xi ⊗Xi
)−1
ψ
.
Finally, we note that the method can be adapted to compute the intersection of
an algebra generated by X1, . . . , Xd and X˜1, . . . , X˜d˜ by computing the intersection
of the ranges of the corresponding P and P˜ . The proof is essentially the same
as Theorem 3.1. One should probably imagine any sufficiently nice and analytic
expression in terms of Xi ⊗Xi gives some kind of spatial generating function.
We caution that in the case where we lack the norm bound or of fields with
positive characteristic, it is unclear that P tells us anything even when it exists.
The formulas in the proof of Theorem 3.1 cease to make sense, or could have
cancellation if you choose to expand the geometric series about a different point.
Over the complex numbers, however, one can rectify the need for a norm bound
by replacing P by the matrix

(
1 +
∑
i
Xi ⊗X i
)k
ψ
where k is large enough so that the words of degree k must generate the algebra. It is
clear that the choice of k = n2 works. If we believe the Paz conjecture [9], one could
take k = 2n−2, although the best known bounds, obtained very recently by Shitov
in [10], give that we can choose k = 2n log2 n+ 4n, improving the best previously
known bounds by Pappacena [8]. All such methods necessitate a slowdown required
to evalute such an exponentiation.
Although the problem is probably of general interest, we were motivated to solve
this problem because of the work of Agler and McCarthy in [1], where they used
algebra membership as a hypothesis in their solution to the matricial noncommu-
tative analogue of Nevanlinna-Pick interpolation. They regarded the problem of
algebra membership as delicate, so we decided to give the above explicit solution.
We also note that prior works of O’Meara [6] and Holbrook-O’Meara [5] give some
reasonably efficient methods in the commutative case in relation to the Gersten-
haber problem: what are the possible dimensions of a 3 generated commutative
algebra of n dimensional matrices.
In closing, we further note that numerical implementations of Theorem 3.1 have
shown that P often has small eigenvalues, so sometimes numerically it looks like
the rank of P is much lower than it actually should be according to the theorem.
(Generically, the dimension of algebra generated by 2 or more n by n matrices is
equal to n2.) The reason why is that often times the quantity (
∑
iXi ⊗Xi)k can
rapidly go to 0. In fact, often the matrix P had bands of eigenvalues of size dn on
random inputs.
4. Computing the dimension for integer matrices
Of particular interest in the algebra dimension problem are matrices over Z, and
hence over Q by clearing denominators. This section gives an implementation of
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our method that shows that for a generic prime p, one can do the computation in
Theorem 3.1 modulo p.
We define the Frobenius norm to be
‖M‖F =
√
tr(MMT ) =
√∑
i,j
m2ij .
The Frobenius norm gives an important bound on the determinant for n by n
matrices, the volume bound:
| det(M)| ≤
(‖M‖F√
n
)n
,
which holds because the unsigned determinant measures the volume of the paral-
lelepiped cut out by the columns of M and the worst case is a cube.
Theorem 4.1. Let X1, . . . , Xd be n by n matrices over Z. Take B = ⌈
∑ ‖Xi‖2F ⌉+1.
Let
P =
[(
B −
∑
Xi ⊗Xi
)−1]ψ
.
For all but at most n2(n2 + 1) logB + n(n2 + 1) + n2 logn primes, P (mod p) is
well-defined and given by the algebraic expression for P evaluated modulo p, and the
rank of P (mod p) is equal to the dimension of the algebra generated by X1, . . . , Xd.
Proof. Note the tuple of Xi/
√
B satisfy the hypotheses of Theorem 3.1. So after
some rescaling, we need to compute the rank of the integer matrix
Pˆ = det
(
B −
∑
Xi ⊗Xi
)
P
= det
(
B −
∑
Xi ⊗Xi
) [(
B −
∑
Xi ⊗Xi
)−1]ψ
=
[
adj
(
B −
∑
Xi ⊗Xi
)]ψ
.
(The extra factor det (B −∑Xi ⊗Xi) in the formula for Pˆ will be immaterial to
resulting set of nice p as we will exclude its factors.) Each of the entries of Pˆ must be
less than
(
‖(B−
∑
Xi⊗Xi)‖F
n
)n2
by Cramer’s rule combined with the volume bound
on the determinant. Simplifying, using the observation that ‖B −∑Xi ⊗Xi‖F ≤
(n+1)B, we can see that the entries must be less than enBn
2
. Moreover, we know
that det (B −∑Xi ⊗Xi) satisfies the same bound. Therefore, the determinant of
any minor M of Pˆ must be less than nn
2
en
3
Bn
4
by applying the volume bound.
Note that if a prime p does not divide detM det Pˆ for a minor witnessing the
rank of Pˆ , then we could have evaluated the formula for P modulo p and obtained
a matrix with the same rank as P. (In general, the rank of P (mod p) must be less
than the rank of P.) We know that detM det Pˆ ≤ nn2en3+nBn4+n2 by previous
estimates. A number L can have at most min{logL, 2} distinct prime factors.
Applying this observation and our estimate, we see that n2(n2 + 1) logB + n(n2 +
1) + n2 logn possible primes for which P might not give us the rank. 
The number of primes below N is about NlogN by the prime number theorem. So
picking a random prime below N has a less than (n
2(n2+1) logB+n(n2+1)+n2 logn) logN
N
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probability of giving the wrong rank in the above theorem. One can then check the
dimension by taking a random prime on the order of n4 log(B)(log n + log logB)
and computing the rank. This works most of the time, but one can pick several if
additional certainty is required. If we believe that the determinant of a minor is
truly a random unstructured number, it is likely to have on the order of log(n2(n2+
1) logB + n(n2 + 1) + n2 logn) prime factors, as classical results of Hardy and
Ramanujan [4] state that a number N is expected to have about log logN factors.
In an average situation, we expect the probability of failure for a particular prime
to be much lower than the theoretical guarantee from Theorem 4.1. Furthermore,
under such an unfounded unstructured assumption, we would expect that each
prime divides the determinant with probability about 1
p
which means heuristically,
one can test only a few primes and obtain reasonable certainty independent of n.
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