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Let G be a digraph, that is, a pair of sets consisting of a set of vertices
Ž .and a set of directed edges for a more precise definition, see Section 3 . It
is an interesting problem to know how to count the Hamilton cycles of G,
that is, cycles containing all vertices of G. In this paper, we will give the
upper bound of the number of them by using the theory of commutative
rings. It is natural to assume that G is strongly connected, otherwise there
is no Hamilton cycle. The way to give it is to associate G with a
Cohen]Macaulay ring which is positively graded of dimension 1 and to
compute its Macaulay type. In fact, the associated ring is a monoid ring,
r Žwhich is defined for a submodule of Z where Z is the ring of integers for
.the definition, see Section 1 . For this reason, we will compute the
Macaulay type of Cohen]Macaulay monoid ring in a special case in
Section 2.
w x Ž .Let A s k X , . . . , X k is a field . In Section 1, we define the1 r
Ž . r Ž .polynomial F ¤ for ¤ g Z and the ideal I V of A for a submodule V of
r Ž . Ž .Z for the definition, see Section 1 . And we call the ring ArI V a
monoid ring. These definitions and a few properties of this ring are found
w xin 5 . The monoid ring is always a graded ring. If it is positively graded, we
can use the theory of Grobner bases and show a basic lemma aboutÈ
Ž . Ž .generation of elements in its defining ideal I V see Proposition 1.3 .
In Section 2, we only treat a special case: V is a submodule generated by
r Ž . Ž .¤ , . . . , ¤ in Z with s ¤ ) 0, s ¤ F 0 for each j / i and ¤ q ??? q¤1 r i i i j 1 r
s 0, where s denotes the ith entry. Further assume that the monoid ringi
Ž .ArI V is positively graded of dimension 1. We will see in the next section
that these conditions are satisfied if V is associated with a strongly
connected digraph. Thus to investigate this case makes sense. Under these
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Ž .In Section 3, we will associate a digraph G with a submodule V G of
Z r, where r is the number of vertices of G. We can prove that the monoid
Ž Ž ..ring ArI V G is positively graded of dimension 1 if and only if G is
strongly connected. And we will prove the main theorem:
THEOREM. Let G be a strongly connected digraph. Then the number of
Hamilton cycles of G is less than or equal to the Macaulay type of associated
Ž Ž ..monoid ring ArI V G .
We also give a sufficient condition that they are equal.
1. PRELIMINARIES
Throughout this paper, let k be a field, r ) 1 an integer, A s
w xk X , . . . , X a polynomial ring over k, and Z the ring of integers.1 r
DEFINITION. Let V be a submodule of Z r of rank - r. For ¤ g V, we
Ž . Ž .put the polynomial binomial F ¤ of A:
F ¤ s F ¤ y F ¤ s Xys iŽ¤ . y X s iŽ¤ . ,Ž . Ž . Ž . Ł Ły q i i
Ž . Ž .s ¤ F0 s ¤ G0i i
Ž . Ž .where s ¤ denotes the ith entry of ¤ . And we put I V to be the ideal ofi
Ž . Ž .A generated by all polynomials F ¤ for ¤ g V. We call the ring ArI V
Ž . w xa monoid ring. First note ht I V s rank V 5, Prop. 1.1 .
Ž . rIf V is contained in Ker n , . . . , n , the kernel of the map from Z to Z1 r
Ž .which is naturally induced by integers n , . . . , n , the ideal I V is1 r
Ž .weighted homogeneous by the degree with deg X s n for each i. Andi i
we say that V is positive if there are positive integers n , . . . , n with1 r
Ž . Ž w x. Ž .V ; Ker n , . . . , n cf. 6 . If V is positive, the ring ArI V is a1 r
positively graded ring.
LEMMA 1.1. For ¤ , . . . , ¤ g Z r, there are monomials M , . . . , M of A1 s 1 s
such that
Ž . Ž .1 GCD M , . . . , M s 1.1 s
Ž . Ž . Ž .2 M F ¤ s M F ¤ for k s 1, . . . , s y 1.k q k kq1 y kq1
Ž . X X X Ž .3 If M , . . . , M are monomials satisfying M F ¤ s1 s k q k
X Ž . XM F ¤ for k s 1, . . . , s y 1, there is a monomial G with M s GMkq1 y kq1 k k
for each k.
Ž . s Ž . Ž s .4 There is a monomial H with Ý M F ¤ s HF Ý ¤ .ks1 k k ks1 k
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Proof. We will prove the assertion by induction on s. If s s 2, put
Ž . Ž Ž . Ž .. Ž . Ž Ž .M s F ¤ rGCD F ¤ , F ¤ and M s F ¤ rGCD F ¤ ,1 y 2 q 1 y 2 2 q 1 q 1
Ž .. Ž . Ž . Ž . XF ¤ . Then GCD M , M s 1 and M F ¤ s M F ¤ . If M andy 2 1 2 1 q 1 2 y 2 1
X X Ž . X Ž . XM are monomials satisfying M F ¤ s M F ¤ , we have M s GM2 1 q 1 2 y 2 1 1
X Ž X X . Ž . Ž .and M s GM with G s GCD M , M . And M F ¤ q M F ¤ is a2 2 1 2 1 1 2 2
Ž . rbinomial, hence of the form HF ¤ where H is a monomial and ¤ g Z .
And ¤ must be ¤ q ¤ .1 2
Assume s ) 2. By the induction hypothesis, there are monomials
N , . . . , N such that1 sy1
Ž . Ž .1 GCD N , . . . , N s 1.1 sy1
Ž . Ž . Ž .2 N F ¤ s N F ¤ for k s 1, . . . , s y 2.k q k kq1 y kq1
Ž . X X X Ž .3 If N , . . . , N are monomials satisfying N F ¤ s1 sy1 k q k
X Ž . XN F ¤ for k s 1, . . . , s y 2, there is a monomial G with N s GNkq1 y kq1 k k
for each k.
Ž . sy1 Ž . Ž sy1 .4 Ý N F ¤ s HF Ý ¤ where H is a monomial.ks1 k k ks1 k
sy1 Ž . Ž Ž . Ž ..Put w s Ý ¤ , M s F ¤ rGCD HF w , F ¤ , M s MN forks1 k y s q y s k k
Ž . Ž Ž . Ž ..k s 1, . . . , s y 1, and M s HF w rGCD HF w , F ¤ . Sinces q q y s
Ž . Ž . Ž .GCD N , . . . , N s GCD M, M s 1, we have GCD M , . . . , M s 1.1 sy1 s 1 s
Ž . Ž . Ž .And M F ¤ s M F ¤ for k s 1, . . . , s y 2 and M F ¤k q k kq1 y kq1 sy1 q sy1
Ž . Ž . s Ž . X Žs MHF w s M F ¤ . Further, we have Ý M F ¤ s H F w qq s y s ks1 k k
. X Ž s . X¤ s H F Ý ¤ where H is a monomial.s ks1 k
X X X Ž . X Ž .If M , . . . , M are monomials satisfying M F ¤ s M F ¤ for1 s k q k kq1 y kq1
k s 1, . . . , s y 1, there is a monomial GX with M X s GXN for k s 1, . . . , sk k
sy1 X Ž . X Ž . X Ž . X Ž .y 1. And Ý M F ¤ s G HF w . Since G HF w s M F ¤ks1 k k q sy1 q sy1
X Ž . X Xs M F ¤ , there is a monomial G with G s GM and M s GM .s y s s s
Hence M X s GM for k s 1, . . . , s y 1. Q.E.D.k k
LEMMA 1.2. Let s ) 1, ¤ , . . . , ¤ g Z r, and M , . . . , M monomials of A1 s 1 s
Ž . Ž . Ž .satisfying M F ¤ s M F ¤ for k s 1, . . . , s y 1. If s ¤ F 0k q k kq1 y kq1 i k
s Ž .for 1 F k F s, then deg M G yÝ s ¤ .X 1 ks2 i ii
Ž . Ž . Ž .Proof. If s ¤ F 0 and s ¤ F 0, deg M s ys ¤ qi k i kq1 X k i kq1i
deg M . The assertion follows from this. Q.E.D.X kq1i
Let V be a positive submodule of Z r. If ¤ , ¤ g V and G , G are1 2 1 2
Ž . Ž . Ž . Ž .monomials of A with G F ¤ s G F ¤ , then G F ¤ q G F ¤ is1 q 1 2 y 2 1 1 2 2
Ž .the polynomial of the form GF ¤ q ¤ for some monomial G. More1 2
Ž Ž . Ž ..generally, let J s F ¤ , . . . , F ¤ be an ideal of A where ¤ , . . . , ¤ g V.1 s 1 s
Ž . Ž .Then we can get a Grobner base of J from F ¤ , . . . , F ¤ by Buch-È 1 s
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berger's algorithm. And it is easy to see that this Grobner base consists ofÈ
the polynomials of the form
t
GF w s G F d ¤ ,Ž . Ž .Ý k k jk
ks1
where G and G are monomials, d s "1, 1 F j F s for each k, w sk k k
Ž . Ž . Ž . Ž .Ý d ¤ GF w s G F d ¤ , G F d ¤ s G F d ¤ for kk j y 1 y 1 j k q k j kq1 y kq1 jk 1 k kq1
Ž . Ž .s 1, . . . , t y 1, and GF w s G F d ¤ . Further,q t q t jt
Ž w x.PROPOSITION 1.3 cf. 4, Theorem 1.2 . Let V be a positi¤e submodule of
r Ž Ž . Ž ..Z and let J s F ¤ , . . . , F ¤ be an ideal of A with ¤ , . . . , ¤ g V. For1 s 1 s
r Ž .¤ g Z and G a monomial, if GF ¤ g J, there is an expression
t
GF ¤ s G F d ¤ ,Ž . Ž .Ý k k jk
ks1
where d s "1, 1 F j F s, G is a monomial for each k, ¤ sk k k
Ž . Ž . Ž . Ž .Ý d ¤ , F ¤ s G F d ¤ , G F d ¤ s G F d ¤ for k sk j y 1 y 1 j k q k j kq1 y kq1 jk 1 k kq1
Ž . Ž .1, . . . , t y 1, and F ¤ s G F d ¤ .q t q t jt
The following lemma is useful.
w x r XLEMMA 1.4 4, Prop. 1.5 . Let ¤ , ¤ g Z . If there is no pair i, i with1 2
s ¤ ) 0, s X ¤ - 0,Ž . Ž .i 1 i 1
s ¤ - 0, s X ¤ ) 0,Ž . Ž .i 2 i 2
Ž . Ž . Ž .there are monomials M , M with F ¤ q ¤ s M F ¤ q M F ¤ . In1 2 1 2 1 1 2 2
Ž . Ž Ž . Ž ..particular, F ¤ q ¤ is contained in the ideal F ¤ , F ¤ .1 2 1 2
2. MACAULAY TYPE OF MONOID RINGS
In this section, we will use the following notation.
r Ž . Ž .Let ¤ , . . . , ¤ g Z with s ¤ ) 0, s ¤ F 0 for j / i such that1 r i i i j
Ž .1 ¤ q ??? q¤ s 0.1 r
Ž . ² : r2 V s ¤ , . . . , ¤ , a submodule of Z spanned by ¤ , . . . , ¤ , is1 r 1 r
positive of rank r y 1.
Ž .From these conditions, we note that the ring ArI V is a positively
w x wgraded Cohen]Macaulay ring of dimension 1 by 5, Prop. 1.1 and 5,
xLemma 1.2 .
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Ž . Ž .Let S r be the r th symmetric group. By Lemma 1.1, for each t g S r
Ž . Ž . Ž .with t 1 s 1, there are monomials M t , . . . , M t such that1 r
Ž . Ž Ž . Ž ..1 GCD M t , . . . , M t s 1.1 r
Ž . Ž . Ž . Ž . Ž .2 M t F ¤ s M t F ¤ for i s 1, . . . , r y 1.t Ž i. q t Ž i. t Ž iq1. y t Ž iq1.
r Ž . Ž .Further, since ¤ q ??? q¤ s 0, we have Ý M t F ¤ s 0, hence1 r is1 t Ž i. t Ž i.
Ž . Ž . Ž . Ž .M t F ¤ s M t F ¤ .1 y 1 t Ž r . q t Ž r .
Ž . Ž .Let J be an ideal of A generated by M t for all t g S r satisfying1
Ž . Ž Ž . Ž ..t 1 s 1, I s F ¤ , . . . , F ¤ an ideal of A, and J s J q I rI . Then0 2 r 0 0
Ž .THEOREM 2.1. The ring ArI V is a positi¤ely graded Cohen]Macaulay
Ž .ring of type m J , where m denotes the least number of generators.
To prove this theorem, we need several lemmas.
Ž . Ž .LEMMA 2.2. For t g S r with t 1 s 1,
y1Ž .t i y1
deg M t s y s ¤ for i ) 1.Ž . Ž .ÝX 1 i t Žk .i
ks2
Ž . y1Ž .Proof. Let M s M t for i s 1, . . . , r and k s t i . As in thei i 0
Ž .proof of Lemma 1.2, since s ¤ F 0 for k - k , we havei t Žk . 0
k y10
deg M s deg M y s ¤Ž .ÝX 1 X t Žk . i t Žk .i i 0
ks1
and deg M G deg M for k s 1, . . . , k . If deg M s 0, theX t Žk . X t Žk . 0 X t Žk .i i 0 i 0
assertion is proved. So we prove this.
If deg M ) 0, we have deg M ) 0 for k s 1, . . . , k . SinceX t Žk . X t Žk . 0i 0 i
Ž . Ž . Ž .M F ¤ s M F ¤ and s ¤ F 0, we have1 y 1 t Ž r . q t Ž r . i t Ž r .
deg M s deg M F ¤ ) 0.Ž .X t Ž r . X t Ž r . q t Ž r .i i
If k - l - r, we have0
r
deg M s y s ¤ q deg M ,Ž .ÝX t Ž l . i t Žk . X t Ž r .i i
kslq1
Ž .since s ¤ F 0 if l ) k . Then X divides each M for k s 1, . . . , r, ai t Ž l . 0 i t Žk .
contradiction. Hence deg M s 0. Q.E.D.X t Žk .i
Ž .Note. We have deg M t s 0 for any t .X 1i
Ž .LEMMA 2.3. The ideal I V is generated by all polynomials of the form
Ž .F ¤ q ¤ q ??? q¤ where 1 F s F r and 1 F j - j - ??? - j F r.j j j 1 2 s1 2 s
Proof. Let ¤ g V. Then we can write ¤ s Ýr d ¤ with d G 0 and wejs1 j j j
may assume that there is j with d s 0, since ¤ q ¤ q ??? q¤ s 0. Let Ij 1 2 r
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Ž . Ž .be the ideal generated by F ¤ , . . . , F ¤ and all polynomials of the form1 r
Ž .F ¤ q ¤ q ??? q¤ where 1 F s - r and 1 F j - ??? - j F r. We willj j j 1 s1 2 s
Ž .prove F ¤ g I by induction on d s max d .j j
Ž .If d s 1, the assertion is clear. Suppose d ) 1. Let w s Ý d y 1 ¤1 d ) 0 j jj
and w s yÝ ¤ . We have ¤ s w q w . By the induction hypothesis,2 d s0 j 1 2j
Ž . Ž . Ž .F w and F w are contained in I. And if s w - 0, we have d s 01 2 i 2 i
Ž . Ž . Ž Ž . Ž ..and s w F 0. Hence F ¤ is contained in the ideal F w , F w byi 1 1 2
Ž .Lemma 1.4. And F ¤ g I. This completes the proof. Q.E.D.
Ž . Ž .XLEMMA 2.4. Let N , N be monomials with N F ¤ s N F y¤ for1 2 1 q j 2 y j
X X X X Ž .Xj / j . Then there are monomials N , N , and G with N F y¤ s1 2 1 q j
X Ž . X Ž . X Ž .XN F ¤ , N y N s GF ¤ , and N y N s GF ¤ .2 y j 1 2 j 2 1 j
Ž . s jŽ¤ j. Ž . s jXŽ¤ jX .X XProof. We have F ¤ s X and F y¤ s X . By the as-q j j y j j
Ž .Xsumption, there is a monomial G satisfying N s GF y¤ and N s1 y j 2
Ž . X Ž . X Ž .XGF ¤ . Then N s GF ¤ and N s GF y¤ satisfy the conditionsq j 1 y j 2 q j
of the lemma. Q.E.D.
Ž Ž ..PROPOSITION 2.5. I : I V s J q I .0 0
Proof.
Ž Ž ..Step 1. We will show I : F ¤ s J q I . By the definition of J, we0 1 0
Ž Ž .. Ž Ž Ž . Ž ... rhave I : F ¤ > J recall I s F ¤ , . . . , F ¤ . Let f : A “ A be a0 1 0 2 r
Ž . Ž .homomorphism with f e s F ¤ for j s 1, . . . , r where e , . . . , e formj j 1 r
the canonical base of Ar. Let R be a submodule of Ar generated by all
r Ž . Ž . Ž .elements of the form Ý M t e for t g S r satisfying t 1 s 1 and letis1 i i
X r Ž .XR be a submodule of A generated by all elements of the form F ¤ e yj j
Ž . X XXF ¤ e for j / j . Then both R and R are contained in Ker f. We claimj j
Ker f s R q RX.
Ž Ž .To see this, in section 1, there is a Grobner base of the ideal F ¤ ,È 1
Ž .. s Ž .. . . , F ¤ consisting of binomials of the form Ý G F d ¤ where Gr kq1 k k j kk
Ž .is a monomial, d s "1, and 1 F j F r for each k with G F d ¤ sk k k q k jk
Ž .G F d ¤ for k s 1, . . . , s y 1. Hence Ker f is generated bykq1 y kq1 jkq 1
elements of the form Ýs d G e which satisfies the conditionks1 k k jk
G is a monomial, d s "1, 1 F j F r for each k , andk k k
)Ž .½ G F d ¤ s G F d ¤ for k s 1, . . . , s y 1.Ž . Ž .k q k j kq1 y kq1 jk kq1
Ž . Ž .Further, since it is contained in Ker f, we have G F d ¤ s G F d ¤1 y 1 j s q s j1 s
and Ýs d ¤ s 0. Now we show that z s Ýs d G e is contained inks1 k j ks1 k k jk k
R q RX.
Ž .Let d z s Ý d for i s 1, . . . , r. Since rank V s r y 1 and ¤i j si k 1k
Ž . Ž . Ž .q ??? q¤ s 0, we have d z s d z s ??? s d z . We may assumer 1 2 r
Ž . s X sd z G 0 since Ý d G e g R q R if and only if Ý y1 ks1 k k j ks1k
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d G e g R q RX. We will prove the assertion by inductionsq1yk sq1yk jsq 1yk
Ž .on d z .1
Assume that there is k with d s 1 and d s y1. If j s j ,0 k k q1 k k q10 0 0 0
Ž . Ž .we have G s G since G F ¤ s G F y¤ . And we al-k k q1 k q j k q1 y j0 0 0 k 0 k q10 0
Ž .so have d G e q d G e s 0 and d G F ¤ sk k j k q1 k q1 j k y1 k y1 q j0 0 k 0 0 k q1 0 0 k y10 0 0
Ž .d G F ¤ . Hence z s Ý d G e q Ý d G e sat-k q2 k q2 y j k - k k k j k ) k q1 k k j0 0 k q1 0 k 0 k0
Ž .isfies condition ) and is contained in Ker f.
Assume j / j . Then, by Lemma 2.4, there are monomials N , N , Gk k q1 1 20 0
Ž . Ž . Ž .with N F y¤ s N F ¤ , N y G s GF ¤ , and N y G1 q j 2 y j 1 k q1 j 2 kk q1 k 0 k 00 0 0
Ž .s GF ¤ . Putjk q10
w s d G e y N e q N e q d G e .Ý Ýk k j 1 j 2 j k k jk k q1 k k0 0
k-k k)k q10 0
Then
z y w s N y G e y N y G eŽ .Ž .1 j j 2 k jk q1 k q1 0 k0 0 0
s G F ¤ e y F ¤ e g RX ,Ž . Ž .ž /j j j jk k q1 k q1 k0 0 0 0
G F d ¤ s N F y¤ ,Ž .Ž .k y1 q k y1 j 1 y j0 0 k y1 k q10 0
and
N F ¤ s G F d ¤ .Ž . Ž .2 q j k q2 y k q2 jk 0 0 k q20 0
Ž .Thus w satisfies condition ) and is contained in Ker f. And we have
z g R q RX if and only if w g R q RX. Hence, by considering w, we can
change the order of ¤ and ¤ if d s 1 and d s y1.j j k k q1k k q1 0 00 0
Therefore, in any case, there exists zX s Ýs
X
dX GX e g Ker f satisfy-ks1 k k jk
Ž . X Xing condition ) such that there is t with d s y1 if k - t and d s 1 ifk k
k G t and that z y zX g RX. By replacing z with zX, we may assume that
there is t with d s y1 if k - t and d s 1 if k G t.k k
sy tq1 s Ž .Then w s Ý G e q Ý y1 G e satisfiesks1 kqty1 j kssyt kysqtq1 jkq ty1 kysq tq1
Ž .condition ) in this order and w s z. For each k G s y t, there is
X Ž .k - s y t with e s e , since d z G 0 for each j. Again by the aboveXj j jk k X sX X X Ž .argument, there exists w s Ý d G e satisfying condition ) withks1 k k jkX X X Ž .d s 1 for any k and z y w g R . In the case of d z s 0, this impliesk 1
X Ž . Xthat z is contained in R . Suppose d z ) 0. Then we replace z with w .1
Hence we may assume z s Ýs G e . Note that we may assume j s 1.ks1 k j 1k
For, there is k with j s 1 and the element Ýsyk 0q1 G e q0 k ks1 kqk y1 j0 0 kqk y10s Ž .Ý G e satisfies condition ) .kssyk kysqk q1 j0 0 kysqk q10
For each l, let k be the number k with e s e and e / e for kX - k.Xl j l j lk k
Ž . Ž .And let t g S r with k - k - ??? - k . Then t 1 s 1. By Lemmat Ž1. t Ž2. t Ž r .
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Ž . Ž .1.2, deg G G deg M t for each i, thus M t divides G . Put H sX 1 X 1 1 1i i
Ž .y1G M t . Then1 1
r s
w s yH M e q G eÝ Ýt Ž rq2yj. t Ž rq2yj. k jk
js2 ks2
Ž . Ž . Ž .satisfies condition ) and z y w g R. Further, since d w s d z y 1,1 1
we have w g R q RX by the induction hypothesis. Hence z g R q RX. Thus
the claim is proved.
Ž Ž .. Ž Ž ..Step 2. By Step 1, I : I V ; I : F ¤ s J q I . By Lemma 2.3,0 0 1 0
Ž . Ž . Ž . Ž .I V is generated by F ¤ , . . . , F ¤ and F ¤ q ¤ q ??? q¤ for 1 F s1 r 1 j j1 s
F r y 1 and 2 F j - ??? - j F r, since ¤ q ¤ q ??? q¤ s 0. Hence we1 s 1 2 r
Ž . Ž .claim that, for any t g S r with t 1 s 1,
M t F ¤ q ¤ q ??? q¤ g IŽ . Ž .1 1 j j 01 s
for 1 F s F r y 1 and 2 F j - ??? - j F r.1 s
By Lemma 2.2,
y1Ž .t i
deg M t s y s ¤ for i ) 1.Ž . Ž .ÝX 1 i t Žk .i
ks2
X X y1Ž X . y1Ž X.Let j , . . . , j be the distinct numbers with t j - ??? - t j and1 t 1 t
 X X4  4  4j , . . . , j s 2, . . . , r y j , . . . , j . From the expression1 t 1 s
s




X X X XGF ¤ q ¤ q G F ¤ q ??? qG F ¤ s 0,Ž . Ž .Ý1 j j j j jk 1 1 t tž /
ks1
Ž .X Xwith GCD G, G , . . . , G s 1, by Lemma 1.1. Then, as in the proof ofj j1 t
Lemma 2.2,
deg G s 0 for m s 1, . . . , t ,X jm
y1Ž X .t j y1my1 m
X X Xdeg G s y s ¤ F y s ¤ for m s 1, . . . , s.Ž . Ž .Ý ÝXX j j j t Žk .j m l mm
ls1 ks2
Ž .Hence G divides M t . Therefore1
s




Proof of Theorem 2.1. By the definition of ¤ , . . . , ¤ and V, rank V s r1 r
Ž .y 1 and ArI V is a positively graded Cohen]Macaulay ring of dimen-
w x w xsion 1 by 5, Prop. 1.1 and 5, Lemma 1.2 . By Proposition 2.5, we have
K ( I : I V rI s J q I rI ,Ž .Ž .A r IŽV . 0 0 0 0
Ž .where K is the canonical module of ArI V . The assertion followsA r IŽV .
from this. Q.E.D.
3. MAIN RESULT
In this section, we study the relation between digraphs and monoid
rings. And we will prove that the number of Hamilton cycles of a
connected digraph is less than or equal to the Macaulay type of monoid
ring associated with it, if the associated monoid ring is positively graded of
dimension 1. Further, we will give the sufficient condition that they are
equal.
Ž .DEFINITION. A digraph G consists of Ver G a finite set of vertices and
Ža set of directed edges which are ordered pairs of distinct vertices we
.denote the edge from i to j by i “ j .
It is possible that G has edges i “ j and j “ i. A path always means a
directed path; that is, if there is a path from i to j, there are n ) 0,
distinct vertices i s i , . . . , i , edges i “ i for l s 1, . . . , n y 1, and an1 n l lq1
edge i “ j. A cycle is a path which has the same first and last vertex. An
Hamilton cycle of G is a cycle which contains all vertices of G.
Ž .  4Let G be a digraph with Ver G s 1, . . . , r . For G, we define the
Ž .r = r-matrix a with the entries in Z as follows:i j
If there is an edge i “ j, we set a a negative integer. If i / j and therei j
is no edge i “ j, set a s 0. Put a s yÝ a .i j i i j/ i i j
Ž .Let ¤ be the jth column vector of the matrix a for j s 1, . . . , r andj i j
Ž . ² : rV G s ¤ , . . . , ¤ be a submodule of Z . We first note ¤ q ??? q¤ s 01 r 1 r
Ž . Ž .and s ¤ G 0. And s ¤ s 0 if and only if there is no edge which startsi i i i
at i.
PROPOSITION 3.1. Let G be a digraph. The following are equi¤alent:
Ž . Ž . Ž .1 V G is a positi¤e and rank V G s r y 1.
Ž . Ž .2 For any proper set S of Ver G , there is an edge from some ¤ertex
Ž X . Ž X .i g S resp. i f S to some ¤ertex i f S resp. i g S .0 0 1 1
Ž .3 G is strongly connected; that is, for any distinct ¤ertices i , i , there0 1
are a path from i to i and a path from i to i .0 1 1 0
Ž .4 For each edge, there is a cycle containing it.
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Ž . Ž . Ž .Proof. 1 « 2 Suppose that there is a proper subset S of Ver G
such that there is no edge from any i g S to any i f S. Put w s Ý ¤ .0 1 ig S i
Ž .Note w / 0 since rank V s r y 1. Then s w s 0 for each i g S, byi
Ž . Ž .assumption. And s w F 0 for each i f S. Hence V G is not positive.i
Ž . Ž . Ž .2 « 1 Let S be a proper subset of Ver G and w s Ý ¤ . Wejg S j
X Ž . Ž .Xclaim that there are i and i with s w ) 0 and s w - 0. By conditioni i
Ž . Ž X .2 , there is an edge from some vertex i g S resp. i f S to some vertex0 0
Ž X . Ž . Ž .Xi f S resp. i g S . Then s w ) 0 and s w - 0. Hence the claim is1 1 i i0 0
Ž Ž .. Ž .proved. Since I V G is generated by all polynomials of the form F w
Ž . Ž . wwhere S is a proper set of Ver G by Lemma 2.3, V G is positive by 6,
xLemma 1.2 .
Ž .Suppose rank V G - r y 1. Then there is a nontrivial relation Ý d ¤ sj j
0 with d G 0. We may assume that there is j with d s 0, and furtherj j
assume that there is s - r with d s 0 for j s s q 1, . . . , r, by renumber-j
Ž .ing. Then we have s ¤ s 0 for i s s q 1, . . . , r and j s 1, . . . , s. Puti j
Ž . Ž .w s ¤ q ??? q¤ . Then s w F 0 for i s 1, . . . , s and s w s 0 forsq1 r i i
Ž . Ž . Ž .i s s q 1, . . . , r. Since V G is positive, s w s 0 for any i and s ¤ s 0i i j
for i s 1, . . . , s and j s s q 1, . . . , r. This implies that G is disconnected, a
Ž .contradiction. Hence rank V G s r y 1.
Ž . Ž . Ž .2 « 3 Suppose that there are i , i g Ver G such that there is0 1
Ž .no path from i to i . Let S be the subset of Ver G consisting of the0 1
vertices i such that there is a path from i to i. Then S is a proper set of0
Ž .Ver G . And there is no edge from the vertex of S to the vertex of the
complement of S.
Ž . Ž .3 « 4 Let i “ i be an edge in G. There is a path from i to i0 1 1 0
Ž .by 3 . Hence there is a cycle containing i “ i .0 1
Ž . Ž . Ž .4 « 2 Suppose that there is a proper subset S of Ver G such
that there is no edge from the vertex of S to the vertex of the complement
of S. Since G is connected, there is an edge from the vertex of the
complement of S to the vertex of S. And there is no cycle which contains
it. Q.E.D.
From now on, we treat a strongly connected graph. By Proposition 3.1,
Ž . ² :the associated module V G s ¤ , . . . , ¤ is positive of rank r y 1, hence1 r
we can use the results in Section 2. And we also use the notation in
Ž . Ž .Section 2, such as S r , M t , I , J, and J.i 0
THEOREM 3.2. Let G be a strongly connected graph. The number of
Hamilton cycles of G is less than or equal to the Macaulay type of
Ž Ž ..Cohen]Macaulay ring ArI V G .
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Proof.
Ž .Step 1. For a Hamilton cycle 1 “ m “ ??? “ m “ 1, let t g S r2 r
Ž . Ž .with t i s m . Then we can define the monomial N t . And we claimi 1
Ž .that the canonical image of M t in J is a part of a minimal generating1
system of J. If the claim is proved, the number of Hamilton cycles is less
than or equal to the least number of generators of J, which is equal to the
Ž .Macaulay type of ArI V by Theorem 2.1, hence the assertion is proved.
X Ž . XŽ . Ž X.Step 2. Let t be an element in S r with t 1 s 1 such that M t is1
Ž . Ž Ž X..a part of a minimal generating system and M t g M t q I . Then1 1 0
we will show t s t X.
Ž . Ž .First note s ¤ - 0 for i s 1, . . . , r y 1 and s ¤ - 0. Sincet Ž i. t Ž iq1. t Ž r . 1
Ž . Ž X.there is a monomial H with M t y HM t g I , there is an expression1 1 0
s
XM t y HM t s G F d ¤ ,Ž . Ž . Ž .Ý1 1 k k jk
ks1
where G is a monomial, d s "1, 2 F j F r for each k, andk k k
Ž . Ž .G F d ¤ s F d ¤ for k s 1, . . . , s y 1, by Proposition 1.3. Ask q k j y kq1 jk kq1
in the proof of Proposition 2.5, we may assume that there is k with0
Ž .d s y1 if k - k and d s 1 if k G k . By Lemma 2.2, deg M t -k 0 k 0 X 1i
Ž .deg F ¤ for each i. Hence d s 1 for any k.X q i ki Xy1 Ž .Let k s t t i for i s 1, . . . , r. We will show 1 s k - k - ??? - k .i 1 2 r
X Ž .If the claim is proved, we have k s i for each i and t s t , hence M t isi 1
a part of a minimal generating system of J.
y1Ž .Let l G 1. Suppose k - k - ??? - k and t j ) l for each k. For1 2 l k
y1Ž . Ž .each k, since t j ) l and d s 1, we have s d ¤ F 0. Thusk k t Ž l . k jk
Ž . Ž X.deg M t G deg M t by Lemma 1.2. On the other hand, sinceX 1 X 1t Ž l . t Ž l .
k - k - ??? - k ,1 2 l
ly1
Xdeg M t s y s ¤ G y s ¤ s deg M t ,Ž . Ž . Ž . Ž .Ý ÝX 1 t Ž l . t Ž j. t Ž l . t Ž j. X 1t Ž l . t Ž l .
j-k js1l
Ž . Ž X .by Lemma 2.2. Hence deg M t s deg M t . Then k ) k ,X 1 X 1 lq1 lt Ž l . t Ž l .
Ž X. Ž . Ž . y1Ž .otherwise deg M t G deg M t y s ¤ . Further, t jX 1 X 1 t Ž l . t Ž lq1. kt Ž l . t Ž l .
) l q 1 for each k, since
s
Xdeg M t G deg M t y s ¤Ž . Ž . Ž .ÝX 1 X 1 t Ž l . jt Ž l . t Ž l . k
ks1
Ž .and s ¤ - 0. The claim follows from induction on l. Q.E.D.t Ž l . t Ž lq1.
Finally, we will give a sufficient condition that two invariants are equal.
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PROPOSITION 3.3. Suppose that G is strongly connected and satisfies the
condition
Ž . X X) If there are edges i “ j and i “ j , there is an edge between j and j .
Then the number of Hamilton cycles of G is equal to the Macaulay type of
Ž Ž ..ArI V G .
Proof.
Ž . Ž .XStep 1. By the assumption, if s ¤ - 0 and s ¤ - 0, we havei j i j
Ž . Ž . Ž . Ž .X Xs ¤ - 0 or s ¤ - 0. Let t be an element in S r with t 1 s 1 suchj j j j
Ž .that M t is a part of a minimal generating system of J. We claim1
Ž . Ž .s ¤ - 0 for i s 1, . . . , r y 1 and s ¤ - 0. If the claim ist Ž i. t Ž iq1. t Ž r . 1
Ž . Ž .proved, there is a Hamilton cycle 1 “ t 2 “ ??? “ t r “ 1 and t is
associated with it. It follows that there is a one-to-one correspondence
between elements in a minimal generating system of J and Hamilton
cycles of G. Hence the assertion is proved.
Ž . Ž . Ž . Ž .Step 2. Let t g S r with t 1 s 1 and let j j q 1 g S r be a
X Ž .transposition for j G 1. Put t s t j j q 1 . Then, by Lemma 2.2,
¡ys ¤ i s t j ,Ž . Ž .t Ž j. t Ž jq1.
X ~deg M t y deg M t sŽ . Ž . s ¤ , i s t j q 1 ,Ž . Ž .X 1 X 1 t Ž jq1. t Ž j.i i ¢
0, otherwise.
Ž . Ž X. Ž . Ž .Hence, if s ¤ s 0, M t divides M t . Further if s ¤t Ž j. t Ž jq1. 1 1 t Ž jq1. t Ž j.
Ž .- 0, M t is not part of a minimal generating system of J.1
Ž . Ž .y1 Ž . Y Ž . Ž .y1Let 1 r 1 2, . . . , r g S r and t s t 1 r 1 2, . . . , r . Then
YŽ .t 1 s 1. By Lemma 2.2,
s ¤ , i s t 2 ,Ž . Ž .t Ž2. t Ž2.Ydeg M t y deg M t sŽ . Ž .X 1 X 1i i ½ s ¤ , i / 1, t 2 .Ž . Ž .i t Ž2.
Ž . Ž Y . Ž . Ž .Hence, if s ¤ s 0, we have M t y M t s yHF ¤ for some1 t Ž2. 1 1 t Ž2.
Ž Y . Ž .monomial H, that is, M t ’ M t mod I .1 1 0
Ž . Ž . Ž .Step 3. Let t g S r with t 1 s 1 such that M t is a part of a1
Ž .minimal generating system of J. If s ¤ s 0, we can replace t with1 t Ž2.
Y Ž . Ž .y1 Ž Y . Ž .t s t 1 r 1 2, . . . , r , since M t ’ M t mod I by Step 2. Hence1 1 0
Ž . Ž Ž .we may assume s ¤ - 0 note that there is j with s ¤ - 0 since G1 t Ž2. 1 j
.is strongly connected .
Ž . Ž . Y Ž .ŽNext, if s ¤ s s ¤ s 0, we replace t with t s 1 r 1,1 t Ž3. t Ž2. t Ž3.
.y1Ž . Ž . Ž .2, . . . , r 2 3 t . Thus we may assume s ¤ - 0 or s ¤ - 0. If1 t Ž3. t Ž2. t Ž3.
Ž . Ž . Ž .s ¤ s 0, we have s ¤ - 0 and s ¤ - 0, by assumption.t Ž2. t Ž3. 1 t Ž3. t Ž3. t Ž2.
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X Ž . Ž . Ž X.Let t s t 2 3 . By Step 2, M t is divided by M t and it is not a part of1 1
Ž .a minimal generating system of J, a contradiction. Thus s ¤ - 0.t Ž2. t Ž3.
Ž .In general, suppose s ¤ - 0 for i s 1, . . . , l y 1. Since G ist Ž i. t Ž iq1.
Ž .strongly connected, there are j ) l and i F l with s ¤ - 0. Hencet Ž i. t Ž j.
Ž .we may assume s ¤ - 0, if necessary, by replacing t with at Ž i. t Ž lq1.
Ž . X  < Ž . 4suitable element in S r . Let i s max i - l q 1 s ¤ - 0 . Assumet Ž i. t Ž lq1.
X Ž . Ž .X X Xi - l. Since s ¤ - 0 and s ¤ s 0, we havet Ž i . t Ž i q1. t Ž i q1. t Ž lq1.
Ž . X Ž X X .Ž X X . Ž .Xs ¤ - 0. Let t s t i q 1 i q 2 i q 2 i q 3 ??? l l q 1 . Byt Ž lq1. t Ž i q1.
Ž . Ž X.Step 2, M t is divided by M t and it is not a part of a minimal1 1
X Ž .generating system of J, a contradiction. Thus i s l and s ¤ - 0.t Ž l . t Ž lq1.
Ž .Hence we conclude s ¤ - 0 for i s 1, . . . , r y 1.t Ž i. t Ž iq1.
Ž . Ž . XFinally, we show s ¤ - 0. Suppose s ¤ s 0. Let i st Ž r . 1 t Ž r . 1
 < Ž . 4 X Ž . Ž .X X Xmax i s ¤ - 0 . Then i - r. Since s ¤ - 0 and s ¤ st Ž i. 1 t Ž i . t Ž i q1. t Ž i q1. 1
Ž . X Ž .Ž .4 ry iX XŽ .X0, we have s ¤ - 0. Let t s t 1 2, . . . , r 1, r . Then t 1 s 1,1 t Ž i q1.
XŽ . X X XŽ . X Xt i s i q r y i for i s 2, . . . , i , and t i s i y i q 1 for i s i q
Ž . X Ž . Ž X.1, . . . , r. Since s ¤ s 0 for i s i q 1, . . . , r, M t is divided by M tt Ž i. 1 1 1
up to modulo I by the same argument of Step 2. Further, since0
Ž . Ž . Ž .y1 Ž .Xs ¤ - 0, M t M t is not 1 and M t is not a part of a1 t Ž i q1. 1 1 1
Ž .minimal generating system of J, a contradiction. Hence s ¤ - 0.t Ž r . 1
Ž Ž .Note that we prove that, if the image of M t is a part of a minimal1
X XŽ . Ž .generating system of J, there is t g S r with t 1 s 1, associated with a
Ž . Ž X.Hamilton cycle, such that M t y M t g I . By the proof of Theorem1 1 0
X .3.2, this implies t s t , hence t itself is associated with a Hamilton cycle.
Q.E.D.
EXAMPLE 1. Let G be a digraph with
 4Ver G s 1, 2, . . . , r with r G 2Ž .
and the set of edges of G is
< 4i “ j i / j .
Then it satisfies the condition of Proposition 3.3 and the number of its
Ž .Hamilton cycles is r y 1 !. Hence the Macaulay type of associated monoid
Ž .ring is also r y 1 !.
EXAMPLE 2. Let G be a digraph with
 4Ver G s 1, 2, . . . , r with r G 3Ž .
and all edges are
i “ i q 1 for i s 1, . . . , r y 1,
i “ i q 2 for i s 1, . . . , r y 2,
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and
r “ 1, r y 1 “ 1, r “ 2.Ž .
Then the number of Hamilton cycles is
2 if r is odd,
1 if r is even.
Hence the Macaulay type of associated monoid ring is 2 if r is odd and 1
if r is even.
Ž Ž ..Further, if r is odd, we can prove that the defining ideal I V G is
Ž . Ž .generated by F ¤ , . . . , F ¤ , that is, an almost complete intersection by1 r
wusing Lemma 1.4. This case is essentially investigated by Gastinger 7, Satz
x6.5 .
If r s 4, this result is known as the unique example which defines a
w xnoncomplete intersection, Gorenstein monoid ring in affine 4-space 1, 6 .
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