Abstract-A vision based application is proposed for a line following mobile robot. A low-cost webcam is used as the sensor and the image buffers are processed via a customized image segregation method to output necessary information for the mobile robot's controller under uncontrollable lighting condition. The task is to allow the mobile robot to navigate through a predefined path marked by a white line on a dark green floor surface. Experimental results shows that the mobile robot successfully able to navigate throughout the provided path. This technique is robust, reliable and easily modified for used in any other applications, such in industrial applications where costly sensors and transducers are normally used.
INTRODUCTION
Mobile robot navigation based on lines, landmarks and signs have been widely implemented around the globe. The main goal of these works is to develop a mobile robot with the capability of navigating through a predefined path or towards a set destination using a line, landmark or sign as a point of reference.
The task of line following, which is the main focus of this work, is most often performed using a vision system in one way or another. A project by [1] is one of the earliest examples of such an effort. The cameramounted mobile robot, termed an AGV (Autonomous Guided Vehicle) in the literature, is intended for the use of navigation within an industrial or factory environment. As such, the AGV is trained to recognize the different possible line shapes captured by the camera and respond accordingly. It has even been equipped with an obstacle avoidance algorithm as such accidents are very prone to happen in a factory environment. While very advanced for its time, the processing time required for this work is too lengthy for use in many real-time applications, as it takes as long as 300ms to process a single image. This is mainly due to the highly complex technique used as well as hardware limitations of the time.
Processing time is a usually a big concern when involving robots that perform their tasks in real time.
As is the case with other systems, there exists a tradeoff between system robustness and system speed. Research [2] tries to solve the complexity problem by adding signs in the environment that help the AGV to determine its location and its next course of action. The placement of such signs, while useful, is not too practical for use in some applications which do not allow for any changes to the line guided environment. Again, with the hardware constraints at the time, the system is only able to capture 5 frames per second with all systems running. This low rate of data acquisition makes it very likely to miss the line causing errors in navigation. For compensation, the AGV's movement would have to be slowed down and this would affect the AGV's performance in applications where time is of the essence.
Literature [3] deals with such a task where the robots are to race or play a competitive game where one team of robots tries to outdo the other in completing certain tasks. Thus, the work in the literature uses a computationally simple technique for image processing. The image is treated as a Cartesian plane and points from the image are taken to be coordinates on the Cartesian and tangent calculations on those coordinates would produce the desired trajectory of the robot. The method described here does not work flawlessly with all captured images though. With certain line images, the image processing system produces an erroneous trajectory that misses the line.
Most of the literature reviewed here deal with images that are monotone or black and white as to reduce computational complexity. Research [4] however, uses color signs to assist with the robot navigation while simultaneously using an adaptive sub-sampling method to avoid having to process each pixel in the image individually. Despite these attempts though, the system still needs 20 ms to recognize the frame of an image and the total time for processing plus decision-making is 40ms which is still slower than the proposed method. In addition, the proposed method does not require the use of color, signs or any other alteration to the following environment.
II. SYSTEM DESIGN

A. Conceptual Design
The robot used in this study, as shown in Fig. 1 , is custom made and designed specifically for autonomous line following uses. Its chassis is made from aluminum. Fig. 2 shows the flow chart of the conceptual design of the mobile robot which involves image processing to supervise the mobile robot's navigation.
B. Hardware Setup
A common USB camera is mounted on the frontal part of the robot at an angle as to view the path as far as 0.5m ahead without having a blind spot underneath the camera. The camera captures videos with 160 x 120 resolutions at 30 frames per second in RGB format. The video data is then sent to a National Instruments Data Acquisition Card (DAQ) model NI-DAQ6009 for processing using an onboard laptop via USB. The diminutive laptop is equipped with a 1.66 GHz Intel processor, 1 GB of RAM and 80 GB of hard disk space which is more than sufficient for this work. Fig. 3 shows an overview of the mobile robot configuration system. The mobile robot is driven using a differential drive scheme using two DC motors which are attached to the rear end wheels while two omniwheels are placed at the front. The navigation system composes of a webcam camera and a USB-interface data acquisition system which provides input for the image processing task. This task is performed using MATLAB on a laptop computer. The output of image processing is then sent through the DAQ to the motor driver which provides the correct amount of voltages to each of the DC motors. 
C. Software Setup
The two software platforms used in this work are MATLAB and LABVIEW. MATLAB is the main programming platform used while LABVIEW is mostly used to configure and test the robot's hardware component.
Before the programming can begin, the camera and the interfacing device must first be configured for MATLAB. After initialization, the video is captured live, frame by frame and represented as a set of 3 matrices in MATLAB with each matrix representing the Red, Green and Blue components of each image.
The image is then converted to a grayscale image as color is not used in the processing algorithm. Using a grayscale image also reduces the amount of data that needs to be processed as the image is represented by a single matrix compared to the previous three. The processing time is further reduced by reducing the image size from 160x120 to 40x30.
III. IMAGE PROCESSING APPROACH
The followed line is white in color and is set upon a dark surface. This obvious contrast between the line and the background assists with the line identification task As the lighting in the environment is not controlled, image preprocessing is a vital step before any further image processing can be done. The preprocessing step used is histogram equalization which helps to even out the illumination in the image.
Typical lines that the robot needs to follow are shown in Fig.4 . The lines seen here are either straight or curved and the contrast between the line and the background is significantly reduced by the bright lights. However, this problem is easily addressed using the image preprocessing method mentioned previously. The line is then segmented from the image using a custom thresholding algorithm. The brightest pixels in the image should represent the line and are therefore pixels higher than a certain value are selected from the image. The threshold value is obtained heuristically. In order to eliminate blobs caused by the lighting, the image is processed using a simple filtering method, which is area filtering, so that only lines are highlighted from the images as shown in 
This matrix is obtained by calculating the number of white pixels in each block and checking if that number exceeds 20% of the total number of pixels in that block. Any block which has less than that amount of white pixels is considered to have an insignificant amount of white pixels within it and is considered to have a value of 0. Blocks with more than that amount of white pixels are considered to have a value of 1.
The values in this matrix are then entered into (2) in the features extraction step. It is a simple yet effective way to control the robot's movement for line following. 
The value x is useful to be used for mobile robot control system. In the image shown previously as an example, This value of x is in range of negative to positive. The negative value of x means that the current image being processed shows the line being followed is on the right side of the mobile robot considering the second part of the equation. It is because 
IV. MOBILE ROBOT MOTION CONTROLLER
When the information regarding the white line path has been extracted from the image, it will be translated to the desired orientation/trajectory of the mobile robot. This is the parameter determines whether the robot will either move straight, to the left or to the right. Using (2), the value of x is extracted. This value will be used to determine the corresponding Pulse-Width Modulation (PWM) voltage signal for the motors to drive the mobile robot to go forward as it tries to navigate while following the white line.
Equation (3) gives a normalized output to be fed to the proportional gain controller based on the input x from the obtained through image processing. 1 , 0 10 ,
, where α denotes the proportional gain as the maximum PWM is applied to the mobile robot's motors. M L represents the voltage input for the left motor while M R represents the voltage input for the right motor. The normalized PWM voltage for left and right motors can be plot as Fig. 7 . When the command for the mobile robot is to go straight, as shown with x = 0, both motors will receive the same PWM voltage signal. Differences in the PWM voltage signal will result in the mobile robot's movement to the left or right. The PWM output curve, as shown in Fig. 7 , is to ensure the smoothness of the navigation while following the white line. An experimental setup was laid out to test the linefollowing performance of the mobile robot. As mentioned previously, the white line to be followed is attached onto a dark green surface under uncontrolled lighting condition to test for system reliability and robustness. The experiment was carried out on a 4x4 meters wide grid. The result of the test is plotted as shown in Fig. 8 . It is shown that the mobile robot is able to navigate throughout guided line successfully. Even though the following movement is not as smooth as expected, it can still follow the lines successfully with satisfactory speed.
V. CONCLUSION AND FUTURE WORKS
A vision-based system has been implemented for the purpose of line following by a mobile robot. The system has several advantages compared to the conventional means of line following which uses sensors and transducers.
Firstly, the system employs only a common webcam that is easily obtainable and low cost. Secondly, the vision system provides more reliable input than sensors as the input for the motor controller is dependent on the robustness of the image processing on each frame grabbed from the webcam.
The experimental results presented prove that the mobile robot manages to successfully detect and follow the line based on the proposed system. The proposed system also has several advantages over existing vision based line following systems. The method proposed does not require any changes or addition to the robot's environment to assist with the line following or navigational task. Also, the features extraction method in the system produces a simple yet effective input for the mobile robot's controller which assigns an appropriate PWM signal to each motor as needed.
The vision system is considered to be very promising at this stage and with certain improvements it has the potential to produce even better line following performance.
Recommended upgrades to the system would be to include an integral and derivative component to the existing proportional controller. It is estimated that this would greatly increase the smoothness of the mobile robot's movement while following the line. It is also thought that the system would benefit from the addition of an intelligent system such as a fuzzy logic system or a model reference system. These would prove useful when dealing with lines that branch out into different types of junctions which produce more complex images to be processed by the vision system.
