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1. Introduction
An idempotent semiring is a setA that comeswith twooperations –whichwewill assumehere to be
commutative –⊕ and fromA × A toA and twodistinguished elements 0A and1A such that (A,⊕, 0A)
is an idempotent semigroup, (A \ {0},, 1A) is a semigroup andwith theusual distributivity condition,
that is, a  (b ⊕ c) = (a  b) ⊕ (a  c). The idempotent operation ⊕ deﬁnes on A a semilattice
operation for which 0A is the smallest element. We will be concerned with two particular instances of
such structures. One can be obtained from the otherwith an obvious change of variables, theMax-Plus
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semiring A = R ∪ {−∞}, denoted RMaxPlus, with a ⊕ b = max{a, b}, a  b = a + b, the addition
being the extended usual addition of R, 0MaxPlus = −∞ and 1MaxPlus = 0, that is the usual real
number 0, and the B semiring A = R+ with a ⊕ b = max{a, b}, a  b = ab, 0B = 0 and 1B = 1.
An idempotent semimodule M over an idempotent semiring A is ﬁrst of all an idempotent semi-
group (M,⊕, 0M), that is a semilattice with smallest element 0M , on which is deﬁned an action
A × M → M notedmultiplicatively, (a, x) → a  xwith 1A  x = x and the usual distributivity con-
ditions. The simplest examples are given by the cartesian product An of the semiring A with the
pointwise operations.
A subset C of an idempotent semimoduleM is convex if, for all (x, y) ∈ C × C and all (a, b) ∈ A × A
such that a ⊕ b = 1A one has (a  x) ⊕ (b  y) ∈ C. A halfspace is a convex set whose complement
is also convex. Convex subsets of semimodules share many of the properties of the standard convex
subsets of linear spaces. Among the many properties that have been studied are the Hahn–Banach
like properties, Ref. [4] for separation in general semimodules, Ref. [3] for separation in Max-Plus and
also [5] or [1] and Ref. [2] for separation and the structure of halfspaces in Max-Plus convexity and
B-convexity. Max-Plus convexity and B-convexity are isomorphic topological Maslov’s semimodules
and, consequently, a proposition that is true in the framework of B-convexity holds, with obvious
lexical modiﬁcations, in Max-Plus convexity.
As put by Cohen et al. in [4]: “The key discrepancy, by comparison with vector spaces, is that one needs
pairs of linear forms to separate a point from a subspace, ormore generally, from a convex set.” The purpose
of this note is to show that, in the context of Max-Plus convexity, separation can be achieved with a
single function. Of course, there is a cost, the order structure on R has to be modiﬁed into something
that looks like a kind of lexicographic order. In the case ofMax-Plus one glues two copies ofR ∪ {−∞}
at −∞ to obtain a set 
; each copy is given an index, let us say 0 and 1 and on each of the copies
the usual order is preserved and elements in different copies are compared as if they were extended
real numbers, the largest being the one with the largest extended real value independently of the
index; in case of equality the largest is the one with the largest index. This gives rise to a semimodule
structure on 
 over the semiring RMaxPlus and separation of convex sets of RnMaxPlus is done with
“linear maps” with values in 
. But 
 itself can be seen as a semiring and consequently 
n has a
semimodule structure over
. These structures might be worth investigating for themselves. Also
n
contains a copy of (R ∪ {−∞})n and the convex sets for the semimodule structure of 
n which are
contained in that copy of (R ∪ {−∞})n are exactly the Max-Plus convex sets.
The same construction can of course be carried out in the context of B-convexity, in which case the
two copies of R+ are glued at 0. To what extense this change of structure can be extended to arbitrary
semimodules is not clear.
Let us conclude this introduction with the following remark. The observed discrepancy between
separation ingeneral semimodulesand linear spacescomes fromtheapparent impossibility to separate
two arbitrary disjoint convex sets of a semimodule by a “linear map”. But if the “linearity condition”
is weakened then, in the context of Max-Plus and of B-convexity at least, separation by a single map
is always possible. Given a semimoduleM over a semiring A let us say that a map f : M → A is quasi-
afﬁne if inverse images of arbitrary convex subsets ofA are convex subsets ofM. Non-proximate convex
subsets in RnMaxPlus (respectively R
n+) can be separated by uniformly continuous quasi-afﬁne maps
with values in RMaxPlus, (respectively Rn+), Theorem 7.2 in [1]. This can be extended to topological
semimodules over a topological semiring under some natural topological and geometric conditions.
2. Some known results
We will work in the context of B-convexity, that is Rn+ as an R+ semimodule with  the usual
termwise multiplication of elements of Rn+ by positive scalars and ⊕ the coordinatewise max
operation.
The following characterization of halfspaces and the resulting separation theorem are Theorems
7.0.3 and 8.0.6 of [2]. Two subsets C1 and C2 ofR
n+ are nonproximate if inf (x,y)∈C1×C2 d(x, y) > 0where
d(x, y) = max1 i n |xi − yi|.
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Theorem 2.1. If B is closed halfspace of M = Rn+ such that 0M ∈ B and int B /= ∅, then there exist a vector
a ∈ Rn+, a real number s ∈ R+ (which we can take to be either 0 or 1), and two disjoint subsets I and J of
[n] such that1
B =
{
x ∈ Rn+ : max
i∈I {aixi}maxj∈J {ajxj, s}
}
. (2.1)
If the interior of B is empty then there is a third subset K of [n] such that,
B =
{
x ∈ Rn+ : max
i∈I {aixi}maxj∈J {ajxj, s} and maxk∈K {xk} = 0
}
. (2.2)
Reciprocally, a set deﬁned by either (2.1) or (2.2) is a closed halfspace.
Theorem 2.2. Let C1 and C2 be two nonproximate B-convex subsets of R
n+. There exist u, v ∈ Rn+ and
r, s 0 such that for all x ∈ C1 and all y ∈ C2
max
i∈[n]{uixi, r} − maxi∈[n]{vixi, s} < maxi∈[n]{uiyi, r} − maxi∈[n]{viyi, s}. (2.3)
Wehave given Theorem2.2 its symmetric form, but of course,we can assume that {i : ui /= 0} ∩ {i :
vi /= 0} = ∅ and that r and s are either 0 or 1.
The fact that (2.1) deﬁnes a halfspace is true in more general idempotent semimodules [6].
Asonecansee two“linear functions”, that is “linear”with respect to thegivensemimodule structure,
areneeded,ϕ(x) = (α1  x1) ⊕ · · · ⊕ (αn  xn)withαi = ai for i ∈ I and0otherwise, that isϕ(x) =
maxi∈I{aixi} and ψ(x) = (β1  x1) ⊕ · · · ⊕ (βn  xn) ⊕ s with βj = aj for j ∈ J and 0 otherwise,
that is ψ(x) = maxi∈J{ajxj, s}. Eq. (2.1) can be written as B = {x ∈ Rn+ : ϕ(x)ψ(x) ⊕ s}. Also, the
separationTheorem2.2 requires two linear functions anda sumwhich is apriori foreign to the semiring
structure of R+. That last point can be somewhat resolved in the very general context of complete
semimodules using Galois connections as shown in [4].
3. B-forms
The symbols  and < will be reserved for the usual linear order on R; given two real numbers a
and b we will denote by [a, b], (respectively [a, b[, ]a, b] or ]a, b[) the set of real numbers x such that
a x b, (respectively, a x < b, a < x b, a < x < b). For all r ∈ R let
↓ (r) =
{] − r, r] if 0 < r,
[r,−r] if r  0
and deﬁne a binary relation  on R by
u  v if ↓ (u) ⊆↓ (v). (3.1)
Deﬁnition 3.1 can also be written in terms of the usual order on R:
u  v means
{
0 |u| < |v| or
|v| = |u| and v u.
The proof of the following two lemmas is left to the reader.
Lemma 3.1. The relation deﬁned by formula (3.1) is an order on R with a smallest element, namely 0. If
u  v denotes the maximum of u and v relatively to  then u  v is the term with the largest absolute
value if both u and v have the same sign or have different absolute values. If u and v have opposite signs
and the same absolute value then u  v is the negative term. In particular, if u and v are both positive then
u  v = max{u, v} and, if u and v are both negative then u  v = min{u, v}.
1 [n] = {1, . . . , n}.
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There is a simple relationship between the usual order on R and the partial order deﬁned above,
namely: for all real numbers a and b,
a  b 0 if and only if a−b. (3.2)
From (3.2) one obtains the following relationships: for all a, b, c ∈ R
if b 0 and 0 c then a  b c if and only if amax{−b, c} (3.3)
and
if b 0 and c  0 then a  b c if and only if max{a,−c}−b. (3.4)
Let us check (3.3): if a  b c then, from (3.2), a  b  (−c) 0 and a−(b  (−c)). Since b and
−c are both negative b  (−c) = min{b,−c} = −max{−b, c}.
Lemma 3.2. The set R equipped with the operation  is a semilattice with smallest element 0. For all
t ∈ R+ and all u and v in R
t(u  v) = (tu)  (tv). (3.5)
The following proposition follows straightforwardly from Lemmas 3.1 and 3.2.
Proposition 3.3. The set R equipped with the semilattice operation  and the usual multiplication · by
positive real numbers is a semimodule over the semiﬁeld of positive real numbers R+.
Furthermore, both (R+,, ·) and (R−,, ·) are sub-semimodules isomorphic to (R+,max, ·); the
isomorphisms are, respectively, given by the inclusion, u → u, and the negative of the inclusion, u → −u.
Let us denote by 
 the set R endowed with the above semimodule structure. As one can see from
Proposition 3.3 
 is made of two copies of the semiﬁeld R+ glued at their smallest element.
Given m elements u1, . . . , um of 
, not all of which are 0, let I+, respectively I−, be the set of
indices for which 0 < ui, respectively ui < 0. We can then write u1  · · ·  um = (i∈I+ ui) 
(i∈I− ui) = (maxi∈I+ ui)  (mini∈I− ui) from which we have
u1  · · ·  um =
⎧⎨
⎩
maxi∈I+ ui if I− = ∅ or maxi∈I− |ui| < maxi∈I+ ui,
mini∈I− ui if I− = ∅ or maxi∈I+ ui < maxi∈I− |ui|,
mini∈I− ui if maxi∈I− |ui| = maxi∈I+ ui.
(3.6)
For u and v in Rn+ we let u ∨ v be the element of Rn+ deﬁned by (u ∨ v)j = max{uj, vj}. We deﬁne
a B-form on Rn+ as a map f : Rn+ → 
 such that, for all u1, . . . , um in Rn+ and all t1, . . . , tm in R+
f (t1u1 ∨ · · · ∨ tmum) = t1f (u1)  · · · · · ·  tmf (um). (3.7)
Deﬁnition 3.7 simply says that aB-form is a semimodulemorphism fromRn+ to
. It is clearly sufﬁcient
to takem = 2.
Proposition 3.4. Amap f : Rn+ → 
 is a B-form if and only if there exists (a1, . . . , an) ∈ Rn, necessarily
unique, such that, for all (x1, . . . , xn) ∈ Rn+,
f (x1, . . . , xn) = a1x1  · · ·  anxn. (3.8)
Proof. An arbitrary element (x1, . . . , xn) of R
n+ can always be written as (x1e1 ∨ · · · ∨ xnen) where
(e1, . . . , en) is the canonical basis of R
n. If f : Rn+ → 
 is a B-form then (3.8) holds with ai = f (ei).
To see that (3.8) deﬁnes a B-form we have to verify that
(1) for all t ∈ R+ and all u ∈ Rn+ f (tu) = tf (u).
(2) for all u and v in Rn+ f (u ∨ v) = f (u)  f (v).
Homogeneity, that is (1), is clear. To show that (2) holds let u = (x1, . . . , xn) and v = (y1, . . . , yn). Then
f (u ∨ v) = a1 max{x1, y1}  · · ·  an max{xn, yn}. If ai  0 then ai max{xi, yi} = max{aixi, aiyi}
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= (aixi)  (aiyi) and if ai < 0 then ai max{xi, yi} = min{aixi, aiyi} = (aixi)  (aiyi) and (2) follows
from the commutativity and the associativity of the operation. 
We will say that a B-form f : Rn+ → 
 is positive, respectively negative, if it can be written
as f (x1, . . . , xn) = a1x1  · · ·  anxn with, for all i, 0 ai, respectively, ai  0. We will follow the
following convention : if K is the empty set then, for all (a1, . . . , an) ∈ Rn, maxi∈K ai = 0.
Corollary 3.5. An arbitrary B-form f : Rn+ → 
 can always be written as f (x) = f−(x)  f+(x) where
f− is a negative B-form and f+ is a positive B-form.
Proof. Let I− = {i : f (ei) < 0}, I+ = {i : f (ei) > 0}, f+(x) =i∈I+ aix and f−(x) =i∈I− aix. 
Notice that I+ ∩ I− = ∅ and that
f+(x) = max
i∈I+
{aix} and f−(x) = min
i∈I−
{aix}. (3.9)
From Lemma 3.1 and (3.9) we have the following explicit formula for the B-form f (x1, . . . , xn) =
a1x1  · · ·  anxn:2
f (x1, . . . , xn) = min {akxk : k ∈ argmax1 i n{|aixi|}} . (3.10)
Taking a = f+(x) and b = f−(x) in (3.3) and (3.4) and the notation from Corollary 3.5 we can now
state the following:
Proposition 3.6. For all B-forms f : Rn+ → 
 and all real numbers c :
if 0 c then f (x) c if and only if max
i∈I+
{aix}max
i∈I−
{−aix, c} (3.11)
and
if c  0 then f (x) c if and only if max
i∈I+
{aix,−c}max
i∈I−
{−aix}. (3.12)
4. Functional separation of B-convex sets
Given a map f : Rn+ → R and a real number c let us denote by [f  c] the sets {x ∈ Rn+ : f (x) c}.
The sets [c  f ], [f < c], [f > c] and [f = c] are similarly deﬁned. They are the sublevel, superlevel
and level sets of f .
Proposition 4.1. For all B-forms f : Rn+ → 
 and all real numbers c the set [f  c] is a B-halfspace and
all closed halfspaces with non empty interior are of this form.
Proof. From Proposition 3.6 and Theorem 2.1 from Section 2. 
Corollary 4.2. All the sublevel and all the superlevel sets of a B-form f : Rn+ → 
 are B-halfspaces and
consequently all the level sets [f = c] are B- convex.
Proof. Since [f  c] is a halfspace so is its complement [f > c]. The B-convexity of strict sublevel
sets is a consequence of [f < c] = ⋃r<c[f  r]. The B-convexity of superlevel sets follows from[f  c] = ⋂r<c[f > r]. 
Theorem 4.3. If C1 and C2 are nonproximate B-convex subsets of R
n+ then there exists a B-form
f : Rn+ → 
 such that
2 argmax1 i n{ui} = {k : ∀i uk  ui}.
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sup
x∈C1
f (x) < inf
x∈C2
f (x). (4.1)
Proof. From Theorem 2.2 of Section 2 and Proposition 4.1. 
5. On the structure of
As we have already remarked 
 is made of two copies of R+ glued at their smallest element. In
other words one takes the disjoint union of two copies of R+, let us say (R+ × {1}) ∪ (R+ × {0}),
and then the quotient by the smallest equivalence relation containing {(0, 0), (0, 1)} to obtain two rays
with a common origin. The representation we have chosen for the quotient, that is two opposite rays,
one identiﬁed with the set of positive real numbers the other with the set of negative real numbers,
is computationally convenient but somewhat misleading since the quotient, endowed with its partial
order , has little to do with the ordered set of real numbers. Other isomorphic representations of 

are possible some of which can be generalized to a large class of semimodules. All the representations
of 
 will be given the same name, that is 
.
(a) The following representation of 
 is more faithful to its natural geometric structure. We take

 = ({0} × R+) ∪ (R+ × {0}), as a subset of R2+ and we identify R+ × {1}with the vertical halﬂine{0} × R+ and R+ × {0}with the horizontal halﬂine R+ × {0}. The partial order is easily described
by giving for each element u ∈ 
 the set of elements that are below u: if u = (0, r) and v = (r′, 0) or
v = (0, r′) then v  u if r′  r; if u = (r, 0) then v  u if either v = (r′, 0) with r′  r or v = (0, r′)
with r′ < r.
This geometric representation of
 is closely related to the representation of points of R2+ in polar
coordinates. An arbitrary non zero element (a, b) ofR2+ can be uniquely represented by a pair (r, π/2)
with ∈ [0, 1]. Theelementsof
are those forwhichε ∈ {0, 1}. This gives thealgebraic representation
of 
 described below.
(b) The nonzero elements of 
 are exactly the points whose coordinates are either (r, 0) or (r, 1)
with r > 0. From here on the points of 
 will be written in the form (r, ) with  ∈ {0, 1} with
the convention (0, 0) = (0, 1). We let 
 be the set of elements of 
 of the form (r, ). Obviously,
 = 
0 ∪ 
1 and 
0 ∩ 
1 = {0}. The partial order  of 
 is given by
(r1, 1)  (r2, 2) if
⎧⎨
⎩
r1 < r2 or
r1 = r2 and 1  2 or
r1 = 0
(5.1)
In other words,  is the lexicographic ordering on the quotient 
. The semilattice structure of 
 is
given by
(r1, 1)  (r2, 2) = (r2, 2) if r1 < r2 or r1 = r2 and 1  2. (5.2)
On 
 we deﬁne a multiplication as follows:
(r1, 1)  (r2, 2) = (r1r2,max{1, 2}). (5.3)
The easy veriﬁcation of the following statement is left to the reader.
Proposition 5.1. The set 
 endowed with the operations and  given by (5.2) and (5.3) is a semiring
with smallest element (0, 0) and unit (1, 0). An element (r, ) is invertible if and only if r /= 0 and  = 0
and (r, 0)−1 = (r−1, 0).
Notice that (t, ′)  (1, 0) if and only if 0 t < 1 or t = 1 and ′ = 0.
The set
n is naturally a semimodule over the semiring
. A subset C of
n is convex if and only if,
for all ((r1, 1), . . . , (rn, n)) and ((r
′
1, 
′
1), . . . , (r
′
n, 
′
n)) in C and all (t, )(1, 0),
((tr1,max{, 1})  (r′1, ′1), · · · , (trn,max{, n})  (r′n, ′n)) ∈ C. (5.4)
1548 W. Briec, C. Horvath / Linear Algebra and its Applications 435 (2011) 1542–1548

n1 is a convex subset of the 
-semimodule 
n. Let us identify 
1 with R+ and therefore
n1 with
R
n+ by “erasing” . Then, a subset C of 
n1 is a convex subset of the 
-semimodule 
n if and only if it
is a B-convex subset of Rn+.
The same construction canbe carried out for an idempotent and linearly ordered semiring (A,⊕, 0A,, 1A), an arbitrary idempotent semiring (M,⊕, 0M) over A and a semilattice (Λ,∨) with a smallest
element 0Λ.
Let A be the set obtained from the disjoint union ⋃λ∈Λ(A × {λ}) by identifying all the points
(0A, λ); let 0 be the resulting point, that is the class of an arbitrary (0A, λ). The class of (r, λ) for r /= 0A
is the singleton {(r, λ)}, which we identify with (r, λ).
On A deﬁne a semilattice structure with smallest element 0 as follows:
(r1, λ1) ⊕ (r2, λ2) =
{
(r2, λ2) if r1 < r2,
(r2, λ1 ∨ λ2) if r1 = r2. (5.5)
Next, deﬁne the product on A by
(r1, λ1)  (r2, λ2) = (r1  r2, λ1 ∨ λ2). (5.6)
With the operations deﬁned above A is an idempotent semiring with smallest element 0 and unit
1 = (1A, 0Λ) such that, for all λ ∈ Λ,Aλ = {(r, λ) : r ∈ A} is a sub-semiring isomorphic to A.
Now letMbe the set obtained from the disjoint union⋃λ∈Λ(M × {λ}). The sumof two elements of
Mand theproduct of anelementofMbyanelementofAaredeﬁnedcoordinatewise, that is (x1, λ1) ⊕
(x2, λ2) = (x1 ⊕ x2, λ1 ∨ λ2) and (r, λ)  (x, λ′) = (r  x, λ ∨ λ′). Since a product of semimodule
overA is again a semimodule overA then-fold cartesianproductMn is a semimodule overA. By taking
forM the trivial semimodule reduced to its smallest, and unique element, Mn becomes simply An.
References
[1] W. Briec, C.D. Horvath, A. Rubinov, Separation in B-convexity,Paciﬁc J. Optim. 1 (2005) 13–30.
[2] W. Briec, C.D. Horvath, Halfspaces and Hahn–Banach like properties inB-convexity andMax-Plus convexity,Paciﬁc J. Optim.
4 (2) (2008) 293–317.
[3] C. Cohen, S. Gaubert, J.P. Quadrat, Hahn–Banach separation theorem for Max-Plus semimodules, in: J.L. Menaldi, E. Rofman,
A. Sulem (Eds.), Optimal Control and Partial Differential Equations, IOS Press, 2001.
[4] C. Cohen, S. Gaubert, J.P. Quadrat, Duality and separation theorems in idempotent semimodules, Linear Algebra Appl. 379
(2004) 395–422.
[5] V. Nitica, I. Singer, The structure of Max-Plus hyperplanes, Linear Algebra Appl. 426 (2007) 382–414.
[6] S.N. Samborskii, G.B. Shpitz, Convex sets in the semimodule of bounded functions, in: V.P. Maslov, S.N. Samborskii (Eds.),
Advances in Soviet Mathematics, vol. 13, 1992, pp. 135–137.
