Abstract. The generalized singular value decomposition (GSVD) often is used to solve Tikhonov regularization problems with a regularization matrix without exploitable structure. This paper describes how the standard methods for the computation of the GSVD of a matrix pair can be simplified in the context of Tikhonov regularization. Also, other regularization methods, including truncated GSVD, are considered. We compare the computational efforts required by the simplified GSVD method and the A-weighted generalized inverse introduced by Eldén.
1. Introduction. We consider the solution of least-squares problems min x∈R n Ax − b , A ∈ R m×n , x ∈ R n , b ∈ R m , m ≥ n, (1.1) with a matrix that has many singular values of different orders of magnitude close to the origin. Minimization problems with this kind of matrix often are referred to as discrete ill-posed problems. They arise, for instance, when discretizing ill-posed problems, such as Fredholm integral equations of the first kind with a smooth kernel. The vector b is in typical applications in science and engineering contaminated by an unknown error e ∈ R m stemming from measurement inaccuracies. We will refer to the vector e as "noise."
The presence of singular values close to the origin makes the solution of the leastsquares problem (1.1) sensitive to the noise e, as well as to round-off errors introduced during the solution process. A common approach to remedy this difficulty is to replace the least-squares problem by a nearby problem that is less sensitive to perturbations. One of the most popular replacement approaches is known as Tikhonov regularization, which replaces (1.1) by a penalized least-squares problem of the form
Throughout this paper · denotes the Euclidean vector norm or the associated induced matrix norm. The matrix L ∈ R p×n is referred to as the regularization matrix and the scalar µ ≥ 0 as the regularization parameter; see, e.g., Engl et al. [10] and Hansen [15] for discussions on Tikhonov regularization. The number of rows, p, of L generally is smaller than or equal to n, but regularization matrices with p > n also find applications. The matrix L is assumed to be chosen so that (1.3) where N (M ) denotes the null space of the matrix M . Then the Tikhonov minimization problem (1.2) has the unique solution
for any µ > 0. Here and below the superscript T denotes transposition. Letb denote the unknown error-free vector associated with b, i.e., b =b + e. (1.5)
We will throughout this paper assume that the linear system of equations with the unknown error-free right-hand side Ax =b (1.6) is consistent and we denote its solution of minimal Euclidean norm byx.
It is usually part of the solution process for (1.2) to determine a value of the parameter µ > 0 so that the Tikhonov solution (1.4) is an as accurate as possible approximation ofx. There are many methods available for trying to determine such a value of µ, including the discrepancy principle, the L-curve criterion, generalized cross validation, and extrapolation; see [4, 5, 15, 16] for examples and discussions. All of these methods typically require the evaluation of Ax µ − b and possibly also of x µ for several values of µ. For instance, when a bound for the error e ≤ ε is known, the discrepancy principle can be applied and prescribes that the regularization parameter µ > 0 be chosen so that the associated solution (1.4) of (1.2) satisfies
Here η ≥ 1 is a user-supplied parameter, which usually is chosen to be fairly close to unity. The norm Ax µ − b is referred to as the discrepancy; see, e.g., [10, 15] for discussions on the discrepancy principle. The determination of µ > 0 so that (1.7) holds demands the application of a zero-finder to the nonlinear function
The zero-finder generally requires the evaluation of φ(µ) for several values of µ, and this makes repeated solution of (1.2) for different values of µ necessary.
To reduce the computational effort required for evaluating Ax µ − b for several values of µ and to gain insight into the minimization problem (1.2), one often first computes the generalized singular value decomposition (GSVD) of the matrix pair {A, L}. The availability of the GSVD also speeds up the computation of the norm Lx µ , which is required when µ is determined by the L-curve criterion. The GSVD of the matrix pair {A, L} is given by 9) where the matrices U ∈ R m×n and V ∈ R p×p have orthonormal columns, X −1 ∈ R n×n is nonsingular, and the scalars σ ′ j and ρ ′ j are ordered and scaled so that
see, e.g., [12, 13, 15] for details. Substituting the decompositions (1.9) into (1.2) gives an equivalent minimization problem with A and L replaced by diagonal matrices. This makes it possible to evaluate the discrepancy Ax µ −b and norm Lx µ in only O(n) arithmetic floating point operations (flops) for each value of µ. The quotients σ ′ j /ρ ′ j are referred to as generalized singular values of the matrix pair {A, L}; they provide insight into the sensitivity of the solution x µ to perturbations. The generalized singular values are the singular values of AL −1 when the inverse L −1 exists. The main drawback of the GSVD is that it is fairly expensive to compute for matrices of moderate or large sizes. Bai [1, Table 5 .1] shows the leading term in the flop counts for several GSVD algorithms when A, L ∈ R n×n . The counts for some of the algorithms depend on the number of sweeps, j, required. When this number is small, Paige's algorithm has the smallest leading coefficient, (5.3 + 15j)n 3 , which generally is at least 35.3n
3 , but could be much larger. This count is for the computation of all matrices in (1.9). However, savings can be made by observing that the matrices U and V are not explicitly needed when solving (1.2); only the matrixvector product U T b is required and can be formed "on the fly," while the matrix V is not required at all. Further savings can be achieved by reorganizing the computations. It is the purpose the present paper to discuss ways to organize the computations to reduce the flop count when the GSVD is applied in Tikhonov regularization (1.2) or in other regularization methods, including the truncated GSVD (TGSVD) method.
The GSVD computations can be sidestepped completely by determining the Aweighted generalized inverse
of L introduced by Eldén [9] . This matrix allows the transformation of (1.2) to the equivalent problem
denotes the orthogonal projector onto the complement of AN (L); see Section 3 for details. The singular values of AL † A are the generalized singular values of the matrix pair {A, L}. Thus, the computation of the singular value decomposition (SVD) of AL also is well suited. This includes generalizations to Tikhonov minimization problems in general form of a modified Tikhonov regularization method for problems in standard form proposed in [11] . A few numerical examples are presented in Section 5 and concluding remarks can be found in Section 6. We note that the reduction of the matrix pair {A, L} described in [8] has a lower flop count for large problems than the methods of the present paper, but does not determine the generalized singular values of {A, L}. Knowledge of the generalized singular values may provide important insight into the problem (1.2) and allows regularization by TGSVD.
2. Simplified GSVD computations. This section describes an approach for reducing the matrix pair {A, L} to a pair of simpler matrices, that are well suited for use in Tikhonov regularization. Our initial computations are identical with those of several algorithms for computing the GSVD of {A, L}. A thorough discussion of such algorithms is provided by Bai [1] ; see also [2] . All flop counts are for the case when m = n = p.
The first step of many GSVD algorithms is to compute the QR factorization
where Q has orthonormal columns and R is upper triangular. It follows from (1.3) that R is nonsingular. The computation of the QR factorization with Householder matrices requires about 3 . This yields Q in factored form. We will need elements of the matrix Q 1 , but not of Q 2 . Given Q in factored form, the entries of Q 1 can be determined in 3 Many GSVD algorithms proceed by determining the singular value decomposition (SVD) of Q 1 . The method of this subsection also does this. Let
where the matrices
are orthogonal, and the (possibly rectangular) diagonal matrix
contains the singular values of Q 1 ordered according to
Thus, the matrix Q 1 has rank r.
The matrix U 1 does not have to be computed explicitly, only the matrix-vector product U T 1 b is required. This matrix-vector product can be determined during the computation of the SVD (2.2) without explicitly forming U 1 . The operation count for computing Σ 1 , V 1 , and U T 1 b is about 12n 3 flops when m = n = p; see [12, p. 254] . We obtain the decomposition
where I p denotes the p × p identity matrix. The fact that Q has orthonormal columns yields
Proposition 2.1. Let the σ ′ k and ρ ′ k be the entries of the diagonal matrices of the GSVD (1.9) of the matrix pair {A, L}. Then the singular values σ j of the matrix Σ 1 given by (2.2) satisfy
The property (2.3) is equivalent to σ ′ j = 0 for j = 1, 2, . . . , n − r. The quotients γ k = σ k /ρ k are generalized singular values of the matrix pair {A, L}. We define
Proof. It follows from (2.5) that the matrix Q 2 V 2 has orthogonal columns. The proposition now is a consequence of (1.9).
Substituting the decompositions (2.1) and (2.4) into (1.2) gives the equivalent least-squares problem
Using (2.5), the associated normal equations can be expressed as
We denote the solution by y µ . The desired solution x µ of (1.2) is given by
It is generally advantageous, because it may yield a computed approximate solution of higher accuracy, to solve a least-squares problem rather than the associated normal equations. We therefore calculate y µ by solving the least-squares problem
associated with the normal equations (2.6). The solution is computed by first transforming the matrix to diagonal form with the aid of (at most) n Givens rotations. The evaluation of the solution for a fixed value of µ > 0 requires only O(n) flops. In many applications, the regularization parameter µ is smaller than unity; otherwise the problem should be rescaled to achieve this to avoid having to use complex arithmetic.
In order to determine a suitable value of the regularization parameter such that the associated solution x µ satisfies the discrepancy principle, we have to compute the zero of the function (1.8). Using (2.1), (2.2), and (2.7) gives
It follows from this representation that the function ψ(µ) := φ(1/ √ µ) is decreasing and convex for µ > 0 with
Then ψ has a unique finite zero. It can be computed in a variety of ways. Here we only note that Newton's method with initial approximation µ 0 = 0 converges monotonically and quadratically to the zero of ψ.
A slight modification of the above approach is obtained by replacing the (full) singular value decomposition (2.2) by the reduced singular value decomposition
whereÛ 1 has orthonormal columns, V 1 is orthogonal, and
The least-squares problem (2.8) is replaced by
which has the same solution. However, we cannot evaluate (2.9) and instead computê
It is clear thatφ(µ) ≤ φ(µ) for all µ > 0. Therefore, the zero ofφ is larger than or equal to the zero of φ. Thus, letting the regularization parameter be the zero ofφ may give more, but not less, regularization than when the zero of φ is used. The main arithmetic work for the method of this section is required for the QR factorization (2.1), the formation of Q 1 , and the computation of Σ 1 and V 1 . For large problems, the dominating term in the flop count therefore is 18 2 3 n 3 , which is smaller than for the GSVD; cf. Section 1.
We note that when the computations are carried out using the standard MATLAB function svd, then the full SVD of the matrix Q 1 has to be computed. This increases the flop count from about 12n 3 to about 22n 3 , and increases the total flop count to about 28 2 3 n 3 . This is still less than the flop count for the standard GSVD method for large n.
Having determined the zero µ of the function (2.9) and computed the associated solution y µ of (2.8), or calculated the zero µ of the function (2.13) and the allied solution y µ of (2.12), we evaluate the solution x µ of (1.2) using (2.7).
We conclude this section by relating the matrices in the factorization
obtained from (2.1) and (2.4), and in the GSVD (1.9). First observe that the matrix V
see also Proposition 2.1. Substitution into the normal equations (2.6) shows that the components of the solution y µ = [y 1 , y 2 , . . . , y n ] T are given by
where we have assumed that µ > 0. Let Π denote the reversal permutation matrix, i.e., the matrix M Π is made up of the columns of the matrix M in reverse order. Comparing the GSVD (1.9) and the matrices in the factorization (2.14) shows that we may choose
and the first n columns of U 1 Π are the columns of the matrix U in (1.9). We remark that since the singular values of U 1 might not be distinct, the GSVD of the matrix pair {A, L} is not guaranteed to be unique.
Solution by application of L †
A . The solution x µ of (1.2) can be determined from the solution y µ of (1.11) via
This section discusses the flop count required to solve (1.11) by using the SVD of the matrix AL † A . The relation
is helpful when determining µ by the discrepancy principle (1.7), because it shows that it suffices to determine the discrepancy of the transformed problem; see, e.g., [9] for a proof of (3.1).
The solution y µ of (1.11) can be conveniently computed for several values of µ by first determining the SVD of AL † A . The singular values provide insight into the minimization problem (1.11). Hansen [13, Section 6] has shown that the singular values of AL † A are the generalized singular values of the matrix pair {A, L}.
We are interested in the computational effort required to compute the SVD of AL † A in the situation when the regularization matrix L ∈ R p×n is a general matrix. We assume for notational simplicity that p ≤ n. Let
be an SVD of L with orthogonal matrices U ∈ R p×p and V ∈ R n×n , and the rectangular diagonal matrix
The singular values are ordered according to
The number of vanishing singular values, ℓ, is assumed to be small and independent of n. It is clear from (1.11) that L can be replaced by
without changing the solution of the problem. Therefore, only the matrices Σ and V in the SVD of L have to be computed. Their computation requires about 12n 3 flops when p ≈ n; see [12, p. 254] .
We turn to the computation of the matrix AL †
Thus, the columns of V 0 form an orthonormal basis for N (L). Compute the QR factorization
where the matrix Q ∈ R m×(n+ℓ−p) has orthonormal columns and the matrix R ∈ R (ℓ+n−p)×(ℓ+n−p) is upper triangular. It follows from (1.3) that R is nonsingular. Since
Using this formula, the computational effort to determine
where the trailing matrix is of size (p − ℓ) × ℓ.
The dominating work for forming AL †
A is, besides the computation of the matrices Σ and V , the evaluation of the matrix-matrix product A V 1 , which requires about 2n 3 flops when n is large, p ≈ n, and ℓ is independent of n. 3 . We conclude that this approach is faster than evaluating the GSVD of the matrix pair {A, L}, but slower than the approach of Section 2, when n is large.
We remark that when the computations are carried out in MATLAB using the function svd, all matrices in the SVD of L (3.2) and AL † A have to be computed. This increases the flop count to about 46n 3 .
4. Other regularization methods. This section first discusses the Tikhonov and TGSVD regularization methods in terms of filter factors using the simplified GSVD computations of Section 2. Subsequently, new regularization methods that combine features of Tikhonov and TGSVD regularization are described. These methods are generalizations of the modified Tikhonov regularization method for problems in standard form described in [11] to problems in general form. We will use the notation of Section 2.
It is convenient to express regularization methods with the aid of filter factors; see, e.g., [7, 15] . We obtain from (2.7) and (2.16) that the solution x µ of (1.2) can be written as
with the filter factors
We note for future reference that the nontrivial filter factors can be written as
where the γ j are the generalized singular values of the matrix pair {A, L}; cf. Proposition 2.1. The TGSVD method regularizes by determining approximate solutions x k of (1.1) that do not contain components of generalized singular vectors R −1 v j associated with the smallest singular values σ j of Q 1 . For instance, the TGSVD solution
does not contain terms with the n − k smallest singular values σ k+1 , σ k+2 , . . . , σ n . It can be expressed in the form (4.1) with the filter factors
Typically, k is chosen larger than n − ℓ so that solution components in N (L) are not damped. Differently from the situation when computing the Tikhonov solution (1.4), the computation of a TGSVD solution does not implicitly involve the singular values of the matrix Q 2 in (2.1). Therefore, the computations can be carried out independently of the scaling of the least-squares problem (1.1) and of the regularization matrix L. This differs from the situation for Tikhonov regularization, which requires appropriate scaling; see the discussion following (2.8).
The discrepancy principle prescribes that the number of terms, k, in (4.4) be chosen as small as possible such that the inequality
holds; cf. (1.7). We denote this value of k by k disc and tacitly assume that η ≥ 1 is chosen large enough so that k disc ≤ r. This condition is easily verified during computations. A simple way to determine the index k disc is to evaluate the righthand side of
Discussions of the TGSVD and the related truncated singular value decomposition can be found in [10, 13, 15, 17] . We turn to a modification of Tikhonov regularization. It generalizes the modified Tikhonov regularization method for problems in standard form proposed in [11] to Tikhonov regularization problems in general form. Note that the TGSVD filter factors (4.5) with k = k disc do not damp the first k disc terms in (4.1). However, all terms in (4.1) with index n − ℓ < j ≤ r are damped when Tikhonov regularization is applied with the filter factors (4.3). This suggests that we may reduce the damping in Tikhonov regularization and still obtain an accurate approximation of the desired solutionx of (1.6). Also note that when 0 ≤ γ j ≪ µ < 1, the corresponding Tikhonov filter factor f j given by (4.3) is about γ 2 j /µ 2 . We therefore propose the modified Tikhonov filter factors
where k µ disc is the smallest index k such that γ k ≥ µ disc .
To gain some insight into the properties of the regularization method determined by these filter factors, we introduce the matrix
It follows from (2.15) that 0 < γ n−ℓ+1 ≤ γ n−ℓ+2 ≤ . . . ≤ γ r < 1. Let the vector y = [y n−ℓ+1 , y n−ℓ+2 , . . . , y r ]
T be defined by (2.16) with µ = µ disc . Then y satisfies
This is a Tikhonov regularization problem in standard form. In order for the solution y to be meaningful in the presence of noise in b, it is important that the smallest eigenvalue of the matrix Γ 2 +µ 2 disc I r−n+ℓ not be too small. This eigenvalue is bounded below by µ The filter factors (4.7) are meaningful independently of the size of µ disk ; the latter parameter does not have to be smaller than unity. We will illustrate the performance of the filter factors (4.7) in Section 5.
Application of the filter factors (4.7) requires that the value µ disc of the regularization parameter µ in (1.2) be computed. We can circumvent this by first determining the index k disc by the discrepancy principle applied to TGSVD, see the discussion following (4.6), and then replacing µ disc by γ k disc in (4.7). This yields the filter factors
We used the representation (4.3) of the Tikhonov filter factors as our starting point for deriving regularization methods different from Tikhonov regularization and TGSVD. Similarly, one can derive new regularization methods by starting with the filter factor representation (4.2). When using the latter representation, one has to take into consideration that the σ j may not scale properly when rescaling A or L. We therefore feel it is easier to work with the representation (4.3).
The discussion in this section has focused on determining regularization parameters with the aid of the discrepancy principle. However, the parameters µ disc and k disc also can be determined by other methods, including extrapolation, the L-curve and generalized cross validation; see [4, 5, 15, 16] for discussions of these and other methods.
Computed examples.
We illustrate the computation of approximations of the solutionx of (1.6) by Tikhonov regularization (1.2) or by one of the regularization methods of Section 4. The regularization parameters are determined by the discrepancy principle. Thus, we let the regularization parameter µ in (1.2) be the zero µ disc of the function (2.9) and the truncation index k disc for TGSVD is the smallest integer such that (4.6) holds.
The examples show that the use of a suitable regularization matrix L can improve the quality of the computed solution significantly. The choice of the regularization matrix should depend on known properties of the desired solution. We illustrate how suitable regularization matrices can be constructed. These "designer regularization matrices" do not have a structure that allows efficient computations with the Aweighted generalized inverse, L † A , described in Section 3. We therefore apply the simplified GSVD computations of Section 2.
Several regularization matrices will be used in the computed examples, including the tridiagonal matrix
which is an approximation of a multiple of the second derivative operator in one space-dimension. Its null space is the span of the vectors
Let the desired solutionx of (1.6) be the discretization of a functionx(t) at equidistant nodes t 1 < t 2 < . . . < t n . The matrix L ′ may be a suitable regularization matrix when the functionx(t) has a significant linear component, because this component is in the the null space of L ′ and, therefore, is not damped by Tikhonov regularization (1.2) with L = L ′ . If the desired solutionx has other known important features, in addition to having a significant linear component, then a regularization matrix of the form
where the matrix W = [w 1 , w 2 , . . . , w ℓ ] ∈ R n×ℓ , 1 ≤ ℓ < n, has orthonormal columns, may be appropriate for a suitable choice of W . We seek to choose W so that functions with the known features are in the null space of I − W W T . This avoids these features being damped by regularization. We have Then it can be advantageous to choose W ∈ R n to be a discretization of this function; see below for illustrations. The flop count of Section 3 applies to the regularization matrix (5.2) and, therefore, the regularization approaches of Sections 2 and 4 require fewer flops for large problem.
Consider the situation when the desired solutionx = [x(t 1 ),x(t 2 ), . . . ,x(t n )] T of (1.6) is piecewise smooth with kinks atx(t ℓ ) andx(t ℓ+1 ) for some 3 ≤ ℓ < n. Then it may be meaningful to apply the regularization matrix which is obtained by removing rows ℓ − 1 and ℓ from L ′ . The null space of L ′′ is spanned by the vectors
Analogously to (5.2), we also will apply the regularization matrix
where W ∈ R n similarly as above is defined by discretizing the function cos(2t) at equidistant nodes in the interval [0, π]. For discussions on the importance of choosing suitable regularization matrices and on the design of many such matrices; see, e.g., [3, 6, 19, 21] .
All computations were carried out in MATLAB with about 16 significant decimal digits on a standard desktop computer. Our first computed example presents timings that show that the flop counts based on the leading term in the count of arithmetic floating point operations are relevant for problems that can be solved on a standard desktop computer.
Example 5.1. The flop counts reported in Sections 2 and 3 for the different approaches to solve (1.2) show the method of Section 2 to be competitive for large problems for which L † is expensive to compute. However, flop counts only partially determine the execution time of a computer program. The execution time also is affected by the programming style, whether the code is interpreted or a compiled version is executed, the computer architecture, including communication speed and the amount of fast computer memory available, as well as the number of CPUs. Because the execution time depends on so many variables, we refrain from comparing timings for our interpreted MATLAB codes with the (probably compiled) internal MATLAB function gsvd for computing the GSVD of a matrix pair. Instead, we report timings for the MATLAB gsvd functions when applied to matrix pairs of different sizes. The timings illustrate that it is feasible to compute the GSVD of matrix pairs of sizes up to a few thousand on a standard desktop computer and that the execution time grows cubically with the order, n, of the square matrices in each pair. This indicates that the leading term in the flop counts as a function of n (with m = p = n) dominates. Our complexity analysis, which focuses on the leading term, therefore is relevant.
The circles of Figure 5 .1 display CPU times for computing the GSVD of matrix pairs {A, B} of n×n matrices for n = 500, 1000, 1500, . . . , 4000 when using the internal MATLAB function gsvd. The timings were determined with the MATLAB commands tic and toc. The figure displays averages over five runs for each n. Fitting a monomial cn 3 to these data in the least-squares sense gives the coefficient c ≈ 1.72 · 10 −9 . The continuous graph of Figure 5 .1 displays this monomial and shows good agreement between the function n → cn 3 and the measured execution times. This leads us to conclude that the cubic term dominates the flop count. 2
The following examples compare the computed approximate solutions of (1.1) determined by the regularization methods discussed in this paper using the regularization matrices (5.1), (5.2), (5.3), (5.4), and L = I. The noise e in b has normally distributed entries with mean zero and is normalized to correspond to a chosen noiselevel
We let η = 1 in (1.7) and (4.6). The right-hand side g(t) is defined by (5.5) . This integral equation is discussed by Phillips [20] . We use the MATLAB code phillips from [14] to determine a discretization A ∈ R 1000×1000 by a Galerkin method with orthonormal box functions as test and trial basis functions. The code phillips also provides a discretization of a scaled solution, x 0 ∈ R 1000 . We add a discretization of the function 1 + s/6 + cos(2π(1 + s/6)), −6 < s < 6, to the vector x 0 to obtain a slowly oscillatory and increasing solution x. The noise-free right-hand side is given byb = Ax. We generate a noise-vector e corresponding to the noise-level α and obtain the contaminated vector b in (1.1) from (1.5). Table 5 .1 reports the relative error in the computed solutions obtained for different regularization matrices and for several regularization methods. The table illustrate that the choice of regularization matrix can be important for the quality of the computed approximate solution. For instance, the tridiagonal regularization matrix (5.1) yields better approximations of the desired solutionx than L = I. The modification (5.2) of the regularization matrix (5.1) takes into account thatx is slowly oscillating, and improves the quality of the computed approximate solution further. Figure 5 .2 shows computed approximate solutions determined with the regularization matrices (5.1) and (5.2) for the noise-level α = 1 · 10 −2 . The relative error in these computed solutions is largest at the end points of the interval of integration and differs by more than a factor 6. The error in the computed solution determined with the regularization matrix (5.1) is clearly visible. Table 5 .1 shows modified Tikhonov (4.7) regularization often to yield a smaller error than the standard Tikhonov method. Moreover, TGSVD and its modification, defined by (4.5) and (4.10), respectively, often furnish the most accurate approximations ofx. We will return to the latter below. Finally, we remark that the size of the regularization parameters for Tikhonov regularization differs significantly for the different regularization matrices. For instance, when α = 0.1, the regularization parameter for L = I is smaller than unity, while we scaled the matrix (5.1) by 10 4 and the matrix (5.2) by 10 5 to achieve that µ disc < 1. to the desired solutionx. The right-hand side is adjusted accordingly and contaminated by 10% noise. Table 5 .2 reports the relative error in the computed solutions obtained for different regularization matrices and for several regularization methods. Similarly as Table 5 .1, this table shows the importance of the choice of regularization matrix. The quality of the computed approximations is the worst for L = I and the best for L given by (5.4). The improvement in quality of the TGSVD solutions is by more than a factor 8. Figure 5 .3 shows these computed approximate solutions. When Tikhonov regularization was used, the regularization matrices (5.1) and (5.3) were scaled by 10 4 and the matrix (5.4) by 10 5 to secure that µ disc < 1. 2 The examples shown, as well as numerous other computed examples, illustrate the importance of choosing a suitable regularization matrix. The more information is available about the desired solution, the better regularization matrix can be constructed. In particular, the examples show that regularization matrices of the form (5.2) and (5.4) may yield more accurate approximations of the desired solutionx than the standard regularization matrices L = I and (5.1).
We found TGSVD and the modified TGSVD method defined by (4.10) to give the best or near-best approximations ofx in many examples. These methods do not require the initial least-squares problem (1.2) to be scaled so that the Tikhonov regularization parameter µ is smaller than unity. This scaling is beneficial when solving the least-squares problem (2.8), but is not required when solving the associated normal equations (2.6).
6. Conclusion. Simplifications of the computations of the GSVD of a matrix pair {A, L} have been described. The computations are particularly simple when regularization is carried out by the TGSVD or modified TGSVD methods, because then the constraint that the Tikhonov regularization parameter be bounded by one can be ignored. This fact and the competitive performance of these methods, when compared with Tikhonov and modified Tikhonov regularization, suggests that, generally, they be used with the simplified GSVD computations of the present paper.
