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ABSTRACT 
The Fisher-Bulmer infinitesimal model is the classical 
mathematical model of phenotypic evolution in quantitative 
genetics. I show that it arises from certain population genetic 
models in the limit as the number of genes contributing to the 
phenotypic trait tends to infinity. The conditions which these 
population genetic models must satisfy are discussed, in 
particular, the restrictions which are placed on the strength and 
the form of linkage disequilibrium (statistical associations 
between variation in different genes) in the population. 
Other situations, where the Fisher-Bulmer model does not arise in 
the limit of infinitely many genes, are also considered. Alternative 
limiting models are investigated. One of these, here referred to as 
the 'rare alleles model', applies when each gene mostly occurs in 
only one form, with the alternative forms occurring much more 
rarely. A method is developed for analysing the behaviour of the 
rare alleles model. This is used to investigate the balance between 
mutation and selection against deleterious alleles, and the 
selection pressure which this generates on the outcrossing rate. 
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CHAPTER 1. 
INTRODUCTION. 
There are many problems in population genetics which involve 
linkage disequilibrium among a large number of loci. Important 
examples are: (1) The selection pressures on modifiers of 
outcrossing rates and recombination rates, which are generated by 
linkage disequilibrium between (other) loci which are under 
selection (Feldman, Christiansen and Brooks 1980, Kondrashov 
1982 1-1984, 1988, Charlesworth 1990, 1993). (2) The heritable 
variation in fitness, and other quantitative traits, maintained in a 
population at mutation-selection balance, when there is epistasis 
in fitness (Barton 1986 b, 1990, Bulmer 1980 p: 179-180, 1989, 
Kondrashov 1982, 1984 7  1988, Charlesworth 1990). (3) The 
population genetic consequences of assortative mating (Fisher 
1918, Crow and Felsenstein 1968, Lewontin et al 1968, Smith and 
Vetta 1974, Bulmer 1980, Felsenstein 1981), and sexual selection 
(Fisher 1915, 1930, Kirkpatrick 1982, Barton and Turelli 1991). 
(4) The response to directional selection on a quantitative trait, in 
a large population (Bulmer 1971, 1980 chapter 9, Barton and 
Turelli 1987, and in prep, Turelli and Barton 1990, see also 
Keightley and Hill 1989). (5) Interactions between selection and 
random drift, such as the classical Hill-Robertson effect (Hill and 
Robertson 1966, 1968), which occurs when advantageous alleles 
are on the increase at several loci simultaneously (as is likely 
during the response to directional selection). If the advantageous 
alleles are initially rare, then they are more likely to exist in a 
state of 'repulsion' (rather than 'coupling'), and as a consequence, 
may impede each other's progress (Barton in prep.). A related 
phenomenon, as pointed out by Felsenstein (1988), is Muller's 
ratchet, which occurs when outcrossing or recombination rates are 
very low. Recently, another related interaction has received 
attention. To what extent does the 'hitchhiking' of deleterious 
alleles on a rare advantageous allele reduce its probability of 
fixation (Barton in prep., Peck in press, see also Fisher 1930, 1958 
p:136)? (6) The behaviour of hybrid zones maintained by a 
balance between migration and selection against hybrid 
genotypes. For weak selection, most of the theory is in place 
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(Slatkin 1973, 1975, Barton 1979 a, b, 1983, 1986 a, Barton and 
Bengtsson 1986). However, there is a need for models which 
remain valid as one moves from weak to strong selection, as the 
behaviour across this transition is of particular interest (Barton 
1983). Strong selection against hybrids results in narrow Hybrid 
zones, of which there are a number of well documented examples 
(Wake et al 1989, Dowling and Moore 1984, Keim et al 1989, Paige 
et al 1991). 
Tractable models, which allow linkage disequilibrium, are 
required to achieve a qualitative understanding of the population 
genetics of these situations, and to inform the interpretation of 
more realistic (but less tractable) models. 
Much work on multilocus population genetics has emanated from 
the Stanford school. Their approach has traditionally been to 
investigate models with increasingly general fitness regimes and 
linkage maps, seeking all possible equilibria (under recombination 
and selection), and determining their stability. This approach has 
lead to some notable successes in the case of two loci (Karlin 1975, 
Karlin 1975 and Liberman 1978, Lewontin and Feldman 1988). 
However, in order to make progress with larger numbers of loci, 
much greater restrictions must be imposed on the fitness regimes. 
Progress has been possible in the case of 'non-epistatic' models. A 
precise definition and characterisation of epistasis is provided by 
Karlin (1979), and Karlin and Liberman (1979 a). A non-epistatic 
model is one in which the fitness of each multilocus genotype is 
completely determined by the marginal fitness of the genotype at 
each individual locus (the marginal fitnesses of a single locus 
genotype is the average over all multilocus genotypes in which 
the single locus genotype is embedded), and the marginal 
fitnesses of these single locus genotypes are independent of the 
genotypic composition of the population. The most familiar non-
epistatic models are those in which the fitnesses are additive or 
multiplicative. Deviations from these patterns are referred to as 
additive epistasis and multiplicative epistasis respectively. 
Another case where progress has been possible are the so called 
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'symmetric viability' models. These models allow epistasis, but an 
equivalent set of alleles is available at each locus, so that the 
fitness of a genotype is a function of the number of loci occupied 
by each type of allele, and does not depend on how these alleles 
are arranged among the loci. The work of the Stanford school has 
revealed much about the significance of epistasis and symmetries 
in the fitness regime (Karlin 1979, Karlin and Liberman 1979 a, b, 
C, 1982). It was hoped that analysis of non-epistatic and 
symmetric models would lead to insights into the behaviour of 
more general models which allow epistasis and asymmetry. 
However, epistasis and asymmetry have been found to allow quite 
unexpected behaviour, even in the case of diploid two locus two 
allele models (Hastings 1981 a, c, 1982). These include the 
possibility of stable limit cycles (Hastings 1981 a) and stable 
equilibria at which the marginal fitnesses at each locus exhibit 
underdominance (Hastings 1981 c,1982) rather than the 
overdominance which is required to maintain polymorphism in a 
single locus model (see Ewens and Thompson 1977, for some 
important early work on the marginal fitnesses of multilocus 
systems 'embedded' in larger multilocus systems). 
While a description of the possible equilibria available to a system 
is an important prerequisite for an understanding of its dynamics, 
the Stanford school has said little on the subject of dynamics. This 
reflects their preoccupation with balanced polymorphisms. 
However, those investigating the response to phenotypic selection 
are inevitably interested in the dynamics far from equilibrium. 
The assumption that selection is weak relative to recombination 
facilitated the analysis of two locus systems away from 
recombination-selection equilibrium (Kimura 1965, Wright 1967, 
Nagylaki 1976). 
Franklin and Lewontin (1970) drew attention to situations 
involving large numbers of linked loci, where two locus theory is 
inadequate because each locus interacts with a large number of 
others. These authors speculated that in natural populations, very 
many loci may be simultaneously under selection, and that the 
spread of advantageous alleles may be retarded by the presence 
of balanced polymorphisms or transient polymorphisms at tightly 
linked loci (Franklin and Lewontin 1970 p:732). They also pointed 
out the possibility of positive feedback occurring between the 
extent of linkage disequilibrium and the intensity of selection 
favouring alternative fit genotypes, even when there is no 
epistasis in fitness (Franklin and Lewontin 1970 p:721, 730). 
These speculations about the importance of linkage disequilibrium 
were latter developed into an attack on the gene selectionist 
research program in population genetics (Sober and Lewontin 
1982), which was defended by G.C. Williams (1985). An analytic 
approach to the investigation of linkage disequilibrium between 
large numbers of linked loci was initiated by Slatkin (1972), and 
further developed by Barton (1983, 1986 a). In the case of tight 
linkage, progress was made by letting the number of selected loci 
on a chromosome tend to infinity, while the map length is held 
constant (as is the total strength of selection). In the limit, the 
selected loci form a continuum. Such an infinite locus limit is very 
different from those which arise when all loci are unlinked (where 
-the total map length must diverge to infinity). Alternative 
approximations were developed for analysing situations where 
linkage is not tight, and selection is weak relative to 
recombination. 
Hastings (1986) conjectured that when selection is weak, (ith 
order) linkage disequilibrium between a particular set of i genes 
is only generated by (ith order) additive epistasis in fitness 
between these same genes, as would be the case if the population 
was at linkage equilibrium before selection acted. (The linkage 
disequiibria referred to here are those defined by Slatkin 1972, 
so that the 'ith order linkage equilibria' are ith order multivariate 
moments. The individual epistatic components of fitness are the 
effects which are ascribed to particular combinations of alleles 
when an a linear model is fitted to the genotype fitneses). Barton 
(1986 a) gave a proof of this conjecture, and used this result to 
generalise the classical QLE (quasi-linkage equilibrium) 
approximation for two loci (Kimura 1965, Wright 1967, Nagylaki 
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1976) to many loci (see also Barton 1983 for an earlier attempt, 
and Barton and Tureffi 1991, and Nagylaki 1993 for a more 
general version). In the QLE approximation selection is assumed to 
be weak relative to recombination, so that the linkage 
disequilibria become, and remain, small. They can change faster 
than the allele frequencies, and consequently they approach 
'quasi-equilibrium' values, which are completely determined by 
the slowly changing allele frequencies. The QLE approximation 
breaks down as the population approaches a recombination-
selection equilibrium, because the linkage disequilibria now 
change only slowly. 
Hastings stated his conjecture in terms of additive epistasis in 
fitness. However, when selection is weak the difference between 
additive epistasis and multiplicative epistasis is negligible. It may 
be more natural to consider multiplicative epistasis in fitness. It is 
true that when fitness is additive across loci, any recombination-
selection equilibrium which exists, will be at linkage equilibrium 
(Karlin 1979, Karlin and Uberman 1979 a, c, see also Karlin and 
Liberman 1978). This is remarkable. However, additive selection 
can generate linkage disequilibrium when the population is not at 
a recombination-selection equilibrium (Barton and Tureffi 1991). 
It is multiplicative selection which does not generate linkage 
disequilibrium in a population which is already at linkage 
equilibrium (Felsenstein 1965, 1988), regardless of whether the 
population is at recombination-selection equilibrium or not. 
However, even when fitness is multiplicative, there can exist 
recombination selection equilibria which are not at linkage 
equilibrium, provided that linkage is sufficiently tight (Karlin and 
Feldman 1978, Hastings 1981, see also Lewontin and Feldman 
1988). 
QLE is found to be a remarkably good approximation, even in 
some situations where selection is strong, with strong epistasis in 
fitness (Barton and Tureffi 1991). However, in many situations 
where there is strong epistasis in fitness the QLE approximation 
will fail, because the population is driven far from linkage 
equilibrium, where the linkage disequffibrium generated each 
generation by selection is strongly dependent on the linkage 
disequffibrium already present. 
An alternative approach to the systematic investigation of the 
effect of selection regimes where there is strong epistasis in 
fitness, is to analyse situations where the dynamics can be 
followed using only a very small number of variables. Infinite 
locus limits play a central role in this approach. 
Generally, in models where selection acts on phenotypic traits 
determined by a large, but finite, number of loci, the dynamics of 
the 'macroscopic variables' (statistics describing the phenotypic 
distribution of the population) depend on the detailed dynamics of 
the underlying 'microscopic variables' (the genotype frequencies, 
or the allele frequencies and linkage disequiibria) (Barton and 
Tureffi 1987). In general, the number of microscopic variables 
which must be followed is very large, and mating and 
recombination makes their dynamics very complicated. The 
'reason for analysing infinite locus limits is that the effect of 
mating and recombination on the population often simplifies, as in 
the widely used Fisher-Bulmer infinitesimal model (Fisher 1918, 
Bulmer 1980), so that one can follow the dynamics of the 
macroscopic variables by themselves. Furthermore, the 
relationship between the dynamics of the macroscopic variables 
and the underlying microscopic variables may become much more 
readily comprehensible in the infinite locus limit. For example, in 
an n locus population genetic model, the cumulants of the 
distribution of an additive trait all depend on the allele 
frequencies at each locus. However, in the Fisher-Bulmer model, 
only the population mean and (the genic component of) the 
additive genetic variance depend on the allele frequencies, while 
the higher cumulants depend only on linkage disequffibrium. 
Furthermore, the genic variance remains stationary as the allele 
frequencies change (slowly) in response to selection. Such 
simplifications make infinite locus limits particularly useful for 
interpreting the behaviour of more realistic multilocus models. 
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The Fisher-Bulmer model assumes that the within-family 
distributions, for some quantitative trait, are Gaussian with mean 
at the mid-parent value, and a within-family variance which is 
the same for all crosses in the population, and which also remains 
constant from one generation to the next. These assumptions 
about the inheritance of the quantitative trait can be taken as the 
definition of the Fisher-Bulmer model. Fisher (1918) asserted that 
it arises as the infinite locus limit of a diploid population genetic 
model in which an additive trait is determined by unlinked loci, 
each of which makes an individually negligible contribution to the 
variation in the trait. Fisher assumed that the population was in 
Hardy-Weinberg and linkage equilibrium, in which case the 
within-family variance is half the genic variance. Bulmer (1971, 
1980) applied the Fisher-Bulmer model to situations where 
linkage disequilibrium is generated by selection on the additive 
trait. The assumptions about the within-family distributions 
ensure that mating has a relatively simple effect on the 
distribution of phenotypes. Furthermore, random mating has a 
very simple effect on the cumulants of this distribution, which are 
consequently the natural set of macroscopic variables to follow. 
The exact range of conditions under which the Fisher-Bulmer 
model wffl arise, is not known. How much linkage disequffibrium 
is allowed? My main purpose in chapters 2 and 3, is to establish a 
set of sufficient conditions for the Fisher-Bulmer model to arise in 
the infinite locus limit, which are not too over restrictive on the 
extent of linkage disequilibrium. The haploid case is treated in 
chapter 2, and the diploid case in chapter 3. 
A closely related, though much more ambitious, project has 
recently been undertaken by Nick Barton and Michael Turelli (in 
prep). They have derived a general set of recursions for the 
dynamics, under recombination and selection, of the multivariate 
cumulants of the joint distribution of allelic effects at different 
loci. These recursions are derived from a very general population 
genetic model, by letting the number of segregating loci become 
[ii 
large, while the total strength of selection remains 'moderate' 
(selection may be strong, but its strength does not diverge to 
infinity or converge to zero, as the number of segregating loci 
increases). An arbitrary linkage map is allowed. Fitnesses can still 
be assigned to genotypes using some arbitrary function of some 
set of quantitative traits, as when the Fisher-Bulmer model is 
used to model the response to phenotypic selection. However, 
these quantitative traits are no longer assumed to be additive, 
allowing both dominance and epistasis. Assumptions are made 
about how the various cumulants of the joint distribution of allelic 
effects scale with the number of loci, but these appear to be much 
less restrictive than the assumption of additivity in the Fisher-
Bulmer model. The problem which now arises is that of 
decomposing these assumptions about the scale of the cumulants 
into assumptions about the genetic basis of the quantitative traits 
(the degree of dominance and epistasis which is allowed), and 
assumptions about the state of the population (how close to 
fixation the loci may be, and how much linkage disequilibrium is 
allowed). Barton and Turelli have begun the attack on this 
problem by considering how the cumulants scale under different 
patterns of epistasis, when the population begins in linkage 
equilibrium. As the population responds to selection, epistasis in 
fitness will generate certain types of linkage disequffibrium. They 
have found that if the cumuiants of the population initially scale 
in the required way, then they will continue to satisfy these 
scaling conditions for a number of generations of order jii (where 
n is the number of segregating loci). 
However, because of its great generality, Barton and Turelli's 
approach may impose some restrictions on the state of the 
population, which can be dispensed with in the case where all loci 
are unlinked, and the quantitative trait is additive. On the other 
hand, it is conceivable that there are some situations where the 
loci are unlinked and the trait is additive, but where the Fisher-
Bulmer assumptions about the within family distributions fail, 
while Barton and Tureffi's very general recursions still hold. These 
issues are left for future work. 
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Population genetic models in which an additive trait is determined 
by unlinked loci have other possible infinite locus limits, besides 
the Fisher-Bulmer model. In chapter 2, I consider the infinite 
locus limit which arises when linkage disequffibrium is so strong 
that the additive genetic variance is of the same order as the 
range of phenotypes. In this limit, the additive trait undergoes 
apparent blending inheritance (this is not the same as the special 
case of the Fisher-Bulmer model where the genic variance is zero, 
in which there is also apparent blending inheritance). In chapter 
3, I consider a generalisation of the Fisher-Bulmer model which 
applies to a diploid population where there is Hardy-Weinberg 
disequffibrium. (The classical Fisher-Bulmer model can not take 
account of deviations from Hardy-Weinberg equilibrium.) Another 
limit which applies only to a diploid population is introduced in 
chapter 4. In this model, the trait is still assumed to be additive 
across loci, but each locus is diallelic, with complete dominance. 
The dominant alleles are close to fixation, so that the number of 
homozygous recessive loci per individual is of order one. This is 
appropriate for modelling a mutation-selection balance with 
recessive deleterious alleles, in an outbreeding population. It has a 
number of interesting properties. In particular, the within-family 
distribution for the number of homozygous recessive loci per 
individual is a Poisson distribution, which is the same for all 
crosses. 
In chapter 5, I investigate another possible infinite locus limit of a 
population genetic model with unlinked loci, each close to fixation. 
In this model the loci are so close to fixation that the number of 
heterozygous loci per individual (during the diploid phase) is of 
order 1, and the rare alleles (almost) never occur in the 
homozygous state. This model, which I will refer to as the 'rare 
alleles model' is not new (Kimura and Maruyama 1966, 
Kondrashov 1982). However, the method for analysing it which I 
present, is new. Mating has a relatively simple effect on the 
distribution of the number of rare alleles per individual (the 
'phenotypic distribution'). The within-family distributions are 
ti: 
.1 
bmomial, Bm(i+j,), with mean at the mid-parent value 2  This 
is true whether mating occurs during the haploid phase or the 
diploid phase. I show that random mating has a very simple effect 
on the factorial cumulants of the phenotypic distribution, which 
are consequently the natural set of variables to follow. 
In many cases, the dynamics of these infinite locus models can be 
followed using only a very small number of variables, even when 
there is strong epistasis in fitness. Therein lies their value to 
multilocus population genetics. Michael BuJ.mer (1971, 1980) 
pioneered the use of the Fisher-Bulmer model to investigate how 
linkage disequffibrium is generated during the response to 
different forms of selection on an additive trait. In many cases 
Bulmer's approximation of assuming that the phenotypic 
distribution remains Gaussian and following only the mean and 
variance, gives an adequate approximation to the dynamics, even 
though only pairwise linkage disequilibrium is accounted for. 
Approximate recursions for the first three, four or more 
cumulants can be obtained (Zeng 1987, Barton and Tureffi in 
prep.) using the Gram-Chariler expansion (Kendall, Stuart and Ord 
1987) and the Fisher-Cornish expansion (Cornish and Fisher 1937, 
Fisher and Cornish 1960), but the improvement on Bulmer's 
approximation is usually negligible, even in the case of strong 
disruptive selection (Barton and Turelil in prep). 
Kondrashov (1984) and Charlesworth (1990) used a Gaussian 
approximation to analyse the effects of epistasis in fitness on the 
distribution of the number of deleterious alleles per individual. 
This Gaussian approximation is similar to the Gaussian 
approximation used by Bulmer to analyse the response to 
selection on an additive trait, except that the genic variance of the 
number of deleterious alleles per individual is assumed to equal 
the population mean, and so can change in response to selection 
(this is true of the rare alleles model, but not of the Fisher-Bulmer 
model, where the genic variance is stationary). Charlesworth 
(1990) demonstrated that his approximation provides a 
remarkably accurate description of the behaviour of the rare 
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alleles model (the simple version of the rare alleles model in 
which, all rare alleles have identical fitness effects), over the 
parameter range appropriate for mildly deleterious alleles, at 
least in the case of Gaussian selection. In chapters 5 and 7, I show 
that Charlesworth's approximation is less satisfactory over the 
parameter range appropriate for deleterious alleles with larger 
fitness effects. A realistic model of mutation-selection balance 
should incorporate deleterious alleles both with mild effects, and 
with severe effects on fitness. Furthermore, it should allow 
epistatic interactions both within and between these classes of 
alleles. 
Deleterious alleles segregate at low frequencies at a very large 
number of loci. An obvious application of the rare alleles model, 
and the associated analytic approach, is the systematic 
investigation of the patterns of linkage dlisequffibrium maintained 
when different forms of selection against deleterious alleles are 
balanced by different rates of mutation. Linkage disequilibrium 
between loci which are under selection generates selection on 
outcrossing rates and recombination rates. Kondrashov (1982, 
1984, 1988) and Crow (1983) have suggested that these selection 
pressures may be responsible for the maintenance of sex and 
outcrossing, despite the high (often two-fold) 'cost of sex' relative 
to apomictic clones/selfing strains. 
Only certain forms of linkage disequilibrium, when maintained at 
mutation-selection balance, generate selection favouring 
outcrossing and recombination. Negative pairwise linkage 
disequilibrium (which means that the variance in the number of 
deleterious alleles per individual is lower than it would be at 
linkage equilibrium) has this effect. Outcrossing and 
recombination increase the within-family distributions. The 
presence of negative pairwise linkage disequilibrium means that 
the distribution of the number of deleterious alleles per individual 
is concentrated around the population mean. So, increasing the 
within-family variances in this way enables the majority of 
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individuals to produce more offspring carrying few deleterious 
alleles. This increases their contribution to future generations. 
Negative pairwise linkage disequffibrium is maintained at 
mutation selection balance when epistasis is of the form where 
each additive deleterious allele reduces fitness by a progressively 
larger factor. However, this is a rather loosely defined restriction 
on the form of epistasis. (It may not be necessary for these factors 
to decrease monotonically). Furthermore, higher order linkage 
disequilibrium between deleterious alleles segregating at different 
loci, may also contribute to the selection on the breeding system. 
In chapter 7, I consider how the linkage disequffibria of different 
orders contribute to the selection pressure experienced by an a 
sexual clone which arises in an obligate sexual (outcrossing) 
population. Assuming the rare alleles model, I derive an explicit 
formula for the fitness of an apomictic clone relative to the sexual 
population, in terms of the factorial cumulants of the phenotypic 
distribution (representing different types of linkage 
disequilibrium). This formula has a remarkably simple form, and 
leads to an explicit condition on the factorial cumulants , which is 
necessary and sufficient for the sexual population to resist 
invasion by apomictic clones. 
This type of analysis of the invasion of a sexual population by 
apomictic clones, may not be as widely applicable as is often 
supposed. In chapter 6, I outline what seem to me the most 
important issues relating to the maintenance of sex. I emphasise 
the possible significance of sex coexisting together with 
mechanisms of vegetative reproduction. Attention is draw to the 
complexity of the interactions which may arise when sex coexists 
with apomixis. I discuss the evidence which suggests that in many 
cases, newly arisen apomictic genotypes will suffer a severe 
reduction in fitness as a consequence of the fertilisation of their 
diploid eggs by haploid sperm (referred to as 'lethal fertilisation' 
by Bell 1982). I also consider the conditions under which the 'cost 
of sex' (which arises from the different deployment of resources 
which prevail in sexual and apomictic/selfing populations) is two- 
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fold. I show that, for an apomictic clone arising in a dioecious 
population, the advantage is 2p (where p is the proportion of the 
parental investment in each offspring which is provided by the 
female parent, assuming that 
1 
 z p = 1), provided that apomictic 
females have no access to male parental investment. I believe this 
result is new. 
Finally, I return to some of the unresolved questions touched 
upon in other chapters, and indicate how the approaches 




LINKAGE DISEOUILIBRIUM IN THE INFINITESIMAL LIMIT. 
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ABSTRACT 
I investigate the infinite locus limits of haploid population genetic 
models where an additive trait is determined by unlinked loci. 
One of these limits is the well known Fisher-Bulmer infinitesimal 
model, but there are others. 
In the Fisher-Bulmer model, the within-family distributions are 
Gaussian with mean at the mid-parent value, and a variance 
which is the same for all crosses. However, even for a population 
in linkage equilibrium, this model is not an obvious consequence 
of the central limit theorem, which fails to establish that the 
within-family variance is the same for all crosses. 
I present a population genetic derivation of the Fisher-Bulmer 
model, for a population in linkage equilibrium. This approach can 
be extended to allow some linkage disequilibrium, establishing a 
more general set of sufficient conditions for the Fisher-Bulmer 
model to arise in the infinite locus limit. I present two examples of 
situations where the Fisher-Bulmer model does not arise in the 
infinite locus limit, essentially because there is too much linkage 
disequilibrium. Later, a diallelic model in which all loci are 
equivalent is used to illustrate how much linkage disequilibrium is 
allowed under these conditions. 
When the genetic variance is almost entirely due to linkage 
disequilibrium (a situation which may arise, for example, in the 
centre of narrow hybrid zones), an alternative limit is obtained in 
which the within-family distributions are degenerate (apparent 
blending inheritance). Apparent blending inheritance on the 
unbounded interval (- 00 ,+ 00 ),  can be viewed as a special case of 
the Fisher-Bulmer model, with genic variance = 0. However, 
apparent blending inheritance on the interval [0,1] is a distinct 
infinite locus limit. 
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I INTRODUCTION 
I investigate the infinite locus limits of a general haploid 
population genetic model, in which an additive trait is determined 
by unlinked loci. The additive trait has no environmental 
component, and therefore its phenotypic value is identical to its 
breeding value. The possible limits are presented, together with 
conditions under which they arise. The conditions under which the 
well known Fisher-Bulmer model arise are considered in detail, in 
order to consider how much linkage disequilibrium is allowed. 
The Fisher-Bulmer infinitesimal model assumes the within-family 
distributions, for a quantitative trait, are Gaussian with mean at 
the mid-parent value, and a within-family variance which is the 
same for all crosses in the population. Galton (1889) showed that 
this is roughly true for human stature. This within-family 
variance remains constant from one generation to the next. As a 
purely statistical model of phenotypic evolution, the Fisher-
Bulmer model preceded population genetics (e.g. Pearson 1903). 
Fisher (1918) argued that it is compatible with Mendelian 
inheritance, assuming that the trait is additive, and determined by 
an infinite number of unlinked loci, each making an infinitesimally 
small contribution to the variance of the trait. Fisher further 
assumed that the (diploid) population was at Hardy-Weinberg and 
linkage equilibrium. He allowed phenotypic assortative mating 
(where it is assumed that genotypes -having the same phenotype 
are equivalent in terms of mate choice). Here, as in the case of 
random mating, the within-family variance is equal to half the 
genic variance, which depends only on the allele frequencies, and 
remains constant from one generation to the next. 
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The additive genetic variance (VA) of any trait is the variance of 
its breeding value. (In the case of a trait which is not additive, one 
could define the breeding value as the additive trait obtained 
when an additive model is fitted to the population. There are 
other definitions of the breeding value, in terms of the outcome of 
crosses, which, in general, are not equivalent to this one). For a 
haploid population, the genic variance (VLE) of any trait is the 
variance of that trait in a population with the same allele 
composition, but which is in linkage equilibrium. For a diploid 
population, the genic variance of a trait is the variance of that 
trait in a population with the same allele composition, but which is 
in Hardy-Weinberg and linkage equilibrium. 
Classically (Fisher 1918) it has been asserted that (for diploid 
populations), Hardy-Weinberg and linkage equilibrium, together 
with assumptions to ensure that no individual locus makes to 
large a contribution to the variation in the trait, are sufficient to 
ensure that the Fisher-Bulmer model arises in the infinite locus 
limit. This assertion does not follow immediately from the central 
limit theorem. The central limit theorem implies that if the 
population is in linkage equilibrium, then as the number of 
segregating loci tends to infinity, the distribution of the additive 
trait will become Gaussian. It also implies that, as the number of 
heterozygous loci in a diplotype tends to infinity, the distribution 
of the breeding value of a haploid product of meiosis becomes 
Gaussian, with a variance determined by the heterozygous loci. 
If the within-family variance is to be the same for all crosses in 
the population, then the number of heterozygous loci in the 
diplotypes must be concentrated within a sufficiently narrow 
range. Bulmer (1980, p:132-133) has demonstrated that this is the 
case for a population in linkage equilibrium (here Bulmer also 
assumes that all loci are diallelic, and that all loci are equivalent). 
Bulmer (1971, see also 1980, p:148) was the first to apply the 
Fisher-Bulmer model in situations where linkage disequilibrium is 
generated by selection on an additive trait. How much linkage 
II1 
clisequffibriumis consistent with its assumptions about within-
family distributions? Here I seek a set of sufficient conditions for 
the Fisher-Bulmer model to arise in the infinite locus limit, which 
are not unnecessarily restrictive on the extent of linkage 
disequilibrium. 
As a first example of a situation where the Fisher-Bulmer model 
does not arise, consider an infinite haploid population in which an 
additive trait, with no environmental component, is determined 
by n unlinked diallelic loci, in which the pairs of alleles (labelled 
'+' and'-') segregating at different loci have equivalent allelic 
effects (aa,+ = a, aa,- = 	a, a=1,2,...,n). At all loci the allele 
frequencies are - : . Hence the genic variance is VLE = fla2 . 2 2
The loci are divided into two sets, Si, S2, each containing loci (n 
is even). The population consists of three subpopulations. In the 
first subpopulation, which makes up of the population, all 
individuals carry the + allele at the loci belonging to set S1, and 
the - alleles at the loci belonging to set Sz. In the second 
subpopulation, which also makes up
1 
 of the population, all 
individuals carry the - allele at the loci belonging to set Si, and 
the + alleles at the loci belonging to set S2.  The third subpopulation 
which makes up the remaining of the population, is in linkage 
equilibrium, with allele frequencies -: - at all n loci. All the 
additive genetic variance of the population is contributed by this 
third subpopulation, hence VA = fla2 = VLE. Now suppose that 
a = 0(n112), and let n tend to infinity. In the infinite locus limit, 
almost all crosses in which at least one parent is from the third 
subpopulation will have Gaussian within-family distributions, 
with mean at the mid-parent value, and variance -VLE , as in the 
Fisher-Bulmer model. However, crosses in which one parent is 
from the first subpopulation and the other parent is from the 
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second subpopulation, will have Gaussian within-family 
distributions, with mean at the mid-parent value (=0), and 
variance VLE.  Crosses in which both parents are from the first 
subpopulation, or both are from the second subpopulation, will 
have degenerate within-family distributions (with zero variance). 
Clearly this is not the Fisher-Bulmer model as described in 
Bulmer's (1980) book. Notice that in this infinite locus limit just 
described, VA = -VLE, hence the total contribution to the additive 
genetic variance from pairwise linkage disequilibrium is C = VA- 
1 
VLE = -VLE , which is of order 1. 
A second example where the Fisher-Bulmer model does not arise 
is the following crude model of a narrow hybrid zone. Suppose 
that secondary contact between two extensive parental 
populations, fixed for different alleles at many loci, has occurred. 
The hybrids have reduced fitness. If the selection against hybrids 
is sufficiently strong, then the resulting hybrid zone will be 
narrow, and at its centre both pure genotypes (characteristic of 
the two parental populations) will coexist at appreciable 
frequencies, together with a wide range of hybrid genotypes. In 
such a model, VLE  tends to zero as the number of segregating loci 
increases, while VA remains of order one. 
There are a number of well documented examples of hybrid 
populations in which parental genotypes coexist with a wide range 
of hybrid genotypes. The Plethodontid salamander Ensatena 
eschscholtzii is a 'ring species', with a series of subspecies 
distributed around the Central Valley of California. There has been 
a 'trans-valley leak' resulting in the two subspecies E. e. platinus 
and E. e. xanthoptica, which are from opposite sides of the valley, 
meeting to form a long, very narrow hybrid zone (Wake et al. 
1989). Fl hybrids are rare, but back crosses are more common. A 
second example is the long narrow mosaic hybrid zone between 
the freshwater cyprinid fish Notropis corn utus and N. 
chrysocephalus (Dowling and Moore 1984 1  Dowling et al. 1989). 
Finally, there is a narrow, and possibly advancing, hybrid zone 
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between the cottonwoods Pop ulus fermontli and P. angustifolia, in 
which Fl hybrids are abundant (Keim et al 1989, Paige et a! 
1991). However, in these examples it is not known if hybrid 
unfitness is due to divergence at a large number of loci each of 
small effect, or a small number of loci with major effects. 
In section 5, I consider the infinite locus limit which arises in this 
second type of situation, where each locus has a very small effect 
on the additive trait, and the genetic variance is of the same order 
as the range of the additive trait. It is a form of apparent blending 
inheritance, - one which can not be viewed as a special case of the 
Fisher-Bulmer model. I have found this model useful for analysing 
the qualitative behaviour of hybridising populations. An infinite 
locus limit of this type was introduced by Crow, Engels and 
Denniston (1990). However, these authors simply followed the 
frequencies of the pure genotypes and the total frequency of 
hybrid genotypes, and did not attempt to follow the distribution 
of breeding values among hybrids. 
2 THE ADDITIVE MODEL. 
I consider a haploid population, in which an additive trait, with no 
environmental component, is determined by n unlinked loci. An 
arbitrary number of discrete alleles segregate at each locus. In 
sections 3, 4 and 5, I investigate the limit as n tends to infinity. 
Throughout it is assumed that the population is infinite, and that 
generations are discrete and nonoverlapping. Phenotypic 
assortative mating is allowed, but it is assumed that all genotypes 
with the same phenotype are equivalent in terms of mate choice. 
The alleles segregating at the ath locus are numbered from 1 to 
ma. Each distinct haploid genotype can be represented by an 
ordered n-tuplet, in which the ath element is the number assigned 
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to the allele which occupies locus a in that genotype. The upper 
case symbols I, J, K, will be used to represent haploid genotypes. 
Let A(K) denote the value of the additive trait expressed by an 
individual carrying genotype K. For an additive trait the allelic 
effect (average effect) of an allele on the trait is a constant, and is 
independent of the genotype frequencies in the population. Let 
ua,r denote the effect of allele r at locus a, and Pa,r  its frequency. 
n 
A(K)= 	Aa(K) 	(2.1) 
a=1 
where Aa(K) is the effect of the allele which occupies locus a in 
genotype K. 
Let and Va  denote the mean and variance of the allelic effect at 
locus a. 
Ma 
aa 	Pa,ra,r 	(2.2) 
r=1 
Ma 	 1 
Va = 	Pa,r (aa,r - a) 2 = 	2Pa,rPa,s (aa,r - aa,$) 2 	(2.3) 
r=1 (r,$):r;-s 
This last summation is taken over unordered pairs of alleles (r,$). 
The genic variance of the additive trait is given by 
n 
	
VLE= 	Va (2.4) 
a= 1 
Let g(K) denote the frequency of individuals carrying genotype K. 
Let f(y) denote the frequency of individuals expressing the value 
y for the additive trait A. Hence 
rz 
f(y) = 	g(K) 	(2.5) 
K: A(K)=y 
Let A denote the mean, and VA denote the variance (the additive 
genetic variance) of the trait A in the population. For convenience 
(and without loss of generality), I will assume that the mean of 
the allelic effects at each locus is zero, a  =0, and hence that the 
mean of the additive trait is also zero, A =0. 
I now introduce a number of probability distributions, and their 
generating functions, which play an important role in the 
derivation of the Fisher-Bulmer model presented in section 4. Let 
p(yII,J) denote the probability that a randomly chosen offspring 
expresses the value y for trait A, given that its parents have 
genotypes I and J. The probability distribution p(yII,J) is 
determined by the parental genotypes (I,J),  and does not depend 
on the genotype frequencies in the population. The generating 
function of this distribution is 
Pjj(z) = 	p(yII,J).zY 	(2.6) 
y 
where the summation is taken over all distinct values, y, which 
the trait of the offspring could assume. 
Unlinked loci segregate independently at meiosis. Hence 
n zAa(I)izAa(J) 
Pij(z) = 1I ( 	2 	) (2.7) a=1 
Let p(ylu,v) denote the probability that a randomly chosen 
offspring expresses the value y for trait A, given that its parents 
expressed values u, v respectively. Throughout this paper, p(ylu,v) 
will be referred to as the within-family distribution. (It would 
perhaps be more appropriate to call the probability distribution 
p(yII,J) the 'within-family distribution', rather than p(ylu,v)). The 
probability distribution p(ylu,v) does depend upon the genotype 
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frequencies in the population. Using the assumption that haploid 
individuals with the same phenotype are equivalent in terms of 
mate choice regardless of their genotypes (phenotypic assortative 
mating is allowed), it is easy to show that 
9  g(J) p(ylu,v) = 	 f(u) f(v) p(yII,J) 
I:A(I)=u J:A(J)=v 
(2.8) 
The generating function of the within-family distribution p(ylu,v) 
is defined as 
P(z) = 	p(ylu,v).zY 	(2.9) 
y 
where the summation is taken over all distinct values y, which the 
trait of the offspring could assume. 




) = 	 f(u) f(v) Pjj(z) 	(2.10) 
I:A(I)=u JAM =v 
This result plays an important role in the derivation of the Fisher -
Bulmer model in section 4. 
3 THE INFINITE LOCUS LIMIT. 
If an informative model of a heritable quantitative trait is to be 
obtained in the infinite locus limit, then the mean A and variance 
VA of the trait must remain of order 1 as the number of loci tends 
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to infinity. I will now consider the range of models which satisfy 
these requirements. 
The genetic variance must satisfy the inequality 
1 	n 
0:5VA:5 ( y, (minr{aa,r} - maxr{(xa,r}) )2 	(3.1) 
a=l 
Now, if all alleles at all loci have effects of order n -P, then the right 
hand side of this inequality must be of order n2(1 - p).  So, in order 
that VA=O(l),  we must have 0 !~ p :!~ 1. From now on, suppose that 
aa,r = O(nP), for all alleles, at all loci. 
If 0 < p !~ 1, then the discrete random variable A(X) must become a 
continuous random variable in the infinite locus limit, in which 
case the discrete probability distribution f(y) is replaced by a 
probability density 4(y). If the infinite locus limit is the Fisher-
Bulmer model, then one obtains a probability density over the 
unbounded interval ( - oo , +00). If the infinite locus limit is the 
alternative model described in section 5, then one obtains a 
probability density on a finite interval. 
It is the order (in n) of the range, (minxfA(X)), maxx{A(X)}), and 
the genic variance, VLE,  which decides the type of model which 
n 
arises in the infinite locus limit. Notice that minxfA(X)} = 
a=1 
n 
minr fcxa ,r ) , and maxx{A(X)) = 	maxr (a a , r } , only depend upon 
a=l 
the allelic effects {cx a , r }, while VLE  also depends upon the allele 
frequencies (Pa,r). 
If the (xa,r = 00 1 ) (that is, p=l), then minx{A(X)}, maxx[A(X)} = 
0(1), and VLE = 0(n 1 ). Hence, as n tends to infinity, A(X) becomes 
continuous, the range remains a finite interval, and the genic 
variance tends to zero (for arbitrary allele frequencies). This is the 
model considered in section 5. 
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If 0 <p < 1, then minx{A(X)h maxx1A(X) I = 0(nlP). Hence, as n 
tends to infinity, A(X) becomes continuous, and its range becomes 
the unbounded interval (- oo, +oo). This is the Fisher-Bulmer model. 
If -< p <1, then, VLE =0(n- ( 2 P- l)), so that it must tend to zero (for 
arbitrary allele frequencies). If p = 	then, VLE  =0(1), so that if 
each locus is close to fixation (one allele has a frequency close to 1, 
while the others have frequencies of order less than 1), it will 
tend to zero, otherwise (if an appreciable proportion of loci are not 
too close to fixation) it will remain positive (and finite). If 0 <p < 
then in addition to VLE  tending to zero, or remaining positive 
(and finite), there is the further possibility that VLE  diverges to 
infinity, in which case the quantitative genetic model may be said 
to break down. 
Finally, if the aa,r = 0(1) (that is, p=O), then A(X) remains a 
discrete random variable in the infinite locus limit. Provided that 
all loci are close to fixation (one allele has a frequency close to 1, 
while the others have frequencies of order n 1 ), VLE  =0(1), and it 
is possible to obtain an infinite locus model. This 'rare alleles 
model' will be discussed in chapters 5 and 7. 
If the random variable A(X) becomes continuous in the infinite 
locus limit, then the effect of random mating and recombination 
on the distribution of the additive trait in the population, 4(y), can 
be represented as an integral equation. 
In the case of the Fisher-Bulmer model, if the effect of random 
mating and recombination on 4(y) is to be represented by an 
integral equation, then those individuals whose breeding values 
scale to y= ± oc, must make up an infinitesimally small proportion 
of the population (otherwise information about the state of the 
population will be lost). The fact that the variance VA of the 
breeding values is of order 1, implies that almost all individuals in 
the population have a breeding value which is of order 1. The 
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proof is a straightforward application of Chebyshev's inequality 
(see appendix A). 
4 DERIVATION OF THE FISHER-BULMER MODEL. 
In this section, I show that the Fisher-Bulmer model arises in the 
limit as n tends to infinity, provided that no locus makes too large 
a contribution to the genic variance, and that in a certain sense 
(theorems 2 and 3 below) the population is not too far from 
linkage equilibrium. First, I show that the Fisher-Bulmer model 
arises in the infinite locus limit, when the population is in linkage 
equilibrium. Then, I consider linkage disequilibrium. 
Putting z=exp(tw) (where I. = s/i), I define UV(W) as the infinite 
locus limit of the generating function P(z). 
UV(W) = limn -oo [P(exp(tw)) 1 	(4.1) 
In appendix B, I derive the following theorem. 
THEOREM 1 Consider a haploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked loci. if the conditions: 
aa,r - 0 , as n - °°, for all alleles, at all loci (4.2) 
cta,r = O(rrP), 0 <p < 1, for all alleles, at almost all loci (4.3) 
n ma 
 Pa,r1Oa,rI3 - 0 , as n - 0o (4.4) 
a=1 r=1 
and, the population is in linkage equilibrium (4.5) 
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are all satisfied, then 
u+v VLEW2 
iuv(w) = exp(i( 2 	2 -y) , for almost all (u,v) (4.6) 
This is the Fourier transform of a Gaussian distribution, it(ylu,v), 
with mean at the mid-parent value and constant variance VLE. 
Hence, I have derived the Fisher-Bulmer model. 
It is easy to generalise this derivation to allow some linkage 
disequilibrium. The subscript 'LE' will be used to indicate that a 
quantity refers to a population with the same allele frequencies as 
the population which is under consideration, but which is in 
linkage equilibrium. Recall the definition (2.10) of the generating 
function P(z), for a general population. For a population with the 
same allele frequencies, but which is in linkage equilibrium, this 
becomes 
gLE(I) LE(J) 
PuVLE(Z) = 	 fu(u) fLE() Pij(z) 
	(4.7) 
LAM =u JAM =v 
Recall that Pjj(z) does not depend upon the genotype frequencies 
in the population. Therefore, if I impose the condition 
g(K) 	gLE(K) 
1 , as n - oo , for almost all K (4.8) 
In other words, for (almost) every genotype, the ratio of its 
frequency to the total frequency of genotypes having the same 
phenotype must remain very close to the value it would have if 
the population was in linkage equilibrium. This condition restricts 
the way in which the population can depart from linkage 
equilibrium, then 
P(z) Puv u(z) , as n—oo, for almost all (u,v) (4.9) 
Hence, in the infinite locus limit, the within-family distribution is 
the same as it would be in a population with the same allele 
frequencies, but which is linkage equilibrium. So, as before iUV(w) 
is given by (4.6). Again, the Fisher-Bulmer model has been 
derived. However, as I am no longer assuming that the population 
is in linkage equilibrium, I must impose the following condition, to 
ensure that VLE  does not diverge to infinity (when 0 <p 
VLE = 0(1) (4.10) 
Notice that VLE  may be zero. 
The above argument establishes the following theorem. 
THEOREM 2 Consider a haploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked loci. If the conditions: (4.2), (4.3) (4.4), (4.8) and (4.10); 
are all satisfied, then (4.6) is true. 
In the above set of sufficient conditions for the Fisher-Bulmer 
model, the classical assumption of linkage equilibrium has been 
replaced by the assumptions (4.8) and (4.10), which allow some 
linkage disequffibrium. 
It is possible to generalise this result still further. It is not 
necessary that the set of n loci which determine the additive trait 
satisfy the conditions listed in theorem 2. if this set of loci can be 
partitioned into subsets, each of which, considered in isolation, 
satisfies conditions of the form of those listed in theorem 2, then 
this is sufficient for the Fisher-Bulmer model to arise. This is to be 
expected, because if two (or more) additive traits are determined 
by distinct sets of unlinked loci, with no pleiotropy, then it is easy 
to see that if these additive traits have Gaussian within-family 
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distributions which conform to the Fisher-Bulmer model, then so 
also must their sum (because at meiosis unlinked loci segregate 
independently, and the sum of independent Gaussian random 
variables is a Gaussian random variable whose mean and variance 
are the sum of the means and variances, respectively, of its 
components). Rather than simply leaving it at that, I will now 
establish the conditions which must be imposed on an n locus 
model for the additive trait to exhibit this 'divisibility' property in 
the infinite locus limit. 
First, some new notation is required. Partition the set of n loci into 
v (non-overlapping) subsets (Si, S2, ... , S,), containing ni, fl2, ... , 
loci respectively (ni + fl7 +...+ n, = n). Let K( 1 ), K( 2 ), ... ,K("), denote 
the components ('sub-haplotypes') of haplotype K, specifying the 
alleles which occupy the loci belonging to the subsets S i,  S2, ... , S, 
respectively. Let f(yi, y, ... , y,), denote the frequency of 
individuals whose genotype (K) satisfies the conditions: A(KM) = 
yi, A(K(2)) = y2, ... , A(KM) = y. 
For a population which is in linkage equilibrium 
V 
gLE(K)= Fl g() LE(K()) (4.11) 
where g(?.)(K(X)) denotes the total frequency of individuals in 
which the sub-haplotype, at the loci belonging to subset S, is 
KW. 
fLE(y1,y2 1 ...,y)= fl f((y) (4.12) 
where f(X)(y x) denotes the total frequency of individuals in which 
the sub-haplotype (K(X)) at the loci belonging to subset S, 
satisfies the condition A(KW) = yx.. 
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Now, consider a more general population, whose genotype 
frequencies satisfy the conditions 
g(K) 	 9L(K) 
f(A(K(')),...,A(K("))) = fLE(A(K(')),...,A(K("))) 
V g(X)(K(X)) 
	
= I-I 	f(k) LE(Y%) 	(4.13) 
Equation (2.10) can be written in the form 
P(z) = 
 
(ui,...,u)i+.+u=u (vi,...,v):vi+...+v=v f(u) 
	f(v) 
.( 
I:A(I(l))=ui... A(I(v))=u 	J:A(J(1) )=v1... A(J ( ") )=v 
_ g(I) 	g(J) 	n zAa(I)+zAa(J) 
f(ui,...,u) f(vi,...,v)_ H ( 	2 	1 1
(4.14) 
a=1 
Substituting in (4.13), this becomes 
P(z) = 
 
(ui,...,u)i+...+uv=u (vi,...,v):vi+...+v=v f(u) 
	f(v) 
I:A(I( 1 ))=u... A(I(v))=u 	JA(J(1))=v... A(J(v))=v 
V g(X)W?.)) g(X)W?.)) 





f(ui, ... ,u) f(vi,...,v) 
= 
(ui,...,u)ui+_+u=u (vi,...,v):vi+.+v=v f(u) 	f(v) 
V 
•11 
=i I():A(I(X))=u?. J (X) :A(J() )=v?. 
g()L( 1(x)) g(X)(J(X)) 	zAa( I(X))+zAa(J(?.)) 
f(X)LE(ux) f(X)LE(vx) [1 ( 	2  aESx 
By theorem 1, if the conditions (4.2), (4.3), (4.4), (4.10) together 
with (4.13) and 
ni l  112, ... , n, = 0(n) (4.16) 
are all satisfied, then putting z = exp( iw) one obtains 
g(x)Ox)) g(x)(J(x)) 	zAa(1(?))+zAa(J(X)) 
f(x)LE(ux) f(x)LE(vx) II 	2 aESx 
ux-i-vx VI(X) LE exp(i( 2 	2 -y) as n-*oo, for almost all (ux,vx), for X = 
1, 2, ..., v. (4.17) 
where V(x)LE = 	V. is the component of the genic variance 
aESx 
contributed by the loci belonging to the subset S. VLE = 
V(X)LE . Hence, (4.10) ensures that 






(ui,...,u)i+.+u=u (vi,...,v):vi+...+v=v f(u) 	
f(v) 
V 	 U+V 	V()LEW2 
I-I exp(i( 2 2 	-y) 
f(ui,...,u,) 	 f(vi,...,v) 
=( 	 f(u) f(v) (ui,...,u)ui+.+u=u 	 (V1,...,V)w1+...+V=V 
U+V VLEW2 
.exp(t( 2 )0)  2 
u+v VLEW2 
=exp(t( 2 	2 T),asn 0o, for almost all (u,v).  (4.19) 
Hence (4.6) is established. In fact, it is possible to replace 
condition (4.13) by the slightly weaker condition 
g(K) 	 gLE(K) 
f(A(K(i)),...,A(K(v))) )/( fLE(A(K(1)),...A(K(v)))) - 1 as n - 
for almost all K (4.20) 
The above argument establishes the following theorem. 
THEOREM 3 Consider a haploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked loci. If the conditions: (4.2), (4.3) (4.4), (4.10) are all 
satisfied, and furthermore, there exists a partition of the set of n 
loci into (non-overlapping) subsets (Si, S2, ... , S, , containing ni, 2, 
n, loci respectively, ni + fl2 +...+ nv = n), such that conditions 
(4.16) and (4.20) are also satisfied; then (4.6) is true. 
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In the Fisher-Bulmer model the effect of random mating and 
recombination on the distribution of the additive trait in the 
population, (y), can be represented as an integral equation. 
Writing 4)(y) for the distribution of the additive trait after random 
mating and recombination, the integral equation is 
u=-4- 00 V=+ 00 
4(y) = 	 4(u)4(v)rt(yIu,v)dudv 
(4.21) 
u=_oo v=-oo 
While the derivation of the Fisher-Bulmer model, with its 
Gaussian within-family distributions, t(yIu,v), allows phenotypic 
assortative mating, (4.21) is only true for random mating. 
The integral equation (4.21) assumes a more convenient form 
when one take the Fourier transform 
37-=+ 00 
(w) = 	f e'°Y4(y)dy (4.22) 
y= -oo 
After some manipulation one obtains 
VLEW2 
	
4(w) = exp(- 2 T• 
(-))2 	(4.23) 
The Fourier transform of a distribution is a 'generating function' 
for the moments of that distribution about the origin. The natural 
logarithm of the Fourier transform is a cumulant generating 
function, K((o). So, the cumulant generating function after random 
mating and recombination is given by 
VLEW2 	(0 
K(w) =_ 2 T + 2K() (4.24) 
- a result derived by Bulmer (1980 p:147-150) using a regression 
argument. 
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It is easy to see that in the absence of selection, the population 
will approach linkage equilibrium, where the distribution of the 
additive trait A is Gaussian with variance VLE. 
If VLE —'0 as n-oo then, the within-family distribution of the 
breeding value is degenerate. That is, the breeding value of an 
individual is exactly the mean of the breeding values of its 
parents - as in blending inheritance. This leads to the following 
integral equation for the effect of random mating and 
recombination on the breeding value distribution of the 
population. 
U=+ 00 
= 	f (u)4(2y-u)du (4.25) 
u=-oo 
Taking the Fourier transform, one obtains 
(w) = ( ())2 	(4.26) 
Clearly, VLE=O  can be treated as a special case of the Fisher-
Bulmer model. As in the case of true blending inheritance, (z) 
approaches a delta spike, the variance of the population being 
halved every generation. However, it is important to remember 
that in our model a delta spike, on the scale of the additive trait 
A, does not represent a state in which all genetic variation has 
been lost, but instead corresponds to a population whose genetic 
variance has become negligible relative to its initial value. 
In order to give a clear idea of how much linkage disequilibrium 
is allowed by theorem 2, I will now consider the infinite locus 
limit of a haploid n locus diallelic model, in which the pairs of 
alleles (labelled '+' and' -') segregating at different loci have 
equivalent allelic effects, in the special case where it is in an 
'exchangeable state'. A population of this type is said to be in an 
exchangeable state if all genotypes which carry the same number 
of + alleles, have the same genotype frequencies. The reason for 
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referring to such a population state as an exchangeable state is 
that the set of genotype frequencies (i.e. the state of the 
population) remains unchanged if one relabels the loci (1,2,...,n) 
using any permutation of these n labels. Furthermore, if as here, it 
is assumed that all n loci are unlinked, then the effect of 
recombination on the population remains unchanged when the loci 
are relabelled in this way. The existence of these symmetries in 
the allelic effects on the trait, and in the state of the population 
(the genotype frequencies), ensures that the within-family 
distributions, averaged over all parental genotypes which have 
the same phenotype, do not depend on the state of the population 
(just as in the Fisher-Bulmer limit), however far it may be from 
linkage equilibrium. This suggests that the infinite locus limit in 
this situation may be the Fisher-Bulmer model, even when there 
is substantial linkage disequilibrium. 
In a diallelic model, the constraint that &a = 0 implies that 
Paaa,+ = - qacza,_ (4.27) 
where Pa  is the frequency of the + allele at locus a, and palqa  is 
the frequency of the - allele. 
To simplify the algebra, it is usual to write a,+ = q acz a, and aa,_ = 
Paaa, so that 
- aa,_ = aa (4.28) 
I am introducing the further assumption that the allelic effects at 
different loci are equivalent. Hence aa = a, for a= 1,2,...,n. 
The assumption that the population is in an exchangeable state 
implies that Pa = p, for a= 1,2,...,n. Therefore a a,+  = qa, and aa, = 
- pa, for a=1,2,...,n. 
In this model, if a = O(nP), 0 <p <1, and VLE = npqa2 = 0(1), then 
(4.2), (4.3), (4.4), and (4.10) are all satisfied. Furthermore, the 
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assumption that the population is in an exchangeable state implies 
that 
g(K) - gLE(K)n 
f(A(K)) - fLE(A(K)) = (k) 
-1 ,  for all K. 
(where k denotes the number of loci in genotype K which are 
occupied by + alleles) so that condition (4.8) (and the weaker 
condition (4.20)) is trivially satisfied. Hence the following 
corollary to theorem 2 is established. 
COROLLARY 1. Consider a haploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked diallelic loci, the allelic effects at each locus being 
equivalent (a 211+ = qaa, ca,_ = -Pa(x). If the conditions: 
u=O(IrP),0<p<1 (4.29) 
VLE = npqa 2 = 0(1) (4.30) 
and, the population is in an exchangeable state (4.31) 
are all satisfied, then (4.6) follows. 
Corollary 1 gives a simple set of sufficient conditions for the 
Fisher-Bulmer model to arise in the infinite locus limit. This result 
can be derived without using theorem 2, by inserting the normal 
approximation to the binomial distribution (Feller 1945) and the 
normal approximation to the hypergeometric distribution 
(Nicholson 1956) into the formula for the within-family 
distributions of a haploid population which has n unlinked 
diallelic loci, with equivalent allelic effects at each locus, and 
which is in an exchangeable state (equation A2 of Barton 1993). 
To illustrate how much more general theorem 3 is in comparison 
to theorem 2, consider a haploid population in which the set of n 
unlinked diallelic loci (in which the pairs of alleles, labelled '+' and 
37 
'-', segregating at different loci have equivalent allelic effects) is 
partitioned into two (non-overlapping) subsets, S1, S2, containing 
ni, 112, loci respectively (ni + n2=n). Each set of loci, taken by itself, 
is exchangeable. This implies that 







(where ki, k2, denote the number of loci in genotype K, belonging 
to subsets S1, S2, respectively, which are occupied by + alleles) so 
that condition (4.20) is trivially satisfied. However, in this case 
condition (4.8) is not satisfied. 
In any population, the total contribution to the additive genetic 
variance from pairwise linkage disequilibrium is given by C = VA-
VLE. Corollary 1 requires that VLE = 0(1), but imposes no 
restriction on VA.  As mentioned earlier, any informative 
quantitative genetic model must have VA = 0(1). So, clearly 
theorem 2 allows a population in an exchangeable state, with C = 
0(1), to have the Fisher-Bulmer model as its infinite locus limit. 
However, as the first example in the introduction (where the 
Fisher-Bulmer model fails) demonstrates, there are ways of 
making C = 0(1) which are not compatible with the Fisher-Bulmer 
model. These latter situations appear to be excluded by theorem 
2. With a little more attention to the set of sufficient conditions in 
theorem 3, it may be possible to obtain a set of conditions which is 
both necessary and sufficient for the Fisher-Bulmer model to arise 
in the infinite locus limit). 
In a population where an additive trait is determined by n 
unlinked loci, with an equivalent set of allelic effects at each locus, 
it is easy to see that if the population is initially in an 
exchangeable state, then it will remain exchangeable as it 
responds to selection acting on the additive trait. So, if such a 
population initially satisfied condition (4.8) (and hence the weaker 
condition (4.20)), then it will continue to do so. Furthermore, if a 
population initially satisfied all the conditions in corollary 1, then 
it win continue to satisfy them until the allele frequencies have 
changed sufficiently to violate condition (4.31). What can be said 
when the n unlinked loci have arbitrary distributions of allelic 
effects? How much selection (how strong, for how long) must act 
before a population, which initially satisfied condition (4.20), 
eventually violates it? 
5 AN ALTERNATIVE INFINITE LOCUS LIMIT. 
In this section I consider the case where the aa,r = O(n 1 ). Recall 
that in this case, as n tends to infinity, A(X) becomes a continuous 
random variable, while its range remains a finite interval, and the 
genic variance tends to zero (for arbitrary allele frequencies). 
In section 2, I centred the distributions of allelic effects (a = 0). 
This was convenient for the derivation of the Fisher-Bulmer 
model, but it is of no advantage here. Instead I will assume (also 
n 
without loss of generality), that minx{A(X)I = 	minrIaa,rJ = 0, 
a=1 
n 
and maxx{A(X)1 = 	maxr {aa , r = 1, so that A(X) is distributed on 
a=1 
the unit interval [0,1]. 
I want to find sufficient conditions for the within-family 
distributions to be degenerate (have zero variance) in the limit. 
The variance of the offspring of a cross between haploid parents 
with genotypes X and Y, is given by 
in (A
a(X)Aa(Y)) 2 0(fl 1 ) (5.1) 
a=1 
which tends to zero as n - 00 
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Therefore the within-family distribution of a cross involving any 
pair of parental breeding values u,vE[O, 1], will be degenerate. This 
must be true, however much assortative mating there may be 
(even genotypic assortative mating is allowed). The following 
theorem is now established. 
THEOREM 4 Consider a haploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked loci. If the conditions: (4.2), 
cza,r = O(n 1 ), for all alleles, at almost all loci (5.2) 
n 	 n 
and, 2 minr {a a , r} = 0, 	maxr {a a , rl = 1 (5.3) 
a=1 	 a=1 
are all satisfied, then in the limit as n tends to infinity, A(X) 
becomes a continuous random variable on the range [0,1], and the 
within-family distributions are degenerate (for all pairs of 
parental phenotypes u,ve[0, 11). 
The breeding value of an individual is exactly the mean of the 
breeding values of its parents - as in blending inheritance. This 
apparent blending inheritance, which occurs on a finite interval, 
differs from the apparent blending inheritance encountered in 
section 4 (which occurred on the unbounded interval (- oo, +00)). 
This argument, leading to a degenerate within-family distribution 
for the breeding value, no longer applies if the loci are linked. In 
general, the variance of the offspring of a cross between haploid 




+ 	 (- - ra,b)(Aa(X)-Aa(Y))(Ab(X)-Ab(Y)) (5.4) 
(a,b) :a;-b 
Ere 
where ra,b denotes the recombination fraction between locus a 
and locus b. Clearly, when the ra,b ;- it can no longer be 
concluded that the variance is of order n - 1 . 
The degenerate within-family distribution leads to the following 




f(y) =f 4(u)4(2y-u)du 	(5.5) 
u=ma.x(0,2y- 1) 
While the derivation of this infinite locus limit, with degenerate 
within family distributions, allows both phenotypic and genotypic 
assortative mating, (5.5) is only true for random mating. 
The integral equation (5.5) assume a more convenient form when 
one takes the Fourier transform (see 4.22). 
= ( 	)2 	(5.6) 
This is identical to (4.26), which applies to the degenerate case of 
the Fisher-Bulmer model, where VLE = 0. However, the present 
infinite locus limit differs from the degenerate case of the Fisher-
Bulmer model with regard to the set of initial distributions which 
are permissible. In the case of the Fisher-Bulmer model, any 
distribution on the unbounded interval (-00,  -i-oo) is allowed, while 
in the present case, only distributions on the unit interval [0,1] are 
permissible. 
It is easy to see that in the absence of selection the population will 
approach linkage equilibrium, where the distribution of the 
additive trait A is a delta spike located on the interval [0,1]. So, 
just as in the case of true blending inheritance, (w) approaches a 
delta spike, the variance of the population being halved every 
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generation. However, here, as in the degenerate case of the Fisher-
Bulmer model, a delta spike on the scale of the additive trait A, 
does not represent a state in which all genetic variation has been 
lost, but instead corresponds to a population whose genetic 
variance has become negligible relative to its initial value. 
6 DISCUSSION. 
Even in the case of an additive trait determined by a large 
number of unlinked loci, each of small effect, the Fisher-Bulmer 
infinitesimal model is an inadequate approximation if there is too 
much linkage disequilibrium (of a form which violates condition 
4.20 of theorem 3). If the linkage disequilibrium among the many 
loci determining an additive trait is so strong that the genetic 
variance is of the same order as the range of the additive trait, 
then in order to simplify the effects of mating and recombination 
on the population by taking the infinite locus limit, one must 
accept the (rather drastic) simplification of degenerate within-
family distributions. 
One must be cautious when applying infinite locus models to 
problems in evolutionary biology. It is important to know how 
many loci must be included before an infinite locus model is a 
good approximation for a finite locus model. Even when the short 
term behaviour of an infinite locus model is in close agreement 
with finite locus models, it may depart considerably in its long 
term behaviour, or as it approaches an equilibrium. Infinite locus 
models may predict equilibria which can not exist when the 
number of loci is finite. For example, the recombination-selection 
equilibrium predicted for the Fisher-Bulmer model under 
stabilising selection (Bulmer 1980, p:150-152), corresponds to a 
slowly changing 'quasi-equilibrium' when the number of loci is 
finite. The Fisher-Bulmer model may predict a continuing 
response when an n locus model would eventually reach some 
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limit. Hence, it is necessary to complement studies using the 
Fisher-Bulmer model with similar studies using n locus models. 
This will usually require computer simulations. 
The value of the Fisher-Bulmer model and other infinite locus 
limits to evolutionary biology lies in their simplicity, and not in 
the closeness of their resemblance to natural populations. If one's 
aim is to make quantitative inferences about a natural population, 
then a realistic (and usually elaborate) model is required 
(necessitating computer simulations). The relative simplicity of 
the dynamics of infinite locus models makes them ideal for 
investigating the types of qualitative behaviour which are 
possible, and which may also be typical of more realistic finite 
locus models. The dynamics of the macroscopic variables can be 
followed on their own, without following the detailed dynamics of 
the microscopic variables. Furthermore, because the relationship 
between the macroscopic variables and the underlying 
microscopic variables in these models is relatively easy to 
comprehend, they are particularly useful for interpreting the 
behaviour of more realistic multilocus models. Two examples will 
illustrate the value of infinite locus models. 
Barton (1983) suggested that for a hybrid zone maintained by a 
balance between migration and selection against hybrid 
genotypes, a 'phase transition' may occur in the 'shape' of the 
hybrid zone (that is, in the shapes of the concordant dines in 
allele frequency at each locus), as the strength of selection 
increases relative to recombination, at least whenever hybrid 
unfitness is determined by a large number of loci each having a 
small effect. A closely related phase transition was discussed by 
Franklin and Lewontin (1970). The existence of such a phase 
transition would mean that at a certain critical point, a minute 
increase in the strength of selection relative to recombination 
would cause an abrupt heightening of the step in the concordant 
climes in allele frequencies at the centre of the zone. This would 
have implications for attempts to estimate the strength of 
selection, and other parameters, in narrow hybrid zones. The 
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interactions between selection, recombination and migration are 
of interest in their own right, the central issue being the extent to 
which selection prevails, so that the fittest genotype spreads. 
The infinite locus limit described in section 5 is an appropriate 
framework in which to investigate the qualitative properties of 
the phase transition, if it exists; and preliminary results suggest 
that it does. (This infinite locus model assumes unlinked loci, so 
the strength of recombination can not be varied, although the 
strength of selection can). This problem will be discussed in a 
future paper. The next problem is to investigate whether or not a 
similar transition occurs in more realistic finite locus models. 
Finally, if this phase transition turns out to be a robust 
phenomenon, one could try to discover on which side of the phase 
transition naturally occurring hybrid zones lie. 
When there is (multiplicative) epistasis in fitness between 
deleterious alleles segregating at different loci, there is linkage 
disequffibrium at mutation-selection balance. This linkage 
clisequffibrium, generated by selection against deleterious alleles, 
exerts a selection pressure on the recombination rates, and on 
outcrossing rates (Kondrashov 1982, 1984, 1988). Kondrashov 
(1984) and Charlesworth (1990) introduced a Gaussian 
approximation resembling the special case of the Fisher-Bulmer 
model where the phenotypic distribution is Gaussian (except that 
unlike the Fisher-Bulmer model, the genic variance is equal to the 
population mean, and so can change in response to selection). This 
Gaussian approximation was successfully used by these authors to 
investigate which patterns of epistasis favour increased 
recombination and out crossing, and which favour their decrease. 
It is to be hoped that the conclusions reached will remain valid for 
more realistic finite locus models with more general linkage maps. 
APPENDIX A. 
The fact that the variance VA of the breeding values is of order 1, 
implies that almost all individuals in the population have a 
breeding value which is of order 1. The proof is a straightforward 
application of Chebyshev's inequality: 
VA P(IA(X)I ~: R) !!~ 	 (Al) 
This can be written as 
y=+R 




hmROO 	f 4(y)dy ~t 1 	(A3) 
y=-R 
However, the left hand side can not possibly exceed 1. Hence 
y=+R 
limpoo 	f 4(y)dy = 1 	(A4) 
y=-R 
This is equivalent to the statement: almost all individuals in the 
population have a breeding value which is of order 1. This 
eliminates the possibility that a significant proportion of 
individuals in the population have breeding values which are 
scaled to y= ±00 . The proof is complete. 
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APPENDIX B. 
In this appendix, I derive theorem 1. 
For a population in linkage equilibrium 
n 	ma ma 	(zaa,r+zaa,$) 
1-I ( Pa,rPa,s 	2 	
aa,raa,$) 
a=1 r=1 s=1 
n zAa(I)+zAa(J) 
= 	gLEWgLE(J)( n ( 	2 	)A(I)A(J) 
I J 	 a=1 
= 	( 	 gLE(I)gLE(J)PIJ(z) )UV (Bi) 
u v I:A(I)=u J:A(J)=v 
(Here, z,, are simply the arguments of generating functions. The 
above identity is true for all values of these variables.) 
Therefore 
n 	ma ma 	(zaa,r+zaa,$) 
1-I I 	I Pa,rPa,s 	2 	
,aa,raa,$) 
a=1 r=1 s=1 
=. 	fLE(u)fLE(v)PuvLE(z)'' (B2) 
u  
Using the identity 
(zaa,r+zaa,$) = z(aa,r+ aa,$)/2 + - (zaa,r/2 - zaa,s/2)2 (B3) 
2 
one can write 






= 	Pa,rPa,s z(ca,r + cta,$)/2 aa,rcLa,s 
r=1 s=1 
Ma ma 
+ 	Pa,rPa,s (zua,r/2 - 2aa,s/2)2aa,raa,s 
r=1 s=1 
	
Ma 	 ma 
= ( Pa,r zaa,r/Z aa,r)( 	Pa,s zcLa,s/2 aa,$) 
r=1 	 s=1 
1 ma ma 
+- 	
Pa,rPa,s (zaa,r/2 - zaa,s/ 2 ) 2 ,cza,raa,s (134) 
r=1 s=1 
I now put z=exp(iw), =exp(iO), =exp(u), (where L = Ji), so that 
( 2 
(zaa,r/2 - zaa,s/2)2 = (cta,r - aa,$)2 T + 0(Iaa , r 1 3 ) + O(Ia a, s 1 3 ) 	(135) 
(In writing this order statement, I am assuming that aa,r, Ua,s 0 
,asn—oo.) 
Inserting this into (134) one obtains 




Ma 	 ma 
= ( 	Pax zca,r/2 aa,r)( 7, Pa,s z"1,s"2 i,$) 
r=1 	 s=1 
1 ma ma 	 ( 2 
- ( 	Pa,rPa,s (aa,r - aa,$)2 T r=1 s=1 
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Ma ma 
+ 2 	7, pa,rpa,s(O(Icta,r1 3) + O(Iaa, s 1 3)) 
r=1 s=1 
ma 	 ma 
= (7, Pa,r zaa,r/2 aa,r)( 	Pa,s Z,s/2 aa,$) 
r=1 	 s=1 
Ma 
- Va 	+0( 1 pa,rlaa,r1 3 ) ) (B6) 
r=1 
Hence 




ma 	 ma 
= 	Pa,r z°a,r/2 aa,r)( 	Pas Z°'- aa,$)(1 - Va 	+ Ra(n)) 
r=1 	 s=1 
(B.7) 
ma 
where Ra(n) = O( I Pa,rlaa,r1 3 ) 
r= 1 
(In writing this order statement, I am assuming that aa,r - 0 , as 
n — oo, for all alleles segregating at locus a.) 




(u±vr) ).exp(LOu).exp(ulv) ) 
U  
n 
x fl (lVaT+Ra(fl)) 
a=1 
u+v 
= U Z fLE(u)fLE(v).exp(uo( 2 )).exp(9u).exp(i7v) ) 
U  
n 










x exp( -VLE 	+ R(n)) (B9) 
where 
n 
R(n) = 	Ra(fl) (B 10) 
a=1 
Hence 
n m a 
R(n) = O( 	Pa,rl(xa,r 13 ) (Bil) 
a=1 r=1 
(in writing this order statement, I am assuming that condition 
(4.2) holds.) To proceed with the proof, I must impose condition 
(4.4), so that 1im,00 R(n) = 0. Now, letting n tend to infinity in 
(B9), one obtains in the limit 
u=+oo v=+oo 
5 	5 OLEMOLEM. iLE(().exp(8u+tflv)dudv 
U=-oo V=-oo 
U+°°V+°° 	 u+v 
J 	I LE(u)4LE(v).exp(1()w-VLE).exp(tOu+u1v)dudv 
u=-oo v=-oo 
(B 12) 
Condition (4.3) ensures that the integrals extend over the 
unbounded interval (oo, +00) 
Here LE(Y)  denotes the probability density of the additive trait 
(breeding value) in the population (which is in linkage 
equilibrium), and Ku,v LE(CO) denotes the Fourier transform of the 
probability density of the breeding value of an offspring 
conditional upon its parents having breeding values u, v 
respectively. For a population which is in linkage equilibrium, VLE 
= VA = 0(1). 
Inverting the Fourier transforms with respect to both 0 and r, 
yields (4.6). This completes the proof of theorem 1. 
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CHAPTER 3. 




I investigate the infinite locus limit of a diploid population genetic 
model where an additive trait is determined by unlinked loci, to 
find the conditions under which this limit is the classical Fisher -
Bulmer model (the within-family distributions are Gaussian with 
mean at the mid-parent value, and a variance which is the same 
for all crosses and which remains constant from one generation to 
the next). 
First, I derive an infinite locus limit of a diploid population genetic 
model which is in linkage equilibrium, but not necessarily in 
Hardy-Weinberg equilibrium. This limit is a generalisation of the 
Fisher-Bulmer model. Next, I show that this generalisation of the 
Fisher-Bulmer model also arises when there is linkage 
disequilibrium, provided that it is of a certain form. 
In the classical Fisher-Bulmer model, the within-family variance is 
equal to half the genic variance, which depends only on the allele 
frequencies at each locus, and remains constant from one 
generation to the next. Unfortunately the generalisation of the 
Fisher-Bulmer model is of limited use for modelling the response 
to phenotypic selection, because the within-family variance 
depends on the Hardy-Weinberg disequilibria at each locus, and 
Hardy-Weinberg disequilibrium generated by selection can not be 
predicted from the phenotypic distribution. 
The generalised model reduces to the classical Fisher-Bulmer 
model when the population is in Hardy-Weinberg equilibrium. I 
establish a set of sufficient conditions for the classical Fisher -
Bulmer model to arise in the infinite locus limit. These conditions 
include Hardy-Weinberg equilibrium, but linkage disequilibrium 
is allowed, provided that it is of a certain form (theorem 4). 
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I INTRODUCTION. 
I investigate the infinite locus limits of a diploid population 
genetic model, in which an additive trait is determined by 
unlinked loci. The trait is additive, both across loci (there is no 
additive epistasis), and within loci (there is no dominance), and 
has no environmental component. Hence it is identical to its 
breeding value. The conditions under which the classical Fisher-
Bulmer model arises are considered in detail. First, I derive a 
generalisation of the Fisher-Bulmer model which may arise when 
there is Hardy-Weinberg equilibrium. 
In the previous chapter, I showed that for the analogous haploid 
model, linkage equilibrium, together with conditions to ensure 
that no locus makes too large a contribution to the variation in the 
trait, are sufficient to ensure that the classical Fisher-Bulmer 
model arises in the infinite locus limit. That is, the within-family 
distributions are Gaussian, with mean at the mid-parent value, 
and a within-family variance which is the same for all crosses in 
the population (and is equal to half the genic variance). This is 
true even if one allows phenotypic assortative mating (where it is 
assumed that genotypes having the same phenotype are 
equivalent in terms of mate choice). Here, I show that, similarly, 
for the diploid model, these same conditions are sufficient to 
ensure that in the infinite locus limit the within-family 
distributions are Gaussian with mean at the mid-parent value, and 
a variance which is the same for all crosses. If, in addition to these 
assumptions, the population is in Hardy-Weinberg equilibrium, 
then the within-family variance is equal to half the genic variance. 
This is the classical Fisher-Bulmer model. The genie variance 
depends only on the allele frequencies at each locus, and in this 
infinite locus limit it remains constant from one generation to the 
next. 
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If the population is not in Hardy-Weinberg equilibrium just before 
mating takes place, then the within-family variance is still the 
same for all crosses, but it is no longer equal to half the genic 
variance (nor is it equal to half the genetic variance of the 
population). In this generalisation of the Fisher-Bulmer model, the 
within-family variance depends not only on the allele frequencies, 
but also on the Hardy-Weinberg disequilibria at each locus. 
How much linkage disequilibrium is consistent with this 
generalisation of the Fisher-Bulmer model? I establish a set of 
sufficient conditions for the generalised Fisher-Bulmer model to 
arise in the infinite locus limit of the diploid population genetic 
model. These conditions allow some linkage disequilibrium, 
provided that it is of a certain form. Finally, I present a set of 
sufficient conditions for the classical Fisher-Bulmer model to arise. 
These conditions include Hardy-Weinberg equilibrium, but linkage 
disequilibrium is allowed, again provided that it is of a certain 
form. The form of linkage disequilibrium allowed here is the same 
as that allowed in the analagous haploid model, considered in the 
previous chapter. 
2 THE ADDITIVE MODEL. 
I consider a diploid population, in which an additive trait, with no 
environmental component, is determined by n unlinked loci. An 
arbitrary number of discrete alleles segregate at each locus. In 
sections 3, I investigate the limit as n tends to infinity. Throughout 
it is assumed that the population is infinite, and that generations 
are discrete and non-overlapping. Phenotypic assortative mating 
is allowed, but it is assumed that all genotypes having the same 
phenotype are equivalent in terms of mate choice. 
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The alleles segregating at the ath locus are numbered from 1 to 
ma. Each distinct haplotype can be represented by an ordered n-
tuplet, in which theath element is the number assigned to the 
allele which occupies locus a in that haplotype. The upper case 
symbols I, J, K, (and I, J,  K*), will be used to represent 
haplotypes. Each diploid genotype will be represented by an 
unordered pair of haplotypes (K,K*), - the haplotypes K,K*,  are the 
haploid genotypes of the gametes which united to form the diploid 
genotype. Of course, in the present case, where all loci are 
unlinked, all diploid genotypes carrying the same pairs of alleles 
at each locus will produce the same distribution of gametes. It is 
only when loci are linked that these differences in the parental 
origin of alleles are associated with differences in behaviour at 
meiosis. The notation adopted here facilitates generalisation to 
allow linkage, and even genome imprinting. 
Let A(K,K*)  denote the value of the additive trait expressed by an 
individual carrying the diploid genotype (K,K*).  For an additive 
trait the allelic effect (average effect) of an allele on the trait is 
constant, and is independent of the genotype frequencies in the 
population. Let aa,r denote the effect of allele r at locus a, and Pa,r 
its frequency. Let Pa,r,s  denote the total frequency of diploid 
genotypes carrying one copy of allele r and one copy of allele s, at 
locus a. I define the 'Hardy-Weinberg disequffibrium', Ca,r,s, 
between alleles r and s, at locus a, as 
Ca,r,s' Pa,r,s - 2Pa,r•Pa,s (2.1) 
For haplotypes, I define 
n 
A(K) = 	Aa(K) 	(2.2) 
a=1 
where Aa(K) is the effect of the allele which occupies locus a in 
haplotype K. 
For diplotypes, I define 
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n 
A(K,K*)= 	(Aa(K) + Aa(K*)) =A(K) + A(K*) 	(2.3) 
a=1 
The distribution of the genotypic effect at locus a is the 
distribution of the random variable Aa(X)+Aa(X*), where (X,X*)  is 
the genotype of an individual chosen at random from the 
population. Let &a denote the mean allelic effect at locus a. 
Ma 
eta = 	Pa,r aa,r 	(2.4) 
r=1 
The mean genotypic effect at locus a is 2a.  Let Va denote the 
variance of the genotypic effect at locus a. 
ma 	 - 
Va = 	Pa,r,r (2c.ta,r - 2cta) 2 + 	Pa,r,s (cza,r + aa,s - 2a) 2 
r=1 	 (r,$):r;-s 
= 	2Pa,rPa,s (a a , r - cxa,$) 2 
(r,$) :r;-s 
+ 	I 	I 	2Pa , r , r*Pa , s , s* (cta,r - u a , r*)(aa, s - aa , s*) (2.5) 
(r,r*) :r#r* ( s ,s*) :s;- s* 
These summations are taken over unordered pairs of alleles (r,$). 
If locus a is in Hardy-Weinberg equilibrium, then 
Va = Va 11W = 	2Pa,rPa,s (aa,r - aa,$) 2  (2.6) 
(r,$):r;.-s 
The genic variance of the additive trait is given by 
II 
VHWLE= 	Va.jpr (2.7) 
a=1 
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Let g(K,K*)  denote the frequency of individuals carrying genotype 
(K,K*). Let f(y) denote the frequency of individuals expressing the 
value y for the additive trait A. Hence 
f(y) = 	 g(K,K*) 	(2.8) 
(K,K*) : A(K,K*)=y 
Let A denote the mean, and VA denote the variance (the additive 
genetic variance) of the trait A in the population. For convenience 
(and without loss of generality), I will assume that the mean of 
the allelic effects at each locus is zero, &a =0, and hence that the 
mean of the additive trait is also zero, A =0. 
I now introduce a number of probability distributions, and their 
generating functions, which play an important role in the 
derivation of the Fisher-Bulmer model presented in section 3. Let 
p(yI(I,I*),(JJ*)) denote the probability that a randomly chosen 
offspring expresses the value y for trait A, given that its parents 
have genotypes (1,1*)  and (J,J*)•  The probability distribution 
p(y(I,J*),(J,J*)) is determined by the parental genotypes 
(J,J*),(J,J*), and does not depend on the genotype frequencies in 
the population. The generating function of this distribution is 
P(I,*),(J,J*)(z) = 	p(yI(I,I*),(J,J*)). zY 	(2.9) 
y 
where the summation is taken over all distinct values, y, which 
the trait of the offspring could assume. 
Unlinked loci segregate independently at meiosis. Hence 
P(I,I*),(J,J*)(z) 




n zAa(I)1.zAa(J) zAa(I*)+zAa(J * ) 
=n( 	2 	 2 	)(2.1O) a=1 
Let p(ylu,v) denote the probability that a randomly chosen 
offspring expresses the value y for trait A, given that its parents 
expressed values u, v respectively. Throughout this paper, p(ylu,v) 
will be referred to as the within-family distribution. The 
probability distribution p(ylu,v) does depend upon the genotype 
frequencies in the population. Using the assumption that haploid 
individuals with the same phenotype are equivalent in terms of 
mate choice regardless of their genotypes (phenotypic assortative 
mating is allowed), it is easy to show that 
p(ylu,v) 
g (I,I*) g(JJ*) 
= 	 f(u) 	
f(v) p(yI(I,I*),(J,J*)) 
(J,J*) :A(I,I*)=u (JJ*)..A(JJ*)=v 
(2.11) 
The generating function of the within-family distribution p(ylu,v) 
is defined as 
P(z) = 	p(ylu,v).zY 	(2.12) 
y 
where the summation Is taken over all distinct values y, which the 
trait of the offspring could assume. 
Inserting (2.11) into (2.12), and changing the order of summation, 
one obtains 
P(z) 
g ( J,J*) g(JJ*) 
= 	 f(u) f(v)  (J,J*) :A( 1,1*)  =u (JJ*)  ..A(JJ*) =v 
(2.13) 
This result plays an important role in the derivation of the Fisher-
Buliner model in section 3. 
3 DERIVATION OF THE FISHER-BULMER MODEL. 
In this section, I derive a generalisation of the Fisher-Bulmer 
model which arises when there is Hardy-Weinberg equilibrium, 
provided that no locus makes too large a contribution to the genic 
variance. First I assume linkage equilibrium (theorem 1), then I 
allow linkage disequilibrium of a certain form (theorems 2 and 3). 
Finally, I show that the classical Fisher-Bulmer model arises in the 
infinite locus limit, provided that the population is in Hardy-
Weinberg equilibrium, and that in a certain sense the population 
is not too far from linkage equilibrium (theorem 4). 
Putting z=exp(tw) (where i. = \/:i ) , I define 	w) as the infinite 
locus limit of the generating function P(z). 
uv(w) = limoo [P(exp(Lw)) ii 	(3.1) 
In the appendix, I derive the following theorem, where VWFLE, 
the within-family variance for a population in linkage 
equilibrium, is defined as 
in 
VWFIJ3 = 	 pa,r,s.(aa,r - aa,$) 2 (3.2) 
a=1 (r,$):r; ,, s 
THEOREM 1 Consider a diploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked loci. If the conditions: 
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cta,r - 0 , as n - oo, for all alleles, at all loci (3.3) 
aa,r = O(n- P), 0 <p < 1, for all alleles, at almost all loci (3.4) 
n ma 
Pa,r1Ca,r1 - 0,as n - 00 (3.5) 
a=1 r=1 
VWFLE = 0(1) (3.6) 
and, the population is in linkage equilibrium (3.7) 
are all satisfied, then 
u+v 
uvLE() = exp(i( 2 )W-VWFLE  T , for almost all (u,v) (3.8) 
This is the Fourier transform of a Gaussian distribution, 
JtLE(ylu,v), with mean at the mid-parent value, and variance, 
VWFLE, which is the same for all crosses. 
This is a generalisation of the classical Fisher-Bulmer model. The 
within-family variance for a population in linkage equilibrium can 
be split into two components, one representing the within-family 
variance of a population with the same allele frequencies but in 
which each locus is in Hardy-Weinberg equilibrium, and the other 
component representing Hardy-Weinberg disequffibrium. 
VWFLE = VHWLE +CLE (3.9) 
where 
n 
VHWLE = 1 	2 Pa,rPa,s (aa,r - aa,$) 2 (3.10) 
a=1 (r,$):r;-s 
ME 
is the genic variance, and 
in 
CL  = . 	 Ca,r,s (aa,r cta,$) 2 (3.11) 
a=1 (r,$):r;-s 
Clearly, it is only in the special case where each locus is in Hardy-
Weinberg equilibrium that VWFLE = VLE , in which case VLE 
=VHWLE is now the genic variance. 
It is easy to generalise the above argument to allow some linkage 
disequffibrium. The subscript 'LE' will be used to indicate that a 
quantity refers to a population with the same allele frequencies as 
the population under consideration, but which is in linkage 
equilibrium. The subscript '11W' will be used to indicate that a 
quantity refers to a population in which each locus is in Hardy-
Weinberg equilibrium. Recall the definition (2.13) of the 
generating function P(z), for a general population. For a 
population with the same allele frequencies, but which is in 
linkage equilibrium, this becomes 
PuvLE(z) = 
g (J , J*) g (J,J*) 
(I,I*) :A(I,I*)=u (JJ*)(JJ*) v  fLE(u) 	fLE(v) 
 
(3.12) 
Recall that P(I,I*),(J,J*)(z) does not depend upon the genotype 
frequencies in the population. Therefore, if I impose the condition 
g(K,K*) )/( g(JçK*) 
- (f(A(K,K*)) fLE(A(K,K*))) 	1 as n -, 	for almost all (K,K*) 
(3.13) 
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which restricts the way in which the population can depart from 
linkage equilibrium, then 
P(z) Puv u(z) , as n-,00, for almost all (u,v) (3.14) 
Hence, in the infinite locus limit, the within-family distribution is 
the same as it would be in a population with the same allele 
frequencies, but which is linkage equilibrium. So, as before UV( (o) 
is given by (3.8). Again, the Fisher-Bulmer model has been 
derived. 
This argument establishes the following theorem. 
THEOREM 2 Consider a diploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked loci. If the conditions: (3.3), (3.4) (3.5), (3.6) and (3.13); 
are all satisfied, then (3.8) is true. 
As in the haploid case, it is possible to generalise this result still 
further. First, some new notation is required. Partition the set of n 
loci into v (non-overlapping) subsets (Si, S2, ... , S,), containing ni, 
n, loci respectively (ni + n +...+ n, = n). Let (K(l),K*(i)), 
,(K(v),K*(v)), denote the components ('sub- 
diplotypes') of diplotype (K,K*),  specifying the alleles which 
occupy the loci belonging to the subsets Si, S2, ... , S,, respectively. 
Let f(yi, y, ... , y), denote the frequency of individuals whose 
genotype (K) satisfies the conditions: A(KM) = yi, A(K(2)) = y,..., 
A(K) = Yv. 
For a population which is in linkage equilibrium 
V 
g (K,K*) = 1-I g(X)(K(?.),K*(X)) (3.15) 
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where g()(K(X),K*(X)) denotes the total frequency of individuals in 
which the sub-diplotype at the loci belonging to subset S, is 
(K(X) ,K*(X)) 
V 
fLE(Y1,Y2,...,Yv) 	1-I fLE(y) (3.16) 
x=1 
where f() (y) denotes the total frequency of individuals in which 
the sub-diplotype (K(X),K*(X)) at the loci belonging to subset S, 
satisfies the condition A(K(X),K*()) = y 
Now, consider a more general population, whose genotype 





= g f(X)LE(y) 	(3.17) 
Equation (2.13) can be written in the form 
P(z) = 	
f(ui,...,u) f(vi,...,v) 
(ui,...,u)ui+_+u=u (vi,...,v):vi+.+v=v f(u) 
	f(v) 
)=u... A(I(v) ,j*(v) )=u 
(JJ*)(J(l )j*(l 	A(J(v) J*(v) )=v 
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n zAa(I)+zAa(J)  zAa(1*)+zAa(J * ) 
ri 	2 	 2 	) (3.18) a=1 
g (J ,J*) 	g(J,J*) 
f(ui, ... ,u) f(vi,...,v) 
Substituting in (3.17), this becomes 
Puv(Z) = 	
f(uj,...,u) f(vi,...,v) 





V 	g()(I(),J*(X)) g(.)(J(?.)J*(X)) 
1-I f()LE(uX) 	f(X)LE(v) 
zAa(I)+zAa(J) zAa(I*)+zAa(J * ) 
1I ( 	2 	 2 
aES 






zAa(I)+zAa(J) zAa(1*)+zAa(J * ) 




By theorem 1, if the conditions (3.3), (3.4), (3.5), (3.6) together 
with (3.17) and 
fli, fl2, ... , nv = 0(n) (3.20) 





1I ( 	2 	 2 
aESx 
( 2 
exp(L( 2 )w- V(X)WFLE T' as n-oo, for almost all (u,v), for X 
=1,2,...,v. (3.21) 
where V()WFLE = 7, Va WF is the component of the Withifl 
aES 
family variance contributed by the loci belonging to the subset S.. 
V 
VWFLE = I V(X)WFLE . Hence, (3.6) ensures that 
X=1 




(ui,...,u)ui+.+u=u (vi,...,v)wi+.+v=v f(u) 	f(v) 
IMM 
V 	 U).+VX 
F1 exp(t( 2 )wV(X)wFIj -) 
X=1 
f(ui,...,u,) 	 f(vi,...,v) 
=( 	 f(u) f(v) 
(ui,...,u)i++u=u 	 (vi,...,v):vi+...+v=v  
u+v 
.exp(L( 2 )W-VWFLE T 
u+v (02 
= exp(i( 2 )W-VWFLE -y) as n-oo, for almost all (u,v). (3.23) 
Hence (3.8) is established. In fact, it is possible to replace 
condition (3.17) by the slightly weaker condition 
g(K,K*) 	 g(K,*) 
(f(A(K(n*(1 )),...A(K(v),K*(v))) 
- 1 ,asn - oo , for almost all (K,K*)  (3.24) 
The above argument establishes the following theorem. 
THEOREM 3 Consider a diploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked loci. If the conditions: (3.3), (3.4) (3.5), (3.6) are all 
satisfied, and furthermore, there exists a partition of the set of n 
loci into (non-overlapping) subsets (S1, S2, ... , S, , containing ni, 2, 
n, loci respectively, ni + n +...+ n, = n), such that conditions 
(3.20) and (3.24) are also satisfied; then (3.8) is true. 
I will now establish sufficient conditions for the classical Fisher-
Bulmer model to arise in the infinite locus limit. 
we 
For a population which is in Hardy-Weinberg equilibrium, g(K,K*) 
= gp(K).gp(K*), where gh ap(K) is the frequency of haplotype K 
(the haplotypes are the haploid genotypes of the gametes which 
united to form the diploid individual). Hence, one can write 
Pu,v HW(Z) 
ul vj I:A(I)=uj. JA(J)=vi I:A(I*)=u_ul J:A(J *)=vv1 
ghap LE(I)ghap LE(I*)  ghap LE(J)ghap LE(J*) 
fhap LE(u) 	 fhap LE(V) 
n zAa(I)+zAa(J) zAa(I*)+zAa(J*) 
2 	 2 a=1 
= 	fhap LE(U1)fhap LE(u -uI) fhap LE(V1)fhap LE(Vv1) 
ui vi 	fhap LE(U) 	
fhap LE(V) 
.( 	1 	71 
I:A(I)=ui J:A(J)=vi 
ghap LE(I) ghai, LE(J) 	zAa(I)+zAa(J) 





ha LE(I*)  ghap LB(J*)n zAa(I*)+zAa(J*) 
fhap LE(UU1) fhap LE(VV1) 	 2 	
(3.25) 
a=1 
where fhap(Y)  denotes the total frequency of haplotypes for which 
A(K) = y. 
One can now apply the same arguments as were used to derive 
theorems 2 and 3 of chapter 2, to establish sufficient conditions 
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for the classical Fisher-Bulmer model to arise, when the 
population is in Hardy-Weinberg equilibrium. 
Let fhap(Y1, Y2 ... , Yv), denote the frequency of haplotypes (K) 
which satisfy all the conditions: A(K(1)) = y', A(K(2)) = 
A(K) = Yv. 
For a population which is in linkage equilibrium 
V 
ghap LE(K) = 1-1 g(X)h ap LE(K)  (3.26) 
where g(.)h ap(K()) denotes the total frequency individuals in 
which the sub-haplotype at the loci belonging to subset S, is K(X). 
V 
fhap LE(Y1, y21 ... , Yv) = H fhap LE(y) (3.27) 
A.=1 
where f()hap(Yx) denotes the total frequency of individuals in 
which the sub-haplotype (K(X)) at the loci belonging to subset S, 
satisfies the condition A(K()) = y.. 
Suppose that 
ghaj,(K) hao LE(K) 
( fhap(A(K)),...A(K)) )/( fhap LE(A(K ),...A(K(v)))) 	
1, 
asn-oo, for almost all K (3.28) 
One can now apply the same arguament as was used to derive 
theorem 3 of chapter 2, to the two factors in (3.25). This leads to 
the following result. 
me M 
THEOREM 4. Consider a diploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked loci. If the conditions: (33), (3.4), (3.5), (3.6), (3.20), 
(3.28) and 
the population is in Hardy-Weinberg equilibrium (3.29) 
are all satisfied, then (3.8) is true, and VWFLE = VLE. 
The classical Fisher-Bulmer model has been derived. In theorem 
4, because VWFLE = VLE, (3.6) could be replaced by the following 
condition. 
VHWLE=O(l) (3.30) 
The restrictions (3.28) which are here imposed on the linkage 
disequilibrium in a diploid n locus model, to ensure that it 
approaches the classical Fisher-Bulmer model in the infinite locus 
limit, are the same as the restrictions which were placed on the 
linkage disequilibrium in a haploid n locus model in theorem 3 of 
chapter 2. There, I used the special case of a haploid 
'exchangeable' diallelic population to illustrate how much linkage 
disequilibrium is allowed. 
4 DISCUSSION. 
I investigate the infinite locus limit of a diploid population genetic 
model where an additive trait is determined by unlinked loci, to 
find the conditions under which this limit is the classical Fisher-
Bulmer model (in which the within-family variance is equal to 
half the genic variance). 
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Theorem 1 shows that when the population is in linkage 
equilibrium, but Hardy-Weinberg disequffibrium is allowed, a 
generalised Fisher-Buliner model arises, in which the within-
family variance is still the same for all crosses, but it is no longer 
equal to half the genic variance (nor is it equal to half the genetic 
variance of the population). This indicates that Hardy-Weinberg 
equilibrium at each locus is a necessary condition for the classical 
Fisher-Bulmer model to arise in the infinite locus limit. 
Theorems 2 and 3 show that the generalised Fisher-Bulmer model 
may be obtained in the infinite locus limit, even when there is 
linkage disequilibrium, provided that it is of a certain form. 
In which situations is the generalised Fisher-Bulmer model 
applicable, while the classical Fisher-Buliner model is not? 
Felsenstein's (1981) analysis of assortative mating with respect to 
an additive trait (with no additive epistasis, and no dominance) in 
a diploid population (in which the loci are unlinked, diallelic, and 
are all equivalent), demonstrates that as the number of loci 
becomes large, the within-locus correlation (due to Hardy-
Weinberg disequffibrium) becomes negligible in comparison to the 
genic variance, and the correlation between loci (due to linkage 
disequilibrium). Hence, in the infinite locus limit, even if there is 
assortative mating with respect to the additive trait, the 
population of zygotes produced will be in Hardy-Weinberg 
equilibrium. 
Selection acting on an additive trait (with no additive epistasis, 
and no dominance), during the diploid stage, generates Hardy-
Weinberg disequilibrium. However, the analysis of Barton and 
Tureffi (1991) suggests that this will be negligible if the 
population is initially close to Hardy-Weinberg equilibrium. Hence, 
after selection, the population of mature individuals will 
reproduce as predicted by the classical Fisher-Bulmer model (with 
the within-family variance equal to half the genic variance). So, 
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the classical Fisher-Buirner model can be used to model the 
response to selection on an additive trait in a diploid population. 
Appreciable Hardy-Weinberg disequffibrium could still be 
generated by overdominant selection (heterozygote advantage) 
acting at individual loci. The population of zygotes produced each 
generation will still be in Hardy-Weinberg equilibrium, provided 
that mating is not assortative with respect to the genotypes at 
individual loci. However, after overdominant selection, the 
population of mature individuals will now reproduce according to 
the generalised Fisher-Bulmer model, with a within-family 
variance which depends on the Hardy-Weinberg disequilibrium 
generated by selection. The Hardy-Weinberg disequffibria which 
contribute to the within-family variance depend on the details of 
the allele frequencies at each locus. So, the within-family variance 
is not completely determined by the macroscopic variables 
(statistics describing the phenotypic distribution of the 
population), but also depend on microscopic variables (the allele 
frequencies at each locus). As a consequence, this generalisation of 
the Fisher-Bulmer model is of limited use for modelling the 
dynamics of the response to phenotypic selection. 
Assortative mating with respect to the genotype at particular loci 
can maintain Hardy-Weinberg equilibrium at those loci, and at loci 
linked to them (but not at unlinked loci). Assortative mating with 
respect to a trait determined by (possibly a large number of) loci 
exhibiting dominance, may maintain Hardy-Weinberg equilibrium 
at those loci. It could also be generated by inbreeding. However, 
the derivation presented in this paper does not allow for these 
possibilities. 
APPENDIX. 
In this appendix, I derive theorem 1. 
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For a population in linkage equilibrium 
n 
1-I 	2 	7, 	Pa , r , r* Pa , s , s* 
a=l (r,r*)(s,s*) 
(Zaa,r--aa,s + Zcxa,r+cxa,s*+ z(ia,r * +cLa,s + zaa,r * 1aa,s * ) 
4 
.,aa,r+aa,r*cLa,s+cLa,s* ) 
= 	 g(J,J*)g(J,J*) 
( J,J*) (JJ*) 




u v 	(I,I*) :A(I,I*)=u (JJ*).j\(JJ*) v 
g ( J,I*) g (J,J*) 
fLE(u.) 	fLE(V) 	
P(I,I*),(J,J*)(z) )UV (Al) 
Therefore 
n 
1-I ( 	 Pa,r,r* Pa,s,s* 
a=l (r,r*)( s ,s*) 




= 	fLE(u)fLE(v)Pu,v ip(Z)U\' (A2) 
u  
The summations inside the product in (Al) (and A2) are taken 
overunordered pairs of alleles (r,$). 
Using the identity 
(Zaa,r-1-ua,s + zaa,rfa,s*+ zua,r*a,s + zaa,r*1aa,s*) 
4 
= z(cLa,r-1- cxa,r* + I,S + cxa,s*)/2 
1 +(z(aa,r+(xa,$)/2 - z(cxa,r*±a,s*)/2)2 
(z(a,r + aa,s*)/2 - z(aa,r* + cia,$)/2) 2 
(A3) 
one can write 
Pa,r,r* Pa , s,s* 
(r,r*) (s,s*) 
(zaa,r-i-aa,s + zaa,r+cza,s*+ z(xa,r*a,S + zaa,r*aa,s*) 
4 
,cza,r+aa, r*cza,s1cLa,s*) 
= 	 pa,r,r* Pa,s,s* 
(r,r*) (,*) 
2(cza,r + cia,r* + aa,s + aa,s*)/2. ,aa,r+aa,r*cza,s+xa,s * 
+ 2 	1 Pa,r,r* Pa,s,s* 
(r,r*) (,*) 
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(z(a,r + aa,$)/2 - z(aa,r* + aa,s*)/2)2 
+ 
1
(z(ca,r + aa , s*)/2 - z(aa,rx + aa,$)/2)2 ) .,c1a , r+aa , r*aa, s+aa,s* 
pa,r,r*za,r+,r*)/2.a,r,1* ) 
	
.(7, 	pa,s,s*.z(,S + (xa,s*)/2.aa,s+ca,s* ) 
(s,s*) 
+ 7 	1 Pa,r,r Pa,s,s* 
(r,r*) ( s ,s*) 
.( I (z(ca,r+aa,$)/2 - z(cza,r*+aa,s*)/2)2 
+ (z(a,r + ua,s*)/2 - z((xa,r* + (xa,$)/2)2 )aa,r+aa, r*aa,s+aa,s* 
(A4) 
Again, the summations are taken over unordered pairs of alleles 
(r,$). 
I now put z=exp(Lw), r,=exp(iO), =exp(u), (where i. = 	so that 
1 j (z(a,r + cza,$)/2 - z(aa,r* + aa, s*)/2)2 
- z(aa,r*±cia,$)/2)2 
= 	(a,r + aa,s - 	- ua,s*) 2w2 - (ua,r + aa,s*_ aa,r* aa,$) 2w2 
+ O(kza , r 1 3) + 0(Iaa , r*1 3) + 0(I(L a , s 1 3 ) + 0(kia , s * 3 ) 
= - 1  ((aa,r - aa,r*) 2 + (aa,s - aa,s*) 2)w2 
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+ O(Iaa, r 1 3) + O(ta a , r *1 3) + 0(Iaa, s 1 3 ) + O(Ict, *3) 
(AS) 
(In writing this order statement, I am assuming that cza,r, a a , r*, 
aa,s, a a , s* -, 0 , as n - 00.) 
Inserting this into (A4) one obtains 
Pa , r , r* Pa , s , s* 
(r,r*) ( s ,s*) 




pa,s,s*.z(,S + (xa,s*)/2aa,s+aa,s* ) 
(s,s*) 
( 2 	2 	Pa , r , r* Pa, s , s*.((aa , r - a , r*) 2 + (aa,s - aa,s*)2) )2 
( r,r*)(s,s*) 
+ 	2 	1 Pa , r , r* Pa, s , s*.( O(Ici a , r 1 3 ) + O(Iua , r *1 3) + 0(kia, s 1 3 ) + 
( r,r*) ( s ,s*) 
O(Ic.t a , s *1 3) ) 
= ( 	pa,r,r*2(, 	aa,r*)/2.cxa,rIcxa,r* ) 
.(7, 	pa,s,s*.z(,S + aa,s*)/2.aa,s+cza,s* ) 
(s,s*) 
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- 	 ma 
- VawF.T +O( 2 Pa,rlaa,r1 3 ) (A6) 
r=1 
where 
VaWF =L 	Pa , r , r*.(ua,r - a a , r*) 2 (A7) 
( r,r*) :r;-r* 
is the within-family variance at locus a. Only in the special case 
where locus a is in Hardy-Weinberg equilibrium can one write 
VaWF= Va. 
Now one can write 
n 
H ( 	 Pa , r , r* Pa , s , s* 
a=1 ( r,r*)(s,s*) 




= ( 	 ) 
.( 	pa,s,s*.z (ca,s + aa,s*)/2.aa,s+aa,s* ) 
(s ,s*) 
(02 
.(1 . Va VV" T +Ra(fl)) 
(A8) 
Ma 
where Ra(n) = O( y, Pa,rlaa,r1 3 ) 
r= 1 
(In writing this order statement, I am assuming that aa,r - 0 , as 
n - oo, for all alleles segregating at locus a.) 
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Substituting (A8) into (A2) one obtains 











 )).exp(iou).exp(iiiv) ) 
u  
n 
exp( I loge(l - VaWFT+Ra(n))) (Al.9) 
a=1 
Therefore 
fLE(u)fLE(v)Pu,v LE(exp( i(o)).exp(i0u).exp(uv) 
U  
u+v 
= ( 	fLE(u)fLE(v).exp(w ( T) ).exp(lOu).exp( Llv) ) 
u  
0)2 
exp( - VWFLE -y+ R(n)) (AlO) 
where 
n 
VWFLE= 	VJF (All) 
a=l 
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is the within-family variance (see (3.2)). Only in the special case 
when each locus is in Hardy-Weinberg equilibrium can one write 
1 
VWFLE = VLE. 
n 




R(n) = 0( I I Pa,rlaa,r1 3 ) (A13) 
a=1 r=1 
(in writing this order statement, I am assuming that condition 
(3.3) holds.) I am assuming VWFLE = 0(1) (condition 3.6). To 
proceed with the proof, I must impose condition (3.5), so that 
limn 	R(n) = 0. Now, letting n tend to infinity in (AlO), one 
obtains in the limit 




u=+ 0o v=+ o0 	 u+v 	(02 
= 	f 	f (I)LE(u)4)LE(v).exp(L( 2 )W-VWFLET) 
U=-00 v=-00 
.exp(toui-i1v)dudv (A14) 
Condition (3.4) ensures that the integrals extend over the 
unbounded interval (- oo, +00). 
Here 4u(y)  denotes the probability density of the additive trait 
(breeding value) in the population (which is in linkage 
equilibrium), and iu,v LE(w) denotes the Fourier transform of the 
probability density of the breeding value of an offspring 
conditional upon its parents having breeding values u, v 
respectively. 
Inverting the Fourier transforms with respect to both 0 ani, 
yields (3.8). This completes the proof of theorem 1. 
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CHAPTER 4. 




I derive an infinite locus limit of a diploid population genetic 
model where each locus is close to fixation. In this limit, the 
number of heterozygous loci per individual (suitably scaled) is a 
continuous additive trait, while the number of loci per individual 
which are homozygous for rare alleles remains moderate (0, 1, 2, 
...,) for (almost) all individuals in the population, with appreciable 
proportion of genotypes having one or more such loci. I 
investigate the conditions under which this limit will arise. 
This infinite locus limit is appropriate for modelling a diploid 
population at mutation-selection balance with recessive 
deleterious alleles, in an outbreeding population. It is possible to 
incorporate epistasis in fitness between deleterious alleles 
segregating at different loci. This is a nontrivial generalisation of 
the classical single locus analysis, which only applies when fitness 
is multiplicative across loci. Surprisingly, in this limit, selection 
against recessive deleterious alleles can not generate linkage 
disequilibrium between the recessive deleterious alleles 
segregating at different loci, even if there is epistasis in fitness. 
To illustrate the application of this infinite locus model, I calculate 
the composition, and mean fitness of a population at mutation-
selection balance, for a simple example with epistasis in fitness. 
Although the population is in linkage equilibrium, for some 
patterns of epistasis, the population can persist even when the 
genotypes which are free from homozygous recessive loci have a 




The genotypic composition of a population when it reaches a 
balance between deleterious mutation and purifying selection is of 
interest for a number of reasons. First, if there is multiplicative 
epistasis in fitness between deleterious alleles segregating at 
different loci, there will be linkage disequffibrium at mutation-
selection balance. Linkage disequffibrium between loci which are 
under selection generates selection on the outcrossing rates and 
recombination rates. Kondrashov (1982, 1984, 1988) and Crow 
(1983) have suggested that these selection pressures may be 
responsible for the maintenance of sex and outcrossing despite the 
high (often two-fold) 'cost of sex' relative to asexual clones/seffing 
strains. These selection pressures may also contribute to the 
maintenance of high recombination rates despite the prevalence 
of heritable variation in these rates (reviewed by Brooks 1988, 
Maynard Smith 1978 p:73-77). 
A second reason for being interested in the genotypic composition 
of the population at mutation-selection balance is that the 
probability of fixation of an advantageous mutation is influenced 
by the genetic background on which it finds itself. The 
'hitchhiking' of deleterious alleles along with an advantageous 
mutation can reduce its probability of fixation, thus slowing the 
rate of adaptation (Peck in press, Barton in prep., also relevant is a 
closely related interaction which occurs between advantageous 
alleles spreading at different loci, discussed by Hill and Robertson 
1966, 1968, Felsenstein 1988). 
Thirdly, deleterious mutations may have pleiotropic effects on 
quantitative traits. How much of the heritable variation in 
quantitative traits can be explained by the phenotypic effects of 
deleterious alleles, maintained at mutation-selection balance 
(Barton1990, Kondrashov and Tureffi 1992)? 
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Here, I derive an infinite locus limit of a diploid population genetic 
model with rare alleles, which is appropriate for modelling a 
mutation-selection balance with recessive deleterious alleles, in an 
outcrossing population. In an outcrossing diploid population, a 
rare allele segregating with a common (wild type) allele will occur 
much more frequently in the heterozygous state than in the 
homozygous state. So, if a deleterious allele has a fitness effect 
when carried in the heterozygous state, then its frequency at 
mutation selection-balance will be determined by this fitness 
effect in the heterozygote (the homozygotes are too rare at 
equilibrium to have much effect on the position of the 
equilibrium). However, if the deleterious allele is completely 
recessive in its effect on fitness, then its frequency at equilibrium 
will obviously be determined by its fitness effect in the 
homozygous state. In the discussion at the end of this paper, I 
clarify how small the fitness effect of the deleterious allele in the 
heterozygous state must be for the allele to be 'effectively 
recessive' (so that it behaves in the same way as a completely 
recessive allele). 
Haldane (1937) argued that the mean fitness of a population at 
mutation-selection balance depends primarily on the mutation 
rate, and not on the severity of the fitness effects of the 
deleterious alleles. Suppose that selection acts during the diploid 
stage. For a single locus, at mutation-selection balance, a recessive 
deleterious allele has frequency p = 	where 1-s2 is the 
fitness of the homozygous recessive genotype relative to the wild 
type, and u is the rate of deleterious mutation per locus, per 
haploid genome, per generation. A deleterious allele which has an 
appreciable fitness effect in the heterozygous state has allele 
frequency p =at equilibrium, where 1-5i  is the fitness of the 
heterozygous genotype relative to the wild type, and u is again 
the rate of deleterious mutation per locus, per haploid genome, 
per generation. Deleterious mutations will occur at a large number 
of loci. If loci act multiplicatively on fitness, then at mutation- 
selection balance the population will be in linkage equilibrium. 
Hence, the behaviour of each locus can be considered 
independently. The allele frequencies will be given by the single 
locus analysis. The mean fitness of the population will be W(0)eU 
in the case of completely recessive alleles, and W(0)e-2U 
otherwise, where U is the total rate of deleterious mutation per 
haploid genome, per generation, and W(0) is the fitness of 
genotypes in which no loci are homozygous for deleterious 
recessive alleles. However, if there is multiplicative epistasis in 
fitness between deleterious alleles at different loci, then Haldane's 
(1937) single locus analysis is no longer applicable. Here, I present 
an analysis of the mutation-selection balance with deleterious 
recessive alleles segregating at an infinite number of unlinked 
loci, allowing epistasis in fitness. 
In section 2,1 consider a model of a diploid population genetic 
model, with n unlinked loci, each close to fixation. In section 3, I 
take the infinite locus limit of this model, in such a way that the 
number of loci per individual which are homozygous for rare 
alleles remains of order one (0, 1, 2, ...,) for almost all individuals 
in the population, with appreciable proportion of genotypes 
having one or more such loci. This is appropriate for an 
informative model of a mutation-selection balance with recessive 
deleterious alleles in an outbreeding population. It is shown that 
in this infinite locus limit, the population approaches linkage 
equilibrium if mating is random, regardless of any epistasis in 
fitness. However, this does not ensure that Haldane's single locus 
analysis will apply. In general, the mean fitness is no longer 
W(0)eU. 
In section 4, I present a straightforward method for determining 
the composition of the population at mutation-selection balance, 
together with the mean fitness, in this infinite locus limit. I apply 
this method to a simple example of selection with epistasis in 
fitness. Although the population is in linkage equilibrium, for 
some patterns of epistasis, the population can persist even when 
the genotypes which are free from homozygous recessive loci 
have a fitness which would be too low for a population under 
exponential (multiplicative) selection to survive. 
2 THE n LOCUS MODEL. 
I consider a diploid model with n unlinked diallelic loci. At each 
locus, one allele (labelled '+') is dose to fixation, while the other 
allele (labelled'-') is rare. In section 3, I will consider the limit as n 
tends to infinity. Throughout it is assumed that the population is 
infinite, and that generations are discrete and non-overlapping. In 
its most general form, the infinite locus limit allows assortative 
mating with respect to the number of loci in each state, ++, +-, 
However, which loci are in particular states is assumed to have no 
effect on mate choice. 
What is required is an n locus model, whose infinite locus limit is 
appropriate for modelling the mutation-selection balance with 
recessive deleterious alleles. If this limit is to be informative, then 
individuals with 1,2,..., homozygous recessive loci must be present 
in the population at appreciable frequencies, while individuals 
with infinite numbers must (almost) never occur. So, at each locus 
the recessive deleterious allele (labelled '-') must be rare, while 
the wild type allele (labelled '+') is close to fixation. Unless the 
population is held very far from linkage equilibrium, the mean 
number of homozygous recessive (--) loci per individual must 
remain of order one (neither converging to zero nor diverging to 
infinity) in the limit. 
Let Pa  denote the frequency of the recessive (-) allele at locus a, 
and qa = i -Pa denote the frequency of the wild type (+) allele. If 
the population is in Hardy-Weinberg equilibrium, then the 
expected number of loci per individual which are homozygous 
n 
recessive is 2 Pa2 , which will remain of order one as n tends to 
a=1 
infinity if the Pa = 0(n 412 ) (a=1,2, ... ,n). 
Each distinct haplotype can be represented by an ordered n-
tuplet, in which the ath element is the label (+ or -) assigned to 
the allele which occupies locus a in that genotype. The upper case 
symbols I, J, K, will be used to represent haplotypes. Diploid 
genotypes will be represented as (unordered) pairs of haplotypes, 
such as (I,J),  - where I and J are the haplotypes of the gametes 
from which it was formed. 
The information about the number of loci in a diploid genotype 
which are in the heterozygous state will be represented as a trait 
A2. The trait A2 is additive across loci, so one can write 
n 
A2(K,K*) = 	A2,a(K,K*) 	(2.1) 
a=1 
where A2,a(K,K*) is 1 if the diploid genotype (K,K*)  is homozygous 
recessive (--) at locus - a, and 0 otherwise. 
If the population is in Hardy-Weinberg equilibrium and the Pa = 
0(n 12), then the number of loci per individual which are 
n 	 n 
heterozygous has mean2pq 2 1 Pa = 0(n 12), and, if the 
a=1 	a=1 
population is also in linkage equilibrium, it has variance 
n 	 n 
2paqa( F2paqa) 2 2 Pa = 0(nl/ 2 ). 
a=1 	 a=1 
The information about the number of loci in a diploid genotype 
which are in the heterozygous state will be represented as a trait 
Al. For a diploid genotype (K,K*),  the value of this trait is given by 
n 
Ai(K,K*) = n 1/4(ki - 	2paqa) (2.2) 
a=1 
ROR 
where ki is the number of loci in the dliplotype (K,K*) which are 
heterozygous. 
As the trait Al is additive across loci, one can write 
n 
A i (K,K*) = 	Ai,a(K,K) 	(2.5) 
a=1 
where A1,a(K,K*) denotes the genotypic effect of the genotype at 
locus a of the diploid genotype (K,K*). 
The trait Al has mean at zero, and genic variance VHWLE = 
n 	 n 
2paqa( l2paqa) 2n-12 . 2 Pa, which remains of order 
a=1 	 a=1 
one in the infinite locus limit. 
Let aa,, aa,+, aa+±, denote the genotypic effects on trait Al of the 
genotypes, --,+-,++, respectively, at locus a. For simplicity I will 
assume that aa,--= 0, a a  =0, where a a  is the mean genotypic effect 
at locus a ( &a = pa 2aa,-- + 2paqaaa, +- + qa2ua,++). Furthermore, 
because homozygous recessive (--) loci make a negligible 
contribution to &a, in comparison with heterozygous (+-), and 
homozygous wild type (++) loci, the value of na,--  can be chosen 
arbitrarily. For simplicity, I assume that a,--=  0. These two 
assumptions (cza,--= 0 and ia  =0), together with the assumption of 
Hardy-Weinberg equilibrium, imply that 
2paqaUa , +  = -qa2cL a,++  
To simplify the algebra, one can write aa,+- = (1-2p aqa)aa, cza,++ = 
2paqa"a. To ensure that the range of the genotypic effects (ua , +- 
= aa,, aa,--= 0) is the same at each locus, one must have aa = 
so that 
= (1-2paqa)n1"4 - 71/4 (2.3) 
= -2paqair 1 "4 	2pafl 1 "4 (2.4) 
Notice that aa,++ = 0(n-34), is of a much smaller order than 
Let g(K,K*) denote the frequency of individuals carrying genotype 
(K,K*). Let f(y,k) denote the frequency of individuals with Al = y, 
and A2 = k. Hence 
f(y,k) = 	 g(K,K*) 	(2.6) 
(K,K*): A i (K,K*)=y A2(K,K*)=k 
Let p(y,kI(I,I*),(J,J*)) denote the probability that a randomly 
chosen offspring has Al = y and A2 = k, given that its parents have 
genotypes (1,1*) and (J,J*)• The probability distribution 
p(y,kI(I,I*),(J,J*)) is determined by the parental genotype 
(J,J*),(JJ*), and does not depend on the genotype frequencies in 
the population. The generating function of this distribution is 
n 
P(I,I*),(J,J*)(Zl,Z2) = 	p(y,kI(I,I*),(JJ*)).zlY.z2k 	(2.7) 
yk=O 
where the summation is taken over all distinct values, (y,k), which 
the traits (Al,A2) of the offspring could assume. 
As unlinked loci segregate independently at meiosis, 
n 
P(I,I*),(J,J*)(Zl,Z2) = 11 P a (I,I*),(J,J*)(Zl,Z2) (2.8 a) 
a=1 
Pa(I,I*),(J,J*)(Zl,Z2) = 	(z1A1,a(1,J).z7A2,a(LJ) +ziAl,a(I,J * ).z7A2,a(I,J * ) 
+z iAl,a(1*,J).z7A2,a(I * ,J) +ziAl,a(I*,J*).z7A2,a( I*,J*)) 
['K.] 
(2.8b) 
Let p(y,kI(u,i),(v,j)) denote the probability that a randomly chosen 
offspring has Al = y and A2 = k, given that its parents have Al = u, 
A2 = i, and Al = v, A2 = j, respectively. Throughout this paper, 
p(y,kI(u,i),(v,j)) will be referred to as the within-family 
distribution. The probability distribution p(y,kI(u,i),(v,j)) does 
depend upon the genotype frequencies in the population. Using 
the assumption that diploid individuals with a given number of 
loci in each state, ++, +- , --, are equivalent in terms of mate choice 
regardless of their specific genotypes (assortative mating with 
respect to the number of loci in each state, ++, +-, --, state, is 
allowed), it is easy to show that 
p(y,kI (u,i) ,( v,j)) 
= 
(1,1*) :  Al(I,I*)=u A2(I,I*)=i 	(J,J*) : Ai(J,J*)=v A2(JJ*) 
g (I ,J*) g(JJ*) 
f( u,i) f(v,j) p(y,kI ( 
J,J*) ,(J,J*)) 
(2.9) 
The generating function of the within-family distribution 
p(y,kI(u,i),(v,j)) is defined as 
n 
P(u,j),(vj)(Zl,Z2) = 	p(y,kI(u,i),(v,j)).zlYz2k 	(2.10) 
yk=0 
where the summation is taken over all distinct values y, which the 
trait of the offspring could assume. 
Inserting (2.9) into (2.10), and changing the order of summation, 
one obtains 
P(u,i),(v,j )(Z l,Z2) 
= 
(1,1*): Ai(I,I*)=u A2(I,I*)=i 	(JJ*) : A j (JJ*)=v A2(J,J*) 
g (I ,J*) g(JJ*) 
f(u,i) f(v,j) P( 1,1*), 
(J,J* )(Z 172) 	(2.11) 
This result plays an important role in the derivation of the infinite 
locus limit in section 3. 
3 DERIVATION OF THE INFINITE LOCUS LIMIT. 
In this section, I derive an infinite locus limit which is suitable for 
modelling a mutation-selection balance with recessive deleterious 
alleles. First, I show that this limit arises, when the population is 
in Hardy-Weinberg and linkage equilibrium (theorem 1). Then, I 
consider Hardy-Weinberg disequilibrium and linkage 
disequffibrium (theorems 2 and 3). 
Putting zi=exp(Lw) (where L = 	), I define (u,i),(v,j)(W) as the 
infinite locus limit of the generating function P(u,j),(v,j)(z1,z2). 
(u,i),(v,j)((O72) = li1fln _.00 [P(U,I),(V,)(eXP(Lw),Z2) 1 	(3.1) 
In the appendix, I derive the following theorem. 
THEOREM 1 Consider a diploid population, with n unlinked loci. At 
each locus a, one allele (labelled -) has frequency Pa,  while the 
other allele (labelled +) has frequency qa = 1 -Pa. 1f 
pa =O(n' 2 ), for all loci (3.2) 
and, 




u+v VHWLE W2  ,Z2) = exp(i( 2 	2 	-y ).exp(M2(z2-1)) 
for almost all (u,v) (3.4) 
where 
n 
VHWLE=hmfl_.00[ 2n"2 . 7, Pal (3.5) 
a=1 
n 
M2 = liMn,,o I Pa2 ] ( 3.6) 
a=1 
Inverting the Fourier transform with respect to w, and the 
generating function with respect to z2,  one obtains the joint 
probability distribution 
t(y,kI(u,i),(v,j)) = t1(yIU,v).Jt2(k) (3.7) 
where ig(yIu,v) is a Gaussian distribution, with mean at the mid-
parent value and constant variance VHWLE, and 3t2(k)  is a 
Poisson distribution with mean M2.  Notice that t(yIu,v) does not 
depend upon i,j, and that t2(k)  does not depend on u,v or i,j. 
It is easy to generalise this derivation to allow some linkage 
disequffibrium. The subscript 'HWLE' will be used to indicate that 
a quantity refers to a population with the same allele frequencies 
as the population which is under consideration, but which is in 
Hardy-Weinberg and linkage equilibrium. Recall the definition 
(2.11) of the generating function P(u,i),(v,j)(zl,z2),  for a general 
population. For a population with the same allele frequencies, but 
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(JJ*) : A i (JJ*)=v A2(JJ*)=j 
gHwLE( 
J J*) g (JJ*) 
fHWLE(u,i) fj-iWLE(v,j) P
(I,I*) , ( J,J*) (z 1,z2) 	(3.8) 
Recall that P(I,I*),(J,J*)(zl,z2) does not depend upon the genotype 
frequencies in the population. Therefore, if I impose the condition 
g(K,K*) 	 g(K,*) 
(f(AlcK*2K*)/(fHwLE(A1K*&2(IcK*& - 1 , as n -, oo 
for almost all  (3.9) 
which restricts the way in which the population can depart from 
Hardy-Weinberg and linkage equilibrium, then 
P(u,i),(v,j) (Z1,Z2) 	P(u,i),(v,j) HwLE(zl,z2) , as n-oo, for all (i,j), and 
almost all (u,v) (3.10) 
Hence, in the infinite locus limit, the within-family distribution is 
the same as it would be in a population with the same allele 
frequencies, but which is Hardy-Weinberg and linkage 
equilibrium. So, as before, (u,i),(v,j)(a,z2) is given by (3.4). 
The above argument establishes the following theorem. 
THEOREM 2 Consider a diploid population, with n unlinked loci. At 
each locus a, one allele (labelled -) has frequency Pa,  while the 
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other allele (labelkd +) has frequency q. = iPa. If the conditions: 
(3.2) and (3.9) are both satisfied, then (3.4) is true. 
In the above set of sufficient conditions for this infinite locus 
model, the assumption of Hardy-Weinberg and linkage 
equilibrium has been replaced by (3.9), which allows some Hardy-
Weinberg and linkage disequffibrium. 
It is possible to generalise this result still further. First, some new 
notation is required. Partition the set of n loci into v (non-
overlapping) subsets (S1, S2, ... , S,), containing iii, nz, ... , n,, loci 
respectively (n +117 +...+ nv = n). Let (K(l) ,K*(l)) , (K(2) ,K*(2)) , 
,(K(v),K*(v)), denote the components ('sub-diplotypes') of diplotype 
(K,K*), specifying the alleles which occupy the loci belonging to the 
subsets Si,  S2, ... , S,, respectively. Let f(yj . ,ki; y2,k1; ... , 
denote the frequency of individuals whose genotype (K,K*) 
satisfies the conditions: Ai(K(l),K*(l)) = y, A2(K(l),K*(l)) = ki;...; 
Ai(K(\F),K*(\F)) = yv, A2(K(,K*) = k. 
For a population which is in linkage equilibrium 
V 
g(K,K*) = n g(X)(K(?.),K*(X)) (3.11) 
where g(X)(K(X),K*(X)) denotes the total frequency of genotypes 
in which the sub-diplotype at the loci belonging to subset S, is 
(K() ,K*()). 
fLE(yl,kl; y2,kl; ... , y,k) = n f() LE(yX,kX) (3.12) 
where f() (y) denotes the total frequency of individuals in which 
the sub-diplotype (K() ,K*(X))  at the loci belonging to subset S, 
satisfies the conditions Ai(K(F),K*(\l)) = Yv, A2(K(),K*()) = k. 
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Now, consider a more general population, whose genotype 
frequencies satisfy the conditions 
f(A i (K(fl,K*(fl), A2(K(l),K*(i));  ... A 1 (K(\1 
	v)), A2(K(v),K*(v))) )/ 
fHWLE(A1(K ( ' 
	
1)),A2(K(l),K*(l)); ... ;A 1 (K(v 
1 , as n -, 00 , for almost all (K,K*)  (3.13) 
(where 
fLE( A1(K(l ),K*(l )), A2(K( l),K*(l ));...;A i (K(v) ,K*(v)), A2(K(v 	v))) 
V 	(X)LE(K(X),K*)) 
= g f(X)LE(yX,k) 
and where the partition of the set of n loci also satisfies the 
condition 
n1,n2,...,n=O(n) (3.14) 
then, by an argument analogous to that used to establish theorem 
3 of chapter 1, one can establish the following theorem. 
THEOREM 3 Consider a haploid population, in which an additive 
trait, with no environmental component, is determined by n 
unlinked loci. If the condition (3.2) is satisfied, and furthermore, 
there exists a partition of the set of n loci into (non-overlapping) 
subsets (S1, S2, ... , S, , containing ni,  n?,... , n, loci respectively, n 
+2 +...+n, = n), such that conditions (3.13) and (3.14) are also 
satisfied, then (3.4) is true. 
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u=_ 00 v=-oo 
In order to give a clear idea of how much linkage disequilibrium 
is allowed by condition (3.9) of theorem 2, consider the special 
case of a population which is in an 'exchangeable state'. A diploid 
diallelic population which is in an exchangeable state if all 
genotypes which have the same number of loci in each state 
(homozygous wild type, heterozygous and homozygous recessive) 
as each other, all have the same genotype frequency. This implies 
that 
g(K,K*) 	 g}fp/(K,I(*) 	I 	\ -1 
f( Ai(K,K*) ,A7(IcK*)) = fHWLE(A i (K,K*) ,A7(K,K*)) = k2) 
where 
Ai(K,K*) = k, A2(K,K*) = k2 
(where k1, k2,  denote the number of loci in the genotype (K,K*) 
which are in the heterozygous state, and in the homozygous 
recessive state, respectively) so that condition (3.9) (and the 
weaker condition (3.13)) is trivially satisfied. All that has been 
assumed is that the population is exchangeable. Under 
exchangeability, any values are allowed for the Hardy-Weinberg 
disequilibria, and for the linkage disequffibria, provided that the 
symmetry across all loci is preserved. 
In this infinite locus limit, the effect of random mating and 
recombination on the joint distribution, (y,k) of Al (a rescaled 
version of the number of loci per individual which are in the 
heterozygous state), and A2 (the number of loci per individual 
which are in the homozygous recessive state --), can be 
represented as an integral equation. Writing 4'(y,k) for the 
distribution of Al, A2, after random mating and recombination, 
the integral equation is 
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Using (3.7), this becomes 
11.--+ 00 V=+ 00 
4(y,k) = 1t2( k). 	f 	f 4(u)(v)ti(yIu,v)dudv (3.16) 
u=-oo v=-oo 
where 
00 4(y) = 	•(y,k) (3.17) 
k=O 
Notice that '(y,k) is completely determined by (y), VLE,  and M2. 
While the above derivation of the infinite locus limit allows 
assortative mating with respect to the number of loci in each 
state, ++, +-, --, (3.15) and (3.16) are only true for random mating. 
Suppose that fitness is only a function, W(k), of the number of loci, 






W = 	W(k). 	f 4(y,k)dy 
k=O 	y=-oo 
00 








u=+ 00  V=+ 00 
= 	 4(u)4(v)ti(yIu,v)dudv (3.20) 
u=-oo v=-oo 
Clearly the distribution of Al(the number of heterozygous loci per 
individual, suitably rescaled) is unaffected by selection acting on 
the homozygous recessive loci, over a moderate number of 
generations. Hence, under such a selection regime a random 
mating population will approach linkage equilibrium. However,, 
each generation this selection against homozygous recessive loci 
will bring about infinitesimal changes in the underlying allele 
frequencies. Accumulated over many generations, theses changes 
in allele frequencies may have an appreciable effect on the state 
of the population (ie. on VHWLE, and M2). 
4 MUTATION-SELECTION BALANCE FOR THE INFINITESIMAL 
MODEL. 
Suppose that recessive deleterious (-) alleles are supplied by 
mutation at each locus, the mutation rate being the same at all 
loci. The total mutation rate per haplotype, per generation, is U. 
Fitness is a decreasing function, W(k), of the number of loci which 
are homozygous recessive, such that a mutation-selection balance 
is possible. 
Mutation occurs independently at each locus, and so does not 
generate linkage disequilibrium. It is clear from the above 
discussion that in the infinite locus model, purifying selection 
against recessive deleterious alleles does not generate linkage 
disequilibrium. Hence, if the population mates at a random, then 
at mutation-selection balance, it will be in Hardy-Weinberg and 
linkage equilibrium. The symmetry across loci, of the allelic 
effects on fitness, and the mutation rates, together with the 
symmetry of the linkage map, ensure that at mutation-selection 
balance the population will also be 'exchangeable'. Here, an 
exchangeable population means one in which all genotypes which 
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have the same number of loci in each state (homozygous wild 
type, heterozygous and homozygous recessive) as each other, all 
have the same genotype frequency. 
As a result of the selection against homozygous recessive loci, the 
total number of recessive deleterious loci per genome is reduced 
by 
00 	 00 
2k.(k) - 	 t2(k) 
k=1 	k=1 	W 
In the n locus population genetic model, from which this infinite 
locus model was obtained, the total number of recessive 
deleterious alleles per individual is of order \rn, while the change 
caused by selection is of order one. In the n locus model, M2 (the 
expected number of homozygous recessive loci per individual) is 
of order one. However, the change in M2 caused by selection is of 
order ii'Ji, which becomes infinitesimal in the infinite locus limit. 
At mutation-selection balance, the total reduction in the 
frequency of deleterious alleles per haplotype, per generation, 
caused by selection, must equal the total increase in the frequency 
of deleterious alleles per haplotype per generation caused by 
mutation. Hence 
00 	 00 	W(k) 
katq(k) 	2 k. 1t2(k)U (4.1) 
k=1 	k=1 W 
M7k 
Recall that n2(k) = e-M2 k! Therefore 
e-M2 00 	 M7k 
M2 - 	. W(k) (k- 1)! = U (4.2) 
W k=1 
It is easy to show that in the case of exponential selection, with 
W(k) = (1s2)k, this equation has solution M2 = U/s2, in which case 
the mean fitness is W(0)e. 
If W(k) can be expressed in the form 
W(k)=L[e] (4.3) 
where L is a linear operator, then 
00 	 M7k 	00 (M7ea)k 
W(k)(kj)T=L[ 	(k-i)! 
k=i 
= M2.LII exp(M2e-a) 1 (4.4) 
MIM 
00 	 M7k 
W= W(k)eM2 k! 
k=O 
00 (M2ea)k 
=eM2L{ 	k! k=O 
= e 12 L[ exp(M2e) 1 (4.5) 
So, one can rewrite (4.2) in the form 
L[ exp(M2eaa) ] 
M2(i - L[ exp(Me) 1 = U (4.6) 
For example, if the fitness function is 
W(k) = (1 - 3k 2  + 2k4)e-c& (47) 
then 
L = 1 - .-(----)2 + p2()4 (4.8) 
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L[ exp(M2e) I 
i 	7 I 
1-)(M2e') - ( 	 ) 2 
+ 3 2(M2ea) 3 +(M2ea)4 ].exp(M2e) (4.9) 
L[ exp(M2e-a) I 
r 	253 1 	f3 	3l 	51 	 ___ = [1-(1-) y(1 - _)(M2ea) -(1- )(M2e- a) 2 
++ (M2ea ) 4 I.exp(Me-a) (4.10) 
Substituting (4.9) and (4.10) into (4.6) yields an implicit equation 
for M2, which can be solved numerically, for chosen values of a, p, 
and U. 
The fitness function (4.7) was chosen because, when 13  is small, it 
approximates the Gaussian fitness function 
W(k) = exp(-ak- I3k 2) (4.11) 
which has been widely used in recent work on the mutation-
selection balance with epistasis in fitness between deleterious 
alleles (Charlesworth 1990, Charlesworth, Morgan and 
Charlesworth 1991, 1992). The Gaussian fitness function (4.11) 
itself was not used because the corresponding Linear operator 
leads to an awkward form for (4.6). Furthermore, as 1 - k2 + 
20) =+ _(1 - 13k 2) 2, (4.7)is positive for k = 0, 1, 2, 	This is 
not true of the simpler approximation which is obtained by 
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dropping the 0 term (the negative quadratic term predominates 
when k is sufficiently large). It was felt that a well-behaved 
fitness function (ie. one that does not go negative for k = 0, 1, 2, ...) 
should be used, because of uncertainty about the error which 
would be introduced as a consequence of unrealistic behaviour 
when k is large. 
In the following graphs, the fitness function (4.7) is plotted along 
side the Gaussian fitness function (4.11). When p =O, these two 
fitness functions are identical. 
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NUMERICAL RESULTS 
Results for populations at mutation-selection balance under the 
selection regime (4.7) with chosen values for the parameters a, 13 , 
and the mutation rate U (per haploid genome per generation) are 
presented in the following tables. M2 is the mean number of 
homozygous recessive loci per individual at mutation-selection 
balance. I define 
A=W(eU 	(4.12) 
which is the ratio of the mean fitness of the population to W(0)eU 
(which is the mean fitness of a population in which mutation is 
balanced by exponential selection against recessive alleles). The 
results for M2 were obtained by solving (4.6) using the FindRoot 





Table of M2 for a = 0.1 
i1 
-0.001 0.000 0.001 0.01 
0.0625 0.66 0.66 0.65 0.60 
0.125 1.34 1.31 1.29 1.15 
0.25 2.70 2.63 2.56 2.15 
0.5 5.55 5.25 5.02 3.88 
1.0 11.77 10.51 9.67 6.87 
Table of A for a = 0.1 
-0.001 0.000 0.001 0.01 
0.0625 1.00 1.00 1.00 1.00 
0.125 1.00 1.00 1.00 1.01 
0.25 1.00 1.00 1.00 1.02 
0.5 0.99 1.00 1.01 1.06 




Table of M2 for a = 0.2 
-0.001 0.000 0.001 0.01 
0.0625 0.35 0.34 0.34 0.33 
0.125 0.69 0.69 0.69 0.66 
0.25 1.39 1.38 1.37 1.29 
0.5 2.79 2.76 2.72 2.49 
1.0 5.65 5.52 5.40 4.68 
Table of A for a = 0.2 
-0.001 0.000 0.001 0.01 
0.0625 1.00 1.00 1.00 1.00 
0.125 1.00 1.00 1.00 1.00 
0.25 1.00 1.00 1.00 1.01 
0.5 1.00 1.00 1.00 1.02 
1.0 0.99 1.00 1.01 1.07 
By comparing the values of M2 in the above tables with the graph 
of the corresponding fitness function, it can be seen that these 
equilibria all lie within the range of phenotypes over which the 
fitness function (4.7) is a good approximation to the Gaussian 
fitness function (4.11). 
Notice that for the parameter combinations considered here, if p > 
0, then 1 A, and if (E <0, then A 1. Although this observation 
holds true for a wide range of parameter combinations, it does not 
apply universally. What is the significance of this observation? A 
population which persists stably, without declining to extinction, 
or growing unchecked, must have a mean fitness, W, which 
remains close to one. In the case of exponential selection against 
recessive deleterious alleles, this requires that W(0) remains eU. A 
> 1 indicates that the mean fitness of the population is greater 
than W(0)eU. In such cases the population can persist for some 
values of W(0) which fall below eU. This can be interpreted 
intuitively as follows. At mutation-selection balance, selection 
must remove U deleterious alleles per haploid genome per 
generation. Under some forms of epistasis in fitness, this is 
accomplished with fewer 'genetic deaths' than would be the case 
under exponential selection, so the mean fitness of the population 
is higher. 
The model analysed above is unrealistic, in that deleterious alleles 
which are not recessive are ignored, and all deleterious alleles are 
assumed to have identical fitness effects. However, before 
investigating more realistic models, it is important to understand 
how recessive deleterious alleles of different seventies behave 
when they are segregating at low frequencies at many loci. 
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5 DISCUSSION. 
I have shown that in this infinite locus limit, the population 
approaches linkage equilibrium if mating is random, regardless of 
any epistasis in fitness. However, this does not ensure that 
Haldane's single locus analysis will apply. In general, the mean 
fitness is no longer W(0)eU. Furthermore, it seems likely that 
even if there is epistasis in fitness involving, in addition to the 
recessive deleterious alleles, (partially) dominant deleterious 
alleles segregating at other unlinked loci, the recessive deleterious 
alleles would still approach linkage equilibrium. 
Throughout, I have assumed that the deleterious alleles ('-
alleles') are completely recessive in their effect on fitness. 
However, this is an idealised situation. In a natural population, 
most alleles will have some effect when they occur in the 
heterozygous state. How weak must the fitness effect of the 
deleterious allele in the heterozygous state be, relative to its 
fitness effect in the homozygous state, for the above analysis to 
apply? 
Consider a single diallelic locus in Hardy-Weinberg equilibrium. 
The fitnesses of the three genotypes ++, +-, --, are 1:1-si:1-s2, 
respectively. The change in the frequency of the recessive 
deleterious allele caused by selection is now 
(s + (s-s)p)pg 
Asp 	 (5.1) 
W 
where 
W = q2 + (1-s)2pq +(1-s2)p 2 (5.2) 
Therefore 
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As 	-(si+(s2-si)p)p ,asp -'O (5.3) 
If the change in allele frequency is to be determined by S2, rather 
than by si, then Si must be much smaller than S2P.  But S2 is 
assumed to be of order one, so s   must be much smaller than p. 
Hence, sl must be much smaller than(where u is the rate of 
mutation per locus, per haploid genome per generation). 
In the case of the model set out in section 2, with its symmetry in 
the allelic effects on fitness at different loci, S2 = 0(1), and p = 
O(n 12). So, si must be much smaller than -1/2 •  Otherwise, the 
change in allele frequency in the infinite locus limit will be 
determined by the relative fitness of the much more frequent 
(multiple) heterozygous genotypes, in which case the rare alleles 
model (see chapter 5) is the appropriate infinite locus limit. 
In the n locus population genetic model set out in section 2, how 
large must n be before the behaviour of that model is adequately 
approximated by the infinite locus limit? This needs to be 
established, and compared with empirical estimates of the 
number of loci which contribute to the supply of recessive 
deleterious mutations in natural populations. 
How prevalent are 'effectively recessive' deleterious alleles in 
natural diploid populations? What is really sought is the joint 
distribution of mutation rates, fitness effects and the degree of 
dominance, for deleterious mutations. 
Deleterious alleles with mild effects on fitness are supplied by 
mutation at a higher rate than deleterious alleles with severe 
effects, and mildly deleterious alleles tend to be less recessive 
(more nearly additive) in their effects on fitness, at least in 
Drosophila (Simmons and Crow 1977, Crow and Simmons 1983). 
However, even if recessive deleterious alleles are only supplied by 
a low rate of mutation, they may, because of their large effects, 
form a significant component of the heritable variation in fitness, 
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and other quantitative traits maintained at mutation-selection 
balance. As a consequence, they could make a significant 
contribution to the response to directional selection. Recessive 
lethal alleles often contribute to the response to strong artificial 
selection (Barton and Tureffi 1989 p:358). 
APPENDIX. 
In this appendix I derive theorem 1. 
I define 
Fa(Z1,Z24) = Pa422 
+ 2p3q ( z + -z laa,+-)(ua,+- + aa,+-) 
+ 	 + a,++) 
1 	1 
+ 	 + 	+ 
+ 2paqa3(4ziaa,+ + 1a++)(xa,+-a,++ + aa,++aa,+-) 
+ 	 (Al) 





:1 	gHwLE( JJ*) g(JJ*)P( 1,1*), (J,J * )( Z1,Z2) (III*) (JJ*) 
Ai(I)+A1( 1* )A1(J)+A1(J*) 
00 00 
u v i=Oj=O 
(1,1*): A i(I,I*)=u  A2(I,I*)=i 	(JJ*) : A i(JJ*)=v Az(JJ*) 
HWLE( 1,1*) g (JJ*) 
fHWLE(U,i) fHWLE(v,j) 






= 	 fHwLE(u,i)fHwLE(v,j)P( u ,i),(v,j) HWLE(Z1,Z2)'" 
u v i=Oj=O 
(A3) 
Those terms inside the product, which are of order less than n - 1 , 
have no influence on the limit as n tends to infinity. Recall that Pa 
= O(n 112 ). 
Fa(Z1,Z2,) = Pa2zlaa,+(;cLa, + 
1 	1 
+ 4pa2Z1'(Z2 + .z1aa,+- + 
+ 2paqa(1° 	+ ,aa 




where Ra = O(pa3) = 0(rr312 ). 
Using the identity 
(zaa,+-zza,++) z(o.a,+ + aa,++)/2 + (zca,+-2 - zaa++/2)2 (A5) 
2 
one can write 
Fa(Z1,Z2,) = 	 + 
+Pa2Z1 1,+(Z2 + 2z1 1, + 
+ 2pqz(oa,+- + aa,++)/Z(aa,+-aa,++ + 
- ziaa,++/2)2(a,+a,++ + 
+ qa2z 
+Ra (A6) 
I now put zl=exp(Lw), =exp(tO), =exp(u1), (where i. = s/i), and 
recall that ua,+-. = 	 = 0(n 314). Hence 
Fa(Z172,) = 5pa2 
+Pa2Z7 
+ 2pqz (aa, + + aa,++)/2(aa,+-aa,++ + 
(aa, +-- cxa,++) -, -, 




+ O(n 32 ) 
(A7) 
Notice that 
(Pa2 + 2PaZ1' 	a' +- + 
.(Pa2 + 2PaZ1' °-a ' +- + 
6pa2 




+ qa2z 1+ 21, 
+O(n 3/2) (A8) 
Therefore 
Fa(Z1,Z2,) = (Pa2  + 2paz10, aa,+- + 
.(Pa2  + 2PaZ1°' ° i + 
+pa2(Z74) 
+ 2pqz(aa,+- + aa,++)/2(aa,-4--ca,++ + aa,++aa,+-) 
+ 
+O(n 32 ) 
= (Pa2 + 2PaZ1' 	+ qz1aa,++aa,++) 
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•(Pa2  + 2PaZ1' 	+ qaz1++++) 
.(1 + nl/2paqa.y  + 0(n-3/ 1-)) 
(1 + Pa2(Z21) + 0(n 312)) (A9) 
Inserting this into (A3) one obtains 
0i ' fHWLE(u,i)fHWLE(v,j) 
u v i=Oj=O 
u+v 
.P( u,i),(v ,j) HwLE(exp( L(O( 2 )2).exp( tou).exp( i1v) 
00 00 	 U+V 
= ( 2 7, 7, 2 fHwLE(u,i)fHwLE(v,j)exp(Lw()).exp(Lou).exp(uv)) 
u v i=Oj=O 
n 	 U) (1 + n1/2pq. + 0(n 32)) 
a=1 
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x fl (1 + Pa2(Z24) + 0(ir 3/2 )) 
a=1 
00 00 	 U+V 
= ( 2 1 7, 2 fHwLE(u,i)fHwLE(v,j)exp(tw(j)).exp(LOu).exp(uv)) 
u v i=Oj=O 
11 	 ( 2 
exp( loge( 1 + nl/2paqa.y + 0(n 32))) 
a=1 
n 






u v i=Oj=O 
u+v 
.P( u,i),(v ,j) I-IWLE(eXP( Lw( 2 ),z2).exp(LOu) .exp( L1v) 
00 00 	 U+v 
= ( 	 fLE(u,i)fLE(v,j)exp(Lw()).exp(Lou).exp(u1v) ) 
u v i=Oj=O 	 - 
n 
exp( -(n-l/2 .Pa'la).7 + O(n-12 )) 
a=l 
n 




Letting n tend to infinity in (All), one obtains in the limit 
00 00 	U-f- °° V+ °° 
1 71 f 	I 4FiWLE(U,i)4HWLE(V,j). 
1= J= 	=_oo =-oo 
(u,i),(v,j) HWLE(co,Z2).eXP( L0U4-11v)dudv 
00 00 	U-{- °° V+°° 
= 	 I 	I 4HWLE(U,i)4HWLF(V,j) 
i=O j=O u=-oo 
.exp(L( u+v2 )w- 	 (Al2) 
where M2, VHWLE, are defined by (3.5) and (3.6). 
Here 4(y,k) denotes the joint probability distribution of Al(the 
number of heterozygous loci per individual, suitably rescaled), 
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and A2 (the number of loci per individual which are 
heterozygous), and iuv HwLE(w) denotes the Fourier transform of 
the probability density of Al =  y and A2 = k, for a randomly 
chosen offspring, given that its parents have Al = u, A2 = i, and Al 
= v, A2 = j, respectively. 
Inverting the Fourier transforms with respect to both 0 and1, 
yields (3.4). This completes the proof of theorem 1. 
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CHAPTER 5. 
THE RARE ALLELES MODEL. I. THE DYNAMICS OF AN INFINITE 
NUMBER OF UNLINKED LOCI CLOSE TO FIXATION. 
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ABSTRACT. 
I investigate the dynamics of a model with an infinite number of 
unlinked loci, each very close to fixation, and where the alleles at 
different loci have equivalent phenotypic effects. I refer to this as 
the 'rare alleles model'. The conditions under which it arises as the 
infinite locus limit of an n locus model are discussed. 
I concentrate on the diallelic version of the rare alleles model. One 
can follow the dynamics of the distribution of the number of rare 
alleles per individual (the 'phenotypic distribution'), without 
following the frequencies of individual genotypes. It is shown that 
meiosis and random union of gametes have a very simple effect 
on the factorial cumulants of the phenotypic distribution, which 
are consequently the natural set of variables to follow. An exact 
solution is presented for the dynamics of the rare alleles model 
under exponential selection. This solution has a simple 
representation in terms of the factorial cumulants, which shows 
how arbitrary initial linkage disequilibrium will decay. 
Exact recursions for the factorial cumulants are presented, which 
allow epistasis in fitness. I discuss the accuracy of Charlesworth's 
Gaussian approximation for the phenotypic distribution under 
mutation and Gaussian selection. It is hoped that analysis of the 
exact recursions for the factorial cumulants will provide an 




There are a number of problems in population genetics which 
involve linkage disequffibrium among a large number of loci, each 
close to fixation. How much linkage disequilibrium is maintained 
under different types of mutation-selection balance, and how this 
linkage disequilibrium contributes to the selection pressure on 
aspects of the breeding system and on the recombination rates, 
are particularly important issues. 
Deleterious alleles segregate at low frequencies at a very large 
number of loci. For a time it was assumed that the total rate of 
deleterious mutation could not be much greater than one, for most 
natural populations, without - this being incompatible with their 
persistence (for example, Maynard Smith 1978 p:36, see also 
section 2 of chapter 7 below). Only quite recently (Crow 1970) has 
it been appreciated that if there is (multiplicative) epistasis in 
fitness between deleterious alleles at different loci, then the rate 
of deleterious mutation could be very high, without resulting in 
extinction. The type of epistasis occurs when each additional 
deleterious allele reduces fitness by a progressively larger factor. 
This generates negative pairwise linkage disequffibrium, which 
means that the variance in the number of deleterious alleles per 
individual is lower than it would be at linkage equilibrium. The 
maintenance of this type of linkage disequilibrium between 
deleterious alleles segregating at different loci, generates selection 
favouring outcrossing and recombination (Kondrashov 1982, Crow 
1983). If the rate of deleterious mutation is sufficiently high, it 
may even account for both the evolution, and maintenance of sex 
itself. 
Much of the heritable variation in quantitative traits may be 
maintained by a balance between mutation and stabilising 
selection on some subset of these traits. Under a wide range of 
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parameter combinations, most of the loci contributing to this 
variation may be close to fixation. When stabilising selection acts 
on a quantitative trait, in the absence of mutation, all loci (except 
at most one) will approach fixation, unless selection is opposed by 
mutation or some other force (Robertson 1956, see also Wright 
1935). When weak stabilising selection on a single additive trait is 
balanced by mutation, all loci (except at most one) will be close to 
fixation for one allele (Barton 1986, Bulmer 1980 p:179-180, 
1989). In this case, linkage disequffibrium makes a negligible 
contribution to the genetic variance maintained at mutation-
stabilising selection balance (Bulmer 1989, and Tureffi 1984, 
1985). However, it may be sufficient to generate appreciable 
selection for reduced recombination (Charlesworth 1993 p:220). 
When stabilising selection acts simultaneously on many additive 
traits, and the genes responsible for the variation in each of these 
selected traits have pleiotropic effects on many of the other 
selected traits, then one might expect the rare alleles segregating 
at mutation-selection balance to behave much like deleterious 
alleles, subject to purifying selection. This is because, unlike 
alleles which simply increase or decrease a single additive trait by 
some small amount, alleles with pleiotropic effects on many 
additive traits may be less likely to encounter, and become 
associated with, other alleles or groups of alleles which 
compliment or balance all the departures from the (multivariate) 
optimum phenotype which the individual rare allele causes. So, 
one would expect such alleles to have deleterious effects in the 
vast majority of genetic backgrounds which they encounter. The 
patterns of linkage disequilibrium which can be maintained at this 
type of mutation-selection balance, requires attention. 
Substantial linkage disequilibrium may be generated when the 
population is subjected to directional selection (Bulmer 1980 
p:152 Table 9.2, and p:l55 Table 9.3, and Barton and Tureffi 
1993). However, after the first few generations, some of the 
initially rare alleles will begin reaching moderately high 
frequencies. Once this happens, the method of analysis presented 
in this paper will no longer apply. 
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Tractable models, which allow linkage disequffibrium, are 
required to achieve a qualitative understanding of the population 
genetics of these situations, and to inform the interpretation of 
more realistic (but less tractable) models. A description of how 
different epistatic components of fitness generate linkage 
disequffibrium of different orders (pairwise, third order, fourth 
order, etc.), is needed in order to make the effects of diverse 
selection regimes more readily comprehensible. When selection is 
weak relative to recombination (so that any strong linkage 
disequffibrium will be broken down exponentially fast), such a 
description is provided by the QLE (quasi-linkage equilibrium) 
approximation (Nagylaki 1976, 1993, Barton and Tureffi 1991). 
This assumes that the population is so close to linkage equilibrium 
that the linkage disequilibrium generated by selection is that 
which would be generated if the population was in linkage 
equilibrium at the start of each generation. Now, because the 
linkage disequffibria are small, they can continue to change 
rapidly as a result of new linkage disequilibrium being generated 
by selection each generation (as a consequence of epistasis in 
fitness), and being broken down by recombination. However, 
because selection is weak, the allele frequencies can change only 
slowly. As a consequence, the population will approach a 'quasi-
equilibrium', which is completely determined by the (slowly 
changing) allele frequencies. The QLE expressions for the linkage 
disequffibria in terms of the allele frequencies, can then be 
substituted back into the general formula for the change in allele 
frequencies, to obtain the QLE recursions for the allele 
frequencies. 
QLE is found to be a remarkably good approximation in some 
situations where selection is strong, with strong epistasis in fitness 
(for example, Barton and Tureffi's 1991 analysis of Kirkpatrick's 
haploid two locus model of sexual selection). However, in many 
situations where there is strong multiplicative epistasis in fitness, 
the QLE approximation will fail. Under strong selection, the 
population can be driven far from linkage equilibrium, where the 
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linkage disequilibrium generated each generation by selection 
may depend very strongly on the linkage disequilibrium already 
present. As a consequence, the values of the linkage disequilibria 
at mutation-selection balance may depend in a very intricate way 
on both the selection regime and the mutation rate. However, it 
may be possible to make progress, even when selection is strong, 
by investigating situations where the dynamics can be followed, 
approximately, using only a very small number of variables. 
A widely used model which allows linkage disequffibrium, and has 
dynamics which can (sometimes) be followed approximately using 
a very small set of variables, is the Fisher-Bulmer model (Fisher 
1918, Bulmer 1971, 1980), in which an additive trait (or more 
generally, a set of additive traits) is determined by an infinite 
number of unlinked loci, each making an individually negligible 
contribution to the variation in the trait. In the Fisher-Bulmer 
model, the effect of meiosis and union of gametes on the 
population is fairly simple, - the within-family distributions are 
Gaussian with mean at the mid-parent value, and a within-family 
variance which is the same for all crosses in the population and is 
equal to half the genic variance. Furthermore, meiosis and random 
union of gametes have a very simple effect on the cumulants of 
the phenotypic distribution, which are consequently the natural 
set of variables to follow. If the phenotypic distribution is 
Gaussian, only pairwise linkage disequilibrium is present. The 
mean and variance are the first two cumulants, while the higher 
cumulants represent departures from the Gaussian distribution. 
For various forms of selection on the additive trait, following only 
the mean and variance, and assuming all higher cumulants are 
zero, gives an adequate approximation to the dynamics. If the 
phenotypic distribution is initially Gaussian, and it is only 
subjected to Gaussian selection, then it will remain Gaussian, in 
which case this method is exact. 
The Fisher-Bulmer model breaks down if there is too much 
linkage disequilibrium (see chapter 2). It may also fail due to the 
presence of alleles of large effect. Just as the Gaussian 
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approximation to the binomial distribution Bin(n,p) (which applies 
whenever n is large and p is moderate), breaks down as p tends to 
zero (while np remains moderate) and must be replaced by the 
Poisson approximation, so one would also expect the Fisher-
Bulmer model to break down if all the loci contributing to the 
variance in the additive trait are close to fixation. When most loci 
are close to fixation, the genie variance changes as the allele 
frequencies change under selection, even in the very short term. 
The Fisher-Bulmer model can not take account of this effect. 
Charlesworth (1990, see also Kondrashov 1984) has modelled the 
dynamics of the distribution of the number of deleterious (rare) 
alleles per individual, using an approximation in which the effect 
of selection is obtained by treating the number of rare alleles per 
individual as a continuous trait, and assuming its distribution is 
Gaussian, while the effect of meiosis and random union of gametes 
is given by a transformation which is more readily justified. At 
least in the case of Gaussian selection, this approximation is 
remarkably accurate, when the mean number of rare alleles per 
individual is in the region of ten or higher (Charlesworth 1990), 
but is less reliable when the mean falls below this range. 
In this chapter, I consider an infinite locus model which I will 
refer to as the 'rare alleles model'. The rare alleles model is not 
new (Kimura and Maruyama 1966, Kondrashov 1982). However, 
the method for analysing it presented below, is new. Like the 
Fisher-Bulmer model, it allows linkage disequilibrium. 
Furthermore, the success of Charlesworth's approximation 
indicates that, in some cases at least, it is possible to follow the 
dynamics of the rare alleles model, approximately, using a very 
small set of variables. The rare alleles model assumes an infinite 
number of unlinked loci, each very close to fixation. As a 
consequence, the within-family distribution of the number of rare 
alleles per individual is binomial, Bin(i+j, 7, with mean at the 
mid-parent value)' So, meiosis and union of gametes have a 
relatively simple effect on the distribution of the number of rare 
alleles per individual (the phenotypic distribution). Furthermore, 
meiosis and random union of gametes have a very simple effect 
on the factorial cumulants of 
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the phenotypic distribution, which are consequently the natural 
set of variables to follow. If the phenotypic distribution is Poisson, 
then the population must be in linkage equilibrium. The first 
factorial cumulant is the mean, while the higher factorial 
cumulants represent departures from the Poisson distribution. 
If a population, initially in linkage equilibrium, is subjected to 
exponential selection, then it will remain in linkage equilibrium as 
it responds to selection. However, the response to exponential 
selection of a population which is initially away from linkage 
equilibrium, is a less trivial problem. In section 4, I show that in 
this case the recursions for the factorial cumulants can be solved 
exactly, to give explicit expressions for the factorial cumulants as 
a function of time. Furthermore, if all the factorial cumulants 
higher than some particular order are initially zero, then these 
higher order factorial cumulants will remain zero under 
exponential selection. 
Although one can follow the dynamics of the rare alleles model, 
with a negligible loss of accuracy, by using the phenotypic 
distribution, truncated at some high value, this still leaves one 
with a rather large number of variables to follow. It will only 
contribute significantly to our understanding of how epistasis in 
fitness generates linkage disequffibrium through those situations 
where one can follow its dynamics using a much smaller set of 
variables. The success of Charlesworth's Gaussian approximation 
indicates that such situations do occur, at least in the case of 
Gaussian selection with parameter values in the range appropriate 
for mildly deleterious alleles. 
When all of the many unlinked loci determining an additive trait 
are very close to fixation, one would expect Charlesworth's (1990) 
approach to fail. The accuracy of Charlesworth's Gaussian 
approximation, for mildly deleterious alleles, is rather surprising. 
In section 5, I compare the mutation-selection balance reached by 
the rare alleles model (following the distribution of the number of 
rare alleles per individual, truncated at some high value), and an 
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iteration of the population mean and variance using 
Charlesworth's approach, for parameter combinations appropriate 
for deleterious alleles with severe effects. Here Charlesworth's 
approximation is less successful. It is hoped that it may be 
possible to use the exact recursions for the factorial cumulants in 
the rare alleles model to explain the accuracy of Charlesworth' 
approximation. 
2 THE RARE ALLELES MODEL. 
The rare alleles model assumes an infinite number of unlinked 
loci, each very close to fixation. I will concentrate on the simple 
diallelic version of the rare alleles model, in which it is assumed 
that the pairs of alleles (the 'rare allele', and the 'wild type allele') 
at different loci have equivalent phenotypic effects, so that the 
fitness of a genotype is simply a function of the number of loci 
occupied by rare alleles. 
The rare alleles model as outlined below, applies to two 
alternative life cycles. The first is a life cycle in which selection 
acts during the haploid phase, determining which haploid 
offspring survive to maturity. Mature haploid individuals mate, 
producing diploid zygotes, which then undergo meiosis to produce 
haploid offspring. The second is a life cycle in which selection acts 
during the diploid phase, determining which diploid offspring 
survive to maturity. Meiosis in the germ cells of mature diploids is 
followed by mating and union of gametes to produce diploid 
offspring. 
The rare alleles model arises when one takes the infinite locus 
limit of a population genetic model with n unlinked loci, at each of 
which the frequency of the rare allele is of order n -1 . (This implies 
that, within each phenotypic class which is present in the 
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population at an appreciable frequency, the frequency of the rare 
alleles must also be of order n -1 , at each locus). 
Let f(k) denote the total frequency of genotypes in which k loci 
are occupied by rare alleles. Throughout this paper, the number of 
rare alleles carried by an individual will be referred to as its 
phenotype, and f(k) will be referred to as the phenotypic 
distribution. The f(k) must satisfy 
00 
f(k) = 1 	(2.1) 
k=O 
More precisely, the partial sums of the f(k) must converge to 1. 
N 
limN-,00 	f(k) = 1 (2.2) 
k=O 
This ensures that genotypes in which an infinite number of loci 
are occupied by rare alleles are not present at significant 
frequencies (unlike in the Fisher-Bulmer model). 
Now, for any pair of individuals drawn from these phenotypic 
classes, provided that they are chosen at random from within each 
phenotypic class (and not on the basis of their genotype at 
individual loci), the probability that this pair of individuals will 
both carry a rare allele at a chosen locus must be of order n 2 . The 
probability that they both carry the same rare allele at any of the 
n loci at all will be of order 
So, for a pair of (haploid or diploid) parents, provided that their 
genotypes have been chosen at random from within their 
respective phenotypic classes, the zygotes which they produce will 
carry some rare alleles in the homozygous state only with a 
probability of order n'. Here it is being assumed that individuals 
with the same phenotype are equivalent with respect to mate 
choice, regardless of their genotype (phenotypic assortative 
mating is allowed). This ensures that when one takes the infinite 
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locus limit, (almost) all zygotes will have rare alleles (if present) 
in the heterozygous state only. In the case of the haploid life cycle, 
meiosis occurs in these zygotes. In the case of the diploid life 
cycle, meiosis occurs in the germ cells of those mature diploid 
individuals which have survived viability selection. 
Hence, the probability that the offspring from a cross carries k 
rare alleles, conditional on the parental genotypes, is completely 
determined by the number of rare alleles carried by the parents. 
This is true for both haploid and diploid life cycles, and 
furthermore, in both cases the probability, p(kli,j), that an 
offspring from a cross caries k rare alleles, conditional on the 
parents carrying i, j rare alleles respectively, is given by the 
binomial distribution 
 ')i+jp(kli,j) =(i+j )( 	(2.3) 
So, in the rare alleles model, the phenotypic distribution after 
meiosis and union of gametes, {f"(k)l, is completely determined by 





"(k) = 	f(i)((j) - ) 1+J (2.4) 
i=O j=O 
Notice that while (2.3) allows phenotypic assortative mating, (2.4) 
is only true for random mating. 
I now derive a simple and exact representation of the effect of 
random mating and recombination on the population, in terms of 
the factorial cumulants of the phenotypic distribution, which 
suggests that these are the natural set of variables to follow. A 
relatively simple approximate representation of the effect of 
selection on the population, again in terms of the factorial 
cumulants, will also be presented. 
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Let F(z) denote the probability generating function (p.g.f.) the 
phenotypic distribution at the start of a generation, {f(k)I. 
00 F(z) = 	f(k).zk (2.5) 
k=O 
Similarly, let F'(z), and F"(z), denote the p.g.f. the phenotypic 
distribution after random mating and recombination, tf'(k). 
00 F"(z) = 	f"(k).zk 
k=O 
00 	00 	
('j1)( I )i+j ).zk 
k=O i=Oj=O 
0000 , 	1 	i+i i+• = 	f'(i)f(j)( .- )i+j( 	() 
zk 
i=Oj=O 	 k=O 
°° °° 	z+1. = 
i=0 
00 	 z+1 	00 	 z+1 
= ( f'(i).( - --)' )( f'(j).(-y-)i  ) 
i=O 	 j=O 
Therefore 
F'(z) = ( F'( - ) )2 	(2.6) 
F(z+1) is the factorial moment generating function (f.m.g.f.) of the 
phenotypic distribution 
00 R [j] 
F(z+1) = 	—ij 	(2.7) 
i=O 1. 
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where p[i]  is the ith factorial moment (p40] = 1, by definition). The 
factorial moments are defined in the appendix. 
Let K[z]  denote the factorial cumulant generating function (f.c.g.f.) 
of the phenotypic distribution. 
K[z] = log e F(z+1) (2.8) 
The factorial cumulants are defined by 
00 K{j] 
-1j -- z' 	(2.9) 
i=1 
where K[i] denotes the ith factorial cumulant. The relationship 
between the factorial cumulants and the factorial moments is set 
out in the appendix. 
It is easy to see from (2.6) that after random mating and 
recombination, the f.c.g.f. is given by 
K"[z] = 2K'[] (2.10) 
Clearly, the effect of random mating and recombination on the 
population can be represented much more simply in terms of the 
factorial cumulants than it can in terms of the phenotypic 
frequencies. 
(2.11) 
This is analogous to the effect of random mating and 
recombination on the cumulants (not the factorial cumulants) of 
the distribution of breeding values, in the Fisher-Bulmer model 
(Bulmer 1980 p:148-149). It suggests that the factorial cumulants 
are the natural set of variables to follow in the case of a random 
mating population with an infinite number of unlinked loci, each 
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very close to fixation. In the same way, the cumulants are the 
natural set of variables to follow in the case of the infinitesimal 
model. What is more, when the population is in linkage 
equilibrium, the phenotypic distribution is a Poisson distribution. 
For a Poisson distribution, only the first factorial moment (the 
mean of the distribution) is non-zero. 
In the Fisher-Bulmer model, no special assumptions are made 
about the distribution of allelic effects at each locus, other than a 
formal version of the above mentioned requirement that at every 
locus, all the segregating alleles have very small allelic effects. 
However, in the rare alleles model, it is assumed that the alleles at 
different loci have equivalent allelic effects, so that the value(s) of 
the phenotypic trait(s) expressed by an individual are simply a 
function of the number of rare alleles which it carries (or of the 
number of loci which are homozygous and heterozygous for the 
rare allele, in the case of an inbred diploid population). This is not 
quite as restrictive as it sounds. Just as the Fisher-Bulmer model 
can be generalised to model any number of quantitative traits, so 
the rare alleles model can be generalised in an obvious way to 
model any number of classes of equivalent rare alleles. Let f(kl,k2, 
..,k) denote the frequency of genotypes with k1 rare alleles of 
type 1, k2 1 rare alleles of type 2, ..., and k rare alleles of type v. 
Let F(zi, z2, ..., z,) denote the joint probability generating function 
00 	00 00 F(z1,z2,...,z) = ... 	f(ki,k2,...,kv).ziklz2k2 ... zvkv 
k1--O k2=0 k=O 
(2.12) 
The probability that an offspring has kl,k2, ..,k, rare alleles of 
type 1, type k2 rare alleles of type 2, ..., and type v, respectively, 
given that its parents had, respectively, (ii,i2 .... ,i) and (j 1,j 2,...,j,) 
rare alleles of each type, is given by 
p((kl,k2,...,k)I(i1,i2, ... ,i),(jl,j2, .... j)) p(kil i1,j1).p(k21 i,j2) ... p(kI iv,Jv) 
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f1 l - il\ 	)il+jl('2 	
( 	
ilv-fiv\ 
= ki) * k) - )
i2+j2 	
k ) ( 
) iv+jv (2.13) 
This is true regardless of whether or not the different classes of 
rare alleles segregate at the same set of loci, or at different sets of 
loci. It is easy to show that the p.g.f. of the genotype frequencies 
f'(k1,k2,...,k) I in the offspring is given by 
F"(zi, z2, ..., z) = ( F' 	
z2+1 	z+1 '2 (2.14) 2'' 2 
I now derive a representation of the effect of selection on the 
population in terms of the factorial cumulants. 
Selection has a simple effect on the phenotypic frequencies. Let 
W(k) denote the fitness of a genotype in which k loci are occupied 
by rare alleles. 
f(k) = W(k) .f(k) (2.15 a) 
W 
where W denotes the mean fitness of the population. 
00 W = 	f(k).W(k) (2.15 b) 
k=O 
Selection also has a simple effect on variables which are linear 
combinations of the phenotypic frequencies. Unfortunately the 
transformation from phenotypic frequencies to factorial 
cumulants is non-linear. However, the factorial moments are 
linear in the phenotypic frequencies. The factorial moments are 
preferable to the phenotypic frequencies themselves because 
while the factorial cumulants are the natural variables to follow, 
the first i factorial cumulants are completely determined by the 
first i factorial moments. 
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After selection, the factorial moment generating function is 
00 F'(z+l) = 	f(k).(z+1)k 
k=O 
1 	00 
=-. I W(k).f(k)(z+1)k (2.16) 
W k=O 
Now, suppose that W(k) can be expressed in the form 
W(k) = L[ eL(k II (2.17) 
where L is a linear operator. 
(For example, if 
1  
W(k) 	
1 (k-Q) 2 
VS ' 
	
s = .exp(-- -  
then 
(O1-00 
L[ eLok I = 	J 
[ e° ].exp(LwQ-V s--)dw ). 
w=-oo 
As the operator L is linear, one can take it outside the summation. 
Hence 





Expressions for the factorial moments can be obtained by equating 
coefficients of powers of z in (2.18 a). 
( d -)1 F(e-1w(z+1)) ' dz W 
= 	L{ e1tw.()i F(z+1) I z=e- LW1 1 (2.19) 
w 
From this, one can obtain expressions for the factorial moments 
after selection in terms of the factorial cumulants before selection. 
1 
[i} = -. L[ e-i1w.()i exp(K[z]) I z=e 01] (2.20 a) 
w 
where 
W = L[ exp(K[e- L1]) 1 	(2.20 b) 
The factorial moments after selection can be transformed to 
obtain the factorial cumulants after selection, before 
implementing the effect of meiosis and random union of gametes. 
In the case of the Fisher-Bulmer model, Bulmef s (1971, 1980) 
approximation, which turns out to be very accurate for many 
forms of selection (including the important case of truncation 
selection) (Barton and Tureffi 1993), is obtained by setting all the 
cumulants of order higher than two equal to zero, and following 
only the first two cumulants (mean, variance). This only takes 
account of pairwise linkage disequilibrium. However, problems 
are encountered if one tries to put all cumulants of order higher 
than three equal to zero, and follow only the first three cumulants. 
This is because, by a theorem of Marcinkiewics (1938) (see Moran 
1968 p:277), a probability distribution with all cumulants of order 
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higher than i equal to zero, does not exist when i is greater than 
two. We can write down the cumulant generating function, but 
when we invert it we obtain a function which is not a probability 
distribution (nowhere negative, with a total measure of 1). This 
suggests that one should be particularly cautious when seeking 
recursions for a finite number of cumulants. 
Fortunately, the factorial cumulants are not similarly restricted by 
any analogue of Marcinkiewics' theorem. I have not been able to 
find necessary and sufficient conditions on a polynomial K[z]  for 
F(z) to be a probability generating function. However, it is easy to 
prove the following sufficient condition. First, we define the 
coefficients ao,al,...ad,  such that K[z - 1]= ao + aiz +...+ adzd. A 
sufficient condition for F(z) to be a probability generating function 
is: al .... ad ~--O, and ao=-(a1+.+a1). 
00 
The proof is as follows. By definition F(z) = 	f(k).zk is a p.g.f if 
k=O 
f(k)aO ,for k=O,1,..., and F(1)=1. Now if F(z) = exp(ao + az +...+ acjzd) 
= exp ( a ) .exp(az) ...exp(azd) ,  then it is obvious that a sufficient. 
condition for f(k)aO , for k=O,1,..., is : al ....  ad  aO (because in that 
case none of the exponential expansions exp(aiz), ..., exp(adzd), 
have any negative coefficients, and hence neither will the product 
of these expansions, and of course exp(ao) = eaO is always 
positive). Finally F( 1) =1 if aO= -(al+...+ad). 
Despite this encouraging observation, I have found that 
approximate recursions for the first few factorial cumulants, 
obtained by simply setting all higher order factorial cumulants 
equal to zero (I assumed K[i]=O,  for i>4), do not give a reliable 
approximation for the dynamics of the rare alleles model when 
there is epistasis in fitness, even if it is weak (at least in the case 
of Gaussian selection). In contrast, when there is no epistasis in 
fitness, an exact solution for the dynamics of the rare alleles 
model can be obtained. 
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3 THE RESPONSE TO EXPONEfTJAL SELECTION. 
In this section I will consider exponential selection 
W(k) = (1_s)k (3.1) 
If the population is initially in linkage equilibrium, then 
exponential selection does not generate any linkage 
disequilibrium (this is easily demonstrated in the case of the rare 
alleles model, for the more general case allowing linkage, see 
Felsenstein 1979), so that random mating and recombination have 
no effect, and the problem is trivial. The distribution of the 
number of rare alleles per individual remains a Poisson 
distribution, whose mean responds to selection as follows. 
Kt[l] = (1_S)tKQ[1] 	(3.2) 
However, if initially there is linkage disequilibrium, the problem 
is more complicated. I will consider a life cycle in which selection 
is followed by meiosis, and random union of gametes, and then by 
mutation. 
After (exponential) selection, the generating function of the 
distribution of phenotypes is given by 
F(( 1-s)z) 
Ft'(Z) = Ft(1-s) 	
(3.3) 
Hence the factorial cumulant generating function is given by 
K ' [z] =Kt[(1-S)Z - s] - Kt[ -sJ (3.4) 
After meiosis and random union of gametes, 
Kt"[z] = 2K'[ - ] (43.5) 
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After mutation, at the start of the next generation 
K+i [z] = Uz + Kr" [z] (3.6) 
Therefore 
K+i [z] = Uz +2( Kt [( 	) z - s] - Kt [ -s]) (3.7) 
This recurrence relation for Kt[z]  is easily iterated. It can be 
proved by induction that the solution is 
Kt[z] = ( 1(1s)t) -2 +2t.( J[(_)tz - yt] - Ko[-y]) (3.8 a) 
where 
2s 	1-s Yt = - (l -(y)t). (3.8 b) 
Expanding out the right hand side, and equating coefficients, one 
obtains 
U 	00 	 .KO[J+l] 
	
KtIll= (1_(1_s)t)—z + (1-s)t. ( -ytP 	(3.9 a) 5 	 j=O 
and 
00 	 KO[J+i] 
K[j] = 2t.(-)it. I ( -yt)i 	, 1=2,3,... 	(3.9 b) 
j=o 
From this it is clear that, in general, each 1t[i]  depends on all of the 
Ko[i] (of which there is an infinite number). But, it is also clear that 
if KO[z] is a polynomial of degree d, in z, then Kt[z]  will also be a 
polynomial of degree d. In such a case we only have to follow the 
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first d factorial cumulants to obtain the exact dynamics. This 
suggests that putting all factorial cumulants of order higher than d 
equal to zero, and only following the first d factorial cumulants, 
may be an adequate approximation when epistasis in fitness is 
sufficiently weak. However, at least in the case of Gaussian 
selection, it appears that epistasis has to be very weak indeed 
before such an approximation is adequate. 
It is interesting to compare the behaviour of the rare alleles 
model under exponential selection, with that of the infinitesimal 
model. Again I will consider a life cycle in which meiosis and 
random union of gametes is followed by selection, which is 
followed by mutation. Let t()  denote the distribution of an 
additive trait at the start of generation t, and let t((o) denote its 
Fourier transform 
Y=+ 00 
t(w) = 	f ei(Y4t(y)dy (3.10) 
y= -oo  
and let Kt(w)  denote its cumulant generating function 
Kt(w) = loge t(w) (3.11) 
For simplicity I will assume that the additive trait has no 
environmental component. The fitness of an individual with value 
y for the trait is given by 
W(y) = eSy (3.12) 
After (exponential) selection, the Fourier transform of the 




Hence the cumulant generating function is given by 
139 
Kt'((o) = Kt(w+iS) - Kt(iS) (3.14) 
After meiosis and random union of gametes, 
VLEw2 
Kt (w) = - 2 -- +2K() (3.15) 
where VLE  is the genic variance (the variance of a population with 
the same allele frequencies, but which is in linkage equilibrium). 
After mutation, at the start of the next generation 
Kt+i(w) =iAm.w+Vm.T+ Kt (w) (3.16) 
(Here it is assumed that the distribution of effects of new 
mutations is Gaussian, with a mean change of Am per genome per 
generation, and a mutational variance Vm.) 
Therefore 
VLE 	2 	CO 
Kt+i(w) = iAm.w - —2-r Vm)T+ 2( K( +iS) - K(iS)) (3.17) 
This recurrence relation for Kt(w)  is easily iterated. Notice that if 
KO(w) is a polynomial of degree d, in (o, then so is Kt(w). This is 
analogous to the behaviour of the factorial cumulant generating 
function, Kt[Z],  in the rare alleles model. However, by 
Marcinkiewics theorem, mentioned earlier, a cumulant generating 
function, such as K(w), can not be a polynomial of degree higher 
than 2 (it may have a Taylor series expansion which does not 
terminates). Furthermore, a linear Kü((o)  corresponds to a 
degenerate distribution. So, except for the special case when KO(w) 
is quadratic, each Kt(i)  depends on all (an infinite number) of the 
1(0(i). 
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4 CHARLESWORTH'S APPROACH. 
Charlesworth (1990) obtained approximate dynamics for the 
distribution of the number of rare alleles per individual. In his 
approach, the effect of selection is obtained by supposing that the 
number of rare alleles per individual is a continuous trait, and 
assuming that its distribution is Gaussian. As a Gaussian 
distribution is completely specified by its mean and variance, 
recursions are obtained for the mean and variance (M t,Vt) of the 
number of rare alleles per individual. This approach can only take 
account of pairwise linkage disequilibrium. 
Charlesworth's approximation can be used to investigate how 
linkage disequffibrium is generated under strong selection (the 
total selection acting can be strong, but as we shall see, the 
deleterious alleles must have an individually small effect on 
fitness), and has already made a useful contribution towards a 
systematic description of the patterns of linkage disequilibrium 
maintained when different forms of selection against deleterious 
mutations are balanced by different rates of mutation. 
To illustrate Charlesworth's approach, I will consider the case of 
Gaussian selection, which is particularly tractable. 
W(k) a exp(-ak- 
1 
 pk-) (4.1 a) 
which is equivalent to 
1 (k-Q) 2 
W(k) cx 	 -
2 Vs  ), (4.1 b) 
1 vs = - , 	(4.1 c) 
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When Gaussian selection acts on a quantitative trait in a 
population where the phenotypic distribution is Gaussian, it will 
remain Gaussian after selection. In the case of the Fisher-Bulmer 
model, where the quantitative trait is continuous, this allows an 
exact treatment (Bulmer 1980, p:150-152). 
As in the case of the rare alleles model, I consider a life cycle in 
which selection is followed by meiosis and random union of 
gametes, which is followed by mutation. 
After (Gaussian) selection 






(see Bulmer 1980, p:150-152). 
After meiosis and random union of gametes 
Mt" = Mt  
, 	p 
Vt +M 
= 	2 	(4.5) 
This is the effect of meiosis and random union of gametes in the 
rare alleles model (Kt [1] = Kt [1], Kt [2] = Kt [2]/2, where K[1] = M 
and K[2]=V-M). 
After mutation, at the start of the next generation 
Mt+i = Mt"  + U (4.6) 
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Vt+i=Vt" +U (4.7) 
where U is the total rate of deleterious mutation per genome, per 
generation. Again, this is the effect of mutation in the rare alleles 
model. 
Hence, the recursions for the mean and variance are 
Vt 
M+i = Mt 




t+1 = T VS+V + 	t - (vs+V)(Mt) ) + U 
VS (  
= T 	+ Mt+i -U) + U 
VS (  
= Tv5~V 	Mt+i+U) (4.9) 
At mutation-selection balance 
M+i = Mt = M (4.10) 
V +j =V=V (4.11) 
Inserting the recursions for Mt and V (4.8 and 4.9) into (4.10) 
and (4.1) yields 
(VV)(M) - U =0 (4.12) 
VS V 
2 V ~V + (M+U) = V (4.13) 
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Rearranging (4.12) yields 
M=+(1+)U (4.14) 
Substituting this expression for M into (4.13) gives 
Vs V 	1 	V 
VS —+V 
+ (l+)U + U) = V (4.15) 
This can be rearranged to give the following cubic equation for V. 
V3 +(-  - U)V2 - 2(4U)VV V S 2U = 0 (4.16). 
In general, this cubic equation has three solutions. When there is 
any doubt about which solution is the relevant one, the solutions 
can be checked by iterating the recursions. The solution for V can 
be inserted into (4.14) to obtain the solution for M. 
Charlesworth (1990) demonstrated that this approximation for the 
mean and variance often agrees with the rare alleles model (the 
simple version, in which all deleterious alleles have identical 
fitness effects) to the nearest whole number, when the mean 
number of deleterious alleles per individual is in the region of ten 
or higher. However, in natural populations it is likely that in 
addition to mildly deleterious alleles being supplied by mutation 
at relatively high rates, there will also be deleterious alleles with 
more severe fitness effects, supplied at lower rates (Simmons and 
Crow 1977, Crow and Simmons 1983). The presence of alleles of 
large effect might be expected to cause departures from the 
behaviour predicted by Charlesworth's approximation. It is for 
this reason that I investigate the accuracy of Charlesworth's 
approximation for low, mutation rates and strong selection. Of 
course, a realistic model should incorporate both mild and severe 
deleterious alleles, and allow epistatic interactions between them. 
However, before investigating more elaborate models, it is 
important to understand the behaviour of deleterious alleles with 
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large fitness effects, segregating at low frequencies at many loci. 
The results obtained below show that Charlesworth's 
approximation often gives fairly good predictions for the mean 
and variance of the phenotypic distribution. This is surprising, 
because in many of these cases most individuals carry only a few 
deleterious alleles, while Charlesworth's approximation was 
derived by treating the number of deleterious alleles per 
individual as a continuous trait. However, as will be seen in 
Chapter 7, over the range of parameter combinations considered 
here, Charlesworth's approximation gives poor predictions for the 
resulting selection pressures on the breeding system (in 
particular, the fate of an apomictic clone arising in a sexual 
population is considered). 
5 NUMERICAL RESULTS. 
In the following tables, I compare the mean and variance for the 
rare alleles model at mutation-selection balance, with the values 
predicted by Charlesworth's approximation. A Gaussian fitness 
function 
W(k) = exp(-ak- 	k2 ) 
was used throughout. The values of the selection parameters (a = 
0.01, 0.1, and 3 = 0.001, 0.01, 0.1), and the mutation rate (U = 
0.0625, 0.125, 0.25, 0.5, 1.0), were chosen with the intention of 
covering the range which is relevant for deleterious alleles with 
moderate to severe fitness effects, segregating in natural 
populations (see Simmons and Crow 1977, Crow and Simmons 
1983). 
The values in the tables are accurate to the two decimal places to 
which they are given. The results for the rare alleles model were 
obtained by iterating the recursions for the phenotypic 
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frequencies. The sequence of phenotypic frequencies was 
truncated, with the maximum number of deleterious alleles 
carried by an individual set at 40, for most simulations (this value 
was chosen because it exceeds M+4)N, over most of the relevant 
parameter range, where the mean, M, was usually less than 15, 
and the variance, V, was usually less than 25). The exceptions 
were the parameter combinations a = 0.01, (3=0.001, U = 0.5, and 
= 0.01, (3= 0.001, U = 1.0, for both of which the maximum 
number of deleterious alleles per individual was set at 100. 
The results for Charlesworth's approximation were obtained by 
iterating the recursions for the mean and variance (4.8 and 4.9). 
An alternative approach would have been to solve the cubic 
equation for V (4.16). However, one must then check that the 









0.0625 4.82 4.36 4.34 4.38 
0.125 8.52 7.56 7.24 7.31 
0.25 14.38 13.23 11.60 11.72 
0.5 23.21 25.53 18.01 18.18 
1.0 36.61 64.93 27.30 27.56 
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U 
a =0.01, 13=0.01 





0.0625 2.44 1.81 2.06 2.08 
0.125 3.89 2.83 3.11 3.14 
0.25 5.97 4.67 4.62 4.66 
0.5 9.07 8.99 6.80 6.86 
1.0 14.05 25.70 9.96 10.04 
I.' 
a =0.01, p =O.1 





0.0625 0.75 0.61 0.77 0.78 
0.125 1.25 0.97 1.13 1.14 
0.25 1.98 1.66 1.65 1.67 
0.5 3.14 3.62 2.44 2.45 
1.0 5.64 15.27 3.64 3.66 
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U 
a =0.1, P =O.001 





0.0625 0.65 0.69 0.57 0.63 
0.125 1.30 1.48 1.12 1.24 
0.25 2.63 3.38 2.21 2.45 
0.5 5.28 8.80 4.34 4.82 
1.0 10.90 31.37 8.40 9.31 
150 
U 
a=O.1, 0 =O.O1 





0.0625 0.60 0.63 0.54 0.60 
0.125 1.19 1.30 1.03 1.15 
0.25 2.31 0.46 1.94 2.14 
0.5 4.39 2.76 3.49 3.85 
1.0 8.47 22.61 6.06 6.64 
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LII 
a =0.1, P =O.1 





0.0625 0.41 0.40 0.42 0.46 
0.125 0.76 0.75 0.72 0.79 
0.25 1.37 1.46 1.19 1.29 
0.5 2.45 3.46 1.92 2.07 
1.0 4.90 15.10 3.07 3.26 
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6 DISCUSSION. 
In the rare alleles model, meiosis and random union of gametes 
have a very simple effect on the factorial cumulants of the 
phenotypic distribution, which are consequently the natural set of 
variables to follow. In the case of exponential selection, an exact 
solution for the dynamics of the rare alleles model is obtained. 
This has a simple representation in terms of the factorial 
cumulants. Exact recursions for the factorial cumulants under 
selection were derived, which allows epistasis in fitness. 
There is, at present, a need for a systematic description of the 
patterns of linkage disequilibrium maintained under a balance 
between mutation (at different rates) and different forms of 
selection against deleterious alleles. This could then be combined 
with a description of how linkage disequilibrium of different 
orders contributes to the selection pressure on aspects of the 
breeding system. It may then be possible to obtain a widely 
applicable and comprehensible picture of the evolution of the 
breeding system (outcrossing rates). The rare alleles model is a 
relatively simple model, whose behaviour may resemble that of 
more realistic models (particularly when more than one class of 
rare alleles is incorporated, allowing variation in fitness effects). 
However, even here, in general one must follow a large number of 
variables. (Unfortunately, the rare alleles model assumes unlinked 
loci, so it can not be used to model the evolution of recombination 
rates). 
For at least some forms of strongly epistatic selection, it is possible 
to obtain a description of how they generate linkage 
disequilibrium, in terms of a very small number of variables. Such 
readily comprehensible descriptions may be of considerable 
heuristic value, and may greatly assist in the interpretation of 
more realistic models. Charlesworth (1990) presented an 
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approximation of this much sought after type. It gives the 
dynamics of the phenotypic distribution in terms of the mean and 
variance alone. This Gaussian approximation is remarkably 
accurate, at least in the case of Gaussian selection, over the 
parameter range which is appropriate for mildly deleterious 
alleles. 
In natural populations, it is likely that in addition to mildly 
deleterious alleles, there will also be deleterious alleles with more 
severe fitness effects, supplied by mutation at lower rates 
(Simmons and Crow 1977, Crow and Simmons 1983). The results 
of section 5 show that Charlesworth's approximation is less 
reliable over the parameter range appropriate for deleterious 
alleles of large effect. It is hoped that the exact recursions for the 
factorial cumulants will provide an explanation for the accuracy of 
the Gaussian approximation, and perhaps suggest a more widely 
applicable approximation. 
APPENDIX. 
As with moments, one can define factorial moments about any 
chosen point. The ith factorial moment about the origin is defined 
as 
00 [i] = 	f(k)k(k-l) ... (k-(i-1)), i=1, 2, ... (Al) 
k=i 
The factorial cumulants can be defined in terms of these factorial 
moments. The first four are 
K[1} = 411 
K[2] = p421 - ,41]2 
i431 = p431 - 3421[t[ 1] + 4t[1] 3 
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icII41 = 	- 4L[3]L[1] - 3!42] 2 + 12[2][1}2 - 6[1]4 
 
The factorial cumulants can be expressed in terms of these 
factorial moments. The first four expressions are 
411 = 1411 
= K[2] + 1c , J]2 
[3} = K[3] + 3K[2]K[l] 
[4] = 441 + 443]K[11 + 3K[2] 2  + 6K[2]41] 2  + 
 
These relationships between the factorial cumulants and the 
factorial moments about the origin are identical to the 
relationships between the cumulants and the moments about the 
origin. Kendall, Stewart and Ord (1987 p:86-89) give the first 10 
expressions of each type. 
155 
CHAPTER 6. 
THE EVOLUTION AND MAINTENANCE OF SEX. 
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ABSTRACT. 
The evolution of sex, and the maintenance of sex, are recognised 
as major problems in evolutionary biology. The maintenance of 
sex in different lineages may involve very different combinations 
of selection pressures. I discuss, under separate headings, some of 
the different types of variation which might be able to respond to 
selection against sex. I emphasise the possible significance of sex 
coexisting together with mechanisms of vegetative reproduction. 
Attention is draw to the complexity of the interactions which may 
arise when sex coexists with apomixis. I discuss the evidence 
which suggests that in many cases, newly arisen apomictic 
genotypes will suffer a severe reduction in fitness as a 
consequence of the fertilisation of their diploid eggs by haploid 
sperm. This suggests that the problems posed by the maintenance 
of sex have often been overstated. In the final section, I discuss 
the size of the 'cost of sex' (the advantage of asexual reproduction 
relative to sex, which is expected to arise from the different 
deployment of resources which prevail in sexual and asexual 
populations). In particular, I identify the conditions under which 
this advantage is two-fold. I show that, for a dioecious population, 
the advantage is 2p (where p is the proportion of the parental 
investment in each offspring which is provided by the female 
parent, assuming that 
1 
 = p 1), when asexual females have no 
access to male parental investment. I believe this result is new. 
When asexual females have access to male parental investment on 
the same basis as sexual females, an asexual clone has a two fold 
advantage when it first arises. This applies regardless of the level 
of male parental investment. 
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Throughout this chapter, and those which follow, I use terms such 
as apomixis,autonthds, facultative sex, obligate sex, and obligate 
asexuality, as they are defmed in the glossary. 
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1 INTRODUCTION 
The maintenance of sex in contemporary populations is recognised 
as a major problem in evolutionary biology because, in very many 
cases, a genotype which reproduced entirely asexually, or 
automictically, would be expected to produce more offspring per 
individual, and so eventually replace the sexual population from 
which it arose. It might appear that an even more effective 
reproductive strategy which could arise in a hermaphrodite 
population, would be to self-fertilise or produce diploid eggs 
apomictically, while continuing to export haploid male gametes. 
However, the successful export of male gametes requires a 
commitment of resources towards competition for access to female 
function of other individuals. There is a trade-off between 
increasing the number of offspring in this way, and by increasing 
parental investment in offspring produced apomictically, or by 
selfmg. 
In both metazoans and higher plants, obligate sex appears to be 
the primitive condition, with apomictic and automictic 
reproduction always being of secondary origin. However, most 
plants and some animals are also able to reproduce vegetativelly, 
as are protists and sponges. The phylogenetic distribution of sex 
among the protists is reviewed by Margulis and Sagan (1986 
chapter 6). The occurrence of asexual reproduction in the metazoa 
is reviewed by Bell (1982 chapter 3), and in angiosperms by 
Nygren (1967) (see Richards 1986 p:427-432, for a brief 
summary). 
Asexual reproduction should have an advantage relative to sex 
whenever male parental investment is low, and also when asexual 
females would have access to male parental investment 
(regardless of the size of the male contribution). In all such 
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situations, the maintenance of sex in populations in which asexual 
genotypes do occur (or where there is heritable variation in the 
quantitative degree of asexual reproduction), must be explained 
by some compensating advantage of sexual genotypes. This 
selection favouring sex must act at the level of the individual. 
Selection acting at the level of populations would have to be 
implausibly strong in order to overcome the selection against sex 
within populations (caused by the 'cost of sex'). 
Situations where males contribute a substantial proportion of the 
parental investment appear to be rare. In seed plants 
(angiosperms and gymnosperms), the male function contributes a 
minute pollen grain to each offspring, while the female function 
provisions the seed and is responsible for its dispersal. In most 
animals the male contributes only gametes (accompanied by a 
fluid medium, when fertilisation is internal), which are typically 
much smaller than the female gametes. The exceptions are 
reviewed by Trivers (1985 chapter 10). These include the vast 
majority of birds, some mammals, fish and frogs. Among insects, 
seminal feeding may be important in many species, while more 
unusual gifts occur in others (Thornhill and Alcock 1983, see also 
Simmons and Parker 1989). Care of the brood by the male parent 
is the usual arrangement in Pycnogonids (sea spiders), and also 
occurs in several species of polychete worms. Among the sexual 
protists are to be found many examples where both parents make 
a substantial contribution of resources to the product(s) of their 
union. These include protists which produce zygotes by the union 
of two similar haploid cells (anisogamy), such as Chianiydomonas, 
as well as ciliates such as Paramecium, which undergo meiosis and 
syngamy during conjugation between two similar diploid cells. 
Discussions of the cost of sex often give the impression that the 
maintenance of sex in populations where male parental 
investment is low constitutes evidence that sexual reproduction is 
favoured by strong selection acting at the individual level 
(because otherwise, it is argued, the population would have been 
invaded by apomictic genotypes which occasionally arise). 
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However, generally this evidence iS not compelling, because an 
initially rare apomictic genotype which arises in a sexual 
population will only be favoured if it comes equipped with a 
mechanism to protect its diploid eggs from fertilisation. This is 
because if a diploid egg is fertilised by a haploid sperm, the result 
will be a triploid zygote which will be inviable, or else develop 
into a sterile adult.. Now, very few mutations which bring about 
asexual reproduction will also provide a mechanism to protect the 
diploid eggs which are produced (Lynch 1984, Richards 1986 
p:418-422). This provides a plausible explanation for the rarity of 
the secondary origin of apomictic taxa among seed plants, as has 
been realised in the botanical literature for some time (Powers 
1945, Richards 1986 p:418-422), and also among animals, as 
recognised independently by Lynch (1984, specially p:261, 264-
265, 279-282) who reviews the evidence for this and other forms 
of 'destabilising hybridisation' involving parthenogenetic animals. 
This phenomenon was also briefly discussed by Bell (1982 p:356-
357), who referred to it as 'lethal fertilisation', and speculated that 
gynogeny (in which apomictic or automictic development of the 
egg is stimulated by contact with a sperm) may have evolved as a 
mechanism to protect diploid eggs from fertilisation (Bell 1982 
p:405). Notice that lethal fertilisation could explain why 
populations which reproduce predominantly by asexual means 
but engage in sexual reproduction periodically (so called 'cyclical 
parthenogenesis') are not invaded by asexual clones. For this 
reason, I include such breeding systems in my use of the term 
'obligate sex'. 
Lynch (1984 p:261-262) reviews a number of examples of asexual 
animals which are subject to lethal fertilisation in nature. The 
range of the diploid parthenogenetic grasshopper Waramaba virgo 
meets that of its diploid sexual parent species, along a narrow 
tension zone, where iriploid hybrids are produced. The male 
hybrids are completely sterile, while the females have extremely 
limited parthenogenetic ability. Hybridisation between the diploid 
parthenogenetic whiptail lizard Cnemidophera neomexicanus 
(itself of hybrid origin), and one of its diploid parent species, C 
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inornatus, results in triploid offspring of both sexes. These are 
nonparthenogenetic, and sterile. In both these examples, 
parthenogenesis occurs by premeiotic doubling. This is an 
automictic mechanism. However, if sister chromatids pair at the 
start of meiosis (as is usually the case), then this process is 
equivalent to apomixis. 
For some of the apomictic genotypes which arise, fertilisation of 
their diploid eggs by haploid sperm may result in triploid 
offspring which are not only viable, but also reproduce 
apomictically. Among animals, there are many examples of 
triploid apomictic races which may have arisen in this way (Lynch 
1984 p:262-263). These include triploid members of the 
Cnemidophera tesselatus complex of whiptail lizards, which have 
premeiotic doubling, and the triploid salamanders Ambystoma 
platineum and A. trmblayi, which are gynogenic and also have 
premeiotic doubling. Of the 63 parthenogenetic weevils (family 
Curculionidae) all but three are triploid or of higher ploidy. 
Furthermore, all of these species are apomictic and also have high 
levels of heterozygosity (Lynch 1984 p:262). The triploid 
gynogenic spider beetle Ptinus clavipes f. mobilis (or Ptinus 
mobilis) may also have arisen in this way (Lynch 1984 p:262). It 
produces triploid eggs after premeiotic doubling. Among the 
angeosperms, triploid apomictics frequently occur in taxa where 
apomixis is diplosporous, while they are much rarer in those taxa 
where apomixis is agamospermous (Asker 1980 p:290) 
(diplospory and agamospermy are defined section 3 iii below). 
Is there any evidence for the belief that in many lineages sex is 
favoured over asexual reproduction by strong selection acting at 
the level of the individual? I believe that the persistence of sex in 
a great variety of lineages where mechanisms of vegetative 
reproduction are also available, despite typically low levels of 
male parental investment, strongly suggests that such selection 
pressures favouring sex are ubiquitous. However, there is a need 
for more empirical work on the possible disadvantages of 
vegetative reproduction relative to sex (see Bierzchudek 1987, for 
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a review). One important issue is the effectiveness of the dispersal 
mechanisms associated with sexual and vegetative reproduction. 
There appears to be more to the phylogenetic distribution of 
apomixis among the metazoa and higher plants than the rarity of 
its origin due to the barrier of lethal fertilisation. Van Valen 
(1975) presented evidence for 'dade selection' (see Williams 1992 
p:23-37) against both obligate apomictic and automictic lineages. 
This finding is discussed by Williams (1992 p:31-32, 35-36) and 
Nunney (1989). What causes this dade selection against obligate 
asexual and automictic lineages? Muller's ratchet, and the Fisher-
Muller hypothesis, both of which involve selection acting at the 
level of populations, may be applicable. Recently, Peck (in press) 
has proposed another group selectionist hypothesis which 
involves linkage disequffibrium between advantageous mutations 
and deleterious alleles, which may be much more important than 
the effect of linkage disequffibrium between advantageous 
mutations, considered in the so called Fisher-Muller hypothesis. 
Fisher (1930, 1958 p:136) actually discussed this possibility. 
Glesener and Tilman (1978), and Bell (1982) reviewed the 
ecological and geographical distribution of apomixis and automixis 
in animals, in an attempt to elucidate the selection pressures 
responsible for the maintenance of sex and outcrossing. These 
authors found that among the metazoa, apomictic lineages tend to 
have large ranges, and often extend to higher latitudes, and to 
higher elevations than their sexual relatives, and that they are 
more tolerant of and conditions. They interpreted these conditions 
in which apomictics appear to be favoured as being situations 
where biological interactions (such as competition, predation, and 
infection by parasites) are less important. Glesener and Tilman 
(1978) offered this as evidence for the 'Red Queen' hypothesis, 
according to which antagonistic interactions with other species, 
which are themselves continually evolving, generate selection 
pressures which are continually adjusting to oppose the 
established genotypes. Sexual populations survive because they 
can continue to respond to this type of 'contrary' selection, while 
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asexual clones go extinct. Bell (1982) offered as an alternative 
explanation, his 'tangled bank' hypothesis, according to which 
sexual lineages are favoured in ecologically complex environments 
because they can produce genetically diverse offspring, which can 
occupy a variety of niches. Here Bell makes the questionable 
assumption that the assemblage of apomictic clones which arise 
will have a narrower ecological range than the sexual population. 
This view is criticised by Lynch (1984). Lynch goes to the opposite 
extreme, claiming that unlike sexual populations, which will 
respond rapidly to environmental fluctuations, individual 
apomictic clones will only survive in the long term if they have 
'general-purpose genotypes' which are able to survive all these 
fluctuations (Lynch 1984 p:269). However, Lynch's argument is 
entirely verbal, and is not adequate to establish whether a 
constant general-purpose genotype, or a sexual population which 
continuously responds to selection, will do better under randomly 
fluctuating selection in the long term. Furthermore, very little is 
known about how selection pressures fluctuate in different 
environments. 
Lynch (1984 p:277-279) also discuss the possible significance of 
the polyploidy and hybrid origin of many asexual animals. 
Polyploidy is extremely rare among sexual animals, while it is 
very common among apomictic and automictic animals (Lynch 
1984 p:277). In plants, sexual polyploids are common, while the 
great majority of apomictic plants are polyploid (Bierzychudek 
1985 p:1262). Bierzychudek (1985 p:1259) found similar trends in 
the ecological and geographical distribution of apomixis among 
flowering plants, to those identified in animals. She speculated 
that polyploidy alone may be the cause of these trends in both 
plants and animals. 
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2 THE ORIGIN OF SEX, AND THE TRANSITION FROM FACULTATIVE 
TO OBLIGATE SEX. 
Why did sex, with some primitive form of meiosis, first evolve in 
eukaryotes? It has been suggested that meiosis evolved more 
than once (Raikov 1982 p:206,209) among the protists. If true, 
this would be a remarkable example of convergent evolution. 
Sexual reproduction is an elaborate adaptation, as exemplified by 
the role of the spindle and the synaptomental complex in co-
ordinating meiosis. In its primitive form, meiosis must surely 
have been very accident prone. This must have incurred a 
substantial cost, which, if uncompensated, would have ensured 
that the trait was eliminated by selection acting at the level of 
individuals. Hence, it seems unlikely that selection acting at the 
population level could have caused the spread of primitive 
meiosis. The evolution of sex would seem to require that the 
sexual individuals themselves (or more correctly, the genes 
determining sex) had a selective advantage. Kondrashov's (1982, 
1984, 1988) deterministic mutation hypothesis is a good 
candidate for the explanation. 
Sex probably remained as a purely facultative character for some 
time, as it still remains in many protists (eg. Chlamydomonas) and 
some fungi (eg. Saccharomyces). Obligate sex is a feature of the 
life cycles of many algae (charophytes (stoneworts), and many 
chlorophytes, phaeophytes and rhodophytes), higher fungi (many 
basidiomycetes and ascomycetes) and the lineages which gave rise 
to higher plants and metazoans respectively. What are the 
selection pressures which brought about these transitions from 
facultative sex to obligate sex? This is a difficult problem, because 
many of the plausible mechanisms which have been proposed to 
explain the evolution of sex (such as Kondrashovts deterministic 
mutation hypothesis) only give high rates of sex a very small 
selective advantage over moderate to low rates of sex (Peck, in 
press). 
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The transition from facultative to obligate sex may have occurred 
when sex was isogamous (zygotes are formed by the union of two 
gametes of similar size), when there would have been no 'cost of 
sex'. In general, there is no cost of sex in isogamous protists, 
because in the case of most protists, all the 'parental investment' 
which the zygote will receive is contained within the haploid cells 
which unite to form it. This ensures that asexually reproducing 
individuals, which do not unite with these haploid cells, can not 
gain access to this parental investment. If this was the situation 
when the transition from facultative to obligate sex occurred, then 
comparatively weak selection acting at the level of the individual 
might have been sufficient to bring it about. The result derived in 
section 4 below, gives the 'cost of sex' (the advantage of apomixis 
relative to sex) when asexual individuals have no access to male 
parental investment. This predicts, for different degrees of 
anisogamy, the size of the compensating advantage which sex 
must confer if higher rates of sex are to be favoured. 
Another intriguing question is whether or not it is a coincidence 
that life cycles involving multicellular stages, have evolved only in 
sexual eukaryote lineages. Did sexual reproduction in some way 
predispose these lineages to evolve multicellularity? It may be 
that by releasing the population from Muller's ratchet, sexual 
reproduction allows the increase in genome size which may be a 
prerequisite for the evolution of multicellularity (Bell 1988). This 
is highly speculative. The late appearance of multicellularity in 
the fossil record suggests that it may not have arisen until much 
later than the origin of sexual eukaryotes. The Cambrian explosion 
in metazoan body plans was preceded by a less spectacular 
radiation of multicellular animals, - the Ediacara fauna (Gould 
1989 p:58-60, 311-314). 
There is more to the maintenance of sex in contemporary 
populations than the low rate at which apomictic genotypes 
overcome the barrier imposed by lethal fertilisation, balanced by 
dade selection against the resulting apomictic lineages. The 
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maintenance of sex in different popuations may involve very 
different issues. I now consider the difficulties presented by 
different situations. 
3 THE MAINTENANCE OF SEX. 
(i) THE MAINTENANCE OF SEX ALONG SIDE VEGETATIVE 
REPRODUCTION. 
Why isn't sexual reproduction eliminated from those populations 
in which vegetative reproduction also occurs? This could happen 
as a response to selection on the relevant quantitative traits, 
occurring at many loci (each making a small contribution to the 
heritable variation in the traits), or by the spread of a completely 
asexual genotype. Among angiosperms, asexual reproduction 
occurs in the majority of herbaceous perennials, and is very 
common in creeping shrubs, climbers, leanas, and hydrophytes. 
Vegetative reproduction is less common in trees and shrubs, 
particularly in tropical and subtropical species (Richards 1986 
p:370-374). In plants, zygotes tend to be free from pathogens 
infecting the parents. This has lead to a 'dean egg' hypothesis 
(Richards 1986 p:402) to explain the maintenance of sex. 
Alternatively, the failure of vegetative reproduction to entirely 
replace sexual reproduction may be due to the superior dispersal 
mechanisms available to seeds. Among the metazoa, vegetative 
reproduction occurs frequently outside the vertebrates, 
arthropods and molluscs, and is particularly widespread in the 
Hydrozoa, Anthozoa (corals), Turbellaria (flatworms), Endoprocta, 
Bryozoa (or Ectoprocta, sea mats), Asterodea (starfish), 
Pterobrachia (believed to be relatives of the extinct graptolites), 
and Tunicata, where it is universal in colonial Ascidians (benthic 
tunicates) but unknown in solitary forms, and widespread among 
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the Thaliacea (pelagic tunicates). As in plants, the failure of sex to 
be eliminated from these groups could be due to superior 
dispersal abilities associated with sexual stages of their life cycles. 
However, selection on dispersal may not be sufficiently strong to 
maintain sex. I suspect that the maintenance of sex together with 
vegetative reproduction together with such a diversity of lineages, 
despite the typically low levels of male parental investment, 
indicates that strong selection for sex, acting at the individual 
level, is widespread. 
(II) THE MAINTENANCE OF OUTCROSSING IN SIMULTANEOUS 
HERMAPHRODITES. 
Why aren't populations in which simultaneous hermaphrodites 
occur, invaded by seWing strains? A seffing strain can avoid the 
cost of sex , in the same way as do apomictics, if it ceases to invest 
in competition for mates (eg. producing small inconspicuous 
flowers instead of large conspicuous ones) to allocate more 
resources towards parental investment. Alternatively, a genotype 
which self-fertilises its eggs using a small proportion of its male 
gametes, while continuing to export the rest, could also spread 
rapidly, as recognised by Fisher (1941). The success of this 
strategy depends on the hermaphrodite continuing to compete 
effectively for access to mates, to which it can export its male 
gametes. This commitment of resources will limit the allocation of 
resources to parental investment in this type of selling 
hermaphrodite. The dynamics of the spread of this second type of 
selling genotype depends on the genetic basis of the seffing trait. 
The maintenance of outcrossing in populations containing 
simultaneous hermaphrodites may be explained by the severity of 
inbreeding depression. The majority of simultaneous 
hermaphrodites exhibit adaptations to avoid seWing. The different 
mechanisms of automixis generate homozygosity to different 
degrees. Inbreeding depression may also explain the failure of 
other types of automictic strain to invade sexual populations. 
Among automictic animals, automictic mechanisms which lead to 
increased homozygosity are very rare (Lynch 1984 p:278-279). 
The severity of inbreeding depression generates selection on 
outcrossing rates. At the same time, the frequency with which the 
different types of inbreeding occur also affects the frequencies 
which deleterious alleles reach at mutation-selection balance, and 
hence the severity of inbreeding depression. The dynamics of this 
coevolution of outcrossing rates and the position of the mutation-
selection balance has already received some attention (Campbell 
1986, Holsinger 1988, Charlesworth, Morgan and Charlesworth 
1990, 1991, 1992, 1993, see also Lande and Schemske 1985). 
(iii) THE MAINTENANCE OF SEX IN FACULTATIVE APOMICTIC 
POPULATIONS. 
In many of the species of flowering plants which reproduce 
apomictically, apomixis coexists along side sexual reproduction. 
Apomixis is much more likely to be facultative for some 
mechanisms of apomixis than for others. 
In some flowering plants (including most species of Citrus, some 
species of Euonymus, and many orchids) reproduction can occur 
by a process called adventitious embryony (nucellar embryony). 
Following pollination and conventional double fertilisation 
(resulting in an embryo and an endosperm), the sexual embryo 
begins to develop, while at the same time cells in the nucellus 
(tissue surrounding the embryo-sac) begin developing directly 
into embryos (without first forming an embryo-sac). A single 
asexual embryo usually displaces the sexual embryo, however, 
polyembryonic seeds are sometimes produced (Richards 1986 
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p:408). Sometimes sexual and asexual embryos coexist within the 
same seed. This form of apomictic reproduction is automatically 
protected from lethal fertilisation, so it seems likely that a single 
mutation could bring it about. Hence, we are lead to the question 
asked by Richards (1986 p:408): Why isn't adventitious embryony 
more common in angiosperms? Could it be that when it first arises 
it is usually a highly error-prone process, and that the mutations, 
or combinations of alleles, necessary for error-free adventitious 
embryony occur extremely rarely? Populations in which 
adventitious becomes established may suffer a high rate of 
extinction. The rarity of adventitious embryony does present a 
difficult problem. 
What prevents the frequency of sex in populations with 
adventitious embryony, from declining still further? In a 
(hermaphrodite) population in which adventitious embryony 
occurs, those genotypes which produce the highest proportion of 
embryos by adventitious embryony (while continuing to export 
pollen) should spread at the expense of any cross-compatible 
genotypes which produce lower proportions of embryos by this 
mechanism. 
In a population which reproduces by adventitious embryony, and 
which still retains adaptations to prevent selfing (such as self-
incompatibility), very few pollen grains may contribute to 
sexually produced embryos which survive, perhaps even to the 
extent that pollen export is an altruistic act which no longer 
benefits the individual. In such a situation, the male function will 
deteriorate. How low must the frequency of sexually produced 
embryos, which are provisioned, be before the male function 
begins to deteriorate? If the male function does deteriorate, the 
population will eventually go extinct, because adventitious 
embryony requires pollination to produce an endosperm. This 
would not be a problem for a self-compatible population, where 
any shortage in the supply of pollen would exert selection for 
increased pollen self-sufficiency. Is a population which reproduces 
by adventitious embryony likely to lose adaptations which 
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prevent selling? It is unlikely if a high proportion of th 
provisioned embryos continue to be produced sexually. Even if 
sexually produced embryos are only rarely provisioned, seffing 
may mean that the sexually produced endosperm may suffer 
inbreeding depression, impairing its function in the seed. In the 
orchids (among which adventitious embryony is common), 
conventional double fertilisation occurs, but the endosperm is 
vestigial. 
In some flowering plants, apomixis occurs by a process called 
apospoly, in which apomictically produced embryos develop from 
embryo sacs derived from the nucellus. This differs from the 
situation in adventitious embryony, where the embryo sac stage is 
completely by passed. In almost every case, apospory, like 
adventitious embryony, requires pollination to facilitate 
endosperm development (Richards 1986, p:411-412, 415). It is 
usually facultative,- coexisting with conventional sexual 
reproduction (Richards 1986 p:410-411). In apospory, the 
unreduced egg nuclei receive a degree of protection from lethal 
fertilisation by the early initiation of embryo development, before 
pollination and endosperm development (Richards 1986, p:411-
412). The rarity of apospory is probably explained by the number 
of traits which must be modified. Single mutations with exactly 
these pleiotropic effects must be extremely rare. Apospory could 
be brought about by the chance association of a number of 
individually harmful (and presumably rare) alleles. Again, this 
must be a very rare event (Powers 1945, Richards 1986 p: 418-
426, see also Asker 1979, 1980). The occurrence of apospory 
raises similar questions to adventitious embryony. What prevents 
the frequency of sex in such populations from declining still 
further? 
There is another form of apomixis which occurs in flowering 
plants, called diplospory. As in apospory, the apomictic embryo 
develops from an embryo sac. However, in the case of diplospoiy, 
this embryo sac is derived from the archeosporum (Richards 1986 
p:412), as it is in conventional sexually reproducing angiosperms. 
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Diplospory is usuailS' obligate, and the endosperm develops 
without the need for pollination (Richard 1986 p:412). There are 
examples of facultative diplospory in Taraxacum (Richards 1986 
p:423-426). In the best documented cases, plants which can 
reproduce both apomictically and sexually are triploids, which 
produce some diploid offspring. These diploid individuals are 
sexual, and when their haploid eggs are fertilised by diploid 
pollen produced by the triploids, the resulting offspring are again 
triploid. This is a rather unusual situation, although there are 
examples of polyploids exhibiting similarly complex behaviour, 
involving agamospermy (for example, see Liljefors 1955 for the 
situation in Sorb us). 
Why isn't sexual reproduction eliminated from facultative sexual 
populations? The coexistence of apomictic individuals together 
with outcrossing genotypes, would suggest that the apomictic 
genotypes are protected from lethal fertilisation. In facultative 
sexual populations where such mechanisms do exist, what are the 
selection pressures which prevent the spread of apomictic and 
automictic genotypes? Where outcrossing coexists with 
homozygosity-inducing forms of automixis, inbreeding depression 
may explain the frequency of outcrossing. However, in those cases 
where outcrossing coexists with apomixis (or geneticaly 
equivalent mechanisms of automixis), other explanations must be 
sought. A number of difficult cases of this type have been 
identified among the metazoa. These include several genera of 
Psocoptera (book lice) (Bell 1982 p:278-279), freshwater snails 
(Prosobranchia) of the genus Potamopyrugus (Bell 1982 p:222, 
343). In the facultative sexual Psocid Bertkauia lucifuga, 
parthenogenetic females flee from males, while in Peripsocus 
quadrifiasiciatus males avoid parthenogenetic females. In Psocus 
bipunctatus both types of mating reluctance have evolved (Bell 
1982 p:300,356). 
Gynogenic races may be automatically protected from lethal 
fertilisation, because contact with a sperm stimulates the division 
of the egg. It has been suggested that the all-female gynogenic 
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spider beetle Ptinus mobilis has evolved a super-normal stimulus 
to overcome the reluctance of males, of its sexual relative P. 
clavipens, to mate with it (Lloyd 1984 p:63). 
Facultative sex may be very widespread among the Monogonta 
rotifers (Bell 1982 p:195, 198, 343). However, it may be that most 
of these populations exist close to one extreme or the other, with 
either apomixis or sex predominating (Bell 1982 p:198). The 
vulnerability of apomictic genotypes to lethal fertilisation when 
they are rare, together with the failure of sexual genotypes to 
achieve fertilisation when they instead are rare, may explain the 
stability of the two extreme situations. How frequent are 
transitions from one extreme to the other? 
One reason why sex persists in facultative sexual -apomictic 
populations may be that new mutations causing increased, or 
obligate, apomixis rarely arise on genetic backgrounds which are 
free from deleterious mutations. The spread of other types of new 
advantageous mutations will be impeded for the same reason, 
while they are rare, but as they increase in frequency they can 
acquire optimal genetic backgrounds as a result of recombination 
(see Peck in press, and Barton in prep.). However, a new mutation 
with an increased tendency to reproduce by apomixis, will have 
greater difficulty acquiring optimal genetic backgrounds. Hence its 
spread may be more strongly impeded by selection against 
deleterious alleles. The probability of fixation of a modifier of the 
frequency of sex, in the presence of deleterious mutations, is a 
problem of great interest. A similar analysis would apply to the 
problem of the maintenance of facultative sex in protists (where 
vegetative reproduction is often equivalent to apomixis). However, 
in protists, unlike the facultative sexual metazoa, the cost of sex 
may often be negligible. Alternatively, the maintenance of sex in 
facultative sexual populations might be explained by Kondrashov's 
deterministic mutation hypothesis (Kondrashov 1988). However, it 
may not give a sufficiently strong advantage to high rates of sex 
over low rates, particularly where there is an opposing cost of sex. 
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Prolonged directional selection may help maintain high rates of 
sex, and outcrossing (Maynard Smith 1988, Charlesworth 1993). 
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(iv) WHY DOESN'T THE GENOME CONGEAL? 
What maintains high recombination rates, despite the prevalence 
of heritable variation in recombination rates? This question was 
first asked by Fisher (1930, 1958 p:117-118). Fisher stated that in 
a two locus, two allele balanced polymorphism, in which linkage 
disequffibrium is maintained at recombination-selection 
equilibrium, selection will favour any reduction in the 
recombination rate between these two loci. He then argued that 
although such two locus balanced polymorphisms might become 
established only rarely, those that did would often be very stable, 
and so should accumulate. Fisher then sought a mechanism which 
would generate an opposing selection pressure, favouring 
increased recombination. He suggested that new advantageous 
mutations might arise at a sufficiently high rate to ensure that 
initially rare advantageous alleles are often spreading 
simultaneously at linked loci. 
There has since been much work on the evolution of 
recombination rates (for some of the early progress, see Kimura 
1956, Turner 1967, Eshel and Feldman 1970). Feldman and others 
(Feldman and Liberman 1986, Liberman and Feldman 1986, 
Altenberg and Feldman 1987) have sought the conditions under 
which a 'reduction principle' holds true for modifier alleles which 
affect the recombination rate, but have no effect on fitness. The 
reduction principle states that a modifier allele can invade only if 
it reduces the recombination rate. In other word, it states that 
zero recombination has the property of 'evolutionary genetic 
stability' (EGS) (Eshel and Feldman 1982, Eshel 1985). Much of 
this work relates to multilocus balanced polymorphisms 
(recombination-selection equilibria). However, it may be that in 
most natural populations, few, if any, chromosomes carry (two or 
more) loci at which balanced polymorphisms are jointly 
maintained (the work by these authors which also incorporates 
mutation, is of much wider interest, in particular Feldman, 
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Christiansén and Brooks 1980). Models of multilocus balanced 
polymorphisms are required for investigating the evolution of 
'supergenes'. However, in may cases these balanced 
polymorphisms may involve frequency-dependant selection, 
whereas most multilocus models assume constant genotypic 
fitnesses. Furthermore, even the evolution of supergenes may be 
significantly influenced by the occurrence of deleterious 
mutations. Stabilising selection (the prevalence of which is more 
widely accepted) acting on additive traits, also favours reduced 
recombination (Charlesworth 1993 p:220). 
An alternative to Fisher's explanation for the maintenance of high 
recombination rates is Kondrashov's deterministic mutation 
hypothesis. The resulting selective advantage of high 
recombination rates over lower rates may be very weak, however 
selection on recombination rates is not opposed by any cost of sex. 
Periods of prolonged directional selection (a special case of the 
mechanism suggested by Fisher) may help maintain high 
recombination rates (Maynard Smith 1980, 1988, Charlesworth 
1993). For reviews of the available data on heritable variation in 
recombination rates, see Maynard Smith (1978 p:73-77), and 
Brooks (1988). 
(v) CONCLUDING REMARKS ON THE MAINTENANCE OF SEX. 
The maintenance of sex alongside apomixis in facultative sexual 
populations where there is a cost of sex, is evidence that there is 
strong selection favouring sex acting at the level of the individual, 
and which can not be explained by inbreeding depression, or the 
superior dispersal mechanisms associated with reproduction via 
eggs or seeds. I suspect that evidence for the ubiquity of such 
selection favouring sex will eventually be provided by detailed 
study of the many different taxa where sex is maintained together 
with mechanisms of vegetative reproduction, despite the cost of 
sex due to low male parental investment. The cause of this strong 
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individual selection for sex (which is widely assumed to exist) is 
the cause of much speculation. One cause may be selection against 
deleterious mutations, when there is multiplicative epistasis in 
fitness (Kondrashov 1988), another cause may be prolonged 
directional selection (Maynard Smith1988, Charlesworth 1993). 
Similar selection pressures may explain the frequency of sexual 
reproduction in many protist populations, where the cost of sex 
may be negligible. Hopefully, empirical work on contemporary 
protist populations will shed some light on the selection pressures 
which were responsible for the origin of sex (with primitive 
meiosis and syngamy) in eukaryotes. 
4 THE ADVANTAGE OF ASEXUAL REPRODUCTION: WHEN IS IT 
TWO-FOLD? 
(i) INTRODUCTION 
For a wide range of sexual breeding systems, an asexual clone or 
automictic strain is expected to produce more offspring per 
individual than the sexual population as a result of the different 
deployment of resources which prevail in sexual and asexual 
populations. This phenomenon is often referred to as the 'cost of 
sex' (Maynard Smith 1971, Bell 1982 p:63). As a consequence an 
asexual clone should be able to invade the sexual population from 
which it is derived. Some of the main controversies regarding the 
cost of sex are reviewed by Uyenoyama (1984, 1985). In the 
following discussion, all factors influencing the number of 
offspring produced, other than the deployment of resources, will 
be ignored. 
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As there is no recombination between an asexual or automictic 
genotype, and the other genotypes in the population in which it 
arises, a simple comparison of the long-term mean fitness of the 
descendants of the new genotype with the mean fitness of the 
population, is a valid procedure for determining its eventual fate. 
This is equivalent to comparing the number of offspring produced 
per individual in a sexual population and in an asexual clone. It is 
not the same as comparing the average number of offspring of a 
single individual in a sexual population and in an asexual clone. 
This last comparison is misleading because sexual populations and 
asexual clones have different genealogical structures (in a sexual 
population each individual has two parents, unless it is produced 
by selfmg, while in an asexual clone each individual has only one 
parent). 
Maynard Smith (1971) pointed out that for a sexual population in 
which male parental investment is negligible, and in which there 
is a 1:1 sex ratio at maturity, an asexual clone will have a two fold 
advantage relative to the sexual population. This is because half 
the sexual population (the males) contribute no resources (only 
genes) to the production of offspring. The males instead spend the 
resources at their disposal on gaining access to females 
(extravagant ornaments and elaborate displays to attract females, 
or weapons for use in conflicts with other males). This advantage 
of asexual reproduction relative to sex depends on the sex ratio at 
maturity in the sexual population. If the sex ratio is strongly 
female biased (as may be the case in a highly inbred population), 
then the relative advantage of an asexual clone will be much less. 
On the other hand, if the sex ratio is male biased, then the relative 
advantage of the asexual clone will be even greater. 
The advantage of asexual reproduction relative to sex identified 
by Maynard Smith is due to the waste of resources in the sexual 
population. Such a waste will arises from any asymmetry in the 
proportion of parental investment provided by males and females, 
which is not compensated by a corresponding asymmetry in the 
sex ratio at maturity. I will refer to this advantage as the 
advantage due to male-female asymmetry in parental investment. 
This phenomenon is sometimes referred to as the 'cost of 
producing males' (eg. Crow 1988 p:58). However, it is important to 
notice that within the sexual population, the male strategy is just 
as successful as the female strategy, because each offspring 
produced in a sexual population must have one male parent and 
one female parent. The balancing of the returns from the male 
and the female strategy is expressed formally as Fisher's sex ratio 
theorem, which states that natural selection will push the primary 
sex ratio of the population, for investment in male offspring and 
female offspring, towards 1:1 (It is important to notice that this 
1:1 ratio refers to the ratio in investment, and not the ratio in 
numbers of offspring, so that if the cost of producing males and 
females differ, then the primary ratio of the number of male 
offspring to female offspring need not be 1:1) 
It has often been asserted that if the male parent and the female 
parent each contribute half of the parental investment in their 
offspring, then an asexual clone will have no advantage relative to 
the sexual population (eg. Felsenstein 1988, p:82). However, 
Williams (1988 p:294-295) pointed out that if asexual females 
accept advances from males, then they would receive as much 
male parental investment towards their offspring as would sexual 
females, but all the offspring reared would be asexual females. 
The unfortunate males contribute resources to these offspring, but 
do not contribute genes (so the genes determining sexual 
reproduction are not transmitted in these families). Initially, the 
asexual clone would again have a two fold advantage relative to 
the sexual population. This selective advantage of the asexual 
clone increases with the frequency of the asexual clone relative to 
the sexual population, because, as the asexual clone increases, and 
males become scarce, more and more females (both sexual and 
asexual) will fail to find mates. Unmated asexual females continue 
to produce offspring (though less than they could when they 
received male parental investment), while unmated sexual 
females do not. Thus the sexual population will be driven to 
extinction, while the asexual clone will persist. 
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The advantage of asexual reproduction relative to sex identified 
by Williams (1988, see also Williams 1975, 1980, and Williams 
and Mitton 1973) is due to the direct transfer of resources from 
the sexual population to the asexual clone, which occurs when 
asexual females accept contributions of parental investment from 
males, without accepting any of their genes. I will refer to this 
advantage as the advantage due to asexual exploitation of male 
parental investment. This advantage only exists when the asexual 
females have access to male parental investment. Williams (1988 
p:295) considers the imaginary case of an asexual passerine (song 
bird). 
I will now calculate the advantage of an asexual clone relative to a 
dioecious sexual population (i) when asexual females have no 
access to male parental investment, and (ii) when they have 
access on the same basis as sexual females. Let N denote the 
number of individuals in the sexual population at maturity. Let 
v(sexual, N), and v(asexual, N) denote the total number of (fully 
provisioned) offspring produced by a sexual population, and by an 
asexual clone, each containing N mature individuals. v(sexual, N) 
also depends on the sex ratio. The advantage, C, of an asexual 
clone relative to a sexual population as a result of differences in 
the deployment of resources which prevail in these populations, is 
then calculated using the formula 
v(asexual, N) 
C v(sexual, N) 
Throughout, I assume that the cost c of producing one offspring is 
constant. However, there are cases where there is a large 
difference in cost between male offspring and female offspring. I 
will also treat the number of offspring produced by a female as a 
continuous quantity. In situations where this number is large, 
such a treatment should not be too misleading. 
IID] 
Let F denotethe number of females. Given the sex ratio (N-F:F), 
and the proportion of the parental investment in each offspring 
contributed by the female parent (denoted p), v(sexual, N) is 
calculated on the optimistic assumption that the sex which is most 
in demand succeeds in investing all its available parental 
investment in producing offspring. 
Let p denote the proportion of the investment in each offspring 
which is contributed by the female parent, and q = 1-p denote the 
proportion contributed by the male parent. I will assume that the 
female contribution is never smaller than the male contribution 
( 1 p si). Let 'm  and If denote the total 'value' (in terms of 
producing offspring) of the resources which mature males and 
females have available for parental investment, respectively. 
Again, I will assume that these are constants. When <p 1, one 
would expect males to have less resources available for parental 
investment (Im <If), because (unless for some reason the sex ratio 
is female biased) there will be more male gametes (backed up by 
the accompanying parental investment) available in the 
population than female gametes, so that male fertility will be 
limited by access to females. Hence males should devote a 
substantial proportion of their resources to finding mates, leaving 
less available for parental investment. It is important to note that 
in the limiting case p=l, where male parental investment is zero, 
it must be the case that 'm = 0. 
A male must contribute parental investment of value cq to each 
offspring to which it contributes, while a female must contribute 
parental investment of value cp. Hence, the number of offspring 
which a male can afford to contribute towards is , while the cq 
number of offspring which a female can afford to contribute 
towards is -. These results will be used below. They also enable 
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us to say more about the relative size of 'm  and If. It is only 
advantageous to a male to make a smaller contribution to the 
parental investment in each offspring than the female parent, if 
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this (potentially) enables the male to contribute to more offspring 
than the female parent (so that in addition to fathering all the 
offspring produced by one female, he also has the possibility of 
fathering at least some of the offspring produced by a second 
female). So, the following inequality must be satisfied: the number 
of offspring which a male can afford to contribute towards is 
greater than or equal to the number of offspring which a female 
can afford to contribute towards. This can be written as 
k < Lni 
cpcq 
This result will also be used below. 
In a dioecious sexual population, each offspring has two parents, 
one male and one female. Therefore the total number of offspring 
which such a population can produce is limited by the total 
number of offspring which could receive a contribution from 
whichever sex can, in aggregate, afford to make their 
contributions towards the smallest number. In other words, 
v(sexual, N) is the minimum of the total number of offspring 
which the males in the population can afford to contribute 
towards, and the total number of offspring which the females in 
the population can afford to contribute towards. 
Recall that the number of offspring which one male can afford to 
contribute towards is , while the number of offspring which one cq 
female can afford to contribute towards isTherefore 
v(sexual, N) = mini (N-F), FI cq 
If the sex ratio at maturity is 1:1, then 
. IM If v(sexual, N) = N - .mm{, cp 
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Recall that 1 
	 If I M 
p :s 1, then 	Thereforecp 
v(sexual, N) = NIf  - -cp  
(ii) ASEXUAL FEMALES HAVE NO ACCESS TO MALE PARENTAL 
INVESTMENT. 
In this case any advantage of asexual reproduction relative to sex 
must be entirely due to male-female asymmetry in parental 
investment. The situation considered by Maynard Smith is a 
special case of this, where asexual females have no access to male 
parental investment, because there is no male parental 
investment. 
An asexual female must contribute the entire cost of provisioning 
each one of her offspring herself. Hence 
v(asexual, N) = 





which ranges from the classical two fold advantage of asexual 
reproduction when p=1, down to no advantage relative to sexual 
reproduction (C=1) when p = 
(iii) ASEXUAL FEMALES DO HAVE ACCESS TO MALE PARENTAL 
INVESTMENT. 
If the sexual males have not yet acquired adaptations to avoid 
asexual females, it is reasonable to suppose that asexual females 
obtain as many matings as sexual females. Hence 
the sex ratio at maturity is 1:1, then 
v(asexual, N) = cp 
Therefore 
C=2 
However, for <p <1, part of this advantage must be attributed to 
male-female asymmetry in parental investment (for p=1, all of it 
must be attributed to this cause). This component of the 
advantage will persist, even if males become adapted to 
discriminate against asexual females. One can write the advantage, 
relative to the sexual population, of an asexual clone which has 
access to male parental investment, as 
C=2p. 
where 2p is the advantage, relative to the sexual population, of an 
asexual clone which has no access to male parental investment 
I. 
(which I have already calculated), so that must be the 
advantage of an asexual clone which has access to male parental 
investment, relative to an asexual clone which has no access to 
male parental investment. 
(iv) SUMMARY. 
I will now summarise the results for a dioecious sexual population 
with a 1:1 sex ratio. When there is no male parental investment, 
asexual reproduction has a two fold advantage relative to sex 
which is entirely due to the waste of resources within the asexual 
population as a result of male-female asymmetry in parental 
investment. When there is some male parental investment, and 
asexual females have access to it (in just the same way as do 
sexual females), asexual reproduction will have an advantage 
relative to sexual reproduction while the asexual clone is rare. If 
the male parent and the female parent each contributes half the 
parental investment, there is no male-female asymmetry in 
parental investment, and all of this two fold advantage is due to 
the exploitation of male parental investment by asexual females 
(that is, the direct transfer of resource from the sexual population 
to the asexual clone). 
In the case of hermaphrodites, the situation may be more 
complicated. In an outcrossing hermaphrodite population in which 
there is substantial male parental investment, a newly arisen 
apomictic genotype may produce considerably fewer offspring per 
individual than the sexual population, if it has no access to male 
parental investment. I will confine my discussion to the case 
where the male contribution to parental investment is negligible. 
In general, low male parental investment will mean that 
outcrossing hermaphrodite individuals continue to invest 
resources in male function, but now most of this investment is 
spent on competing for access to the female function of other 
185 
individuals. This reduces the total quantity of resources available 
for parental investment. However, there are exceptions to this. 
Hamlets (Hypoplecrus spp.) are simultaneous hermaphroditic coral 
reef fish. Mating hamlets form pairs, and repeatedly trade eggs 
for each other to fertilise. This process has the structure of an 
iterated prisoner's dilemma, and hamlets employ the 'lit for tat' 
strategy, refusing to offer eggs when their partner refuses to offer 
eggs. As a result, each individual can not fertilise more eggs than 
it can itself provision (because it can only gain access to eggs by 
offering its own eggs). Therefore, even though male parental 
investment may be negligible, a hamlet can not increase its 
fertility thorough its male function by competing for access to 
mates (Fischer 1988). 
A newly arisen apomictic genotype will often retain investment in 
male function, which may or may not export viable (haploid) male 
gametes. If this male function is sterile, the apomictic genotype 
will produce the same number of offspring per individual as the 
sexual population. However, such an apomictic genotype will be 
under strong selection to reduce its investment in sterile male 
function. As it responds to this selection, the apomictic clone will 
begin producing more offspring per individual than the sexual 
population. 
If the newly arisen apomictic genotype exports viable (haploid) 
male gametes, then the dynamics of its spread will depend on the 
genetic basis of the apomictic trait. if crosses between apomictics 
and sexual hermaphrodites (and the various back-crosses with the 
apomictic parent) produce only a small proportion of apomictic 
offspring, then the apomictic genotypes will experience selection 
to reduce their investment in male function and increase their 
investment in apomictic female function. However, if crosses 
between these apomictic individuals and sexual hermaphrodites 
(and the various back-crosses with the apomictic parent) produce 
a high proportion of apomictic offspring, then a high level of 
investment in male function may be favoured. As continuing 
success in the export of male gametes requires a commitment of 
SI 
resources towards competition for access to mates, there is a 
trade-off between inreasing the number of offspring in this way, 
and by provisioning more apomictically produced offspring (or 
offspring produced by selfmg in the case of a selfing strain). 
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CHAPTER 7. 
THE RARE ALLELES MODEL. II. MUTATION-SELECTION BALANCE 
AND THE MAINTENANCE OF OUTCROSSING. 
i,x.I 
ABSTRACT. 
I investigate the balance between mutation and selection against 
deleterious alleles in the 'rare alleles model', which assumes an 
infinite number of unlinked loci, each very close to fixation. In 
this model one can follow the dynamics of the distribution of the 
number of deleterious (rare) alleles per individual (the 
phenotypic distribution), without following the frequencies of 
individual genotypes. The natural set of variables to follow are the 
factorial cumulants of the phenotypic distribution. The first 
factorial cumulant is simply the mean number of deleterious 
alleles per individual, while the second and higher order factorial 
cumulants measure linkage disequilibrium. 
How does the linkage disequilibrium represented by the various 
factorial cumulants contribute to the selection pressure 
experienced by an asexual clone which arises in an obligate sexual 
(outcrossing) population? I derive an explicit formula for the 
fitness of an asexual clone relative to the obligate sexual 
(outcrossing) population, in terms of the factorial cumulants of the 
phenotypic distribution. This formula has a remarkably simple 
form, and leads to an explicit condition on the factorial cumulants, 
which is necessary and sufficient for the sexual population to 
resist invasion by asexual clones. 
I briefly outline a similar approach to the more general situation 
of an asexual clone which arises in a facultative sexual-apomictic 
population, and the quite different problem of an obligate seWing 




Why is sex maintained despite the two fold advantage of asexuals 
in populations where male parental investment is negligible? 
More specifically: why are such populations not invaded by 
apomictic genotypes? In some taxa, fertile apomictic genotypes 
simply may not arise. In many more taxa, the fitness of apomictic 
clones may be greatly reduced by the fertilisation of their diploid 
eggs by haploid sperm, resulting in inviable/sterile triploid 
zygotes (Lynch 1984, Richards 1986 p:418-422). However, there 
are cases where apomixis is associated with the precocious 
development of embryos (before pollination/insemination), and 
consequently this problem of 'lethal fertilisation' is avoided. How 
is the maintenance of sex to be explained in these more difficult 
cases? In other cases, fertilisation of apomictically produced eggs 
may result in triploid offspring which are also apomictic (Lynch 
1984 p:262-263). 
There are many theories. Most assume the advantage of sex is 
conferred by recombination breaking down linkage 
disequilibrium, and postulate some mechanism which generates 
linkage disequilibrium. Many mechanisms have been proposed. 
One of the very few which could be sufficiently general to account 
for a phenomenon as ubiquitous as sex is Kondrashov's (1982, 
1984, 1988) deterministic mutation hypothesis, according to 
which the linkage disequffibrium maintained at mutation-
selection balance, between deleterious alleles segregating at 
different loci, generates selection favouring outcrossing and 
recombination. However, this only works for certain types of 
epistasis. The type of epistasis required has been characterised as 
(i) that which exists when each additional deleterious alleles must 
reduce fitness by a progressively larger factor (Kondrashov 1988, 
Charlesworth 1990 p:199-200), and (ii) that which generates 
negative pairwise linkage disequilibrium (Shnol and Kondroshov 
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in press, see also Charlesworth 1990 p:215-217). There is a need 
for a more precise characterisation. Whether or not the required 
type of epistasis in fitness is ubiquitous in natural populations 
remains an open question. Very little data is available on epistasis 
in fitnesses between deleterious alleles, but what little exists is 
encouraging (reviewed by Charlesworth 1990, and Charlesworth, 
Morgan and Charlesworth 1991 p:192-193). 
What is the relationship between the form of selection against 
deleterious alleles, and the resulting selection pressures on the 
breeding system? There are a great variety of possible selection 
regimes. So, in order to give a comprehensive answer to this 
question (rather than simply accumulating special cases), it is 
desirable to obtain: (1) A systematic description of the patterns of 
linkage disequilibrium maintained when different forms of 
selection against deleterious alleles are balanced by different 
rates of mutation. (2) A description of how the linkage 
disequillbria of different orders contribute to the selection 
pressure acting on particular aspects of the breeding system. It is 
not immediately obvious that it is possible to represent the 
resulting selection pressure on the breeding system entirely in 
terms of the linkage disequilibrium maintained at mutation-
selection balance, without reference to the form of selection 
against deleterious alleles which generated it. Fortunately this is 
possible, at least for the types of variation in the breeding system 
considered below. 
In chapter 5, I discussed the problem of investigating how 
different forms of selection generate linkage disequffibrium, in the 
relatively simple framework provided by the 'rare alleles model'. 
In the rare alleles model, the most appropriate representation of 
the linkage disequilibria of different orders is provided by the 
factorial cumulants of the distribution of the number of rare 
alleles per individual (the phenotypic distribution). The factorial 
cumulants are a sequence of statistics, of which the first is the 
mean, while those of second and higher order are measures of 
dispersion which represent departures from the Poisson 
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distribution. The factorial cumulants of the phenotypic 
distribution decay in a very simple manner under random union 
of gametes (see chapter 5). 
Here, I consider how the linkage disequilibria of different orders 
contribute to the selection pressure experienced by an apomictic 
clone which arises in an obligate sexual (outcrossing) population. I 
derive an explicit formula for the fitness of an apomictic clone 
relative to the sexual population, in terms of the factorial 
cumulants of the phenotypic distribution (representing different 
types of linkage disequffibrium). This formula has a remarkably 
simple form, and leads to an explicit condition on the factorial 
cumulants, which is necessary and sufficient for the sexual 
population to resist invasion by apomictic clones. I briefly 
consider the more general situation of an apomictic clone which 
arises in a facultative sexual-apomictic population. Also briefly 
considered is the situation of an obligate selfing strain which 
arises in a partially selfing (hermaphrodite) population. 
I use the simplest form of the rare alleles model, which assumes 
that all rare alleles have identical phenotypic (and hence fitness) 
effects. In order to inform the interpretation of more realistic 
models, it is desirable to consider how linkage disequilibrium 
between alleles with different fitness effects, supplied at different 
rates by mutation, contribute to the selection pressure on the 
breeding system. This straightforward generalisation will not be 
presented here. 
Before presenting my results on how linkage disequilibria of 
different orders contribute to the selection pressure on the 
breeding system, I will briefly discuss the problem of inferring 
which distributions of absolute fitnesses, together with which 
values for the total rate of deleterious mutation, are compatible 
with the persistence of natural populations. 
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2 THE RATE OF DELETERIOUS MUTATION AND THE SELECTION 
REGIME IN NATURAL POPULATIONS. 
A model of mutation-selection balance, as with any hypothesis 
about the selection regime in a stable population, must be 
compatible with this stable persistence of the population. This 
requirement places some constraints on the absolute fitnesses of 
the genotypes which are maintained in the population. The 
absolute fitness of an asexual individual, evaluated at any chosen 
stage in the life cycle, is the expected number of its offspring 
which survive to that same stage in the life cycle in the next 
generation. The absolute fitness of a sexual individual is defined 
as half the expected number of its offspring which survive to the 
same stage in the life cycle in the next generation (because each 
offspring receives half its genotype from each of its two parents). 
This definition allows meaningful comparison between the 
absolute fitnesses of sexual and asexual genotypes. 
For a population which is not persistently increasing, or declining 
to extinction, the mean absolute fitness, W, must usually remain 
close to one, with large fluctuations occurring only occasionally. It 
is reasonable to assume that populations which have persisted in 
this way for many generations experience density regulation of 
the following form. If the mean absolute fitness exceeds one, then 
the population will grow, but as the population size increases 
competition for resources will become more intense, and as a 
consequence the mean absolute fitness will decline. On the other 
hand, if the mean absolute fitness falls below one, then the 
population will decline, but as the population size falls individual 
competition will become less intense, so the mean absolute fitness 
will increase. 
When an asexual population is at mutation-selection balance, it 
can be shown that W = eU.W(0), regardless of the form of 
purifying selection (Kimura and Maruyama 1966), where U is the 
total rate of deleterious mutation per genome per generation, and 
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W(0) is the absolute fitness of genotypes which have no 
deleterious alleles. Now, if the population is stable (neither 
persistently increasing, nor declining to extinction), the mean 
absolute fitness must remain close to one. So, at mutation-
selection balance, the absolute fitness of the mutation-free 
genotypes is W(0) = eU .  However, for any natural population in a 
given environment, there must be a limit to how many offspring 
an individual can produce, and which will survive to the next 
generation. If U is so large that W(0) can not possibly attain the 
value eU, then the population, having reached mutation-selection 
balance, will have a mean absolute fitness less than one. As a 
consequence the population must decline to extinction. 
Before discussing mutation-selection balance in a sexual 
population, I will clarify what is meant by a 'mutation-free' 
genotype in an asexual population and a sexual population 
respectively. In an asexual population of finite size, it is possible 
to identify from the genotypes present in the population, those 
which have the maximum fitness. When the asexual population 
has reached mutation-selection balance, the genotypes identified 
in this way are what I have referred to as mutation-free 
genotypes. In the case of a sexual population, the 'mutation-free' 
genotype is a rather different concept. These genotypes need not 
be present in a sexual population of finite size. In a finite sexual 
population which has reached mutation-selection balance, it is 
possible to identify the deleterious alleles and wild type alleles 
segregating at each locus. Hence, one can specify genotypes which 
carry none of these deleterious alleles. These are the mutation-
free genotypes. A hypothesis about the fitness regime will assign 
some absolute fitness to these mutation-free genotypes. However, 
if these genotypes do not occur in the natural population under 
consideration, then this fitness should be thought of as simply a 
parameter of the hypothetical model, rather than a prediction 
about an unobserved genotype. 
In a sexual population, if the deleterious alleles at all loci act 
multiplicatively on fitness, then the population will be in linkage 
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equilibrium at mutation-selection balance. This is true for any,  
linkage map in which no pair of loci is completely linked. As a 
consequence, if deleterious alleles, each of which reduces fitness 
by a factor of 1-s, are segregating at an infinite number of loci, 
then at mutation-selection balance the number of deleterious 
alleles per individual will have a Poisson distribution with mean 
U/s, where U is the total rate per genome of deleterious 
mutations. Here, as in the asexual population, the mean absolute 
fitness is given by W = eU.W(0). So, in a stable population (where 
W = 1), W(0) = eU. As noted above, the mutation-free genotype 
may not occur in a finite population. However, W(0) is still a 
parameter of the selection model. For this multiplicative selection 
model, the absolute fitness of a genotype carrying k deleterious 
alleles is W(0)( 1-s)k = eU( 1-s)k. The range of values of k which are 
usually present in a finite population will depend on the 
population size. Arguing as before, for any natural population 
there must be a limit to how many offspring an individual can 
produce, and which will survive to the next generation. If U is so 
large that W(k) can not possibly attain the value eU( 1-s)k for the 
lowest observed value of k (the number of deleterious alleles per 
individual), then the population will have a mean absolute fitness 
less than one (at mutation-selection balance). As a consequence, 
the population would decline to extinction. 
Crow (1970) pointed out than in a sexual population, if there is 
epistasis in fitness, so that instead of acting multiplicatively, each 
additional deleterious allele reduces fitness by a progressively 
larger factor (increasing returns selection), then at mutation 
selection-balance, the same total rate of deleterious mutation U 
can be balanced without attributing such high absolute fitness to 
genotypes carrying low-moderate numbers of deleterious alleles. 
Or, using Muller's terminology, mutation can be balanced by fewer 
'genetic deaths'. By making this type of epistatic interaction 
sufficiently strong (an extreme case is threshold selection), much 
larger mutation rates (eg. U=10) can be made compatible with the 
persistence of natural populations (see also Kondrashov 1988). 
Kondrashov (1982) and Crow (1983) could then argue that the 
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supply of deleterious mutations may be substantial, and opposed 
by strong purifying selection, and furthermore, that the linkage 
disequilibrium generated by selection against deleterious 
mutations could cause generate selection favouring sex over 
asexual reproduction, and favouring increased outcrossing and 
recombination within sexual populations. 
3 CAN AN ASEXUAL CLONE INVADE A SEXUAL POPULATION? 
Whether or not an asexual clone can invade the sexual population 
from which it is derived will be determined by the ratio of the 
absolute fitness of the asexual clone W(asexual) to that of the 
sexual population W(sexual). I will assume that the sexual 
population has reached mutation-purifying selection balance. The 
asexual clones which will have the greatest chance of invading 
will be those which were initiated by an individual carrying no 
deleterious mutations, and which have not lost this genotype 
through random drift (Muller's ratchet). I will compare the 
mutation-selection balance approached by such a clone with the 
mutation-selection balance reached by the sexual population. I 
assume that sexual and asexual individuals are subject to the 
same selection regime. 
Asexual individuals have a two-fold advantage over sexual 
individuals in populations where male parental investment is 
negligible (Maynard Smith 1971). More generally, if one sex 
(usually the females) contributes a proportion p of the parental 
investment which is more than half of the total ( : 5 p:51), then 
the number of offspring produced per individual will exceed that 
in the sexual population by a factor 2p, assuming that the asexual 
females have no access to male parental investment (see chapter 
6). This advantage of asexual reproduction relative to sex, is due 
to the 'waste' of resources within the sexual population (males are 
diverting resources away from parental investment, and investing 
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in the competition for access to females). Williams (1988) pointed 
out that even in sexual populations where males and females each 
contribute half of the parental investment (2p =1, so there is no 
'waste' of resources within the sexual population), asexual females 
may be able to appropriate parental investment from males. In 
this situation the asexual clone has a two-fold advantage due to 
the direct transfer of resources, in the form of male parental 
investment, from the sexual population to the asexual clone. 
Fisher (1941) considered the fate of a gene, arising in a population 
of outcrossing hermaphrodites, which allows its carrier to use a 
small amount of pollen (or sperm) to self-fertilise its own ova, 
while exporting the rest. This gene has an advantage because it 
maintains its access to the resources invested by the rest of the 
outcrossing population in ova, while denying reciprocal access to 
its own ova. Hence, there is a direct transfer of resources (in the 
form of provisioned ova) from the rest of the outcrossing 
population to the seffing (but pollen exporting) strain. 
In my comparison of sexual and asexual reproduction, I consider 
only the effect of deleterious alleles on viability (an individual's 
probability of survival to maturity). This effect is represented by 
the different phenotypic composition of the population at 
mutation-selection balance. It is assumed that deleterious alleles 
have no effect on an individuals ability to provide parental 
investment for its offspring. I consider the effect of the different 
deployment of resources which prevails in an outcrossing sexual 
population and in an asexual clone, on the number of offspring 
produced. This effect is incorporated by increasing the fitness of 
all the asexual phenotypes by the factor C. 
I ignore the waste of resources which may occur in a newly arisen 
asexual clone through the failure of the mechanism of 
parthenogenesis, or through the fertilisation of diploid eggs 
(resulting in inviable triploid zygotes). These effects could 
increase the advantage of asexual reproduction relative to sexual 
reproduction. On the other hand, I also ignore those costs incurred 
by courtship and mating, which are not accounted for in the 
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reduced level of male parental investment (eg. exposure to 
venereal diseases, and increased exposure to predation). These 
effects will often increase the relative advantage of asexual 
reproduction. 
Let W(k) denote the absolute finesses of a genotype in the sexual 
population, which carries k deleterious alleles. The absolute 
fitness of the corresponding genotype in the asexual population is 
CW(k), where the constant factor C represents the advantage of 
asexual reproduction relative to sexual reproduction, due to the 
greater number of offspring produced per individual in an asexual 
done. 
When the asexual clone is at mutation-purifying selection balance 
W(asexual) = eUCW(0), where U is the total rate of deleterious 
mutation per genome per generation (Kimura and Maruyama 
1966). I assume that the total rate of deleterious mutation per 
generation in the asexual clone is the same as that in the sexual 
population from which it is derived. I will now derive a simple 
formula for the mean absolute fitness, W(sexual), of a sexual 
population at mutation-selection balance, in the rare alleles limit. 
The notation is the same as that used in chapter 5. 
After selection 
f'(k) = W(k) .f(k) (3.1 a) 
W 
where W denotes the mean absolute fitness of the population 





F'(z) = -. 	f(k)W(k)zk (3.2) 
Wk=O 
After meiosis and random union of gametes 
F"(z) = ( F'() )2  (3.3) 
After mutation, at the start of the next generation 
F ... (z) = eU(z 1 ).F"(z) 	(3.4) 
At mutation-selection balance, F ... (z) = F(z), so the p.g.f. must 
satisfy 
F(z) = eU(zl).( F'() )2  (35) 
Putting z=O in this formula yields 
F(0) = e-U.( F'() )2  (3.6) 
This can be used to obtain an expression for the mean absolute 
fitness of the sexual population at mutation-selection balance, 
W(sexual), as follows. From (3.1a) 




W = W(0). f'(0) = W(0). F'(0) 	(3.8) 
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Therefore, at mutation-selection balance, (3.6) can be substituted 
into (3.8) to give 
(F'(-))2 
W(sexual) = W(0) eU 	(39) F'(0) 
W(sexual) can be expressed in terms of the factorial cumulants as 
follows. 
W(sexual) = W(0).e U.exp(2K'[4]K'[1]) (3.10) 
where K[z] is the factorial cumulant generating function, defined 
in (2.9) of chapter 5. 
Therefore 
00 	 1 	K [ill 
W(sexual) =W(0).exp( -U-  
i=2 
Where the K'[i] are the factorial cumulants of the sexual population 
after selection. 
Now, the ratio of the mean absolute fitness of an asexual clone 
relative to the sexual population can be expressed in terms of the 
factorial cumulants. 




A= F'(0) =exp(2K'[-]-K'[-1]) 
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00 	 1 K[i] 
=exp(- 	 i! 	(3.11 b) i=2 
where the x'[i]  are the factorial cumulants of the sexual 
population, at mutation selection-balance, after selection. 
A represents the advantage of the sexual population relative to 
the apomictic clone as a result of the different phenotypic 
composition maintained in sexual and apomictic populations at 
mutation-selection balance. The condition for the asexual clone to 
increase is 
VV(asexual)  > 1. (3.12) 
W(sexual) 
This can now be written as 
A<C (3.13) 
where A is given by (3.11 b). 
Now, in order to investigate the effects of different types of 
epistasis, some widely applicable methods are required for 
predicting the values of the factorial cumulants maintained at 
mutation-selection balance, from the pattern of epistasis in 
fitness, and the mutation rate. I am currently considering a 
number of possible approximations. 
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4 CHARLESWORTH'S APPROACH 
In the case of Gaussian selection, Charlesworth's Gaussian 
approximation gives a very simple expression for the mean fitness 
of the population. This a good approximation for the mean fitness 
at mutation-selection balance in the rare alleles model, over the 
parameter range appropriate for mildly deleterious alleles 
(Charlesworth 1990). This could be used to give an approximation 
for A (the advantage of a sexual population relative to an 
apomictic clone at mutation-selection balance, as a result of 
epistasis in fitness, as in 3.11 b above), when only deleterious 
alleles with small effects on fitness are segregating. However, it is 
demonstrated below that Charlesworth's approximation is no 
longer adequate over the parameter range appropriate for 
deleterious alleles of large effect. 
Suppose that the absolute fitness of an individual carrying k 
deleterious alleles is given by 
W(k) = exp(-ak- I3k 2) (4.1 a) 
1 (k-Q) 2 
	
cx exp(- 	), (4.1 b) 
1 	a 
V=j - Q=-j - (4.10 
Then, the mean absolute fitness of the sexual population at 
mutation-selection balance is given by 
1Q2 
W = \JVs.exp( 	. 
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y=+°° 	1 	1 (y-Q) 2 1 	1 .exp(-- 
Y=-00f =_•o \J27uVS 
2 Vs 	 2 V ) dy 
1 Q2 	1 	1 (M-g) 2 
=exP().j_—-.exP(- 	 (4.2) 2 Vs 
Recall that the mean absolute fitness of an asexual clone at 
mutation-selection balance is given by CW(0).e, which in this 




1Q2 1(M-Q) 2 
A =%FI+Vs- .exp(U - 	v+v 	(4.3 b) 
This ratio can be written as a function of V alone, as follows. 
Rearranging (4.13) of chapter 5, gives 
M-Q = (VS+V)U (4.4) 
Therefore 
(M-Q) 2 	VS  
V+Vs =1VV (4.5) 
which can be substituted into (4.3 b). 
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NUMERICAL RESULTS 
In the following section, I compare the values of the ratio A (that 
is, the advantage of a sexual population relative to an apomictic 
clone at mutation-selection balance, as a result of epistasis in 
fitness) for the rare alleles model, with the value predicted by 
Charlesworth's Gaussian approximation. These results were 
obtained from the same simulations as the results for the mean 
and variance presented in chapter 5 (the parameter values were a 
= 0.01,0.1, = 0.001, 0.0 1, 0. 1, and U = 0.0625, 0.125, 0.2 5, 0.5, 
1.0). 
In the case of Charlesworth's approximation, A was calculated 
from the variance at mutation-selection balance, using (4.3 b and 
4.5). In the case of the rare alleles model, A was calculated 
directly from the phenotypic frequencies at mutation-selection 
balance. 
Over the entire range of parameter combinations considered here, 
it was found that A = 1.00, for the rare alleles model (accurate to 
two decimal places). The values of A predicted by Charlesworth's 
approximation are presented below. It is immediately apparent 




Table of A, for a = 0.01 
0.001 0.001 0.01 
0.0625 1.12 1.12 1.14 
0.125 1.25 1.24 1.28 
0.25 1.55 1.52 1.58 
0.5 2.33 2.25 2.38 
1.0 5.16 4.90 5.29 
Table of A, for a = 0.1 
0.001 0.001 0.01 
0.0625 1.00 1.11 1.14 
0.125 1.25 1.26 1.28 
0.25 1.58 1.58 1.60 
0.5 2.50 2.45 2.45 
1.0 6.20 5.70 5.55 
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5 CAN AN ASEXUAL CLONE INVADE A FACULTATIVE SEXUAL = 
APOMICTIC POPULATION? 
How much better is a small amount of sex than no sex at all? I will 
consider a facultative sexual population, in which individuals 
reproduce sexually with probability E, and apomictically with 
probability 1-s. I assume that the sexually produced zygotes are 
formed by random union of gametes. The mean absolute fitness of 
this facultative sexual population will be compared with that of an 
apomictic clone. If an individual carrying k deleterious alleles 
reproduces sexually, it will have absolute fitness W(k). If it 
reproduces apomictically it will have absolute fitness CW(k). So, 
on average, a genotype with k deleterious alleles has absolute 
fitness ((1-E)C + c)W(k). 
After selection 
100 
F'(z) =-. 	f(k)((1E)C+c).W(k)zk (5.1 a) 
Wk=O 
where W denotes the mean absolute fitness of the population 
00 f(k)((1-)C+E).W(k) (5.1 b) 
k=0 





(F'() )2  (5.2) 
(1-E)C+C 
As before, this applies to both haploid and diploid life cycles. 
Notice that reproduction no longer has a simple effect on the 
factorial cumulants. 
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(1-c)C 	 _____ 
loge ( exp(K'[z]) +(1 	
exp(2K'[1)) (5.3) 
(1 -eX2+6 
As before, after mutation, at the start of the next generation 
F ... (z) = eU(z-1 ).F"(z) 	(5.4) 
At mutation-selection balance, F ... (z) = F(z), so the p.g.f. must 
satisfy 
F(z) = eU(zl).( 
(1-0c
F'(z) + 
Putting z=O in this formula yields 
(1-E)C 




(F'() )2)  (5.6) 
This can be used to obtain an expression for the mean absolute 
fitness of this facultative sexual population at mutation-selection 
balance, W(facultative sexual), as follows. After selection 





((1-E)C+E).W(0). 	(5.8) W = ((1-E)C+E).W(0). 
f('O) 
(0) -  
Therefore, at mutation-selection balance, (5.6) can be substituted 
into (5.8) to give 
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(F'( -)) 2 
W(facultative sexual) = W(0).e'.( (1-E)C + 	F'(0) 	
(5.9) 
Now, the ratio of the mean absolute fitness of an asexual clone 
relative to the facultative sexual population can be expressed in 
terms of the factorial cumulants. 
W(asexual) 	- 	C (5.10 a) 
W(facultative sexual) - (1-E)C+A 
(F ' ( 
A = F'(0) = exp(2K'[-]-K'[-1]) 
00 	 1 	1(1 
= exp(- 	 2-'i 	(5.10 b) i=2 
where the i'[i]  are the factorial cumulants of the facultative sexual 
population, at mutation-selection balance, after selection. 
6 CAN A SELFING STRAIN INVADE A PARTIALLY SELFING 
HERMAPHRODITE POPULATION? 
What advantage can a small amount of outcrossing give over 
complete selfing? I will consider a partially selfmg population, in 
which individuals outcross with probability E, and self with 
probability l-E. I assume that the zygotes produced by outcrossing 
are formed by random union of gametes. The mean absolute 
fitness of the partially selling population can be compared with 
that of an obligate selling strain. The obligate selling strain will be 
treated as a special case of a partially selling population. Kimura 
and Maruyama's (1966) argument, which applies to an asexual 
clone, does not apply to a seffing strain, because genotypes 
carrying no deleterious alleles can be produced when individuals 
carrying deleterious alleles only in the heterozygous state are 
selfed. 
When new deleterious mutations first arise, they occur in the 
heterozygous state. In the rare alleles limit for an outcrossing 
sexual population, these deleterious alleles remain in the 
heterozygous state. However, when inbreeding occurs, rare alleles 
can be brought into the homozygous state as a consequence, even 
in the rare alleles limit. At mutation-selection balance in an 
inbreeding population, the joint distribution for the number of loci 
per individual which are heterozygous, and which are 
homozygous, for deleterious alleles will be in equilibrium. The 
analysis of this selection assumes a life cycle in which selection 
acts during the diploid stage, - from the production of the 
formation of the zygotes, until they reach maturity. At maturity, 
the diploid individuals then produce gametes (or gametophytes - 
pollen and ovules), which unite to form zygotes. Mutation occurs 
before the start of the next generation. With this life cycle, if there 
is inbreeding, it is necessary to consider the fitness effects of 
deleterious alleles in both the heterozygous state, and in the 
homozygous state. 
Let f(kl,k2) denote the frequency of genotypes in which k1 loci are 
heterozygous, and k2 loci are homozygous for the rare allele, and 
F(zi, z2) denote the bivariate probability generating function 
00 	00 
F(z1,z2)= f(k i ,k2).z iklz2k2 (6.1) 
k1--O k2=0 











W(kl,k2) is the fitness of an individual with kj . loci which are 
heterozygous, and k2 loci which are homozygous for the rare 
allele, and which reproduce by outcrossing. The deployment of 
resources (towards parental investment) which should prevail in a 
selfing strain is the same as that which should prevail in an 
apomictic clone. As in the case of apomixis, this effect on fitness 
will be represented by the factor C. So ((1 -E)-I-0.W(k1,k2) 
represents the average fitness of a genotype in which deleterious 
alleles are carried in the heterozygous state at ki loci, and in the 
homozygous state at k2 loci. 
After selection 
f'(kl,k2) = ((1
-6)+E).W(kl,k2) .f(kl,k2) (6.3a) 
w 





1 	00 	00 
F'(zl,z2)=. 
W ki=O k2=0 
00 
f(ki,k).(( 1-E)C+E).W(kl,kZ) (6.3b) 
k2=O 
f(kl,k2) .( ( 1-E)C+E).W(kl,k2).Z 1k1z2k2 (6.4) 
The effect of partial seffing on the joint p.g.f. F(z, z2)  is relatively 
simple (see appendix). 
(1-E)C Zi z+1 	 _ 
F'(T+ 	,Z2) + (1-)C+ (F(Z F"(zi, z2) ,z) )2 (6.5) = 
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As in the case of facultative sex, reproduction no longer has a 
simple effect on the factorial cumulants. 
_____ 
Z7 (1-E)C exp(K1[212l +,Z2-1]) K'[zi, z2] = loge ( (1-)C~ 
+ ( 
1+E exp(2K'[ 	, zi- l])) (6.6) 
As before, after mutation, at the start of the next generation 
F ... (zi, z2) = eU(z11).F"(zi, Z2) (6.7) 
(Recall that when new deleterious mutations first arise, they occur 
in the heterozygous state.) 
At mutation-selection balance, F ... (zi, z2) = F(zi, z2), so the p.g.f. 
must satisfy 
(1-E)C
(F'() )2)  (6.8) F(zl,z2) = eU(zl).( 	F(z) + (1-E)C-i- 	(1-E)C+c 
Putting zi=O, z2=0, in this formula yields 
(1-E)C ,1 	______ 
F(O,O) = eU.( (1+ F(,O) 
+ 	
F'( ,O) )2)  (6.9) 
(1 
(  
This can be used to obtain an expression for the mean absolute 
fitness of this partially selling hermaphrodite population at 








W = (( 1-s)C+E).W(0,0). f'(O,O) 
= (( 1-E)C+).W(0,0). F'(O,O) (6.11) 
Therefore, at mutation-selection balance, (6.10) can be substituted 
into (6.11) to give 
F
1
( -,0) 	(F'( -,0)) 2 
W(partial selfmg) = W(0,0).eU.( ( 1-E)C.F(0) + F'(O,O) ) (6.12) 
The mean absolute fitness of an obligate selling strain at 
mutation-selection balance, W(obligate selling), is obtained by 
putting e = 0 in the above formula. Hence 
F'(,0) 
W(obligate selfing) = CW(0,0) e 	(6.13) T'(0,0) 
where the subscript 's' is used to indicate that a quantity refers to 
the obligate seffing strain. 
Now, the ratio of the mean absolute fitness of an asexual clone 
relative to the facultative sexual population can be expressed in 
terms of the factorial cumulants. 
W(obligate seffing) - 	CB (6.14 a) 
W(partial seffing) - 
(F'( -,0)) 2 
A= F'(O,O) = exp( 2K'[-,-1] - K'[-1,-l] ) (6.14 b) 
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F'(,O) 
B = F'(O,O) = exp( K'[-%-1] - K'[ -1 ,-1]) (6.14 c) 
These can be expressed in terms of the bivariate factorial 
cumulants, after selection, in the facultative selfing hermaphrodite 
population tic ' [i1,12]1, and in the obligate selfing strain  
7 DISCUSSION 
What is the relationship between the form of selection against 
deleterious alleles, and the resulting selection pressures on the 
breeding system? As explained in the introduction, this problem is 
best split into two separate parts. 
The first part of the problem is to obtain a systematic description 
of the patterns of linkage disequilibrium maintained when 
different forms of selection against deleterious alleles are 
balanced by different rates of mutation. The feasibility of this 
project is discussed in chapter 5. 
The second part of the problem is to obtain a description of how 
the linkage disequilibria of different orders contribute to the 
selection pressure acting on particular aspects of the breeding 
system. It is this question which has been addressed in this paper. 
As mentioned in the introduction, it is not immediately obvious 
that it is possible to represent the resulting selection pressure on 
the breeding system entirely in terms of the linkage 
disequilibrium maintained at mutation-selection balance, without 
reference to the form of selection against deleterious alleles which 
generated it. In this respect, the above analysis in terms of 
factorial cumulants has clarified the nature of the interactions 
involved. I have derived explicit formulas for (i) the fitness of an 
asexual clone relative to a sexual population, in terms of the 
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factorial cumulants, and more generally for (ii) the fitness of an 
asexual clone relative to a facultative sexual-apomictic population, 
and finally for (iii) the fitness of an obligate seffing strain relative 
to a partially selfing hermaphrodite population. 
Each of these cases is relatively simple, because there is no 
recombination between the new genotype (asexual clone/selfing 
strain) and the population in which it arises. In such situations a 
simple comparison of the long-term mean fitness of the 
descendants of the new genotype with the mean fitness of the 
population is a valid procedure for determining its eventual fate. 
Determining the fate of a modifier allele which has a less drastic 
effect on the breeding system is a more difficult problem. Simple 
comparisons of mean fitnesses are not always a reliable guide 
(Fisher 1941, Karlin and Carmelli 1975, Charlesworth 1990 p:215, 
Charlesworth, Morgan and Charlesworth 1990 p:1484). The above 
analysis suggests approaching this problem by trying to express 
the selection pressure on a modifier allele as a function of the 
factorial cumulants of the distribution of the number of 
deleterious alleles per individual. 
While this approach to analysing the selection pressures on the 
breeding system generated under mutation-selection balance, has 
clarified the nature of these interactions, it will only lead to 
significant progress if widely applicable methods can be 
developed for predicting the values of the factorial cumulants 
maintained at mutation-selection balance, from the form of 
epistasis in fitness and the mutation rate. The preliminary results 
presented in chapter 5 suggest some possible approaches for 
seeking such approximations. 
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APPENDIX. 
In this appendix, I will show how the joint p.g.f. (F(z, z2))  of the 
phenotypic distribution is transformed under partial selfing in the 
rare alleles limit. 
First I will consider the effect of selling alone on the p.g.f. 
Let p(k1,k2Ii1,i2) denote the probability that a zygote has ki loci 
which are heterozygous, and k2 loci which are homozygous for the 
rare allele, given that its parent was heterozygous at ii loci, and 
homozygous for the rare allele at i2 loci. It can be shown that 
p(kl,k2Iil,i2) = (k 	k2-i 	
)k2-i2( 	)k1( 	)iI-k1-(k2-i2) (Al) 
The phenotypic frequencies in the population of zygotes produced 
by selling are given by 
f"(kl,k2) = 	p(k1,k21i1,i2)f'(i1,i2) (A2) 
i1-O i2-O 
The generating function is now 
00 	00 F"(z1, Z2) = 	f"(ki,k2).ziklz2k2 
ki=O k2=O 
00 	00 	00 	00 
= 	 ( . ( 	k24
I )k2-i2( )kl( )il-kJ-(k2-i2) 
k1=O k2--OipO 12-0 
f'(il,i2) )ii1-,i2 
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1 1 	12 zj = 	- ( E 
k2_i)k2i2(T)k1 (4) i l k l 2i2) ) 








F(zl,z2)=F(-y+ 4 ,Z) (A3) 




Next I consider the effect of outcrossing alone (assuming random 
union of gametes), on a population in the rare alleles limit, but in 
which individuals may carry deleterious alleles in the homozygous 
state (as a consequence of inbreeding in the past). 
Let p(kl,k21(i1,i2), (il,i2)) denote the probability that a zygote has 
k1 loci which are heterozygous, and k2 loci which are homozygous 
for the rare allele, given that it was produced by random mating 
(rather than selling) by parents which were heterozygous at ii (ii) 
loci, and homozygous for the rare allele at i2 02)  loci. Almost all 
zygotes produced by random mating will not be homozygous for 





)il+i I l, if k 
p(kl,k21(i1,i2), 002)) = 
	 (A5) 
0, otherwise 
After outcrossing (meiosis and random union of gametes), the 
phenotypic frequencies in the population of zygotes are given by 
f"(kl,k2) = 00 	 p(kl,k21(il,i2), (j1,j2))(i1,i2)f '(j1,j2) 
ij=O i2=0 ji=O 120 
(A6) 
The generating function is now 
00 	00 
F"(z1, Z2) = 71 f (ki,k2).ziklz2k 2 
ki=O k=O 
00 	 n 	n 	'' 	ilJl 
)(-)'1+j1-f`(i1j2)f`(jIJ2))zjk1 = 	( (kl-i22  
k i=o i i=O i2=O  j i=Q j 20 
n 	n 	n 	n 	
)il+jl 	
00 	 iljl 
= 	 .( k1-(i2-ij2)) ziki) 
i1Oi20J1 0 J2 0 	 k1=O 
f'(ii,i2)f'(j 1,i2) 
n n n n Zi+1 . 	 zi+1 . = 	
2 2 i=O i20 ilO J2 0 
n n 	Z1±l)1I2 	n n 	zi+1 




F"(zi, z2) = ( F(Z 	, z) )2  (A7) 
I now return to the case of a partial selfmg hermaphrodite 
population. Each generation, the population releases gametes 
(together with the accompanying bundles of resources, - parental 
investment) into separate 'pools'. In one pool each gamete unites 
with a partner produced by the same parent (selfing), while in the 
other pool each gamete unites with a partner chosen at random. 
Clearly, the effect of partial selling on the p.g.f. must be given by 





I have investigated the infinite locus limits of population genetic 
models where an additive trait is determined by unlinked loci. I 
have established sufficient conditions for this limit to be the 
Fisher-Bulmer model, for both the haploid and diploid cases (in 
chapters 2 and 3 respectively). By the Fisher-Bulmer model, I 
simply mean that the within-family distributions of the additive 
trait are Gaussian, with mean at the mid-parent value and a 
within-family variance which is the same for all crosses in the 
population. It appears that these conditions are not too over-
restrictive on the amount of linkage disequilibrium. However, it is 
desirable to establish a set of conditions which is both necessary 
and sufficient for the Fisher-Bulmer model to arise. 
Fisher (1918) also incorporated the effect of dominance into his 
model. However, Fisher assumed linkage equilibrium (only briefly 
considering pairwise linkage disequilibrium), and did not 
explicitly consider the within-family distributions. Bulmer (1980) 
took the infinite locus limit of a diploid population genetic model 
which incorporated dominance. However, in this case, Bulmer also 
assumed that each locus was equivalent, and that the population 
was in linkage equilibrium. Bulmer (1980 p:123-125) reached the 
interesting conclusion that in the infinite locus limit, the within-
family distribution of the dominance deviation of the trait is 
Gaussian, and uncorrelated with the breeding value, and the same 
for all crosses in the population (there is no dependence on the 
breeding values of the parents, or on their dominance deviations). 
This is consistent with Fisher's (1918) analysis of the correlations 
between relatives. I hope to generalise my treatment of the 
diploid case, to incorporate dominance, together with linkage 
disequilibrium, and Hardy-Weinberg disequilibrium. 
Fisher (1918) also considered pairwise (additive x additive) 
epistasis in the quantitative trait. Some types of epistasis can be 
removed by a suitable transformation of the quantitative trait 
(Powers 1950). However, in general, this is not possible. It should 
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be possible to incorporate specific types of epistasis into the 
population genetic model, and then investigate the effect on the 
within-family distributions in the infinite locus limit. This should 
help to illuminate the assumptions about epistasis which underlie 
the very general recursions developed by Barton and Tureffi (in 
prep.). A related generalisation, is to have multiple quantitative 
traits, and incorporate the effect of alleles with pleiotropic effects. 
Another point of contact between the approach taken here, and 
that of Barton and Turelli (in prep.) was mentioned in chapter 2. 
For the Fisher-Bulmer model to arise in the limit, for (almost) 
every genotype, the ratio of its frequency to the total frequency of 
genotypes having the same phenotype must remain very close to 
the value it would have if the population was in linkage 
equilibrium (this is condition 4.8 of chapter 2, which can be 
replaced by the weaker condition 4.20). This condition restricts 
the amount of linkage disequilibrium which is allowed. How much 
selection (how strong, for how long) must act before a population 
which initially satisfies this condition, eventually violates it? 
When the population is exchangeable, this problem is 
straightforward (see chapter 2). It should be possible to answer 
this question more generally using the recursions developed by 
Barton and Tureffi. 
I have already discussed the possibility of using the rare alleles 
model as a framework for investigating how linkage 
disequilibrium is generated under strong selection. This approach 
could make a useful contribution towards the project of 
assembling a systematic description of the patterns of linkage 
disequilibrium maintained when different forms of selection 
against deleterious alleles are balanced by different rates of 
mutation. However, before progress can be made, it is necessary 
to find methods for predicting the values of the factorial 
cumulants maintained at mutation selection balance, from the 
form of epistasis in fitness, and the mutation rate. One approach 
which I hope to pursue is the development of QLE approximations 
(there are various refinements which could be tried). It may turn 
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out that QLE approximations are only adequate when selection is 
weak. However, the work of Barton and Tureffi (1990) offers some 
cause for optimism here. Charlesworth (1990) demonstrated that 
his Gaussian approximation provides a remarkably accurate 
description of the phenotypic distribution at mutation-selection 
balance in the rare alleles model, over the parameter range 
appropriate for mildly deleterious alleles, at least in the case of 
Gaussian selection. It provides a much less reliable approximation 
to the rare alleles model if deleterious alleles with large fitness 
effects are segregating. 
I have only made use of the simplest form of the rare alleles 
model, which assumes that all rare alleles have identical fitness 
effects. An important, though straightforward, generalisation is to 
incorporate deleterious alleles with different fitness effects, and 
supplied at different rates by mutation. Another straightforward 
generalisation would be a model of mutation-selection balance 
where one component of the deleterious alleles maintained in the 
population behaves according to the simple version of the rare 
alleles model, while another component could be represented by 
the Fisher-Bulmer model, and recessive deleterious alleles could 
be represented using the model introduced in chapter 4. All these 
models can be combined in a very natural way. The effect of 
selection acting jointly against each of these classes of deleterious 
alleles could then be investigated. More general versions of the 
rare alleles model could also be used to investigate the 
maintenance of heritable variation in quantitative traits, under a 
balance between mutation and stabilising selection, incorporating 
the effect of pleiotropy. 
Linkage disequilibrium between loci which are under selection 
generates selection on outcrossing rates and recombination rates. 
This is the principle motivation for analysing the linkage 
disequilibrium maintained at mutation-selection balance. In 
chapter 7, I obtained an explicit formula for the fitness of an 
apomictic clone, relative to the outcrossing sexual population in 
which it arose, in terms of the factorial cumulants of the factorial 
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cumulants of the phenotypic distribution (whicli each represent 
different types of linkage disequilibrium). A similar expression is 
derived for a selling strain which arises in a hermaphrodite 
population. I hope to use the rare alleles model to develop a 
similar expression for the selection pressure experienced by a 
modifier of the outcrossing rate, segregating in a sexual 
population, in terms of the factorial cumulants. Determining the 
fate of such modifiers, taking account of their effect on the 




Apomixis. Reproduction via eggs (or seeds, in the case of seed 
plants), which are produced mitotically, and which do not undergo 
syngamy. 
Asexual reproduction. Reproduction in which meiosis and 
syngamy do not occur. This term includes both apomixis and 
vegetative reproduction. 
Automixis. Reproduction via eggs (or seeds, in the case of seed 
plants), which are produced through a process involving some 
form of meiosis and/or syngamy involving only nuclei which are 
derived from the same zygote. 
Facultative sex. The breeding system of a population in which 
sexual and apomictic reproduction can occur simultaneously, at 
appreciable frequencies. 
Obligate asexuality. The breeding system of a population in 
which all methods of reproduction, which occur at appreciable 
frequencies, are asexual. 
Obligate sex. The breeding system of a population in which 
mating occurs during regularly occurring 'breeding seasons', 
following which almost all reproduction is sexual (it may be 
automictic), with apomixis occurring at a negligible frequency. 
Outside these breeding seasons, apomixis may occur. 
Parthenogenesis. The production of offspring from unfertilised 
eggs. This term applies regardless of whether the eggs were 
produced by apomixis, automixis (though not seffing) or 
conventional meiosis. 
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Selfmg. Reproduction via zygotes which are produced by the 
union of haploid gametes which are derived from the same 
parental zygote. It is a form of automixis. 
Sex (mixis). Reproduction in which meiosis and syngamy occur. 
This term includes automixis as a special case. 
Svngamv. The union of the genetic compliment of separate 
nuclei, to form a single nucleus. 
Vegetative reproduction (vegetative protagation). Reproduction 
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