The objective of the present paper is to study the Popularity Adjusted Block Model (PABM) in the sparse setting. Unlike in other block models, the flexibility of PABM allows to set some of the connection probabilities to zero while maintaining the rest of the probabilities non-negligible, leading to the Sparse Popularity Adjusted Block Model (SPABM). The latter reduces the size of parameter set and leads to improved precision of estimation and clustering. The theory is complemented by the simulation study and real data examples.
Introduction

Stochastic block models
The last few years have seen a surge of interest in stochastic network models. Indeed, such models appear in a variety of applications ranging from social sciences to biological sciences. Stochastic networks can be described in a variety of ways, however, in the last decade stochastic block models attracted more and more attention due to their ability to summarize data in a compact and intuitive way and uncover low-dimensional structures that fully describe a given network.
In this paper, we consider an undirected network with n nodes and no self-loops and multiple edges. Let A ∈ {0, 1} n×n be the symmetric adjacency matrix of the network with A i,j = 1 if there is a connection between nodes i and j, and A i,j = 0 otherwise. We assume that A i,j ∼ Bernoulli(P i,j ), 1 ≤ i ≤ j ≤ n, (1.1) where A i,j are conditionally independent given P i,j and A i,j = A j,i , P i,j = P j,i for i > j.
The block models assume that each node in the network belongs to one of K distinct blocks or communities N k , k = 1, · · · , K. The communities are described by the vector c of community assignment, with c i = k if the node i belongs to the community k. One can also consider a corresponding membership (or clustering) matrix Z ∈ {0, 1} n×K such that Z i,k = 1 iff i ∈ N k , i = 1, . . . , n. The degree of a node i and its expected degree are defined, respectively, as the number of edges and the sum of probabilities of connections between the node i and the rest of the nodes.
One of the features of the block models is that they assume that the probability of connection between node i ∈ N k and node j ∈ N l depends on the pair of blocks (k, l) to which nodes (i, j) belong. In particular, the Stochastic Block Model (SBM) assumes that the probability of connection between nodes is completely defined by the communities to which they belong, so that, for any pair of nodes (i, j), one has P i,j = B c i ,c j where B k,l is the probability of connection between communities in many settings (see, e.g., [20] ), in order to take advantage of the fact that P i,j are bounded above by ρ(n), one needs to incorporate this unknown value into the estimation process.
On the contrary, the PABM setting allows some connection probabilities to be zero while keeping average connection probabilities between classes above certain level and the network connected. This is possible only in the PABM context due to the flexible modeling of connection probabilities. The idea of setting some infinitesimally small probabilities of connections to zero is quite attractive. Indeed, it is well known that, when many of the elements of a vector or a matrix are identical zeros, identifying those zeros and estimating the rest of the elements leads to a smaller error than when this information is ignored. Similarly, allowing structural sparsity (i.e., setting connection probabilities to zero rather than to a very small positive number) not only leads to better understanding of network topology but leads to more precise estimation of the probability matrix P * .
In the context of PABM, setting Λ (k,l) i = 0 simply means that that node i in class k is not active ("popular") in class l. This, nevertheless, does not prevent this node from having high probability of connection with nodes in another class. Setting some elements of vectors Λ (k,l) to zero will merely lead to some of the rows (columns) of sub-matrices P (k,l) (Z, K) being zero. Moreover, since A i,j are Bernoulli variables with the means P i,j , those zeros are fairly easy to identify since P i,j = 0 leads to A i,j = 0.
The rest of the paper is organized as follows. Section 2 is the key part of the paper. After introducing notations in Section 2.1, we review the PABM and convey the structure of the probability matrix in Section 2.2. Section 2.3 formulates an optimization procedure for estimation and clustering. Furthermore, Section 2.4 suggests two possible expressions for the penalties and examines the support sets of the true and estimated probability matrices. Section 3 produces upper bounds on the estimation and clustering errors. Since the optimization procedure in Section 2.3 is NP-hard, Section 4 discusses implementation of the community detection via sparse subspace clustering. Sections 5.1 and 5.2 complement the theory with simulations on synthetic networks and real data examples. Finally, Section 6 presents the results on the precision of estimating the number of communities, and also contains the proofs of the statements in the paper.
2 Estimation and clustering in sparse PABM
Notation
For any two positive sequences {a n } and {b n }, a n ≍ b n means that there exists a constant C > 0 independent of n such that C −1 a n ≤ b n ≤ Ca n for any n. For any set Ω, denote cardinality of Ω by |Ω|. For any numbers a and b, a ∧ b = min(a, b). For any vector t ∈ R p , denote its ℓ 2 , ℓ 1 , ℓ 0 and ℓ ∞ norms by, respectively, t , t 1 , t 0 and t ∞ . Denote by 1 m the m-dimensional column vector with all components equal to one.
For any matrix A, denote its spectral and Frobenius norms by, respectively, A op and A F . Let vec(A) be the vector obtained from matrix A by sequentially stacking its columns.
Denote by Π J (X), the projection of a matrix X : n × m onto the set of matrices with non zero elements in the set J = J 1 × J 2 = {(i, j) : i ∈ J 1 , j ∈ J 2 }. Denote by Π (1) (X) the best rank one approximation of matrix X and by Π u,v (X) the rank one projection of X onto pair of unit vectors u, v given by Π u,v (X) = (uu T )X(vv T ).
(2.4)
Then, Π (1) (X) = Π u,v (X) provided (u, v) is a pair of singular vectors of X corresponding to the largest singular value.
Denote by M n,K a collection of clustering matrices Z ∈ {0, 1} n×K such that Z i,k = 1 iff i ∈ N k , i = 1, . . . , n, and Z T Z = diag(n 1 , . . . , n K ) where n k = |N k | is the size of community k, where k = 1, . . . , K. Denote by P Z,K ∈ {0, 1} n×n the permutation matrix corresponding to Z ∈ M n,K that rearranges any matrix B ∈ R n×n , so that its first n 1 rows correspond to nodes from class 1, the next n 2 rows correspond to nodes from class 2 and the last n K rows correspond to nodes from class K. Recall that P Z,K is an orthogonal matrix with P −1 Z,K = P T Z,K . For any P Z,K and any matrix B ∈ R n×n denote the permuted matrix and its blocks by, respectively, B(Z) and B (k,l) (Z), where B (k,l) (Z) ∈ R n k ×n l , k, l = 1, . . . , K, and
Also, throughout the paper, we use the star symbol to identify the true quantities. In particular, we denote the true matrix of connection probabilities by P * and the true clustering matrix that partitions n nodes into K * communities by Z * .
The structure of the probability matrix
We consider the problem of estimation and clustering of the true matrix P * of the probabilities of the connection between the nodes. Consider block P (k,l) * (Z * , K * ) of the rearranged version P * (Z * , K * ) of P * . Let Λ * ≡ Λ(Z * , K * ) ∈ [0, 1] n×K * be a block matrix with each column l partitioned into K * blocks Λ , involves a unique combination of vectors Λ (k,l) * and Λ (l,k) * , k, l = 1, . . . , K * . Vectors Λ (k,l) * and Λ (l,k) * describe the heterogeneity of the connections of nodes in the pair of communities (k, l). While, on the average, those communities can be connected, some nodes in community k may have no interaction with nodes in community l or vice versa, so that some of the elements of vectors Λ 
are, respectively, the true support of vector Λ (k,l) * and the set of all ordered pairs of indices (positions) of non-zero elements of sub-matrix P (k,l) * (Z * , K * ). Here, the elements of (J * ) k,l are enumerated by their corresponding rows in matrix Λ * . Then,
and row i and column j of P (k,l) * (Z * , K * ) are equal to zero if i / ∈ (J * ) k,l or j / ∈ (J * ) l,k . Note that the set J * ≡ J * (Z * , K * ) relies upon the true clustering defined by K * and Z * . One can also consider sparsity sets (J * ) k,l ≡ (J * ) k,l (Z, K) andJ k,l ≡J k,l (Z, K) for an arbitrary K and matrix Z ∈ M n,K
where the elements of (J * ) k,l andJ k,l are enumerated by their corresponding rows in matrices P * and A, respectively. Examples of the sets (J * ) k,l , (J * ) (k,l) , (J * ) k,l and (J * ) k,l are considered in Section 2.4.
For any sparsity sets J k,l ≡ J k,l (Z, K), define, similarly to (2.6),
It follows from the definitions (2.7) and (2.8) that for any K, Z ∈ M n,K and k, l = 1, . . . , K
Optimization procedure for estimation and clustering
Observe that although matrices P (k,l) * (Z * , K * ) and the sets J , k, l = 1, . . . , K * . Then, one needs to solve the following optimization problem
Here,Θ is the block matrix with blocksΘ (k,l) , k, l = 1, . . . , K.
Observe that, ifẐ,Ĵ andK were known, the best solution of problem (2.10) would be given by the best rank one approximationsΘ (k,l) of matrices A (k,l) (Ẑ,K) restricted to the setsĴ (k,l) of indices of nonzero elements:
where Π J (k,l) A (k,l) is the projection of matrix A (k,l) onto the set of matrices with the support J (k,l) and Π (1) is the best rank one approximation of a matrix. Plugging (2.11) into (2.10), we rewrite optimization problem (2.10) as
In practice, in order to obtain (Ẑ,Ĵ ,K), one needs to solve optimization problem (2.12) for every K, obtaining
and then findK aŝ
2.4 The support of the probability matrix and the penalty Consider solution of optimization problem (2.13) for a fixed value of K. IfẐ K ∈ M n,K is a solution of (2.12), then
Observe that if the penalty term Pen(n, J, K) were not present in (2.15) or did not depend on set J, then one would haveĴ K =J K andĴ
is the set of indices of nonzero rows and columns in A (k,l) (Ẑ K , K). It is easy to see that
Hence, even if sparsity is not specifically enforced (as it happens in [28] where the penalty depends on n and K only), one still obtains a sparse estimatorP with the supportĴ K =J K .
If the true number of clusters K * and the true clustering matrix Z * ∈ M n,K * were available, then the statement below shows that, under certain conditions, with high probability, sets J * ≡ J * (Z * , K * ) andJ(Z * , K * ) would coincide. Lemma 1. Let K 2 * ≤ n and the true matrix P * be such that (P * ) i,j = 0 or (P * ) i,j > ̟(n, K * ). If the community sizes are balanced, i.e., the sizes of the true communities are no less thanC 0 n/K * for someC 0 ∈ (0, 1], and
then, with probability at least 1 − e −t , one has J * (Z * , K * ) =J(Z * , K * ).
Unfortunately, K * and Z * are unknown and, hence,Ĵ K (Z, K) =J K (Z, K) may not always be the best estimator.
Consider, for example, the situation displayed in Figure 1 where n = 5, K * = 2 and, under the true clustering, one has n 1 = 3 and n 2 = 2. Vectors Λ 2,1 and Λ 1,2 have one zero element each, so that (J * ) 1,1 = {1, 2, 3}, (J * ) 2,1 = {5}, (J * ) 1,2 = {1, 2} and (J * ) 2,2 = {4, 5} (left panel) leading to (J * ) (1, 1) Consider now the situation where the third node has been erroneously placed into community 2 by clustering matrixẐ (right panel). Then, we still have (J * ) c 2,1 (Ẑ) = {4}, but (J * ) c 1,2 (Ẑ) is an empty set. If A 3,3 = 0, thenJ c 2,2 (Ẑ) = {3} andP i,j (Ẑ, K * ) = 0 for (i, j) ∈ {(1, 4), (2, 4) , (3, 4) , (3, 5) , (4, 1), (4, 2), (4, 3), (5, 3)}, so that the zero entries of P * are still estimated by the identical zeros. However, if A 3,3 = 1, then zero elements (P * ) 3,4 , (P * ) 3,5 , (P * ) 4,3 and (P * ) 5,3 will be estimated by positive values.
For this reason, it is reasonable to introduce a penalty that will lead to trimming the support ofP (Z, K). (2, 4) , (3, 4) , (3, 5) , (4, 1), (4, 2), (4, 3), (5, 3)}, so that, zero entries of the probability matrix are estimated by zeros. Right panel: matrix P * (Ẑ, K * ) with node 3 erroneously placed into community 2. The value of (P * ) 3,3 is nonzero. (2, 4) , (3, 4) , (3, 5) , (4, 1), (4, 2), (4, 3), (5, 3)}, hence, zero entries of P * are still estimated by the identical zeros. However, if A 3,3 = 1, then zero elements (P * ) 3,4 , (P * ) 3,5 , (P * ) 4,3 and (P * ) 5,3 are estimated by positive values.
We say that a penalty P en(n, J, K) is separable if for any K and any clustering matrix Z that partitions n nodes into K communities of sizes n k , k = 1, . . . , K, one can write Pen(n, J, K) = Pen (0) (n, J, K)+Pen (1) (n, K) with Pen (0) (n, J, K) = K l=1 K k=1 F (|J k,l |, n k ), (2.16) where J k,l ≡ J k,l (Z, K). Otherwise, the penalty is non-separable. Lemma 2. Let (Ẑ K ,Ĵ K ) be the solution of the optimization problem (2.13). If P en(n, J, K) is separable and function F (j, m) in (2.16) is an increasing function of j for 0 ≤ j ≤ m, then, for any K < n and k, l = 1, . . . , K, one haŝ
The errors of estimation and clustering
The penalty
In what follows, we consider the separable and the non-separable penalties of the form (2.16) with the common Pen (1) (n, K), i.e.
Pen (a) (n, J, K) = Pen (0,a) (n, J, K) + Pen (1) (n, K),
where a =s for the separable penalty and a = ns for the nonseparable one, and
Pen (0,ns) (n, J, K) = β 1 |J| ln(nKe/|J|) + 2β 2 ln n (3.20)
Here, the separable penalty corresponds to F (|J k,l |, n k ) = β 1 |J k,l | ln(n k e/|J k,l |) + β 2 ln n k and the exact expressions for β 1 and β 2 are given in Theorem 1 below.
In the next two sections, we shall provide upper bounds for the errors of the solution of optimization problem (2.10) with the separable or the non-separable penalty as well as upper bounds for the clustering error in the case of the separable penalty. While the separable penalty has some valuable properties (see Lemma 2), the non-separable penalty is much easier to interpret. Fortunately, as the statement below shows, under very nonrestrictive conditions, the penalties are within a constant factor of each other. Lemma 3. If n ≥ 8 and K ≤ n/ ln n, then
The estimation errors
Theorem 1. Let (Θ,Ẑ,Ĵ ,K) be a solution of optimization problem (2.10) with the separable or non-separable penalty defined in (3.18) . Construct the estimatorP of P * of the form
where PẐ ,K is the permutation matrix corresponding to (Ẑ,K). Let positive γ 1 , γ 2 be such that γ 1 + γ 2 < 1 and β 1 and β 2 in (3.19)-(3.21) be given by
where C 1 and C 2 are absolute constants in Lemma 6. Then, for any t > 0, one has
25)
and,
Observe that, due to Lemma 3, the separable and non-separable penalties are within a constant factor of each other, so that Theorem 1 implies that the estimation error is proportional to Pen(n, J * , K * ) where Pen(n, J, K) ≍ Pen (ns) (n, J, K) ≍ n ln K + |J| ln(nKe/|J|) + ln n.
(3.28)
The first term in (3.28) is due to the clustering errors, the second term quantifies the difficulty of finding and estimating |J| nonzero elements among nK elements of matrix Λ ∈ [0, 1] n×K while the ln n ≍ ln(nK) term stands for the difficulty of finding the cardinality of the set |J|, and it is always dominated by the first two terms in (3.28).
Since each node has at least one community to which it is connected with a nonzero probability, one has n ≤ |J| ≤ nK. In the (non-sparse) PABM, |J| = nK and the second term in (3.28) is always asymptotically larger, as n → ∞, than the other two terms. In SPABM, the second term in (3.28) dominates the first term only if K = 1 or |J|/n → ∞ as n → ∞. However, if K > 1 and |J| ≍ n, then both terms are of the equal asymptotic order. If K → ∞ and |J| ≍ n as n → ∞, then SPABM has the error O(n ln K) which is asymptotically smaller than O(nK) error of PABM.
The clustering errors
In order to evaluate the clustering error, we assume that the true number of classes K = K * is known. Let Z * ∈ M n,K * be the true clustering matrix. ThenẐ ≡Ẑ K is a solution of the optimization problem (2.13) . Note that if Z * is the true clustering matrix and Z is any other clustering matrix, then the proportion of misclustered nodes can be evaluated as
where P K is the set of permutation matrices P K : {1, 2, · · · , K} −→ {1, 2, · · · , K}. Theorem 2. Let K = K * be the true number of clusters and Z * ∈ M n,K * be the true clustering matrix and n k be the true number of nodes in cluster k = 1, . . . , K. Denote by γ(Z * , ρ n ) the set of clustering matrices with the proportion of at most ρ n of the mis-clustered nodes. Let P * and J * = J * (P * , Z * ) be, respectively, the true probability matrix and the true set J * . If for some γ 1 , γ 2 > 0 such that γ 1 + γ 2 < 1 and some τ ∈ (0, 1), one has max Z∈γ(Z * ,ρn)
where β 1 and β 2 are defined in (3.24) , then with probability at least 1 − 2 exp(−t), the proportion of mis-clustered nodes does not exceed ρ n .
Implementation of clustering
In Section 2, we obtained an estimatorẐ of the true clustering matrix Z * as a solution of optimization problem (2.12). Minimization in (2.12) is somewhat similar to modularity maximization in [4] or [37] in the sense that modularity maximization as well as minimization in (2.12) are NP-hard, and, hence, require some relaxation in order to obtain an implementable clustering solution.
In the case of the SBM and the DCBM, possible relaxations include semidefinite programming (see, e.g., [2] and references therein), variational methods ( [8] ) and spectral clustering and its versions (see, e.g., [18] , [21] and [29] among others). Since in the case of SPABM, columns of matrix P * that correspond to nodes in the same class are neither identical, nor proportional, direct application of spectral clustering to matrix P * does not deliver the partition of the nodes. However, it is easy to see that the columns of matrix P * that correspond to nodes in the same class form a matrix with K rank-one blocks, hence, those columns lie in the subspace of the dimension at most K. Therefore, matrix P * is constructed of K clusters of columns (rows) that lie in the union of K distinct subspaces, each of the dimension K. For this reason, the subspace clustering presents a technique for obtaining a fast and reliable solution of optimization problem (2.12) (or (2.13)).
Subspace clustering has been widely used in computer vision and, for this reason, it is a very well studied and developed technique. Subspace clustering is designed for separation of points that lie in the union of subspaces. Let {X j ∈ R D } n j=1 be a given set of points drawn from an unknown union of K 1 linear or affine subspaces
In the case of linear subspaces, the subspaces can be described as
The goal of subspace clustering is to find the number of subspaces K, their dimensions
, and the segmentation of the points according to the subspaces.
Several methods have been developed to implement subspace clustering such as algebraic methods ( [6] , [25] , [36] ), iterative methods ([1], [7] , [32] ), and spectral clustering based methods ( [13] , [14] , [15] , [23] , [24] , [31] , [35] ). In this paper, we shall use the latter group of techniques.
Spectral clustering algorithms rely on construction of an affinity matrix whose entries are based on some distance measures between the points. In particular, in the case of the SBM, adjacency matrix itself serves as the affinity matrix, while for the DCBM, the affinity matrix is obtained by normalizing rows/columns of A. In the case of the subspace clustering problem, one cannot use the typical distance-based affinity because two points could be very close to each other, but lie in different subspaces, while they could be far from each other, but lie in the same subspace. One of the solutions is to construct the affinity matrix using self-representation of the points with the expectation that a point is more likely to be presented as a linear combination of points in its own subspace rather than from a different one. A number of approaches such as Low Rank Representation (see, e.g., [23] , [24] ) and Sparse Subspace Clustering (see, e.g., [14] , [13] ) have been proposed in the past decade for the solution of this problem.
In this paper, we use Sparse Subspace Clustering (SSC) since it allows one to take advantage of the knowledge that, for a given K, columns of matrix P * lie in the union of K distinct subspaces, each of the dimension at most K. If matrix P * were known, the weight matrix W would be based on writing every data point as a sparse linear combination of all other points by solving the following optimization problem min
In the case of data contaminated by noise, the SSC algorithm does not attempt to write data as an exact linear combination of other points. Instead, SSC can be built upon the solution of the the elastic net problem
where γ 1 , γ 2 > 0 are tuning parameters. The quadratic term stabilizes the LASSO problem by making the problem strongly convex.
We solve (4.32) using the LARS algorithm [12] implemented in SPAMS Matlab toolbox (see [26] ). Given W , the affinity matrix is defined as | W | + | W T | where, for any matrix B, matrix |B| has absolute values of elements of B as its entries. The class assignment (clustering matrix) Z is then obtained by applying spectral clustering to | W | + | W T |. We elaborate on the implementation of the SSC in Section 5.1.
Simulations and real data examples 5.1 Simulations on synthetic networks
In this section we evaluate the performance of our method using synthetic networks. We assume that the number of communities (clusters) K is known and for simplicity consider a perfectly balanced model with n/K nodes in each cluster. We generate each network from a random graph model with a symmetric probability matrix P given by the SPABM model with a clustering matrix Z and a block matrix Λ.
To generate synthetic networks, we start by producing a block matrix Λ in (1.3) with random entries between 0 and 1. We use a parameter σ as the proportion of nonzero entries in matrix Λ to control the sparsity of networks. To do that, we set ⌊nKσ⌋ smallest non-diagonal entries of Λ zero. Then we multiply the non-diagonal blocks of Λ by ω, 0 < ω < 1, to ensure that most nodes in the same community have larger probability of interactions. As a result, matrix P (Z, K) with blocks P (k,l) (Z, K) = Λ (k,l) (Λ (l,k) ) T , k, l = 1, . . . , K, has larger entries mostly in the diagonal blocks than in the non-diagonal blocks and some zero rows (columns) in the non-diagonal blocks. The parameter ω is the heterogeneity parameter. Indeed, if ω = 0, the matrix P * is strictly block-diagonal, while in the case of ω = 1, there is no difference between entries in diagonal and nonzero entries in nondiagonal blocks. Next, we generate a random clustering matrix Z ∈ M n,K corresponding to the case of equal community sizes and the permutation matrix P Z,K corresponding to the clustering matrix Z. Subsequently, we scramble rows and columns of P (Z, K) to create the probability matrix P = P Z,K P (Z, K)P T Z,K . Finally we generate the lower half of the adjacency matrix A as independent Bernoulli variables A ij ∼ Ber(P ij ), i = 1, . . . , n, j = 1, . . . , i − 1, and set A ij = A ji when j > i. In practice, the diagonal elements of matrix A are unavailable, so we estimate diag(P ) without their knowledge. Now we use SSC to find the clustering matrixẐ. Since the diagonal elements of matrix A are unavailable, we initially set A ii = 0, i = 1, ..., n, and solve optimization problem (4.32) with γ 1 = 30ρ(A) and γ 2 = 125(1 − ρ(A)), where where ρ(A) is the density of matrix A, the proportion of nonzero entries of A. The values of γ 1 and γ 2 have been obtained empirically by testing on synthetic networks. After matrix W of weights is evaluated, we obtain the clustering matrixẐ by applying spectral clustering to | W | + | W T |, as it was described in Section 4. In this paper, we use the normalized cut algorithm [33] to perform spectral clustering. GivenẐ, we generate matrix A(Ẑ, K) = P T Z,K APẐ ,K with blocks A (k,l) (Ẑ, K), k, l = 1, . . . , K, and obtainΘ (k,l) (Ẑ, K) by using the rank one approximation for each of the blocks. Finally, we estimate matrix P byP =P (Ẑ,K) using formula (3.23) withK = K. and 0.7 (black lines). Figure 2 shows that as the sparsity increases, the estimation error decreases. Our procedure does not estimate the set J explicitly. Instead, we setĴ =J = K k,l=1J k,l whereJ k,l is defined in (2.7). Our next objective is to evaluate how accurateJ is, as an estimator of J * . While there are several ways for doing this, below we use two measures, the false positive rate ρ F P , defined as the proportion of zero entries in P * that are estimated by non-zeros inP , and ∆ F N = P * −1 F X * F , where X * F is the Frobenius norm of nonzero entries in P * that are estimated by zeros inP . The reports on the accuracies of estimating J * are presented in Figure 3 . The left panels display ρ F P while the right ones exhibit ∆ F N , as functions of the number of nodes for the same settings as in Figure 2 .
Remark 1. Unknown number of clusters. In our previous simulations we treated the true number of clusters as a known quantity. However, we can actually useP to obtain an estimatorK of K by solving, for every suitable K, the optimization problem (2.14), which can be equivalently rewritten asK = argmin
The penalties Pen(n, J, K) defined in (3.18) are, however, motivated by the objective of setting it above the noise level with a very high probability. In our simulations, we also study the selection of an unknown K using an empirical version of this penalty Pen(n, J, K) = ρ(A)nK ln n (ln K) 3 .
(5.34)
In order to assess the accuracy ofK as an estimator of K, we evaluatedK as a solution of optimization problem (5.33) with the penalty (5.34) in each of the previous simulations settings over 50 simulation runs. Table 1 in Section 6.1 presents the relative frequencies of the estimatorsK of K * for K * ranging from 3 to 5, n = 360 and 480 and ω = 0.5 and 0.8 and σ = 0.4, 0.6 and 0.8. Table 1 confirms that for majority of settings,K = K * , the true number of clusters, with high probability.
Real data examples
In this section, we report the performance of SSC and our estimation procedure when they are applied to two real life networks, an ego-network and a human brain network.
To study the ego-network, we use the dataset described comprehensively in [22] . An egonetwork is a social network of a single person, with the exclusion of the person generating this network. Users of social networking sites are usually provided with a tool that allows them to organize their networks into categories, referred to, in [22] , as social circles. Practically all major social networking cites provide such functionality, for example, "circles" on Google+, and "lists" on Facebook and Twitter. Examples of such circles include university classmates, sports team members, relatives, etc. Once circles are created by a user, they can be utilized, for example, for content filtering (e.g. to filter status updates posted by distant acquaintances) or for privacy (e.g., to hide personal information from coworkers).
In this paper, we attempt to recover social circles of an ego-network when only binary connection data is available. In particular, we formulate the problem of circle detection as a clustering problem on an individual ego-network. In principle, circles can overlap or a circle can be a subset of another circle, hence, as an example in this paper, we study an ego-network with only few nodes overlap between the circles which does not affect the performance of the clustering method. Specifically, we study an ego-network from Facebook where user profiles are treated as nodes and a friendship between two user profiles is considered as an edge between them. Since a friendship is a mutual tie, the ego-network is undirected. The ego-network studied in this paper, has 777 nodes with 17 circles, each circle containing between 2 to 225 nodes. For our study, we extract the five largest circles of the this network, obtaining a network with 629 nodes and 12557 edges. We carried out clustering of the nodes using the SSC and compared the clustering assignments of SSC with the true class assignments.
The SSC provides 85% accuracy. In addition, we applied formula (5.33) with K ranging from 2 to 6 to the adjacency matrix with the randomly permuted rows (columns), obtaining the true number of clusters with 100% accuracy over 10 runs. Figure 4 shows the adjacency matrix of the graph after clustering (left), which confirms that the network indeed follows the SPABM. Indeed, the SPABM is a very appropriate model for this example since users display different degrees of connections to users in other circles, and, furthermore, the network is sparse, which justifies the application of the SPABM.
Our second example involves analyzing a human brain functional network, measured using the resting-state functional MRI (rsfMRI). We use the the brain connectivity dataset presented as a GroupAverage rsfMRI matrix described in [11] . In this dataset, the brain is partitioned into 638 distinct regions and a weighted graph is used to characterize the network topology. Nicolini et al. [27] developed a new Asymptotical Surprise method, which is applied for clustering the weighted graph. Asymptotical Surprise detects 47 communities ranging from 1 to 133. Since the true clustering as well as the true number of clusters are unknown for this dataset, we treat the results of the Asymptotical Surprise as the ground truth.
In order to generate a binary network, we set all nonzero weights to one in the GroupAverage rsfMRI matrix, obtaining a network with 18625 undirected edges. For evaluating the performance of SSC on this network, we extract 6 largest communities derived by the Asymptotical Surprise, obtaining a network with 422 nodes and 15447 edges. Applying (5.33), with K ranging from 2 to 10, to the adjacency matrix with the randomly permuted rows (columns), we recovered the true number of clusters with 70% accuracy over 10 simulation runs. For this true number of communities, our version of the SSC detects the true communities with 94% accuracy. Figure 4 (right) shows the adjacency matrix of the network after clustering, showing that the network is very sparse. In addition, the SPABM provides a significantly tighter fit than the SBM with estimation errors n −2 P − A 2 being 0.056 and 0.090, respectively, whenP is estimated according to SPABM and SBM on the basis of the true clustering. Those considerations justify application of the SPABM to the data. 6 Appendix 6.1 Accuracy of estimating the number of communities Table 1 below presents the relative frequencies of the estimatorsK of K * for K * ranging from 3 to 5, n = 360 and 480 and ω = 0.5 and 0.8 and σ = 0.4, 0.6 and 0.8. Table 1 confirms that for majority of settings,K = K * , the true number of clusters, with high probability.
Proof of Theorem 1
In what follows, F j (n, J, K) will stand for F (n, J, K) = (C 1 + C 2 )|J| ln(nKe/|J|) + C 2 (3 ln n + n ln K) (6.1)
|J k,l | ln(n k e/|J k,l |) + C 2 ln n + n ln K + K Denote Ξ = A − P * and recall that, given matrix P * , entries Ξ i,j = A i,j − (P * ) ij of Ξ are the independent Bernoulli errors for 1 ≤ i ≤ j ≤ n and Ξ i,j = Ξ j,i . Let (Θ,Ẑ,Ĵ ,K) be a solution of optimization problem (2.10). We construct the estimatorP ≡ P (Ẑ,Ĵ,K) of P * of the form (3.23). Since A(Z, K) = P T Z,K AP Z,K , then A = P Z,K A(Z, K)P T Z,K , andΘ(Ẑ,Ĵ ,K) is the block matrix of optimal rank one approximations for every block of ΠĴ (A(Ẑ,K)). Then (2.10) yields P T Z,K APẐ ,K −Θ(Ẑ,Ĵ,K) Table 1 : The relative frequencies of the estimatorsK of K * for K * ranging from 3 to 5, n = 360 and 480 and ω = 0.5 and 0.8 and σ = 0.4, 0.6 and 0.8. Now adding and subtracting P * in the norm on the left side of (6.6), we rewrite (6.6) as P − P * 2 F ≤ ∆(Ẑ,Ĵ ,K) + Pen(n, J * , K * ) − Pen(n,Ĵ,K) (6.7)
where ∆(Ẑ,Ĵ ,K) = 2Tr (A − P * ) T (P (Ẑ,Ĵ ,K) − P * ) .
Again using orthogonality of permutation matrices, we can rewrite
where A, B = Tr(A T B). Let Then, in the block form, ∆(Ẑ,Ĵ ,K) appears as
Here,û ≡û (k,l) (Ẑ,Ĵ ,K) andv ≡v (k,l) (Ẑ,Ĵ ,K) are the singular vectors of ΠĴ (k,l) (A (k,l) (Ẑ,K)) corresponding to the largest singular values of ΠĴ (k,l) (A (k,l) (Ẑ,K)), and Πû ,v is defined in (2.4) .
Recall that
Hence, ∆ (k,l) (Ẑ,Ĵ ,K) can be partitioned into the sums of three components ∆ (k,l) (Ẑ,Ĵ ,K) = ∆ (Ẑ,Ĵ,K), k, l = 1, 2, · · · , K, (6.9)
where ∆ (k,l) 1 (Ẑ,Ĵ ,K) = 2 Ξ (k,l) (Ẑ,K), Πû ,v (ΠĴ (k,l) (Ξ (k,l) (Ẑ,K))) (6.10) ∆ (k,l) 2 (Ẑ,Ĵ ,K) = 2 Ξ (k,l) (Ẑ,K), Πũ ,ṽ (ΠĴ (k,l) (P * (k,l) (Ẑ,K))) − P (k,l) * (Ẑ,K) (6.11) ∆ (k,l) 3 (Ẑ,Ĵ ,K) = 2 Ξ (k,l) (Ẑ,K), Πû ,v (ΠĴ (k,l) (P * (k,l) (Ẑ,K))) − Πũ ,ṽ (ΠĴ (k,l) (P (k,l) * (Ẑ,K))) . (6.12)
Hereũ =ũ (k,l) (Ẑ,Ĵ,K) andṽ =ṽ (k,l) (Ẑ,Ĵ ,K) are the singular vectors of ΠĴ (k,l) (P * (k,l) (Ẑ,K)) corresponding to the largest singular values of ΠĴ (k,l) (P * (k,l) (Ẑ,K)) and Πũ ,ṽ (ΠĴ (k,l) (P * (k,l) (Ẑ,K))) is defined in (2.4) . With some abuse of notations, for any matrix B and any vectors u, v, let Π u,v ΠĴ (B(Ẑ,K)) be the matrix with blocks Π u,v ΠĴ (k,l) (B (k,l) (Ẑ,K)) , k, l = 1, 2, · · · ,K. Then, it follows from (6.9)-(6.12) that ∆(Ẑ,Ĵ,K) = ∆ 1 (Ẑ,Ĵ ,K) + ∆ 2 (Ẑ,Ĵ ,K) + ∆ 3 (Ẑ,Ĵ ,K) (6.13)
where ∆ 1 (Ẑ,Ĵ ,K) = 2 Ξ(Ẑ,K), Πû ,v ΠĴ (Ξ(Ẑ,K)) (6.14) ∆ 2 (Ẑ,Ĵ ,K) = 2 Ξ(Ẑ,K), Πũ ,ṽ ΠĴ (P * (Ẑ,K)) − P * (Ẑ,K) (6.15) ∆ 3 (Ẑ,Ĵ ,K) = 2 Ξ(Ẑ,K), Πû ,v ΠĴ (P * (Ẑ,K)) − Πũ ,ṽ ΠĴ (P * (Ẑ,K)) (6.16)
Now, we need to derive an upper bound for each component in (6.13) .
Observe that |∆ (k,l) 1 (Ẑ,Ĵ,K)| = 2 Πû ,v (ΠĴ (k,l) (Ξ (k,l) (Ẑ,K))) 2 F ≤ 2 ΠĴ (k,l) (Ξ (k,l) (Ẑ,K)) 2 F Fix t > 0 and let Ω 1 be the set such that ΠĴ Ξ(Ẑ,K) 2 op ≤ F 1 (n,Ĵ,K) + C 2 t. According to Lemma 7, P(Ω 1 ) ≥ 1 − exp(−t), (6.17) and, for ω ∈ Ω 1 , one has
where F 1 (n, J, K) is defined by either (6.1) or (6.2) and C 2 is given in Lemma 6. Now, derive an upper bound for ∆ 2 (Ẑ,Ĵ,K) given by (6.15) . Note that
where Hũ ,ṽ (Ẑ,Ĵ,K) = Πũ ,ṽ ΠĴ (P * (Ẑ,K)) − P * (Ẑ,K)
Πũ ,ṽ ΠĴ (P * (Ẑ,K)) − P * (Ẑ,K) F Since for any a, b and α 1 > 0, one has 2ab ≤ α 1 a 2 + b 2 /α 1 , obtain |∆ 2 (Ẑ,Ĵ,K)| ≤ α 1 Πũ ,ṽ ΠĴ (P * (Ẑ,K)) − P * (Ẑ,K) 2 F + 1 α 1 | Ξ(Ẑ,K), Hũ ,ṽ (Ẑ,Ĵ,K) | 2 (6.19)
Observe that if K, J and Z ∈ M n,K are fixed, then Hũ ,ṽ (Z, J, K) is fixed and, for any K, J and Z, one has Hũ ,ṽ (Z, J, K) F = 1. Note also that, for fixed K, J and Z, matrix Ξ(Z, K) ∈ [0, 1] n×n contains independent Bernoulli errors. It is well known that if ξ is a vector of independent Bernoulli errors and h is any fixed vector, then, for any x > 0, by Hoeffding's inequality P(|ξ T h| 2 > x) ≤ 2 exp(−x/2). Since Ξ(Z, K), Hũ ,ṽ (Z, J, K) = [vec(Ξ(Z, K))] T vec(Hũ ,ṽ (Z, J, K)), obtain for any fixed K, J and Z P | Ξ(Z, K), Hũ ,ṽ (Z, J, K) | 2 − x > 0 ≤ 2 exp(−x/2).
Hence, application of the union bound yields P | Ξ(Ẑ,K), Hũ ,ṽ (Ẑ,Ĵ,K) | 2 − F 2 (n,Ĵ,K) > 2t (6.20)
where F 2 (n,Ĵ,K) is defined by (6.3) or (6.4). Using Lemma 5, obtain that Πũ ,ṽ ΠĴ (P * (Ẑ,K)) − P * (Ẑ,K) 2 F ≤ Πû ,v ΠĴ (P * (Ẑ,K)) − P * (Ẑ,K) 2 F ≤ P (Ẑ,Ĵ,K) − P * 2 F .
Denote the set on which (6.20) holds by Ω c 2 , so that P(Ω 2 ) ≥ 1 − 2 exp(−t). (6.21)
Then inequalities (6.19) and (6.20) imply that, for any α 1 > 0 and any ω ∈ Ω 2 , one has |∆ 2 (Ẑ,Ĵ ,K)| ≤ α 1 P (Ẑ,Ĵ,K) − P * 2 F + 1/α 1 F 2 (n,Ĵ,K) + 2 t/α 1 .
Now consider ∆ 3 (Ẑ,Ĵ,K) defined in (6.16) with components (6.12). Note that matrices X k,l = Πû ,v (ΠĴ (k,l) (P * (k,l) (Ẑ,K))) − Πũ ,ṽ (ΠĴ (k,l) (P (k,l) * (Ẑ,K))) have ranks at most two. Use the fact that (see, e.g., Giraud (2014) , page 123)
where, for any matrix X, X (2,q) is the Ky-Fan (2, q) norm such that X 2 (2,q) ≤ rank(X) X 2 op . Applying inequality (6.23) with r = 2 to X k,l above, derive that
Then, for any α 2 > 0, obtain
Πû ,v (ΠĴ (k,l) (P * (k,l) (Ẑ,K))) − Πũ ,ṽ (ΠĴ (k,l) (P (k,l) * (Ẑ,K))) 2 F Note that, by Lemma 5, Combining the last inequality with (6.18) and (6.24), obtain that for any α 2 > 0, t > 0 and ω ∈ Ω 1 , one has |∆ 3 (Ẑ,Ĵ ,K)| ≤ 8α 2 P − P * 2 F + 2/α 2 F 1 (n,Ĵ ,K) + 2 C 2 t/α 2 . (6.25)
Let Ω = Ω 1 ∩Ω 2 . Then, (6.17) and (6.21) imply that P(Ω) ≥ 1−3 exp(−t) and, for ω ∈ Ω, inequalities (6.18), (6.22) and (6.25) simultaneously hold. Hence, (6.13) implies that, for any ω ∈ Ω,
Combination of the last inequality and (6.7) yields that, for α 1 + 8α 2 < 1 and any ω ∈ Ω,
+ Pen(n, J * , K * ) − Pen(n,Ĵ ,K) + 2(C 2 + 1/α 1 + C 2 /α 2 ) t.
Set γ 1 = 8α 2 and γ 2 = α 1 and Pen(n,Ĵ ,K) = (2 + 16/γ 1 )F 1 (n,Ĵ ,K) + 1/γ 2 F 2 (n,Ĵ,K). Obtain the penalty as defined in (3.18)-(3.21), with the expressions for β 1 and β 2 given in (3.24) . Dividing both sides of (6.26) by (1 − γ 1 − γ 2 ), obtain that
whereC is defined in (3.27) . In order to obtain the upper bound (3.26) note that for ξ = P − P * 2 F −(1−γ 1 −γ 2 ) −1 Pen(n, K * ), one has E P − P *
which yields (3.26).
Proof of Theorem 2.
Let K be fixed, and known so that K = K * and, hence, A(Ẑ, K) ≡ A(Ẑ) and so on. Let Z * be the true clustering matrix and J * be the set of indices such that P i,j (Z * , K * ) = 0 if (i, j) / ∈ J * . It follows from (2.13) that K k,l=1
Since for any Z ∈ M n,K and any J, one has K k,l=1
and Pen (1) (n, K) does not depend on sparsity, obtain K k,l=1
2 F (6.28) + Pen (0,s) (n,Ĵ , K) − Pen (0,s) (n, J * , K).
Recall that P (k,l) * (Z * ) are rank one matrices, while for Z = Z * , some P (k,l) * (Z) may have ranks higher than one. Note that for any Z ∈ M n,K and any J (k,l)
Denote, as before, Ξ (k,l) (Z) = A (k,l) (Z) − P (k,l) * (Z). Applying Proposition 6.2 of Giraud [16] with θ = √ 2 and Z = Z * and recalling that matrices P (k,l) * (Z * ) are of rank one, derive
Note that, for (i, j) / ∈ J (k,l) * , one has Ξ (k,l)
i,j (Z * ) = 0, so, for any set J (k,l) , the matrix Π J (k,l) (Ξ (k,l) (Z * )) has (J * ) k,l ∩ J k,l nonzero rows and (J * ) l,k ∩ J l,k nonzero columns. Therefore, for any t > 0, by Lemma 6
Observe that, by (6.29), for any τ ∈ (0, 1), one has
Hence, it follows from (6.30) and (6.31), that, for any τ ∈ (0, 1), any t > 0 and C(τ ) = 2(1+
On the other hand, for any τ 0 ∈ (0, 1), derive
Taking a union bound similarly to Lemma 7 and recalling that K is fixed, obtain for any t > 0
where F (s) 1 (n, J, K) is defined in (6.2). Therefore, for any τ 0 ∈ (0, 1) and any t > 0, derive
ΠĴ (k,l) P (k,l) * (Ẑ) 2 op (6.33)
|Ĵ k,l | ln(n k e/|Ĵ k,l |) + C 2 n ln K +
wheren k is the estimated number of elements in cluster k under clustering matrixẐ. Combining (6.28), (6.32) and (6.33), and plugging expressions for Pen (0,s) (n,Ĵ , K) and Pen (0,s) (n, J * , K), derive that, for any τ, τ 0 ∈ (0, 1) and any t > 0 one has with probability at least 1 − 2e −t
ln(n k ).
Recall that, by Lemma 2,Ĵ k,l (Ẑ K , K) ⊆ (J * ) k,l (Ẑ K , K) for any (k, l), so that
Then, combining the terms, for any τ, τ 0 ∈ (0, 1) and any t > 0, with probability at least 1 − 2e −t , arrive at
ln(n k ),
and recall that C(τ ) = 2(1 + √ 2) 2 (1 − 1/τ ). Obtain that, for any τ, τ 0 ∈ (0, 1) and any t > 0, with probability at least 1 − 2e −t , one has
and the proof is completed by the contradiction argument.
Proofs of Lemmas 1, 2 and 3
Proof of Lemma 1. Note that index j is incorrectly identified if j ∈ J * l,k ∩(J l,k ) c or j ∈J l,k ∩(J * l,k ) c . Since Bernoulli variable with zero mean is always equal to zero, the second case is impossible. Observe that for any (k, l), one has P (k,l) * ≡ P (k,l) * (Z * , K * ) and
Therefore, for any (k, l) and j ∈ J * l,k , by Hoeffding inequality,
Hence, applying the lower bound for ̟ 2 (n, K * ) and the union bound, obtain
which completes the proof.
Proof of Lemma 2. Let us prove the lemma by contradiction. Assume that (2.17) does not holds andJ k,l (Ẑ K , K) ⊂Ĵ k,l (Ẑ K , K) (6.34)
Note that, under the condition (6.34), one has
Hence (2.12) and (6.34) imply that Pen(n,Ĵ,K) ≤ Pen(n,J,K). Under assumption (2.16) , the latter leads to F (|Ĵ k,l |, n k ) + F (|Ĵ l,k |, n l ) ≤ F (|J k,l |, n k ) + F (|J l,k |, n l ) which contradicts (6.34) . In order to complete the proof, apply inequality (2.9).
Proof of Lemma 3.
Note that the difference between separable and non-separable penalty is given by ∆ n/s = Pen (ns) (n, J, K) − Pen (s) (n, J, K) = β 1 ∆ n/s 1
Note that, due to the log-sum inequality (Theorem 17. It is easy to see that 0 < K 2 ln n ≤ n ln K if n ≥ 8 and K ≤ n/ ln n, therefore, 2 ln n − n ln K ≤ ∆ n/s 2 ≤ 2 ln n. (6.37)
Combining (6.35)-(6.37), obtain that β 2 (2 ln n − n ln K) ≤ ∆ n/s ≤ β 1 n ln K + 2 β 2 ln n.
Hence, Pen (ns) (n, J, K) ≤ Pen (s) (n, J, K) + β 1 n ln K + 2 β 2 ln n < (2 + β 1 /β 2 )Pen (s) (n, J, K)
Pen (s) (n, J, K) ≤ Pen (ns) (n, J, K) + β 2 (2 ln n − n ln K) < 2Pen (ns) (n, J, K), which leads to (3.22).
Supplementary Lemmas
Lemma 4. Let A and B be arbitrary matrices in R m×n and u ∈ R n and v ∈ R m be any unit vectors. Letũ,ṽ be the singular vectors of matrix A corresponding to its largest singular value. Then,
so that, the best rank one approximation of A is given by 
where, for any matrix X, Π u,v (X) is the projection of X onto the pair of unit vectors (u, v), given in (2.4) , and Π J (X) is the projection of the matrix X onto the set of all matrices with the rectangular support J.
Proof. Note that
Since matrices Πû ,v (Π J (Ξ)) and [Πû ,v (Π J (P )) − Π J (P )] are supported on the set of indices J and Π J (P ) − P is supported on J c , the latter matrix is orthogonal to the first two. On the other hand, Πû ,v (Π J (Ξ)) and [Πû ,v (Π J (P )) − Π J (P )] = Π ⊥ u,v (Π J (P )) are also orthogonal. Therefore,
where the last inequality follows from Lemma 4. Lemma 6. Let elements of matrix Ξ ∈ (−1, 1) n×n be independent Bernoulli errors. Let matrix Ξ be partitioned into K 2 sub-matrices Ξ (k,l) with supports J (k,l) = J k,l × J l,k , k, l = 1, · · · , K, such that Ξ (k,l) = (Ξ (l,k) ) T . Then, for any x > 0
40)
where C 1 and C 2 are absolute constants independent of n, K and sets J k,l , k, l = 1, · · · , K.
Proof. Denote |J k,l | = n k,l , k, l = 1, · · · , K, and observe that matrices Ξ (k,l) are effectively of the size n k,l × n l,k . Consider K(K + 1)/2-dimensional vectors ξ and µ with elements ξ k,l = Π J (k,l) Ξ (k,l) op and µ k,l = E Π J (k,l) Ξ (k,l) op , 1 ≤ k ≤ l ≤ K, and let η = ξ − µ. Then,
Π J (k,l) Ξ (k,l) 2 op ≤ ξ 2 ≤ 2 η 2 + 2 µ 2 (6.41) Hence, we need to construct the upper bounds for η 2 and µ 2 . We start with constructing upper bounds for µ 2 . Let Ξ (k,l) i,j be elements of the (n k,l × n l,k )dimensional matrix Π J (k,l) Ξ (k,l) . Then, E(Ξ (k,l) i,j ) = 0 and, by Hoeffding's inequality, E exp(λΞ (k,l) i,j ) ≤ exp λ 2 /8 . Taking into account that Bernoulli errors are bounded by one in absolute value and applying Corollary 3.3 of [3] with m = n k,l , n = n l,k , σ * = 1, σ 1 = √ n l,k and σ 2 = √ n k,l , obtain µ k,l ≤ C 0 √ n k,l + √ n l,k + ln(n k,l ∧ n l,k )
where C 0 is an absolute constant independent of n k,l and n l,k . Therefore,
(n k,l + n l,k + ln(n k,l ∧ n l,k )) ≤ 6C 2 0 |J| + 3C 2 0 K k,l=1 ln(n k,l ). (6.42)
Next, we show that, for any fixed partition, η k,l = ξ k,l − µ k,l are independent sub-gaussian random variables when 1 ≤ k ≤ l ≤ K. Independence follows from the conditions of Lemma 6. To prove the sub-gaussian property, use Talagrand's concentration inequality (Theorem 6.10 of [5] ): if Ξ 1 , Ξ 2 , Ξ 3 , · · · , Ξ n are independent random variables taking values in the interval [0, 1] and f : [0, 1] n → R is a separately convex function such that |f (x) − f (y)| ≤ x − y for all x, y ∈ [0, 1] n , then, for Z = f (Ξ 1 , Ξ 2 , Ξ 3 , · · · , Ξ n ) and any t > 0, one has P(Z > EZ + t) ≤ exp(−t 2 /2). Apply this theorem to vectors ζ k,l = vec(Π J (k,l) Ξ (k,l) ) ∈ [0, 1] n k,l ×n l,k and f (Π J (k,l) Ξ (k,l) ) = f (ζ k,l ) = Π J (k,l) Ξ (k,l) op . Note that, for any two matrices Ξ andΞ of the same size, one has Ξ −Ξ 2 op ≤ Ξ −Ξ 2 F = vec(Ξ) − vec(Ξ) 2 . Then, applying Talagrand's inequality with Z = Π J (k,l) Ξ (k,l) op and Z = − Π J (k,l) Ξ (k,l) op , obtain P Π J (k,l) Ξ (k,l) op − E Π J (k,l) Ξ (k,l) op > t ≤ 2 exp(−t 2 /2). Now, use the Lemma 5.5 of [34] which states that the latter implies that, for any t > 0 and some absolute constant C 4 > 0, E [exp(tη k,l )] = E [exp(t(ξ k,l − µ k,l ))] ≤ exp(C 4 t 2 /2). (6.43)
Hence, η k,l are independent sub-gaussian random variables when 1 ≤ k ≤ l ≤ K.
In order to obtain an upper bound for η 2 , use Theorem 2.1 of [17] . Applying this theorem with A = I K(K+1)/2 , µ = 0 and σ 2 = C 4 to a sub-vectorη of η which contains components η k,l with 1 ≤ k ≤ l ≤ K, obtain P η 2 ≥ C 4 K(K + 1)/2 + 2 K(K + 1) x + 2x ≤ exp(−x).
Since η 2 ≤ 2 η 2 , derive (n, J, K) given by (6.1), or F 1 (n, J, K) = F (s) 1 (n, J, K) given by (6.2).
Proof. Note that |J k,l | ≤ |J k,l | ln(nKe/|J k,l |), |J| ≤ |J| ln(nKe/|J|), and also that |J| = K k,l=1 |J k,l |.
First, let us prove the statement for F 1 (n, J, K) = F K n nK j exp(−t − 3 ln n − n ln K − j ln(nKe/j)) ≤ exp(−t).
In order to prove the statement for F 1 (n, J, K) = F [ln(n k ) + j k,l ln(n k e/j k,l )]   ≤ exp (−t), which completes the proof.
