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CHAPTER 1. INTRODUCTION 
The application of high power lasers and reactive gases in the cutting of metals 
has reached a high degree of industrial maturity. The ease of interfacing lasers with 
computer controls and robots has resulted in more efficient and cost-effective manufacturing 
processes [1-3]. Nevertheless, performance measures of laser cutting, such as cutting 
speed, section thickness, and cut quality have to be improved for any extension of the 
present range of industrial applications. 
The physical phenomena occurring during reactive gas assisted laser cutting are not 
fully understood at the present time. Fundamentally, laser cutting is a thermal process. 
Numerous models based on energy balance between the laser beam and the workpiece 
have been proposed and have been quite successful in predicting various performance 
parameters such as the maximum cutting speed for a given laser power. However, these 
models failed to yield any conclusion on the fluid dynamics of the molten metal layer, the 
effects of the gas jet, the laser-material interaction, or the extent of oxidation reaction—all 
of which are essential for a complete understanding of the process. 
The objective of the present study is to develop a model for laser cutting which 
addresses these various effects. This is achieved by solving the appropriate governing 
equations for the molten layer and the gas jet. This fundamental approach is expected to 
yield an accurate representation of the significance of various physical phenomena that 
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affect laser cutting. 
Background 
The generation of the laser beam requires that certain group of atoms or molecules 
be in a non-equilibrium situation known as population inversion [4], Population inversion 
refers to the condition where more atoms or molecules are in some excited state than are 
in the state to which radiative transition would most probably occur. The inversion can, 
in principle, be established by a variety of excitation processes, the most common being 
electrical discharge. 
When transitions occur, photons are spontaneously emitted in all directions. The 
photons traveling through the lasing medium (or host) will stimulate other excited atoms 
or molecules to undergo transition when the photons pass near these atoms or molecules. 
The photons that are emitted this way travel in the same direction and have the same 
polarization as the stimulating photons. This phenomenon provides the amplification in a 
laser. Further amplification is achieved by reflecting the photons back and forth through 
the lasing medium with an optical resonator as depicted in Fig. 1.1. Some photons leave 
the laser cavity through a hole in one mirror of the resonator to form the laser beam. 
The concept of light amplification by stimulated emission of radiation (LASER) has 
been known since the early 1900's. However, experimental verification of the concept 
was not achieved until Theodore Maiman built the first ruby laser in 1960 at the Hughes 
Laboratories. In the ruby laser, the lasing material is the triply ionized chromium atoms, 
which are dispersed in a lasing host made of aluminum oxide, A/2O3. Following 
this, development of other types of lasers proceeded rapidly. The first gas laser appeared in 
1961 when Ali Javan introduced the He-Ne laser at the Bell Telephone Laboratories. Since 
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Excitation Lamp 
Lasing Host 
Mirror Excitation Lamp Semireflective Mirror 
Figure LI: Schematic of a typical laser resonator 
then, newer types of laser that are more powerful and reliable in their operations have been 
developed. 
The CO2 Laser 
The CO2 laser is the most common high power laser used for cutting applications. 
It can be operated in a continuous wave mode at output power of several kilowatts at a 
wavelength of 10.6/im. The COz laser is a molecular laser in which molecular vibrations 
rather than electronic transitions provide the mechanism for lasing action. Pure CO2 can 
be made to lase but only very weakly and, therefore, most CO2 lasers utilize a mixture of 
CO2, N2, and He in a typical ratio of 0.4:4.5:10 [5]. 
The lasing in a CO2 laser can be illustrated with a simplified version of its energy 
levels as shown in Fig. 1.2. The CO2 molecules, initially at level 1, absorb energy when 
they collide with the N2 molecules and are elevated to a higher energy level (level 2). This 
is followed by a rapid non-radiative transition to level 3 with lasing occurring between this 
level and another intermediate level 4. The lifetime of the CO2 molecules at level 3 is on 
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Figure 1.2: A simplified energy levels of the COz molecule and transition which produce 
the laser beam 
the order of 1 ms compare to the other levels which are on the order of 1 fis. This allows a 
population inversion to establish between level 3 and level 4. Subsequent collisions with 
He atoms (which act like a thermal sink) and with the walls of the discharge tube return the 
COz molecules back to level 1. 
All high power CO2 lasers use some form of flowing gas technique to ensure a fresh 
supply of gas in the laser cavity at all times. Although many designs simply exhaust the 
gas into the atmosphere, most high power lasers (because of high flow rates) recirculate 
the gas through a heat exchanger. The recirculating gas is also continuously or periodically 
filtered and replaced with fresh gas to keep the flowing gas free of decomposition products, 
particularly carbon monoxide (CO), which absorbs radiation at 10.6 ^m and may quench 
the lasing action. 
The Laser Cutting Process 
Figure 1.3 shows a typical gas assisted laser cutting process. The laser beam is focused 
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Figure 1.3: Schematic of the laser cutting process 
by an optical system onto the surface of the material (or workpiece) being cut. Oxygen 
is supplied to the cutting zone through a nozzle coaxial to the laser beam. The incident 
radiation heats up the surface of the workpiece and eventually causes the workpiece to melt. 
A thin molten layer is then formed on a nearly vertical plane at the end of the cut. The 
molten material is continuously removed from the cutting area or kerf through evaporation 
and through forceful ejection by the pressure and shearing forces of impinging gas jet [6]. 
The forceful ejection of the molten layer causes the layer to oscillate [7] and as a result, 
striations are created on the edges of the kerf. 
For metallic materials, only a small portion of the laser radiation is absorbed at the 
onset of the cut but subsequent heating and the formation of a metal oxide scale rapidly 
increases the absorptivity at the erosion front, sometimes up to near 100 percent [8]. The 
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oxidation reactions also serve as an additional heat source, and in some cases, account for 
half the energy input in the process. The kerf width (or cut width) is usually slightly larger 
than the diameter of the laser beam and any thermal-damage zone (heat affected zone or 
HAZ) is limited to a few millimeter along the edges of the cut. 
Literature Review 
Almost all improvements in laser cutting techniques have come from experimental 
studies. Although various models for laser cutting have been developed, they are used 
primarily for providing rough estimations of the maximum cutting speed or cutting depth 
and, hence, contribute little to the understanding the actual phenomena. 
Experimental Research 
The feasibility of using laser for cutting application was first demonstrated in the 
mid-sixties. An assist-gas has always been used to protect the lens assembly from the 
debris in the cutting zone but subsequent studies by Sullivan and Houldcroft [9] showed 
that using oxygen as the assist gas allowed thicker metals to be cut at faster rates and with 
lower power requirement. This improvement was attributed to the additional heat source 
provided by the oxidation reactions at the erosion front. 
The efficiency of the cutting process depends, to a great extent, on the reflectivity at 
the cut surface. High power lasers [10] with shorter wavelengths were found to improve the 
laser-material coupling by reducing the reflectivity at the erosion front. Other techniques 
that were found to improve the cutting efficiency include coating the cut surface with a 
highly absorbent agent and preheating the workpiece. 
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The characteristics of the laser beam such as beam mode, wavelength, beam size, and 
polarization have all been shown to affect the quality of the cut. Belforte [11] reported that 
the TEMoo (essentially Gaussian in spatial distribution) beam mode can be focused to a 
smaller spot size, which resulted in a significant increase in energy density at the cut surface. 
Olsen [12] observed that optimal cutting speeds were achieved when the polarization of 
the laser beam was aligned with the direction of the cut. The location of the focal point of 
the laser beam was also found to affect laser cutting, especially for thicker plates. Rothe 
and Sepold [13] observed that better cut performance was achieved when the focal point 
was located one-third of the thickness beneath the surface of the workpiece. 
Sepold and Rothe [14] showed an increase in cutting speed by operating the nozzle 
at total pressure values which would produce supersonic velocity in the gas jet. This 
observation was also confirmed independently by Steen and Kamalu [15]. However, 
Duley [ 16] reported that there is a point beyond which any further increase in total pressure 
of the nozzle would actually cause a decrease in the cutting speed. This point was found to 
correspond closely to the onset of a Mach shock disc (MSD) above the workpiece. Recent 
studies [17,18] have also shown improvement in cutting speed with convergent-divergent 
nozzles. This was attributed to the more favorable shock structure with a convergent-
divergent nozzle. Furthermore, certain cross sectional shapes of the nozzle and nozzle 
designs [19,20] have yielded higher cutting speeds and better cut quality by delaying the 
onset of MSD. While the jet from coaxial nozzles is limited by the nozzle pressure and 
fixed jet orientation, the use of an auxiliary jet in tandem with the coaxial jet has resulted 
in a vast improvement in the cutting speed as well as the cutting depth [21-24]. 
The effects of chemical reactions have also been studied extensively. Forbes [20], 
for example, estimated that in oxygen-assisted laser cutting of steel, only 30 percent of 
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the energy came from the laser while the remaining 70 percent was due to the exothermic 
energy associated with the oxidation reactions when optimum cutting speed was achieved. 
Steen and Kamalu [15] compared laser cutting rates of steels for jets of argon and oxygen 
and concluded that about 60 percent of the cutting energy was supplied by oxidation 
reactions. Hence, great improvement in cutting efficiency can be achieved by augmenting 
the chemical reactions. For instance, Molian [25] showed that the use of oxygen and 
acetylene mixture as the assisting jet had increased the thickness of mild steel that can be 
cut to 19 mm, which is otherwise impossible with a 1.5KW CO2 laser. 
These studies represent only a small portion of the overall experimental efforts. Exten­
sive reviews on experimental studies can be found in the compilations of Steen and Kamalu 
[15] and Mazumder [26]. Nevertheless, it is evident from these experimental studies that 
laser cutting is an extremely complicated process which is dependent on many physical 
mechanisms. 
Computational Research 
Models of laser cutting can be useful tools in evaluating the fundamental mechanisms 
of the cutting process. Models can be used to evaluate proposed mechanisms and to assess 
the sensitivity of various performance parameters to the various mechanisms that act in 
parallel. Eventually, models can be used to optimize the cutting process and to explore 
new cutting techniques. 
Most published reactive gas assisted laser cutting models are based on relatively simple 
mathematical formulations. They are invariantly developed based on heat conduction 
concepts. Decker et al. [27] employed a lumped capacitance model to obtain the cutting 
speed. This model neglects the heat transfer into the workpiece, thermal radiation, and the 
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effects of the assisting gas jet. Chemical reaction is treated by a simple inclusion of the 
heat of chemical reaction per unit time in the overall energy balance. Material removal is 
achieved only through evaporation (a quasi-sublimation process). 
More sophisticated models allow spatial temperature variations by solving the classical 
heat conduction equation with a moving heat source. This approach forms the basis 
of the point source model of Babenko and T^chinskii [28]. In their formulation, the 
chemical reaction effect on the cut is spatially parameterized with respect to a dimensionless 
thermochemical parameter that is independent of the cutting conditions. Slightly more 
elaborate models assume cylindrical heat sources such as by Bunting and Cornfield [29]. 
In this model, the cut edges are assumed to coincide with the melting point isotherm of a 
moving diffused heat source. Similar consideration can be found in the work of Petring et 
a/. [30]. 
The most sophisticated model on reactive gas assisted laser cutting is represented by 
the work of SchuOcker [31]. In his model, the equations formass, momentum, and energy 
conservation are considered in both the gas and molten metal phase. The erosion front is 
represented by a flat, planar surface that is slightly tilted from the vertical plane to allow 
the coupling of laser radiation at the erosion front. Lumped capacitance mass and energy 
balances are solved for such variables as film thickness, film temperature, and maximum 
cutting speed for given laser power and material thickness. 
The computational work by Vicanek etai [32] is among the few attempts to character­
ize the fluid dynamics and heat transfer of the jet flow by solving the governing equations 
without the lumped capacitance consideration. Instead, the fluid dynamics solutions are 
obtained through conforming mapping of the irrotational, inviscid potential solutions. The 
pressure distribution on the erosion is then calculated from Bernoulli's equation. Based on 
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this pressure profile, the boundary layer equations are solved for the wall stress distribution 
along the erosion front. Although the calculations provided some insight on the jet flow, 
the assumptions taken to arrive at the final solutions are too rigid for a realistic cutting 
conditions. For instance, compressibility effects are neglected entirely even though most 
gas jets in laser cutting are operated at high total pressure. 
Present Model of Laser Cutting 
The objective of the present study is to develop a model that is suitable for detailed 
studies of reactive gas assisted laser cutting. As previously pointed out, such a model has 
to consider the role of the molten layer, the gas jet, and the interaction between the two 
regions. 
The model to be presented will address the following issues which are essential to the 
better understanding of laser cutting: 
• Absorption of Laser Radiation: The laser-material coupling should address the 
possible curvature of the erosion front (the interface between the molten layer and 
the gas jet) since the absorptivity at the erosion front would depend on the local laser 
beam angle of incident. This would require that the erosion front itself be allowed to 
"deform" and its geometry be computed as part of the solurions. 
• Fluid Dynamics of Molten Layer and Gas Jet: The fluid dynamics of the molten 
layer and gas jet directly determine the profile (or geometry) of the erosion front. 
Hence, the appropriate governing equations in each region must be solved in a 
coupled manner, each is allowed to influence the other. 
• Heat Transfer Phenomena: Convective and radiative heat losses must be included 
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in the energy balance at the erosion front. Although these losses have been shown 
to be small [32] at certain cutting conditions, this determination should be made 
intrinsicly in the model. 
• Oxidation Reactions: As pointed out previously, oxidation reactions represent an 
additional heat source and in most cases, its magnitude is of the same order as the 
laser beam. But, its contribution should be evaluated locally along the erosion front 
and be made dependent on the flow field solution. 
The approach taken in the development of the present model for reactive gas assisted 
laser cutting is outlined next. Essentially, the theoretical modeling involves solving the 
appropriate governing equations in both the molten metal and gas phases. The interac­
tion is provided by the interface boundary conditions, namely, the balance of the normal 
and tangential stresses as well as continuity in flow characteristics such as velocity and 
temperature. Furthermore, the physical as well as transport properties of the molten metal 
are assumed to depend only on temperature variation. The laser beam is assumed to have 
TEMoo mode and the laser-material coupling at the erosion front is assumed to depend 
only on the angle of incidence. Even though absorptivity is dependent on the surface 
temperature [33], this effect is neglected in the present study. 
The geometry of the molten layer is shown in Fig. 1.4. The inertial coordinates system 
is chosen such that the x axis is along the nozzle centerline and y axis is in the direction 
of the cut. The molten layer is delimited by the erosion front (gas-liquid interface) and the 
melt (liquid-solid) interface. With this reference, the molten material is viewed as being 
ejected from the melt interface at the cutting velocity. 
The location of the nozzle with respect to the erosion front is not well established 
even from experimental observations. The location would seem to strongly depend on 
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the cutting speed and the thickness of the workpiece. However, in the present model, a 
fixed offset between the centerline line of the nozzle and the erosion front is assumed (see 
Fig. 1.4). The offset (h) is taken as 0.15i5 [32], where D is the diameter of the nozzle exit. 
Interfaces 
As pointed out previously, it is essential that the profile of the erosion front be computed 
as a part of the solution rather than treating it a priori. Therefore, the erosion front is treated 
as a free surface and is allowed to assume its shape as determined by the fluid dynamics 
n e a r  t h e  e r o s i o n  f r o n t .  T h e  p r o f i l e  o f  t h e  e r o s i o n  f r o n t  i s  d e s c r i b e d  b y  a  f u n c t i o n  F { x , t )  
(see Fig. 1.4), which is a function of both x and time. 
Nozzle Offset, h y-axis 
erosion front 
melt interface 
erosion front profile, F(x,t) 
x-axis 
Figure 1.4: Schematic of the molten layer 
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In principle, the melt interface profile can be obtained from an energy balance of the 
form 
- ikVT, - KVT, + ' n = (1.1) 
where -{kiVTi - + p^HjVc) • n is the net heat fiux at the melt interface, p and 
^Hj are the density and the latent heat of fusion respectively, and Vn is the normal velocity 
of the melt interface with respect to the cutting speed vector, Ug. The local normal vector 
is represented by n. The new profile for the melt interface can be updated from the 
distribution along the interface. At equilibrium, the left-hand-side in Eqn. 1.1 will be 
zero, i.e, the melt interface is moving at Uc, and an equilibrium melt interface profile is 
thus obtained. However, such calculations are not necessary if the melt interface has a 
well defined geometry. As in the models of SchuOcker and Vicanek, the melt interface 
is assumed to be an inclined plane where the inclination angle is to be determined from 
experimental observations. As will be shown later, the experimental results obtained in the 
present study do provide, indeed, a strong justification for this simplification. 
Liquid Phase 
The fluid dynamics of the molten layer may resemble those encountered in film 
condensation problems where the boundary layer approximation has been used successfully. 
However, in the presence of the stresses at the erosion front, coupled with the jet pressure and 
surface tension effects, the normal pressure gradient might not be zero and the boundary 
layer approximation becomes inappropriate in this situation. In the present model, the 
normal momentum equation is included. In addition, the energy equation is solved for the 
temperature field within the molten layer such that the temperature-dependent transport 
and physical properties can be incorporated intrinsicly into the model. 
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Gas Phase 
For most part, the jet flow is axisymmetric except in the region where part of the jet 
traverses through the cut kerf. In a typical cutting application, the width of the kerf is 
roughly one tenth the diameter of the nozzle exit. The kerf is larger at the top surface of 
the workpiece and tapers down to the bottom surface. Nonetheless, the kerf represents a 
small portion of the overall impingement area. 
It is thus assumed that the gas flow above the workpiece can be approximated by 
the solution of an axisymmetric impingement problem with the same nozzle operating 
conditions and the same stand-off distance between the nozzle exit and the workpiece. The 
resulting stagnation conditions on the workpiece are then used as the inlet conditions for the 
flow within the kerf. Hence, the jet flow is solved iteratively with the governing equations 
in the molten layer only for the portion within the kerf and the flow above the workpiece is 
solved as an independent step in the overall solution strategy. 
Oxidation Reactions 
The scope of the present study is limited to the laser cutting of low carbon steel 
(essentially iron) with oxygen as the assist gas. This is by no mean a limitation on the 
model itself. Other systems can be analyzed simply by replacing the portion of the model 
that concerns the determination of transport and physical properties as well as adding any 
additional chemical reactions that may occur. 
The oxidation reaction of iron produces three stable oxides: Fe 0 (Wustite), ^6304 
(Magnetite), and FezO^ (Hematite). The rate at which the oxidation proceeds is, in general, 
dependent on three physical mechanisms: the mass transfer of oxygen into the molten phase 
(gas-phase diffusion), diffusion through the iron oxide scale, and the oxidation reaction 
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rates. 
In a typical oxidation process, the thickness of the oxide scale that forms on the surface 
increases with time. The oxidation process may be rigorous initially, but as the oxide scale 
thickness increases, the oxidation rate becomes dependent on the diffusion rate of oxygen 
through the oxide scale. In the case of laser cutting, the oxide scale that forms at the erosion 
front is constantly removed by the impinging jet. Consequently, the oxidation rate depends 
only on the gas-phase diffusion and the reaction rates. 
In the present study, the oxidation reactions are assumed to be very fast and rate-
limited by the gas-phase diffusion of oxygen across the erosion front. The overall reaction 
at equilibrium (or near-equilibrium) has the following form 
-Fe + Oz^-Fe^Oy (1.2) 
y y 
and the reaction is highly irreversible (as indicated by its high equilibrium constant) in the 
temperature range encountered during the laser cutting process. 
In the subsequent chapters, the governing equations and the appropriate boundary con­
ditions for each region are presented. Discussions on the physical and transport properties 
evaluations and on the laser beam characteristics such as spatial variation of the laser beam 
and laser-material interaction are also included. In addition, details of the Fe-Oz oxidation 
and how the heat flux due to oxidation is incorporated into the model are described. This 
is followed by the details of the numerical algorithm adopted in the present study, specifi­
cally, the choice for the discretization of the governing equations and the overall solution 
procedure. 
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CHAPTER 2. GOVERNING EQUATIONS 
The governing equations in the gas and liquid phases are described in this chapter. 
The choice of nondimensional parameters are also given. In addition, the stress conditions 
at the gas-liquid interface as well as transport/physical properties and Fe-02 oxidation 
reactions are presented. 
The rate of momentum transfer from the impinging jet to the molten layer at the erosion 
front determines the expulsion rate of molten material from the kerf. Thus, the coaxial jet 
in laser cutting is usually operated at high total pressures. Consequentiy, the expansion of 
the deflected jet (or wall jet) can accelerate to supersonic speeds. At the very least, the jet 
flow will be compressible, even within the kerf. Hence, the appropriate equations for the 
jet flow would be the Navier-Stokes equations. 
The conservation law form of the two-dimensional/axisymmetric Navier-Stokes equa­
tions in generalized coordinates using the transformation [34] 
Gas Phase: Compressible Flow 
T t (2.1a) 
V = 
(2.1b) 
(2.1c) 
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can be expressed as 
p pU pV 
pu 
E = y'T^ 
puu+ixp 
P = y^J-^ puV + TjxP 
pv pvU + ^ yP pvV + r]yp 
e U{e + p)-^tp y { G + p ) - v t p  
dr ' ' drj "~ \ ' drj ^ 
where Re is the Reynolds number. The conservative variable vector (0) and the generalized 
inviscid flux vectors and P) are defined as 
where the Jacobian of the transformation (J) is given by 
_  d { x , y )  
The contravariant velocities {U and V) are defined as 
U = 6 + 6" + 
V = r]t + T]xU + TjyV 
The generalized viscous flux vectors and /"„) can be expressed as 
K = y'J-\ixE,^iyF,) 
Pv = y''J~^{'nxEv + TjyFy) 
where 
(2.3) 
(2.4a) 
(2.4b) 
(2.5a) 
(2.5b) 
1 
o
 
« 
0 
Txx Txy 
K = 
Txy T y y  
1 » 94 
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54 in the above The components of the stress tensor as well as the definitions of U 
equations are 
Txx ~ T ^ "f" ^x^v) ~ 2 i^yVr) "f Vy^v) 3 L y \ 
Txy — {^y'^v "t" "J" ^x'^^ "I" '^x'^ri) 
lit 2itv 
^ 3 ^ ~ ~ 
/A = liTxi + VT^ + fiPr~^ (7 - 1)"* {^xd^a^ + rjxdr,a^) 
94 = WTry + UTyj, + fiPr-'^ (7 - 1 )~^ + nydr,a^) 
In the preceding equations, the metrics of transformation as well as the velocity gradients 
have been represented by 
9^ . du 
The power ^ is an index for two types of governing equations with ^' = 0 for two-
dimensional flow and k = I for axisymmetric flow. In the axisymmetric case, x is the 
axial direction and y is the radial direction in the cylindrical coordinates system. The 
axisymmetric source term vector {A) is defined as 
(2.6a) 
(2.6b) 
(2.6c) 
(2.6d) 
(2.6e) 
H = J-' 
0 
0 
{ p -  R e  h e e j  
0 
(2.7) 
where Teg is given as 
W - J  
Av 
-l{ixH + •qxUr,) -  2{iyV^ + TJyVr,) + — 
y 
(2.8) 
The choice of nondimensional parameters is arbitrary. In the preceding nondimen-
sionalized system of equations, the nondimensionalized variables t (time), p (density), u 
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and V (velocities), e (total energy), and n (viscosity) are obtained from 
^ _ tOoo _ P ^ ^ V— ^ e — ^ ^ 
I poo Ooo floo /'ooAqo Moo 
where Poo,o.oo, and Hoo are the reference density, speed of sound, and viscosity respectively 
with I as a characteristic length. The tilde notation has been used to indicate the corre­
sponding dimensional variables. Note that the Reynolds number is deiined based on Coo, 
i.e., 
P'OO 
and therefore the experimental Reynolds number (which is based on Uoo) must be scaled 
by the Mach number. Moo-
Thin-Layer Approximation 
In high Reynolds number flows, the effects of viscosity are limited to the region near 
the wall. Typically in the physical domain, the grid points axe clustered in the normal 
direction but not sufficiently along the wall. Hence, even though the full Navier-Stokes 
equations are solved, the viscous terms associated with the derivatives along the wall are not 
properly resolved. However, in most cases where the flow is attached or mildly separated, 
these derivatives are negligible and can be neglected from the equations altogether [35]. 
This resulted in the so-called "thin-layer" form of the Navier-Stokes equations. With this 
approximation, Eqn. 2.2 can be expressed as 
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where the "thin-layer" viscous flux (.§) is given by 
with 
S = J -1 
0 
Vxmi + riym2 
T}xm2 + »7j,m3 
Tix{timi + vmz + m/i) + r}y{um2 + urns + ms) 
^ (4J/x'"„ - 27/J,U„) 
m2 = H {r]yU„ + Tf^Vrj) 
mj ~ ^ {-2T):,Ur, + ArjyVr,) 
1714 = nPr~ {^l - (a )^ 
ms = /aPr"^(7-l)~^7;y5„ (o^) 
(2.10) 
(2.11a) 
(2.11b) 
(2.11c) 
(2.1 Id) 
(2.11e) 
The circumferential stress component (rgg) in the axisymmetric source term can be simpli­
fied to 
Tee = 
4v 
2j/xtlj) 2,T]yVr] H 
y 
(2.12) 
Liquid Phase: Incompressible Flow 
The fluid dynamics of molten metal has been studied extensively [36-39]. In almost 
all cases, the molten film is adequately described by assuming incompressible flow. In 
the present study, the incompressible Navier-Stokes equations are used to model the fluid 
dynamics of the molten layer. Furthermore, in the presence of laser radiation and coupled 
with the heat of oxidation reactions, the temperature variation within the molten film 
may be high enough such that a constant viscosity assumption may not be valid. This is 
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circumvented by solving the incompressible energy equation for the temperature field from 
which the viscosity variation can be obtained. 
Assuming the same form of transformation to a generalized coordinates as with the 
governing equations in the gas phase, the nondimensionalized incompressible Navier-
Stokes equations in conservation law form are given by 
d  ( U \  d  ( V \  „  
d i  \ j ) ^  d r )  \ j J  ~  
ST" 
V dt] 
Tr +1 + I (W + dt] 
(2.13) 
(2.14) 
(2.15) 
where Re, Fr, Fr, g, and V are the Reynolds number, the Froude number, the Prandtl 
number, the gravitational acceleration vector, and the velocity vector respectively. The 
viscous dissipation terms in the energy equation have been neglected. The generalized flux 
vectors of the incompressible flow equations can be expressed as 
f i P  +  u U  +  ^ t u  
^yP + VU + (tV 
. 1 
e t , -  J 
^x'^xx "1" ^y'^xy 
^xTxy 4" ^y'^yy 
f =t 
/11 » 
T]xTxx 4" Vy'^xy 
J V  J  
TJxTxy 4" Vy'^yy 
rj^p + uV + T)tu 
rjyp + uV + r]tv 
Furthermore, and T" in the energy equation are defined as 
= J-Vl(d + «?)re + (e.% + e,%)r,] 
r" = j-'/i [(&!), + T( + (nl +1(5) r,] 
In the above equations, the contravariant velocities {U and V^) are defined as 
U = + 
(2.16a) 
(2,16b) 
(2.17a) 
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V = 7?xU + TjyV (2.17b) 
and the incompressible stress tensor components are given by 
Txx — "t" T/xtijj) 
Txy = Vy'^V "i" "f Vx^ri) 
ryy = 2/r(^j,r;« + 77s,u„) 
(2.18b) 
(2.18a) 
(2.18c) 
The nondimensionalized values of p, u, v, and n are given by 
where pr, Pr, "r, and fir are the reference pressure, density, velocity, and viscosity respec­
tively for the molten layer. Here again, the tilde notation is used to indicate dimensional 
quantities. The Reynolds number and the Froude number are defined as 
respectively where / is a characteristic length and g is the magnitude of the local gravitational 
acceleration. 
For the rest of this dissertation, the reference to incompressible flow refers to the 
molten metal flow while the reference to compressible flow refers to the flow of the coaxial 
gas jet. 
The interface between the gas and liquid metal (or the erosion front) is considered as 
a free surface. Although the ratio of gas viscosity to liquid metal viscosity is generally 
small (0(10~^)), the tangential stress on the erosion front may be of the same order of 
w? 
and Fr = — 
h 
Interface Conditions 
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magnitude as the pressure contribution. However, the normal stress is assumed to be small 
in comparison with the magnitude of the pressure acting on the erosion front. 
Under these assumptions, the stress balance [40] at the free surface can be expressed 
as 
2/i du ( d u  d v \  i d v l  k F  / „  
^ j + ^ ^ ^ 
/ d u  d v \  , / 2 2\ /o 'snx In^riyfi + T^,g (2.20) 
where k is the surface curvature, rix and riy are the components of the unit normal vector 
at the free surface, Pg and T^,g are the pressure and shearing stress of the impinging coaxial 
jet at the erosion front, and F is the nondimensionalized surface tension coefficient. The 
Weber number (We) is defined as 
We = e^ 
r 
where Fr is a reference surface tension coefficient. 
The kinematic constraint on the surface is such that the fluid particles at the free surface 
must remain at the free surface. If F is the free surface height—^which is a function of both 
a: and t—the condition for the particles on the free surface can be written as 
^ lFlx, t)-y]=0 (2.21) 
It has been assumed that material removal rate through evaporation is small in comparison 
to the overall rate at which molten material is ejected from the kerf. This is generally true 
for laser cutting of relatively thick plates where the maximum temperature at the erosion 
front is usually less than 3000K [41,42]. The critical temperature for mild steels, for 
instance, is over 3500K. 
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The energy balance at the erosion front among the heat fluxes due to the laser beam, 
exothermic heat of oxidation reactions as well as convective and radiative loses can be 
expressed as 
VT^ •n = q'R + q'L-V fc,VT,• n - a (2.22) 
where km and kg are the thermal conductivities in the molten metal and gas respectively, <r 
is Stefan's constant (5.67 x 10~®W/m^-K^), h is the outward normal vector, and q'^ and q'j^ 
are the heat fluxes due to the oxidation reactions and the laser beam respectively. 
Physical Properties 
In the present formulation, the governing equations are applicable to the cutting process 
of any metal with a reactive coaxial gas jet so long as the molten metal obeys the Boussinesq 
assumption and the gas remains a perfect gas. Therefore, for the purpose of validation and 
comparison, the laser cutting of low carbon steel (essentially 99.9% iron) with an oxygen 
jet is chosen as the model case. The transport and physical properties of the molten material 
are approximated by those for liquid iron. The primary properties which are needed include 
the coefficient of viscosity, surface tension coefficient, and thermal conductivity, which are 
all dependent on the temperature of the molten layer. 
Liquid Iron 
Coefficient of Viscosity The viscosity of molten metals can be obtained from the kinetic 
theory with an appropriate intermolecular potential function. However, for the present 
study, a simple exponential representation of viscosity based on experimental data is 
used. For most liquid metals, the viscosity can be approximated by an Arrhenius type 
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relationship [43] given by 
" = (^ ) • 
where Rv is the universal gas constant and C and are constants. The constant C is 
obtained from 
^ 5.7 X io-'(irr„)'/' 
and Hfi is calculated from 
= 1.21T^-2 (2.25) 
where Tm and Ki are the temperature and atomic volume at the melting point, and W is 
the atomic weight. In the case of liquid iron [44], Hy, is calculated to be 9.9 Kcal/mole and 
C is calculated to be 0.37 cP (mPa s). The melting point of iron is 1537°C. 
Surface Tension Coefficient The exisdng surface tension data of molten metals are 
inconsistent. This is due primarily to the various factors that affect the surface tension. 
For example, a 0.01% oxygen or 0.005% sulfur impurity in molten iron can cause a 10% 
reduction in the surface tension value at a temperature of 1550°C [45]. However, these 
effects are neglected in the present study and the surface tension is assumed to depend only 
on the surface temperature. 
At the critical temperature, the surface between liquid and vapor phase must vanish 
and the surface tension must approach zero. Accordingly, the van der Waals equation for 
surface tension can be expressed as [45] 
r = 7o [1 - (r/Te)]^ (2.26) 
where 70 is a constant and is the critical temperature. The exponent N is given by 
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For liquid iron [45], 
7 o =  4.598 N/m and —^ =-119 x 10"® "C"' 
PL Ci 
Furthermore, the density (pr,) and critical temperature (Tc) for liquid iron are approximately 
7010 kg/m^ and 3000®C respectively. 
Thermal Conductivity At the present time, few experimental data on the thermal con­
ductivities of liquid metals are available. In addition, the accuracy of measurements 
for thermal conductivities are relatively poor. However, a simple theoretical relation­
ship [43] exists between electrical and thermal conductivities of solid metals at high 
temperature' such that 
k = 2.45 X 10"®- (2.28) 
Pe 
where k is the thermal conductivity in W/m-K, pe is the electric resistivity (reciprocal 
of electric conductivity). The constant 2.45 x 10"® is known as the theoretical Lorenz 
number. Experimental measurements have shown that the Lorenz number remains fairly 
constant even in the liquid phase. Furthermore, reliable data on electrical conductivities 
for various liquid metals are available, thus making it possible for the evaluation of liquid 
metal thermal conductivities. For liquid iron [43], the empirical expression for electric 
resistivity is given by 
p, = 1.54 X lO-^'r -1-1.081 [/iQm] (2.29) 
Although the resistivity is raised when foreign atoms (such as oxygen in this case) are 
introduced into the melt, this effect is neglected in the present model. 
' This equation is known as \^^edemann-Franz-Lorenz Law. 
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Specific Heat Capacity Accurate data for the heat capacities of liquid metals are not 
abundant. Formost liquid metals the values of heat capacity (Cp) are assumed to be constant 
over relatively wide ranges of temperature. In general, the influence of temperature on 
liquid metal heat capacities tends to be small. Hence, for the present model, a constant heat 
capacity of 41.8 J/mole-K [43] is assumed. 
Coaxial Jet 
Equation of State The coaxial jet is assumed to behave like a perfect gas. Accordingly, 
the thermodynamic variables are fully described by the perfect gas equation of state, i.e.. 
where e is total energy and 7 is the ratio of specific heats which is assumed to be 1.4 for air 
or oxygen. 
Coefficient of Viscosity In general, the coefficient of viscosity of fluids varies with tem­
perature and pressure. Since the critical pressures of gases are usually above 10 atm, typical 
gas flow problems are at low reduced pressures and therefore, the pressure dependence can 
be ignored. 
In the present model, the gas viscosity is assumed to vary with temperature according 
to Sutherland's Law [46] given as 
p = pRT (2.30) 
Hence, the pressure p is related to the conservative variable e through 
p = (7- l)  + (2.31) 
(2.32) 
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where is the an effective temperature^ which is characteristic of the gas. For oxygen [46], 
To = 273 K, (io - 1.919x10"® N-s/m^, and -139 K. The accuracy is within 2% between 
190 K and 2000 K. 
Thermal Conductivity The thermal conductivity of gases can be correlated with an 
expression similar to that for the coefficient of viscosity [46]. 
For oxygen [46], the Sutherland-law thermal conductivity parameters are To = 273 K, fco 
= 0.0244 W/m-K, and Ck = 240 K. The accuracy of the correlation is within 2% in the 
temperature range of 200-1200 K. 
Laser Beam Characteristics 
The laser beam characteristics that are needed include the spatial variation of the laser 
power being delivered and the absorption characteristics at the erosion front. 
Laser Power The laser beam is assumed to have TEMoo mode. Accordingly, the spatial 
variation of laser beam density can be described by a Gaussian distribution function given 
where g{(r) is the laser heat flux at the radial location r, q" is the laser power density, and 
r/ is the radius of the laser beam. 
Laser-Material Coupling The presence of shocks and plasma formation in the jet 
can adversely effect the focusing of the laser beam on the material and other laser beam 
^ Also called the Sutherland constant. 
(2.33) 
by [47] 
(2.34) 
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parameters such polarization and beam intensity. These effects are neglected in the present 
study. Hence, the coupling between the laser radiation and material at the erosion front is 
determined only by the incident angle such that 
where q'^i, is the absorbed laser heat flux at the erosion front and 9,' is the incident laser heat 
flux given by Eqn. 2.34, R{6i) is the reflectivity at the erosion front and Oi is the incident 
angle between the laser beam and the local outward normal vector at the erosion front. 
Because of the lack of any data on reflectivity, the values of R used in the present study 
are approximated by the results obtained by Olsen [48] for a p-polarized COz laser beam 
striking on the surface of mild steels. 
Oxidation Reactions 
The heat flux due to the surface oxidation between iron and oxygen, assuming complete 
oxidation, can be evaluated from 
where AHR is the heat of formation of the oxide per mole of iron, v is the stoichiometric 
ratio of iron to oxygen, and J02 is the molar flux of oxygen at the erosion front. The oxygen 
molar flux (moles per unit area and time) is evaluated from 
Jo, = (2.37) 
•^02 
where hM,x is a mass transfer coefficient, pot is the density of the oxygen jet, and W02 is 
the molecular weight of oxygen. The mass transfer coefficient is in turn obtained from the 
= [1 - nm]«; (2.35) 
i^Joi (2.36) 
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Sherwood number (Sh) according to 
hM,x = —— (2.38) 
X 
where V is the self diffusion coefficient of oxygen and x is the distance from the leading 
edge of the erosion front. As a first approximation, the Sherwood number used in the 
present study is assumed to resemble that for a flat plate [49] 
Sh^ = 0.332Rel/^Sc^^^ (2.39) 
where Re^ is the Reynolds number based on the distance x along the erosion front and Sc 
is the Schmidt number defined as 
pV 
For the present calculations, a Schmidt number of 0.7868 is obtained based on a reference 
temperature of 300 K. The diffusivity of oxygen V has a complex dependency on molecular 
interaction and collision functions. In the present calculations, V is obtained from [30] 
J-L.S 
V = 3.85 X 10"'*— (2.40) 
pr c 
where T is the temperature in Kelvin, p is the absolute pressure in Pascal, and the collision 
function Fc is approximated as [50] 
Fe = 1.76-0.332 log,qT (2.41) 
In principle, the oxidation heat flux can be computed for each of the iron oxide 
reactions. This, however, would require the modeling of the various oxidation reactions 
such that the composition of the constituents (or species) that are involved in the reactions 
can be obtained. Such an undertaking, which would involve the identification of the various 
31 
elementary reactions during oxidation, is beyond the level of sophistication intended in the 
present study. Instead, the composition based on experimental observations by Powell et 
al. [51] is assumed. In their findings for laser cutting of mild steels, FeO accounted for 
97.6 percent of the oxides while the remaining 2.4 percent was FeiOj. Hence in the present 
calculations, the heat of formation is taken as 
=-257.58 KJ/mol (of iron) 
while the stoichiometric ratio (v) is assumed to be 2.0. 
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CHAPTER 3. NUMERICAL ALGORITHM 
The appropriate discretization of the respective governing equations are presented 
in this chapter. There are many considerations to weigh when establishing a numerical 
algorithm for a set of partial differential equations, specifically with regard to the type of 
scheme (finite-difference or finite-volume) and time integration (implicit or explicit). The 
merits of each approach have been extensively discussed in the literature and will not be 
included in this chapter. 
The algorithm to be presented is an implicit approximate factorization finite difference 
scheme. The scheme is first order accurate in time and can be either second or third order 
accurate in space. The development of the algorithm is presented under two headings: 
Temporal Discretization and Spatial Discretization. 
Temporal Discretization 
The governing equations considered so far has the form given by 
where E and F are the inviscid fluxes, and Pv are the viscous fluxes while H is the 
source term vector for the axisymmetric case. If the time derivative is replaced by a first 
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order backward difference, a semi-discrete form of Eqn. 3.1 is given by 
(^"+1 -
AT + 
di: dP  ^ _i (diiv , dPA' 
[ d ^  d r ,  
fdiiv yV
\di^ dr, I 
n+1 
-^'*+1=0 (3.2) 
where the superscript n denotes the time level. Equation 3.2 can be represented by a 
function with the unknown herein taken as = 0. Starting from an initial 
guess for 0"+', a better estimate can be obtained from the application of Newton-Raphson 
iteration, i.e.. 
^ d O )  
n+l,Tn 
aO = (3.3) 
where the superscript m denotes the iteration level and aQ = _ (5"+^-'"^. The 
partial derivative of (5 with respect to can be expressed as 
- i r^ d d E J  ^ d d P  
a"!8(5 V d dEv d dFy "r di dO dr, dQ) dO - ^ (3.4) 
Artificial Compressibility Method 
The temporal discretization presented above is valid as long as the Jacobian d C l f d Q  
in Eqn. 3.4 is non-singular. However, this will not be the case for the governing equations 
in the liquid phase because the continuity equation is uncoupled from the momentum 
equation. The equations are reproduced here for convenience. 
11+1 
yn+l _ yn 
K f f l - I G ) ] -
n+I 
= 0 (3.6) AT 
Hence, if 0 is defined as J~'(p,«,«)', the first row in the Jacobian d&jdQ will all be 
zeroes. To circumvent this singularity, an artificial compressibility relation [52-54] is 
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introduced in place of the continuity equation. This relation is given by 
where r' is a pseudo time (i.e., iteration level), is an artificial compressibility parameter 
and p is the pressure. The introduction of the pseudo time derivative of pressure essentially 
removes the singularity by coupling the continuity equation to the momentum equation in 
the iteration process (or in pseudo time). However, this term does not appear in Hence, 
in the combined system, 
•*m A I 
n+l 
= 0 (3.8) 
Ar • 
where Q is the unknown vector (0 = and Im is a modified 3x3 identity 
matrix with zero as the first diagonal element. The combined flux vectors are given as 
0 
II 
ixP -t- ut/" 4- ^ ^ E.- J ^xTxx 4" ^y'^xy 
iyP + vU -\r t^V ^xTxy "t" ^y'^yy 
0 
^ = 7 j]xP + uV + rjtu F J '7iTra: "i" tJyTxy 
rjyp + vV + r)tv Vx'^xy "t" Vy'^yy 
Spatial Discretization 
If the iteration scheme presented as Eqn, 3.3 is convergent, then starting from the 
previous time step value of Q as the initial guess (i.e., = 0")» the values at the 
n + 1 level would be obtained as the right-hand-side (RHS) of Eqn. 3.3 approaches zero, 
i.e., 
lim —> 0 (3.9) 
m—^00 ^ ' 
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Once this has occurred, the value of 9(5/dQ is inconsequential because 
is zero (or smaller than some specified tolerance). One important implication is that any 
approximation made in constructing dOjdQ (such as due to linearization, omission of 
various terms or approximate factorization) is also inconsequential as long as the resulting 
expression remains convergent. Furthermore, the choice for discretizing the left and right 
hand sides of Eqn. 3.3 need not be the same. This should be evident in the sections that 
follow. 
Spatial Discretization of LHS 
As pointed out previously, the discretization of LHS is arbitrary as long as the re­
sulting iterative scheme remains convergent. One approach would be to simply represent 
the derivatives^ on the LHS by central differences. However, this often leads to unstable 
schemes unless some form of dissipation is introduced. Alternatively, the derivatives can be 
represented by upwind differences based on the information provided by the characteristics 
of the equations. Both approaches are taken in the present study, in particular, the incom­
pressible flow equations are discretized using a central scheme while the compressible flow 
equations are discretized using an upwind scheme. 
Compressible Flow Equations The spatial discretization of the gas phase governing 
equations utilizes an upwind formulation. Following the Steger-Warming flux vector 
splitting, a first order discretization of the LHS (i.e., dCf(dQ) is given by 
[Ar-'i -h V4A+ -h A«A" -|- V„5+ + A^^" - Re-^J'^ (3.10) 
^ It is understood that the viscous derivatives are satisfactorily represented by cenu^ differences. It is the 
inviscid derivatives that provide difficulties in term of determining the stability of Uie resulting scheme. 
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with 
where V, A, and 6 are notations for forward, backward, and central differences. Further­
more, the inviscidflux Jacobians are constructed from = T^AfTf^ and = T^A^T~^, 
where Ak is the eigenvalue matrix and Tk and are the right and left eigenvector matri­
ces. Note that the Jacobian of the axisymmetric source term vector has been neglected in 
the formulation. Hence, for the axisymmetric case, the source term vector is added only to 
the RHS. 
Equation 3.10 represents a block penta-diagonal system, and with can be 
solved for the unknown aQ at every grid point. A direct inversion"* of a block penta-
diagonal system would be very expensive in terms of both storage and computation cost. 
Alternatively, the system of equations can be solved using a line-relaxation method. In this 
method, the domain is swept in one or two of the two coordinate dkections. At each line 
perpendicular to the sweep direction, a tridiagonal system is formed. For the points not on 
this line, the implicit matrices on the LHS are multiplied with the latest values of the A^ 
vector, and added to the RHS of the equations. Using this method, the size of the physical 
time step is bounded by the physical constraints of the problem and not by the numerical 
stability. 
A third alternative method is adopted in the present study. The LHS (Eqn. 3.10) is 
approximately factorized [55] into two one-dimensional operators such that 
(3.11) 
^ Such as through the use of a strongly implicit procedure (SIP). 
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where 
[/ +AT (VJA+ +A«A- (3.12a) 
[/ + AT (V„^+ + A,^- - Re-^J-^6r,Aij)Y'^^''^ (3.12b) 
The approximate factorization essentially reduces Eqn. 3.10 to two implicit operators each 
of which is block tridiagonal. The solution algorithm now consists of two one-dimensional 
sweeps, one in the ^ and one in the rj direction. 
For the thin-layer Navier-Stokes equations, the one-dimensional operators, and Q„ 
can be reduced to 
Incompressible Flow Equations The discretization of the governing equations in the 
liquid phase proceeds in a similar way but with central differences instead of upwind 
representations. Hence, the LHS for the liquid phase equations, after the approximate 
factorization, becomes 
[/ -f- AT (V^A+ -f- A^A-jJ (3.13a) 
[/ + AT (V„5+ -t- A,5- - Re-^J-'^6„]VIJ)Y'^^'"' (3.13b) (^^)n+l,m ^ 
where the viscous Jacobian is now defined as 
(3.14) 
(3.14) 
where 
+ (3.15a) 
[/ + AT {6,B - B e " ' ( 3 . 1 5 b )  (a,)"*''" = 
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and A, L, and i^T are the Jacobian matrices of the modified incompressible Navier-
Stokes equation. The energy equation is similarly discretized and factorized to yield two 
scalar tridiagonal systems in the ^ and t} directions. 
Spatial Discretization of RHS 
Since it is the discretized form of (5"+*''" in Eqn. 3.3 that is actually driven to zero at 
each time level, it is desirable to evaluate as accurately as possible. Although first 
order discretizations are available, the accuracy provided is not sufficient for a typical grid 
points distribution. Therefore, second order or higher discretization is used in the present 
study. 
Compressible Flow Equations As mentioned previously, an upwind formulation for 
the RHS is adopted in the present development for the inviscid terms. In particular, Roe's 
flux-difference splitting scheme is used. The viscous terms are represented using central 
differences. The details of Roe's scheme for the inviscid terms are shown for the terms in 
the ^ direction. The same procedure is similarly applied to the terms in the r) direction. 
The partial derivative of the inviscid flux ^ can be represented (with = 1) by 
f = (3.16) 
As in the Steger-Warming flux vector splitting, the flux at a face is split according to its 
eigenvalues, for example, 
+ Ki (3-17) 
For a 1st order upwind scheme, the fluxes are evaluated as 
and = -6.+, 
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and Eqn. 3.17 can be expressed as 
= i {& + £,«) + (3.18) 
where the flux differences are defined as 
Afiij = (3.19a) 
(3-19W 
In a smooth region (i.e., delimited by the i and i + 1 grid points), the flux differences 
can be evaluated simply through Eqns. 3.19a and 3.19b. However, if the region contains 
a discontinuity, the flux differences must be evaluated from the solutions of a Riemann 
problem. Otherwise, non-physical discontinuities may exist in the final solution. But 
unfortunately, the solution of the Riemann problem is tedious even for one dimensional 
flow equations. Hence, approximate solutions (such as by Osher [56] and by Roe [57]) 
have been proposed. 
In the present study. Roe's scheme is adopted. Accordingly, the flux differences are 
evaluated from 
Afi* I = A* J (5,+, - l3i) (3.20) 
where Af^i is constructed using Roe-averaged variables defined as 
Pi+L = y/Pi+lPi (3.21a) 
y/Pi+\'^i+\ + /T 11 UN 
u-. i  = — (3.21b) 
^ ^ (3.21c) _ ,/^VW + y/piVj 
- 13 
. L A  .  + y/fi{hT)i 
- jg (3.21d) 
with /3 = + y/pi. 
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The 1st order scheme above amoums to representing the flux by a piecewise constant 
within an interval between any two adjacent faces. Hence, a linear piecewise represen­
tation of the flux would lead to a 2nd order flux at the face, while a quadratic piecewise 
representation would lead to a third order flux at the face. This idea of constructing an 
expression for the flux within the interval and evaluating the expression at the extrema 
of the interval is known as the MUSCL^ approach. Thus in the present upwind scheme, 
higher order representations of ^ and i are given by 
£+1 = i ; t  + i[( l- /c)A£+j+(l+ic)A£j.J  (3.22a) 
+ + C3.22b) 
In the above expressions, the face values can be viewed as a combination of backward 
and forward extrapolations. The value of « determines the order of the extrapolation. In 
particular, /c = — 1 corresponds to a linear one-sided extrapolation at the face from two grid 
points in the upwind direction, leading to a second order fully one-sided scheme such that 
+ (3.23a) 
(3.23b) 
and Eqn. 3.17 becomes 
= \ (£,« + &•) + \ + A£-J - Afi-J (3.24) 
For K = \, and E~i are given by 
^ *+2 '••2 
+ + (3.25a) 
I (3.25b) 
' Monotonic Upstream-centred Schemes for Conservation Laws. 
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and Eqn. 3.17, with the above expressions, becomes 
This scheme is referred to as the 3rd order upwind biased scheme. Note that the only 
difference between Eqn. 3,24 and Eqn. 3.26 is in the coefficient of the flux differences. 
It is observed that 2nd and higher orders upwind schemes are not sufficient to avoid 
the appearance of oscillations about discontinuities in the flow solution. One approach 
for removing the oscillations is to limit the gradients or here, the flux differences in the 
extrapolations, i.e., 
% = 1 ( > • , • - } ) +  +  ( 3 - 2 7 a )  
+ + (3.27b) 
where r='= and are flux ratios defined as 
(A£J.L,A£ti)  
» 2 '2 '^2 *^2 
and . ^ . 
s+,  = T-^ ^  (3.28b 
where (} denotes the scalar product of the flux difference vector and ^(a) is a TVD limiter. 
The choice for V'(a) in the present study is Roe's Superbee Limiter defined as 
rl}{a) = max[0,min(2o, l),min(a,2) ] (3.29) 
Hence, for the 2nd order scheme, the TYD flux at the face becomes 
= i (fi, + £h.) - iA£rH.i + + 
Jl^( ' - , t i )A£t,- l^(»- .)Afi- .  (3.30) 
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while for the 3rd order upwind biased scheme, the TVD flux is given by 
(rt j) Afitj - Afi-5 - iv- (s-,) Afi-J (3.31) 
Similar expressions can be obtained for 
The viscous terms are evaluated using central differences, for example, 
^ = (4),^, - (&),_. (3.32) 
In evaluating both the inviscid and viscous terms on the RHS, all metrics terms are calculated 
using arithmetic averages between the grid points. 
Incompressible Flow Equations Consistent with the formulation on the LHS, central 
differences are used to represent both the inviscid and viscous flux derivatives in the RHS. 
Accordingly, 
^ (3.33) 
The primitive variables as well as the metrics at the face are calculated using arithmetic 
averages between the delimiting grid points. 
In order to ensure stability, the following constant coefficient 4th order artificial 
dissipation is added to the discretized form of RHS. 
- £AtJ-' [(V^A^)' + (VA)'] (3.35) 
The parameter e is chosen to be order 0(1). A similar central difference scheme is used 
for discretizing the RHS of the energy equation. 
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Inviscid and Viscous Jacobians 
To complete the discretization of the governing equations, the flux Jacobians on the 
LHS of Eqn. 3.3 need to be defined. 
Compressible Flow Equations 
The similarity transformation of the inviscid flux Jacobians in Eqn. 3.10 are 
= and 
where 
= diag[f/, U, U + a^e. + ey, U-a^e. + ^y] 
Ar, = diag [y, V,V + ay/rjl + lyg, V -  a^rjl + 
with 
T« = 
1 0 
U  K y P  
V — K x p  
<!>• 
a a 
a(te + K xQ) a(u — Kxa) 
a ( v K y o )  a [ v  ~  k y t t )  
^ p { K y U - K x v )  a [ ^ + a 9 ]  a [ ^ - a O ]  
and 
T~'  = K 
(3.36a) 
(3.36b) 
(3.37a) 
(1 — <t>^ja^) (7 — l)ula^ (7 — \)vjc? 
- { K y U  - K x v ) j p  K x I P  - K I P  
/3(<^^-a0) /3[Ki,a -  (7 -  1 )u] /3[Kj,a -  (7 -  l)t ;]  
+ aO) -/3[«ia + (7 - l)u] -/3[Kj,fl + (7 - l)u] 
-(7-l) /a2 
0 
/?{7 - 1) 
/3(7-1) 
(3.37b) 
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In the above, a = {y/la) V.  ^  = iy/2pa) \  6 = + «««. Kx = = 
Kyl^K\ + «:2, and = 5 (tt^ + v^). The symbol k is the general representation of either 
^ GIT) depending on A or 
The exact viscous Jacobians would result in a nine-point finite difference stencil at 
a given grid point due to the cross derivative terms in the viscous flux. One option is to 
actually neglect the viscous Jacobians in the LHS. This formulation is still convergent but 
it degrades the convergence rate during subiteration. A second option (and the one used in 
the present scheme) is to approximate the viscous Jacobians. In this approximation, only 
the streamwise terms in the viscous Jacobians are retained. This approximation amounts 
to using the exact viscous Jacobians for the thin-layer Navier-Stoke equations. The result 
is a convenient five-point stencil instead of the nine-point stencil. 
The general form of the thin-layer Navier-Stokes viscous Jacobian is 
L or ^ = 
0 0 0 0 
m2\ qi5«(/J"') a\d^{p~^) 0 
"131 0L2%{P~^) a35«(/9~') 0 
(3.38) 
m4i m42 ni43 77144 
where 
mz\ = -axdniujp) - azd^iv/p) 
17131 = -Qid^iulp) -  aidn{v/p) (3.39b) 
(3.39a) 
m4i = 048^ [-(e/p^) -1- {u^ + v^)/pj - a\d^{u^lp) -
lazd^iuvjp) - a^dKiv^lp) 
m42 = -a^dniutp) -  m2i 
17143 = -a4dn{vlp) - 77131 
(3.39d) 
(3.39c) 
(3.39e) 
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77144 = a^d^{p (3.390 
and 
"1 = /^ [(4/3)Kx + «5] "2 = (M/3)/CiKy 
as = /z [4 + (4/3)4] "4 = inPr-^ {k\ + «j) 
(3.39g) 
(3.39h) 
Similarly, the symbol k is the general representation for either ioxx} depending on L or M. 
Incompressible Flow Equations 
In the liquid phase, the general form of the Jacobian for the inviscid flux is 
where ^ is the contravariant velocity (defined as KxU+Kyv) and the symbol k is used similarly 
as in the gas phase to indicate either A or B. Since a central difference scheme is used for 
the liquid phase, the similarity transformation of the above Jacobian is not required. 
The exact viscous Jacobians would again result in a nine-point finite difference stencil. 
To retain the five-point stencil, only the appropriate streamwise terms in the viscous 
Jacobians are retained in and Q„. This approximation resulted in the following general 
expression for the viscous Jacobians, 
0 ^Ky 
A or 6 = Kj, KxU + 6 + Kt KyU 
Ky KxV KyV + 0 + Kt 
(3.40) 
0 0 0 
L ox ^1= 0 Q25« (3.41) 
0 aidn a^dn 
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where 
a i =  f t  ( 2 k I  + 02 = ( iKxKy a3=f i  + 2kJ) (3.42) 
The derivatives of the heat diffusion terms in the RHS of the energy equation are developed 
in a similar manner. 
Implementation of Boundary Conditions 
Because of the variety of boundary conditions to be considered in the present study, the 
boundary conditions are treated explicitly in the numerical algorithm. The implementation 
of these boundaries conditions are described briefly in this section. 
Free Surface Conditions 
The liquid-gas interface conditions which were presented in Chapter 3 can be expressed^ 
in the generalized coordinates as 
(3.43) 
_ _ 2/1 dUn K (3.44) 
where 
dUn 
dn 
(3.45) 
and the coefficient matrices A and B are defined as 
A OT B = (3.46) 
iRxix^ny -t- Kj,(n^ + nl) K^{nl + n|) - iKyn^Uy 
^The continuity equation is solved along with the stress balance equations. 
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The source in Eqn. 3.43 is defined as R= (0, T^,gY. Again, the general notation of k is 
used to  represent  (ORR} depending on A or  B. 
In the discretization, Eqn. 3.43 is approximated using central difference for the ^ 
derivative term and first order backward difference for the t} derivative term. Similarly in 
Eqn. 3.44, central differences are used to represent the partial derivatives with respect to ^ 
and f i rs t  order  backward di f ferences  are  used for  the  par t ia l  der ivat ives  wi th  respect  to  r j .  
In the solution procedure, the velocity vector at the free surface V is obtained from solving 
Eqn. 3.43. The pressure at the free surface is then updated using Eqn. 3.44 with the latest 
values of V, pg, and K. 
The location of the free surface (F) is updated in an explicit manner after the velocity 
vector at the free surface has been calculated. The semi-discrete form of the kinematic 
condition can be expressed as 
Again, central difference is used to discretize the derivative with respect to C 
The interface energy balance, upon transformation to the generalized coordinates, can 
be expressed as 
where S is the source term that includes the convective and radiative heat losses as well 
as the heat fluxes due to oxidation reactions and the laser beam. The derivatives are 
discretized using central difference in the ( direction and first order backward difference in 
the T] direction. 
(3.47) 
(tIi^X + Uy^y) + {nxTjx + TlyTly) — S (3.48) 
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Figure 3.1: Implementation of symmetry boundary conditions by reflecting the i = 3 line 
about the symmetry line i = 2 
Symmetry/Periodic Conditions 
In the present study, symmetry and periodic boundary conditions are encountered in 
the ^ direction only. For a symmetry boundary, the computational domain is extend one 
line beyond the symmetry line (i = 2) by reflecting the i = 3 line about the symmetry line 
as shown in Fig. 3.1. 
At a constant t] line, the block tridiagonal equation for a grid point (i = 2) on the 
symmetry line can be written as 
+ OzjAQij = R2,j (3.49) 
where Lzj, and 1^2,y are the lower, diagonal, and upper matrices while Rzj is the RHS 
vector. If the symmetry line coincides with the x axis, 
AOu = iVAOaj (3.50) 
where is a diagonal matrix defined as 
yv = diag[l,l,-l,ll 
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Hence, the block tridiagonal equation for i = 2 becomes 
+ ^2,j) AOsj = Rl,] (3.51) 
which can now, along with the block tridiagonal equations of the interior points, be solved 
with a tridiagonal solver. 
For periodic boundary (say at i = 1), the block tridiagonal equation at i = 1 can be 
written as 
where / is the number of grid points in the i direction. Since aQ /,j also appears in the block 
tridiagonal equation for the z = / point, the tridiagonal system becomes a periodic system 
and the whole system for a constant 77 line is solved using a periodic block tridiagonal 
solver. 
Inflow/Outflow Conditions 
For subsonic compressible flow, the locally one dimensional Riemann invariants are 
used at the inlet and outlet boundaries. The invariants given in terms of the normal velocity 
component are 
associated with the characteristic velocities Ai = K - o and A2 = K + a respectively. For a 
subsonic inlet, A2 > 0 and therefore R2 is specified as a physical condition. The numerical 
condition is provided by extrapolating R\ from the interior of the domain. Hence, at the 
(3.52) 
(3.53b) 
(3.53a) 
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inlet boundary, K and a are obtained from 
Kx = \(Ri+R2) 
a = J(7-l)(i2i-i22) (3.54b) 
(3.54a) 
Two other physical conditions needed to fully defined the conditions at the inlet are obtained 
by specifying the tangential velocity Vf and entropy^ 5. To ensure that total freestream 
enthalpy is conserved, Eqn. 3.54b is replaced with 
where /IT.OO is the freestream total enthalpy. For supersonic inlets, all conditions are 
specified. 
For subsonic outflow, Ai < 0 so R\ is fixed while R2, Vt, and S are extrapolated from 
the interior. In the present implementation, Ri is replaced by specifying the exit pressure. 
In the case where the flow is supersonic, the boundary conditions at the exit are extrapolated 
from the interior domain. 
For incompressible flow calculations, the inlet conditions are established by fixing pr 
(total pressure) and Vt. The static pressure is extrapolated from the interior. In the outflow, 
Vt and Vn are extrapolated from the interior and the static pressure is fixed to a known exit 
pressure. 
Wall Conditions 
For a rigid wall, tangency must be satisfied for inviscid flow and the no slip condition 
for viscous flow. In the present study, die surface is always mapped to a constant 77 line. The 
' Here, the entropy is defined as ln(p/p''). 
1 ^ ^ T r9 
'"••- = 7^1 + 2^'. (3.55) 
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Cartesian velocity vector on the surface is related to the normal and tangential components 
by 
For inviscid flow calculations, Vt is extrapolated from the interior of the computational 
domain while Vn is set to zero. In the viscous case, both K and K are set to zero. 
The pressure on the wall is obtained by imposing the boundary layer approximation 
for the normal momentum equation, namely. 
For an adiabatic wall, the normal density gradient is set to zero and for a constant temperature 
wall, the density at the wall is calculated from the equation of state. 
The schematic diagram of the overall solution procedure is illustrated in Fig. 3.2. The 
various steps can be summarized as follow; 
1. The total pressure and total density distributions on the workpiece surface are obtained 
by solving the axisymmetric jet impingement problem with the specified operating 
conditions and stand-off distance for the nozzle. The total pressure and total density 
distributions are used as inlet boundary conditions for the jet flow within the kerf. 
2. The solutions in the molten layer and the jet flow within kerf are obtained in an 
iterative process. An initial profile for the erosion front is assumed and based on this 
profile, the solution in the gas jet is obtained and used as the starting solution in the 
iteration. 
(3.56) 
(3.57) 
Overall Solution Procedure 
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Figure 3.2: Schematic of the overall solution procedure 
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3. The interface conditions are then solved with the latest gas phase pressure and shear 
stress for the new liquid phase velocity and pressure at the free surface. The new 
conditions at the free surface are then used to solve the incompressible Navier-
Stokes equations in the molten layer. The temperature field within the molten layer 
is updated and various temperature dependent properties are reevaluated. 
4. The location of the free surface is then updated by solving Eqn. 3.47. The molten 
layer and gas jet grids are regenerated and Steps 2-4 are repeated until convergence. 
It is found that better convergence is obtained if Steps 3 and 4 are repeated until the 
maximum numerical  res idual  (as  determined by the  modif ied  cont inui ty  equat ion,  V • V) 
within the molten layer is below some specified tolerance before the gas jet solution is 
recomputed. 
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CHAPTER 4. RESULTS AND DISCUSSION 
The numerical algorithm and solution procedure presented in the previous chapter are 
used for the numerical study of reactive gas assisted laser cutting. Before discussing the 
results obtained for the laser cutting simulations, results of several test cases are presented 
as a validation step for the computer code. The test cases that are chosen include both 
steady and unsteady calculations and cover a wide range of flow regime. 
Incompressible Flow 
The incompressible flow results are obtained for a non-rotating circular cylinder in 
cross flow at low Reynolds numbers. The flow features are characterized by the generation 
of steady and unsteady vorticity in the proximity of the cylinder and its kinematic and 
dynamic convection and redistribution downstream of the cylinder. 
Circular Cylinder Re = 40 
At Reynolds number of 40, the flow over a circular cylinder is characterized by a 
steady twin-vortex behind the cylinder. Because of the symmetry in the flow pattern, the 
computational domain is restricted to the upper half of the cylinder. A 50x53 O-type grid 
is used for the calculation as shown in Fig. 4.1. The flow is started impulsively from rest 
and since only the steady state solution is of interest, no sub-iteration between time levels 
is used. 
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Figure 4.1: 50x53 0-type grid for the upper half of the circular cylinder 
The comparison of pressure coefficient on the surface of the cylinder obtained by the 
present calculation with those by Fletcher and Tenpas [58] and by Rhie [59] is presented 
in Fig. 4.2. The comparison is excellent over the entire surface of the cylinder. Fig. 4.3 
shows the skin friction coefficient distribution along with experimental data of Acrivos et 
al. [60] for the unseparated region. The skin friction for this comparison has been defined 
as 
Again, good comparison is observed. The streamlines and pressure contour plots are 
shown in Figs. 4.4 and 4.5 respectively. The flow features are well defined by the present 
calculation. The reattachment of the recirculation region is observed at 2.3D downstream 
of the cylinder. This compares well with the results of Lim [61] where the reattachment 
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distance was obtained at 2.1D. 
Circular Cylinder Re = 200 
It is known that Re = 40 represents the upper limit beyond which the flow over the 
circular cylinder becomes unsteady. Therefore, at Re = 200, the flow is now characterized 
by the periodic shedding of vortices. These vortices are convected downstream of the 
cylinder to form what is known as the Karman vortex street. Since the flow is no longer 
symmetrical, the flow is computed using a 100x35 0-type grid around the complete 
cylinder. The computational domain is shown in Fig. 4.6. 
The flow is again started impulsively from rest and quickly developed into a symmet­
rical flow pattern similar to that observed for the Re = 40 case. In principle, the generation 
of an asymmetrical configuration is possible without the addition of a numerical distur­
bance but it will take a longer time for an established periodic solution to be obtained. 
In the present calculation, the asymmetrical configuration is triggered by introducing an 
asymmetric disturbance at ^ = 21. The disturbance can be expressed as 
21 <t <22 = 0.15; 22 <t <23 = -0.25 (4.2) 
where is the cylinder surface velocity. The main effect of the disturbance is to modify 
the value of Cu; component vorticity on the wall). The wake then evolves towards a 
periodic configuration as shown in Fig. 4.7 which gives the time evolution of lift and drag 
coefficients due to the pressure field. When the flow has reached the periodic configuration, 
the lift coefficient amplitude is observed to vary between ±0.33. 
The results shown are obtained by marching the impulsively started solution with a 
nondimensional time step (AO of 0.005. At each time step, sub-iterations are carried out 
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Figure 4.2: Comparison of pressure coefficient distributions on the circular cylinder at Re 
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Figure 4,5: Pressure contours for the flow over the circular cylinder at Re = 40 
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Figure 4.6: 100x35 0-type grid for the complete circular cylinder 
until the maximum divergence of the velocity is less than 8 x 10"'*. This 
ensures mass continuity at each time step. A more stringent convergence criteria did not 
produce any noticeable difference in the final periodic solution. During the initial transient, 
the maximum number of sub-iterations is limited to 20 since only the final periodic solution 
is of interest. But, this number rapidly decreases to an average of 2 iterations per time step 
once the the solution becomes fully periodic. 
The streamlines at 5 time levels are shown in Fig. 4.8 corresponding to t= 160.00, 
161.44, 162.88,164.32, and 165.76 respectively. The figure shows the alternate shedding 
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Figure 4.8: Streamlines of the flow over the circular cylinder at t = 160.00,161.44,162.88, 
164.32, and 165.76 at Re = 200 
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of vortices and the convection of these vortices downstream of the cylinder to form a trail 
of staggered vortices in the Karman vortex street. The Strouhal number in the present 
calculation is estimated to be 0.16. This corresponds well with existing numerical as well 
as experimental range of 0.15 to 0.19 [62]. 
Compressible Flow 
Four test cases are presented to validate the numerical algorithm for solving compress­
ible flows. These cases are chosen to evaluate the merits of the algorithm on time accuracy, 
shock capturing, and the ability to remove oscillations around discontinuity. These test 
cases are computed using the 3rd order upwind biased scheme, unless otherwise stated. 
Shock Tube 
The classical shock tube problem is an excellent test case for any unsteady Euler solver 
because the solution simultaneously contains a shock wave, a contact discontinuity, and an 
expansion fan. The initial configuration consists of two gases in a long tube at different 
pressures and densities separated by a diaphragm. At the bursting of the diaphragm, the 
pressure discontinuity propagates to the right in the low pressure gas and simultaneously, 
an expansion fan propagates to the left in the high pressure gas. At the same time, a contact 
discontinuity separating the two gas regions propagates to the right of the tube. An exact 
solution based on characteristics considerations [63] can be obtained for this problem. 
In the present calculation, the problem is solved on a 100x10 cartesian grid with 
symmetry boundary conditions applied in the y direction. The domain is extended from 
a: = 0 to X = 1.00 with the diaphragm located at s = 0.5. The initial pressure and density 
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ratios of the two gases are chosen as 
PR 
(4.3) 
Figure 4.9 shows the nondimensionalized pressure distributions in the tube at < =0.211 
along with the exact solution. The present result is obtained with Roe's "Superbee" limiter. 
It is found that without the limiter, the solution exhibits an expansion shock at the initial 
diaphragm location. Nevertheless, the present result presented in Fig. 4.9 shows the correct 
locations of the various discontinuities at time < = 0.211. In addition, the introduction of 
the flux limiter essential removes any oscillation around the discontinuity and the solution 
exhibits a smooth transition between the various regions of the flow. The comparison of 
Mach number and density distributions with the exact solution are shown in Figs. 4.10 and 
4.11 respectively. The contact discontinuity separating the two gases is evident in these 
plots. 
Supersonic Flow in a 10° Double-Wedge Channel 
The supersonic flow over a 10° double-wedge protuberance in the lower wall of an 
otherwise straight two dimensional channel serves as the validation case for the ability of 
the present algorithm to handle complex multiple-shocks system. It also served as the basis 
for evaluating the effects of the flux limiter. 
The height of the channel is chosen to be 0.6I> where L is the chord length of the 
wedge. The computational domain is extended one chord length upstream and downstream 
of the wedge. The domain is discretized into 91 x40 grid points as shown in Fig. 4.12. The 
inlet Mach number Moo is taken as 2.0. 
Figures 4.13 and 4.14 compare the pressure coefficient distributions on the lower and 
upper surface of the channel with that obtained by the OVERFLOW solver of Buning et 
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Figure 4.9: Comparison of pressure distributions in the shock tube at i = 0.211 using the 
3rd order upwind biased scheme 
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Figure 4.10: Comparison of Mach number distributions in the shock tube att = 0.211 
using the 3rd order upwind biased scheme 
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Figure 4.11: Comparison of density distributions in the shock tube at 0.211 using the 
3rd order upwind biased scheme 
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Figure 4.12: 91 x40 grid for the 10° double-wedged channel 
al. [64], The comparison is generally good except for the oscillations around the reflected 
shocks off the lower and upper surfaces of the channel. 
The effects of introducing flux limiter are illustrated in Figs. 4,15 and 4.16 which show 
the Mach number distributions on the lower and upper walls respectively. The results show 
a marked improvement in the quality of the captured discontinuities. The oscillations which 
are present in the 3rd order upwind biased scheme are essentially removed—as opposed to 
being damped out in the case where ^ flcial dissipation is added—with the addition of the 
flux limiter. 
The pressure coefficient contours for the case with and without the flux limiter are 
shown in Figs. 4.17(a) and 4.17(b) respectively. The multiple-shock system in the chan­
nel are well captured with the 3rd order upwind biased scheme. However, the scheme 
without the flux limiter shows excessive oscillations in the vicinity of the discontinuities 
(Fig. 4.17(b)). But the oscillations are removed if the extrapolation of the flux differences 
are limited by the flux limiter (Fig. 4.17(a)). 
Axisymmetric Flow over SOCBT Projectile 
The flow around the SOCBT (Secant-Ogive-Cylinder-Boattail) projectile is investi-
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Figure 4.13: Comparison of pressure coefficient distributions on the lower surface at M^o 
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Figure 4.16: Comparison of Mach number distributions on the upper wall using the 3rd 
order upwind biased scheme with and without Roe's "Superbee" limiter 
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Figure 4.17: Comparison of pressure coefficient contours in the channel with and without 
Roe's "Superbee" limiter 
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Figure 4.18: 89 x 30 hyperbolic grid around the SOCBT projectile 
gated to assess the accuracy of the axisymmetric algorithm. The projectile in this test case 
has a 3-caliber secant-ogive part, 2-caliber cylinder and a i-caliber 7-degree boattail which 
is attached to a sting. The transonic flow pass the projectile at Moo = 0.96 and at zero angle 
of attack is obtained only for the inviscid solution. A 89x30 hyperbolic grid is used for 
the computation. The grid is shown in Fig. 4.18. 
The comparison of pressure coefficient distributions on the surface of the projectile 
is shown in Fig. 4.19. The excellent agreement between the present inviscid result and 
the measured data [65] is due to the high Reynolds number nature of the flow where the 
boundary layer is very thin (requires first wall normal spacing of 2x10'^D to resolve). 
Note that both results, with and without the limiter, are shown in Fig. 4.19. The pressure 
contours in the vicinity of the projectile is shown in Fig. 4.20. The flow is characterized by 
two stationary shock waves on the cylinder and boattail part of the projectile. Once again, 
these shocks are well captured with the present algoritiim. 
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Figure 4.19: Comparison of surface pressure coefficients at = 0.96 with measured 
data for the SOCBT projectile 
Figure 4.20: Pressure contours near the SOCBT projectile at Moo = 0.96 
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Shock-Boundary Layer Interaction 
The merits of the numerical algorithm have been demonstrated for inviscid calcula­
tions. The results so far indicate that the present formulation for the inviscid calculations 
is valid. Good comparison is obtained in all cases and sharp discontinuities are observed 
in the computed results. The last test case is intended to verify the viscous calculation of 
the present algorithm. The thin-layer approximation is used in this case. 
The shock/boundary layer interaction problem considered here has been studied ex­
tensively [66-70]. In this problem, the freestream Mach number (Moo) is 2.0 while the 
Reynolds number based on the distance from the edge to the location of shock impingement 
is 0.296 X10®. The angle of the impinging shock is 32.6 degree with respect to the flat 
plate. 
A 72x65 grid with mild grid clustering in the horizontal direction near the impinge­
ment location is used for the present calculation. The vertical grid spacings are chosen to 
properly include the important physical mechanisms of the shock-boundary layer interac­
tion. The following vertical grid spacings based on triple-deck theory [66] are used 
A y j  = 1.5625 x 10"'' l<i<4 (4.4a) 
Aijj = 1.1868At/j-i 5<i<33 (4.4b) 
Ayj = 3.75x10-2 33 <; < 65 (4.4c) 
The top boundary is basically chosen such that the reflected shock wave from the wall does 
not intercept the top boundary. Hence it is appropriate to specify all variables at the inflow 
and top boundary. 
The nondimensionalized pressure distribution on the surface is shown in Fig. 4.21 
while the skin friction coefficient distribution is shown in Fig. 4.22. The present results 
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Figure 4.21: Comparison of pressure distributions on the surface of the flat plate in 
shock impingement problem 
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Figure 4.22; Comparison of skin friction distributions on the surface of the flat plate 
the shock impingement problem 
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show a strong agreement with the measured data of Hakkinen et al. [71]. It can be seen, 
as indicated by the negative values of skin friction coefficient, that the strength of the 
impinging shock is strong enough to cause the laminar boundary layer to separate. This is 
further illustrated by the vector plot (see Fig. 4.23) near the separated region. The separated 
region in turn causes the formation of a separation shock ahead. The flow then reattaches 
through a reattachment shock and hence further raise the pressure on the wall (see Fig. 4.21). 
These features are clearly seen in the pressure contours of the shock impingement as shown 
in Fig. 4.24. 
Reactive Gas Assisted Laser Cutting 
The accuracy of the numerical algorithm adopted for the present study is demonstrated 
on numerous test cases. As pointed out, the present results in all test cases are in good 
agreement with published results. For the rest of this dissertation, results for reactive gas 
assisted laser cutting of a 6.35 mm thick low carbon (AISI1008) steel plate with an oxygen 
jet are presented. 
It should be pointed out that experimental data on laser cutting of metals are focussed 
primarily on the global parameters such as the maximum cutting speed or the maximum 
cutting depth that can be achieved for a given set of cutting conditions. However, these 
parameters are independent variables in the present calculations and they are specified as 
part of the test conditions. The computational results that will be presented are, in general, 
difficult to obtain or quantify through experiments. For example, the present calculations 
will yield, among many others, the profile of the erosion front. It is very difficult, if 
not impossible, to characterize this profile through experimentation due to inaccessibility 
of the cut kerf during the cutting process. Hence, considerable efforts have been taken 
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Figure 4.23: Velocity vectors of the separated region in the shock impingement problem 
Figure 4.24: Pressure contours in the shock impingement problem 
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Table 4.1; Summary of cutting parameters used in the modal laser 
cutting case considered in the present study 
Laser Power Density (g") 1.41 X lO'^W/m^ 
Beam Radius (n) 0.15 mm 
Workpiece Thickness (i) 6.35 mm (0.25 inch) 
Cutting Speed (Uc) 16.9 mm/s (40 inch/min) 
Inclination Angle (&,) 5' 
to show the validity the computer codes in the previous sections. Therefore, the merits 
of the computational results for laser cutting can only come from a qualitative argument 
that the results are plausible under the test conditions and are congruent with the various 
mechanisms that occur during the cutting process. This is consistent with the objective 
of the present work which is the development of a model that will provide considerable 
details of the cutting process which otherwise are subjected only to conjectures. 
The various cutting conditions assumed in this model test case are summarized in 
Table 4.1. These cutting conditions represent a realistic case and are not arbitrarily assumed 
for the purpose of demonstrating the capabilities of the present model. However, the 
physical and transport properties of the low carbon steel (essentially 99.9 percent iron for 
AISI1008) are approximated by that for liquid iron. Also, the inclination angle of 5° is 
determined based on experimental observations (see the Appendix). 
The choices for the reference conditions in the molten layer are quite obvious with 
the exception of the reference velocity. An improper choice could lead to a stiff system 
consisting of the molten layer and the gas jet equations. For example (and this is in 
retrospect), if the reference velocity were taken as the cutting speed, the nondimensionalized 
pressure witiiin the molten layer was of the order of lO"* and consequentiy, a slight variation 
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in gas pressure at the erosion front would result in a large change in the driving force for 
the molten layer. Convergence was never attained for this choice of reference velocity. 
Therefore, for the present calculations, the molten layer reference velocity is chosen as 
1 m/s. This value is based on the expected maximum velocity in the molten layer, )^^th 
this reference velocity and a reference temperature of 1810 K, the nondimensionalization 
of the molten layer conditions resulted in 
/2e = 3070.0 l^e = 9.50 Fr = 40.0 and Pr = 0.133 
The reference length is taken as the diameter of the nozzle exit such that both regions (the 
molten layer and the gas jet) have a common reference length. 
The geometry of the nozzle is shown in Fig. 4.25. The nozzle has an inlet diameter 
{D) of 2.54 mm and the stand-off distance is set at 2.54 mm too. The nozzle is operated at a 
total pressure of 1.68poo. For purpose of nondimensionalization, the reference temperature 
and velocity are 300 K and 330 m/s respectively for the gas jet. The reference velocity 
corresponds to a reference Mach number of 1. The same reference conditions are used for 
the iiow within the kerf. This yields a Reynolds number (Re) of 52,000 for the gas flow. 
Axisymmetric Jet Impingement Solutions 
In the overall solution strategy, the jet flow above the workpiece is obtained in an in­
dependent step. Specifically, the jet flow in this region is approximated by an axisymmetric 
jet impingement problem. In a strict sense, the jet flow consists of the oxygen jet emerging 
from the nozzle and impinging on the surface of the workpiece with air in the surround­
ing. A distinction between the oxygen jet and the surrounding air (and subsequently their 
mixing) can be made but in the present model, they are treated as if they are the same. 
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Figure 4.2S; Nozzle geometry assumed in the jet impingement calculations 
This should not give rise to any difficulty since from a fluid dynamics point of view, the 
distinction between the two (e.g., viscosity etc) is minimal. However, this will not be the 
case if there were chemical reactions involving both oxygen and air in the flow field. 
The physical domain is extended approximately 30 diameters from the nozzle exit. A 
60 X 40 grid is used for the calculation (see Fig 4.26). It can be shown from isentropic 
relations that the exit conditions will be choked only if pt I Poo > 1-89 where pr is the 
total pressure of the nozzle. Hence, the exit Mach number is below sonic speed for the 
present case. Therefore, three inlet conditions (total pressure pr. total density pr, and 
radial velocity v) are specified while a fourth condition (static pressure p) is extrapolated 
from the computational domain. The results are obtained using the complete Navier-Stokes 
equations. In light of the additional dissipation provided, the jet impingement results axe 
obtained using the 2nd order upwind scheme. 
The Mach contours in the vicinity of the nozzle exit is shown in Fig. 4.27. The 
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Figure 4.26: 60 x40 grid for the jet impingement calculations 
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boundary of the jet is clearly defined in the contour plot. The maximum local Mach 
number is 0.85 and the entire flow region remains subsonic. The entrainment effects of 
the jet is clearly depicted in the vector field as shown in Fig. 4.28. More importantly 
in the overall strategy is the stagnation pressure on the surface of the workpiece which 
is shown in Fig. 4.29. The distribution shows the expected trend where the stagnation 
pressure on the workpiece deaeases rapidly as the jet expands beyond the impingement 
area. Furthermore, the region of high stagnation pressure is confined within one diameter 
from the nozzle centerline. 
Laser Cutting Solutions 
The solutions for the molten layer and the jet flow within the kerf are obtained in 
an iterative manner as described previously. A major difficulty arises in the choices for 
the starting solutions in both regions. This is compounded by the lack of any previous 
investigation which would at least yield a qualitative description of the flow within the 
molten layer. 
The present solutions are obtained by first assuming a profile for the erosion front. The 
converged solution for the gas jet within the kerf based on this initial profile is used as the 
starting solution in the iteration process. For the molten layer, the entire layer is assumed 
initially to be moving at the cutting speed in the cut direction. These choices seem to work 
effectively but even so, the pressure and shear stress values at the erosion front have to be 
relaxed in the initial phase of the iteration process. 
Gas Jet The Mach number, temperature, and pressure contours of the gas jet within the 
kerf are shown in Fig. 4.30. As expected, the features of the flow are confined within the 
boundary of the jet. The boundary is clearly shown in the Mach contours (Fig. 4.30(a)). 
Figure 4.27: Mach contours in the vicinity of the nozzle exit 
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Figure 4.29: Stagnation pressure on the surface of the workpiece 
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(a) Mach Number (b) Temperature (c) Pressure 
Figure 4.30: Various contour plots of the gas jet flow field within the kerf 
The maximum Mach number is 0.89 and this occurs approximately at the location x j D  
= 1.7. The location of the maximum Mach number is attributed to the narrowing of the 
jet due to the developing boundary layer. Despite the high temperature gradients on the 
erosion front, no flow separation is observed in the flow field. The temperature contours 
plot (Fig. 4.30(b)) shows the extent of the developing thermal boundary layer while the 
pressure contours plot (Fig. 4.30(c)) shows the rapid expansion of the gas jet within the 
kerf. 
The pressure and shearing stress distributions on the erosion front are shown in 
Fig. 4.31. Note that the pressure and shearing stress (or skin fricdon) values are nondimen-
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sionalized as 
- _ P - Poo „ J . T Cp — J 2 and Cf — j „ 
For most part, the pressure values are close to the exit pressure. The minimum pressure 
point on the erosion front occurs near xjD = 1.6 and this corresponds well with the 
location where the maximum Mach number is observed. In addition, the slight increase in 
the shearing stress in the midspan of the erosion front is due to the temperature distribution. 
The effects due to pressure and shearing stress on the overall material removal through 
ejection can be ascertained from their distributions along the erosion front. In principle, the 
effectiveness would depend on the forces that are generated by the pressure and shearing 
stress in the direction of molten flow. The axial force coefficients due to pressure and 
shearing stress along the erosion front are shown in Fig. 4.32. The axial force coefficients 
along the erosion front are computed from 
psin^ ,  TCOS0 
Ca,p — ""i and — -j «-
2P°°^oo 
where ( f )  is the angle between the x  axis and the local tangent line at the erosion front, p  
and r are the pressure and shearing stress respectively. The integration of the distributions 
shown in Fig. 4.32 along the arclength of the erosion front yields 
Ca,p = 0.1687 and Ca.r = 0.0139 
These values would indicate that the force due to pressure gradient is responsible for the 
effective ejection of the molten material from the cut kerf. However, a closer inspection of 
t h e  d i s t r i b u t i o n s  i n  F i g .  4 . 3 2  s h o w s  t h a t  C a , p  i s  o n e  o r d e r  o r  m o r e  l e s s  t h a n  C o , t  b e y o n d  x / D  
= 1.0. The large C*a,p value is due to the high pressure values near the leading edge of the 
erosion front. This observation clearly defines the roles play by both pressure and shearing 
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Figure 4.31: Nondimensionalized pressure and shearing stress on the erosion front due to 
the gas jet 
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stress in the overall removal mechanism. The high pressure value near the leading edge 
produces a relatively large ejection force while the shearing force effectively maintains a 
thin molten layer by continuously accelerating the fluid particles along the erosion front in 
the direction of the overall molten layer flow. 
Molten layer The profile of the erosion front is shown in Fig. 4.33 in terms of the 
streamlines plot. Due to the narrowness of the molten layer, the streamlines are shown in 
4 sections, each of which is 0.625i, where t is the thickness of the plate. This steady state 
erosion front profile is determined when the residual defined by 
Residual = (4-5) 
\ i=2 i=2 
has dropped 4 orders of magnitude. The thickness of the layer varies from 0 at the top 
to approximately 1.5x10"'' m at the bottom. Therefore, for most part, the thickness of 
the molten layer is of the order of 10"^ m. This is consistent with the results obtained by 
Vicanek et al. [72]. However, contrary to the expectation of a somewhat curved erosion 
front [32,72], the profile of the erosion front is observed to be relatively flat. The incident 
angle of the laser beam distribution along the erosion front is shown in Fig. 4.34. The 
incident angle varies within the range of 82° to 84°. This can be attributed to the magnitude 
of the pressure and shearing forces that act on the erosion front. Any waviness in the erosion 
front will essentially be smoothed out. Furthermore, the contribution due to surface tension 
is small in comparison to the effects due to pressure and shearing stress of the gas jet. 
On the other hand, an argument can be made that the planar profile of the erosion 
front is a direct consequence of a planar melt interface that is assumed in the present 
model. However, experimental observations, such as the one performed in parallel with 
this study, do show a planar melt interface. This can be attributed to the thickness (or more 
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Figure 4.32: Axial force coefficient distributions on the erosion front due to pressure and 
shearing stress of the gas jet 
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Figure 4.34: Variation of laser beam incident angle along the erosion front 
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appropriately here, the "thinness") of the molten layer and the nature of the laser-material 
coupling at the erosion front. First, the "thinness" would imply a more effective heat 
transfer across the molten layer to the melt interface. It also implies that the shape of 
the erosion front would conform closely to the shape of the melt interface. Second, any 
curvature in the melt interface represents an unstable condition. This can be illustrated in 
Fig. 4.35. For a concave profile, the incident angle would be bigger—^in comparison to 
a planar profile—at the top (a > and would be smaller at the bottom (a < /3) of the 
erosion front. Hence, the laser-material coupling (recall that reflectivity is a direct function 
of the angles of incident a and /?) is enhanced at the bottom and is degraded at the top 
relative to a planar profile. The energy balance would produce positive Vn (see Fig. 4.35) 
at the top and negative v„ at the bottom of the melt interface. Recall that is the relative 
velocity of the melt interface with respect to the cutting speed. Consequently, the concave 
profile would tend to become planar. A similar argument can be made for a convex profile 
and the same conclusion is arrived at. 
It has been suggested [73] that the striation pattern (see Fig. 4.36) on the edges of 
the kerf is caused by the unsteady motion of the molten layer. Vicanek et al. [72], based 
on stability analysis, concluded that the instability of the molten layer is more prominent 
when there is a large pressure gradient on the surface of the erosion front. However, this 
instability is not observed in the present calculation even though the pressure distribution 
on the erosion front, as shown in Fig. 4.31, shows a large pressure gradient. Furthermore, 
the "thinness" (C(10"^ m)) of the molten layer at the leading edge, despite any oscillatory 
motion, could not account for the apparent wavelength (C>(10~'* m)) of the striation ripples. 
Rather, the striation pattern is caused, as suggested by Arata et al. [7], by the continuous 
melting in the direction perpendicular to the cut direction after the laser beam has passed. 
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Figure 4.36: Typical striation pattern on the edges of the kerf 
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Therefore, any instability, if it occured, is a result of the striation and not the cause for the 
striation. 
This can be illustrated in the time evolution plot (see Fig. 4.37) of the erosion front 
profiles subjected to a pressure perturbation (a 10 percent increase in the pressure distri­
bution) at the erosion front. The series of waves that are generated propagate downstream 
on the erosion front and eventually, the profile becomes planar. Had the perturbation been 
of a periodic nature, a sustained oscillatory motion of the molten layer would have been 
obtained. The perturbation in the pressure distribution could certainly be realized by the 
periodic variation of the kerf width as a result of striation. This, in effect, creates a pulsated 
flow through the kerf. 
The nondimensionalized heat flux due to the various sources are shown in Fig. 4.38. 
The heat fluxes are nondimensionalized according to 
where D, km, and Tm are the reference length, thermal conductivity at Tm, and the melting 
point of iron respectively. The majority of the heat input, at least in the present modal case, 
is provided by the laser beam. However, it is interesting to note the distributions of both 
sources along the erosion front. Because of the spatial variation of the laser intensity, the 
heat flux in the vicinity of the leading edge is provided primarily by oxidation reactions 
between the molten material and the oxygen jet. The total contribution due to oxidation 
is only 18 percent of the total contribution due to laser beam. This, perhaps, indicates an 
non-optimum cutting conditions. As will be shown later, a large fraction of the total heat 
input is lost through conduction into the solid phase. It is reported that at optimum cutting 
conditions, the contribution due to oxidation could be as large as 60 percent [15]. On the 
other hand, convective heat loss is small except near the leading edge, and radiative heat 
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loss is almost negligible. 
The temperature distribution on the erosion front is shown in Fig. 4.39. The location 
of the peak temperature corresponds to the locadon of the peak laser beam energy input. 
For the present case, the maximum temperature is calculated to be approximately 3300 K. It 
should be pointed out that the present calculation considers only the two-dimensional plane 
of the molten layer and therefore, lateral heat losses are not included. This implies that the 
temperature of3300 K represents the theoretical maximum temperature that can be attained 
given the present cutting conditions. Hence, the assumption to neglect any material lost 
due to evaporation can certainly be justified because the temperatures are below the critical 
point. 
The nondimensionalized temperature distributions (TiTm) across the molten layer at 
various x/D locations are shown in Fig. 4.40. Note that the y direction is scaled with 
the thickness of the molten layer (Y) at the respective x/D locations. The corresponding 
nondimensionalized velocity magnitude distributions (V/ur) is shown in Fig. 4.41. 
The temperature variation within the molten layer is small near the leading edge but 
as the thickness increases, so does the temperature variation. Furthermore, the variation 
is relatively linear except for the region near the trailing end of the molten layer. Similar 
characteristics are observed for the velocity magnitude distributions. The linear variations 
of temperature imply that conduction is the mode for which heat is transferred from the 
erosion front to the melt interface. This is to be expected since the normal velocity 
component is almost zero, hence, convection heat transfer does not occur. It is interesting 
to note that the maximum velocity did not occur at the exit end of the molten layer. This is 
due to back pressure that is imposed as the exit boundiary condition. Essentially, the fluid 
particles in the molten layer decelerate to match the exit pressure. 
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Figure 4.38: Nondimensionalized heat flux at the erosion front due to laser beam, oxida­
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Figure 4.39: Temperature distribution at the erosion front 
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The nondimensionalized total heat flux input at the erosion firont and the nondimen­
sionalized heat ilux lost due to conduction into the solid phase at the melt interface are 
shown in Fig. 4.42. The conduction heat flux is defined as 
The Stefan number (Ste)  in the present context is defined as 
where AHj is the latent heat of fusion, Ur is the reference velocity, Qr is the reference 
thermal diffusivity, Tr is the reference temperature, and Cp is the heat capacity. With 
the melting point as the reference, the Stefan number is calculated to be 0.013. The 
nondimensionalized advection heat flux due to the ejection of the molten material at the 
exit plane of the molten layer is shown in Fig. 4.43. The advection heat flux is calculated 
from 
where Ue is the velocity at the exit plane of the molten layer. 
In principle, the heat input in the laser cutting process is used to heat up the solid phase 
material to the melting point and to bring about a phase change. Any excess heat is lost 
through conduction into the solid phase and through advection with the ejected material. 
The magnitude of each can be obtained by integrating the respective distributions shown 
in Figs. 4.42 and 4.43. The percentages for the conduction loss, advection loss, and phase 
change are summarized in Table 4.2. By far, conduction loss represents 30 percent of the 
total heat input. Advection loss accounts for about 45 percent and a mere 5 percent is 
actually used in the phase change. This is also indicated by die value of the Stefan number. 
(4.6) 
(4.7) 
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Table 4.2: Percentages of heat due to conduction, advection, and 
phase change with respect to the total heat input 
Conduction Loss into the solid 49.9% 
Advection Loss at exit plane 45.2% 
Phase Change at the melt interface 4.9% 
However, of the 50 percent of the heat input that is lost through conduction into the solid, 
a large fraction is actually used to heat up the solid material to the melting temperature. 
For example, if the solid material is assumed to be initially at 300 K, the heat flux that is 
required to raise the temperature to the melting point can be estimated from 
q^T = — ^c-HTr.-Tr) (4.8) 
Oir 
The result indicates that of the 50 percent that is lost to conduction, about 45 percent of it 
is used to heat up the solid material from the room temperature to the melting point. 
It is also interesting to note the distribution of the conduction loss. Almost the entire 
heat flux provided by oxidation and laser beam at the leading edge is lost into the solid 
phase. This is due, partially, to the relatively small amount of heat flux needed to achieve 
the phase change. However, the heat loss through advection becomes more prominent as 
the velocity of the molten layer increases due to the continuous acceleration caused by 
the shearing stress of the gas jet. In fact, the magnitude of the heat flux that is lost due 
to conduction is higher than the input heat flux near the trailing end. This indicates the 
important role of advection in the overall heat transfer mechanism across the molten layer. 
Without the advection, a negative net heat flux would occur at the melt interface near the 
exit plane and the cutting process would cease near the trailing edge. 
Furthermore, the conduction heat loss is maximum in the vicinity of the peak laser 
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Figiire 4.44: Various TEM modes and their spatial energy distributions 
intensity. This observation suggests a way to optimize the spatial variation of the laser 
beam intensity. Although heat lost through conduction into the solid material is a necessary 
aspect of the overall cutting process (i.e., to raise the temperature of the solid material to 
the melting point), its distribution could be affected such as to minimize the excess heat 
loss. The excess heat loss refers to the portion of the total conduction heat loss that is 
not used to raise the temperature at the rate required to sustain the cutting process. This 
would imply the use of non-Gaussian beams, at least in the direction of the cut, where 
the spatial variation of the laser beam intensity is more diffused. This should improve the 
conduction heat loss characteristics. On the other hand, non-Gaussian beam, for example 
the Lorentzian distribution, may give rise to other difficulties such as producing a small 
focal spot size. Hence, the laser power density may not be as high as that which can 
be achieved with a Gaussian beam. Alternatively, multimode beam may be used, and in 
particular, the TEMio mode (see Fig. 4.44). 
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CHAPTERS. CONCLUSIONS 
A novel procedure for computation of reactive gas assisted laser cutting of metal has 
been presented. Instead of using lumped capacitance approach, the appropriate governing 
equations in the molten metal and gas jet regions are solved in the present method. The 
interactions at the erosion front such as laser-material coupling, oxidation reactions, and 
heat losses through convection and radiation are treated intrinsically in the procedure. The 
erosion front itself is modeled as a free surface and is allowed to deform according to 
the momentum transfer. The approximation of the gas flow above the workpiece as a jet 
impingement problem provides an effective means for calculating the fluid dynamics and 
heat transfer phenomena of the gas jet. 
The Newton-Raphson iteration method provides an elegant approach for the temporal 
discretization of the governing equations. Good convergence characteristics are obtained 
despite the various approximations that are made in developing the iterative scheme. The 
spatial discretization utilizes both central and upwind differenced schemes. Furthermore, 
the introduction of Roe's "Superbee" flux limiter effectively removed any oscillation about 
the discontinuities. Excellent comparison with existing results in all test cases are obtained 
and thus validated the present numerical algorithm. 
Computed results for the laser cutting of a 6.35 mm thick low carbon steel plate (AISI 
1008) with an oxygen jet provided considerable insight on the cutting process. The erosion 
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front showed a relatively flat profile and the thickness of the molten layer is of the order of 
10"^ m. The "thinness" of the molten layer is thought to enhance the overall heat transfer 
across the molten layer. The "thinness" of the molten layer also suggested that the striation 
pattern observed along the edges of the kerf could not be due to the unsteady motion of the 
molten layer. It is interesting to note that the unsteady motion in the molten layer could be 
induced by introducing a pressure disturbance. 
The maximum temperature (3300 K) at the erosion front showed that material removal 
through evaporation is negligibly small. Hence, the bulk of the molten material is removed 
through the combined effects of the pressure gradient and shearing stress of the jet flow 
within the kerf. The distributions of the axial force coefficients due to pressure and shearing 
stress indicates that the removal is effected by both the pressure and shearing stress. The 
effects due to the pressure gradient is confined to the leading edge of the erosion front while 
the effects due to shearing stress are responsible for maintaining a thin and relatively flat 
erosion front profile. 
The distributions of the various heat fluxes along the erosion front demonstrated the 
significance of the contribution by oxidation reactions. Because of the spatial variation of 
the laser beam intensity, the heat flux near the leading edge of the erosion front is provided 
primarily by oxidation reactions. The effects due to the laser beam is confined to the 
midspan of the molten layer. Furthermore, heat losses due to convection and radiation are 
found to be almost negligible. 
An energy balance indicates that SO percent of the heat flux from the laser beam and 
oxidation is lost due to conduction in the solid phase. The energy needed for the phase 
change accounted for only 5 percent of the total energy input. It was observed that the 
large conduction loss was due to the spatial distribution of the Gaussian beam. It has been 
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suggested that the heat loss can be reduced by using multi-mode beam in the direction of 
the cut. 
The present results are arrived at with certain assumptions regarding the overall laser 
cutting process. For example, the location of the laser beam centerline (or nozzle centerline) 
with respect to the leading edge of the erosion front is assumed at 0.15D where D is the 
diameter of the nozzle exit. This offset distance has a direct influence on the location of the 
peak laser intensity along the erosion front. However, despite this uncertainty, the results 
obtained would still indicate a large loss through conduction into the solid. Perhaps this 
is more an indicator for a non-optimum cutting situation with the present set of cutting 
parameters. High speed photography of the cutting zone can provide a better estimation of 
this offset distance. 
The reflectivity at the erosion front assumed in the present calculation may not be 
conect at high temperatures. Further experimental investigation can be devoted to char­
acterizing the dependency of reflectivity on the angle of incident at elevated temperatures. 
The dependency of reflectivity on temperature should also be obtained. 
The assumption of a planar profile for the melt interface could be relaxed in future 
studies. The profile can be determined based on die energy balance. However, this would 
require the knowledge of the heat conduction characteristics in the solid phase. Hence, 
additional equations, along with a suitable correlation for the heat lost due to convection 
effects of the jet on the workpiece surface, must be solved to obtain the conduction heat 
loss. 
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APPENDIX EXPERIMENTAL INVESTIGATION 
The laser experiments considered in the present study are configured for the charac­
terization of the melt interface profile. Recall that the melt interface in the present model 
is assumed to be an inclined plane where the inclination angle is to be obtained from 
experimental observations. 
Experimental Equipment 
All experiments are conducted at the Laser Laboratory at Iowa State University. 
The laser system consists of the CO2 laser, the beam delivery system, the programmable 
controller, and the work-table. 
Laser and Beam Delivery System 
A Spectra-Physics Model 820 CO2 laser is used in the experiments. The continuous 
wave laser beam leaves the laser cavity through the iris of the shutter mechanism and is 
reflected through a series of mirrors and is finally focussed onto the workpiece by a 25.4 mm 
ZnSe lens with a focal length of 127 mm. The size of the laser beam at the focal point is 
approximately 0.3 mm in diameter. Amidst the mirror-lens configuration is a quarter-wave 
plate which converts the linearly polarized beam into a circularly polarized beam and thus 
making it possible to cut equally well in all directions. 
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To protect the lens and also to assist in the laser process, an oxygen stream is provided 
at the nozzle assembly. A convergent nozzle with an exit diameter of 2.54 mm is used for 
all the experiments. Furthermore, a 2mW He-Ne laser is used to align the mirrors and the 
nozzle such that the beam emerges through the nozzle exit without striking the walls. 
Programinable Controller and Work-Table 
The opening and closing of the shutter and the oxygen stream, as well as the motion of 
the work-table are controlled by a programmable Allen-Bradley controller. The work-table 
can traverse a maximum distance of 0.6 m x 0.6 m x 0.15 m in the x, y, and z axes at a 
maximum speed of 0.42 m/s (or 1000 inch/min). The laser cutting process is carried out in 
the program mode. The sequence of steps consists of 
1. Set work-table velocity 
2. Start assist gas flow 
3. Open shutter 
4. Traverse the work-table (with workpiece mounted) 
5. Close shutter 
6. Stop assist gas flow 
Since it is the cross sectional profile of the cut that is of interest, the work-table is 
programmed to traverse only half the width of the workpiece before the shutter and the 
assist gas are shut off. 
Experimental Conditions 
The laser cutdng of mild steel plate (AISI 1008) is used as the modal case in the 
present study. Two plate thickness are considered: 3.175 mm (0.125 inch) and 6.35 mm 
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(0.25 inch). For each thickness, three cutting speeds are considered and two cut samples 
are obtained for each cutting speed. In all cases, the laser power is set at a nominal value 
of 1000 Watt. The various cutting conditions are summarized in the following: 
• Case l : t  =  3.175 mm 
Gas Pressure, pt/poo = 1-68 
Cutting Speed, Vc = 0.76,0.88, and 1.02 m/min 
• Case 2 : t  =  6.35 mm 
Gas Pressure, pt/poo = 2.36 
Cutting Speed, Vc = 2.0,2.5, and 3.0 m/min 
The three cutting speeds for each thickness represent 75, 85, and 95 percent of the 
reported maximum cutting speed [74] for the given laser power and plate thickness for mild 
steel. 
Experimental Results 
The samples are sectioned with a lathe and the cross sectional profiles of the melt 
interface are photographed using a scanning electron microscope (SEM). Figure A. 1 shows 
the cross sectional profiles of melt interface for case l(t = 3.175 mm) and the melt interface 
profiles for case 2(1 = 6.35 mm) are shown in Fig. A.2. 
Based only on the SEM pictures, insufficient data are available to establish the depen­
dency of the melt interface inclination angle on the controlled parameters (i.e., thickness, 
cutting speed, and gas pressure) in the experiments. However, in all cases the melt inter­
face is relatively planar and this observation is supportive of the assumption made in the 
development of the present model. Furthermore, the inclination angles seem to vary littie 
with respect to the cutting speed for case 1 (t = 6.35 mm). In particular, the inclination 
angles are within 5-7 degrees from the x axis (See Figure 1.4). However, case 2 (< = 
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Table A. 1: Variation of inclination angle with cutting speed for case 
2 (< =3.175 mm) 
Cutting Speed, Vc Inclination Angle, 0 
2.0 m/min 15° 
2.5 m/min 20° 
3.0 m/min 35° 
3.175 mm) shows considerable variation in the inclination angle depending on the cutting 
speed. The inclination angle is observed to increase linearly with respect to the cutting 
speed, as shown in Table A.l. In the all the SEM pictures of the kerf, the appearance of 
striation is well defined. 
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(a) Uc = 2.0 m/min 
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Figure A. 1: 
(b) Vc = 2.5 m/min 
SEM pictures of the melt int e r f a c e s  f o r  c a s e  1  ( t  = 3.175 mm) 
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(c) Wc = 3.0 m/min 
Figure A. 1 (Continued) 
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(a) Vc = 0.76 m/min 
Figure A.2: SEM pictures of the melt interfaces for case 2 (f = 6.35 
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(b) Vc = 0.88 m/min 
(c) Vc = 1.02 m/min 
Figure A.2 (Continued) 
