Differential scanning calorimetry has been applied to identify protein denaturation patterns, or thermograms, in blood plasma samples that are indicative of health status. Data sets generated by differential scanning calorimetry are high dimensional, and it is complex to analyze and classify thermogram patterns. The I-RELIEF method is commonly used for group classification from high-dimensional data sets, such as gene expression data. We report the development and validation of a new method of data reduction and modeling of high-dimensional data sets. The performance of our method was demonstrated through its application to the analysis of differential scanning calorimetry plasma thermogram data. Our method was found to provide superior classification performance compared with the I-RELIEF method.
Introduction
The goal of classification is to predict class outcomes. Existing data of known classes are used to build a model. This model is then applied to predict class outcomes on data where the class outcomes are blinded or not yet known. Some of the first developed and still commonly used classification methods are linear discriminant analysis (LDA), 1 logistic classification, 2 and nearest neighbors. 3 LDA is closely related to linear regression and analysis of variance (ANOVA). Logistic classification is a generalized linear model with fewer assumptions than LDA. One of the challenges of classification involves what is known as high-dimensional data, that is, data in which the number of features is much greater than the sample size. It is well known that, for example, genomic or proteomic data often include many features but that only a few of these may be relevant. In this situation, use of effective feature selection or feature reduction is needed during the classification process.
The three classification methods mentioned briefly above all require separate feature selection/reduction methods in the presence of high-dimensional data. Recently developed methods which have built-in procedures to address this issue include Random Forests, Support Vector Machines and Boosting. [4] [5] [6] [7] Boosting and Random Forests are also ensemble methods, since they use a combination of many models to improve prediction and reduce classification error. The method proposed in this work is an ensemble method, as are some extensions of the feature selection and classification algorithm RELIEF, proposed by Kira and Rendell. 2 Dietterich 8 considered RELIEF-F to be one of the most successful preprocessing algorithms because of its random sampling mechanism and because of the way in which it selects and weights features. However, the main drawback of RELIEF is that it makes an implicit assumption that the nearest neighbors found in the original feature space are the ones in the weighted space, which is highly unlikely in practical application and lacks a mechanism to eliminate outlier data. 3 Hence, Sun and Li 3 proposed an analytic solution, I-RELIEF, to resolve these two issues; also, I-RELIEF converges to a unique solution regardless of initial starting points, under certain conditions. Further, Steinberg et al 9 developed a method that allowed for optimal allocation of the sample data sets between case and control cohorts as well as computing sample size, when the goal of the study is to prove that the test procedure exceeds prestated bounds for positive and negative predictive values (PPV and NPV). In this paper, we propose a new ensemble classification method, which uses an extended linear model approach together with random sampling without replacement.
Classification error is an overall measure that can be used to compare different classification methods. 4 However, when predicting classes, such as disease status, there may be different consequences associated with incorrectly classifying an individual. For this reason, classification methods are often characterized by more specific measures, such as sensitivity (Sens), specificity, (Spec), PPV, and NPV. We use these characteristics to compare our new classification method with the I-RELIEF method.
This paper is organized in the following way: The next sections describe first, the motivating example and then, the assessment of the performance of the classification method. The existing method, I-RELIEF, is then introduced, followed by the description of our proposed method. We then detail the application of both I-RELIEF and our new method to the analysis of differential scanning calorimetry (DSC) thermogram data and provide discussion of the results. The overall conclusions and future direction is given in the last section.
The motivating example
We have recently applied DSC analysis of human blood plasma as a method to detect and monitor disease-related changes in the plasma proteome. [10] [11] [12] [13] DSC analysis in biochemistry is a thermoanalytical technique that monitors the thermal properties of biomolecular solutions as a function of temperature. The technique directly and precisely measures the heat capacity of thermal events, yielding a profile known as a thermogram, which is characteristic for a given biomolecule. DSC is extremely sensitive to the precise composition of biomolecular mixtures, with the observed signal related to the amount and interaction of component biomolecules. It is this characteristic that forms the basis of the utility of DSC as a monitor of health status, via the detection of changes in the blood plasma proteome associated with the development of human disease. Figure 1 shows a schematic of a DSC instrument and thermogram output. Two identical chambers (sample and reference) are heated at a controlled rate, under constant pressure, by the main instrument heaters. The temperature difference between these chambers (∆T), resulting from thermal events occurring in the sample cell, is monitored and electrical power applied to feedback heaters to keep the chambers in thermal balance. The feedback power signal provides a direct measurement of the heat capacity of thermal events occurring within the DSC chamber. For the ideal case of the two-state thermal denaturation of a pure single-domain protein, the DSC thermogram is represented by a unimodal melting curve, where the midpoint temperature corresponds to the melting temperature of the protein, and the area represents the denaturation enthalpy. For multiple domain proteins or mixtures of proteins, the thermogram appears more complex, with composite features of the proteins in the test solution. Data from our laboratory has shown that the thermogram of plasma from healthy "normal" individuals reflects the sum of thermograms of the component proteins, weighted according to their abundance in plasma. 10 Plasma thermograms from patients suffering from a variety of diseases appear different in amplitude and denaturation temperature. 10, 13 Preliminary data show that these differences correlate with the type and stage of disease, and we hypothesize that these are related to disease-specific changes of concentration, modification, or intermolecular interaction of components, within the plasma proteome. For some diseases, dramatic alteration of the plasma thermogram relative to that of normal individuals would make qualitative identification of disease status trivial. For other diseases, changes are less dramatic and disease classification is challenging. The motivation behind the analyses described in this article was to develop an approach for the classification of plasma thermograms according to disease status, an essential step in the development of the clinical utility of DSC thermograms. Specifically, the objective was to develop a method to classify subjects between control and case groups, based on the characteristics of thermogram data sets. The performance of the method was demonstrated through its application to two clinical groups, commercially obtained plasma samples from healthy normal individuals (the Normal group) and plasma specimens obtained from patients attending the Division of Gynecologic Oncology clinic of the James Graham Brown Cancer Center (the Cervical group). Plasma thermogram data was obtained for the two clinical groups according to our previously published procedure. 10 Briefly, small aliquots of plasma samples (100 µL) were dialyzed for 24 hours at 4°C against a standard phosphate buffer (10 mM potassium phosphate, 150 mM sodium chloride, 15 mM sodium citrate, pH 7.5), to ensure normalization of buffer conditions. After dialysis and before use, recovered samples and final dialysis buffer were filtered. Samples were diluted 25-fold with dialysis buffer, to obtain a suitable concentration for DSC analysis. Thermograms were collected using an automated DSC instrument at 0.1°C increments over the temperature range 20°C-110°C, normalized for the total protein content of the sample and analyzed using the instrument-supplied software, to yield final thermogram data in the form of excess specific heat capacity (cal/°C-g) versus temperature (°C). For each sample, duplicate thermogram measurements were performed. Thermograms were truncated to a temperature range of 45°C-90°C which encompassed denaturation profiles of all major plasma proteins. Thus, each thermogram comprised 451 data points and, with duplicate measurements, 902 data points for each subject.
The Normal group comprised 100 commercial plasma samples purchased from Innovative Research (Novi, MI, USA) . The demographic characteristics were: 25 Caucasian males, 25 Caucasian females, 15 Hispanic males, 15 Hispanic females, ten African-American males and ten African-American females, ranging in age from 18-61 years (mean 35.8 years). Three samples were excluded from subsequent analysis as a result of sample handling or technical issues, giving 97 samples in the Normal group. Even though male subjects were not represented in our second clinical group, that of cervical disease, we decided not to exclude these data sets for two reasons: (1) we have observed little effect of gender on the thermogram profile, and (2) we wanted to incorporate the use of a general Normal control set for use in the subsequent development of our classification methods. The Cervical group consisted of plasma specimens obtained from the Division of Gynecologic Oncology Tissue Bank in the James Graham Brown Cancer Center at the University of Louisville, KY as part of a study reviewed and approved by the University of Louisville Institutional Review Board (Study 08.0108). Samples represented patients with different stages of invasive cervical cancer and different grades of precancerous cervical lesions. A total of 44 patient specimens were analyzed during a pilot study to evaluate the utility of DSC as a clinical diagnostic tool for the detection of cervical disease. Demographic characteristics were: 33 Caucasian, three Hispanic, seven African-American, and one Vietnamese, with an age range of 18-66 years (mean 35.5 years). Five patients were excluded from subsequent analysis: four patients for whom the primary site of the lesion or cancer was not confined solely to the cervix, and one patient who represented a very early stage of precancerous lesion for which there was only one sample. This gave 39 samples in the Cervical group.
Performance measurement of classification methods
The ability to correctly classify a test sample can be measured by Sens, Spec, PPV, and NPV, which are defined in Table 1 .
Suppose A samples from A + C and D samples from B + D were correctly classified into case and control groups, respectively; then, we define Sens as A/(A + C) and Spec as D/ (B + D). Sens and Spec represent the fraction of true case and true control classification results, respectively and are common metrics describing the performance of a diagnostic method. Similarly, PPV can be defined as A/ (A + B) and NPV as D/(C + D). PPV (NPV) represents the chance that a sample classified into the case (control) group corresponds to an actual case (control) sample. The classification rate can also be calculated as
Higher values for each of these statistics indicate higher quality diagnostic performance. 
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Introduction to the existing method, I-RELIEF Sun and Li 3 introduced I-RELIEF to identify a hybrid signature through the combination of both genetic and clinical markers of gene-expression data. They concluded that I-RELIEF performs significantly better than other methods, including the 70-gene signature, clinical markers alone, and the St Gallen consensus criterion. We outline the I-RELIEF method below.
, where NM(Y n ) and NH(Y n ) are the nearest miss and nearest hit of Y n , which can be regarded as two functions that, given an input Y n , return the nearest neighbors of Y n from the opposite and same classes,
where K is a dimension of Y. Note that ρ n . 0 only if Y n is correctly classified by a one-nearest-neighbor classifier. Then the averaged margin in a weighted feature space is maximized as follows:
, where ρ n (W) is the margin of Y n computed with respect to W, where W is a weight vector, which needs to be estimated. It has been proven that the optimization scheme in the above equation can be solved with a closedform solution and is equivalent to the well-known RELIEF algorithm. 2, 3 One major drawback of RELIEF, however, is that the nearest neighbors are defined in the original feature space, which is highly unlikely to be the ones in the weighted space.
In the presence of many irrelevant features, which is the case in microarray data analysis, the performance of RELIEF can degrade significantly. , , }. 1 … By following the principle of the Expectation Maximization algorithm, the elements of S = {S n } are regarded as hidden random variables, and we can derive the probability distributions of the unobserved data. First, an estimate is made of the weight vector W. The probability of the ith data point being the nearest miss of Y n if i ∈ M n , or being the nearest hit of Y n if i ∈ H n , can then be defined as ,
Thus, I-RELIEF can be summarized as follows:
Step 1: After the ith iteration, the Q function is calculated as: Step 2: Estimation of W in the (t + 1)th iteration is: 3 have proven mathematically that I-RELIEF converges to a unique solution regardless of the initial weights if the kernel function is properly selected, with convergence typically achieved within a few iterations.
I-RELIEF combines the merits of both filter and wrapper methods. Note that the objective function optimized by I-RELIEF approximates the leave-one-out accuracy of a nearest-neighbor classifier. Therefore, I-RELIEF can be regarded as a wrapper method and thereby, it naturally addresses the issues of feature correlation and the removal of redundant features. Moreover, I-RELIEF can be solved analytically and thus avoids any heuristic combinatorial search. The effectiveness of the algorithm has been demonstrated through large-scale experiments on simulated data and six microarray datasets. 3
The proposed method
In this section, we introduce a new classification method in a few steps as follows. Suppose we have a dataset with two groups of samples: a control group including n 1 samples and a case group including n 2 samples, where n 1 + n 2 = N. There are K measurements at K points, such as temperature, for each sample. Let Y and X be the response variable and covariate vector, respectively, and G be the group indicator, 0 for control and 1 for case.
Step 1: Compute 95% quantile of residuals at each point using N observations from all samples of both groups.
We use all measurements from N samples to fit the regression model below:
Based on this model, we calculate the residuals for each one of N × K observations, denoted as We randomly select m 1 samples from n 1 control samples and m 2 from n 2 case samples and use m 1 + m 2 samples to fit the regression model (Equation 1).
Step 3: Validate the classification method using the remaining n 1 − m 1 control samples and n 2 − m 2 case samples. Based on the model (Equation 1) fitted in Step 2 using m 1 control samples and m 2 case samples, we compute the predicted observation for (n 1 − m 1 + n 2 − m 2 ) samples, Y G � ( ) = 0 and Y G � ( ), = 1 and their prediction residuals for both G = 0 or G = 1, no matter which group the sample was from. Thus, we have 2K residuals for each sample data point, r i (G = 0) for G = 0 and r i (G = 1) for G = 1 (i = 1, …, K). Each K residuals were compared to the quantiles derived in Step 1 for both G = 0 and G = 1, and P-values were calculated according to Equation 2 below:
Step 4: Compute the Sens, Spec, PPV, NPV, and the classification rate.
Step 5: Repeat steps 2 and 3 a total of B times (B = 5000 in the following application) and compute the average P(G = 0) and P(G = 1) values to yield P G ( ) = 0 and P G ( ).
we classify the sample into the case group; otherwise, it is classified into the control group. Note that other covariates (such as demographic, etc) can also be included in addition to thermogram data, for model building and prediction.
Application of the proposed method to the analysis of plasma thermogram data Evaluation and data reduction
For initial comparison and analysis of thermograms, each data set collected at 0.1°C intervals over the temperature range 20°C-110°C was subsequently truncated to a temperature range of 45°C-90°C that spanned the region of interest encompassing thermal denaturation of the major plasma proteins. Figure 2 shows composite plots for all thermograms analyzed during this study, with duplicate scans for 97 Normal and 39 Cervical samples. Each thermogram comprised 451 data points and, with duplicate measurements, 902 data points for each sample. The entire data set of 97 Normal samples and 39 Cervical samples was extremely data rich, with a total of 122,672 observations from 136 samples. For development of the classification model, it was necessary to significantly reduce the complexity of this high-dimensional data set. Closer examination revealed negative or low-heat capacity values below 50°C and above 75°C, and these temperature ranges were excluded from analysis. Also, significant thermogram variation was observed within and between each group. An estimate of the reproducibility of individual DSC measurements was provided by a comparison of duplicate sample measurements and was found to be highly reproducible compared with the biological variability of the samples. For each sample, heat capacity values were averaged for duplicate thermograms and also within each 1°C increment, ie, from 50.0°C to 50.9°C, 51.0°C to 51.9°C, and so on, to yield average heat capacity values from 20 measurements at each temperature. The result was a total of 26 observations for each sample at 1°C intervals over the temperature range of 50.0°C to 75.9°C, that is, K = 26, n 1 = 39 and n 2 = 97. Figure 3 shows a composite scatter plot for Normal and Cervical samples. It can be seen that the heat capacity errors and P-values are presented in Table 3 . Having defined the parameters of the classification model, the quantiles1 2 6 , , … were subsequently derived. We then randomly selected 57 out of the 97 Normal samples and 19 from the 39 Cervical samples and used these 76 samples to fit the regression model, as described in Step remaining 40 Normal and 20 Cervical samples. The results are shown in Table 4 . The method achieved the correct classification of 38 samples from the Normal group and 20 from the Cervical group, corresponding to a classification rate of 96.7%, (20+38)/60. The diagnostic performance was also evaluated through the calculation of Sens, Spec, PPV, and NPV with values of Sens = 1.000, Spec = 0.950, PPV = 0.909, and NPV = 1.000 (Tables 3 and 5 ). (Tables 2 and 6 ). We observed that all 120 P-values ( ( ) ( ) P G P G = = 0 1 and were between 0.019 and 0.237.
Using I-RELIEF
For comparison purpose, the I-RELIEF method was employed to analyze the same data for Normal and Cervical samples and compared with the performance of our classification method described previously. The results are presented in Tables 5  and 6 . The I-RELIEF method correctly classified 34 samples from the Normal group and ten from the Cervical group, to give a classification rate of 73.3%, (10 + 34)/60. This can be compared with the classification rate of 96.7% from the application of our classification method. The diagnostic performance of I-RELIEF was characterized by values of Sens = 0.500, Spec = 0.850, PPV = 0.625, and NPV = 0.773, which were significantly lower than those of Sens = 1.000, Spec = 0.950, PPV = 0.909, and NPV = 1.000, using our classification method.
Discussion
One of the focuses of our research is to reduce the dimensionality and develop a method of classification. For each subject, we have raw data from 902 repeat measures. We have reduced data dimension by systematic grouping. For the raw data, normality was often rejected, which was not the case for the grouped data. Nevertheless, our classification method has worked really well on the grouped data. So we built the model only on the reduced data. If the classification method does not work on the reduced data in another setting, one should consider different groupings or no grouping at all. to develop the distance measure. The fact that the proposed method has a lower classification error than the I-RELIEF method may indicate that for the current data set, the linear model assumptions hold at least approximately. For further development of this classification model and for its prospective application, Equation 1 could be limited to the training set, since it is only used to determine a constant that can be used to compare the proportion of residuals exceeding the given constant, for each of the defined class models.
Due to the high-dimensional data and varying shapes, it is somewhat cumbersome to build any simplistic model, such as auto-regressive of lag 1, for correlation in simulations, to study properties of the proposed and existing methods of classification. However, we plan to consider some parametric models as extensions of this research.
Conclusion
This report proposes a new classification method for the analysis of high-dimensional data sets. The method is simple but efficient and relies entirely on statistical analysis. We have demonstrated that our method performs significantly better than I-RELIEF for the application of DSC thermogram data. Future direction includes evaluation of the new classification method with additional data sets and modification of the method to include use of only training set data for the model-fitting step and a mixed-model approach to account for between-subject variation. We have described the development of a new method for the classification of high-dimensional data sets. The method employs sampling without replacement in combination with data splitting, to form many nonoverlapping training (model building) and validation (class prediction) sets. (The validation sets do overlap with each other, as do the training sets). In data splitting, a portion of the data is reserved for model fitting/building, and the remainder of the data set is used for outcome prediction (classification) and validation. The data splitting, that is, steps 2 and 3 in the section "The Proposed Method," is repeated 5000 times using random sampling without replacement. One exception to the data-splitting approach is the model-fitting step to the complete data set (Equation 1). However, this step is simply used to calculate a quantile to determine and compare the proportion of absolute value residuals P, which exceed the given constant for a defined class model, ie, G = 1 (cases) versus G = 0 (controls). Here, a unit in the test set is allocated to the class with the lower proportion P of residuals, which exceeds this constant. This proportion P is a dissimilarity distance, since a higher value of P is associated with higher absolute residual values and therefore a poorer predicted fit for a model assuming a given class. This approach contrasts with the I-RELIEF method, which uses a similarity distance, a weighted distance between the nearest hit and nearest miss. Moreover, whereas the I-RELIEF method is an interesting adaptation of a nonparametric method (nearest neighbors), the new method is a parametric method based on a linear model. In the latter case the residuals are used 
