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where ξ is a space-time white noise on R + × S 2 or R + × T 2 . The main aspect which distinguishes this singular stochastic SPDE with well-known SPDEs studied recently (KPZ, dynamical Φ 4 3 , dynamical Sine-Gordon, generalized KPZ, etc.) is the presence of intermittency. One way of picturing this effect is that a naive rescaling argument suggests the above SPDE is sub-critical for all γ > 0, while we don't expect solutions to exist when γ > 2. In this work, we initiate the study of this intermittent SPDE by analyzing what one might call the "classical" or "Da Prato-Debussche" phase which corresponds here to γ ∈ [0, γ dP D = 2 √ 2 − √ 6). By exploiting the positivity of the non-linearity e γX , we can push this classical threshold further and obtain this way a weaker notion of solution when γ ∈ [γ dP D , γ pos = 2 √ 2 − 2). Our proof requires an analysis of the Besov regularity of natural space/time Gaussian multiplicative chaos (GMC) measures. Regularity Structures of arbitrary high degree should potentially give strong solutions all the way to the same threshold γ pos and should not push this threshold further unless the notion of regularity is suitably adapted to the present intermittent situation. Of independent interest, we prove along the way (using techniques from [HS16] ) a stronger convergence result for approximate GMC measures µ → µ which holds in Besov spaces. 
Introduction
The SPDE we shall focus on is motivated by Liouville Quantum Gravity. We start with some background on Liouville Quantum Gravity before stating our main results.
1.1. Liouville measure and uniformisation of planar maps.
Duplantier and Sheffield conjectured in their seminal paper [DS11] that the conformal embedding of planar maps with the topology of the sphere S 2 or the torus T 2 is described asymptotically (as the number of faces tends to infinity) by multiplicative chaos measures of the form e γX dxdy where X is a Gaussian Free Field on the sphere S 2 (or T 2 ) (with, say, average 0) and γ depends on the universality class of the chosen planar map model. One has the useful correspondance γ ≡ √ κ if the planar map is naturally associated with SLE κ processes. See [DS11, Gar12, RV16, Ber, Kup16b, Var17] for background on this embedding conjecture and more generally on Liouville quantum gravity.
In order to write down a precise conjecture, several difficulties need to be addressed.
(1) Since the Gaussian Free Field X is a highly oscillating random distribution, one first has to precise what is the meaning of e γX dxdy. This part is now standard and is known as multiplicative chaos theory. It goes back to the work of Kahane [Ka85] . See [RV14, Ber, Ar17] and references therein for useful reviews on this theory. (2) A more serious difficulty has to do with the appropriate choice of normalisation. Planar maps are naturally equipped with a probability measure which assigns mass 1/n on each of the n faces of the planar map. The asymptotic random measure should then be a random probability measure on the sphere or the torus. Now, as the sphere and the torus have no boundary, the Gaussian Free Field X is only well-defined up to additive constants. One convenient way to proceed is to fix that additive constant so that S 2 X = 0, say. If one proceeds this way, it is easy to check that the multiplicative chaos measure e γX dxdy as constructed in [Ka85] will have some random positive mass. To make the conjecture precise, one should then renormlalize e γX dxdy in some way in order to obtain a probability measure. Two natural ideas first come to mind: either consider e γX / S 2 e γX dxdy or condition the free field X so that e γX dxdy is a probability measure on S 2 (same thing on T 2 ). As we shall see below, the right candidate does not correspond to neither of these two naïve procedures. (3) The last difficulty before settling a precise conjecture has to do with Riemann uniformisation. Here one needs to distinguish the cases of the sphere and the torus. a) A conformal embedding in S 2 (using either circle packings, Riemann uniformisation or any other natural choice) is rigid up the Möbius transformations S 2 → S 2 . To brake this Möbius invariance which has three complex degrees of freedom (6 real degrees of freedom), the easiest way is to consider maps with three marked vertices w 1 , w 2 , w 3 and to add the additional constraint that the conformal embedding should send these marked vertices to three prescribed points on the sphere x 1 , x 2 , x 3 . b) In the case of the torus T 2 , the situation is different as there are also several possible ways of equipping T 2 with a conformal structure. The possible conformal structures are given by the Modular space which in the case of T 2 is non-trivial and is parametrised by a subset of C (any fundamental domain for the action of PSL 2 (Z) on the upperhalf plane H). We refer to [DRV16] for background and notations. Once the choice τ ∈ H of conformal structure on T 2 is prescribed, the conformal embedding is unique up to Möbius transformations T 2 → T 2 which have only one complex degree of freedom. A such, it is enough to consider planar maps on T with one marked vertex w 1 which is mapped to some x 1 ∈ T 2 .
Summarising the above discussion, a precise conjecture for the conformal embedding of large planar maps S 2 or T 2 should consist of a random probability measure on S 2 (resp. T 2 ) which is locally of the form e γX dxdy and globally parametrized by three prescribed points x 1 , x 2 , x 3 ∈ S 2 (resp. a conformal structure τ ∈ H and one prescribed point z ∈ T 2 ). Such a random probability measure on S 2 was successfully built in the work [DK+16] and the case of T 2 was solved in [DRV16] . Each of these measures will naturally be called from then on Liouville measures. See the works [HRV15, CRV16, Rem17] for extensions of this construction to other topologies (disk, genus g ≥ 2, annuli) and the works [DK+15, KRV15, Dozz] for striking recent results on the structure and properties of the Liouville field (DOZZ formula etc). In the case of S 2 , a different viewpoint on the Liouville field is provided by the works [She16, DMS14] . These works introduce the so-called quantum cones measures which in some sense describe the similar conformal embedding of planar maps except two out of three complex degrees of freedom are fixed. See the work [AHS17] which highlight a deep and non-trivial connection between the Liouville action approach and the Mating of Trees approach.
The measure constructed in [DK+16] has an explicit and rather involved Radon-Nikodym derivative w.r.t the random measure e γX dxdy which we shall now describe.
1.2.
Liouville measure on the sphere. The construction in [DK+16] relies on the following Liouville action from which Liouville quantum field theory (LQFT) is built.
S L (X, g) := 1 4π S 2 (|∇ g X| 2 + QR g (z)X(z) + 4πµe γX(z) )g(z)dz (1.1)
where
is an important running constant in Liouville quantum gravity that we shall use throughout. The quadratic term in the action 1 4π S 2 |∇ g X| 2 g(z)dz corresponds to a well-know Gaussian process called the Gaussian Free Field. 
|∇X|
2 . There are several ways to build this process (see for example [Ber, Ar17] ). With our choice of renormalisation,X ∼ ν GFF 0 has the following simple spectral expansion:
where {a n } are i.i.d N (0, 1) and {ψ n } n is any orthonormal basis of
. ν GFF 0 can be seen as a probability measure on Sobolev spaces of negative index H −α for any α > 0. (Where H −α stands for H −α (S 2 ) in the case of the sphere and resp. for T 2 ). We shall use the following infinite measure on R × H −α :
where λ is the Lebesgue measure on the real-line R.
Definition 1.2 (Un-normalized GFF on the sphere/torus). We define the unnormalized Gaussian Free Field on the sphere/torus to be the distribution
where (c,X) ∼ ν GFF . Note that X should not be think as a proper random variable as ν GFF has infinite mass. Yet, we find this viewpoint useful (this is also the point of view in [Kup16b] ) as it is intimately related to the construction of the so-called φ 4 2 field. Indeed the latter field on the sphere S 2 /torus T 2 corresponds to the probability measure on H −α with the following explicit Radon-Nikodym derivative w.r.t ν GFF
With this convention we deviate slightly from the notations in [DK+16] which uses instead the writingX = c + X.
Inspired by LQFT, David, Kupiainen, Rhodes and Vargas rigorously construct in [DK+16] the following grand canonical Liouville measure. Theorem 1.3 (Grand canonical Liouville measure, [DK+16] ). Fix some real-parameter µ > 0, called the cosmological constant, some γ ≥ 0 and some triple of distinct points 1 {x 1 , x 2 , x 3 } ⊆ S 2 . Fix also any choice of coupling constants (α 1 , α 2 , α 3 ) which satisfy the so-called Seiberg bounds
(1) (First Seiberg bounds) ∀i, α i < Q (2) (Second Seiberg bounds)
where Q was defined above. Then, if γ < γ c = 2, the following formal RadonNikodym derivative defines a non-trivial probability measure P
It will be easier to work with this probability measure after the Girsanov transform
where each G(x i , ·) denote the Green function for the Laplacian on the sphere −∆G(z, ·) = 2π(δ z −
4π
). (See (6.10) for an explicit formula on S 2 as well as [DK+16, RV16] for other expressions). This Girsanov transform has the effect of removing the singular Dirac point masses at {x i } and leads to the following formal Radon-Nikodym derivative:
Using the above Girsanov transform X(z) = i α i G(x i , z) + X, the Liouville measure on the sphere now reads:
This construction theorem is proved in [DK+16] . (The case of n-tuples (x i , α i ) 1≤i≤n with n ≥ 3 is also analysed there with the motivation of computing correlation functions between e α i X(x i ) . See in particular the recent [Dozz] for the rigorous derivation of the so-called DOZZ formula for the three point function). To make sense of the above formal Radon-Nikodym derivative, -regularisations of the field are introduced in [DK+16] . For each small > 0, they consider X (x) to be X, η x, where η x, is the uniform measure on ∂B (x) where B (x) is the ball of radius around x in S 2 for the intrinsic round metric on S 2 . (which is of constant curvature R = +2). With this choice of regularisation, the following appropriate renormalisation in → 0 lead to the Radon-Nikodym derivative: for almost all realisations of X ∼ ν GFF (i.e. away from a set of zero measure for the infinite mass measure ν GFF ), the following limit is well defined
The renormalisation terms α 2 i and γ 2 /2 are very natural from the point of view of multiplicative chaos theory and are chosen so that α 2 i /2 E e α i X (x i ) → 1 as → 0 (we do not have exactly 1 here due to the curvature effect). We refer to [DK+16] for more details (keeping in mind as mentioned above that the notations there are slightly different).
This grand-canonical probability measure has a very nice interpretation in terms of planar maps and a precise embedding conjecture can be written down in this grand canonical setting. See for example the enlightening discussions on this topic in [RV16, DK+16, DRV16] .
If one prefers instead to stick to planar maps of fixed size n (micro-canonical ensemble), a unit-volume Liouville measure is also constructed in [DK+16] by in some sense conditioning P (x i ,α i ) µ to be of unit volume. This conditioning has the effect of factorising out the cosmological constant µ > 0 and leads to an explicit Radon-Nikodym derivative which has the following form
As we shall not use further this unit-volume Liouville measure, we refer to [DK+16, RV16] . We now turn to the case of the torus which was settled in [DRV16] .
1.3. Liouville measure on the torus. We follow here [DRV16] which constructs the Liouville measure on T 2 . As explained earlier, the Liouville measure on T 2 will depend on the choice of a conformal structure which is parametrised by τ ∈ H (in fact a sub-domain of H). One way to picture the different possible choices of conformal structure is to work whatever τ ∈ H is, on the same space T 2 := C/(Z + i · Z) equipped with the flat Riemannian metric
The following probability measure on H −α (T 2 ) is built in [DRV16] (we state the result after a similar Girsanov transform as on the sphere).
Theorem 1.5 ([DRV16]
). Fix some τ ∈ H representing the choice of conformal structure on T 2 . Fix also some real-parameter µ > 0 (the cosm. constant), some γ ≥ 0, some point x 1 ∈ T 2 and some coupling constant α 1 which satisfies the Seiberg bounds on the torus, namely 0 < α 1 < Q Then, if γ < γ c = 2, the following formal Radon-Nikodym derivative defines a non-trivial probability measure on H −α (T 2 ) for all α > 0:
where G τ (x 1 , ·) is the τ -Green function on T 2 and dλ gτ (z) is the volume form associated to g τ . (See Section 3 in [DRV16] ). (N.B. if one is willing to get back to the field X, an additional constant term Q 2 log Im(τ ) must be added, see [DRV16] ).
1.4. The SPDE under investigation. Our goal in this work is to construct a stochastic evolution whose invariant measure is given by the grand-canonical Liouville measures P (x i ,α i ) µ and P (x 1 ,α 1 ) τ,µ introduced above in Theorems 1.3 and 1.5. We are inspired here by the following two classical cases:
, this corresponds to the informally written measure
This model has a long and rich history in the field of Constructive Field Theory. It is already rather non-trivial to define it rigorously in dimension d = 2 ([Nel73]) and even much more involved in dimension d = 3.
Motivated by this celebrated model, Da-Prato and Debussche studied in their very influential paper [dPD03] the following SPDE which is aimed at preserving Φ 4 d=2 :
where ξ is a space-time white noise, for example on R + × T 2 if we are interested in the Φ 4 2 model on the two-dimensional torus T 2 . In [Hai14a], Hairer developped his theory of Regularity Structures which enabled him to solve (as a function of ξ) many highly non-trivial SPDEs including dynamical Φ 4 3 in d = 3. See also [GP17, Kup16a] for other approaches based respectively on para-products and Renormalization group analysis.
(2) Sine-Gordon model. On the d = 2 dimensional torus T 2 , Hairer and Shen study in [HS16] the following SPDE
which is naturally associated to the so-called Sine-Gordon model in Constructive Field Theory. It corresponds to the following measure informally written as
Using the Da Prato-Debussche framework, a local existence result for the SPDE (1.2) is proved in [HS16] for the range β 2 ∈ [0, 4π). Using the regularity structures from [Hai14a] , they manage to push the local existence further to β 2 ∈ [4π, 16 3 π). (The limiting value is conjectured to be β 2 = 8π above which the SPDE becomes super-critical). The paper [HS16] will be a constant source of inspiration in this text due to the important similarities between the Sine-Gordon SPDE (1.2) and the one we shall focus on, Indeed we will replace the non-linearity e iβX by the non-linearity e γX .
As in the two celebrated cases above, since the Liouville measure (Theorems 1.3 and 1.5) is also of Hamiltonian form, we are lead to consider the following formal SPDEs (For notational ease, we will drop the hat in X from then on).
• On the torus T
where ∆ S 2 is the Laplace-Beltrami operator on S 2 and ξ is a space-time Gaussian white noise on R + × S 2 .
Remark 1.6. Note that prior to the use of a suitable Girsanov transform (see Theorem 1.3), the corresponding SPDE, say one the sphere would be of the following form
which is much more singular.
Note that the SPDEs (1.3) (1.4) have a very asymmetric nature : the term −e γX(z) prevents the solution X(t, z) to reach high positive values while the global positive drift term
) prevents the field from diverging to −∞. This is by the way an interesting way of interpreting the second Seiberg bound in Theorem 1.3. This asymmetry is very different from the case of dynamical Φ 4 d , where the vector field reads as follows: ∂ t Φ = ∆Φ − Φ 3 + CΦ + ξ and is thus symmetric. These considerations would be crucial to handle global (in time) existence results but are not essential for local existence results. Indeed as pointed out in [Hai14a] , the tools developped in this paper also provide a local existence result for the SPDE ∂ t Φ = ∆Φ+Φ 3 + ξ which clearly has no chance to have global solutions. Because of this and also because the main difficulty for us will be to handle the exponential term e γX , we will focus in most of this work on the following simplified SPDEs (resp on T 2 and S 2 )
This will have the advantage to make the proofs more readable. Another possible motivation for this simplification is that the same analysis applies to the more symmetric SPDE (1) Besov multi-fractality. Given a distribution f , for any space-time point z = (t, x), one may define its local Besov regularity α(z) similarly as one may define the local Hölder regularity of a continuous function. (Using say the setup introduced in Subsection 2.2 and relying on lim inf λ→0 ). A distribution f will be Besov mono-fractal if that local regularity happens to be the same in each space-time point z. (2) Besov intermittency. For random signals f , a related but different way to detect intermittency (often used in the study of turbulence) is through the behaviour of its moments. A time-space homogeneous random distribution f will be intermittent if moments such as
To our knowledge, all SPDEs which have been studied so far are mono-fractal for both of these definitions. Below are some examples.
(1) KPZ. The non-linearity (∂ x h) 2 is clearly a mono-fractal object. Indeed, it is the "square of a white-noise", i.e. not a well-defined distribution, but its regularizations are mono-fractal. (The local regularity may deviate from the average one only by log 1/ factors). Misleading sub-criticality. We will see in this work that the SPDE (1.5) is intermittent for both definitions. See Proposition 3.9 which shows that p th moments of the non-linearity are governed by a non-linear spectrum ξ s (p). In fact it can easily be shown (a classical fact in static GMC theory) that p th moments cease to exist when p > 8/γ 2 . It is also a classical fact that such GMC measures have a whole multi-fractal spectrum of regularities (corresponding to the so-called thick points of the field). See Remark 3.12.
One consequence of this intermittent behaviour is that it makes it harder to guess when the SPDE (1.5) becomes critical. Let us consider the following three cases to illustrate what we mean. a) In the case of KPZ (resp. Φ ∆u + sin(βu) + ξ, it is natural to play with the same rescaling u := u(λ 2 t, λx). In this case, the SPDE does not transform as simply as in the above two examples (the non-linearity is not polynomial), yet it is easy to check that in law (and assuming the solution locally looks like the solution of the SHE), the non-linearity is shrinking by λ 2− β 2 4π . This gives the correct prediction that β c = √ 8π which corresponds to the Kosterlitz-Thouless phase transition. c) In the case of our SPDE ∂ t X = 1 4π
∆X − e γX + ξ, one can try the same rescaling argument as for Sine-Gordon by zooming in with X := X(λ 2 t, λx). This time, again in law and assuming the solution locally looks like the solution of the SHE (which will be the case), the nonlinearity is shrinking by λ 2+ γ 2 2 . At first sight, this suggests this SPDE will be sub-critical for all parameters γ > 0! The solution to this paradox is precisely the intermittent nature of the non-linearity. This zooming argument is correct but is applied at a typical space-time point according to Lebesgue measure. At those points, the non-linearity is indeed "smaller and smaller" as γ increases. Instead, the rescaling argument should be applied around atypical space-time points for Lebesgue which are more meaningful for the non-linearity (i.e. around the appropriate choice of thick points of the field X). It is therefore an interesting problem in this intermittent case to detect at which value γ = γ c the SPDE (1.5) will stop being critical. (See Question 7.1 and the discussion before).
Main results.
Let us first settle some notations. Recall ξ denotes a space/time white noise on either R×T 2 or R×S 2 (i.e. the Gaussian process with covariance E ξ(s, x)ξ(t, y) = δ (s,x),(t,y) ). We will need to regularise our singular distributions such as ξ by working with some smoothened noise ξ . On the flat case R × T 2 , as in [HS16] say, we fix some smooth and compactly supported function : R × R 2 → R + integrating to 1. We then consider ξ := * ξ, with (t, x) = −4 ( −2 t, −1 x). In the curved case of the sphere, see Subsection 6.1 for our precise setup. See also [DK+16, RV16] for a slightly different smoothing on the sphere.
Fix an initial condition of the form u(0) = Φ(0) + w (where Φ is the log-correlated field induced by the linear heat equation, see Subsection 2.1 and with w ∈ C a (T 2 ) for some a > 0). Consider the solution X to
There is a way to tune the constant C (depending only on γ and the mollifier ) as well as an a.s. positive time T > 0 such that X converges in probability in the space C 
where the asymptotics as → 0 is given by Proposition 3.1 and where the constant C is set to be equal to e − γ 2 2 C (the latter constant C is defined in Proposition 3.1). This explains the above renormalisation as → 0.
Theorem 1.9 (* Assuming a spherical Schauder estimate, see Section B.2 *).
Fix an initial condition of the form u(0) = Φ(0) + w (with w ∈ C a (S 2 ) for some a > 0). Consider the solution X to
There is a way to tune the constant C (depending only on γ and the mollifier ) as well as an a.s. positive time T > 0 such that X converges in probability in the space C −1
2 ) to a limiting distributional process X which is independent of the mollifier . (See Subsection 6.1 for the definition of these spaces in the case of the sphere). Remark 1.10. As in [HS16] or [HL15a] , one could certainly strengthen our hypothesis on the initial condition X(0, ·) but we decided to limit ourself to the simplest setting as in [dPD03] . Note that our hypothesis is very meaningful as the Liouville measure introduced in Theorem 1.3 is absolutely continuous w.r.t Φ(0) and is of the above form so that our hypothesis allows us to start from equilibrium.
As mentioned above, these results describe the Da Prato-Debussche phase and do not rely on the recent breakthrough theories for SPDEs, i.e. regularity structures, paraproducts or renormalisation techniques. Interestingly, using the fact that the distribution valued process : e γΦ : is not a generic highly oscillatory distribution but rather a (singular) positive measure, we manage to push the Da Prato-Debussche limit further by exploiting the positivity. We only obtain this way an intrinsic solution to the SPDE in this regime (measurable w.r.t the input ξ) and do not control the convergence of X → X in this case.
83, we can still define an intrinsic solution of the SPDE 1.5 through a fixed point problem determined by the driving noise ξ. We do not have access to convergence X → X with our method in this regime.
This will be proved in Section 4. It can be argued that this threshold γ pos corresponds to the critical parameter β c = √ 8π for Sine-Gordon. See the discussion in Section 7. (It seems in particular that regularity structures used at arbitrary large order should not push local-existence of solutions for values of γ larger than γ pos ).
Finally, we will get back to the original SPDEs 1.3, 1.4 which was motivated by LQFT in Section 5. We will see that the α i -logarithmic singularities which arise near the punctures {x i } do have a significant impact on the underlying regularity. In particular, if the coupling constants (α i ) are chosen too large (yet satisfying the Seiberg bound α i < Q), then the regularity drops too low in order to settle a fixed point argument. Because of this, The Da-Prato threshold γ dP D and the above γ pos threshold need to be adapted accordingly. We will prove the following result below. See also Corollary 5.8 for an explicit computation of these modified thresholds in the most relevant case (for LQG and embedding of planar maps) of α i := γ. Theorem 1.12. Let γ < 2 and {(α i , x i )} i be punctures whose coupling constants α i satisfy the Seiberg bounds. The main results above for the simplified SPDE (1.5) (i.e. Theorem 1.7, 1.9 and Theorem 1.11) also hold for the Liouville SPDEs (1.3), (1.4):
except the thresholds γ dP D and γ pos in these theorems have to be modified as follows. Let us first introduce some notations. On the sphere S 2 , if {(x i , α i ) i } are the coupling parameters at the punctures (which satisfy Seiberg bounds), let α := max i α i . On the torus, let α := α 1 . Then, the following holds.
(1) If γ is chosen small enough so that In this section, we will restrict ourselves to the case of the two-dimensional torus T 2 .
2.1. Da Prato-Debussche approach. It is known since the breakthrough paper [dPD03] (see also the recent surveys on the topic [CW15, Hai14b, Hai15] ) that in order to give a meaning (after suitable renormlisation) to such SPDEs, it is very convenient to make a first-order expansion around the solution of the linearised equation
∆Φ + ξ (the stochastic heat equation) as follows:
Note that higher order such expansions are at the root of the theory of Regularity structures in [Hai14a] . By a simple time-change, one may as well consider the following SPDE which has the advantage to be related to the standard heat kernel.
By Duhamel's principle, the solution of this heat-equation is given by Φ = √ 2πK * ξ whereK is the heat-kernel on the torus. As explained for example in [HS16] , it turns out to be more convenient to expand at first order around an approximate solution of the heat-equation given by
where K is a compactly supported (in space-time) kernel which coincides with the heat-kernel p
t (x, y) in the neighbourhood of t = 0. This technical step will be even more important once on the sphere S 2 in Section 6 as it will avoid us dealing with subtle cut-locus issues. See Proposition 6.7 and below. With this definition of Φ, one easily check (see [HS16] ) the existence of a smooth correction R(t, z) such that
, we end up with the equation
As in [dPD03] and works since then, we will solve this SPDE via a fixed point argument in an appropriate Banach space.
2.2.
Space-time Besov spaces. Let us briefly introduce the functional framework we shall use. We follow very closely here [HS16, CW15, Hai14b] to which we refer for a more detailed exposition. Space-time points will be denoted by z = (t, x) and we will use throughout the following parabolic space-time distance on R × R d .
This distance induces a parabolic distance on R × T d . (See Subsection 6.1 below for the case of the sphere.)
Let us introduce some notation. For any integer r ≥ 1, let B r be the space of smooth test functions f : R × T d → R which are supported on the unit ball around (0, 0) for the parabolic distance · s and satisfy
Following [Hai14a, CW15, Hai14b], we introduce the following space-time Besov spaces of negative regularity.
where r := −α and if z = (t, x),
These spaces correspond to the more standard notation B α ∞,∞ with the additional fact that we are in space/time here.
For positive regularity β ∈ (0, 1), we will use the following classical definition of C β s . Definition 2.2. For any positive regularity β ∈ (0, 1) and for any f ∈ C
There are several other equivalent ways to define C β s . See for example Remark 2.16 in [FM17] . See [CW15, Hai14b] for equivalent definitions more in the spirit of (2.4).
Finally, for any fixed
2.3. Multiplying distributions. The above functional setup is very convenient to multiply distributions which do not have pointwise values. The key result in this flavour is the following Theorem. 
N.B. The criterion α + β > 0 is optimal: such a bilinear map does not exist if
This result shows that one can at least start Picard's iteration scheme if our rough object e γΦ is of high enough regularity.
2.4. Parabolic Schauder's estimate. The point of a parabolic Schauder's estimate is to quantify the fact that the solution v(t, x) to a linear heat-equation
is "twice more regular" than the driving space-time function f . There are many ways to quantify this phenomenon. We will measure this gain of regularity using the above space-time Besov spaces C α s . It will be convenient to decompose Duhamel's principle into two operators K and P . Recall that the solution to the heat equation (2.5) is given by
which motivates the introduction of the operators K and P as follows.
Definition 2.4. For any fixed t > 0 and any
3) can thus be written
We will need the following version of a parabolic Schauder estimate which is probably well-known for specialists (and would follow from stronger results in [Hai14a] ). As we did not locate a self-contained proof of this version in the literature, we include one in Appendix B which works on R d and T d and should potentially generalise to the case of the sphere. (See the discussion in the appendix). Theorem 2.6 (Parabolic Schauder estimate, Appendix B). For any α < 0 and any small κ > 0 s.t. α + 2 − κ ∈ (0, 1), there exists C > 0 and = (κ) > 0 such that for any 0 < t < 1,
We shall also need the following simple Lemma Lemma 2.7. Let α < 0 and κ > 0 s.t. α + 2 − κ ∈ (0, 1). There exists C > 0
It follows from the fact that the heat kernel induces a contraction on Hölder spaces. Indeed, taking β := α + 2 − κ ∈ (0, 1),
To prove the Lemma it is sufficient to extend this inequality to space/time points in (This will be proved in Theorem 3.10). We shall now explain how to settle a fixed point argument sufficiently stable in its arguments so that it will provide a solution to (2.2) (where e γΦ which is ill-defined is replaced by : e γΦ : ) which will be the limit of -regularisations.
Settling the fixed point argument.
In what follows we fix α < 0 and κ > 0 s.t. β := α + 2 − κ ∈ (0, 1). We also assume that α + β > 0 in order to be able to use the multiplication theorem.
Recall we wish to solve (2.2). Again by Duhamel's principle and using the operators defined in Definitions 2.4 and 2.5, we are looking for a fixed point of the map F :
It will be important to keep track of the fixed parameters (inputs) which define this map F . Namely we introduce the following map. 
N.B. By the multiplication theorem 2.3, this map is well defined if we suppose 2α + 2 − κ > 0. This is in some sense the barrier from Da Prato-Debussche approach that the non-linearity needs to leave at least in C −1+δ s .
The key fact is that this map is a contraction on a suitably chosen subset of the Banach space C α+2−κ s (Λ t ) if t is chosen sufficiently small. More precisely we have: Proposition 2.9. For any M > 0, there exists t = t(M ) > 0 and r = r(M ) > 0 so that for any choice of (Θ, R, v 0 ) satisfying
Then, the map F t,Θ,v 0 ,R is at least 1/2-contacting from the ball B C α+2−κ s (Λt) (0, r) ⊆ C α+2−κ s (Λ t ) to itself. This shows the existence of a unique fixed point v t,Θ,v 0 ,R ∈ C α+2−κ s (Λ t ) for the map F t,Θ,v 0 ,R . Furthermore, the map
is continuous on the open set defined by the constraint (2.8).
Proof. (Sketch) We need to first check that for well chosen t = t(M ), r = r(M ), the map F preserves the ball of radius r in C α+2−κ s (Λ t ). For this note that
where we used Theorem B.2 as well as Lemma 2.7. We now need an estimate on e γu C α+2−κ s which is given to us by Lemma 2.10 below. By first choosing r sufficiently large and then t ≤ 1 sufficiently small we conclude that F preserves the ball of radius r.
For the contraction property, when computing
, the term coming from the initial condition v 0 cancels out. We end up (modulo the correction term R) with controlling
again by Lemma 2.10 below. By possibly choosing t = t(M ) even smaller than in the first step, we get the 1/2-contraction property. Finally, to prove the continuity statement, note that for any u in the ball of radius r of C α+2−κ s (Λ t ) and any (Θ, v 0 , R), (Θ , v 0 , R ), one has
again by Theorem B.2 and Lemma 2.7. Now to show that both fixed points are close, it is enough to start Picard's iteration scheme for F t,Θ ,v 0 ,R from the fixed point of the other F t,Θ,v 0 ,R and use the fact that it is 1/2-contractive.
To conclude the proof of the proposition, we are thus left with the following simple Lemma which is often implicit in the literature (for other non-linearities such a u 3 for the dynamical Φ 
The proof is an elementary computation. One may for example rely on the following observation: for any z = z ,
2.6. Proof of Theorem 1.7. Let us briefly summarise: we wish to prove a local existence result for the simplified SPDE 1.5. After a time-change and the Da Prato-Debussche change of variable X = Φ + v (where Φ := K * ξ, K a compactly supported version of the heat kernel), we are left with solving (2.2). By Proposition 2.9, it is enough to show that for any γ < γ dP D = 2 √ 2 − √ 6, there exists a regularity α > −1 s.t. the positive measure Θ := : e γΦ : belongs a.s. to C α s . Indeed given this regularity α > −1, there exists κ > 0 small enough such that β := α + 2 − κ ∈ (0, 1) and α + β > 0. As u(0) in Theorem 1.7 is assumed to be Φ(0) + w, with w ∈ C a (T 2 ), we have R := ∂ t Φ − − 2 √ 2γ. In particular for any γ < γ dP D = 2 √ 2 − √ 6, there exists α > −1 s.t. Θ a.s. belongs to C α s . Now, we wish to prove the convergence in probability of X (t, x) to X(t, x) in C α s as stated in Theorem 1.7. Recall that X is solution to the EDPS (1.3) which is driven by the regularized noise ξ := * ξ. As in the continuous setting, it is natural to introduce the process Φ := K * ξ where the kernel K is the same as the one defining Φ in (2.1). As such, Φ is a solution of the linear heat equation up to a smooth correction term R :
It can easily be shown that R converges in probability to R in say C 1 s . See [HS16] . By the same Da Prato-Debussche change of variable, we are trying to find a solution v to the system
We are thus exactly in the setting of Proposition 2.9. In particular, as we already know that R → R, the continuity of the fixed point in the parameters Θ, v 0 , R provided by this Proposition implies that it is enough for us to show the following result (whose proof is also postponed to Section 3, see Theorem 3.10).
Remark 2.13. This result is interesting in its own for GMC measures as it provides an a.s. convergence result which holds under a stronger topology (Besov spaces) than convergence results proved for GMC measures so far ([Ka85, DS11, Ber17]). See Theorem 3.10 and the discussion which follows for a more precise convergence statement.
Regularity estimates and convergence of -regularizations on the torus
In this Section, we wish to prove Propositions 2.11 and 2.12. As we shall see below, a significant part of the analytical work has been done already in [HS16] . (See for example Proposition 3.1 below).
3.1. Method of proof. The main ingredient to establish the regularity of the positive measure Θ := : e γX : is an analysis of its moments. This is now classical in Gaussian multiplicative chaos and goes back to Kahane [Ka85] , see also [RV14] . To obtain the regularity of : e γX : , one usually proceeds in three steps.
(1) First one shows that the measure : e γX : when integrated, say, against a ball of radius one has L q moments until a certain threshold. Recall the threshold is q c = 2d
(See [RV14] ). This will be the content of Lemma 3.4 below. As we shall see below, in our present space-time setting, the threshold will be instead q c = 8/γ 2 (= 2(d + 2)/γ 2 ). (2) From the fact that the measure : e γX : has global L q moments, one extracts quantitative L q estimates on the measure of small balls of radius r. In dimension d = 2, this corresponds to the result (see [RV14] ),
where ξ(q) = (2 +
It is sometimes called the multifractal spectrum of the measure M γ . The classical proof of this estimates combines two elegant ingredients: Kahane convexity inequality as well as an appropriate notion of invariance: log- * -invariance (see [RV14] ). As we shall see below, we will not be able to rely on this exact scaleinvariance as we are not aware of the existence of log- * -invariant kernels in space-time R × R 2 . (3) Finally, it is not hard from the knowledge of the multi-fractal spectrum q → ξ(q) to deduce the regularity of : e γX : by a Kolomogorov argument. This is done in the multiplicative Chaos setting for example in [GRV16] (see v2 on Arxiv) and is reminiscent of the more general Theorem 1.1 in [FM17] . See Theorem 3.10.
Examples of positive-definite kernels which are log- * -invariant are known on each euclidean R d , d ≥ 1. If the dimension d ∈ {1, 2, 3}, then, see [RV14] , one can take
, it is not known whether it is of σ-positive type in the sense of Kahane or not). If d ≥ 4, this kernel is no-longer positive definite. Yet, as argued in [RV14] , the following kernel
gives an example of log- * -kernel in R d . This nice extension does not apply to our parabolic setting where space and time scale differently. We are not aware of any log- * -invariant kernel in the parabolic setting and will then have to proceed (slightly) differently.
3.2.
Estimates on the log-correlated field Φ, Φ .
Let us first introduce some notations. Recall Φ is an (approximate) solution to the linear heat equation defined as K * ξ (see (2.1)). Let us now define our (approximate) solution to the linear heat equation driven by ξ := * ξ. We define Φ to be the Gaussian Field
As in [HS16] , it can be seen that the correction term to the heat equation
∆Φ − ξ is a smooth function which converges as → 0 to a smooth limiting function R. By the associativity of convolution, this Gaussian process can also be written as K * ξ where one introduces the kernel K := K * . Finally, its covariance kernel Q (t, x) := E Φ (0, 0)Φ (t, x) is given by (see [HS16] )
We first collect very detailed estimates on the covariance structure of Φ, Φ which were obtained in [HS16] . These key estimates are summarised in the following Proposition.
Proposition 3.1 (Section 3. in [HS16] ). The covariance kernels Q and Q statisfy the following properties on T 2 .
(1) There exists a constant C which only depends on the smoothing function such that
(2) There exists c, C which are -dependent s.t. for any ∈ (0, 1] and any z, z s ≤ 1, uniformly over all test functions f bounded by 1 and supported in the unit ball (for · s ), all λ ∈ (0, 1] and all space-time points z. (2) Furthermore if γ < 2, for κ = κ(γ) sufficiently small, one has
uniformly in the same f, λ, z.
Remark 3.3. See Appendix A for a different proof of this result in the special case of integer moments q ∈ N < 8 γ 2 . The proof in appendix A is much closer to the analysis in [HS16] of the polynomial moments for Sine-Gordon.
Proof.
Second moment estimate. The proof of the estimate (2) is exactly the same one as the proof of the estimate (3.12) in [HS16] . Indeed, the latter paper analyses the complex valued distribution Ψ := : e iβΦ : = e γΦ + β 2 2 Q (0) instead of our positive measure Θ . The second moment which is analyzed in [HS16] is
It turns out it matches exactly the second moment we need. Indeed, 4π . In particular the moments behave linearly in q which is a sign of monofractality. Here, we have a non-linear spectrum which is the signature of intermittency.
Let us first show that [−T,T ]×T 2 Θ has L q moments uniformly in > 0 for all q < 8/γ 2 . (see Lemma 3.4 below). In order to avoid dealing with the periodic boundary issues inherent to T 2 , it will be enough (by using the L q -triangle inequality) to stick to a sub-domain D :
and to show that D Θ has uniform L q moments uniformly in > 0. (On the sphere this step will be even more needed to avoid spherical boundary conditions and to reduce curvature effects). Namely, we start by proving Lemma 3.4. For any γ < γ c = 2 √ 2 and any q < 8/γ 2 , Lemma 3.5 (Kahane convexity inequality, [Ka85] , see also [RV14] ). Let (X i ) 1≤i≤n and (Y i ) 1≤i≤n two centred Gaussian vectors which satisfy for any i, j,
Then, for any combinations of nonnegative weights (p i ) 1≤i≤n and any convex function F :
The property extends immediately to smooth centred Gaussian processes, say in our case {X (z)} z∈R×T 2 , {Y (z)} z∈R×T 2 . If for any z, z , one has
Then, for any finite measure µ on R × T 2 :
Let us fix some δ > 0. 
Let us now focus on one of the Q i , say Q 1 . We wish to use Kahane's convexity inequality to introduce some independence as well as scaling into the analysis. As discussed at the beginning of this subsection, we do not have explicit log-*-scale invariant kernels at our disposal (such as log + on R 2 in this parabolic setting), we will thus introduce the following fields: 
where λ · (t, x) := (λ 2 t, λx) and Φ is the Gaussian field defined earlier in (3.1) by K * ξ .
Assign for each tile Q in Q 1 , an iid copy Z Q δ ∼ Z δ and consider the field Z
From the properties listed in Proposition 3.1, one obtains the following estimate.
Lemma 3.7. There exists some finite K > 0 s.t. for any (z, z ) ∈ Q 1 , δ ∈ (0, 1] and > 0,
Proof. Using the estimate (3.3), one has
Proof of Lemma 3.4 continued. By introducing the Gaussian field on
+K (where the latter one is a global normal r.v. of variance log 1 δ +K independent of Z δ ), one obtains using Kahane convexity inequality for q ≥ 1,
Now, following almost verbatim the appendix D in [BM03] (to which we refer) and using the same notations, let n ≥ 2 ∈ N, s.t. n − 1 < q ≤ n, we use the sub-additivity of x → x q/n as follows,
By expanding the n-th power, we deal separately with the diagonal and nondiagonal term. Let us start with the latter one. An important feature of our field Z Q 1 δ is that it is made of iid copies Z Q δ for each Q ∈ Q 1 . Using this independance, each non-diagonal term is of the form
where M is the number of parabolic δ-tiles in Q 1 , i.e. M is of order 1 δ 4 and {s j } are integers in {0, . . . , n − 1} which sum up to n. For simplicity, let us pretend M = 1 δ 4 . Using the fact that n − 1 < q ≤ n, s j ≤ n − 1 and j s j = n, each of these non-diagonal terms are bounded by
Now, by the definition of Z δ which is nothing but a rescaling on
we have by change of variable that
As there are at most M n = δ −4n such non-diagonal terms in (3.10), they contribute at most
to the upper bound (3.9). Now, the M = 1 δ 4 diagonal terms in (3.10) all have the same expression
Combining into (3.10) these 1 δ 4 diagonal terms with the contribution of the non-diagonal ones (3.11), we obtain
From now on, we conclude the proof of Lemma 3.4 in two steps.
(1) First one assumes that we have for granted that sup >0 E ( D Θ ) n−1 < ∞.
Note that if 1 < q < 8/γ 2 , the exponent
(q − q 2 ) + 4q − 4 > 0 which means that one can choose δ small enough so thatCδ γ 2 2 (q−q 2 )+4q < 1.
For particular choices of regularisations for which → E ( D Θ )
q is a sub-martingale we conclude immediately. If we are not in the case of an exact sub-martingale, we can still conclude easily by noticing that for δ small enough,
q + K for a large enough constant K (where we used the above assumption). This implies that
q < ∞ and it is straightforward for example by varying the iteration parameter δ to deduce Lemma 3.4. (2) It thus remains to show our assumption that sup >0 E ( D Θ ) n−1 < ∞. This can be easily achieved by running this proof inductively on n: if q ∈ (1, 2], then n − 1 = 1 and the assumption is obvious. In particular item (1) propagates the assumption to n − 1 = q = 2 and one can keep iterating for q ∈ (2, 3] and so on. (See Appendix D in [BM03] ).
2
Remark 3.8. Note that Kahane convexity inequality is not even needed in [BM03, Apendix D], but it seems less clear how to avoid it here due to the lack of known exact * -scale invariance kernel in our parabolic setting.
To conclude the proof of Proposition 3.2, it is enough to prove the following so-called multifractal spectrum which describes the q th moments of small balls.
Proposition 3.9. Let us fix γ < γ c = 2 √ 2. For any 0 ≤ q < 8 γ 2 , there exists C < ∞ s.t. for any r ≤ 1 and any z ∈ R × T 2 ,
where B s (z, r) is the r-ball around z for the parabolic distance · s and ξ s (q) =
Proof. Clearly B s (z, r) is included in a translate of a tile
used in the previous proof with δ = 2r. Now if q ≥ 1, the L q moment of Q 0 Θ δ has been bounded from above in the previous proof (this corresponds to each of the "diagonal terms") byCδ ξs(q) × E ( D Θ (z)dz) q . Using Lemma 3.4, this implies readily that sup <r E ( Bs(z,r) Θ ) q ≤ O(1)r ξs(q) . It remains to handle regularisations which are coarser than the radius r. The idea in such a case is to use the fact that the field Φ is smooth within B s (z, r). One can then dominate the field simply by sup u∈Bs(z,r) Φ (u). To make the analysis quantitative one may write Φ (u) = Φ (z) + Y (u) and use the fact that the Gaussian process Y (u) does not fluctuate much within B s (z, r). One can then rely on standard Gaussian concentration bounds, which lead us to an upper bound O(1) γ 2 2 (q−q 2 ) r 4q . This gives us a better bound than our desired upper bound when 0 ≤ q < 8/γ 2 and thus concludes the proof. We refer to [DK+16] and in particular to the end of the proof of Lemma 3.3, where the details of such a Gaussian domination are given in a very similar setting. The case q ∈ [0, 1) can be done in the same fashion except x → x q is now concave and one has to use the estimate (3.3) the other way around to conclude via Kesten's convexity inequality. 2
Convergence of -regularizations.
From the estimates given in Proposition 3.2, we deduce the following convergence result (which is a detailed version of Proposition 2.12).
Theorem 3.10. For any 0 ≤ γ < 2, there exists a stationary random positive measure Θ which is independent of the mollifier and which satisfies for any q ∈ [0, 8 γ 2 ) and any fixed κ > 0,
uniformly over all test functions f bounded by 1 and supported in the unit ball (for · s ), all λ ∈ (0, 1], and locally uniformly over space-time points z.
It follows that Θ converges in probability to Θ in the space C α s for any α <
Remark 3.11. As mentioned above, it gives a different proof (inspired by [HS16] ) of convergence of these measures as → 0 independently of mollifiers. Also the topology is slightly stronger than in works on Gaussian Multiplicative Chaos so far. On the other hand, as a drawback, it only works below the L 2 threshold as the proof is based on the estimate (3.7).
Proof of Theorem 3.10.
The first part of the Theorem is proved exactly as the L.H.S of (3.3) in Theorem 3.2 in [HS16] . The fact it implies the convergence in C α s for all α < γ 2 2 − 2 √ 2γ would follow the same lines as the proof of Theorem 2.1 in [HS16] (namely a characterization of C α s in terms of wavelet coefficients and a Kolmogorov continuity argument, see Sections 3 and 10 in [Hai14a] ) if the moment bound (3.12), (3.6) would hold for all integer q and would be linear in q. A refined version of the link with wavelets is provided by Theorem 1.1. in [FM17] . It states that a family of linear transforms on
if for every wavelet ψ in a suitably chosen finite collection Ψ,
See − 2 √ 2γ (note that we do not claim nor need the convergence in this space when γ ≥ 2).
Beyond Da Prato-Debussche by exploiting the positivity
In this Section we prove Theorem 1.11 which extends the local-existence result (but not the convergence result) to higher values of γ than the Da PratoDebussche threshold γ dP D := 2 √ 2 − √ 6 by exploiting the positivity of the measure Θ = : e γΦ : . The main step where one can rely on the positivity is when one needs to define a product between rough objects. Indeed, as stated in [Hai14b] , Young's Theorem 2.3 yields a sharp criterion for when, in the absence of any other structural knowledge, one can multiply a function and distribution of prescribed regularity. In our present situation, we do have additional structural knowledge as we are multiplying functions with positive measures rather than general distributions. Let us then strengthen Theorem 2.3 as follows in this particular case (for clarity, we write a statement as close as possible to Theorem 2.3). 
) coincides with the classical product when f, g are smooth.
ii) There exists C > 0 s.t. for any µ ∈ C
N.B. Note that we do not claim a continuous extension in the first argument here (the continuity in the second argument is clear from (ii)). In particular we do not have a control of the form B(µ, g)
. This is the reason why we do not obtain a convergence result as 0.
Proof. First, the extension is nothing but the fact that as 
where we used the positivity in the first inequality. 2
Proof of Theorem 1.11. It is enough here to follow almost verbatim the proof in Subsection 2.5 which settles the fixed point argument. The only difference here is that the map defined in Definition 2.8,
is now considered with an input Θ ∈ C
. By the above multiplication proposition 4.1 together with Schauder's Theorem B.2 and Lemma 2.10, this map is now well defined from C α+2−κ s (Λ t ) to itself if we only suppose α + 2 − κ > 0 when Θ ∈ C α s ∩ M + (as opposed to the previous condition 2α + 2 − κ > 0). Note that to prove the existence of a fixed-point for this map, only the continuity in the second argument of the Bilinear form from Proposition 4.1 is used. This is the reason for the second threshold γ pos = 2 √ 2 − 2 > γ dP D in Theorem 1.11 where the optimal regularity bound
Handling the punctures
To conclude our proof of Theorem 1.7 (see also Corollary 5.8 below), we need to explain how one can extend the analysis we just carried out for the simplified SPDE (1.5) to the SPDE we are interested in on the Torus T 2 , namely (1.3). Let us directly rewrite this SPDE after a Da Prato-Debussche change of variable as well as a time-change replacing 1 4π by 1 2 in front of ∆:
The exact same strategy as for the simplified SPDE can be used. Only two places need some more attention:
(1) One needs to show that for all γ < γ c = 2 √ 2, and all α 1 < Q, the measure
still belongs a.s. to C α s , for sufficiently small regularity α, similarly (but with different bounds) as in Proposition 2.11. See Proposition 5.7 below. (2) If γ < 2, we also need to show that e α 1 γGτ (x 1 ,·) : e γΦ : converges in probability to e α 1 γGτ (x 1 ,·) : e γΦ : in the above C α s (Λ t ) spaces (similarly as in Proposition 2.12). Let us only discuss the first technical issue (the second one being of similar difficulty).
q moments near the time-line singularity.
In space-time (z = (t, x) ∈ R × T 2 ),the log-singularity G(x 1 , x) ∼ log
(where R x 1 denotes the time-line {(t, x 1 ) ∈ R × T 2 , t ∈ R}). A first step in our analysis of the regularity of the weighted measure
is to obtain q th moments on the measure of r-balls in space-time which lie ON the singular time-line R x 1 .
Proposition 5.1. Let us fix γ < γ c = 2 √ 2 and α 1 < Q. Define
for some values of γ this imposes a more restrictive condition on α 1 than the Seiberg bound α 1 < Q!), then for any
where B s (z, r) is the r-ball around z for the parabolic distance · s .
Proof. We will only sketch the main steps as the strategy is very similar to the proof of Proposition 3.9 except the situation is less homogeneous due to the presence of the time-line R x 1 . First one needs to prove a global integrability lemma analogous to Lemma 3.4.
Lemma 5.2. For any γ < γ c = 2 √ 2 and any (α 1 , q) which satisfy the same assumptions as in Proposition 5.1,
where D represents here a square which surrounds the time-line R x 1 (see Figure  1 ).
Proof. As in Lemma 3.4, we argue using scaling arguments around the timeline R x 1 . Instead of using a 1 + 2-dimensional grid of time-spaces translates of Figure 1 . We may use the triangle inequality to control the q th moments on parts A an B in Figure 1 which we already know have finite q th moments. The δ −2 boxes along R x 1 are split as in Lemma 3.4 into two alternating sets Q 1 and Q 2 in order to use Kahane convexity inequality. We thus end-up for any , δ > 0, with
where K is the uniform upper bound in of coming from the parts A and B in Figure 1 . As in Lemma 3.4, one works inductively on the integer n s.t. n − 1 < q ≤ n which allows us to avoid dealing with the non-diag terms in
(giving a larger value K above). Only the diagonal-terms remain. There are δ −2 such terms (as opposed to δ −4 terms in the homogeneous case). Overall, we find
In order to conclude as in Lemma 3.4, the crucial point is to have ξ R (q) − 2 > 0 which follows from our set of assumptions. 2 Now we deduce Proposition 5.1 out of Lemma 5.2 by scaling arguments (and Kahane inequality) exactly as we did in Proposition 3.9. 2
5.2.
Handling r-balls which intersect the time-line. Let r ∈ (0, 1]. We wish to understand what is the order of magnitude of the largest mass (under the weighted measure e α 1 γG(x 1 ,x) Θ(dz)) among the O(r −2 ) · s r-balls which intersect the time-line R x 1 . For each of these squares and q satisfying the conditions of Proposition 5.1,
As there are r −2 squares, one is looking for the largest possible exponent β = β(α 1 , γ) > 0 s.t.
By a straightforward computation, it gives us that β needs be smaller than
. We conclude from the above estimates the following regularity property on the time-line R x 1 .
Lemma 5.3. If γ < γ c = 2 √ 2 and α 1 are such thatβ(α 1 , γ) > 0, then for any β <β(α 1 , γ), one has a.s.
Remark 5.4. As in the homogeneous case, this estimate is in fact optimal and shows that the measure µ(dz) :
Remark 5.5. Let us make an important remark here: if one chooses to push α 1 all the way to its Seiberg bound
, then the regularity of the weighted measure µ(dz) := dist(z, R x 1 ) −α i γ Θ(dz) drops below −2 − 2γ < −2. As such the regularity is too small to apply our previous techniques (Section 2 as well as Section 4 which relies on the positivity). This is why we have less optimal conditions for example in Corollary 5.8. Note that weighted Besov norms in non-compact settings such as the one used in [MW17] are likely to give slightly better thresholds here.
It remains to control the following r-balls: 5.3. Controlling the r-balls away from the time-line. Clearly, the condition will only consist in the simpler one q < 8/γ 2 here as opposed to the balls intersecting the time-line in Lemma 5.1. We shall prove the following result.
Lemma 5.6. For any γ < γ c = 2 √ 2 and any α 1 , there exists C = C(ω) < ∞ a.s. such that for any r ∈ (0, 1] and any r-ball Q (for the · s -metric) at distance δ ≥ r from the time-line, we have
for any exponents satisfyingβ < γ 2 √ 2 and β <β =
Proof. Let us consider a grid of r-squares whose distance from R x 1 is in [δ, 2δ], with δ ≥ r. For each such r-square Q, one has for any q < 8/γ 2 ,
Now, as there are δr −4 such squares in this grid, we get the following by unionbound:
When δ is fixed, we know what is the best possible exponent β: it must be less thanβ = γ 2 2 − 2 √ 2γ + 4. Also, the optimal exponent in the bulk to run Kolmogorov's argument (see for example [GRV16] 
. Let us then choose any β <β and q = q. Plugging these in the last displayed upper bound gives us
As such we see that we are free to take anyβ < γ 2 √ 2
and Lemma 5.6 is proved. (N.B. the proof is sub-optimal here and better exponents could be obtained by tuning q both as a function of γ and also δ, r). 2
5.4.
Effects of the punctures on the regularity. Combining Lemmas 5.3 and 5.6, we thus obtain the following result.
Proposition 5.7. If γ < 2 √ 2 and α 1 < Q are such thatβ(α 1 , γ) > 0, then the measure e α 1 γGτ (x 1 ,·) : e γΦ : a.s. belongs to C α s , for any
Proof. The proof is straightforward once one notices that the worse regularity is given by Lemma 5.6 as it is always the case that (
− (α 1 + 2)γ. 2 Exactly as in Section 2, such a regularity result easily implies our Theorem 1.12. (The regularity thresholds in each case being −1 and −2). For the sake of simplicity, we will state a result below in the most important case of coupling constant α 1 := γ, which corresponds to the conformal embedding of planar maps of γ-universality class.
Corollary 5.8. For any γ < 2, fix the coupling constant α 1 to be α 1 (γ) = γ. We have the following two regimes. In this section we explain how to adapt the proof of Theorem 1.7 to the case of the sphere (i.e. Theorem 1.9). We shall only focus on the simplified SPDEs on the sphere:
∆X − sinh(γX) + ξ ,
where ∆ denotes the Laplace-Beltrami Laplacian on S 2 . Indeed, the extension to the actual Liouville SPDE (1.4) can be done exactly as for the torus in Section 5 (the fact there are 3 punctures ore more does not add any difficulty, only the largest coupling constant α i matters in the estimates). As in the flat case, a key ingredient of the analysis will be a careful study of the linear heat equation on the sphere,
We will face the following three main technical difficulties due to the fact we are on the curved space S 2 instead of the flat Euclidean setting R 2 :
(1) A first (small) issue is that we need to precise what we mean by the convolution K * ξ (if K is the Heat kernel operator on the sphere) as we are not on the Euclidean space. Similarly, we also need to be careful with associativity rules such as K * (ρ * ξ) = K * ξ = K * ξ that are used all over the place in the study of singular SPDEs driven by space-time white noise. We will introduce precisely what will be our setup in subsection 6.1 (2) The main issue will be that there is no explicit expression known for the heat kernel p
t (x, y) on the two-sphere. We will therefore need some precise estimates to compare p (3) Finally, we will explain briefly in Subsection 6.3 how to adapt the analysis of the q th moments of : e γΦ : to the case of the sphere.
6.1. Setup/notations on the sphere S 2 . First, the notations used in Subsection 2.2 to introduce Besov spaces in the flat case have an obvious counter-part on the curved space/time R × S 2 . Let us just precise what shall be our parabolic metric (we won't have a norm anymore). For any z = (t, x) ∈ R × S 2 , let
There is a slight abuse of notation here as z − z is no longer in R × S 2 .
We now define what will be our kernel K = K S 2 . As in Subsection 2.1 (and following [HS16] ), it is more convenient here to consider a compactly supported (in space-time) kernel which coincides with the heat-kernel p S 2 t (x, y) in the neighbourhood of t = 0. As S 2 is already compact, at first sight it seems one should not further restrict the support of K in space. Yet, because of the singular behaviour of the heat-kernel at the cut-locus of the sphere, it will in fact be convenient from now on to restrict our compact support to the north hemisphere. Here is a precise definition of our kernel K.
Definition 6.1. Let K : (0, ∞) * S 2 * S 2 → R + be a smooth kernel with the following properties:
• K t (x, y) coincides with the heat-kernel p
}.
We also extend K to negative times by defining it to be 0 on ((−∞, 0] × S 2 × S 2 ) \ ({0} × ∆), where ∆ is the diagonal of S 2 × S 2 . We then view K as smooth kernel on R × S 2 × S 2 \ ({0} × ∆). K induces the following convolution type of operator. For any smooth function
where dy is the (non-normalized) Lebesgue measure on S 2 .
We also introduce the following -smoothing of functions defined on the sphere.
Definition 6.2 ( -regularization on S 2 ). Fix some smooth and compactly supported function : R × R 2 → R + which integrates to 1 and which is radially symmetric in space. (With a slight abuse of notation, we will write (t, re iθ ) = (t, r)). For any space-time distribution Z on R × S 2 , define for any > 0,
] for a slightly different smoothing.
We may now define our (approximate) solution to the linear heat equation driven by ξ := * ξ. We define Φ to be the Gaussian Field Φ := K * ξ As in [HS16] , it can be seen that the correction term to the heat equation
∆Φ − ξ is a smooth function which converges as → 0 to a smooth limiting function R.
We will use the following useful and straightforward property of the above -smoothing (on R × R 2 , this is just the associativity of convolution).
Lemma 6.3. For any smooth function with compact support f : R × S 2 → R,
The proof is immediate. Let us now introduce the covariance kernel of the Gaussian field {Φ } on which we will need to have precise asymptotics. Definition 6.4. Let Q be the covariance kernel
It is straightforward to check that it is given by the following formula
If z = (t, x) is a space-time point in R × S 2 , we will call Q (z) := Q (t, 0, re iθ ) if r, θ are the polar coordinates of x ∈ S 2 viewed from the North-Pole. Q can be written,
where T f (t, x) := f (−t, −x) and where the convolutions used here have the obvious meaning from (6.2) on the sphere.
6.2.
Estimates on the log-correlated field induced by the heat equation on the sphere. As in Section 3, we need to have a very precise control on the covariance kernel Q of the approximate solution Φ to the heat-equation on S 2 . We will prove the following estimates which are an exact analog of the above Proposition 3.1 in the case of the sphere.
Proposition 6.5. The covariance kernels Q and Q satisfy the following properties on S 2 .
2) There exists c, C which are -dependent s.t. for any ∈ (0, 1] and any z, z s ≤ 1,
Proof. These properties are already proved for the heat-equation on the Torus T 2 in [HS16] . (See Proposition 3.1 in section 3). We shall explain here how to adapt the proof to the case of the heat-equation on the sphere S 2 . The main technical difficulty to handle is the absence of explicit heat kernel p S 2 t as well as the lack of exact scaling arguments. We refer the reader to the Section 3 in [HS16] for the details of the proofs on the flat torus and will follow the same strartegy/notations for the sphere S 2 below. In the setting of the sphere, we still have the equality (in distributional sense)
where ∆ is the Laplace-Beltrami Laplacian on S 2 and R is a smooth compactly supported function whose definition may change from line to line (as in [HS16] ). We thus obtain in the same fashion as in [HS16] (noticing that Q(z) = Q(−z) for space-time points z) that
where in this setting if z = (t, re iθ ) (in polar coordinates from North pole, say), then K(−z) := K(−t, re iθ+iπ ) = K(−t, re iθ ). As in Lemma 3.8. in [HS16] , we thus end up with the following useful expression of Q:
where K(z) := K(z)+K(−z) and G S 2 (x) is the Green function on the sphere, i.e. the function G S 2 on S 2 × S 2 defined (modulo an additive constant) for all
On the sphere, G S 2 takes the following simple explicit form
] , (6.10)
where r = d S 2 (x, y). This can be easily checked using the following expression of the Laplace-Beltrami operator on S 2 in the normal coordinate system from the north pole (see (6.12)):
We need to analyze
As the Green function is explicit but the heat kernel is not, we will prefer the first expression.
This expression is very convenient as it makes its ∂ x analysis much more amenable than if we had to analyze ∂ x p S 2 t (x, y) without having explicit expressions on the later one.
Let us first prove items (1) and the same estimate (3.4) as on the torus. Our strategy will be to compare our covariance kernel Q with the corresponding kernel on the plane/torus. Indeed it is shown in [HS16] , using scaling arguments (that are not allowed in our present curved setting) that the latter kernel is very regular besides a log 1 z s singularity (see Lemma 3.9 in [HS16] for a precise statement). We shall use the following parametrization of the unit sphere S 2 (the so called normal coordinate system):
and will denote by (r, θ) or re iθ the point at distance r from the North pole with angle θ. Depending on the context, re iθ will either denote a point in S 2 with the above parametrisation or the usual point in R 2 in polar coordinates. We will need the following "distortion" Lemma between the polar coordinates on the sphere and the polar coordinates on the plane. Lemma 6.6. There exists a constant C > 0 s.t. for any x = re iθ , y = r e iθ ∈ S 2 ,
, where on the L.h.s and R.h.s, · R 2 denotes the Euclidean metric on the plane.
Proof: For any smooth path σ ⊆ R 2 joining σ(0) = a to σ(t = 1) = b, the Euclidean length is given in polar coordinates on R 2 by
while the Spherical length is given by
For paths σ that remain at distance r 0 from the North pole, this readily implies that
This implies if r ∧ r ≤ π/3 (so that geodesics will remain in the ball of radius r ∧ r ) that
We conclude the proof by using
t (x) where χ(t, x) is a smooth compactly supported function (and whose support in space is included in {re iθ ∈ S 2 , r < π/3}). As mentionned earlier, there does not exist nice explicit expressions of the heat kernel p S 2 t . Nevertheless, in order to prove Lemma 6.5, we will need some rather precise analytical estimates on this heat kernel. We will use the following result from [Nag10] which builds on earlier works such as [El88, ET82, Nd91]
where O ∞ (t) is a function of (t, r) which is C ∞ in r and whose k th derivatives in r are O(t), uniformly in r ≤ π 3 and where O ∞ (e −1/t ) is a function, whose l times derivative is uniformly bounded (on {r ≤ Note that it is important for this analytical estimate to hold to be away from the cut-locus M ⊆ S 2 × S 2 . Since the log-singularity is integrable in d = 2, we have (recall the definition of Q from (6.9))
Proof of the lower bound in (6.7).
This bound is easier, as d S 2 (x, y) ≤ x−y 2 which implies log[1/2 sin
Furthermore, it turns out that for any t > 0 and r ≥ 0, we have
This is a consequence of the parabolic Harnack inequality in curved spaces. See for example [Bau] . If one does not want to rely on this inequality, one can use instead the above Proposition 6.7 and proceed as for the upper bound below. We get
The integral corresponding to integrating rdr is exactly the kernel in the flat torus T 2 which is analyzed by scaling arguments in Lemma 3.9 in [HS16] . It remains to justify that the remaining term corresponding to integrating O(r 3 )dr is negligible. It is not hard to check that uniformly in x = r e iθ with r ≤ π/3, one has
Such an estimate on the deviation from Q T 2 together with Lemma 3.9 in [HS16] implies a lower bound for (6.7). As in [HS16] , it easily transfers to the regularised kernel Q and leads to a lower bound for (6.6).
Proof of the upper bound in (6.7).
We now look for an upper bound on Q close to Q T 2 . We start by using Lemma 6.6 which gives us
where we used in the last inequality Lemma 6.6, log(1/(1 − x)) ≤ Cx, d(x, y) 2 ≤ r 2 + r 2 and sin(r) ≤ r. Since p S 2 |t| (·) integrates to 1 on S 2 and since x = r e iθ , the integral corresponding to the term r 2 is bounded by O( z 2 s ) while the integral corresponding to r 2 , as for the lower bound in (6.13), is bounded by |t| ≤ z 2 s . As such, up to a z 2 s correction term, it remains to bound from above,
We shall use for this the estimate form Proposition 6.7 which gives us
Using the same earlier computation (6.13) and the fact that |t| ≤ z 2 s , we obtain together with our previous lower bound that
if, say, one chooses the same approximation of identity χ(t, x) on T 2 and S 2 . Using Lemma 3.1 from [HS16] , we readily obtain the estimate (6.5) with an error in O( 2 log 1 ) (as opposed to O( 2 ) in [HS16] ). To finish the proof of Lemma 6.5, it only remains to establish the estimate (6.8) which, as pointed out in Lemma 3.7. in [HS16] , follows easily from the Lemma stated below.
2 Lemma 6.8. By denoting space-time points z = (t, x) = (t, re iθ ) in the normal coord. syst. (6.12), we have
which can be more concisely written as
s . We shall use the expression (recall (6.9))
It is clear one can differentiate under the integral sign here, which gives us the bound
From the properties of the heat kernel p S 2 t we readily get that it is bounded by
Now for the ∂ t derivative, instead of differentiating under the integral sign the spherical heat kernel p S 2 t (0, r) (which would require unecessary detailed estimates), we use instead the identity
The same analysis as the above one (using, say, the expression of ∆ S 2 f from (6.11)) shows that |∆Q(z)| ≤ O(1) 1 z 2 s which concludes our proof. 2 6.3. Multi-fractal spectrum of e γΦ on the sphere. Let us now briefly outline why the same moment bounds as in Proposition 3.2 extend to the curved case of R × S 2 . (In particular, we get Proposition 2.12 on the sphere). As in Section 3, the main step is to obtain a uniform control of q th -moments on macroscopic domains. For example the fact that for any γ < γ c = 2 √ 2 and any q < 8/γ 2 (this is the direct analog of Lemma 3.4),
The proof of this estimate follows the same lines as on the flat case (Kahane convexity inequality obviously holds in this setting as well). The only difference is that one cannot rely on an exact scaling argument as in Lemma 3.7. To overcome this lack of exact scale invariance, one may rely on a suitably chosen δ-grid covering [0, 1] × S 2 . As in the flat-case, the δ-parabolic tiles will be [0, δ 2 ]-long in time. To handle the curved nature of the space-variable, one may rely for example on a particularly isotropic δ-grid for the sphere, known as the spherical geodesic grid. This gives a mostly-isotropic tiling of S 2 made of O(δ −2 ) geodesic δ-hexagons and only 12-δ pentagons at macroscopic distance from each other (forming a icosahedron). Now, as δ → 0, each geodesic δ-hexagon is very well approximated by an euclidean δ-hexagon (with similar quantitative distortion bounds as in Lemma 6.6). One can then compare the covariance of the field Φ δ (z) on R × S 2 with the flat case as in Lemma 3.7 up to an additive error of log 1 1−Cδ 2 which follows from (the analog of) Lemma 6.6. Then, this allows via Kahane convexity inequality to compare the q th moments in these geodesic δ-hexagons with the q th moments in the flat case. Taking δ → 0 with careful uses of the triangular inequality for L q , the proves the desired estimate. N.B. In fact as we have a lot of margin as δ → 0, instead of using the above spherical geodesic partition grid, one may as well rely on sufficiently many translates of unions of δ-circles which altogether cover S 2 (the point is that we do not need a partition of S 2 , some overlap is fine). This way, it is enough to apply directly Lemma 6.6.
These were the main differences between T 2 and S 2 , the rest of the proof of Theorem 1.9 (modulo the existence of a spherical Schauder estimate) proceeds exactly as in Sections 2 and 3.
Comparison with Sine-Gordon and use of regularity structures
To conclude the paper, let us make a comparison with the Sine-Gordon SPDE (1.2) and in particular the use of regularity structures in [HS16] .
• We started by analyzing the "Da Prato-Debussche" phase γ < γ dP D = 2 √ 2 − √ 6 which corresponds to the regime β 2 < 4π in Sine-Gordon. (This corresponds to Section 3 in [HS16] ).
• In [HS16] , in order to push the existence of local-solutions of (1.2) to higher values of β (namely β 2 < 16 3 π), second-order processes are analysed and used within the framework of regularity structures from [Hai14a] . These second-order processes correspond to re-centred versions of Ψ (K * Ψ ) = : e iβΦ : (K * : e iβΦ : ) (see sections 4,5 in [HS16] ). It seems very likely that a similar (tedious) analysis analogous to sections 4,5 in [HS16] (plus the fact one is lacking of arbitrary high moments here) should be doable in the Liouville case for an appropriate re-centred version of the second order processes Θ (K * Θ ). If so and once plugged into the regularity structures machinery, this would push the local-existence for (1.5) (in a stronger sense than in Theorem 1.11) for all γ < γ (2) , where γ (2) is the smallest solution to 4 + 3( • For Sine-Gordon, in order to push the local-existence to higher values of β, higher-order processes would need to be analyzed. The suitable analysis of k th -order processes should in principle enable to define the Sine-Gordon SPDE all the way to β (k) , largest solution of
We see here that β (k) indeed converges to β c = √ 8π as the order k → ∞. In the Liouville case, one could then expect to define local solutions for (1.5) all the way to γ (k) , smallest solution to 2k + (k + 1)( γ 2 2 − 2 √ 2γ) = 0 .
As the regularity function
− 2 √ 2γ reaches regularity −2 precisely at γ pos = 2 √ 2 − 2, this means that γ (k) → k→∞ γ pos . Interestingly, this means that in our Theorem 1.11 (where we used the positivity of the nonlinearity), we obtained the same threshold as what an arbitrary high-order regularity structure analysis would potentially give (with the drawback as mentioned earlier that we do not have a convergence result X → X in Theorem 1.11, while such a stability result would follow from regularity structures).
Question 7.1. It then an interesting problem to know whether γ pos is the critical value above which the Liouville SPDE (1.5) would become super-critical, or whether local-existence can be pushed yet to higher values of γ by some other means. See also the discussion on intermittence and misleading subcriticality in Subsection 1.5.
Appendix A. Regularity estimates on Multiplicative chaos by direct moment computations
We give here a different proof for the (integer) polynomial moments of Gaussian multiplicative chaos which is not based on Kahane's convexity inequality. It is only a particular case of our Proposition 3.2 but it has the advantage of being less technical and more importantly, it highlights the similarities/differences with Sine-Gordon ( [HS16] ). uniformly over all test functions φ supported in the unit ball and bounded by 1, all λ ∈ (0, 1], and locally uniformly over space-time points x ∈ R × T 2 or x ∈ R × S 2 .
Proof. The second estimate follows almost verbatim from [HS16, Equation (3.12)]. Let us then focus on the first estimate. Since the distribution Θ ≥ 0 is not oscillatory, it makes the dependence on the test functions φ much easier to handle: for any test function φ: we have that λ · w s = λ w s and we obtain the following upper bound:
where Λ 0 denotes the parabolic ball Λ(0, 1) of radius 1. It remains to argue that this integral behaves well when γ 2 < 4 uniformly in > 0. This will follow readily from Lemma A.3 below (which deals at once the uniformity in , λ). Proof. Let us first prove this Lemma for the unit ball Λ 0 for the parabolic distance · s on R × R 2 , we will briefly discuss below how it adapts on S 2 . We proceed by induction on the integer N ≥ 1. It is straightforward to check that the estimate holds when N = 1 < This contraction type of bound will allow us to conclude. For the second term on the R.H.S of (A.3), notice that after a possible reordering of points, one can find k ∈ {1, . . . , N − 1} s.t. the cloud of points {w 1 = 0, . . . , w k } is at distance at least L/(2N ) from the cloud of points {w k+1 , . . . , w N }. The first cloud of points contributes at most I 2 ,L,k while the second contributes at most I 2 ,2L,N −k . Both of these bounds are easily seen to be uniformly bounded from above by our recursion hypothesis. Now, the interaction between the two clouds is less than (2N/L) γ 2 k(N −k) and the combinatorial term coming from the reordering it at most N !. Recollecting, we find a constant M = M γ,L,N < ∞ such that for all < L, ( w i −w j s+ λ ) γ 2 dw as an integral over w 1 of N − 1-dimensional integrals and using a similar decomposition as above, we conclude the proof of the Lemma. For the case of R × R 2 , it is enough to use a cut-off L large enough (for example L = 1). In the case of the sphere S 2 , the scaling argument does not have the same Jacobian everywhere. In that case it is of interest to use a cut-off L = L(γ, N ) sufficiently small so that one has I 
