Introducing cooperation into a wireless sensor network (WSN) has gained much attention in the recent few years mainly because of the significant effect it has on optimizing energy consumption and on enhancing the lifetime and the overall performance of the network. Cooperation can be exploited at different levels, ranging from a collection of nodes collaborating to forward the data they gathered from the environment towards the base station through efficient data aggregation and clustering techniques, to nodes collaborating to report events occurrences, track targets or control the topology. Motivated by a large variety of attractive wireless sensor applications, such as environmental monitoring, smart environments and healthcare applications, we survey mechanisms that take advantage of cooperation among sensor nodes in the network for the purpose of delivering information reliably and efficiently to nodes of the network that are interested in receiving it. We provide detailed overviews and highlight the importance of cooperation from different perspectives.
Introduction
A wireless sensor network is a collection of a large number of small, self-powered and inexpensive devices organized into a cooperative network. Individual sensor nodes are connected to other nodes in their vicinity through a wireless network, and use a multi-hop routing protocol to communicate with nodes that are spatially distant. Depending on the application, the onboard sensors collect acoustic, seismic, infrared or magnetic information about the environment, using either continuous or event driven working modes. In wireless sensor networks, one or more base stations operating as efficiently to the destination. In fact, nodes can help each others' data forwarding so that all parties involved in such cooperation benefit from this collaborative effort (i.e., energy consumption for packet relaying reduces and the lifetime of the network is prolonged). Energy is the most serious limitation in a wireless sensor network. Energetic resources are limited and battery replacement is not an option for networks with thousands of physically embedded sensor nodes. Each sensor in the network consumes power, not only in sensing data, but also for processing the data and transmitting these processed information for further routing. The most energy-consuming component is the R/F module that provides wireless communications. It has been widely argued that communication of data over wireless links consumes much more energy than sensing and data processing. 2 In this paper, we survey mechanisms which utilize nodes' cooperation for data dissemination in a wireless sensor networks. We classify these mechanisms into four categories: 1°) mechanisms using cooperation for data gathering, 2°) mechanisms using cooperation for event detection and target tracking, 3°) mechanisms using cooperation for topology control and 4°) mechanisms using cooperation for prolonging the network lifetime. We study several important performance properties of each approach and highlight the importance of cooperation among sensor nodes from different perspectives. The remainder of this paper will be organized as follows: Section 2 surveys mechanisms that exploit cooperation for data gathering including data aggregation, data correlation and data co-occurrence. In Section 3, we overview mechanisms that use nodes' cooperation to detect events and track targets. We continue in section 4 with techniques that take advantage of cooperation among sensor nodes to control the topology. We finish in Section 5 by presenting specific mechanisms that aim at prolonging the network lifetime through cooperation. Section 6 concludes our work.
Cooperation for data gathering
A common activity of many applications of WSN is that of data gathering of sensed data at a distant base station (BS). Such applications include environmental monitoring (See Refs. 3 and 4), habitat monitoring 5 and structure health monitoring 6 . An important challenge associated with data gathering is to reduce the message cost to minimize the bandwidth usage of the network and the energy consumption of the sensor nodes. Data aggregation and in-network processing techniques have been investigated as efficient approaches to achieve significant energy savings in WSN by combining data arriving from different sensor nodes at some aggregation points, eliminating redundancy, and minimizing the number of transmission before forwarding data to the sinks. In specific applications, however, the base station is interested in getting every measurement from all the sensors rather than the aggregated data, in order to determine the status of the observing field and make appropriate decisions. In these cases, Data correlation and data co-occurrence have proved to achieve high energy efficiency.
Data aggregation
In many applications of WSN (e.g., military battlefields, target field imaging, intrusion detection, surveillance, and inventory control), data collected by many sensors is based on common phenomena, and hence there is a high probability that this data has some redundancy (or correlation). Data aggregation 7 has been investigated recently as an efficient approach to achieve significant energy savings in WSN by combining data arriving from different sensor nodes at different aggregation points, eliminating redundancy, and minimizing the number of transmission before forwarding data to the sinks. A number of studies that compared aggregation schemes, e.g., authors in Refs. 8 and 9 concluded that enhanced network throughput and more potential energy savings are highly possible using data aggregation. Data aggregation combines data from different sources by using functions such as suppression (eliminating duplicates), minimum, maximum, average (see Fig. 1 . as an example), variance, approximate histograms, uniform fixed-size samples, measurements of high frequency, and various sketches such as those in Refs. 10-12. Some of these functions can be performed either partially or fully in each sensor node, by allowing sensor nodes to conduct in-network data reduction. In some network architectures, all aggregation functions are assigned to more powerful and specialized nodes. Data aggregation is also feasible through signal processing techniques. In that case, it is referred as data fusion.
The general data aggregation problem can be defined as: given m sources and one sink in a network composed of n nodes (m < n), find a minimum weight sub-graph that includes all sources. This is a well known NP-complete problem, known as the Steiner Tree Problem (STP). 13 There are many approximation algorithms for solving STP. 14 From sensor networks'
perspective, particularly, for many monitoring applications with a periodic collection pattern, a treebased topology (such as in Refs. 15 and 16) was often adopted because of its simplicity and power efficiency.
Data correlation and data co-occurrence
In this section, we focus on applications in which each sensor continuously monitors a field of interest, and the base station is interested in getting every measurement from all the sensors, in order to determine the status of the observing field and make appropriate decisions.
As pointed in the previous section, data aggregation provides a great opportunity for reducing the communication overhead by fusing several packets from different sensors into one packet to eliminate the redundant transmissions, using the summary data (e.g., SUM) and/or exemplary data (e.g., MIN and MAX). But, since a single aggregated value represents the overall sensing field, it may be insufficient for analyzing the correlation among sub-regions of the sensor field. Furthermore, in a large sensor network, sensor readings may not accurately reflect the current state of the network due to the device noise, network failure and so on. Thus, in many cases, the users are interested in individual readings of sensors, rather than aggregated data. However, if each sensor transmits its every measurement to the sink, this will lead to high energy inefficiency since often there is redundancy and/or dependency among the sensor measurements. How to identify the data redundancy/dependency and utilize them on improving energy efficiency of data gathering has been one of the attractive topics.
In fact, two techniques are identified in the literature for improving energy efficiency of data gathering: Data correlation and data co-occurrence. There are two major differences between the two 17 : The first is that correlation attempts to capture monotonicity trends (e.g. linear dependencies) between sequences while cooccurrence does not provide information about such monotonicity trends; instead, it attempts to quantify the trend that two values tend to occur simultaneously (e.g. non-linear dependencies), and is capable of handling discrete enumerated data. Two measurements co-occur if the set of times at which they are measured are similar. The second difference is that data co-occurrence can appear in both densely and sparsely deployed sensor networks while data correlation is normally expected only in densely deployed sensor networks. Authors in Ref.
17 present a cooperative data gathering protocol exploiting measurements co-occurrence. The protocol allows sensors to discover co-occurring elements and to collaborate by sharing the load of communicating such co-occurring elements by informing the base station and then taking turns in communicating those measurements to the base station. It also allows the base station to make inferences about the sensor measurements. In a sensor field, two correlations among sensor readings can be distinguished 18 
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Copyright: the authorscluster head also computes an estimated reading for its own reading. If the estimated reading is outside the error bound, the cluster header sends its reading to the base station otherwise it sends the member's actual reading to the base station. The authors also devised a localized mechanism, using the spatial correlation, in which nodes cooperate to distribute energy among them by allowing all or certain portions of a cluster header's children to migrate to other nodes to avoid that a sensor acts as a cluster head permanently.
Cooperative data aggregation
The Cooperative communication is a new research area, in which one or several nodes cooperate with a sender to transmit a data packet to the next-hop node along a path to achieve network energy saving and throughput increasing.
The data aggregation methods early presented in section 2.1 usually took the short-range transmissions instead of long-range transmissions so as to decrease the power cost of wireless communication. Several works, however, studied the energy-efficient communication model based on cooperative transmission for wireless sensor networks. These solutions analyzed the minimum transmission power under the different relay selection and various communication paradigms, including endto-end communication, broadcast communication and cooperative communication, etc.
In Ref. 19 , authors have defined the Cooperative data aggregation (CDA) problem as how to construct a topology and select a set of cooperative node pairs for data aggregation, so that all the sensor nodes can finally send the sensed data or fused data to sink node with direct transmission or cooperative transmission schemes. The target of this problem is to minimize the total power consumption of data aggregation. The authors argued convincingly that cooperative communication technology can be incorporated into data aggregation for the sake of energy efficiency and lifetime extension. They illustrated their point of view through a network example (as depicted in Fig. 2.) . They found that under the conventional manner, the minimum total power consumption is 60 for data aggregation, illustrated by Fig. 2. (b) . With the cooperative communication, nodes v1 and v2 first exchange their sensed data, which costs the power of 20. Then, two nodes compute a consensus fused result based on the received data, and cooperatively transmit the result to base station b. It costs the power costs of 25. As a result, the total power consumption of data aggregation is only 45 instead of 60 under the conventional manner. Obviously, power saving is obtained.
Authors in Ref. 20 propose a cooperative relay selection scheme in which each node on the route selects the optimum cooperative node from all the potential cooperative nodes to construct the cooperative link with maximum throughput so that cooperative route with maximum network throughput from source to destination can be set up. In their selection scheme, all the nodes in the network are divided into several onehop clusters. Local routing information is exchanged between neighboring nodes to establish routes between cluster heads (CHs) in adjacent clusters, which are further used to propagate to nonadjacent clusters to set up routes between them. Their simulation results showed that an improvement of network throughput by up to 30% in comparison to a non-cooperative approach.
Cooperation for event detection and target tracking
An event can be defined as an exceptional change in the environment parameters such as temperature, light, humidity, etc. 
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Copyright: the authorsrequire sensors to collect and propagate information in a timely manner so that actors can take timely actions. When a target enters an area of interest, the delay to report the sensed event could be critical. If the reported event is not received by the sink node within the deadline, the end-to-end (ETE) delay requirement is not satisfied Distributed event detection in WSN is the process of observing and evaluating an event using multiple sensor nodes, in which the global decision is made by fusing local decisions from nodes to increase event detection accuracy and reduce communication overhead and risk of network node failures. 26 Event detection is a critical issue in wireless sensor networks. According to the event characteristics, the occurrence of the event should be quickly and reliably conveyed to the sink node for decision making. However with the characteristics of low power, low cost, and short communication range, a sensor node has to cooperate with other nodes in order to report the event occurrence to the base station. In Ref. 26 , authors propose a collaborative event detection scheme for clustered WSN that utilizes fuzzy logic to evaluate the credibility of clusters. Sensor nodes will send local decisions to their corresponding Cluster head initially responsible for the surveillance of a subregion of the whole region of interest. The Cluster head will make decision about event presence/absence in the sub-region based on the local decisions received from sensors. The decisions from all cluster heads will then be transmitted to the fusion center along with their detection performance. At the fusion center, instead of treating all clusters equally, the credibility of each cluster is taken into account when the fusion center makes the final decision. The cluster with higher detection probability and lower false alarm probability will be given greater credibility.
Authors in Ref. 27 proposed a fully distributed and collaborative protocol, to event detection and tracking in wireless heterogeneous sensor networks (WHSNs), which consists of various types of sensor nodes with different sensing units. Their protocol mainly adopts the collaborations of the same and the different types of sensor nodes to determine the urgent and to select the border sensor nodes for event detection and tracking. Authors first tackled the event boundary determination issue in critical scenarios such as fire or pollution by a hazardous gas, where the event is compound of multiple attributes and may occupy a large area and tend to increase or decrease in size, or change in shape with time elapsed. They further proposed a dynamic role assignment that relies on the cooperation of the same and the different types of sensor nodes so that the event can be tracked.
In Ref. 28 , authors analyzed the impact of the number of selected reporting nodes on WSN performance (i.e. energy consumption and reporting time). They proved that using only a small number of sensor nodes to report the event occurrence rather than all the nodes in the event area reduces considerably the energy consumption and improves the network lifetime. They also showed that when only one reporting node is activated, the maximal network lifetime is achieved. The appropriate reporting node(s) is/are selected through nodes cooperation.
Cooperation for topology control
The goal of topology control is to dynamically tune the nodes' transmission power to enforce specific properties of the communication graph, while ensuring that data can be forwarded efficiently to the sink. 29 If a node powers down its radio, it is essentially disconnected from the rest of the network topology and therefore can no longer perform packet relaying. The sensors and processor, however, can still be active, as they are much less power hungry. As density increases, more nodes can be sleeping, resulting in further energy savings. Topology control contributes to power saving mainly in two ways in sensor networks 30 : • It allows non-routing nodes (or ''sensing nodes'') to maintain lower duty cycle because they don't have to receive packets for the routing purpose. This serves to reduce idle listening and overhearing since sensing nodes can simply turn off their radio most times while performing sensing • Routing nodes can act as data aggregation points as all the packets are forwarded through these nodes. This serves to reduce the amount of traffic on the routing backbone. Most protocols for topology control in WSN leverage the concepts of cooperation among sensors to ensure global network connectivity properties. Two approaches are identified in the literature to ensure such properties. In the first approach (like in Refs. 31 and 32), a hierarchy of Cluster head nodes is obtained to construct a connected communication backbone of the network. The idea is to designate only a subset of nodes to carry out the network control functions and thus to reduce the communication overhead. The aim of the second (such as in Refs. 33 and 34) is to control the number of neighboring node/cluster heads, as the physical degree of a node strongly influences the utilization of available bandwidth and energy consumption.
Clustering
Since large population of sensors (hundreds or even thousands) are expected in most WSN applications, designing and operating such large size network would require scalable architectural and management strategies. Grouping sensor nodes into clusters has been widely pursued by the research community in order to achieve the network scalability objective. Every cluster would have a leader, often referred to as the Cluster head (CH). Every cluster head is responsible for a group of child nodes in the cluster (Fig. 3.) . When cluster heads receive queries from the aggregate nodes, they send the queries to the child nodes to get results and, in return, send back results to the aggregate nodes (AN). 35 A CH may be elected by the sensors in a cluster or preassigned by the network designer. A CH may also be just one of the sensors or a node that is richer in resources. The cluster membership may be fixed or variable. Many clustering algorithms have been proposed in the literature. An interesting survey on clustering algorithms for wireless sensor networks can be found in Ref. 36 . These proposed clustering techniques widely vary depending on the node deployment and bootstrapping schemes, the pursued network architecture, the characteristics of the CH nodes and the network operation model.
The LEACH (low-energy adaptive clustering hierarchy) protocol, 37 for example, selects cluster heads periodically and drains energy uniformly by role rotation. Each node decides itself whether or not a Cluster head distributed by a probability. In PEGASIS (power efficient gathering in the sensor information systems), 38 nodes will be organized to form a chain using a greedy algorithm so that each node transmits to and receives from one of its neighbors. A randomly selected node from the chain will forward the aggregated data to the base station, thereby reducing per round energy expenditure compared to LEACH. The requirement of global knowledge of the network topology makes this method difficult to implement. HEED (Hybrid, Energy-Efficient, Distributed Clustering) 39 is a distributed clustering algorithm, which selects the cluster heads stochastically. HEED uses a hybrid criterion for cluster head selection, which considers the residual energy of the node and a secondary parameter, such as the node's proximity to its neighbors or the node's neighbor degree. HEED prolongs the network lifetime by ensuring balanced energy dissipation as well as uniform distribution of cluster head nodes in network scenarios that contain uniformly dispersed sensor nodes.
Clustering has many advantages. It can stabilize the network topology at the level of sensors and thus cuts on topology maintenance overhead. Sensor would only insure their connections to the CHs. Clustering can also enhance the network operation and prolong the network lifetime. 40 A CH can schedule activities in a round-robin order in the cluster so that nodes can switch to the lowpower sleep mode most of the time and reduce their energy consumption. The cluster head role can also be rotated in order to distribute the energy consumption evenly among all sensors in the network. Moreover, a CH can also aggregate the data collected by the sensors in its cluster and thus decrease the number of relayed packets.
Neighborhood-based topology control
Within this field, neighborhood-based topology control solutions aim at maintaining a given local degree at each node, by dynamically adjusting the node's transmission power to control the number of neighboring node. Approaches in Refs. 41-44, let each node arbitrarily increase its transmission power until K neighbors are heard. Such approaches usually resort to maximum power transmissions during the discovery phase to detect all the nodes potentially reachable. Once this information is acquired, each node tunes its Published by Atlantis Press Copyright: the authorstransmission range (or power) to achieve the desired neighbor degree. Since transmitting at maximum power is likely to create interference among node transmissions thus preventing some nodes to correctly receive packets from other nodes, some solutions propose that each node starts transmitting at low power and incrementally increases until K neighbors are contacted. Authors in Ref. 33 , as an example, introduce a cooperative, and fully distributed approach to adaptively tune the transmission power of sensors in order to match local connectivity constraints and adaptively maintain the desired neighbor degree on each node. Other solutions (such as Refs. 45 and 46), instead, specify low and high bounds for node degree by defining the local connectivity target as an interval of feasible degrees, i.e., requiring that the degree K of each node fulfills the condition Kmin ≤ K ≤ Kmax. In Ref.
47, the authors introduce a mechanism based on explicit notification of non-connected nodes.
Cooperation for prolonging network lifetime
One of the most important design objectives in wireless sensor networks is to maximize network lifetime by decreasing the energy consumption of sensor nodes as much as possible without sacrificing the necessary Quality-of-Service (QoS) level. All approaches we presented in this paper aim at reducing energy consumption and consequently prolong the network lifetime. In this section, we consider the problem of cooperation for packet forwarding in multi-domain wireless sensor networks. For the time being it is typical to assume that in a given location there is a single sensor network governed by a single authority. However as the technology for sensor networks gets more mature and standardized, we can expect the co-existence of multiple sensor networks making it possible for sensor nodes of a network to save transmission power spent in forwarding packets of nodes belonging to a different authority. The problem of cooperative packet forwarding in multi-domain sensor networks has not been studied extensively yet. However, we can identify some studies that proved that cooperation in packet forwarding is crucial to ensure operability. Most of them have searched for conditions of cooperation between different domains using game theory as a tool or try to figure out whether cooperation is possible in a multi-domain wireless sensor network without introducing external incentives. Game theory is a theory of decision making under conditions of uncertainty and interdependence. An interesting survey on this topic can be found in Ref. 48 .
Authors in Ref. 49 modeled the cooperation in a multi-domain sensor network as a game played by different domains. The objective of players is to maximize their payoff which is defined as the network lifetime of that domain. The authors suggested weight aware strategies by which players choose the next move (decision of whether to request help in forwarding as well as decision of whether to help in forwarding) as a function of previous moves. Using a simulator they searched the strategy space of the game for different topologies aiming to find the equilibrium point which provides the best lifetime values.
In Ref. 50 , authors investigate the maximum achievable sensor network lifetime with different multidomain cooperation strategies and in different deployment scenarios through a linear programming framework. Their results show that under certain conditions (sparse network deployment and harsh propagation environment) multi-domain cooperation can extend the wireless network lifetime more than an order of magnitude when compared to non-cooperating domains of wireless sensor networks.
In contrast to the above approaches, authors in Ref. 51 presented a mechanism design that enforces cooperation by punishment. They assume a multi-class (heterogeneous) WSN, where any two non-neighboring class communicate via multi-hop routing. They model the game as that of non-cooperative repeated N-player game between classes of nodes, where nodes participate repeatedly in games with other nodes. In repeated games, a node's action in a given round is influenced by the actions of other nodes and corresponding playoffs in previous rounds. Thus a repeated game offers ways to punish nodes that do not cooperate by decreasing their payoffs at the end of the game. This can be done by tarnished reputation or decrease in incentives resulting in reduced payoffs at the end of the game. Cooperation is similarly rewarded, by examining the payoffs after repeated rounds of the game. Nodes with higher history of collaborative efforts have higher reputation, accumulate incentives faster and are included in reliable routes. By manipulating the parameters (e.g. the amount of gain per forwarding, the designation of charging subject, etc.), those schemes encourage cooperative behavior among selfish nodes. However, as pointed out in Ref. 52 , if poorly implemented in practice, these incentive schemes themselves have the potential to backfire by offering an incentive to cheat the system in order to gain further benefits.
Conclusion
In this paper we presented an overview of some of the key areas and research that focus on cooperation in wireless sensor networks. We used examples of recent work to portray the state of art in this area and showed how cooperation among sensor nodes can be exploited at different levels to achieve common goals such as efficient data gathering, accurate event detection and tracking or energy-efficient topology control. One common achievement of cooperation in wireless sensor networks is the reduction of energy consumption and consequently the improvement of the network lifetime.
