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Abstract
Planetary precision landing in non-cooperative sites has been a major challenge. An indoor 
novel planetary precision landing facility known as Surrey Precision Landing Facility (SPLF) 
has been developed to bridge the gap between software simulations and outdoor expensive 
UAV based planetary precision landing testbeds. The 3D motion capture system provides 
real-time accurate navigation data by removing the uncertainty in the position, and thus 
allows the flexibility to test the planetary terminal descent based Guidance and Control 
algorithms on quadrotors safely, rapidly, repeatedly with very low operating cost. Quadrotors 
can follow the trajectory of a planetary lander during its terminal descent.
Model Predictive Control (MPC) incorporates input/output constraints in the calculation of 
the control law and thus can be used for the planetary terminal descent scenarios. Feasibility 
and computation time have been a key hindrance in practical validation of MPC for quadrotor 
control. Therefore, a novel single stage linear MPC algorithm in a state-spaee framework has 
been developed to improve feasibility and computation time over Optimal MPC (OMPC), 
Laguerre OMPC (LOMPC) and Steady-State (SS) OMPC (SSOMPC) by linking reference 
governor, Closed-Loop Paradigm, Steady-State Target Optimization and Laguerre function 
techniques. The novel SSLOMPC algorithm is simulated to test its performance on a simple 
two state model, and then has been implemented in simulation and practically validated at 
SPLF on a quadrotor for the set-point tracking scenarios. Disturbance rejection and offset free 
tracking is achieved via a Kalman filter.
Simulated and practical implementations of PID, LQR and MPC control laws on a quadrotor 
helicopter for the Mars terminal descent phase has been performed at SPLF, where 
SSOMPC/SSLOMPC successfully demonstrates the ability to respect the control input and 
output constraints.
The conclusion is that the use of Steady-State OMPC with Laguerre functions improves 
feasibility and computation time. MPC can be used as a practical candidate controller for 
planetary precision landing scenarios. The tracking errors for PID, LQR and MPC control 
laws were less than 10 cm in the practical tests.
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Chapter 1 
Introduction
In order to understand the subject of the project “Precision Landing and Testing of Aerospace 
Vehicles”, the term precision landing and aerospace vehicle has to be described. Precision 
landing is a very broad term. This is a discipline consisting of three main features: Firstly it 
applies to planetary landing. A typical planetary landing consists of three phases: Entry, 
Descent and Landing (EDL). This particular project will focus upon the Mars terminal 
descent phase of the landing. From a landing point of view, the first goal of this project will 
be to simulate and assess the tracking performance of control laws for Mars terminal descent 
performed by a planetary lander emulated by a Vertical Take Off and Landing (VTOL) 
Unmanned Aerial Vehicle (UAV). The UAV will emulate the landing dynamics of the 
planetary lander. The precision landing implies that there should be a minimum error between 
desired and actual landing positions. Therefore trajectory tracking control requirements are 
critical. There are two aspects which are considered when landing at a particular site. The 
first one is the deeision to land on a safe, scientifically interesting site and the second one is 
the generation of the necessary control signals by controllers to maneuver the vehicle to land 
precisely. This project assumes that accurate navigation data is available; therefore it aims at 
the development and practical implementation of precision planetary landing control laws to 
land precisely at a particular site.
The second objective is to develop a novel controller to generate control signals which can 
accomplish hazard avoidance in the form of obstacles and thus can guide the UAV to perform 
safe landing maneuvers.
The third goal of this project is to develop a novel testbed to implement planetary precision 
landing algorithms in an indoor environment using 3D motion capture system. This motion 
capture system will help to remove the uncertainty in the position allowing focus on the 
development of control laws. A 3D motion capture system will generate the necessary 
position data to guide the UAV to a landing site and perform the landing maneuver. The 
VTOL UAVs are highly maneuverable and versatile platforms for several reasons; they can 
take off and land vertically, hover in place, perform longitudinal and lateral flights; thus 
making them an ideal platform for emulating a spacecraft. Quadrotors have gained popularity 
in the previous decade. Little attention has been given to consider the quadrotor to emulate 
the behavior of spacecraft on which planetary precision landing algorithms can be 
implemented. An autonomous VTOL UAV can perform an extraordinary amount of different 
types of missions such as camera surveillance, aerial filming, military reconnaissance, search 
and rescue and sample collection.
The fourth goal of this project is to practically implement and test the tracking performance 
of different control laws on a quadrotor helicopter using the 3D motion capture system for 
planetary terminal descent based landing maneuvers.
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1.1 Project Overview
It is a common agreement among scientific community that life is essentially the result of a 
chemical process that took place on a newly formed planet. The erosion and deposition has 
erased the earliest geological formations, thus making it difficult to study the Earth in its 
youth. However the early crust in the form of heavily cratered highlands can still be seen on 
Mars. Within this context it is necessary to explore Mars to improve our knowledge of the 
origin of the life on Earth. In order to enable sample return missions and scientific return 
from Mars, the accuracy of delivery of spacecraft must be improved.
Therefore for Mars, according to (Wolf et al. 2010), '"'The Pinpoint Landing can be defined 
as landing within 100 m o f a single preselected targetP
Therefore for safety, landing sites must be large, flat and relatively rock and crater free to 
ensure safe landing (Arvidson 2008). These regions are not designated as scientifically 
interesting sites with maximum science return. When the landing sites were selected for the 
Phoenix mission, orbital images taken months before the landing showed a higher-than 
expected concentration of large rocks at the primary landing site (Arvidson 2008). This 
required selecting an alternative landing site. The previous Mars landing missions (such as 
Viking, Mars Path Finder (MPF), and Mars Exploration Rovers (MER) were driven by 
vehicle safety and the main objective was to gain familiarity with Martian terrain and gain 
knowledge about its atmosphere. Precision or pinpoint landings of spacecrafts was not 
possible. Therefore the landing errors of the order of 100 km were observed in their positions.
The next generation of Mars landers will require the exploration of specific surface features 
such as ancient lake beds, polar ice and important natural resources vital for the survival of 
future human exploration missions. Therefore high precision landing systems called pinpoint 
landing systems are necessary to reduce the landing error ellipse to the order of 10 km or 
better. Aside from fulfilling or satisfying the scientific objectives, pinpoint landing also helps 
to avoid hazardous terrain and therefore reduces the risks of mission failures.
In order to land safely in hazardous terrain, it is imperative that the Guidance Navigation and 
Control (GNC) capabilities must be developed. Once new technology is accepted by a space 
science mission, its performance must be validated in a relevant environment and validated 
through simulations and real-world field tests in real-time.
Validation of the key strategies, technologies and concepts is an essential ingredient for the 
successful outcome of a mission. A subset of testbeds can achieve mission relevant horizontal 
velocities, altitude, attitude and attitude rates observed during descents. The realistic testing 
of technologies under development can be done on testbeds which can operate over real 
terrain and can perform closed-loop pointing and landing. The lack of a proper testbed has 
prevented validation. An Earth based testbed facility is necessary to validate the associated 
control laws needed for safe and precise landing. Therefore for field testing, it is common 
practice in space agencies like National Aeronautics and Space Administration (NASA), 
European Space Agency (ESA) and Canadian Space Agency (CSA) to use autonomous 
testbeds (rovers, aerobots and helicopters) to demonstrate the performance of new technology 
and algorithms on Earth under mission relevant conditions for Mars and Moon.
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We suggest that uncertainty in the knowledge of position can be reduced by the use of an 
indoor motion capture system like Qualysis in order to practically implement Guidance and 
Control (G&C) laws for the terminal descent phases of different planetary bodies on a UAV 
helicopter in an indoor environment (Ducard et al. 2009). This suggestion is also valid for 
future Mars and Moon missions where the combination of orbiting satellites and onboard 
sophisticated position sensors will remove the uncertainty in position. Once uncertainty in 
position is removed, this setup provides the researchers the ability to test Guidance and 
Control (G&C) algorithms in the terminal descent phase of the EDL. The current planetary 
landing testbed facilities are outdoor based. Though they provide the flexibility to experiment 
on familiar terrains, but the atmospheric conditions, safety and cost becomes a major 
hindrance in testing EDL based GNC technologies on UAV based helicopters. The indoor 
sensors can remove the uncertainty in position, thus conditions needed for actual testing can 
be created. An Earth-based precision landing testbed facility is necessary to validate the 
associated control laws needed for safe and precise landing at the terminal descent phase of a 
planetary landing. Surrey Precision Landing Facility (SPLF) can be considered as an 
intermediate testbed between computer simulations and expensive rocket-based flights and 
outdoor UAV helicopter based testbeds like Autonomous Helicopter Testbed (AHT) and 
Planetary Landing GNC Test facility (PLGTF). At SPLF, planetary precision landing G&C 
laws can be tested and practically validated on a quadrotor helicopter. The quadrotor has been 
selected instead of UAV helicopters because they are highly maneuverable and versatile 
platform for several reasons: it can take-off and land vertically, hover in place, perform 
longitudinal and lateral flight and above all the non-linear model can be approximated by a 
linear model. It can perform aggressive maneuvers like flips. The resulting system is able to 
follow a trajectory like a spacecraft. It has six degrees of freedom like a planetary lander, thus 
making it an ideal platform for emulating a spacecraft. The presence of 3D optical sensors 
provides real-time accurate navigation data with millimetric resolution, which removes the 
uncertainty in position, and thus allows the flexibility to test the planetary precision landing 
G&C laws in real-time in an indoor environment. The indoor environment offers the safety, 
flexibility in changing the test conditions and above all provides low cost in performing the 
experiments repeatedly and rapidly. In the same manner, we believe such a testbed would be 
valuable to validate the trajectory following and precise landing control algorithms being 
developed for future mission to Mars, Moon and other planetary bodies. The major drawback 
of SPLF is that high velocity mission relevant velocities and mission relevant altitudes cannot 
be obtained. Therefore high velocity planetary entry maneuvers and descent phase when 
parachutes are deployed cannot be implemented. The powered descent phase based landings 
and terminal descent trajectories implemented on quadrotor at SPLF are the partial scaled 
down representation of actual trajectories because of indoor implementation.
There is a great need to land at scientifically interesting sites. But most of these sites are 
surrounded by obstacles and hazards. Therefore the controller used for terminal descent 
should be able to predict in advance about hazardous constraints and should generate fuel 
optimal trajectory so the maximum-minimum thrust constraints are not violated. Model 
Predictive Control (MPC) can predict in advance about future output constraints and has an 
inherent ability to respect control input constraints. Feasibility and computation time are 
considered a key hindrance in practical MPC implementation. Feasibility in MPC is a metric 
of the efficacy of the decision variables, and can be crudely measured using the number of 
constraint violations for a particular simulation. It can also be shown by volumes of the 
polytope \  But for practical systems, it is more convenient to measure the number of
* A convex hull o f a finite set o f  points or a bounded intersection o f a finite set o f half-spaces.
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constraints violations to get a better picture of effectiveness of feasibility improvement using 
a particular algorithm. Therefore this research also aims to develop a novel algorithm called 
Steady-State Laguerre Optimal Model Predictive Control also known as SSLOMPC, which 
incorporates the set-point selection into the dynamic optimization. The general focus has 
been the development of a novel algorithm that can (i) maximize the feasible region of 
Maximum Control Admissible Set (MCAS) using Laguerre-function-based d.o.f, (ii) 
maintain a sensible limit on the implied computational load, and (iii) obtain good closed-loop 
performance (minimum overshoots, zero steady-state errors and good tracking performance). 
This research has extended existing ideas both on feasibility and set-point management. A 
standard approach involves a separate Steady-State Target Optimization (SSTO) which 
reduces the set of possibilities available to the optimizer which either increases the possibility 
of feasibility or the necessity to use longer control horizons implying substantially more 
online effort. Here it has been possible to construct a novel algorithm with a single Quadratic 
Program (QP) that maximizes feasibility. This work has incorporated all the key features of 
the SSTO into single stage algorithm, distinguishing this method from others proposed in 
literature. A major and novel contribution of this work has been to illustrate the advantages of 
MPC algorithms in terms of feasibility for systems which have rapidly changing set points 
and it is generally noted that the steady-state decision variable is a very effective parameter 
for maximizing the size of the MCAS in comparison with both the use of a control horizon 
Nc, and when perturbations are expressed in terms of Laguerre functions.
The novel MPC algorithms have been practically implemented on a quadrotor in real-time at 
SPLF for set-point tracking and Mars terminal descent phase. Their performances have been 
compared with Proportional Integral Derivative (PID) and Linear Quadratic Regulator 
(LQR). Practical results show that MPC performance is comparable to PID and LQR. The 
predictive framework ability of MPC control laws have been put to rigorous testing to respect 
output constraints for translation positions. Practical results show that PED and LQR 
controllers would have followed the references and simply violated the constraints. However, 
the MPC algorithms back away from the output constraints. These maneuvers show the 
natural ability of predictive control laws to predict the constraints and their potential use for 
missions where it is necessary that output constraints must not be violated.
1.1.1 Motivation for Precision Landing
Landing sites for past missions to Mars have for the most part been located in relatively 
benign terrain. The need to avoid extremely rocky or sloped areas was due to the inaccuracy 
of the guidance system and due to the inability of the landing system to accommodate such 
features (Vaughan et al. 1997). In the last four decades, the landing accuracy on the surface 
of Mars has improved significantly from the earlier Viking Landings to Phoenix, and 
expected to improve further to the planned landing of Mars Science Laboratory (MSL) and 
human exploration of Mars. The landing ellipse of the Vikings and MPF was roughly 300 km 
by 100 km which was reduced to 100 km by 21 km for Phoenix (Arvidson 2008; Braun et al. 
2006; Wells et al. 2006; Williams 2009 [Online]). Since all the past Mars missions were 
exploratory in nature, landing accuracy was not critical for their success. The only 
requirement was to land safely in the vicinity of the targeted landing site. Mars Science 
Laboratory (MSL) is considered next in line to land on Mars (Way et al. 2007). Its mission is 
exploratory in nature but it will have a much improved landing accuracy with a delivery of 
within 10 km of the target.
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The next generation of Mars missions will require Mars probes to perform tasks such as 
sampling extraction, analysis at scientifically interesting sites on Martian surface. Therefore it 
is imperative that precision landing accuracies of 100 m or better (Wolf et al. 2004) will be 
required. The reason for this is that as sample return mission may demand a drill at exactly 
the digging site which has already been scoured out. Similarly for future human exploration 
missions, it will be necessary to land the astronauts precisely at the pre-positioned surface 
outposts.
It is imperative that future Mars landers must be equipped with a hazard avoidance capability 
and should be able to navigate autonomously to a safe landing site. This requires an 
autonomous onboard trajectory and obstacle avoidance capabilities using hazard detection 
sensors.
1.2 Research Novelty
This research is aimed at the development of planetary precision landing indoor testbed 
facility to validate the associated planetary precision landing control laws needed for safe and 
precise landing on quadrotor at the terminal descent phase of a planetary landing. The 
uncertainty in the position is removed with the help of an indoor 3D optical position system. 
The quadrotor has the ability to emulate the dynamics of a planetary lander. Therefore the 
combination of the testbed and quadrotor can allow researchers to perform low velocity 
planetary precision landing maneuvers similar to the Mars terminal descent phase. There is a 
great need to land at scientifically interested sites. But most of these sites are surrounded by 
obstaeles and hazards. Therefore the controller used for terminal descent should be able to 
predict in advance about hazardous constraints and should generate fuel optimal trajectory so 
the maximum-minimum thrust constraints are not violated. Model Predictive Control (MPC) 
can predict in advance about future output constraints and has an inherent ability to respect 
control input constraints. Therefore MPC can be used as candidate controller to land precisely 
at scientifically interesting sites currently constrained by different hazards. However the 
major obstacle in its application is the feasibility and computation time needed by optimizer 
to generate the optimal solution at each sampling instant. Therefore this issue has been 
addressed by developing a novel yet simple predictive control framework which allows the 
real-time implementation on quadrotor helicopter at SPLF.
The following novelties have emerged in this PhD thesis.
Development of Surrey Precision Landing Facility (SPLF), which provides the ability 
to test planetary precision landing G&C algorithms for the terminal descent phase of 
the EDL for planetary bodies like Mars and Moon on quadrotor. SPLF can be 
considered as an intermediate testbed between computer simulations and expensive 
rocket-based flights and outdoor UAV helicopter based planetary precision landing 
testbeds. A quadrotor emulates the planetary lander. The presence of 3D optical 
sensors provides real-time accurate navigation data with sub millimeter accuracy, 
which removes the uncertainty in position, and thus allows the flexibility to test the 
planetary precision landing G&C laws in real-time in an indoor environment.
A novel proposition for a single stage linear MPC algorithm in a state-space 
framework has been made to improve feasibility and reduce computation time over
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optimal MPC (OMPC), Laguerre OMPC (LOMPC) and Steady-State OMPC 
(SSOMPC) by linking reference governor approach, Closed-Loop Paradigm (CLP) 
MPC, Steady-State Target Optimization (SSTO) and Laguerre functions techniques 
through an approach that is novel and has the strength of simplicity. The novel MPC 
algorithm called Steady-State Laguerre Optimal MPC (SSLOMPC) provides 
additional feasibility advantages and reduced computation time by using steady-states 
as decision variables where perturbations are expressed in terms of Laguerre functions 
for the calculation of control input.
The first ever practical implementation of SSOMPC and SSLOMPC for quadrotor 
trajectory tracking which shows equivalent tracking performance to PID and LQR. 
Unlike PID and LQR, the predictive framework of MPC (SSOMPC and SSLOMPC) 
algorithms also demonstrates the unique ability to respect output constraints such as 
translation positions.
A successful yet novel simulated and practical implementation of PID, LQR and MPC 
(SSOMPC and SSLOMPC) control laws on a quadrotor helicopter for Mars terminal 
descent phase where MPC control laws successfully demonstrate the ability to respect 
the control input and output constraints and therefore this unique feature can allow the 
spacecraft to land in tight spaces surrounded by stringent output constraints.
1.3 Literature Survey
The literature survey has been split into main seven areas of investigation for this research 
project. The first section gives a literature survey of UAVs. This section also analyses the 
selection of quadrotor as a test vehicle out of many UAVs. The second section gives an 
overview of different testbeds where 3D motion capture systems are being used to capture the 
UAV position. The third section discusses research performed on quadrotors using different 
control techniques with special emphasis on MPC. An overview of MPC research is 
discussed in the fourth section. History of past successful Mars missions with details of 
Martian EDL phase is discussed in fifth section. The sixth section discusses the different 
planetary landing testbeds designed to replicate different aspects of a planetary EDL. The 
seventh section discusses in detail the challenges in the Mars terminal descent phase, existing 
solutions in the form of different control laws used to overcome the obstacles and the role of 
MPC as a candidate controller.
1.3.1 Selection of Quadrotor as Test Vehicle
Today, a large variety of UAVs are available depending upon the mission requirements. 
Different configurations of VTOL vehicle including tail rotor helicopter, co-axial double 
rotor helicopter, tilt rotors and quadrotors have been developed. The quadrotor concept has 
obtained popularity in the previous decade because of its high payload capability and 
convenience of control. Therefore it is necessary to analyze the supremacy of quadrotor on 
other VTOL and prove that it is more capable than other VTOLs.
Significant amount of development effort is being applied to autonomous Micro Aerial 
Vehicle (MAVs) where the challenges for miniaturization, sources o f energy, autonomy.
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control and aerodynamics are tackled (Mian et al. 2008). A short set of requirements for a 
typical future MAV urban mission in future are given below.
Table 1.1: Common MAV requirements (Boudallah 2008)
Specifications Requirements
Size <15cm
Weight <100g
Range 1 to 10km
Endurance 60min
Altitude <150m
Speed 15m/s
Payload 20g
Cost $1500
Aerial vehicles are divided into two main categories. Lighter than Air (LTA) and Heavier 
then Air (HTA).
Figure 1.1 clearly shows the classification of aircrafts based on flying principle and 
propulsion mode. Similarly, Table 1.2 gives a comparison between different flying machines 
from a miniaturization point of view. One can easily conclude from the Table 1.2 that VTOL 
systems like helicopters or blimps have advantages over other vehicles of the flying family. 
This superiority is due to the unique ability for vertical, stationery and low speed 
manoeuvres. Blimps have scored high numbers because of its auto-lift capability and 
simplicity of control.
Plane
Blimp
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Glider
Bird LikeMotorized
Aircraft
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Non-motorized Motorized
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Non-motorized
Heavier Tlian Air
Figure 1.1: General Classification of Aircrafts taken from (Boudallah 2008) 
Table 1.2: Flying principles comparison (l=Bad, 3=Good) (Boudallah 2008)
Parameters Airplane Helicopter Bird Blimp
Power Cost 2 1 2 3
Control Cost 2 1 1 3
Payload olume 3 2 2 1
Manoeuvrability 2 3 3 1
Stationary Flight 1 3 2 3
Low Speed Flight 1 3 2 3
Vulnerability 2 2 3 2
VTOL 1 3 2 3
Endurance 2 1 2 3
Miniaturization 2 3 3 1
Indoor Usage 1 3 2 2
Total 19 25 24 25
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Table 1.3: VTOL Concepts comparison (l=Bad, 4=Very Good) (Boudallah 2008)
Parameters A B C D E F G H
Power Cost 2 2 2 2 1 4 3 3
Control Cost 1 1 4 2 3 3 2 1
Payload/Volnme 2 2 4 3 3 1 2 1
Manoeuvrability 4 3 2 2 3 1 3 3
Mechanics Simplicity 1 2 3 1 4 4 1 1
Low Speed Flight 4 3 4 3 4 4 2 2
High Speed Flight 2 4 1 2 3 1 3 3
Miniaturization 2 3 1 2 3 1 2 1
Survivability 1 3 3 1 1 3 2 3
Stationary Flight 4 4 4 4 4 3 1 2
Aerodynamics Complexity 1 1 1 1 4 3 1 1
Total 24 28 32 23 33 28 22 24
A=SingIe Rotor, B=Axial Rotor, C=Coaxial Rotors, D^Tandem rotors E=Quadrotor, F=BIimp, G=Bird-Like, 
H=Insect Like
A comparison of different VTOL vehieles is presented in Table 1.3. As seen in the Table 1.3 
that quadrotor and coaxial helicopter are top scorers. The coaxial configuration fits 
remarkably for several applications, but the complex swash plates, mechanical linkages is a 
major hindranee in its applications.
The merits of quadrotor such as reduced gyroscopic effects and improved stability and 
controllability are major advantages that the quadrotor concept has been revived and is being 
used as a candidate vehicle for this research.
1.3.2 Quadrotor Based Testbeds
Helicopter UAV based testbeds have been popular for implementing GNC and EDL 
algorithms by using different sensors. However the revival of the quadrotor concept has 
provided a unique opportunity to develop new quadrotor based testbeds to implement 
different control algorithms.
One of the testbeds is the Stanford Testbed of Autonomous Rotoreraft For Multi-Agent 
Control (STARMAC), which is an outdoor testbed for validating multi agent algorithms and 
control schemes (Hoffinan et al. 2007). The objectives of this setup as shown in Figure 1.2 is 
to perform multi-vehicle coordinated tests in order to validate cooperative and non­
eooperative multi-agent control algorithms in real-time and in a real, variable outdoor 
environment using GPS as a navigation tool.
27
R obostlx  A tm ega128
S e n so r le s s  
B ru sh le ss  
DC M otors
Ax! 2208/26
E lectron ic  S p eed  
C on tro llers
Castle C reations : 
P hoen ix-25
Inertial
M eas. Unit
IVIicrostrain
3D!\/-G X1
U ltrasonic
R anger B attery
Lith ium  P o lym er
Figure 1.2: Sensor suite of STARMAC Quadrotors (Hoffman et al. 2007)
The Motion Tracking Lab (MTLAB) at Aalborg University (Peterson et al. 2008) as shown in 
Figure 1.3, Multivehicle flight testbed at MIT known as the Real-Time Indoor Autonomous 
Vehicle Test Environment (RAVEN) (Valenti et al. 2006) as shown in Figure 1.4, the Grasp 
Laboratory in Penn University (Mellinger et al. 2010), ETH flying arena (Ducard et al. 2009) 
and Distributed Space Systems Lab at University of Washington (Palm 2010) are all designed 
to test and validate different control techniques on quadrotors in an indoor environment using 
3D motion tracking system. Aggressive manoeuvres, cooperative control, path following and 
multi UAV mission problems are major areas of research which make use of the above- 
mentioned testbeds.
The major areas of focus by above testbeds are in different areas of quadrotor control. There 
is no major difference between planetary precision control laws and the current control laws 
implemented in these testbeds. However, no attention has been made to implement these 
control laws on planetary precision landing scenarios on a quadrotor.
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Figure 1.3: Motion Tracking Lab general setup (Peterson et al. 2008)
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Figure 1.4;Testbed Area for Raven (Valenti et al. 2006)
1.3.3 A Survey of Research Performed on Quadrotor
Many efforts have been made to model the translational and attitude control of quadrotors 
using linear and non-linear models. Different control techniques ranging from classical 
control to optimal control have been applied (Balas 2007; BoudAllah, 2007; Hoffmann et al. 
2007; Brescini 2008; Cowling 2008; How et al. 2008; Guilherme et al., 2008; Guilherme et 
al. 2010).
MPC has been implemented in simulation on quadrotors (Guilherme et al. 2008; Cowling 
2008; Guilherme et al. 2010) and practically implemented by (Alexis et al. 2010) and (Alexis 
et al. 2011). However the authors did not discuss how the performance of their system is 
affected during constraint violations and computation time and how these two important 
factors can be improved when operating at constraints or when constraints are being violated 
due to large disturbances.
A switching Model Predictive Control (SMPC) strategy for the attitude/translational control 
of a quadrotor was presented by ( Alexis et al. 2011). The developed system was able to 
perform accurately controlled indoor flights by the utilization of IMU/S onar/Optical Flow 
data fusion system. The novelty of the proposed approach was related with the SMPC 
strategy and the quadrotor’s dynamics Piece Wise Affine (PWA) modelling. The overall 
scheme was experimentally tested in a quadrotor prototype. The overall control scheme 
managed to effectively hold the quadrotor’s position in a circle of radius generally less than 
0.3 m at a height of 1.5 m. The errors along x and y-axes were 0.15 m and 0.05 m 
respectively. However, this research does not address the quadrotor’s ability to track a rapidly 
changing set point and the issues related to feasibility and computation time when constraints 
are violated or operating at the constraints.
1.3.4 An Overview of Model Predictive Control Research
A steady growth in the use of computers for advanced control techniques and processes has 
been observed in the last two decades. With over 2000 industrial installations, MPC is 
currently the most widely implemented advanced process control technology for process 
plants (Badgwell et al. 1997; Rawling 2000; Qin et al. 2003). The idea of MPC was proposed 
long before MPC came to the forefront (Ratal 1968). Therefore MPC was implemented in
industry under various guises and names long before a thorough understanding of its 
theoretical properties was available. The academic world showed its interest in MPC after the 
two workshops organized by Shell (Prett et al. 1987; Prett et al. 1990). The first formulation 
of MPC was the Model Algorithmic Control (MAC) technique (Richalet 1976), implemented 
in the Identification and Command (IDCOM) software tool and later termed Model 
Predictive Heuristic Control (MPHC). This algorithm was based on linear discrete time 
impulse response models, a quadratic cost function and input/output constraints. Dynamic 
Matrix Control (DMC) is similar to MAC where the dynamic matrix is the matrix relation 
between an arbitrary input and output trajectory. DMC made use of step response models 
instead of impulse response models as used by MAC. An important development was to 
recognize the similarities of the different variants and pose them in a general mathematical 
structure. This was achieved by (Clarke et al. 1987) which suggested a Generalized 
Predictive Control (GPC) algorithm. GPC can cater for non-minimum phase plants, dead­
time, unstable open loop systems and provides integral action through a disturbance model. 
The GPC algorithms can be considered as standard predictive control. The main advantage of 
GPC over optimal control is the consideration of input/output constraints. The main weakness 
is the finite horizon that can lead to a mismatch between predicted and actual plant evolution 
with no a priori stability guarantee. The modem dual mode MPC framework relies on infinite 
prediction horizons and provides prior stability guarantees.
MPC optimizes the predicted behavior subject to constraints being satisfied by the 
predictions, and so is suitable for quadrotor control provided that there is enough time 
between samples to solve the optimization problem. Infeasibility implies that the optimizer in 
the MPC algorithm for the current state subject to constraints cannot find a solution that 
satisfies current and future constraints. An important trade-off in linear predictive control is 
between feasibility and performance. Dual-mode MPC can effectively have an infinite 
horizon and if it is tuned to give high performance, then it will have a relatively small feasible 
region (Rossiter et al. 2010) unless a very large numbers of degrees of freedom (d.o.f) are 
used. Similarly a strategy to have good feasibility is to detune the controller gain yet this will 
make the tracking performance poor. Generalized Predictive Control (Clarke et al. 1987) or 
DMC (Cutler and Ramaker 1980) employs a detuned terminal mode with closed-loop time 
constants similar to open loop. However there are processes where systems with poor open- 
loop dynamics and state or output constraints make the GPC/DMC in-effective. A control 
horizon of one may produce closed loop behavior close to the unsatisfactory open loop 
behavior. Also state constraints may severely restrict the operating region thus having a 
strong influence on the outcome of optimization. GPC/DMC lacks a general stability 
guarantee especially during constraint handling. The basic issues of maximizing the feasible 
region of the Maximum Control Admissible Set (MCAS), maintaining a sensible limit on the 
implied computational load and obtaining good closed loop performance proposed have been 
outlined in Rossiter et al. (2010). The authors have based MPC on dual-mode algorithm and 
have investigated the potential of changing the performance of three main tuning parameters 
(i) The terminal mode control law, (ii) the cost fonction and (iii) the definition of d.o.f during 
transients. The authors have shown that the use of Laguerre functions can obtain significant 
feasibility improvements over standard MPC algorithms without performance loss. However 
the authors did not investigate Laguerre Optimal MPC (LOMPC) combined with other 
techniques for improving feasibility such as those using the steady-state as a decision variable 
(Limon et al. 2005 and Shead 2008), and the effect on feasibility and performance for 
practical systems such as a quadrotor. Also, the impact of rapidly changing set points on 
feasibility, tracking performance and computation time with Laguerre functions being used as 
the Degree of Freedom has not been explored.
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Dual-mode MPC is best implemented using the closed-loop paradigm for good numerical 
conditioning and more accurate predictions with uncertainty present. Referred to as Optimal 
MFC (OMPC), it consists of a stabilizing optimal controller with perturbations superimposed 
to ensure membership of an invariant set. If the invariant set is the MCAS, the domain of 
attraction of the closed-loop controller, then membership implies satisfaction of transient and 
terminal set constraints. However there is still a room for improvement in terms of feasibility 
and computation time.
1.3.5 History of Past Martian Landings
The United States has played a vital role in robotic Martian exploration. In order to increase 
the landed mass capability while improving landing accuracy to lO’s of km, new technologies 
and guidance laws are needed to break the technological barrier imposed by Viking era 
technology. The missions slated for this decade such as the Astrobiology Field Laboratory 
require double of the mass as well as better technology to land safely and precisely at the 
scientifically interesting sites.
The USSR performed the first Mars landing attempt in late 1971 (Mars 2). However it was a 
failure therefore a second attempt (Mars 3) resulted in successful landing and was able to 
transmit for 20 seconds from the surface before permanently becoming silent.
The United States entered into the Martian Space race in 1976 with the dual landing of 
Viking 1 and Viking 2. The technology used in these missions became a backbone for all 
future Mars missions for decades to come. The Viking missions of 1976 were largely 
influenced by the design of lunar Landers (Lunar Surveyor and Apollo) and were not 
constrained by today’s relatively low budgets. The landing sites for Martian landers are 
shown in Figure 1.5. It can be seen that all the landing sites were located at high altitudes. 
The landing sites for future Mars missions will be located in craters at relatively low 
altitudes. Therefore advanced pinpoint landing technologies will be needed to guarantee 
precision landing.
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Figure 1.5: Mars elevation area distribution. The EDL elevation capability of past successful missions and 
that proposed for the Mars Science Laboratory is denoted (Braun et al. 2006)
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Viking’s low mass design ehoiee was to use landing legs with small clearance for rocks. 
Radar altimetry and Doppler radar were used to detect horizontal velocity. The choices of 
vertical descent characteristics were made by the assumption that the landing site was 
relatively flat and rock-free. However the mission controllers and designers were surprised to 
see the rock ‘Big Joe’ in close proximity of the Viking 1 landing site (see Fig. 1.6).
Figure 1.6: Big Joe at the Viking 1 landing site (Braun et al. 2006)
The Big Joe was approximately 2 m long and 1 m high and was located approximately 8 m 
from the Viking 1 landing site.
In 1997, the Mars Path Finder (MPF) though a failure, adapted entry and descent technology 
from Viking and merged it with deceptively simple terminal landing architecture employed 
by Soviets in 1971.
The Mars Exploration Rover (MER) used new horizontal control system and small solid 
rocket motors in the back shell. The use of descent imagery for horizontal velocity estimation 
was added to ensure sufficient EDL system reliability.
The Phoenix Mission, driven by the needs for cost savings, was based on the design of Mars 
Polar Lander. Instead of expensive throttled engines, off-pulsed engines at high duty cycles 
were used. On May 25, 2008, the Mars Phoenix Lander successfully landed at Green Valley 
of Mars. The landing occurred 21 km away from the predicted landing site. The scientific 
objective was to search for habitable regions on Mars (Braun et al. 2006; Williams 2009 
[Online]).
Recently NASA began an historic voyage to Mars with the successful launch of MSL on 26* 
November 2011 which carries a car sized rover called Curiosity. The spacecraft is expected to 
land on Mars’ Gale Crater on Aug. 6,2012.
1.3.5.1 Mars Landing Phases
There is a significant risk and uncertainty involved in the EDL phase of Mars lander 
missions. To improve safety and robustness, the development of robust and effective GNC 
algorithms as well as reliable hardware and sensors systems is required. The EDL system 
consists of three phases, namely hypersonic entry phase with a heat shield to slow the entry 
vehicle. It is followed by a parachute phase, then a final descent phase either with airbags (as 
with MER and MPF) or powered descent (Viking, Phoenix and soon Mars Science 
Laboratory) (Braun et al. 2006; Wells et al. 2006; Williams 2009 [2009]).
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1.3.5.2 Hypersonic Phase
The hypersonic entry phase starts at atmospheric entry interface and ends at the deployment 
of parachutes. In this phase, the aero shell is used to generate the lift, which therefore 
increases the parachute deployment altitude. This phase starts at an altitude of 125 km where 
the atmospheric drag becomes a significant force in determining the trajectory of the vehicle 
until the parachute deployment. The vehicle enters into the Martian atmosphere with a 
velocity between 5.5 km/s and 8 km/s depending on the mission. The Flight Path Angle 
(FPA) is defined as the angle between the velocity vector and the local horizon. Its value at 
the entry is very critical. If the FPA is too steep, it will cause the maximum deceleration to be 
too high and can affect the structural integrity of the vehicle. However if the FPA is too 
shallow, then the velocity might be too high for the vehicle to be captured by the atmosphere 
causing it bounce out of the atmosphere. Since the Martian atmosphere is thin, therefore 
active guidance is required at this phase. The position velocity knowledge is updated via the 
Inertial Measurement Unit (IMU) which triggers the deployment of parachute when the 
deployment conditions are met.
1.3.5.3 Parachute Phase
The parachute starts with the deployment of the parachute and ends at the ignition of the 
descent engines. The position and velocity of the spacecraft is maintained by IMU until the 
heat shield is jettisoned which exposes the radar altimeter/velocimeter and descent imager. 
The descent imager begins collecting observations which are processed onboard to improve 
position/velocity knowledge and to determine when to ignite the engines.
1.3.5.4 Powered Descent Phase
It is imperative that once the parachutes are separated, the horizontal component of the 
velocity is removed following which the lander enters a vertical descent phase at a designated 
altitude.
It has been demonstrated by (Wolf et al. 2004) that an efficient landing accuracy can be 
achieved during the atmospheric entry by guiding and controlling the vehicle trajectory in 
order to eliminate the accumulated errors caused at entry and hypersonic phase.
The Powered Descent Guidance (PDG) of Mars EDL is a short-duration event requiring 
guidance algorithms that provide valid solutions in a minimal amount of time. The PDG 
algorithms must minimize landing error while simultaneously satisfying the governing 
physics and the physical state and control constraints that affect the landing vehicle 
performance.
The close proximity of Mars lander enables the onboard sensors to look at the topological 
features of the landing site. The surface is examined for obstacles and slopes of the terrain 
and it is determined onboard whether the originally planned landing site is safe or not. An 
alternative landing site selection takes place in case of unsafe landing site and lander has to 
be guided to the new landing site. This maneuver takes place at an altitude of 250 m to 1km 
and the new target is within the neighborhood of the nominal trajectory to the original 
landing point.
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Onboard sensors such as a radar altimeter, descent imager and IMU supply data about the 
motion of the planetary lander to control algorithms which determine the propulsive control 
action required just prior to a safe and precise touchdown.
One of the major design constraints for propulsive descent landers (where the descent engines 
must fire very close to the ground) is to spend a minimum time in the vicinity of the surface. 
These constraints are meant to prevent creating hazardous pits in the surface and throwing 
rocks and dirt on top of the delivered payloads. This minimum time descent is accomplished 
by descending as fast as the structural limits of the lander may allow.
1.3.6 Planetary Precision Landing Testbeds
In order to land safely in hazardous terrains, it is imperative that new capabilities must be 
developed. Once the new technology is accepted by a space science mission, its performance 
must be validated in a relevant environment and validated through simulations and real-world 
field tests in real-time.
The idea of emulating the dynamics of a planetary lander of spacecraft on another dynamical 
system is not new. It has been implemented on helicopters in an outdoor environment where 
experimental conditions are difficult to control (Philippe 2008 [Online]; Saripali et al. 2002; 
Montgomery et al. 2006).
Testing of terrain relative navigation technologies for planetary landing requires field-testing 
to achieve realistic descent dynamics, appropriate altitude and sensing of planetary terrain 
like Mars to land in a hazard fi-ee landing spot. Therefore landing hazard detection, for 
example, using a scanning LIDAR which can operate at high vertical velocities, is of high 
priority during the EDL sequence. A rocket sled has been used to simulate landing to test 
such a LIDAR (Johnson et al. 2002).
A manned helicopter platform was used to fly the MER Descent Image Motion Estimation 
System (MER-DIMES) over three different Mars-like terrains to prove the repetitive 
performance. The MERS-DIMES is used to estimate the velocity during descent towards 
Mars (Johnson et al. 2005).
High altitude parachute drop tests were used to collect imagery at very high altitude 
(Montgomery et al. 2006).
A planetary lander emulator using the six d.o.f model has been developed by (Saripali et al. 
2002). Its purpose is to emulate spaceeraft landing dynamics. The controller accepts the 
thruster’s inputs like those on a spacecraft and converts them into appropriate helicopter stick 
controls such that the resulting trajectory of the helicopter is close to the trajectory that would 
have been achieved by simply providing the same thruster inputs to the spacecraft. This 
approach relies on a simplified model of the spacecraft and helicopter dynamics.
The JPL Gantry Testbed (GT) allows intermediate testing of algorithms prior to testing on the 
AHT on a 5DOE testbed. It can be commanded to move to absolute x, y, z  positions, pan and 
tilt angles. It provides a hardware-in-the-loop platform for collecting data above a simulated 
planetary surface useful for validating algorithms in a controlled environment. The GT
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provides a more controlled environment with excellent repeatability of in ‘flight’ trajectories 
at the expense of reduced kinematics and dynamic motion.
The Autonomous Helicopter Testbed (AHT) was developed in 2001 to support, test and 
experimentally validate the development of new technologies needed for future space 
missions. The development of image based hazard avoidance technologies needed for future 
planetary landing technology has been the focus of this testbed.
AHT provides a low-cost, logistically simple platform that allows repeatable testing in a safe 
fashion. It enables closed-loop pointing and landing using real terrain at mission level 
horizontal velocities in the EDL domain. It cannot achieve mission relevant descent speeds 
and altitudes, though the AHT flies like a helicopter, but its purpose is to emulate spacecraft 
landing dynamics. The controller accepts the thruster’s inputs like those on a spacecraft and 
converts them into appropriate helicopter stick controls such that the resulting trajectory of 
the helicopter is close to the trajeetory that would have been achieved by simply providing 
the same thruster inputs to the spacecraft. This approach relies on a simplified model of the 
spacecraft and helicopter dynamics. Saripali (2002) has already proven that this approach is 
feasible with tracking errors of 5 m distance between the desired and actual points along the 
trajectory (Montgomery et al. 2006).
The JPL AHT is based upon the Bergen Industrial Twin, a twin-cylinder, gas powered radio- 
controlled (RC) model helicopter. It has an average flight time of 15-20 min depending upon 
the payload mass and flight profiles. It has five control inputs; main rotor lateral and 
longitudinal eyclie pitch, tail rotor pitch, main rotor collective pitch and engine throttle. The 
first three inputs control the roll, pitch and yaw respectively while the last two control its 
thrust. It can be flown by human safety pilot and completely autonomously by via AHT’s 
onboard avionics and algorithms. The onboard avionics consist of a PC/104 based computer 
stack and numerous sensors all powered by laptop batteries.
There are two layers of algorithms for AHT. The first one gives the AHT basic state 
estimation and control capabilities whereas the second ones are those related to the planetary 
exploration technologies being developed and tested.
Besides testing of navigation, the future proposed tasks will be replacing the current control 
system with its PI and PD loops and hand tuned gains with model based nonlinear controllers. 
The goal is to make an autonomous platform that can be controlled in a larger flight 
envelope.
The European Space Agency (ESA) has employed a suite of simulation tools and has 
established a ground test facility for performance validation and verification of autonomous 
safe precision landing GNC systems consisting of software based Entry and Guidance 
Landing Environment (EAGLE) for EDL system design, analysis and tradeoffs. A key 
feature of EAGLE is the ability to model relative-terrain sensor response, and to synthesize 
images for onboard vision based control algorithms. It is made possible by Planet and 
Asteroid Natural Scene Generation Utility (PANGU), a software tool for simulating and 
visualizing the surfaces of various planetary bodies. Planetary Landing GNC Test Facility 
(PLGTF) consists of a outdoor flying testbed (unmanned helicopter) and a ground station 
designed for both Mars and Moon powered descents. This testbed is designed to 
accommodate, manage and test GNC techniques and technologies to be implemented onboard 
future planetary landers. The helicopter known as Schiebel Camcopter S-100 is equipped
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with a flight control system and all the avionics necessary to fly the helicopter in autonomous 
mode, remote control mode and safe mode. The sensor suite consists of an IMU, a GPS 
receiver, accelerometers and temperature sensors. ESA’s PLGTF is considered first in the 
elass of outdoor test facilities in terms of completeness, flexibility, and capability with the 
purpose of testing and validating navigation and guidanee technologies by emulating the 
dynamics of a lander for the reproduetion of the powered descent phase of Moon and Mars. 
The test field used for the flight acceptanee tests was useful for end-to-end checks of PLGTF 
with the GNC experiment and also for testing the dynamic performance but not for extensive 
flight tests which needed a greater flying envelope as the clearanee given by the local 
authorities was not adequate for this purpose. PLGTF was able to test these technologies in a 
meaningful dynamic environment in real time because of the capability of reproducing pure 
vertical descents for Mars scenarios and 20 degree sloped descent for the Moon ones. The 
acceptance flight tests were performed in April 2011. Both Mars and Moon trajectories were 
successfully flown although the airspace was constrained by the local authorities, which 
limited the maximum altitude at 220 m above ground level, consequently the maximum 
reaehable velocities were also limited. Aeeeptable results were obtained for both Mars and 
Moon trajectories. However, no comment has been made about the tracking errors or the 
controller’s performanee. The role of the predictive control fi*amework to overcome control 
input and output constraints and its effect on performance was also not considered (Guizzo et 
al. 2007; Guizzo et al. 2011 and Philippe 2008 [Online]).
NASA has developed a robotic lander testbed which provides demonstration of different 
capabilities related to the critical terminal descent and landing for airless body missions. This 
testbed allows evaluation of flight like components of hardware and software in a real 
integrated system. The Warm Gas Test Article (WGTA) provides a platform to test GNC 
algorithms, sensors, avionics, software, landing legs to support autonomously controlled 
terminal descent landings on airless bodies where aero-braking and parachutes are not 
applicable. It has approximately 1 min of flight time and descends from 30 m to support 
complex algorithm testing. It emulates pulse or throttle systems and also provides testing of 
hazard avoidance or precision landing algorithms. Cold Gas Test Article (CGTA) served as a 
precursor to the WGTA and provides a platform for algorithm development and testing, short 
duration (10 s) flights and autonomously controlled descent (Lee 2011 [Online]). This testbed 
requires significant fuel with limited test duration. Operational, safety and infrastructure 
requirements increases testing cost.
A first in kind propulsive lunar lander testbed designed for long-duration testing has been 
presented by (Shankar et al. 2011). The hardware and software on this platform are expected 
to exhibit dynamics that closely approximate those of real lunar landers and are exhibited to 
operate stably and indefinitely. The platform requires minimal infrastructure and is low cost 
to operate. However this platform lacks six degree of freedom experimentation. It also lacks 
the capability to sense position relative to features on the lunar surface. The onboard control 
system has not been tuned to optimize various parameters such as fuel use, overshoot, and 
other important control performances.
Masten’s GNC control software controls Vertical Takeoff Vertical Landing (VTVL) through 
thrust vector control, engine throttling, and roll control thrusters in an indoor environment. 
Mastens’s GNC system performs dynamic control of a throttleable rocket platform to hover 
in plaee, translate, and follow complex trajectories with repeatability of landings within 
centimeters of target points after significant translation. This platform provides the ability to 
fly both Lunar and Martian landing profiles combined with flexible levels of GNC
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integration. This platform provides an ability to test sensors and software necessary for 
permanent Lunar outposts and Martian exploration (David 2011 [Online]). Operational and 
infrastructure requirements increase testing cost.
The Landing Dynamic Test Facility (LDTF) sponsored by CSA came into existence in April 
2007 at NGC’s Laboratory in Sherbrooke, Canada. The basic aim of LDTF was to bridge the 
gap between computer simulations and expensive helicopter or rocket-based flights. The 
main feature of LDTF is a KUKAKR 30-3 industrial robot on a 15 m linear axis fully 
operated by a real-time computer station. The computer station is designed to produce spatial 
and time-scaled landing tests which are representative of Mars and Moon missions. It 
produces the last phase of a planetary landing scenario in a controlled environment and with 
high repeatability. The predictive control framework has not been tested for Mars and Moon 
terminal deseent scenarios (NGC’s Lab 2011 [Online]).
The planetary landing testbeds discussed above are mostly outside based, require large 
infrastructure and costly to operate.
1.3.7 Guidance and Control Survey for Mars Terminal Descent
Much of the work in improving the planetary landing based landing accuracy has so far 
focused on advancing the navigation teehnologies to have more precise measurement of the 
position and velocity of the spacecraft (Brand et al.2004; Schmitz et al. 2008). The actively 
guided hypersonie entry through modulating the lift vector on Mars Surface Lander (Carman 
et al. 1998; Powell et al. 1998; Shen et al. 2008) as well as the Smart Chute technique 
(Lockwood et al. 2001; Way et al. 2007) also play very significant role in reducing the 
landing error ellipse size.
The Viking lander powered deseent has been discussed in detail by (frigoldby 1978). The 
control logic block is composed of proportional controllers. The Viking architecture has been 
a backbone for subsequent Mars missions, and the Viking EDL architecture is now 
considered to be a great obstacle to having more precise landings.
The Powered Deseent Guidance (PDG) is challenging because it must be guaranteed that any 
feasible solution should obey hard constraints, including minimum and maximum thrust 
magnitudes. Also it must be guaranteed that feasible solution exists and is found in a matter 
of seconds. Any delay in calculating the feasible solution can lead to a crash.
The guidance commands based on the position sensor and on pre-designed guidance laws are 
produced by the Guidance Law block. These guidance commands are then used for creating 
Landing Control Logic. Depending upon the spacecraft configuration, the landing thrusters 
may require appropriate thrust direction. Therefore the Attitude Control Logic should be 
created by coupling the guidance law with the attitude information provided by attitude 
sensors. Most of the propellant is consumed in the Powered Descent Phase. The basic 
purpose of the PDG laws is to find a propellant-optimal trajectory that transfers the lander 
from any given initial state at engine ignition to a desired terminal state without violating 
propellant limits or any state and control constraint in a gravitational field (Acikmese et al. 
2007). Usually the polynomial guidance profiles are parameterized and tailored to obey the 
state and control constraints around the operating regions. Now this technique works for 
small deviations but can cause problems for large deviations as the polynomial guidance 
profiles cannot guarantee state and control constraints (Carson et al. 2011). The polynomial
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guidance for landing maneuvers despite having adequate fuel has no means of ensuring that 
guidance profiles satisfy the thrust constraints and the position constraints to avoid impacting 
the surface. The consideration of constraints for the guidance solution results in the guidance 
algorithm trading fuel and flight time to satisfy the constraints but also to achieve the overall 
objective of either minimum-fuel pinpoint landing or minimum-landing error precision 
landing (Carson et al. 2011).
A great deal of prior work has been developed to approximate solutions to the powered 
descent guidance, for example, by (Acikmese 2007; Meditch 1964; Kulmpp 1974; Topcu 
2005; Sostaric and Rea 2005; Steinfeldt 2008).
The convex optimization approach has extended the convex optimization to handle the case 
when no feasible trajeetory to the target exists (Blackmore et al. 2010; Acikmese et al. 2007). 
Normally the non-convex constraints like nonlinear system dynamies and the thrust 
constraints respectively are a major hindrance in posing the minimum-landing-error problem 
as a convex optimization problem. The thrust eonstraints are non-convex because of a 
minimum-thrust-magnitude constraint, which arises because once started the thrusters cannot 
be throttled below a eertain level. Lossless eonvexication has been used to overeome this 
issue (Blackmore et al. 2010). It has been shown that the fuel optimal throttle is of maximum- 
minimum-maximum structure, given that the engine throttle is bounded between two non­
zero levels (Topcu et al. 2007). The minimum engine throttle cannot be zero once the engine 
is turned ON. The maximum-minimum-maximum throttle profile is an open loop strategy. In 
the presence of disturbances, the open-loop strategy leads to large position errors at the final 
time. In praetiee, an optimal feedback control law is used to track the nominal trajectory 
(Shen et al. 2010).
Design of fuel efficient optimal trajectories has been a subject in its own. Also the open loop 
throttle rides on the bounds in the nominal solution. The closed loop throttle is highly likely 
to exceed the bounds. To overcome this issue, it has been proposed to design the nominal 
control and the feedback law in synergy, the basis of Desensitized Optimal Control (DOC) 
strategy (Kumar et al. 1996). The DOC tries to reduce the sensitivity of a physical quantity 
with respect to uncertainties and perturbations along the trajectory in addition to optimizing 
the original performance index. DOC does this by guiding the lander closely to the nominal 
trajectory through the linear feedback mechanism. In DOC, the sensitivity reduction and the 
original performance index are two conflicting objectives. A constrained nominal optimal 
fuel trajectory is presented to have the nominal control and the feedback law designed in 
synergy to have the both aspects of the design work together to achieve the common goal 
which is the virtue of the DOC strategy (Shen et al. 2010). This work has only been limited to 
simulation. In typical DOC, the feedback gains are determined by the user prior to 
optimization or can be treated as fixed or time varying parameters that can be optimized 
along with the nominal trajeetory. A set of constant gains does not work well for whole 
domain for which the problem is defined. An LQR technique only in simulation has been 
used to design the feedback law to minimize the tracking performance and the amount of 
control effort (Shen et al. 2010). The issue of the closed-loop control exceeding the 
prescribed bounds or input eonstraints is addressed by a user-defined multiplicative factor 
applied to the feedback gain to discourage the nominal control from approaching the bounds 
too closely. The multiplicative factor becomes zero as the nominal eontrol rides the bounds 
and thus effectively eliminates the sensitivity reduetion effect of the feedback law. However 
the author did not diseuss the inelusion of output constraints and the practieal implementation 
of an LQR controller. The eonstraints associated with the terminal descent problem has been
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discussed and has described that this can either be handled through penalty methods that 
penalize the deviations from the eonstraints or alternatively, by adjoining them to the 
objective function (Steinfeldt et al. 2008). However the outputs constraints and practical 
implementation of the valid control laws have not been discussed.
1.4 Conclusions
The literature survey section details the current trends in the field of quadrotor control, linear 
model predictive eontrol, planetary landing testbeds and guidance and control techniques 
used for the terminal descent phase of Martian landing.
Development of advanced control techniques for quadrotors has become a very popular trend 
in the control community. The presence of an advaneed motion capture system like Vicon or 
Qualisys has allowed a rapid growth of advanced guidance and control techniques for 
quadrotors. The real-time practical use of Model Predietive Control (MPC) for quadrotor 
control is only in its infancy. There is a gap in the field of quadrotor control, which can be 
filled with linear MPC control techniques to perform trajeetory traeking maneuvers. The 
issue of dealing with input and output eonstraints for rapidly changing set points requires a 
need to implement a predictive control architecture which should be recursively feasible, 
computationally efficient and should handle input/output constraints.
The literature survey for linear MPC control techniques shows current trends and has shown 
that the impact of rapidly changing set points on feasibility, traeking performanee and 
computation time with Laguerre functions (Orthonormal basis functions) being used as the 
Degree of Freedom has not been explored. The simulated and practical implementation of the 
above proposed predietive control architecture on a quadrotor has also not been investigated, 
clearly indicating gap in linear MPC eontrol techniques and quadrotor eontrol teehniques.
It has been observed that the current UAV based planetary landing testbed faeilities are 
outdoor based. Although they provide the flexibility to experiment on familiar terrains, the 
atmospheric conditions, safety and cost becomes a major hindrance in testing EDL based 
GNC teehnologies on UAV based helicopters. Therefore there is a clear gap in literature and 
a great need to develop a testbed which should remove uncertainty in position and allow the 
researehers to foeus on the development of control algorithms. The development of the 
indoor facility SPLF provides the flexibility and ability to test and develop planetary landing 
based Guidance and Control teehniques on a UAV quadrotor helicopter. The presence of 
indoor Qualisys based sensors provides aecurate navigation data. Therefore this facility 
allows the researchers the opportunity to develop guidance and control techniques without 
worrying about the issue of navigation. This concept has never been used in the context of 
simulating planetary landing before and has never been implemented for testing the guidance 
and eontrol laws for planetary landers on quadrotors.
In order to achieve pinpoint landing capabilities, there is a great need for the development of 
a novel yet simple control algorithm that must track the optimal fuel pinpoint landing 
trajeetory and should guarantee satisfaction of the state and control input constraints. Since 
the trajectory is known, then the algorithm must be able to predict in advance the potential 
hazards indicated by state/output constraints. Since this control algorithm has to be run 
onboard, it must be numerically efficient and must guarantee finding optimal feasible 
solutions given limited time and computational resources. Additionally the control constraints 
must be applied to ensure that physieal thrust limitations are not exceeded. Once the powered
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descent engines are ignited, a typieal landing thrusters used for landing cannot be throttled 
fully off. Therefore the control algorithm must account for both a maximum and a minimum 
thrust bound in the computation of valid thrust profiles. The aforementioned state and control 
constraints should be ineorporated in an optimization algorithm whose solution is basieally a 
feasible control input that would guide the spacecraft to follow a nominal trajectory.
Most of the research in space community is focused on developing fuel optimal guidance 
techniques designed to in the corporate input/output constraints. Most of the control research 
is aimed at overcoming the thrust eonstraints. There is no evidence that MPC has been used 
for Mars terminal descent based landing. The MPC framework ensures that it optimizes the 
predicted behavior subject to constraints being satisfied by the predictions. It can be proposed 
that MPC can be used to solve the constraints issue whereas the guidance algorithm can only 
focus on the minimum-fuel or minimum-landing error precision landing problem, thus 
improving the performance for the guidance.
Similarly there is a clear gap in the area o f control for precision landing and emulation of 
spacecraft dynamics on quadrotors, emulating the behavior of spacecraft by using an indoor 
motion capture system for measuring position. The research on quadrotors is mainly focused 
on trajectory tracking and attitude eontrol. Proper work on autonomous planetary precision 
landing control for a planetary landing based testbed framework that includes a quadrotor 
helicopter has not been done. Similarly there is no evidence that a combination of MPC and a 
quadrotor has been ever used to emulate terminal descent phase of a Mars lander.
Therefore this research is aimed at filling the above mentioned gaps in literature by 
developing a planetary landing testbed using quadrotor as a main UAV vehicle. This testbed 
uses 3D optical camera system to eliminate the uncertainty in the position, thus allowing the 
researchers to focus on the development of planetary precision landing algorithms. A novel 
linear MPC algorithm has also been developed to improve feasibility and computation time 
issues by replacing perturbations in terms of Laguerre functions and uses steady-states as a 
decision variable. The novel MPC has been practically implemented for quadrotor eontrol 
and its tracking performance has been compared with PID and LQR control techniques for 
Mars terminal descent phase.
The layout of this thesis is discussed. Chapter 2 discusses the fundamentals of the quadrotors, 
its modeling and simulated implementation of PID and LQR control techniques. Chapter 3 
discusses the predictive control architecture. The chapter 4 discusses the steps and techniques 
to develop a novel predictive control law. The novel control technique is compared with 
currently existing linear MPC control techniques by implementing it in simulation initially on 
a two state model and then on a quadrotor helicopter. Chapter 5 discusses the steps and stages 
to develop the novel testbed in planetary lander domain testbeds. Chapter 6 is aimed at 
implementing the Mars terminal descent phase on a quadrotor helicopter initially in 
simulation and then experimentally. PID, LQR and MPC control laws have been used to 
implement this scenario and their tracking performances are compared. Chapter 7 concludes 
the thesis.
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Chapter 2 
Fundamentals of Aerospace Vehicle Kinematics, 
Dynamics and Quadrotors
This chapter describes the basic concepts of the motion and representation of a quadrotor 
helicopter in three-dimensional space. The Newton-Euler formulations have been adopted in 
this work because of their simplicity and versatility (Breseini 2008). The layout o f this 
chapter is as follows. The fundamentals of modeling are described in section 2.1. The 
representation of a UAV in three dimensional space is discussed in 2.2. Basics of attitude and 
translation motion are discussed in 2.3. Introduction to quadrotors is detailed in 2.4. The 
principle of quadrotor operation is detailed in 2.5. Quadrotor modeling strategy is discussed 
in 2.6. The X3D model structure is also discussed in this section. Model linearization 
teehniques needed to derive the state-space model is discussed in 2.7. The basics of PID and 
LQR theory and closed loop implementation using PID and LQR controllers with simulation 
results are discussed in 2.8 and 2.9 respectively. The chapter concludes with chapter 
summary in 2.10.
2.1 Modeling
The UAV model can be evaluated according to Kinematics and Dynamics. Kinematics is the 
branch of mechanics which studies the motion of a body or a system of bodies without 
considerarion of the forces and torques acting upon it. Dynamics is the branch of mechanics 
which studies the effect of forces and torques on the motion of a body or number of bodies. 
Usually the Newton-Euler Formulation is adopted to study the effect of forces and torques 
(Brescini 2008).
Modelling of flight dynamics consists of idealization, selection of reference coordinate 
systems and derivation of relevent equations of motion which are consistant with the 
idealization (Kondak et al. 2007). In idealization, necessary simplyfying assumptions are 
made for studying the relevant dynamics. In considering translational motion, it is often 
sufficient to ignore the size and mass distribution and consider the vehicle as a point mass. 
This is called Particle Idealization. The advantage of this process is that the distinct ways in 
which the vehicle can move i.e., its degrees of freedom are reduced only to three. At the same 
time, we treat the body as a rigid body when considering its rotational motion, thus reducing 
the degrees of freedom from infinite ( for a flexible body) to only six.
Once the degrees of freedom are known, the next logical step is the selection of a set of 
motion variables. Normally two variables are selected for each degree of freedom. After this 
a reference frame is selected for expressing the equations of motion. For low altitude flights 
such as that of an airplane or UAV in an indoor or outdoor environment, a flat, non-rotating 
planet idealization with reference frame fixed to the planet’s surface is used (Kondak et al. 
2007). This type of frame is called the Inertial Frame. The motion variables are expressed in 
Cartesian coordinates. The rotational motion is generally described in the coordinate frame 
fixed at the center of mass of the body. This body based frame is called Body Frame. Figure
2.1 shows the open loop six degree of freedom model for an ideal body which can be any 
aerospace vehicle. Direction Cosine Matrix (DCM) is used to relate inertial frame with body 
frame.
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Figure 2.1: Ideal Six Degree of Freedom Body Diagram (Zipfel 2007)
2.2 Frames of Reference
It is necessary to represent the position of body in three dimensional spaces in frames. There 
are two frames of reference.
2.2.1 The Inertial Reference Frame
The origin of the inertial reference frame also known as earth (e) frame whose
origin is the centre of earth. This particular frame is used to calculate the position of the body. 
This is the frame in which Newton’s laws are valid (Tewari 2004). The Earth frame is chosen 
as the z points upwards respect to the Earth with o as its origin. This frame is used to define
the linear position ^ and angular position^. The equation given below describes the 
positions of body in inertial frame.
Pe =[^ = K (2.1)
Where Xe, ye, Zg are linear positions along x, y, z  axes in the inertial frame. A lso^,^, (y are 
roll, pitch and yaw angles along x, y, z  axes respectively.
2.2.2 The Body Frame
The second set of coordinates {O, Xb, yt, zt) is referred to as a body frame. The origin of this 
frame is placed at the UAV’s centre of mass. This frame is considered to be in the UAV’s 
body and is used to determine the spacecraft’s orientation with respect to the other frame i.e.
inertial frame. The linear v e l o c i t y t h e  angular velocity©^, the Forces and the 
torques are usually expressed in body frame. The equations of motion are more conveniently 
formulated in the body because of the following reasons (Brescini 2008).
• The inertia matrix is time invariant.
• Body symmetry can be taken advantage of to simplify the equations.
• Measurements taken onboard are easily converted to the body-fixed frame.
• Control forces are usually given in the body frame.
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• The origin of body fixed fi*ame is coincident with the centre of mass.
• The axes of the body fi*ame coincides with the principal moments of inertia. As a
result the inertia matrix is diagonal and body equations become easier.
The equation for linear and angular velocities in body frame is given as below.
=\u  V w  p  q r Y  (2 .2 )
Here u, v, w are body linear velocities along x, y, z  axes and p, q, r are body angular rates
along X, y, z  axes respectively.
2.3 Translation and Attitude Dynamics
The motion of UAV can be treated as the combination of two motions, translational motion 
of the centre of mass of the body and the rotation of the body around its centre of mass.
2.3.1 Attitude Dynamics
By attitude we mean that UAV can change its orientation in space around 3 body axes 
namely x, y  and z respectively as shown in Figure 2.2.
M = [/]<x (2.3)
«  = —  (2.4)
dt
(2.5)
dt
Here M is the torque, /  is the moment of inertia and a  is the angular acceleration.
2.3.2 Translation Dynamics
A UAV can move straight along 3 axes namely x, y, z  as shown in Figure 2.2. For single axis 
or one dimensional translation motion, we have the following relationships.
F = md (2.6)
B
a = •
dt
(2.7)
(2.8)
dt
Here F  is the translational force and w is the mass of the body and a is the linear acceleration.
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Figure 2.2: Attitude representations in Euler Angles
It is possible to combine the translation and rotation dynamics of UAV in a single equation 
which may describe the six degree of motion in body frame. The matrix formulation of 
attitude and translational dynamics is given by:
'""^ 3x3 ^3x3 [ v^l
_ (^ 3x3 / r p B
(2.9)
Here the notation means an identity matrix with dimensions 3 times 3. ^ is used for 
cross product. This equation is totally generic and is valid for all rigid bodies which obey to 
the simplifications.
2.4 Introduction to Quadrotor
In the past, the state of the art in VTOL UAVs has received a lot of attention. However due to 
the reduction in the size of sensors and the availability of high power density batteries 
(Boudallah 2008), the quadrotor concept has been revived.
2.4.1 Quadrotor Fundamentals
Quadrotors are class of VTOL aerial vehicles that have the four rotors present in a crossed 
formation. Presently this development is limited to the MAVAJAV category. The rotors 
require no cyclic or collective pitch. The Advantages of using this type of vehicle are the 
simple mechanics, reduced gyroscopic effects and high maneuverability. The disadvantage is 
the increased power drain because of the use of four rotors and their associated control.
The basic motion of a quadrotor is generated by varying the speed of the four rotors 
independently as shown in Figure 2.3. As a result the lift force can be varied. The quadrotor 
tilts towards the direction of the slow spinning rotors, which enables accelerations along 
those axes. Therefore control of tilt angle or attitude is necessary to produce a motion along 
the translation axes. Spinning directions of the rotors are set to balance the moments.
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Figure 2.3: X-3D Quadrotor hardware components (Mary et al. 2010)
The motors normally used are DC brushless motors rated for 9V-12V. The reason these 
motors are used is the desire for ease of control by Pulse Width Modulation (PWM), Thus by 
varying the duty cycle the speed of motors can be changed.
There are four propellers. Two of them are tractor style (Puller) for clockwise rotation and 
two of them are pusher type for anti clockwise rotation. The propellers produce lift because 
of the aerofoil shape of propeller. The lift force is generated by a pressure differential 
between upper surface of upper camber and lower surface of lower camber.
The arms of the quadrotor are usually long and strong enough to withstand the stress from the 
weight of rotors and the propeller forces. The rotors are also needed to be placed at some 
distance apart so that the turbulence generated fi'om one propeller may not interfere with that 
produced by the other propellers. The central hub carries all the electronics, batteries and 
sensors. All four arms emerge from this central hub.
2.5 Principle of Quadrotor Operation
As seen in the Figure 2.3, the quadrotor has four rotors. The front (along the x-axes) is 
indicated by red tape, and the rear propellers are rotating clockwise while the left and right 
ones are rotating counter clockwise. This configuration of opposite pairs removes the need 
for a tail rotor, which is needed in a standard helicopter structure.
2.5.1 Frame of Reference
Two frames are defined: the inertial frame and body frame. The body frame ( 0 , x , y , z )  is 
attached to the body. Here x points towards the front of quadrotor indicated by red tape in 
Figure 2.3, y  points towards the left and z points upwards. The origin of the inertial frame is 
connected to the origin of body frame by position vector R. Linear velocities, angular 
velocities, body forces and torques, attitude and translation equations of motion are defined in 
the body frame. They can be brought to inertial frame by multiplying them with the Direction 
Cosine Matrix (DCM) (Zipfel 2007).
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Figure 2.4: Quadrotor Frame of reference
2.5.2 Hovering and Throttle
A quadrotor can hover or increase its altitude if the forces produced by all the four rotors are 
equal to or greater than the weight of the vehicle.
O
Rear
Front
Udl
Figure 2.5: Simplified Quadrotor in hovering
The eommand is given for increasing or decreasing the speeds of the propellers
simultaneously. This command will be discussed in detail in the coming sections. It leads to a 
vertical force with respect to body-fixed frame which raises or lowers the quadrotor.
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2.5.3 Roll Maneuver
The command is provided to move along y-axis. In this action the speed of right propeller
is increased and left propeller is decreased or vice versa. The speed of the other two 
propellers at the front side and rear remain the same. As a result this changes in speed leads 
to a torque with respect to the x-axis. Therefore angular acceleration along x-axis is 
generated which if integrated gives roll angular velocity. As the roll angular velocity is 
changed, a new roll angle (p is initialized. This initialization in roll angle makes the body to 
move along y-axis as seen in the Figure 2.6. The decrease in thrust causes a decrease in 
altitude.
Rear
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Right
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Figure 2.6: Quadrotor in rolling mode
2.5.4 Pitch Maneuver
The command Sq is provided to move along x-axis. In this action the speed of rear propeller
is increased and front propeller is decreased or vice versa. The speed of the other two 
propellers at the right side and left remain the same. As a result the changes in speed leads to 
a torque with respect to the y-axis. Therefore angular acceleration along y-axis is generated 
which if integrated gives pitch angular velocity. As the pitch angular velocity is changed, a 
new pitch angle G is initialized. This initialization in pitch angle makes the body to move 
along x-axis as seen in the Figure 2.7. The decrease in thrust causes a decrease in altitude.
Left
Front
Right
Figure 2.7: Quadrotor in pitching mode
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This initialization o f pitch angle makes the quadrotor to move along x-axis.
2.5.5 Yaw Maneuver
Yaw rate is generated through the use of the command 6"  ^which can be integrated to get yaw
angle. In this action the speed of right and left propellers is increased and rear and front 
propellers are deereased or vice versa. Therefore this changes in speed leads to a torque with 
respeet to the z-axes. The positive variables AA and AB are ehosen to leave the vertical 
thrust unchanged.
Rear
Front
R ight
Figure 2.8: Simplified Quadrotor in yaw mode
The overall vertieal thrust is same as hovering because the inerease and deer ease in the 
propellers speeds is very small but enough to initialize the yaw angle.
2.6 X3D Model Structure
The Quadrotor whieh has been ehosen for this researeh project is X3D which is widely used 
in many universities and research groups (Mary et al. 2010). The platform has been 
developed by Ascending Teehnologies (Astee, 2009).
The main hardware components are X-CSM body frame composed of 4 booms and a 
strueture core. X-base is the main electronic board. The motors are X-BL brushless DC 
driven by motors controllers. The RC signals are reeeived by an onboard radio controller 
reeeiver. Researeh pilot has the main sensors and a control board.
The referenee frame is related to the SPLF based Qualisys setup in which the X3D is oriented 
in such a way that that XY plane is in the laboratory floor and the z-axis pointing upwards. 
The origin of the body frame is loeated in the centre of X3D with x-axis pointing out of the 
front of the physieal X3D marked with red tape to better identify the attitude of the X3D 
when flown by the human operator. The orientation of the X3D in the earth frame is always 
described by three sueeessive rotations around the three axes. The rotations used in this 
researeh are a 3-2-1 sequence which is read as rotations around x, y  then z-axes also ealled 
roll, pitch and yaw respectively.
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2.6.1 X3D Control Inputs
Like conventional quadrotors, the X3D uses four propellers to generate lift. This system is 
controlled by varying the rotational velocity of each of the rotors, thus changing the thrust 
and torque produced. The X3D is designed for manual control. The X3D features different 
modes, but for this research only manual mode will be used. In the manual mode, the X3D 
utilizes the on-board circuit that manages the rotational velocity of the four rotors and adjusts 
the velocity based on on-board sensory data. The human pilot is replaced with an external 
computer which generates necessary eontrol signals to control the quadrotor. A skilled 
operator can also control the attitude and position of the platform. The wireless remote 
control inputs related to the changes in the platform attitude are illustrated.
ij
Figure 2.9: X3D wireless remote control interface (Mary et al, 2010)
The Table 2.1 shows the wireless output range.
Table 2.1: Wireless link output range
Commands 
(Angular Rates)
Min Max Nominal range
Roll (S^) 0 4096 1800-2200
Pitch (Sg) 0 4096 1800-2200
Yaw (5 ^ ) 0 4096 1800-2200
Thrust( ) 0 4096 100-2000
The wireless link generates the same signals as produced by wireless remote control. The 
wireless link consists of a wireless serial communication channel between the interface PC 
and the X3D. The nominal range is based on observation sufficient to fly the helicopter in an 
aggressive maneuver without crashing it.
2.6.2 Modeling Strategy
A representative model is needed for any control structure. Therefore in relation to the X3D 
(Sorensen, 2010), the X3D subsystem can be represented by Figure 2.11 below.
Torques
ForcesRotor - Platfrom 
A erodY H R inics
Citent RlAtûInde 
Control
Rigid Body 
Dynamics Sc Kinematics
Figure 2.10: X3D model sub-blocks (Sorensen, 2010)
The laws of physics can be used to derive the entire model of the X3D system. However the 
X3D used for this research is similar to the one used by (Mary et al. 2010; Sorenson 2010).
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Therefore (Mary et al. 2010) has presented a valid control scheme using a simplified model 
based on system identification. The model is an approximation for the thrust generated by the 
X3D and dynamics related to the angular velocities along the three body-axes. Therefore 
following simplified assumptions are based as proposed by (Mary et al. 2010; Sorenson 2010; 
How et al. 2008).
The X3D is modeled in normal operation (Near hover flight)
The gyro effect is neglected as the onboard controllers can compensate for that.
Booms and body are symmetrical along the x, y-body axes 
The X3D structure, booms, body and rotors are rigid 
The ground effect is neglected 
The X3D is modeled in manual mode
The onboard angular rate controller is fast enough to neglect both the dynamics of the 
motors and the dynamics in changing the angular rate.
2.6.3 Model Structure
The linear and non-linear model will be developed by the techniques proposed by Sorenson 
(2010). The use of internal controller removes several of the dynamic features related to 
modeling and therefore the complexity of the model structure is significantly reduced.
&
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Figure 2.11: Revised Model structure of the X3D (Sorenson 2010)
2.6.4 The On-Board Controllers
It is imperative to know the relationship between the input and the angular
rate and the lift force Fu/t of the quadrotor depending upon the onboard controllers. The 
knowledge of the onboard controllers is derived fi*om (Astec 2009; Mary et. al. 2010; 
Sorenson 2010) and from personal contacts to the company. In this research, a simple scaling 
factor X^has been used to model the internal controller and X3D aerodynamics. The use of
simple scaling factor has been experimentally verified by author. The steady state angular 
rate according to manual (Astec 2009; Sorenson 2010) can be given by:
P =
^Stick(f) In
2048 360
~ ^ S tick d 2;r
2048 360'
Sticky/ In
.S^=K^S^
.Sq -  K q S q
2048 360'
(2.10)
Following values were derived, by the experiments performed by (Sorenson 2010)
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0.0011574"
= 0.00092612
^y/ 0.0016476
(2 11)
2.6.5 X3D Thrust Generation
The total force acting on the X3D can be found as the summation of all the external forces. 
The forces (Newtons) are acting in the upward direction whereas the F ^  is acting
downwards as shown in the Figure 2.12 below.
Figure 2.12: Forces Effecting the X3D (Mary et al. 2010)
The forces generated by the X3D are dependent upon the angular velocity of the rotors. The
sum of the forces F ^ -  F^  can be denoted by . The vehicle translational kinetics are
described by Newton’s equation where ^Av^Pv^G i stand for the aerodynamic, propulsive
and gravitational forces about the ith axes respectively, m is the UAV mass in kg. The 
propulsion system does not use fuel and therefore mass variation has been neglected from the 
equations. However quadrotor is able to follow the trajectory of a planetary lander. It has all 
the six degrees of freedom as that of a planetary lander. Therefore for low altitude and short 
duration flights, the mass can be considered constant.
The equations describe the forces on the system: gravity, rotor inflow force (aerodynamics), 
and thrust (propulsion).
-û n {6 )m g 0
sin(^) cos(/9)wg 0
cos(^) cos(0)mg / y  .W
^P=^rotor (2 .12)
The total force acting on the quadrotor is given as
(2.13)
It has been chosen to model the generated force as a function of the input that is
the scalar collective reference from the controller link. The details of the experiment are 
given in Mary et al. (2010) and Sorenson (2010). The resulting force is given as
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rotor'^c( r) =
0
0
3.2174e"^®5^ -1 .953 le " 5^"^  + 5.4632e""^ 5"^  -0 .6698
(2.14)
Using Newton’s second law, it is possible to drive the translation acceleration in body and 
Earth frames respectively, such that the net acceleration in body frame is given as
jB  j l t a l
COB = \p q r\ and = \u V w]
^Ax +Ppx +
m
^Ay + % + %
m
Paz + Fpz +%
rv — qw 
pw-ru 
qu- pv
(215)
(216)
(217)
Now the linear velocities in the inertial frame is given as
(218)
X cos(^) cos(y/)u (sin((^ ) sin(^) cos((y) -  cos((^ ) sin({/))9 (cos( )^ sin(^) cos(\j/) + sin( )^ sin(yc))w
ÿ = cos(^) sin((y)w (sin(<^ ) sin(^) sin(v^ )+cos((Z>) cos((y))v (cos( )^ sin(B) sin(yc) -  sin( )^ ::os(yc))w
z -sin(^)w sin((^ ) cos( )^v cos( )^ cos(û)w
(219)
The Euler rates are
co^ = Hq Co^ (2.20)
T tan(^ )sin((Z>) tan(0 cos((^ ) P
Ô = 0 cos(0) -sin((Z>) q
¥ 0 sin((^ ) / cos( )^ cos((^ ) / cos( )^ r
(221)
Combining the non-linear equations of motion together yields the following equation where 
x=f{x,u)
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cos(^) cos({y)w -  cos(^) sin({(r)v + sin(( )^ sin(^) cos((y)v + sin(( )^ sin({y)w + cos(^) sin(^) cos({(f)w 
cos(0) sin(yc)u + cos((^) cos(yc)v + sin((ÿ) sin(^) sin((y)v -  sin((ÿ) cos(yc)w + cos(^) sin(û) sin(^ i^ ) w 
-  sin(^)M + sin(( )^ cos(0)v + cos(^) cos(û)w
tan(^) cos((Z))5'^
Kq cos{<P)S0 -  Ky^  sin(^)5'^
K q sin((Z>)^^/cos(^) + Ky^ cos((Z))5^/cos(^)
^xff^y/^ -  S sin(6^ )
-  Ky^Sy^i + g  sin((Z)) cos(^)
K qSqu -  K^S^v + g  cos(<p) cos(0) + /y w /m  + /m
The moment of inertia for X3D along x, y, z  is Jxx=Jyy=5.6x 10'  ^kg.m^; Jzz=8.1x 10'  ^kg.m^ 
(Achtelik, 2010).
2.6.6 Total Aerodynamic Moments and Forces
The aerodynamic forces, moments are discussed in (Boudallah 2008) on the basis of a 
combination of momentum and blade element theory. Here the thrust force is the resultant of 
the vertical forces acting on all the blade elements and the hub forces is the resultant of the 
horizontal forces acting on the blade elements. At the same time the drag moment about the 
rotor shaft is caused by aerodynamic forces acting on blade elements. The drag moment is the 
determining factor for the power required to spin the rotors. When the quadrotor is in forward 
flight mode, the rolling moment of a propeller is prominent when the advancing blade is 
producing more lift than the retreating one. The phenomenon is called blade flapping.
The ground effect occurs when the helicopter is operating very close to the ground, so the air 
pushed down by the propellers create the cushion of air which may prevent the vehicle from 
landing at its precise position. The ground effect for the rotor exists and becomes obvious at 
one rotor radius. Gyroscopic torques in quadrotor are also observed. The axes of the motors 
(spin axes) are parallel to the z-axis of the vehicle frame. So when the roll or pitch action is 
performed, it changes the direction of the angular momentum vectors of the four rotors. This 
results in a gyroscopic torque that attempts to turn the spin axes so that it aligns the 
precession axes. The gyroscopic torques are not observed along z-axes because the spin axes 
and precession axes are parallel.
2.6.7 Factors Affecting the Altitude and Attitude Control
There are many factors which affect the altitude of quadrotor. The first one is the highly non­
linear and destabilizing effect of four rotor downwashes interacting. This effect becomes 
more critical when motion is not damped by motion guides or tethers. There are many 
aerodynamics effects that impact the altitude and attitude control. The altitude is affected by 
the vehicle velocity and the angle of attack with respect to the free stream. There is a 
noticeable loss in thrust upon descent through the highly turbulent flow field. Closed-loop 
control can compensate for this. Other factors which include disturbances are blade flapping, 
ground effect, variation of thrust because of battery level, free stream air velocity and battery 
discharge dynamics. The blade flapping induces the roll and pitch moments at the blade tips, 
as a result the thrust vector is moved away from the horizontal plane.
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Induced inflow is considered as an aerodynamic force that can be viewed as the total airflow 
perpendicular to the rotors minus the airflow generated by the rotation of the rotors. Induced 
inflow will be zero when the X3D is in hover mode. However any translation motion along z- 
axis will force the term to grow relative to the translation velocity. The inflow constant fi*om 
(Sorenson 2010) has been used as similar quadrotor helicopter is used for this research.
2.7 Model Linearization
In order to derive a state-spaee model of the quadrotor, it is imperative that the non-linear 
model must be linearized at an equilibrium point. Also it is preferred to have a linear model 
of the system for a linear control technique.
2.7.1 Taylor Series Approximation
The linearization of a non-linear system like quadrotor is performed around the system 
normal behavior operating point. The normal behavior for X3D is when the X3D is in perfect 
hover and attitude angles are zero (Mary et al. 2010; Sorenson 2010). The system operating 
point, when the platform is hovering is when the attitude of the quadrotor is 
[(f) e y/Y « [o 0 o]^. The linearization is therefore performed about the angles 
z = 0 + E <9, yf where i indicates a small angle deviation. The effect of implementing an 
operating point on the system parameters are illustrated as
0)^ ~ 0 and ~ 0
The trigonometric equations can be approximated by the first order Taylor series 
approximation at the operating point.
sin(/) ~  sin(O)+ cos(0)i = i 
cos(0 «  cos(0) +  (-sin(0)).ï ~  1
tan(z) ~ tan(O) + ------ -— — .i ~ i
(cos(O))^
2.7.2 Linearized Rigid Body Dynamics and Kinematics
The non-linear dynamic equations related to the translational and angular velocity of the X3D 
are given as
= Cÿ and û)^ = Hÿ a>^
The normal behavior for X3D is when it is in perfect hover and the yaw angle is zero. The 
linearization on the above equations is performed using the first order Taylor series 
approximation on the direction cosine matrix and transformation matrix respectively. Once 
the approximation equations are used, the DCM assumes the structure as
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c l =
cos(0  cos(î^ )^ sin(^) sin(0 cos((y) -  co s(^ ) sin(yc) cos(<^ ) sin(^) cos({y)+ sin(^) sin((y) 
cos(^) sin(y/') sin(^) sin(^) sin((y)+ cos((Z>) cos((^) cos(^ ÿ) sin(6>) sm(((r) -  sin((ÿ) cos(((/^ ) 
-  sin(0) sin((ÿ) cos(^) cos(<^ ) cos(^)
Now
'B
1 ( j ) d - y / 6 + ^ y / 1 - y /  6
y / ^ O y/-v \ 6 y /- ( f ) yr \
— 6  (j) 1 - 6  ^  1 C223)
v'E =
1 - y /  6
yf \  -<{)
— 6  (J) 1
-6V^ + ^ y  +V^
B
B
~  V
B
The same approach is used in relation to the transformation matrix
H §  =
T tan(^)sin(^) tan(^) cos(<^ ) "1 dtp e ' "1 0 e '
0 cos(( )^ -sin(^) 0 1 - (P = 0 1 - ( p
0 sin(^)/cos(0) cos((^)/cos(0 0 1 0 ‘p  > .
Once linearization is performed in the above equations, the angular velocities in the body 
frame take the structure illustrated below
<4 ~aY
4
The collective linearized equations can be rewritten as
x = u ù = -6 g  
y  = v  v  =  (f)g 
Z = w T  = V i
6 -  SqKq
y r - y r
The equations described above are sufficient to describe the state space model for the X3D 
under hovering conditions which is the normal operating region of the quadrotor.
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2.7.3 State-Space Model
An optimal or state-space control strategy requires the state-spaee model. The continuous 
state-spaee model is derived from the linearized system equation which is then discretized.
2.7.3.1 System States
The states and inputs illustrated in equations have been chosen to form the basis for the state- 
spaee model. The state vector X  and input vector U are given below
X - [ x y z ^ 0 y c u v  w Y  
= Sg
2.7.3.2 System Equations
The linearized dynamic system equations on which the system state-space model are 
designed are listed below.
x = u ii = - 6g (p = S Æ
6^0
yz-y/
2.7.4 Matrix Derivations
The state-spaee equations using the linearized model of the X3D are used to derive the 
continuous state-space model. The A, B matrices are given below whereas the C=lgy,g and
^ 9 x 4  The direct transmission matrix D  is zero because there is no direct transmission
from the system input to the system output.
X
ÿ
z
0
W
Ù
V
w
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 - g 0 0 0 0
0 0 0 g 0 0 0 0 0
0 0 0 0 0 0 0 0 V
m
X
(2.24)
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B =
"0 0 0 0 0 0 0 0 T
0 0 0 0 0 K y / 0 0 0
0 0 0 0 K g 0 0 0 0 ^ y /
0 0 0 0 0 0 0 0
(2 25)
2.7.5 Discrete State Space Model
The state-space model is represented by the matrices A, B, C in continuous time. The 
practical implementation on digital systems requires the discrete time implementation of 
continuous time state-space matrices.
A solution to the continuous state-space model can be stated as (Mary et al. 2010; Sorenson 
2010)
x(t) = e^(^ ^^^x{tO) + J ^^Bu(f)dT
to
The discretization of continuous time based systems require that continuous time variable t  is 
replaced with the sample number k.  The integration limits in the equations require that 
t = K T ^  +Tyand tO=^KTg where 7^ is the sampling time. The solution over the k- th  sample is
shown below.
x{kT5 '+ T ^ ) = e ^ x{kT)
kTc
Bu(r)dT
2.8 Control Laws
A non-linear and linear quadrotor model has been developed using the equations discussed in 
section 2.6 and section 2.7 respectively.
2.8.1 PID Techniques
The most common controller is Proportional-Integral-Derivative PID. The purpose of 
controller is to remove the error between the reference input and actual output so that the 
output must trace the input despite of disturbances. In robotics, PID represents the basics of 
control. Even though a lot of different algorithms provide better performances than PID, but 
PID has maintained its popularity because of its simplicity and effectiveness for a wide 
variety of applications. The general input from the controller is
u{t) =  K  e { t ) + K j \ e { T ) d T + K j )  
0
dt
(2.26)
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Here u is the generic control variable, e is the error between the desired input and the actual 
input, Kp is the proportional gain, Ki is the integral gain and Kp, is the derivative gain.
Large values of Proportional gain, Kp typically means a faster response. An excessively large 
proportional gain will lead to process instability and oscillation depending on plant dynamics. 
Similarly larger value of Integral gain, Ki implies that steady state errors are eliminated. The 
trade-off is a larger overshoot often arising from the phase lag associated with the integrator.
The larger value of Derivative gain, Kp) affects the overshoot and transient response.
Two approaches have been used to calculate the PED gains. Initially the gains were calculated 
using gain equations discussed in section 2.8.3. Zieger-Nichols method was also investigated. 
This method proved very effective especially for practical control. Therefore the PID gains 
especially for practical implementation were calculated by this method. The detail for PID 
tuning has been discussed in detail by (Paraskevopoulos 2002).
2.8.2 Quadrotor Controller Configuration
The translation motion of quadrotor is dependent upon the initialization of attitude angles. In 
other words, the initialization of Euler angles makes the translation motion possible. 
Therefore it is necessary to combine the output of four actuators in such a way that they can 
describe different motions of quadrotor.
V
Figure 2.13: Decomposition of dynamical model into two subsystems
As seen from Figure 2.13 and Figure 2.14, a quadrotor has two control modes. A controller is 
needed for attitude, altitude and translation motions. Therefore there is an inner loop that will 
be controlling the attitude. Then in the outer loop there is a translation controller. The output 
of translation controller is fed into the attitude controller as a reference.
In attitude control, the rapid retargeting maneuvers are often subjected to the limits of 
actuators, sensors, structural rigidity, and other constraints. Therefore it is desired to develop 
the feedback control logic that can accommodate or achieve rapid, large angle retargeting and 
fast transient settling in the presence of actuator saturation and slew rate limit. All these 
considerations have been taken by (Wie 2002).
Therefore if the attitude reference input to be tracked is a smooth function instead of a 
multistep input, PID saturation control logic of the following form for attitude control is 
implemented.
u = -sa t{k J  sat{e-\-— \e )+ c J {e )} (2.27)
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2.8.3 Controller for x, y, z- Axes
The control structure for x-axis closed-loop is given below.
Actual X position
Desired x
Plant
OutputPosition Controller
Pitch
Controller (0)
Actuator
(Saturation Limit)
Figure 2.14: Feedback Loop for motion along x-axis
A single axis configuration is used with following equation. As the output for the motion 
along x-axis is torque then
M Pitch = “  + — 1 e) + cJ{e)} (2.28)
Whereco^  is the natural frequency, U=saturation Limit , e  = {d-d^)  ,L = |-min{^2 a|e|, |}
.  iLco..
Proportional Gain
K t =
O). Integration Gain
Derivative Gain 
UWhere U = ± \ ,a = 0 .7 * -----
XX
UWhere Ç rmax | U = ± l,a= 0 .7*——
Kp= 94.1220, K i=  65.61, Kd = 17.010
All the parameters are inserted in the single axis PID controller
M Pitch  = “  + — \é)  + cJ{è)}
Now in an outer loop the Proportional, Integral and Derivative gains are calculated for 
translational controller. The Equation is given below.
(2.29)
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Where e = { x ^ - x )
Similar configuration is used for y and z-axes. The controller for z-axis is
Uz - K p ( z ^  - z )  + Kp^(z^ - z )  + K j l ( z ^  - z )
The yaw attitude controller is
^ Y a w = ~ +  + (W)} (2.30)
2.8.4 LQR
Using the state-space model derived in section 2.7, the following discrete LQR controller is 
developed for quadrotor control (Bryson 2002). Bryson’s rule has been used to calculate 
gains for simulation and practical implementation. Equation 2.31 describes the system input 
chosen to optimize the cost function in Equation 2.33, while providing tracking
performance. K is  the LQR selected gain, ris the set-point function and x^,t4^are  the 
steady-state state and input respectively. A^and are defined in Equation 2.32 where Pis 
the Moore-Penrose pseudo-inversion.
Uk --K{xk  
Uk=-K(xk~Nxrk) +
= ~ ^ k  + ^k
^ k = - ^ k ^ ^ ^ k
Bd
r o'
. ^ d ^ d . 1
'^LQR- ^  Q^^k'^^k^^k^k = 0
(2.31)
(2.32)
(2.33)
For the infinite-horizon LQR problem, the Kalman gain, K , is calculated by obtaining the 
solution P  ,to the Algebric Ricatti Equation in Equation 2.35 by iterative methods and then 
by using Equation
A*P + PA-PBR~^B*P + C*QC = 0 
K  =
(2.34)
(2.35)
Integral control is added as in Equation 2.36 to prevent errors from misalignment in the 
motion capturing system from causing the quadrotor to converge on the incorrect set-point. 
The continuous-time equivalent of the equation is also supplied. Augmenting the state 
equation with the integral equation yields Equation 2.37 where the set-point is now the 
system input. The output equation is given in Equation 2.38.
(2.36)
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^k+1
^k+\ - ^ d  ^
+ Bd-D , UiA- ■n
uj. = [ k  - N ^k
^k
(2.37)
(2.38)
2.9 Closed-Loop Simulations Using PID and LQR Control
Sorenson (2010) has verified that behavior of linear and non-linear quadrotor model is same 
for small angles. This has also been verified by author fi*om simulations. The measured states 
for the PID are in inertial frame. It is consistent with the actual Qualisys based position 
measurement system. All the errors and data fed to the PID control is converted in body 
fi*ame so that the control signals are generated in the body fi*ame.
2.9.1 PID Based Simulation
A closed-loop square maneuver is performed and the results from the simulations are given 
below. The quadrotor has been directed to move in a square and then land to its take-off 
position (0, 0, 0). The square pattern has been chosen to familiarize with the system and to 
determine the tracking performance for the reference which is rapidly changing.
Plot of Actual Position Along x axis Plot of Desired Position Along x axis
&
X
-20
100 200 300 400
&
X
-10
100 200 300 400
Plot of Actual Position Along y axis Plot of Desired Position Along y axis
-20
4001 0 0 200 300
E>-
-20
100 200 300 400
Plot of Actual Position Along z  axis
1 0 0 200
t[s]
300 400
2 0
1 0
0
-10
Plot of Desired Position Along z  axis
1 0 0 200
t[s]
300 400
Figure 2.15: Plots of translation positions
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T h re e  d im e n s io n a l  A c tu a l  P o s i t io n  o f  b o d y  in x ,y ,z  p la n e
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Figure 2.16: Three dimensional plot starting from 
(0,0,0) to (0,0,10) to (10,10,10) to (-10,10,10) to (-10,-10,10) to (10,-10,10) 
To (10,10,10) to (0,0,10) to (0,0,20) to (10,10,20) to (-10,10,20) to (-10,-10,20) 
(10,-10,20) to ( 10,10,20) to (0,0,20) to (0,0,10) to (0,0,0)
2.9.2 LQR Based Simulation
An LQR controller has been implemented in simulation on a non-linear model of the 
quadrotor to verify its ability to track a reference. Sinee the aggressive maneuvers are not 
being performed and small angle approximations are being considered, therefore Sorenson 
(2 0 1 0 ) has verified that behavior of linear and non-linear quadrotor model is same.
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Figure 2.17: Plots for desired and actual translational positions
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Three dimensional Actual Position of body in x,y ,z  piane
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Figure 2.18: Three dimensional plot starting from 
(0,0,0) to (0,0,10) to (10,10,10) to (-10,10,10) to (-10,-10,10) to (10,-10,10)
To (10,10,10) to (0,0,10) to (0,0,20) to (10,10,20) to (-10,10,20) to (-10,-10,20)
(10,-10,20) to ( 10,10,20) to (0,0,20)
2.10 Chapter Summary
This chapter has been dedicated to the fundamentals of the six degrees of freedom model. 
The quadrotor, its working prineiple and the features of X3D quadrotors have been diseussed 
in detail. Non-linear and linear state-space model based on X3D quadrotor have also been 
derived.
The PID and LQR based feedback control laws have been implemented on the non-linear 
quadrotor model. It is seen that both PID and LQR controllers are eapable of tracking the 
time varying reference. PID is a model independent eontroller which is advantageous because 
it allows the flexibility and simplieity to eontrol and familiarize with system. The large 
number of tuning parameters beeause of the MIMO nature of quadrotor makes tuning a 
tedious task to tailor the output to minimize the errors.
LQR is model based and requires the accurate description of the aetual plant. Since it can 
handle MIMO systems easily in temis of tuning, it can be considered as a useful choice, if an 
aceurate model of the plant is available. However, the state-space model is linearized at 
hovering conditions. The state-space model has to be linearized for different flying conditions 
if the aggressive maneuvers are to be performed.
From the simulations it can be coneluded that both PID and LQR controllers are able to make 
the quadrotor stable and they can command the quadrotor to follow the time varying 
reference.
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Chapter 3 
Improvement in Feasibility and Online Computation 
Time for Offset Free Linear MPC
A novel single stage Model Predictive Control (MPC) algorithm is presented linking 
reference governor approaches, closed-loop paradigm MPC, Steady-State Target 
Optimization and Laguerre functions techniques to improve the feasibility, tracking 
performance and online computation time over a broad range of scenarios with special 
emphasis to quadrotor helicopter control.
Dual-mode MPC is best implemented using the closed-loop paradigm (CLP) for good 
numerical conditioning and more accurate predictions with uncertainty present. Referred to as 
Optimal MPC (OMPC), it consists of a stabilizing optimal controller with perturbations 
superimposed to ensure membership of an invariant set. If the invariant set is the Maximum 
Control Admissible Set (MCAS), the domain of attraction of the closed-loop controller, then 
membership implies satisfaction of transient and terminal set constraints. However there is 
still room for improvement in terms of feasibility and computation time.
State-space approaches can also make use of incremental inputs but usually require a 
disturbance estimator to overcome uncertainties in modeling of the actual plant. Also, either 
separately or in combination with the use of incremental inputs, steady-state operating points 
can be estimated from set points and disturbance information, such that input and output 
deviations from this ideal steady-state are penalized. In some cases an independent Steady- 
State Target Optimization (SSTO) (Muske 1997) may be required under the conditions when 
there is no unique steady-state solution or because of active constraints at steady-state.
This chapter draws together and builds a novel algorithm called Steady-State Laguerre 
OMPC also known as SSLOMPC, which incorporates the set-point selection into the 
dynamic optimization. The general focus has been the development of a novel algorithm that 
can (i) maximize the feasible region of MCAS using Laguerre-function-based d.o.f, (ii) 
maintain a sensible limit on the implied computational load, and (iii) obtain good closed-loop 
performance (minimum overshoots, zero steady-state errors and good tracking performance). 
This chapter proposes concisely parametrising the steady-state solution space in such a way 
as to give a unique solution in all scenarios, and combining the SSTO with the perturbations 
in the dynamic optimization expressed as Laguerre functions, which results in a practical 
novel algorithm. Particular issues being addressed here are:
1. Management of set point changes;
2. Robustness to measured/unmeasured disturbances;
3. Feasibility making use of invariant sets;
4. Speed of computation;
5. Comparison on effect of changing Laguerre poles on feasibility, tracking performance 
and computation time when different d.o.f are used;
6 . Comparison of OMPC, SSLOMPC and related algorithms with regard to feasibility, 
tracking performance and computation time.
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In summary this work has drawn the current and previous work together systematically to 
present a novel yet single simple MPC framework posed in a state-space environment that 
addresses items (1 ,2 , 3, 4, 5, 6 ) above to show, a simple yet novel problem of integrating 
changing set points, invariant sets, non-zero disturbances, changing constraints while 
including key components of previous ideas (Shead 2008; Rossiter et al. 2010). Moreover, 
this new SSLOMPC algorithm is implemented in simulation on a meaningfiil quadrotor 
vehicle application.
The layout of this chapter is as follows. The conceptual background for the development of 
MPC algorithms is discussed in section 3.1. The mathematical background needed for the 
development of MPC algorithm is detailed in section 3.2. The algorithm definition for 
optimal model predictive control and Laguerre optimal model predictive control is discussed 
in sections 3.3 and 3.4 respectively. Steady State OMPC is discussed in section 3.5. The 
proposed algorithm SSLOMPC is detailed in section 3.6. The implementation and 
performance comparison of MPC algorithms for a simple two state model and quadrotor 
helicopter in simulation is discussed in section 3.7. The section 3.8 concludes the chapter.
3.1 MPC Fundamentals
A paramount ingredient of MPC is a mathematical model that should be able to describe the 
dynamics of the system under consideration. State-space models have the ability to handle 
multivariable systems. State-space models can represent unstable systems and are readily 
extensible to non-linear systems (Rossiter 2003; Rawling 2000; Wang 2008). This work 
requires the practical implementation of MPC algorithm on real-time digital computers, so 
discrete state-space models have been used in this work. State-space models can efficiently 
handle multivariable systems like quadrotors.
3.1.1 Cost Function
The cost fimction is an essential ingredient of MPC. It reflects the deviations of the actual 
behavior to the desired behavior, and so minimizing the cost function should encourage the 
desired behavior. The key difference between the control increment form and the deviation 
variable approach is that with deviation variable form, the steady-state input has to be set 
explicitly both for the state and input. Since this research will have to handle inequality 
constraints active at steady-states, the deviation variable approach has been selected as it is 
more appropriate (Rossiter 2003).
3.1.2 Constrained MPC Algorithm
One of the major selling points of MPC is its ability to take systematic account of constraints 
as they can be easily incorporated into the optimization. The core idea is to modify the 
optimal control input to suit the situation when the constraints become active and none of the 
constraints must be violated during the predictions. In the context of predictive control, this 
problem is handled systematically by using optimization. Therefore, the constrained 
predictive control problem should be formulated as an optimization problem (Rossiter 2003; 
Wang 2008). Output/input constraints are represented as linear inequalities. The predictions 
are inserted into the quadratic cost function which is minimized subject to constraint 
inequalities at each sampling instant.
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The minimization of linear quadratic cost function subject to current and future linear 
constraint inequalities require Quadratic Programming (QP). Matlab supplies a QP solver 
which can compute a feasible solution. The required numerical solution for MPC is often 
viewed as an obstacle in the application of MPC (Wang 2008). The cost terms and constraints 
are calculated offline. The control law becomes non-linear when constraints are introduced.
3.1.3 Hard/Soft Constraints, Feasibility and Recursive Feasibility
If the constraints present in an optimization are overly restrictive such that no solution exists, 
then the optimization problem is infeasible. Conversely, if the solution exists, then the 
solution is termed feasible (Rossiter 2003). An algorithm is said to be recursively feasible, if, 
it can be guaranteed that all future optimizations will admit a feasible solution as long as 
current optimization is feasible.
Incompatible constraints, due to over ambitious performance goals, modeling uncertainty, 
unstable open-loop processes, sharp set-point changes are common reasons for optimization 
solution being infeasible. Sufficiently large disturbances can be a cause of infeasibility, as 
their actions can result in a trajectory that violates the hard CV and state constraints.
If the constraints are overly restrictive, then the use of slack variables in the optimization can 
be used to soften them, such that they are not violated if possible and are relaxed if necessary 
in order to give a solution. Hard constraints on the other hand, represent a true physical limit 
and cannot be relaxed. In this work, the violation of soft constraint does not mean that the 
infeasibility has been encountered because a solution is admitted (Maciejowski 2002). 
Violation of soft constraints may have no effect on the stability of the system (Rossiter 2003; 
Wang 2008).
The consequences of infeasibility for practical applications are potentially disastrous from a 
practical perspective as has been practically experienced by the author. It may take a 
generally long time by the QP to determine a feasible solution or there may be a possibility 
that no feasible solution exists. Therefore no control move is determined and the system can 
become unstable.
Soft constraints, back-off and borders, set-point management and reference governor 
strategies are conventional techniques for handling infeasibility (Rossiter 2003; Maciejowski 
2002).
A set is said to be invariant such that if the state of a system enters into it, then recursive 
feasibility is guaranteed The popular approach in the literature to recursive feasibility has 
therefore been to find a region of the state-space, a positively invariant set, for which the 
action of an unconstrained control law is guaranteed to satisfy all future constraints. The 
concept of Dual Mode (DM) is based upon the existence of positive invariant sets. If it is 
assumed that in the MPC predictions, an invariant set is entered, an uneonstrained control law 
then applies. This is termed dual-mode MPC, as there is a mode for navigating to the 
“terminal invariant” set in the predictions, and a second mode that assumes no constraints are 
active (Rossiter 2003). The invariant set from DM perspective is also called Maximum 
Admissible Set (MAS) and MCAS.
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3.1.4 Stability Issues in MPC
The use of infinite horizons guarantees that cost fimction is a Lyapunov function, therefore a 
priori closed loop stability is guaranteed (Rossiter 2003; Maciejowski 2002). The popular 
realization of infinite horizons MPC is a dual mode form (Michalska and Mayne 1993; 
Scokaert and Rawlings 1998; Rossiter 2003). The Dual mode paradigm is useful for 
guaranteeing nominal stability a priori that is one whereby the predictions have two modes: 
(i) a transient phase containing degree of freedom (d.o.f) when the system is away from the 
steady-state operating point and (ii) a terminal mode with guaranteed convergence when the 
system is closed to the operating point.
Closed-Loop Paradigm (CLP) is a numerically robust and insightful way of implementing 
DM. The basic idea is to choose a stabilizing control law and assume that it is present 
throughout the predictions. It is analogous to the closed loop used in Mode 2 of dual mode 
MPC with the only difference being the terminal law is also now deployed in Mode 1. If the 
predictions are based upon a stabilizing control law, then one can have stability by using the 
control trajectories associated with this underlying control law which by definition is 
stabilizing (Rossiter 2003).
3.1.5 Use of Laguerre Functions to Improve Feasibility and Computation 
Time
Model predictive control suffers fi"om the limitations that it requires the solution of an 
optimization problem at every sampling instant. Thus, the possibility of applying MPC is 
constrained by the sampling period that must be large compared to the time needed to solve 
the optimal control problem.
Other work has looked at alternative ways of formulating the d.o.f. (splines) for optimisation, 
for instance by interpolation methods. However, these methods do not currently extend well 
to large dimensional systems and therefore they do not fit as conveniently into a normal 
paradigm (Rossiter et al. 2010). The concepts of probing and caution are related to the 
adaptive controllers. An adaptive controller is probing if  it attempts to excite the system to 
improve the parameter estimation and thus facilitates to drive the system to a desired state. A 
controller is cautious if the control input is a function of the covariance of the parameter 
estimates and takes more cautious (less aggressive) action if the parameter uncertainties are 
large. Usually probing is complicated to perform (Shi et al. 1998). Also fi*om MPC 
perspective, the process of probing and caution has to be performed online and significant 
computation time might be needed which may deteriorate the performance.
A solid foundation for the development of advanced MPC concepts exists in the form of an 
algorithm known as OMPC (Rossiter et al. 2010). Similarly, the work done by (Rossiter et al. 
2010) has proposed the MPC implementation based on Laguerre functions also called 
Laguerre based Optimal Model Predictive Control (LOMPC) that improves the feasibility 
and computation time.
A fundamental weakness of OMPC algorithm is that at specific samples, =
signals have impact over just one sample and thus have limited impact on feasibility. Here Nc 
is the degrees of freedom given to the optimizer and is also called the control horizon. If the
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initial state is far away from the MAS (associated with the vector c = 0  ), then Nc steps will
-^k
be insufficient to move into MAS, especially when Nc is small and therefore the algorithm 
will be infeasible. A small horizon of input perturbations is not sufficient to regain feasibility 
whereas basing the perturbations on Laguerre functions provides a long horizon trajectory 
and thus improve feasibility. So conceptually, the proposal here is built upon the input 
predictions which use the d.o,f, an interpolation between Laguerre fimetions and where one 
could even consider modifying the parameter a ( Laguerre Pole) online to improve feasibility 
when required. For ease of distinction, the associated algorithm was denoted as LOMPC 
(Rossiter et al. 2010).
3.1.6 Single Stage QP
Steady-States for the deviation variable approach can be derived from an optimization 
algorithm where the constraints and references are given to an optimization algorithm and a 
feasible solution is expected subject to steady-state constraints at each sampling instant. This 
is known as SSTO. The key to include steady-state constraints is essentially making the 
reference r an intermediate decision variable. Rapid set-point change is an obvious cause of 
infeasibility. Reference governor algorithms are designed to send the MPC algorithms a 
different set-point fi*om the true r when changes in true r causes infeasibility (Maciejowski 
2002). Therefore reference governor approach, Closed-Loop Paradigm MPC, SSTO have 
been combined into a single stage QP to improve feasibility and it has been found that single 
stage QP offers feasibility advantages as compared to other SSTO techniques (Shead 2008).
3.1.7 Integral Action and Disturbance Modeling
The mismatch between model and true plant must be accounted for. Therefore, an 
unmeasured disturbance model is commonly employed. The simplest form of disturbance 
model is additive on the output, and is the difference between the current measured output, 
and current output predicted at the previous time-step (Rossiter 2003). An optimal 
disturbance/state estimator can be used. Shead (2010) has described that an offset-free linear 
MPC can be achieved by incorporating an appropriate disturbance model into the MPC 
formulation. The disturbance estimation is equivalent to the incorporation of integral action 
to facilitate the removal of steady-state error or an offset free control for the control variables 
despite the effects of measured and unmeasured disturbances and model uncertainty. 
Therefore for this work, the number of disturbance states is equal to the number of outputs. 
The form of disturbance-augmented steady-state Kalman estimator (Simon 2006) assumed in 
this research is
~] , /  r~  1 \  vt 1
(3.1)
The use of estimates (x,^/) are assumed henceforth. If ( C ,  A )  is detectable and ( B d ,  C d )  are 
chosen such that the augmented system in equation 3.3 is detectable.
(3.2)
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3.2 Mathematical Background
Here the mathematical framework has been introduced for the paper. Standard discrete 
(controllable and observable) state-space models shall be assumed of the form:
(3.3)
(3.4)
wherexe R ”,y e  e is a disturbance signal and C',C^ are chosen to select linear
combinations of outputs as Controlled Variables (CVs). Let the predicted control law for 
sample time k  be:
^k+i (3.5)
\ - K { X k ^ i  - x ^ ^ ) + c ^ + . ; / e  { 0 , . . . , # ^  - 1 }
I -K {x j^ _ ^ - -x ^ ^ y , i ^ {N c  , N c  +1,...}
where K  is the LQR state feedback control law, are the d.o.f available for constrained 
handling. Steady-States «^,x^are the expected input/state generally required to give offset 
free tracking in the steady state given an estimated state and disturbance x ,<7 which are 
themselves determined using optimal estimation techniques (Muske et al. 2002; Shead 2008), 
assuming the model (3.3) is corrupted by state and process noise. For scenarios with 
infeasible set-points, a SSTO is performed such that Zss, Xss, Uss satisfy steady-state constraints 
and the steady-state process model. It can be shown that standard SSTO formulations can be 
expressed as (Shead 2008):
J *  (/* ) =  min||r -  f||^ siA ^ t +  A ^ d < }b ^ (3.6)
T = N'
where:
N
ss
ss
= [ l - A  - B Y b A + N
N  =  n u l l i l - A  -R ])  =
fis an expression of the desired steady s t a t e , r e p r e s e n t  steady-state constraints, y  
restricts the steady state solution as discussed in Shead (2008). R^ can be adjusted for non­
square systems to prioritize CV over and above manipulated variable (MV) set point tracking. 
For a unique t,  it is necessary that T>0 and should be chosen accordingly. The
variable t and therefore ^5 .5 . > ^ 5 .5 . are chosen such that CV set-point error is zero if possible or
minimized. The parameter M s a particularly convenient means of spanning the space 
corresponding to all possible steady-state solutions.
Predicted performance will be assessed by the cost:
~  II II2
'^k ~ .^A ^k  + i~^k\/ = 0 'e k + i ^ss, k
(3.7)
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Actual performance for a whole simulation will be assessed by the cost
(3-8)/ = 0
with Q, R =/, representing a trade-off between CV tracking and control effort. However in 
terms of tracking the case where Q = I, R = 0 in (3.7) resulting in Jz,total is also of interest if 
the role of a non-zero R in the controller is to improve feasibility as required at the expense of 
CV tracking performance. Here ke„d depends upon the reference length.
Assuming that a stabilizing linear state feedback gain K  is applied as a control law to regulate
(3.3) to the origin, future constraints can be considered at the current time. The intersection of 
future constraint sets referred back to the current time through the closed-loop state transition 
matrix is a single constraint set which is the MCAS:
M^Xk +M^Ck <q-Mttk~M^dk (3.9)
3.3 Optimal MPC (OMPC) Algorithm
The standard dual-mode algorithm also called Optimal Model Predictive Control (OMPC), 
ensures prior stability guarantee. It consists of the following steps at each sample time:
1. EstimateXk,dk, and perform SSTO to find t.
2. Perform the following dynamic optimization:
where = [ c ( k f ,  c(k + + N ^ -  i f f
3. Execute control law:
where Ck is the first element of Ck.
+ (3.11)
3.4 Laguerre OMPC (LOMPC)
In order to overcome the problem of small control horizons necessitated by computational 
restrictions, it is possible to capture the ideal optimal control trajectory by formulating the 
predicted control input vector using Laguerre functions. As a result a long control horizon 
can be realized without using a large number of parameters (Wang 2008).
The basic concept of OMPC is preserved, thus the algorithm retains the ability to find the 
global optimum when satisfies (3.9) and the optimal dynamics are embedded within the
predictions. The building block of LOMPC is Dual-mode strategy which ensures prior 
stability guarantee. The following defines the LOMPC algorithm formally. The predicted cost
needs to be determined in terms of perturbations c , such that:
—>Â:
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T•J\= Z. 
z = 0
The LOMPC predictions are
-^ 1 z (3.12)
Z
^ k
'^LOMPC^
i — 0  —>k ~~^ k
Finally substituting L. =Aj^L._^ and hence
LOMPC ~ ^
—^k
Constraint inequalities are defined in the form:
I  A [L ^w y jA '^
i = 0 ^
r] =n'^ Sj ri (3.13)L
—^k —^k -^k
Mxj^ +NHj^ tj <f(k) (3.14)
~^k
LOMPC Algorithm:
At each sampling instant, perform the following steps:
1. Estimate Xk, dk , and perform SSTO to find Xss, Uss.
2. Perform the following dynamic optimization:
T] — arg min J  ^T ^ L ^ ~ T(^)
~^k ^ ~^k
~^k
3. Reconstruct the first value of the predicted input trajectory using c, rj*j^
->
3.5 Steady-State d.o.f. OMPC (SSOMPC)
The functional objectives and review of different approaches to SSTO have been presented 
by Shead (2008). One particular approach which has advantages in terms of feasibility 
particularly for set-point tracking is to choose the steady-state and perturbations to the 
optimal control law simultaneously in a single dynamic optimization. The algorithm is as 
follows:
1. Estimate A  d^)
2. Perform the following optimization:
^SSOMPC ^ k *^ c, (3.15)
3. Execute control law:
(3 16)
WhereL;=([A' / ] ï / - ^  - =  ([/f l]{ l-A
This algorithm is known to have feasibility advantages at the expense of some performance 
loss.
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3.6 Proposed Algorithm (SSLOMPC)
In this section a novel proposition for an algorithm is made with further feasibility 
advantages. Set-point management and dual mode strategy ensures recursive feasibility and 
stability guarantee respectively. There are two distinct types of d.o.f that can be used within a 
predictive control law
1. Control Perturbations
2. Flexibility in the choice of can be expressed through a variable/^.
3. Expression of control perturbations (LOMPC) q in terms of Laguerre
- 4  ~^k
functions
4. Combination of 1, 2 (SSOMPC) and 2, 3 respectively (SSLOMPC).
The section below describes the development of a new MPC algorithm, SSLOMPC, using the 
d.o.f. specified in item 4 above. A predicted control law making use of d.o.f rj^, tj, can be 
expressed as follows.
A ~ ^ + i (3.17)
3.6.1 Predictions for Determining the MAS
For predictions, it is convenient to define an augmented state as follows.
U + 1
4+1
4+1
T 0  5^ 0  
0 0 0 0 
0 0 / 0  
0  0  0  /
^k B
^ k - \ +
I
0
■ * k . 0
V
^ k A ] ç -  \p '  0
'k - l
'k+i
Control law can be re-written as 
[ -K  0
[ - K  0 G {Nc,N c + 1,...}
K W
The augmented model becomes 
y^ k + i = \ ^ k  '^^y/^k
A - B K 0 ^ ^ d + B d BL,
- K 0 Ld 4
0 0 I 0
0 0 0 I
(3.18)
(3.19)
y'k + \='^y,'!'k+By,Vy,Wk+HLBk\^‘t’y,Vk*By,Hl^71^. ' (3.20)
^k + i =^y/y^k + i'^^k + i 
Where (j>^ =
The MAS can therefore be found (ignoring 77 ) using the following definition for :
(3.21)
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0 0 0
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< 0
Leading to a terminal set of the form:
- t^erm
(3.22)
(3.23)
3.6.2 Predictions for Determining the MCAS
Determining the MCAS involves expressing predictions x^_i, Zj^ -i, ^ k-\, ^ ^k-i terms of
c = h ^ t j  and If/ for the first Nc steps
{l,...,(7Vc+ !)» }_¥
-^k — \
I
4 Wk +
P y/y/
0 0 0 .. o'
I 0 0 .. 0
V
/ 0 .. 0
< V / •• 0
•• I
diag{B V (3.24)
~^k — l
X 0 0 O])
—> k - l
y/c
{l,...,(A^c)«l
z tl’- ’(^^)pl = J/flg([c' 0 c \  o]
-^ k - \
{l,...,(Ac)«}
^WW^k '^^ye^L  ^
{l,...,(Ac)«}
+Hl 71
{l,...,(Ac)«}
(3.25)
(3.26)
(3.27)
+ H l ?1
~^ k-\
(3.28)
Transient constraints can therefore be expressed as the following set of inequalities
73
d iag
A
X
A [C'
A [ - K  0u
0
0]
P  + P  
WW
M
trans
y'k
H j  T] <col u
^ terms
+ co l
roi
0
0
vOy
d iag
(3.29)
The terminal constraints are therefore implemented by:
My/^k + Nc ~ Pterm ^  ^ y / \A^ y/y/ y^rc
{T7c«  +  1,...(A(c +  1)«}
Mterm
H j  Tj
~^k-\ term
(3.30)
This leads to the definition of the generalized MCAS, through the following set of 
inequalities
MçÇ + M^H j^ tj +M^t + M^d<q  (3.31)
M  , M ^ , M f , M d  are the relevant columns of
M trans
M term
4 + 1 'A B 4 +
b '
.  4  . 0 I 4 - 1 . I
AmA:’ ^k = [c' o'
4 + 1  A
and predictions are easy to the derive by
"A:-l
It will also be necessary to define both input and state predictions as a function of input 
increment predictions and augmented state:
7  0  ... 0 "
I  I  ... a
7 - 1
I  I
Am + co/([0 /])^,
ug
mAm
X =diagi[l O])^ ^
ug
Pxg -+
The MCAS is defined as:
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, 7  + M / + M ÿ < g |. (3.32)
_> V ^  ~^k-\
Algorithm SSLOMPC:
The SSLOMPC comprises the following steps:
1. Estimate
2. Perform the following optimization:
^t.HjTj  %  nun rf (3.33)
s . t ,
^ ^  """ """ ^
3. Execute control law:
^k  + i"" ~ ^ k  ■*■ ^ d ^ k  ^ L ^ k
It would be expected that this algorithm has feasibility advantages over SSOMPC and 
LOMPC as the decision variable is able to have an affect over a greater proportion of the 
control horizon. The standard way of dealing with feasibility is to increase the R weighting 
matrix which would reduce CV tracking performance (and also reduce control effort), but 
with the proposed approach increasing R may not be required and so tracking performance 
could be improved.
Increasing Nc with any of the 4 algorithms presented improves feasibility at the expense of 
online computation. Ultimately, increasing Nc results in the requirement for higher cost, 
higher performance microcontrollers. Also, SSOMPC and SSLOMPC eliminate the need for 
a separate SSTO, which potentially reduces computation time. Therefore, the algorithm 
proposed has potential advantages in terms of feasibility and computation time, and may have 
improvements in tracking also.
In summary, the proposed algorithm combines SSTO and dynamic optimization in a single 
QP that makes full use of extra d.o.f where perturbations can be expressed in the Laguerre 
functions. The author believes that such a suggestion is practically useful, and that it has not 
been proposed previously. The next section shall investigate the potential advantages through 
simulation of particular scenarios.
3.7. Simulations and Results
Feasibility is a metric of the efficacy of the decision variables, and can be crudely measured 
using the number of constraint violations for a particular simulation. It can also be shown by 
volumes of the polytope as shown in Figure 3.1. But for practical systems, it is more 
convenient to measure the number of constraints violations to get a better picture of 
effectiveness of feasibility improvement using a particular algorithm. It is interesting to see 
that how feasibility varies with the different d.o.f. It is particularly interesting and novel to
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contrast how the use of the steady state as a d.o.f (SSLOMPC) compares the use of OMPC 
perturbations in terms of Laguerre functions in terms of feasibility for systems with rapidly 
changing set points. Dual mode ensures prior stability guarantee in all of the above MPC 
algorithms.
In a practical environment, it may be unavoidable that output constraints can be violated 
under the affect of disturbances. However, it is necessary that feasibility is recovered when 
the disturbance subsides, and that despite output constraints violations, it should follow the 
desired trajectory. Initially the algorithms are tested for a simple two-state model outlined in 
Rossiter (2010), which is a system for which LOMPC has been demonstrated to have 
advantages over OMPC in terms of the feasibility/regulation trade-off. The scenario has 
different initial conditions and regulation to the origin is required under disturbances with 
stringent hard output constraints.
In order to ensure that findings are actually practical, all the MPC algorithms are 
implemented for two quadrotor helicopter based simulations. In the first one, the quadrotor 
helicopter starts with some non-zero initial conditions (9, 7, 8 ) metres and then has to land in 
the presence of disturbances. The second scenario deals with quadrotor following the rapidly 
changing set point and then has to take-off (0 , 0 , 0 ) and land back to its take-off position in 
the presence of disturbances. Therefore a novel yet simple comparison of above MPC 
algorithms in simulations is done and compared for regulation cases and set-point following 
scenarios.
The performance of the algorithms are measured in four ways, number of constraint 
violations, tracking performance, size of cost (3.7) with Q=R=\, and online computation time 
(the time taken by an optimizer to give an optimal solution at each sampling instant). The 
quadrotor model has 9 output states. However only 4 of them are considered as CVs namely 
position along x, y, z  axes and rotation along yaw axis. The feasibility at each time step is 
determined whether a feasible solution to the QP is found or not. Therefore higher number of 
constraint violations indicates the number of times the QP solution was infeasible. To the 
authors’ knowledge, this comparison and implementation on quadrotor helicopter in 
simulation is a novel contribution to the control literature.
The MPC algorithms are marked as (l=OMPC, 2=L0MPC, 3=SSOMPC, 4=SSL0MPC-a, 
5=SSLOMPC-b,6=SSLOMPC-c). The difference between algorithm 4, 5 and is 6  that R=10 
is considered in 5 with Q ^l. But in 6 , the Q=\0 and R=l. Algorithms 5 and 6  are presented to 
investigate the effects of trading off feasibility advantages with tracking improvements.
3.7.1 Two State Example (Simulation]
A standard two state model (Rossiter et al. 2010), details of input and output constraints is 
given below.
A =
C =
The input constraints are 
The output constraints are
0.90133 0.1426" "0.2752 0.6243"
,B  =
0.04752 0.9964 0.1121 0.9471
1 0  
0  1
Umax = [5, 5] and llmin = [ "5,-5].
Ymax=[2 , 2]and Ymin = [-2,-2].
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It is tested in simulation for regulation for the following initial eonditions.
[1 0; 0.2 0.5; 1 l;-0.2 -0.5;-l 0; -1 -1].
The control horizon of two is used for all simulations.
%
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1
Figure 3.1;Size of Feasible region for initial conditions regulated to the origin by SSLOMPC (Simulation)
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Figure 3.2: Simulation plots for initial conditions [1 0] by SSLOMPC. An extension to (Rossiter et al.
2010)
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Table 3.1: Simulation Parameters for Two State Model
MFC Algorithm Control Horizon(7Vc> Laguerre Pole Q R
OMPC 2 0.9 1 1
LOMPC 2 0.9 1 1
SSOMPC 2 0.9 1 1
SSLOMPC 2 0.9 1 1
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Figure 3.6: Plots for Tracking Error(R=0) only
The size of feasible region for different initial conditions is shown in Figure 3.1 for 
SSLOMPC. However the method of measurement of feasibility in terms of constraints 
violations is preferred over the feasible region representation by Polytope to better represent 
the performance of practical systems. The input/output results from one of the initial 
conditions [1 0] is shown in Figure 3.2 only in simulation. The presence of a very strong 
disturbance (not shown) pushes the system to violate the output constraints. The MPC 
algorithms are employed to recover the system from total failure and after recovering, it is 
regulated to the origin. The control input does not violate the input constraints.
There are significant improvement in feasibility for SSLOMPC algorithms over OMPC, 
LOMPC and SSOMPC as shown in Figure 3.3. The use of Laguerre functions have 
contributed significantly to increase the size of feasible region, as a result the membership of 
MCAS is obtained earlier. The number of constraints violations for SSLOMPC-b are less 
than SSLOMPC-a. This was expected as the detuning of control law (R=10) makes the 
control action less aggressive as a result the feasibility is improved. However when Q=10, the 
control action is made aggressive. A highly tuned control law thus generates aggressive 
control inputs SSLOMPC-c, as a results there are more constraints violations. The overall 
loss in feasibility for SSLOMPC-c is less than OMPC, LOMPC and SSOMPC.
There are clear improvement in cost and tracking costs for SSLOMPC-a. SSLOMPC-b and 
SSLOMPC-c over OMPC, LOMPC and SSOMPC as shown in Figure 3.4 and Figure 3.6. 
There is a traditional conflict between performance (represented by cost) and feasibility. 
However the overall conflict between feasibility and performance is less than OMPC, 
LOMPC and SSOMPC. Feasibility is improved by expressing perturbations in terms of 
Laguerre functions.
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The computation time will improve if the feasibility is improved. This means that optimizer 
will take less time to generate the feasible solution. Feasibility is improved if steady-states 
are also used as the degrees of freedom. The consideration of reference governor approach to 
get a feasible set-point in the vicinity of steady-state plays a key role to improve feasibility. 
As long as feasible set-point exists, there will be improvements in feasibility and computation 
time. There will be losses in performance because the new feasible set-point is actually away 
from the actual infeasible set-point. But the overall improvement in feasibility is necessary to 
ensure safety of the system. The improvement in the computation time is shown in Figure 
3.5.
There is a clear trend in the improvement of feasibility, tracking performance and online 
computation time of SSLOMPC compared with OMPC and LOMPC. The presence of the 
Laguerre pole provides additional tuning parameter to improve the performance as compared 
with SSOMPC. It is clearly seen that the cost and feasibility for systems regulating to the 
origin has improved, although there is not much variation in computation time of SSLOMPC 
with SSOMPC. The results are in line with the combinatorial effect of SSOMPC feasibility 
advantages of OMPC (Shead 2008), and LOMPC advantages over OMPC (Rossiter et al. 
2 0 1 0 ), although tracking improvements could be as a result of feasibility improvements, 
which is a valid practical consideration. The traditional conflict of performance cost and 
tracking cost with feasibility is shown in Figure 3.3, Figure 3.4 and Figure 3.6 when 
algorithm 5 is used. Increasing R detunes the controller; as a result there is an improvement 
in feasibility and performance for SSLOMPC-b. However increasing Q in SSLOMPC-c 
causes the feasibility to deteriorate, and consequently the cost also. Table 3.1 details the 
simulation parameters.
3.7.2 Quadrotor Scenario for Non-Zero Initial Condition
The performance of MPC algorithms is tested on quadrotor whose operating parameters are 
outlined in Chapter 2. In the first scenario Figure 3.7, the quadrotor moves from the initial 
position (9, 7, 8 ) in simulation. The MPC algorithms recover the system and it is directed to 
the origin (0 , 0 , 0 ).
It is observed in Figure 3.8 that for constant Q, R, there is almost negligible difference for 
feasibility and cost for SSLOMPC-a and SSOMPC. The obvious reason is that control 
horizon of two was sufficient to ensure that the membership of MCAS is obtained as early as 
possible. Laguerre functions are only effective for systems which require large control 
horizons to improve feasibility. However in SSLOMPC-b, the conflict between performance 
and feasibility arises as observed with LOMPC: the cost increases marginally but the 
feasibility is improved significantly. This is expected because detuning of control laws 
improves feasibility but deteriorates the performance. The generation of less aggressive 
control actions makes the overall response sluggish as a result tracking error may increase. 
The Laguerre pole is also tuned to give optimal performance. Increasing R too much makes 
the system unstable. The cost gets worse for SSLOMPC-c but there is no effect on feasibility.
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Table 3.2: Simulation Parameters for Quadrotor Scenario
MFC
Algorithm
Control
Horizon(Ac>
Laguerre
Pole
Q R
OMPC 2 0.8 1 1
LOMPC 2 0.8 1 1
SSOMPC 2 0.8 1 1
SSLOMPC 2 0.8 1 1
3.7.3 Quadrotor Square Scenario
Now we consider the performance of the MPC algorithms when applied to the quadrotor 
helicopter for a different scenario as shown in Figure 3.9 and Figure 3.10 only in simulation. 
The quadrotor takes off from (0, 0, 0), performs two square maneuvers at different heights in 
the presence of disturbances and lands back at its take off position. The output constraints of 
14 meters are imposed on the motion along x, y  axes and 24 meters along the z-axes for the 
square maneuver.
It is observed that for constant Q, R, there is almost negligible difference for feasibility and 
cost for SSOMPC and SSLOMPC-a as in Figure 3.11. However in SSLOMPC-b, the conflict 
between performance and feasibility arises as observed in LOMPC. As a result the cost and 
feasibility is even better than SSLOMPC-a. The increase in Q as in SSLOMPC-e deteriorates 
the performance, tracking cost and computation time. A highly tuned control law results in 
aggressive control actions to reduce the tracking errors. As a result, the system may get 
oscillations which may result in constraints violations. As a result the optimizer may struggle 
to get a feasible solution which can increase the computation time. Although there is no 
systematic way of tuning the LOMPC, the tuning of Laguerre pole ensures that the 
performance closed to optimal is obtained. The simulation parameters are shown in Table 3.3.
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Figure 3.9 Simulated three dimensional Plot for Quadrotor square maneuvers without disturbances
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Table 3.3: Simulation Parameters for Quadrotor Square Scenario
MPC
Algorithm
Control
Horizon(Ac)
Laguerre
Pole
Q R
OMPC 2 0.9 1 1
LOMPC 2 0.9 1 1
SSOMPC 2 0.9 1 1
SSLOMPC 2 0.9 I 1
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3.8 Conclusions and Future Work
This chapter has extended existing ideas both on feasibility and set-point management. A 
standard approach involves a separate SSTO whieh reduces the set of possibilities available 
to the optimizer which either increases the possibility of feasibility or the necessity to use 
longer control horizons implying substantially more online effort.
Here it has been possible to construct a novel algorithm with a single QP that maximizes 
feasibility. This work has ineorporated all the key features of the SSTO into single stage 
algorithm, distinguishing this method from others proposed in literature. A major and novel 
eontribution of this work has been to illustrate the advantages of MPC algorithms in terms of 
feasibility for systems whieh have rapidly ehanging set points and it is generally noted that 
the steady-state decision variable is a very effective parameter for maximizing the size of the 
MCAS in comparison with both the use of Nc, and when perturbations are expressed in terms 
of Laguerre functions. The combined use of Laguerre funetions and steady-state deeision 
variables to improve feasibility and computation time is a novel eontribution and this 
combination gives improved feasibility and eomputation time advantages over OMPC and 
LOMPC. A larger Nc implies higher online computational effort for a given general operating 
region.
The use of SSLOMPC has elearly indicated the advantage it has gained in terms of feasibility 
and tracking performance as seen in Figure 3.3-3.6 . The confliet between tracking 
performance and eost is observed when the detuning of SSLOMPC-b algorithm is performed. 
However the traditional conflict is clearly better than OMPC, LOMPC algorithms which is 
also novel. It is also obvious that inereasing Q is not the best ehoiee for improving the 
performanee, cost and feasibility of the system. The inerease in Q gives more importance to 
the traeking error. This requires more aggressive response from the controller to minimize the 
tracking error. This action causes infeasible optimization solutions. As a result, the number of 
constraints violations may increase and the traeking performance gets worse.
Another novel eontribution is the implementation of MPC algorithms in simulation on the 
quadrotor helieopter as seen in Figure 3.8 and 3.11. Implementation of OMPC, LOMPC, 
SSOMPC and SSLOMPC for quadrotor control is a novel eontribution. It is observed that for 
simple two state model, there are clear improvements in feasibility and performanee by 
SSLOMPC over other MPC algorithms. These improvements by SSLOMPC over OMPC, 
LOMPC and SSOMPC are also novel whieh are briefly discussed in seetion 3.7. However in 
quadrotors this difference is less visible for SSLOMPC and SSOMPC. The detuning of 
weights, SSLOMPC-b, improves the overall performanee. The obvious reason for this is that 
the system dynamics cannot tolerate the aggressive eontrol inputs so the eontrol weight has to 
be altered to give an optimal performance. The presence of hard constraints, output 
constraints has also played an important role in the performance and feasibility results. The 
presence of soft constraints (Rossiter 2003; Wang 2009) was also investigated. The presenee 
of slaek variables causes the feasibility to improve as it relaxes the eonstraints. However as 
the feasibility is improved, there is a severe deterioration of cost. Therefore for the traeking 
seenarios in terms of traeking performanee, operating at the constraints or near the eonstraints 
may severely deteriorate the traeking performance. For theoretical contributions, it was 
deemed neeessary that the violations of hard eonstraints should be eonsidered as a way to see 
the feasibility improvement by different MPC control laws. However, use of the soft 
constraints has an advantage that it allows operation at or near the constraints without any
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feasibility issues with severe performanee loss. This eoneept is demonstrated in Chapter 4. 
The Laguerre pole is another deeision parameter which has to be tuned for optimal 
performance.
A major diffieulty or ehallenge in implementing the SSLOMPC algorithm is the number of 
tuning parameters. The tuning becomes more diffieult when we are dealing with MIMO 
system like quadrotor. As a result each parameter has to be tuned until the performanee is 
elose to optimal. However depending upon the nature of application, the user can find a 
balance between the feasibility and cost.
The next Chapter 4 describes the praetieal implementation of these algorithms on a real 
quadrotor in a real-time environment. A elosed-loop testbed based with a Qualisys motion 
eapture system will be used to determine the elosed-loop performanee. Onee satisfactory 
results are obtained, the quadrotor will be used to perform different maneuvers. The 
implementation of MPC control laws on quadrotor for Mars terminal deseent is diseussed in 
Chapter 5.
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Chapter 4 
Experimental Implementation of MPC
In order to land safely in hazardous terrains from a planetary landing perspeetive, it is 
imperative that the new GNC capabilities must be developed. Onee a spaee seienee mission 
aeeepts the new technology, its performance must be validated in a relevant environment 
through simulations and real-world field tests in real-time.
Therefore, this chapter details the different steps taken to develop the SPLF and deseribes the 
elosed-loop praetieal implementation o f PID, LQR and MPC eontrol laws on quadrotor 
helicopter.
The novel eontributions of this chapter are:
• Development of indoor facility SPLF which provides the flexibility and ability to test 
and validate guidance and control laws for terminal deseent phase of planetary landers 
using quadrotor helieopter.
• Praetieal implementation and testing of MPC (SSOMPC, SSLOMPC) eontrol laws for 
different eases like set-point traeking, step response.
• Praetieal eomparative analysis of MPC eontrol laws with PID and LQR controllers.
A detailed GNC architeeture for a planetary lander is diseussed in section 4.1. A general 
architecture of a elosed-loop system is diseussed in section 4.2. This section also discusses 
the details of sensors for feedback, performance of sensors in terms of data aceuracy and 
issues with state generation. The ground station and software arehiteeture is also foeused 
upon. The praetieal performance criteria and the tracking performance of elosed-loop system 
by using PID, LQR and MPC algorithms (SSOMPC, SSLOMPC) has been discussed in 
seetion 4.3. The diseussion on the comparative analysis is performed in seetion 4.4. The 
chapter coneludes in seetion 4.5.
4.1 Planetary Lander Guidance Navigation and Control 
Requirements
In order to develop a testbed for a planetary lander, it is neeessary to have deep understanding 
of the basie arehiteeture for the GNC strueture used for a planetary lander. This information 
therefore can then be used to develop and replicate the different bloeks in a customized 
testbed for validating the eontrol laws. The basie GNC bloeks shown in the Figure 4.1 
describes the simplified strueture.
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Figure 4.2: Guidance, Navigation and Control Block (Wells et al. 2006)
The typical steps for hazard free precise landing starts once the parachute is deployed and it 
ends at the touchdown on the surface (Wong et al. 2006). During terminal descent, the 
vehicle must be able to determine its states like position, velocity and attitude and should be 
able to identify the landing zone by generating the terrain maps. The entire system must 
operate autonomously. A typical on-board G&C system for powered descent consists of 
trajectory guidance, attitude commanding, landing vehicle control, landing area prediction, 
terrain map generation, hazard detection, landing site selection and the states (Position, 
Velocity, Attitude) estimation, the details of which are given in the Table 4.1.
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Table 4.1: Description of GNC Block modules (Wells et al. 2006)
GNC Technology Detail
Landing Area Predictor Used to determine the available landing zone.
Hazard Detection and 
Avoidance
Used to scan the landing zone and then identify a safe landing target.
Trajectory Guidance and 
Attitude Commander
Provides attitude and thrust commands to guide the lander from some initial 
position, velocity and attitude, angular rate to a specified target position, 
velocity, attitude and angular rate.
Position and Attitude 
Controller
Ensures accurate execution of commands.
Navigation System Provides estimates of vehicle’s position, velocity and attitude. The sensors used 
are laser radar (LIDAR), Phased-Array radar, inertial measurement unit (IMU) 
and the actuators (descent engines and thrusters).
Once the processing of the trajectory guidance functions have been initiated, the onboard 
proportional (Wells et al. 2006) controllers uses the commands to construct a required force 
and torque in the body frame of the lander. The controller-computed desired force and torque 
commands (in lander or body coordinates) are fed to the thrusters selection logic. The idea of 
emulating the dynamics of a planetary lander on another dynamical model is not new. It has 
been implemented on UAV helicopters in an outdoor environment as discussed in Chapter 1. 
There are two layers of algorithms for AHT. The first one gives the AHT basic state 
estimation and control capabilities whereas the second ones are those related to the planetary 
exploration technologies being developed and tested.
The state estimation is performed by Kalman filter which is used by AHT control system. 
The states of the filter are initialized by a compass and GPS. After initialization, the filter 
state is updated using the above mentioned sensors in combination with IMU, gyro and 
accelerometer.
4.2 Introduction to the Surrey Precision Landing Facility
It is obvious from Figure 4.1 and 4.2, that a position sensor plays an important part for the 
control of spacecraft. Also the outdoor testbeds have to operate in an environment where 
numbers of position sensors are needed to track the UAV. An alternative to position sensors 
used in outdoor planetary landing testbeds is a powerful digital optical system known as 
Qualisys which can be used to measure translational and rotational positions. It is possible to 
track the moving objects with high precision in real-time within an indoor room. A 
specialized motion capture system provides a very useftil tool for the initial design and tests 
for the validation of control algorithms. However, it is of course not an option for final 
system implementation.
Another important issue is the generation of control signals from controllers and the 
necessary post processing needed to convert it into the appropriate command signals 
necessary to control the quadrotor in real-time. This part requires number of experiments to 
gather necessary system identification data needed to generate appropriate control signals for 
quadrotor control.
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4.2.1 Qualisys Architecture
Currently the SPLF is equipped with six cameras which are able to reeord positions of small 
refleetors mounted on various objects. The flying arena is 7 x 5 m where eameras are located 
at a height of 4.4 m. The reflectors are light plastic balls with a silver eoating whieh allows 
them to be seen by the cameras. The cameras relay the position data to the host computer or a 
Control PC as shown in Figure 4.3. The markers are tracked at a sampling rate ranging from 
IHz to lOOHz. The Qualisys software in control PC processes the data from six cameras and 
the position of markers is presented in the form of translational position in millimeters and 
angular positions in degrees. The cameras position in the flying area and the associated 
control station is shown in Figure 4.4. The flying area and proteetive netting in the 
surroundings with crash mats on the ground is shown in Figure 4.5. The PC used has 2.4 
GHz processor and 2 GB of RAM.
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Figure 4.3: Illustration of the SPLF Hardware Structure
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Figure 4.6: Motion capture cameras in SPLF
The system ean support single and multi body systems. The quadrotor is equipped with four 
markers strategieally plaeed in a symmetrieal position so the software can easily interpret it 
as a quadrotor and determine its eentre of mass and attitude. The position information from 
number of cameras is combined and related with saved model definition. It is imperative that
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in any given time, the markers must be in line with at least 3 cameras. The cameras coverage 
area will reduee if the numbers of cameras are redueed. The redueed cameras will not affect 
the aeeuraey of data. The tracking zone is speeifically designed for aerial objects; therefore 
the eameras are plaeed at high strategic locations to provide the optimum eoverage as shown 
in Figure 4.6. The position of eameras can be changed to optimize the coverage area.
The tracking Qualisys software requires additional plug-in called Real Time (RT) protoeol to 
track the objeets. The tracking software provides a Graphieal User Interfaee (GUI) and tools 
to manage, set-up, record and process a motion capture session in real-time. The Qualisys 
data is provided in Simulink/Matlab environment using Simulink bloek provided by the 
company.
4.2.2 Sensor Noise
The sensor noise for the position of the quadrotor has been measured by the Qualisys system. 
This is done with the quadrotor standing on the ground. This method of measuring the 
aeeuraey has also been used by (How et al. 2008; Sorenson 2010; Mary et al. 2010).
Here for a stationary target like quadrotor, the jitter associated with the position measurement 
is of the order of a 100 microns or less. The preeision in relative or absolute positioning was 
not measured but was expeeted to be of the order of a mm or so for relative position. This 
was adequate for testing the control laws and algorithms over the few metres used in the test 
seenarios.
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Table 4.2: Error in xyz Positions
Positions Error (mm)
X 0.0629
Y 0.0049
X 0.0178
4.2.3 Selection of Sampling Frequency
The elosed-loop controllers are developed in discrete domain because the position data 
received and transmitted is digital in nature. The affect of sampling time on the system 
performance by a similar optical tracking system has been studied in detail by (Sorenson 
2010). It was determined that the accuracy of the controller using lOHz and lOOHZ update 
frequencies were seen to be similar. Therefore a sampling frequency of lOHz was selected by 
(Sorenson 2010). The sampling frequency for this work was 20Hz. This sampling frequency 
was determined to be sufficient to perform the elosed-loop testing. The high data rate of 50Hz 
or above was not selected because the Qualisys software was giving warnings indicating the 
high data losses. The topic of what sampling frequency that would give optimal results in 
terms of data accuracy is not further investigated.
4.2.4 Qualisys Errors
The optical tracking system has very high tracking precision, but its coverage is limited to a 
small area in the centre o f room. When the object is outside of the coverage area, the cameras 
lose sight of some or all of the markers and tracking errors occur. The tracking error causes 
the lack of availability o f position data. The absence of data causes the tracking software to 
send Not A Number (NAN) message. This problem has been overcome by storing the 
incoming data stream in a buffer. So, whenever the states x(k) at the sampling instant k  is 
replaced by NAN, the software determines this change and immediately replaces the NAN at 
sampling instant k  by data at x(k-l). In addition, fluctuation in the measurement data is 
magnified when the data is differentiated to determine the velocities. Kalman filter has been 
used to estimate the states. At the same time, an operator pilot is also observing the flying 
performance visually. If the pilot determines an anomaly in the flight, the pilot can take 
manual control of flight and land it safely.
4.2.5 Qualisys Frames of Reference
The Qualisys software requires an inertial frame of reference, which can be called as an Earth 
frame. The origin of body frame is located in the centre of mass of the body identified 
automatically by the Qualisys software.
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Figure 4.8: Earth and Body Frames Orientation 
Since both body and Earth frame are aligned, no correction for the orientation is needed.
4.2.6 Generation of Control Signals for Quadrotor Control
The detailed internal architeeture of X3D quadrotor has been discussed in Chapter 2. One of 
major challenges in communicating with the quadrotor was the development of a software 
tool to send command packets to the X3D quadrotor using the Xbee wireless link. Qualisys 
provides traeking data in Simulink environment, whieh provides the flexibility to rapidly 
implement and develop applications because of its unique GUI interfaee. In Matlab, S- 
functions (^y^tQm-functions) provide a powerful meehanism for extending the eapabilities of 
the Simulink environment. S-function is a eomputer language description of a Simulink block 
written in Matlab, C, C++, or Fortran. C, C++, and Fortran, ^-functions are compiled as 
MEX-frles using the mex utility. As with other MEX-files, ^-functions are dynamieally 
linked subroutines that the Matlab interpreter ean automatically load and execute. The X3D 
manual provided detailed information about the data paekets represented in hexadecimal 
format to control various functions of quadrotor. These packets had to be transmitted in 
certain pattern with unique packet descriptor highlighted in manual. The X3D manual 
strongly supported the use of C language for the development of code to eontrol the 
quadrotor. Therefore ^-function was written in C to transmit the control packets to control the 
roll, pitch yaw and thrust. Several experiments were performed to test the reliability of the 
code to control the quadrotor. The overall idea was to transmit same control signals as were 
produeed by remote control. A GUI was developed in Simulink to perform open-loop tests. 
The attitude and thrust eommands had a range from [0-2048-4096]. The nominal range in 
Table 2.1 was based on observation sufficient to fly the helieopter in an aggressive maneuver 
without crashing it. It was experimentally verified that the attitude commands controlled the 
attitude rates and this relationship was linear. Equations 2.10 and 2.11 deseribe the 
mathematical relationship and the numerical values for the roll pitch and yaw gains. These 
values were also experimentally verified.
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Once the open-loop tests for the attitude were successfully condueted, the experiments were 
needed to identify the X3D thrust measurement. The experimental details needed to measure 
the thrust generated by rotors is diseussed in detail by (Mary et al. 2010; Sorenson 2010). 
Therefore, some of the experiments were replicated to remove any uncertainty in the 
determination of thrust, roll, piteh and yaw gains. The data gathered from the experiment was 
used to establish the eonneetion between the collective thrust input and the collective
downwards-generated force. The experiment was conducted by attaehing the X3D to heavy 
mass and increasing the thrust aetuating signal 5  ^while simultaneously measuring the
resulting downward fbree. The mass of the quadrotor with the batteries was found to be 0.532 
kg. The force was evaluated by measuring the decrease in the set-up’s weight and then the 
generated fbree was inferred from the weight loss using the Newton’s seeond law.
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Figure 4.9: Experiment to determine the thrust polynomial constant (Mary et al. 2010)
The amount of the generated fbree was inferred from equation 4.1 given as
^rotor ~ ^^-S
Where measured
All the masses are measured in kg and forees in Newton.
The mass loss is plotted against the thrust eommand as shown in Figure 4.10 below. The 
thrust actuating signal 5  ^was increased while simultaneously measuring the resulting
downward fbree. The experiment was repeated three times. Based on the data from Table 4.3, 
it was then possible to derive the polynomial relationship between the input and output of the 
system. A third order polynomial was ehosen as the used model, as this seleetion of the 
model order was consistent with the similar experiments eonducted by (Mary et al. 2010; 
Sorenson 2010). The Matlab function polyfit was used to find the polynomial parameter. This 
fiinetion supplies the best fit for the data series in the least-square sense. During the 
experiments, the caleulated fbree polynomial performance was almost similar to the value 
determined by (Mary et al. 2010; Sorenson 2010).
Table 4.3: Variation of mass with change in thrust ( Mass of quadrotor with extra heavy mass=2.8257Kg)
Thrust
iSA
Mass Data 1 Mass Data 2 Mass Data 3 Delta m l Delta m 2 Delta m 3
0 2.7852 2.7845 2.7842 0.0405 0.0412 0.0415
100 2.7700 2.7662 2.7662 0.0557 0.0595 0.0595
200 2.7492 2.7480 2.7483 0.0765 0.0777 0.0774
400 2.6957 2.6962 2.6900 0.1300 0.1295 0.1357
800 2.5287 2.5520 2.5610 0.2970 0.2737 0.264
1200 2.3240 2.2890 2.3150 0.5017 0.5367 0.5107
1600 2.0079 1.9800 2.0450 0.8178 0.8457 0.7807
2000 1.9900 1.9600 1.9830 0.8357 0.8657 0.8427
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Figure 4.10: plots for relationship between increasing raw command and Mass loss
The controller outputs for the attitude commands are saturated between ±1 whieh are then 
scaled between [0 -  4096] in the post processing block. The controller output for thrust is 
converted to raw values by initially saturating the control values between ±1. Then a lookup 
table based on the thrust polynomial (2.14) was used to generate the necessary raw 
commands to control the thrust of quadrotor.
Onee open-loop attitude and thrust control was perfected, then attention was paid to elosed- 
loop control. PID controller was chosen as a first step to familiarize with the sensors, 
quadrotor eontrol and to resolve any issues in the elosed-loop control. Initially elosed-loop 
yaw angle control was conducted, starting with very simple proportional control. The issue of 
steady-state error was dealt with integrator. The derivative control was also explored to 
improve the transient response. The GUI allowed user the flexibility to control only one and 
up to four channels simultaneously. Therefore, when attitude eontrol for yaw was conducted, 
other channels for roll, pitch and thrust eontrol were set at their default values. The elosed- 
loop roll, pitch and yaw control was experimentally conducted repeatedly. Once attitude 
control was perfected, then attention was paid to translation XY control. Once again, this was 
a long and tedious process. The quadrotor was tied with a rope freely hanging from the roof. 
The XY translation control was repeatedly tested and perfected using PID control. The next 
stage was the altitude control. The elosed-loop altitude control was also perfected with PID 
control.
Model based LQR control was chosen as an intermediate step to familiarize with optimal 
control implementation issues and overcome any challenges during its implementation. The 
LQR testing phase was similar to the PID control focusing initially on yaw and then finally 
implementing translation position eontrol.
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Once LQR control was perfected, MPC control laws were implemented. Each experiment 
was repeated at least ten to fifteen times to test robustness and repeatability. The battery 
lasted for 15-20 minutes depending upon the maneuver, which was performed. Overall, the 
experience of developing the testbed was very challenging as lot of crashes occurred. 
However, with practice, the learning curve was improved and desired goals were met.
4.2.7 State Estimation and Offset Free Tracking
Full state feedback requires nine states at each time step for the calculation of the feedback 
law if optimal control law is implemented. The Qualisys software generates translation 
position X, y, z  in mm and angular positions <j),6,y/ in degrees. Only first six states are 
generated by the Qualisys sensors, the last three states, body translational velocities must be 
estimated from the measured data.
It was observed during the experimental work, that the Qualisys software gave an offset in 
the Euler angles determination. This error occurred when calibration was performed. 
Calibration is a process in which the model of the vehicle is identified by the Qualisys 
cameras. When this process is being performed, it is imperative that the vehicle position 
should be adjusted in such a way that all the Euler angles must be zero. However, during the 
experiments it was observed that there was always a non-linear offset along the y-axis. It has 
already been discussed that for the quadrotor, the states are always coupled. Therefore, 
movement along the y-axis requires roll angle tilt. Ideally, when the quadrotor is in perfect 
hover, the roll and pitch angles should be zero. However, whenever hovering was performed, 
it was observed that quadrotor started drifting along y-axis. There was always a varying 
offset of ± 1 0  to ± 2 0  cm error with respect to actual position along y-axis.
This issue of offset can be regarded as a steady-state error. The integral action or integrator is 
used to overcome the steady-state error. Therefore, integrator was added for the PID and 
LQR controllers as discussed in Chapter 2.
However, for MPC, an optimal disturbance/state estimator was used. Shead (2010) has 
described that an offset-free linear MPC can be achieved by incorporating an appropriate 
disturbance model into the MPC formulation. The disturbance estimation is equivalent to the 
incorporation of integral action to facilitate the removal of steady-state error or an offset free 
control for the control variables despite the effects of measured and unmeasured disturbances 
and model uncertainty. The Kalman filter used has already been discussed in Chapter 3.
The tuning parameters for Kalman filter implementation are Qest,, Qdest, and Resh^  Since the 
disturbance in the form of an offset is observed at the output states, therefore the weighting of 
Bd is set lower than Cj. The offset is treated as a constant unmeasured output disturbance. 
Qdest ^  ^used to penalize the effect of disturbance in states. Therefore, the overall weighting of 
Qdest is set higher than Qest. Since the quadrotor states are coupled, so the additional tuning 
weights Qdest for the roll angle and position state are needed to reduce the offset.
The calibration error can be considered as an instrumentation error. The tracking performance 
of controllers can be improved if accurate navigation data is available; therefore less effort is 
needed for tuning.
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4.2.8 Closed-Loop Architecture
The software aspeet of the SPLF has been designed/programmed in Simulink. The general 
system arehiteeture for the reeeiving and the transmission sides is shown in Figure 4.11.
Attitude and Position Data-
Indoor Testbed X-Bee Communications
Simulink Real-time Environment
,----
Qualisys \ 
Client
Missing Data 
Protection —►
Kalman
Filter
_______________ ____ _________
Comms. 1 ^ Post­ 5 Control
Interface ^
____ _ J
processing Laws
Figure 4.11: SPLF Closed-Loop Arehiteeture
The Qualisys elient reeeives the position and orientation states at 20Hz. The data is eonverted 
into appropriate SI units in the Qualisys client bloek. The position states are sent to Missing 
Data Protection block. The algorithm in the bloek determines that if NAN is received, then 
current corrupted data is replaced with the data in the previous sampling instant. This data is 
then sent to the Kalman filter bloek which is used to generate all the nine states. The 
controller bloek whieh can be PID, LQR or MPC processes the data and produces the control 
input signals. A wireless data link has been used to transmit the eommand data to the 
quadrotor at a Baud rate of 9600.
Despite the obstacle of an indoor use, SPLF provides the flexibility to users for elosed-loop 
pointing, elosed-loop landing, safety, repeatability, low eost and simple logistics when 
primary goal is the development of preeision planetary landing eontrol laws where quadrotor 
has been analyzed in terms of its ability to emulate the planetary lander dynamics. The 
flexibility in ehanging the flying eonditions are some key points whieh make the SPLF 
unique and novel in the domain of planetary lander testbeds.
4.3 Practical Testing
The objective of the controllers is to keep the quadrotor at a desired reference position. In this 
seetion, the praetieal testing of PID, LQR, SSOMPC and SSLOMPC controllers will be 
diseussed. The developed controllers are tested for various seenarios. It is vital at this stage to 
determine the size of measurement errors obtained in similar testbeds where quadrotors have 
been used.
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Figure 4.12 : Single vehicle waypoint tracking experiment: Vehicle takes-off at (0,0,1) m and then flies to 
points (-1,0,0),(-1,-1,1),(1,-1,1),(1,1,1),(-1,1,1) and lands at (-1,1,0) m (Valenti et al. 2006)
The results in Figure 4.12 show that the vehicle can track a path at low speeds. In this test, the 
vehicle is commanded to fly at waypoints in flight pattern. The tracking errors of 10-15 cm 
are also observed.
100
- 1 .4
-5
-c.e
-0.8 -2. s -0.4 -0.2 2 0.2 0.4 Q.S 2.3 1
Figure 4.13: Tracking a rectangular reference in z and j-axes with different controllers (Sorenson 2010)
The practical testing of controllers also revealed an overshoot from all controllers. It was 
observed by Sorenson (2010) that all paths of controllers could be seen outside the square. 
This was believed to an affect of tight tuning of the controllers. It was tested that when the 
controllers were tuned tightly, the error became less, but the general flight became more 
unstable.
It can be concluded from above discussion that tracking errors in the range of 15-20cm is 
considered normal when performing practical testing with quadrotors. However a 
compromise between stability and tracking has to be made. Tight tuning reduces the tracking 
error but increases oscillations that might lead to instability.
4.3.1 Practical Implementation of Control Laws
This chapter discusses practical evaluations of the performance of the designed controllers. 
The evaluations are based on the test flights which have been divided into two sections which 
concern two different types of reference inputs. The first covers the step inputs. The second 
set of tests is conducted by following a changing reference in the form of square pattern. 
Each of these tests is conducted using PID, LQR, SSOMPC and SSLOMPC controllers. The 
selling point of MPC is the ability to consider and respect input and output constraints in the 
predicted trajectory of the system. A scenario has been devised to test the behavior of MPC 
algorithm when output constraints are imposed on translation positions.
4.3.2 Step Response Along x, y, z axes
The step input is necessary to determine different characteristics which define the 
performance of a controller. These characteristics are rise time, overshoot and settling time. 
The experiments are conducted by initially bringing the quadrotor to the hovering position. 
The corresponding controllers are then turned ON. Once quadrotor is stabilized under the 
new controller, step response along x, y, z axes is generated.
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Table 4.4: Simulation Parameters for Step Response Along jc, y, z axes
UAV Inertia (kg-m'^2) Jxx“Jvv^5.6e-3 ; 8.1e-3
Mass (kg) 0.532
PID Controller Gains Kp_x, =0.001, Kp_y = 0.001, Kp_z =8, Kd_x=0.001,Kd_y = 0.001, Kd_z = 5, 
Ki_x=0.0005, Ki_y = 0.0005, Ki_z.=4, Kp roll = 2, Kp_pitch = 2, Kp_yaw =0.9, 
Kd roll = 0, Kd_pitch = 0, Kd_yaw = 0, ,Ki_roll =0.9, Ki_pitch = 0.9, Ki _yaw =0
LQR Gains O =ri,l,l,H ,R  = [0.75,0.75,5,21
SSOMPC Gains 0  = [2,2,2,11 ,R  = [10,10,10, 0.051
SSLOMPC Gains 0  = [2,2,2,11, R = [10,10,10, 0.051
Estimator Gains Qes. = [15,15,15,15,15,15,15,15,15,15,151
= 40 *[4,8,1,4,1,1,1,1,11, R ,,rle  " *[1,1,1,1,1,1,1,1,11
Control Horizon 2
Laguerre poles 0.3
Simulation Maneuver Step Response Along x, y, z axes
Output Constraints Nill
MPC Input Constraints ±1 for all control inputs
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Figure 4.14: Step response for PID, LQR, MPC controllers along %-axis
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Figure4.15: Error plot along jc-axis for step response
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Figure 4.16: Step response for FID, LQR, MFC controllers along j?-axis
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Figure 4.17: Error plot along j-axis for step response
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Figure 4.18: Step response for PID, LQR, MPC controllers along z-axis
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Figure 4.19: Error plot along z-axis for step response
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Figure 4.20: Computation time by the MPC optimizer at each sampling instant
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Step tests are conducted along each of the three axis for PID, LQR, SSOMPC and SSLOMPC 
to reach 20 cm from zero cm for x, y  axes and from 10 cm to 20 cm along z-axis. The results 
of the step response are in Figure 4.14-4.20. The results of the step tests for all three 
measurements in terms of rise time, settling time, and overshoot are evaluated and presented 
in Table 4.5-4.S. The figures represent the data from one of the experiments. The values in 
the Tables 4.5-4.S are obtained through the mean values of experiments performed ten times.
Table 4.5: Analysis for PID Step Response
Rise Time[s] Overshoot Mean Settling 
Timefsl
X 0.37 s 65% 9
Y 0.41s 89.8% 11
Z 1.22 4.75% 7
Table 4.6: Analysis for LQR Step Response
Rise Time[s] Overshoot Mean Settling Tlme[s]
X 1.14 s 17.6% 11
Y 0.95 s 20.6% 10
Z 0.91s 10.85% 8
Table 4.7: Analysis for SSOMPC Step Response
Rise Time(Positive) Overshoot Mean Settling Time[s] Mean Computation Time
X 2.28 s 7.4% 13 0.02984 s
Y 0.97 s 6.8% 16 0.03041 s
Z 0.19 s 18.7% 11 0.03068 s
Table 4.8: Analysis for SSLOMPC Step Response
Rise Time(Positive) Overshoot Mean Settling Time[s] Mean Computation Time
X 2.34 s 3.25% 13 0.03052 s
Y 1.26 s 5.65% 15 0.03621 s
Z 0.16 s 21.45% 10 0.03183 s
Computation time for MPC is the time needed by optimizer to generate control input at each 
sampling input. It is clearly seen in Figure 4.20 that computation time throughout the
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practical implementation is less than 0.05s sampling time. The high peaks in the error plots 
from 60 s to 65 s show the overshoot experienced when step is applied. It is observed from 
the Tables 4.5-4.S that the rise times along x, y  axes are higher than z-axis. All the controllers 
have experienced this delay on the positions. It is believed that the reason for this delay is a 
need for the quadrotor attitude to change before translation motion (Petersen et al. 2008).
The tuning gains play very important role to affect the performance of the system. The 
overall settling times for SSOMPC and SSLOMPC are higher than PID and LQR. It is 
obvious that the integration effect for MPC control laws is slower than PID and LQR. 
Similarly, the rise times for MPC control laws for x, y  axes are sluggish as compared to PID 
and LQR. This is because the tuning of gains is very tedious for the current MPC control 
technique implementation. However the important outcome from this experiment was that all 
the controllers Were able to stabilize the quadrotor in real-time and it was experimentally 
validated that the overall performance characteristics for PID, LQR and MPC control laws 
can be changed by tuning.
4.3.3 Square Maneuver
The quadrotor is commanded to autonomously follow a varying set-point forming a square. 
The PID, LQR and MPC control laws are used to perform this maneuver and results shown 
below demonstrate the tracking capability of a quadrotor helicopter using different control 
laws.
Table 4.9: Simulation parameters for square maneuver
U A V  Inertia (kg-m^2) Jxx= Jw = 5.6e-3  ; Jzz=8.1e-3
Mass (kg) 0.532
PID Controller Gains Kp_x, =0.001, Kp_y = 0.001, Kp_z = 8 , Kd_x=0.001,Kd_y = 0.001, Kd_z = 5, 
Ki_x=0.0005, Ki_y = 0.0005, Ki_z.=4, Kp_roll = 2, Kp_pitch = 2, Kp_yaw =0.9, 
Kd roll = 0, Kd_pitch = 0, Kd_yaw = 0, ,Ki_roll =0.9, Ki_pitch = 0.9, Ki _yaw =0
LQR Gains 0  =[1,1,1,11, R = (0.75,0.75, 5,21
SSOMPC Gains Q = [2,2,2,11, R= [10,10,10, 0.05]
SSLOMPC Gains 0  = [2,2,2,11, R= [10,10,10, 0.051
Estimator Gains Qes, = [15,15,15,15,15,15,15,15,15,15,15]
Qdest = 40 *[4,8,1,4,1,1,1,1,1], Rest=le'*[l,1,1,1,1,1,1,1,1]
Control Horizon 2
Laguerre poles 0.3
Simulation Maneuver Square maneuver along jc, y  axes at a constant altitude of 0.1 m
MPC Input Constraints ±1 for all control inputs
Output Constraints Nill
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Figure 4.21; Proposed square maneuver 
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Figure 4.22: Square maneuver along x-axis by PID, LQR and MPC control laws
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Figure 4.23: Square maneuver along y axis by PID, LQR and MFC control laws 
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Figure 4.24: Position along z-axis by PID, LQR and MPC control laws
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Figure 4.25: Computation time by MPC control laws for the Square maneuver
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Figure 4.26: Error plots for x-axis for square maneuver
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Figure 4.27: Error plots for j-ax is for square maneuver
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Figure 4.28: Error plots for z-axis for square maneuver
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Table 4.10: Average Data for x  position
X-Position Data [cm] PID LQR SSOMPC SSLOMPC
Max Error(-ve) -4.153 -5.27929 -7.172 -6.333
M ax Error(+ve) 2.449 5.689 6.051 5.741
RMS Error 1.3259 1.8730 4.5787 3.0177
Standard Deviation 1.116 2.785 3.827 2.948
Table 4.11: Average Data for j  position
Y-Position Data [cm] PID LQR SSOMPC SSLOMPC
Max Error(-ve) -3.57 -5.766 -9.8 -8.079
Max Error(H-ve) 2.696 5.864 7.803 6.888
RMS Error 1.0257 1.9378 9.6931 7.1102
Standard Deviation 1.036 2.838 5.302 5.049
Table 4.12: Average Data for z position
Z-Position Data [cm] PID LQR SSOMPC SSLOMPC
M ax Error(-ve) -1.008 -1.022 -1.221 -1.632
M ax Error(+ve) 0.673 0.7738 0.6442 1.448
RMS Error 4.6871 1.5538 2.6271 1.3419
Standard Deviation 0.3762 0.3835 0.3892 0.629
Figures 4.21 to 4.28 shows the PID, LQR and MPC control laws tracking a moving platform. 
The tracking was performed at a constant height of 0.1 m where quadrotor was commanded 
to move from (0, 0, 0.1) m to (0.2, 0.2, 0.1) m and back to (0, 0, 0.1) m. Each experiment was 
repeated at least 10 times. The statistical analysis from ten experiments for square manoeuvre 
from Table 4.10-4.12 shows that max errors along x, y, z  axes for all controllers is less or 
closely equal to 10 cm. The RMS errors for MPC control laws are high especially along y- 
axis. Similarly, the peak errors for MPC control laws are higher than PID and LQR control 
laws. The calibration error is the major cause of these high RMS and peak error values. This 
error occurred when calibration was performed. It has already been discussed that for the 
quadrotor, the states are always coupled. Therefore, movement along the y-axis requires roll 
angle tilt. Ideally, when the quadrotor is in perfect hover, the roll and pitch angles should be 
zero. However, whenever hovering was performed, it was observed that quadrotor started 
drifting along y-axis. There was always a varying offset of ±10 to ±20 cm error with respect 
to actual position along y-axis. The integral action or integrator was used to overcome the 
steady-state error. Therefore, integrator was added for the PID and LQR controllers as 
discussed in Chapter 2. However for MPC, an optimal disturbance/state estimator was used. 
The major obstacle in getting the optimal tracking performance was large number of tuning 
parameters. The Q and R matrices, the Kalman filter tuning matrices Qest, Qdest, and Rest 
needed for disturbance rejection and obtaining offset free tracking, and control horizon added 
to the complexity in the tuning for SSOMPC and SSLOMPC. The tuning became more 
difficult as the states were highly coupled. The four Laguerre poles were additional tuning 
parameters in the SSLOMPC algorithm. Computation time for MPC is the time needed by 
optimizer to generate control input at each sampling input. It is clearly seen in Figure 4.25 
that computation time throughout the practical implementation was less than 0.05s sampling 
time.
Though the overall performance for PID and LQR controllers is slightly better but for MPC 
control laws peak errors, RMS errors and standard deviation is less than 10 cm. A
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compromise had to be made between stability and tracking performance. Further tuning and 
elimination of calibration error could improve these values.
4.3.4 Effect of Output Constraints on MPC Performance
MPC algorithms are formulated as an optimization problem with constraints on control inputs 
and states. The explicit ability to handle input and output constraints can be viewed as a 
major factor for the success of MPC in control field. Operation at constraints is very 
common. For aerospace vehicle, like trajectory tracking there can be scenarios like landing at 
tight spaces or avoiding obstacles, where operations within a constrained boundary on the 
positions should be imposed to achieve the mission goals. Therefore, the Figures 4.29-4.32 
below demonstrate the capability of SSOMPC and SSLOMPC when step inputs are applied 
to reach the infeasible set-points. The output constraints are highlighted by dotted lines.
Table 4.13: Simulation parameters for Effect o f Output Constraints on MPC Performance
UAV Inertia (kg-m^2) Jxx=Jw=5.6e-3 ; 1 2^=8 .le-3
Mass (kg) 0.532
PID Controller Gains Nill
LQR Gains Nill
SSOMPC Gains 0  = 12,2,2,11, R = [10,10,10, 0.051
SSLOMPC Gains 0  = [2,2,2,11, R =110,10,10, 0.051
Estimator Gains Qest = [15,15,15,15,15,15,15,15,15,15,15]
Qdext = 40 *14,8,1,4,1,1,1,1,1], Res.=le'*11,1,1,1,1,1,1,1,1]
Control Horizon 2
Laguerre poles 0.3
Simulation Maneuver Step input along jc, z axes when output constraints are present
Output Constraints z =0.15 m for SSOMPC, 0.2 m for SSLOMPC, x = 0.2 m for SSOMPC and ±0.2 m for 
SSLOMPC
MPC Input Constraints ±1 for all control inputs
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Figure 4.29: Tracking by MPC control laws along z-axis when constraints are active
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Figure 4.30: Tracking by MPC control laws along xy-axis when constraints are active
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Figure 4.31: Computation time by MPC control law when constraints along z-axis are active
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Figure 4.32: Tracking by MFC control laws along %-axis wben constraints are active
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Figure 4.33: Tracking by MPC control laws along xy-axis when constraints are active
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Figure 4.34: Computation time by MFC control law when constraints along x-axls are active
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In the first scenario as shown in Figure 4.29, the output constraints are applied along z-axis at 
15 cm for SSOMPC. The black dotted line indicates the height constraint. Now at sixty 
seconds a step input is applied to change the height from 0.1 m to 0.2 m. Ideally the 
quadrotor should follow this sudden change in reference. But the height constraint at 0.15 m 
prevents this and thus quadrotor remains at 0.12 m, away from the output constraint. The first 
peak in the actual position at time between 80 s and 90 s shows that quadrotor is pushed to
0.29 m, but it comes back to its original position at 90 s and does not violates the constraints. 
Similar deviation in position is observed between 110 s and 125 s. Though this deviation in 
position even crosses the reference, but the quadrotor does not follow the reference.
Similarly in Figure 4.32, the step changes are applied using SSLOMPC algorithm. Here the 
height constraint is at 0.2 m. Once again it is observed that for any reference beyond height 
constraint, the quadrotor does not follow the reference as it is prohibited by height constraint. 
However reference below the constraint is followed. The small deviation in height between 
100 s and 110 s, also suggest that output constraint dampens this change. The peak 
computation time for SSOMPC and SSLOMPC algorithms were 0.068 s and 0.0768 s 
respectively.
The step inputs along x-axis are also applied for SSOMPC with a constraint of 0.2 m as 
shown in Figure 4.32. Similarly, for SSLOMPC the constraints of ±0.2 m are applied. The 
black dotted lines indicate constraints. Once again despite the step changes the quadrotor 
does not follow the reference beyond the constraints. It only follows the references that do 
not violate the constraints. The peak computation for the maneuvers performed by SSOMPC 
and SSLOMPC was 0.0556 s and 0.0413 s respectively. Figure 4.30 and Figure 4.33 shows 
the positions along xy-axis. Motion along xy axis in Figure 4.33 is restricted between 
constraints.
Hard constraints were initially used for these maneuvers. It was observed that when the 
quadrotor approached the boundary of hard constraint, the quadrotor’s thrust level increased 
to avoid the hard constraint. The large thrust pushed the quadrotor away from the constraints. 
Oscillations were induced in the quadrotor as a result the quadrotor became unstable. Soft 
constraints were used to overcome this issue. Also the steady-state constraints were different 
from the actual constraints. As a result the actual set-point was riding on the steady-state 
constraints (as shown in Figure 4.32). The combination of soft constraints and steady-state 
constraints resulted in successful practical implementation. Soft constraints use slack 
variables which are added to the actual hard constraints. As a result infeasibility is avoided.
PID and LQR controller would have followed the references and simply violated the 
constraints. However, the MPC algorithms back away from the output constraints. These 
maneuvers show the natural ability of predictive control laws to predict the constraints and 
their potential use for missions where it is necessary that output constraints must not be 
violated.
4.4 Tracking Performance Comparison Analysis between PID, 
LQR and MPC Control laws
PID, LQR and MPC (SSOMPC, SSLOMPC) control laws have been practically implemented 
to perform different scenarios.
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In the first case, step responses have been applied. The Figures 4.14-4.20 describe the plots 
for steps responses along x, y, z-axes respectively. The PID controller has 18 tuning 
parameters for roll, pitch, yaw, x, y  and z. Therefore the gains are adjusted to minimize the 
errors. PID controller in Figure 4.14 to Figure 4.19 demonstrated the tracking capability 
along X , y-axes at constant altitude. The tuning plays a major role to improve the 
performance. A combination of proportional, integral and derivative gains can be tuned 
further to tailor the output according to the user requirements.
LQR controller uses the linear model of the quadrotor. The tuning parameters are Q and R. 
The tuning was performed using the Bryson’s rule. The Q matrix penalizes the deviation of
outputs i.e. {x,y,z,y/) from steady-states. It was observed during experiments that tracking 
errors were very sensitive to changes in Q matrix. Increase in Q decreases the deviations. But 
increasing Q too much induces oscillations making the possibility that quadrotor may 
destabilize. Similarly the R matrix penalizes control effort. Increasing the R makes the 
response sluggish. Therefore Q and R matrices had to be tuned, until tracking errors were less 
then ± 1 0  cm.
The novelty of this chapter is the practical implementation of SSOMPC and SSLOMPC 
algorithms on a quadrotor helicopter. The step response and set-point tracking capability was 
explored in the above sections. MPC is traditionally considered a computationally expensive 
controller. But both SSOMPC and SSLOMPC when practically tested, proved to be as 
efficient as PID and LQR controllers. The major obstacle in getting the optimal tracking 
performance was large number of tuning parameters. The Q and R matrices, the Kalman filter 
tuning matrices Qest, Qdest, needed for disturbance rejection and obtaining offset free 
tracking, and control horizon added to the complexity in the tuning. The tuning became more 
difficult as the states were highly coupled. The four Laguerre poles were additional tuning 
parameters in the SSLOMPC algorithm.
It was practically observed that keeping control horizon at two was sufficient to obtain 
reasonable tracking performance. Increasing control horizon greater than two, induced 
oscillations into the quadrotor flight leading to the instability. The SSLOMPC algorithm was 
implemented with Laguerre poles set at 0.3. An increase in Laguerre poles started making the 
quadrotor flight unstable by increasing the oscillations. This observation was similar when 
the control horizon was increased.
The performance of SSOMPC and SSLOMPC for step response and set-point tracking was 
reasonable with tracking errors up to ±10 cm. The oscillatory response especially on tracking 
along y-axis was due to the high value of Q matrix to overcome calibration error which is the 
reason of high RMS error along y-axis, as it is less than 10 cm but higher than 5 cm. The 
calibration error introducing offset into the controller was overcome by integral action of the 
disturbance estimator incorporated into the Kalman filter. The offsets along x, y, z axes could 
be improved by further tuning which seemed very challenging because of the large number of 
tuning parameters. The control inputs for SSLOMPC and SSOMPC algorithms never 
exceeded the input constraints.
The selling point of MPC is its ability to handle input and output constraints. The output 
constraints specify the operating range for the plant output. This unique ability was put into 
rigorous testing by applying step responses along x-axis, z-axis with output constraints by 
using SSOMPC and SSLOMPC algorithm. This observation is also valid for y-axis. A 
constraint of 15 cm was set for z-axis for SSOMPC algorithm and 20 cm for SSLOMPC
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algorithm. Similarly a constraint of 20cm and ±20cm was set for x-axis positions for 
SSOMPC and SSLOMPC. This is shown in Figure 4.29 and Figure 4.32 respectively. 
Initially the hard constraints were used, however there were instances when disturbances 
forced the quadrotor to hit and violate the constraints, so the quadrotor became unstable. This 
occurred because for every constraint violation, the optimizer gives an infeasible solution.
As disturbance or user requirement may cause the system output to operate at the output 
constraint during steady-steady operation. Therefore the soft constraints were used for the 
output tracking. The unstable behavior occurred because when hard output constraints were 
hit, they caused large changes in the control input variables. Though this violation of input 
constraints was not observed during this research, but large control inputs induced 
oscillations into the system as a result the quadrotor became unstable. Large spikes in the 
computation times were observed in Figure 4.31 and Figure 4.34 when quadrotor was forced 
to violate the output constraints. The ability to predict and operate away from the constraints, 
despite large disturbances and step being applied clearly indicate the edge the MPC 
controllers has on the conventional PID and LQR controllers. The increase of Laguerre poles 
caused instability as it induced oscillations into the systems. Therefore its value was not 
changed. Control inputs constraints were never violated. However the Q, R matrices had to 
be tuned as to have an acceptable behavior.
It can be argued from above discussion that PID, LQR and MPC algorithms produces output 
tracking with mean tracking errors of ±10cm or less. The performance of PID and LQR 
controllers in terms of RMS errors along y-axis is better than MPC algorithms. But the 
overall RMS error, peak errors and standard deviation were less than 10 cm which is a 
reasonably good performance. The tuning of gains, for PID, Q and R matrices for LQR and 
tuning matrices for MPC algorithms play a vital role in determining their tracking 
performances. The simple re-parameterization of degrees of freedom in the form of Laguerre 
poles can have similar if  not greater benefits. Unlike MPC, the PID and LQR controllers 
violate the output constraints. Hence one could argue that algorithms SSOMPC and 
SSLOMPC have many benefits over more conventional approaches without the loss of 
tracking performance if proper tuning is performed.
4.5 Chapter Summary
This chapter has discussed the development of novel planetary lander testbed designed for an 
indoor environment so that the researchers can focus on the development of novel algorithms 
for the terminal descent phase of planetary landing. SPLF can be considered as an 
intermediate testbed between software simulations and outdoor testbeds used for testing of 
planetary precision landing control laws on UAV helicopters used in AHT and PLGTF. At 
SPLF, planetary precision landing G&C laws can be tested and practically validated on a 
quadrotor helicopter. This platform emulates the dynamies of a planetary lander on a 
quadrotor helicopter. Quadrotors have been selected because they are highly maneuverable, 
versatile and stable platforms than UAV helicopters, thus making them an ideal platform for 
emulating a spacecraft. The presence of 3D optical sensors provides real-time accurate 
navigation data with sub millimeter accuracy, which removes the uncertainty in position, and 
thus allows the flexibility to test the planetary precision landing G&C laws in real-time in an 
indoor environment. The indoor environment offers the safety, flexibility in changing the test 
conditions and above all the low cost in performing the experiments repeatedly. The major 
disadvantage is that high velocity maneuvers and mission relevant heights cannot be achieved
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due to indoor use. The use of quadrotor to emulate the planetary lander dynamics and optical 
position sensor system to remove uncertainty in the position is a novel contribution in the 
domain of planetary lander testbeds.
Another novel contribution is the practical implementation o f MPC algorithms, SSOMPC and 
SSLOMPC. The SSOMPC algorithm has never been practically implemented on a quadrotor 
helicopter. The newly developed SSLOMPC has also been practically implemented, tested 
for various scenarios and its performance was compared with PID and LQR controllers. The 
practical testing of MPC algorithms and comparison of their tracking performance with PID 
and LQR is a novel contribution in both quadrotor control and MPC control. The natural 
ability of MPC controllers to handle output constraints has been practically tested and 
verified. The results were satisfactory. The tracking performance of MPC algorithms was also 
acceptable with mean peak error of ±10cm or less. The tuning of MPC controllers is 
challenging, but its capability to handle output constraints puts it as a better candidate when 
used for scenarios where the output constraints violation are not aeceptable. The simple re­
parameterization of the degrees of fi'eedom in the Laguerre poles has similar if not greater 
benefits as compared to SSOMPC. A control horizon of two was sufficient to run the MPC 
algorithms. The control horizon value of greater than two caused instability issues which was 
expected, as high values of control horizon increases the computation time to process the 
matrices to calculate the optimized control input at each sampling time. Feasibility and 
computation time was not found to be an issue which can affect the performance of the 
system. Instrumentation error in the form of calibration error proved itself to be a challenging 
issue.
It has been proven in this chapter that the use of MPC algorithms for the control of UAV 
vehicles is feasible and reasonable tracking performance can be obtained if proper tuning is 
performed. If the operational requirements put emphasis on the operation near or at the 
constraints, then both SSOMPC, SSLOMPC algorithms can be presented as a feasible choice.
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Chapter 5
Practical Implementation of MPC for Mars Terminal
Descent
There is a significant risk and uncertainty involved in the EDL phase of Mars lander 
missions. To improve safety and robustness, there is a great need for the development of 
robust and effective GNC algorithms as well as reliable hardware and sensors systems. The 
EDL system consists of three phases, namely hypersonic entry phase with a heat shield to 
slow the entry vehicle, a parachute phase, and a final descent phase either with airbags (as 
with Mars exploration Rover and Path Finder) or powered descent (Viking, Phoenix and soon 
Mars Science Laboratory (Braun et al. 2006; Wells et al. 2006; Williams 2009 [Online]).
It is imperative that in the EDL phase, once the parachutes are separated, the horizontal 
component of the velocity is removed first, following which the lander enters a vertical 
descent phase at a designated altitude.
The precision landing and the terminal descent phase of powered descent is the major area of 
focus of this research. Once the lander has rotated to the right orientation, it descends 
vertically. This is the terminal descent phase of the landing. Ideally at this point the lander 
will only have a vertical velocity.
Once the powered descent engines are ignited, typical landing thrusters used for landing 
cannot be throttled fiilly off. Therefore the control algorithm must account for both a 
maximum and a minimum thrust bound in the eomputation of valid thrust profiles. The state 
and control constraints should be incorporated in an optimization algorithm whose solution is 
basically a feasible control input that would guide the spacecraft to follow a nominal 
trajectory.
The generalization of this problem is to validate the use of precision landing controllers in the 
presence of an indoor environment where sensor data with an accuracy of less than 1  mm is 
present. Also it provides a baseline for future advanced precision landing maneuvers and 
determination of optimal fuel efficient trajectory generators.
As already discussed in Chapter 1, the current planetary landing testbed facilities are outdoor 
-based. They provide the flexibility to experiment on familiar terrains, but the atmospheric 
conditions, safety and cost becomes a major hindrance in testing EDL based GNC 
technologies on UAV based helicopters. The development of indoor facility SPLF provides 
the flexibility and ability to test and develop planetary landing based G&C techniques on 
UAV quadrotor helicopter. The details of SPLF are discussed in Chapter 4.
Therefore, the novel contribution of this work is to perform terminal descent under predictive 
control framework and determine the tracking performance of MPC as a control law in the 
presence of constraints.
A novel contribution has also been made by simulating and then praetically comparing the 
tracking performance of MPC algorithms with PID and LQR controller for the terminal
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descent phase of a Mars lander. The control algorithms have been implemented on quadrotor, 
which emulates the Martian planetary lander.
The layout of this chapter is as follows. The powered descent phase is discussed in detail in 
section 5.1. The Viking landing phases are focus of this section. The control requirements for 
Mars landers are discussed in section 5.2. The role of MPC to solve the complexities and 
issues for terminal descent is discussed in section 5.3. The selling point of MPC is the real­
time implementation, consideration and respect of input /output constraints. In section 5.4, 
the terminal descent phase is discussed if the quadrotor is considered as a planetary lander. 
The scenario and assumptions needed to test MPC are outlined in section 5.5. The scenario is 
based upon the fourth phase of Viking landing. The simulation is performed in section 5.6 
and the practical results for PID, LQR and MPC are outlined in section 5.7. The comparison 
of performance by different controllers is outlined in section 5.8. The chapter concludes in 
section 5.9.
5.1 Powered Descent Phase
The powered descent starts with ignition of the engines and ends at touchdown. Once the 
parachutes are separated from the lander, thrusters are used to decrease the rate of descent to 
achieve a successful soft landing.
The powered descent phase of Mars EDL is a short-duration event requiring guidance 
algorithms that provide valid solutions in a minimal amount of time. The PDG algorithms 
must minimize landing error while simultaneously satisfying the governing physics and the 
physical state and control constraints that affect the landing vehicle performance. The EDL 
phase is shown in Figure 5.1.
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Figure 5.1: Entry, Descent and Landing Scenario on Mars (Philippe 2008 {Online])
The close proximity of Mars landers allows the onboard sensors to look at the topological 
features of the landing site. The surface is examined for obstacles and slopes of the terrain 
and it is determined onboard whether the originally planned landing site is safe or not. An 
alternative landing site selection takes place in the case of an unsafe landing site and the 
lander has to be guided to the new landing site. This maneuver takes place at an altitude of
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250m to 1km. One of the major design constraints for propulsive descent landers (where the 
descent engines must fire very close to the ground) is to spend minimum time in the vicinity 
of the surface. These constraints are meant to prevent creating hazardous pits in the surface 
and throwing rocks and dirt on top of the delivered payloads. This minimum time descent is 
accomplished by descending as fast as the structural limits of the lander may allow.
In order to have an in-depth knowledge of powered descent on Mars, the final phase of EDL 
sequence for Viking Mars lander is discussed below.
The Viking lander powered descent (Ingoldby 1978) flight lasted for about 40 s. The pitch, 
yaw attitudes and the lander velocity as a function of altitude was controlled by three 
differentially throttled terminal descent engines.
The control loops were closed through the digital computer where the steering navigation, 
engine mixing and digital compensation equations were implemented.
The timeline and trajectory of the Viking mission has been considered as a good starting 
point to understand the various challenges of powered landing. It is composed of 4 phases 
and starts just before parachute separation.
1. T<0 s-Initial engine warm up with or without the aero shell, control loops open
2. T=0 s-For 5 s-parachute release, engine warm-up to TAV<1 to ensure parachute 
clearance, closing the control loops, tip up maneuver to initiate gravity turn @80m/s.
3. T=5 s-Aeroballistics angle alpha (Angle of Attack) and beta angle (Side slip) are 
brought to zero with ,TAV>1
4. Terminal Descent: Touchdown^ 5 to 8  s- Constant velocity descent to touchdown 
@2.4m/s, TAV=1.
Once the lander has completed the gravity turn and is oriented in the vertical position by 
means of powered descent, it concludes the final segment of its trajectory in the terminal 
descent phase. In this phase the lander has already jettisoned the parachutes; it is using thrust 
from the engines as the only form of control and is descending with a vertical velocity until it 
finally touches down at its final landing site.
5.2 Control Requirements
Once the processing of the trajectory guidance and attitude commander functions have been 
initiated, the onboard proportional (Wells et al. 2006) controllers uses the commands to 
construct a required force and torque in the body frame of the lander. The controller- 
computed desired force and torque commands (in lander or body coordinates) are fed to the 
thrusters selection logic. The descent engines are commanded by specifying an appropriate 
throttle setting between 20% and 100%. This is a min-max-min throttle problem where the 
minimum commendable throttle setting is 2 0 % until the engines are cut-off a few meters 
above the surface. The constraints are basically an upper and lower limit of max-min thrust 
respectively.
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5.3 MPC for Input and Output Constraints
The trajectory flown for an actual mission is almost never the nominal trajectory as there are 
always uncertainties, disturbances along the trajectory which diverts the spacecraft from the 
actual nominal path. The major sources of uncertainty can be on the aerodynamic 
characteristics of the spacecraft, atmospheric uncertainty and on the actual thrust level of the 
thrusters. Therefore it is of utmost importance that constraints must be implemented on the 
thrusters, which must not decrease or exceed the maximum and minimum thrust value needed 
for the planetary lander to have optimal fuel efficient trajectory. Therefore constraints on the 
position must be implemented and should not be violated.
The MPC framework is inherently designed to incorporate the input constraints. The MPC 
algorithms can also overcome the issue of output constraints violations. As a result if  MPC is 
selected as a candidate controller, then guidance algorithm can perform the minimum fuel 
maneuvers, thus improving the performance of guidance.
The MPC framework ensures that it optimizes the predicted behavior subject to constraints 
being satisfied by the predictions, and so is suitable for quadrotor control, provided that there 
is enough time between samples to solve the optimization problem. Infeasibility implies that 
the optimizer in the MPC algorithm for the current state subject to constraints cannot find a 
solution that satisfies current and future constraints. An important trade-off in linear 
predictive control is between feasibility and performance. Dual-mode MPC can effectively 
have an infinite horizon and if it is tuned to give high performance, then it will have relatively 
small feasible region, unless a very large numbers of degrees of freedom (d.o.f) are used 
(Rossiter et.al, 2010). Similarly a strategy to have good feasibility is to detune the controller 
gain yet this will make the traeking performance poor. From planetary landing perspective, 
there are two conflicting objectives i.e. along the optimal solution one objective can only be 
made better by making the other worse. Improving the feasibility may reduce the tracking 
performance. Therefore a trade-off between tracking performance cost and feasibility is 
imperative to ensure a safe and precise landing. Safety is linked to both feasibility and 
tracking cost and pinpoint landing can be linked to improved tracking performance, i.e. 
reduced tracking cost. A compromise has to be determined to have computationally efficient 
optimal solution easy for implementation.
5.4 Terminal Descent Conditions for Quadrotor 
Implementation
Instead of treating the lander as, a point mass like a quadrotor can be used to perform 
terminal descent (Shen et al. 2010), To enable this, a novel testbed has been created for 
testing spacecraft landing control algorithms during the terminal landing phase. Our 
technique consists of using an autonomous UAV quadrotor helicopter which emulates the 
dynamics of a spacecraft (e.g. Mars lander). The quadrotor is highly maneuverable and 
versatile platform for several reasons: it can take-off and land vertically, hover in place, 
perform longitudinal and lateral flight and above all the non-linear model can be 
approximated by a linear model. It has six degrees of freedom like a planetary lander.
We present simulation and practical results showing that our system is able to track the 
trajectory of a spacecraft executing a very simple powered descent phase (terminal descent)
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landing maneuver. This concept is very attractive yet simple as it tests a variety of landing 
algorithms on a reliable platform before actually implementing them on a Mars lander.
For this work, the mass is considered constant, because it is assumed here that the fuel 
efficient optimal trajectory is produced in such a way so that sufficient fuel is left for the 
spacecraft to track the nominal trajectory so that it finally lands at its landing site (Shen et al. 
2 0 1 0 ).
5.4.1 Assumptions
Since we are interested in assessing the tracking performance of controllers especially when 
we have an input constraint on the spacecraft thrust inputs and we have output constraints on 
the trajectory for the terminal phase of the landing problem, we make several simplifying 
assumptions.
• A non-zero final vertical position is considered. This assumption is also valid in 
reality, as the final position would be a few tens of meters above the surface, and the 
vehicle would have a non-zero downward vertical velocity to allow for the final 
touchdown maneuver. In order to avoid negative altitude during the powered descent 
phase, it is imperative that the minimum height constraint should be greater than zero. 
This is a major design constraint for propulsive descent landers (where the descent 
engines must fire very close to the ground) to spend minimum time in the vicinity of
the surface. These constraints are meant to prevent creating hazardous pits in the
surface and throwing rocks and dirt on top of the delivered payloads. This minimum 
time descent is accomplished by descending as fast as the structural limits of the 
lander may allow (Shen et al. 2010).
• Rotation and curvature of the planet is negligible.
• Centripetal and Corioilis forces are not significant
• The quadrotor is modeled as a rigid body.
• The quadrotor has four thrusters, therefore it has four control inputs and four ouq>uts 
X, y, z,  and yaw angle.
• A fuel-efficient optimal trajectory is considered.
• The optimal trajectory takes the quadrotor on a landing course to avoid obstacles. The 
trajectory, which will be used, is only a sample trajectory and it by no means restricts 
the class of trajectories which can be supplied to the controller.
• For the sake of simplicity, the trajectory assumed has its initial and final velocities 
zero (Saripali et al. 2002),
• Because of the close proximity to the surface and short horizontal distance to the 
target, it is suffice to use a uniform gravitational model in the equations of motion 
(Shen et al. 2010).
• As the lander travels at a much slower velocity than during the entry phase, 
aerodynamic forces become insignificant and are completely dominated by the thrust 
from the descent engines. Therefore, aerodynamic forces are not included in the 
system equations.
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5.4.2 Resemblance of Quadrotor with Planetary Lander
The thrusters’ configuration for the spacecraft is illustrated in the Figure 5.2 below with 
identical canting angles (p and the thrust magnitude (T) per thruster. As discussed by (Carson 
et al. 2 0 1 1 ), the net translational thrust Tc is given as
where (p is the thrusters cant angle, Tis the thrust magnitude per thmster and is an 
integer multiple of number of thrusters. In the context of quadrotor, (p is zero and is 
four.
Side Mew
Figure 5.2: Symmetrically positioned identical thrusters providing a net thrust (Carson et al. 2011)
The control authority over the translational maneuver is achieved via changing angular speed 
of rotors (in spacecraft the throttle of engines and the direction of net thrust vector). Now 
from quadrotor perspective, let Ui be the thrust profile, and U] {x-6>), IJ3 {y-(p), IJ4 be 
the commands needed for translation along x-axes, y-axes and rotation about yaw axes 
respectively.
5.5 Terminal Descent Implementation Scenario
The Table 5.1 below shows the various aspects of the powered descent data logged during the 
terminal descent phase for the actual Phoenix mission (Desai et al. 2008).
Table 5.1: Comparison of Phoenix Pre-Entry Prediction and Preliminary Reconstruction Results
(Desai et al. 2008)
Parameter Units 99%
Low
Mean 99% High Design
Requirement
Preliminary
Reconstructed
TIP UP 
Height
Metre 892.4 951.9 1213.6 897
Gravity Turn Height Metre 746.9 805.8 1045.1 720
Constant Velocity 
Height
Metre 45.9 51.9 57.7 52.1
LANDING 
Time from Entry
Second 3928 479.0 446.1
Time from Parachute 
deploy
Second 177.4 216.3 254.8 218.3
Time from Lander 
Separation
Second 40.5 429 48.7 41.2
Relative Vertical Velocity m/s 1.4 2.1 2.7 1.0<Vv<3.4 238
Relative Horizontal 
Velocity
m/s 0.0 0.5 1.2 <1.4 0.06
Fuel Usage during entry 
and descent
kg 353 37.6 41.5 37.6
Landing Footprint size km 110x20 55.1x19.2
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The Table 5.1 shows that terminal descent stage starts at a mean value of 51.9 m. The Mars 
surface hazards have been discussed in detail by (Braun et al. 2006). Rock hazards are one of 
the largest challenges for the legged landers. Therefore the legged landers are designed to 
have 20-30 cm of ground clearance. Terminal descent thrusters are designed to spend no 
more than few hundreds of milliseconds within a meter or so of the surface. The close 
proximity of the thrusters causes digging trenches, launching small rocks into the landing 
gear and produces the destabilizing ground effect backpressure on the bottom of the lander. 
The high speed landing is performed to avoid destabilizing effects of ground effect which 
may has the converse effect of increasing susceptibility to slope induced tip-over hazards.
In order to perform the simulation, the Viking based landing phase-4 is selected for this 
research.
Therefore a scenario has been devised comprising of terminal descent trajectory at the start of 
phase 4 when aeroballistics angles are zero. The planetary lander at this stage is descending at 
a constant velocity. The constant velocity height for Phoenix mission was approximately 51.9 
m (Desai et al. 2008).
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Figure 5.3: Terminal Descent Phase
In order to avoid surface hazards, the planetary lander terminal descent thrusters are 
designed to spend no more than few hundreds of milliseconds within a meter or so of the 
surface. This has been implemented by shutting the thrusters off at the height of 50 cm. 
Therefore, the planetary lander can have a free fall and can land on its legs. For the sake of 
simplicity, it has been implemented on quadrotor by hovering at the height of 1  m in 
simulation and 4 cm above the surface in practical experimentation. It is assumed that after 
this height the quadrotor (planetary lander) will have a free fall.
The planetary lander is following the optimal trajectory generated by onboard optimal 
trajectory generator. The disturbances in the form of modeling uncertainty, atmospheric 
uncertainty and winds are acting upon the planetary lander which can push the planetary 
lander from the nominal trajectory.
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Therefore, it is imperative that the planetary lander motion must be restricted to safe region, 
which can be defined by the square. For the sake of simplicity, let the length and width of 
each side be of 5 m for simulation and 30 cm for practical implementation. Now it can be 
visualized that the planetary lander has been operating in a box restricted by position 
constraints along x, y  positions.
The details of the output constraints are discussed below. The Table 5.2 below gives the 
position constraints surrounding the quadrotor representing the region of safe landing with 
origin of the square as its target.
Table 5.2; Output Constraints
Landing Coordinates Simulation
(m)
Practical
(cm)
Maximum X Position Constraint 5 30
Minimum X Position Constraint -5 -30
Maximum Y Position Constraint 5 30
Minimum Y Position Constraint -5 -30
Lander systems normally use throttable liquid thrusters that cannot be shut off once started. 
Therefore, constraints are needed at the maximum and minimum level of thrust. It has been 
experimentally validated that the operation of quadrotor in closed loop requires a maximum- 
minimum structure to impose constraints on the thrust. As the quadrotor has four inputs 
namely for Roll, Pitch, Yaw and Thrust, so every controller implemented has its control 
inputs restricted between a maximum and a minimum value. It is necessary to constrain them 
between these specific values because the outputs of the controllers are converted into the 
post-processing block. The post-processing block produces raw values, needed by the 
quadrotor to operate. These values are transmitted through wireless data link. The constraints 
for the Roll, Pitch, Yaw and Thrust control inputs are given below in the Table 5.3.
Table 5.3: Quadrotor Control Input Constraint
Constraints Controller
Roll
Command
Raw Roll 
Command
Controller
Pitch
Command
Raw Pitch 
Command
Controller
Yaw
Command
Raw Yaw 
Command
Controller
Thrust
Command
Raw
Thrust
Command
Max
Constraint
1 4096 1 4096 .1 4096 1 2000
Minimum
Value
-1 -0 -1 0 -1 0 -1 900
Mean
Value
0 2048 0 2048 0 2048 0 1470-1600
The mean values are values where the attitude angles are zero and the quadrotor is hovering.
5.6 Simulations for Precision Landing
A series of controllers will be used to track the desired positions and trajectories. Since the 
main purpose of this work is to compare the performance of different controllers for 
trajectory tracking, and their ability to overcome the landing error, so it is necessary to 
quantify the tracking performance of each controller. The major contribution of this work is 
to compare the terminal descent trajectory tracking performance of MPC with PK) and LQR 
in the presence of constraints, so it is mandatory to define a measure of trajectory tracking 
performance. This has been done by measuring the average RMS error of the desired and
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actual positions. A reasonable performance will be considered if errors for practical case may 
remain under 10 cm. Similarly, for simulation, the final traeking error should remain under 1 
m.
The basic aim of this research is to study Martian terminal descent in a predictive control 
framework and to justify the use of MPC for sueh a maneuver. The trajectory selected is only 
a partial representation of terminal descent; the last 50 m of motion are represented by 25 cm 
on the testbed, which is severely constrained by flying envelope. The current terminal descent 
trajectory is only a sample trajectory and should be seen as performing a vertical landing to 
highlight the importance of predictive control jframework, and to compare the performance of 
PID and LQR controllers with MPC control laws; practical results show the quadrotor lands 
with a precision of 5 cm. There are two stages of flight.
a) The entry of the spacecraft into the atmosphere and how accurate this is. The best we 
can obtain for this is 1 0 0  m.
b) The landing of the spacecraft when it arrives at its destination ( the last 50 m of 
flight).
For practical implementation, we are considering only b), not a). Therefore, the aceuracy of 5 
cm for practical implementation and 1  m for simulation is a precision of b) where we are 
assuming that quadrotor is landing in very tight hazardous environment surrounded by output 
eonstraints as shown in Table 5.2. In order to prevent the crashes, the quadrotor is tied with a 
rope. Though this practical implementation is not an ideal implementation for terminal 
descent as the flight envelop is severely constrained in terms of altitude, but it is suitable to 
demonstrate the vertical landing under a predictive control framework. However, with better 
resources and equipment the starting height can be increased.
There are two scenarios for simulation and practical implementation. These scenarios are 
designed to test the tracking capability of quadrotor representing a spacecraft.
• In the first scenario, the quadrotor descends fi-om 50 m height to 1 m height with zero 
X, y  positions. The height of 50 m is selected to resemble the Mars Phoenix lander 
constant velocity height as shown in Table 5.1. These simulations were performed ten 
times and plots from one of the cases are shown for simulation and practical 
implementation. This particular scenario has been selected to familiarize with the very 
basic representation of terminal descent. Similar scenario has been practically 
implemented where the quadrotor descends from 25 cm to 4 cm.
• In the second case, for simulation it is assumed that the guidance produces a trajectory 
whose starting x, y  position is 5 m. The height of 50 m is assumed. Now the output 
constraints along x, y-axes also exist along the 5 m position. The disturbance has been 
applied at the start along x-axis at 5 m distance as a result the constraints are violated. 
The behavior of PID, LQR and MPC control laws is then observed. Similarly for 
practical implementation, the quadrotor descends from 25 em to 4 cm along z-axis 
and from 15 cm to 0 cm along x-axis. The disturbance acts in the start along x-axis as 
a result the output constraints are violated which are present at 30 cm along x, y-axes. 
The behavior of PID, LQR and MPC control laws is observed when constraints are 
violated.
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This section discusses the simulated implementation of Mars terminal descent on quadrotor 
whereas section 5.7 discusses the praetieal implementation of Mars terminal descent on 
quadrotor at SPLF.
5.6.1 Case 1: Descent from Zero x, y Positions (Simulations)
In this case, the quadrotor deseends from a height of 50 m with zero y  positions and no 
disturbance aets on the system.
Table 5.4: Simulation parameters for descent from zero x, y  positions in simulation
UAV Inertia (kg-m'^2) J x x = J w = 5 . 6 e - 3  ; J z z = 8 . 1 e - 3
Mass (kg) 0.532
PID Controller Gains Kp_x, =2, Kp_y = 2, Kp_z =1.5, Kd_x=0, Kd_y = 0, Kd_z = 0.5,
Ki_x= 1, Ki_y = 1, Ki_z.=0, Kp roll = 1, Kp_pitch = 1, Kp yaw = 1,
Kd roll = 0.1, Kd_pitch = 0.1, Kd_yaw = 0.1, ,Ki_roll =0, Ki_pitch = 0, Ki yaw =0
l o r  Gains 0  = [10, 10, 20, 51,R = [10, 10, 10, 101
SSOMPC Gains Q = [ l ,l ,l , l]  ,R  = [100,100,100, 100]
SSLOMPC Gains 0 =  [1,1,1,11 ,R  = [100,100,100,1001
Estimator Gains Qes, = [le^ *[1,1,1,1,1,1,1,1,11
Qdes, = le '  *[1,1,1,1,1,1,1,1,11, Res,=le-' *[1,1,1,1,1,1,1,1,11
Control Horizon 2
Laguerre poles 0.3
Simulation Maneuver Descent from zero x, y  positions in simulation
Output Constraints ±5 m for X, y  axes
Input Constraints ±1 for all control inputs
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Figure 5.4: Actual and desired positions along %-axis (Simulation)
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Figure 5.5: Actual and desired positions along j-ax is (Simulation)
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Figure 5.6: Actual and desired positions along z-axis (Simulation)
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Figure 5.7: Error plots for jc-axis (Simulation)
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Figure 5.8: Error plots forj-axis (Simulation)
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Figure 5.9: Error plots for z-axis (Simulation) 
Table 5.5: Average data for z position
Z-Position Data fm] PID LOR SSOMPC SSLOMPC
RMS Error 0.0562 0.8021 0.9039 0.8424
Standard Deviation 0.03635 0.6683 0.9074 0.8174
In this scenario, the quadrotor starts descending at the height of 50 m. It descends and finally 
reaches the height of 1 m. The performance of PID, LQR, SSOMPC and SSLOMC 
controllers along x, y, z-axes is shown in Figure 6.4 to Figure 6.9. As shown in Figure 5.5 and 
5.6, the positions along x, y-axes remain zero. However, along z-axes, the mean RMS error 
and mean standard deviation from ten simulations is shown in Table 5.5. Tuning plays a very 
important role in deereasing the size of errors. It ean be seen from Table 5.5 that PID has the 
mean RMS error of less than 1 m whereas the LQR, SSOMPC and SSLOMPC mean RMS 
errors are eomparable. The position along z-axis beeomes zero at the end of deseent for all 
controllers.
5.6.2 Case 2: Descent from non-zero x, y, z Position Under Disturbance 
(Simulations)
In this case, the quadrotor deseends from a height of 50 m with non-zero positions along % 
and y-axes. The output constraints of 5 m are placed along x, y  positions and disturbance is 
applied at the start of maneuver along y-axis. Figure 5.10 shows the path that the quadrotor 
would follow once disturbance is applied at 25 s and finishes at 45 s. Ideally the quadrotor 
should remain less than 5m along the boundary. However, here it is assumed that the 
guidance generates a trajectory, which rides on the constraint at 5 m. The basic goal is to 
demonstrate that MPC algorithms should force the quadrotor to remain within the constraint
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boundary and must not violate the input and output constraints despite the guidance 
producing a trajectory, which is riding on the output constraint in the presence of disturbance. 
The performance of PID, LQR, MFC algorithms is compared and shown in the figures below.
Table 5.6: Simulation parameters for descent from non-zero x, y, z position under disturbance
UAV Inertia (kg-m^2) Jxx=Jw=5.6e-3 ; Jzz=8.1e-3
Mass (kg) 0.532
PID Controller Gains Kp_x, =2, Kp_y = 2, Kp_z =1.5, Kd_x=0, Kd_y = 0, Kd_z = 0.5,
Ki_x=I, Ki_y = 1, Ki_z.=0, Kp roll = 1, Kp_pitch = 1, Kp yaw =1,
Kd roll = 0.1, Kd_pitch = 0.1, Kd yaw = 0.1, ,Ki_roll =0, Ki_pitch = 0, Ki yaw =0
LQR Gains Q = [10, 10, 20, 5],R = [10, 10, 10, 10]
SSOMPC Gains Q = [1,1,1,11 ,R  = [100,100,100, 100]
SSLOMPC Gains Q = [1,1,1,11,R = [100,100,100,1001
Estimator Gains Qest = [le^ *[1,1,1,1,1,1,1,1,1]
Qde.,t=le-2 *[1,1,1,1,1,1,1,1,11, Re,,=le-' *[1,1,1,1,1,1,1,1,11
Control Horizon 2
Laguerre poles 0.3
Simulation Maneuver Descent from zero x, y  positions in simulation
Output Constraints ±5 m for X, y  axes
Input Constraints ±1 for all control inputs
P a th  fo llow ed d u e  to  d is tu rb a n c e
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Figure 5.10: Disturbance profile acting along y-axis (Simulation)
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Figure 5.12: Actual and desired positions along j-axis (Simulation)
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Figure 5.13: Actual and desired positions along z-axis (Simulation)
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Figure 5.14: Error plots for %-axis (Simulation)
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Figure 5.15: Error plots for j-ax is (Simulation)
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Figure 5.16: Error plots for z-axis (Simulation)
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Figure 5.17: Control Inputs by SSLOMPC controller (Simulation) 
Table 5.7: Average data for x position
X-Posltlon Data [m] PID LQR SSOMPC SSLOMPC
RMS Error 0.0749 0.2194 0.1425 0.1411
Standard Deviation 0.07512 0.1858 0.1233 0.1126
Table 5.8: Average data for y position
Y-Posltlon Data [m] PID LQR SSOMPC SSLOMPC
RMS Error 0.3255 0.3095 0.3075 0.3012
Standard Deviation 0.2954 0.4008 0.2989 0.3075
Table 5.9: Average data for z position
Z-Posltlon Data fm] PID LQR SSOMPC SSLOMPC
RMS Error 0.0582 0.8124 0.9225 0.9111
Standard Deviation 0.03712 0.6785 0.8834 0.8123
The path generated by disturbance is shown in Figure 5.10 where it jumps initially from zero 
to 2 m, gradually decreases, and finally finishes in 20 s. The guidance is generating a 
trajectory starting from 5 m along x, y-axes to bring the quadrotor to the origin.
Along x-axis as shown in Figure 5.11, the PID and LQR follow the guidance trajectory. 
However, the predictive fi-amework allows SSOMPC and SSLOMPC to start the movement 
along X ,  y-axes at 4 m. Though PID and LQR are riding on the constraints, but MPC
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algorithm generates control inputs which make sure that quadrotor should not violate the 
constraints. The disturbance along y-axis starts at 25 s. Therefore SSOMPC and SSLOMPC 
algorithms along x-axis experiences an overshoot of 15 % for SSOMPC with peak of 4.6 m 
and 13.75 % for SSLOMPC with peak of 4.55 m. The predictive framework dampens the 
affect of disturbance and constraints are not violated here.
Similarly, along y-axis, the quadrotor starts at 5 m for PID and LQR controllers. But 
predictive framework forces the quadrotor to start at 4 m though the reference is starting 
along 5 m. At 25 s the disturbance of 2 m acts. As a result the quadrotor jumps to 7 m for PID 
and LQR whereas it jumps to 6  m for MPC control laws. It can be seen in Figure 5.12 that 
PID and LQR controllers try to reduce the effect of disturbance by bringing the quadrotor 
back to the reference. The MPC framework is aware of the constraints and therefore it 
immediately brings the quadrotor at 4 m position though the reference is acting along 5 m in 
the presence of disturbance. This clearly shows the strength of MPC algorithms, that despite 
the constraint violation due to disturbance, it recovers the quadrotor and then respects the 
constraints. Similarly, the control input constraints as shown in Figure 5.17 are not violated. 
Computation time for MPC is the time needed by optimizer to generate control input at each 
sampling input. Computation time throughout the simulation for MPC is 0.03 s, which is less 
than the 0.05s sampling time.
The Tables 5.7 to 5.9 show the mean RMS errors and standard deviations along x, y, z  axes. It 
is observed that RMS and standard deviation along x, y-axes is less than or equal to 30 cm. 
The mean RMS error and standard deviation for z-axis are less than 1 m during the maneuver. 
At the end of maneuver, the error along z-axis becomes zero.
5.7 Practical Implementation for Precision Landing
There are two scenarios for practical implementation. These scenarios are similar to previous 
section 5.6. The praetieal scenarios are designed to test the tracking capability of quadrotor. 
In the first scenario, the quadrotor descends from 25 cm height to 4 cm height with zero x, y 
positions. In the second case, it is assumed that the guidance produces a trajectory whose 
starting x  position is 15 cm. The height of 25 cm and zero y-axis position is assumed. Now 
the constraint along x, y-axes also exists at 30 cm. The disturbances are applied at the start at 
x-axis and the response of controllers is observed.
5.7.1 Case 1: Descent from Zero x, y  Positions Under No Disturbances
This case is similar to section 5.6.1 and the quadrotor descends from a height of 25 cm with 
zero X, y positions and no disturbance acts on the system.
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Table 5.10: Simulation parameters descent from zero x, y  positions under no disturbances for practical
implementation
UAV Inertia (kg-m^2) Jxx=Jw=5.6e-3 ; Jzz=8.Ie-3
Mass (kg) 0.532
PID Controller Gains Kp_x, =0.001, Kp_y = 0.001, Kp_z =8, Kd_x=O.OOI,Kd_y = 0.001, Kd_z = 5, 
Ki_x=0.0005, Ki_y = 0.0005, Ki_z.=4, Kp roll = 2, Kp pitch = 2, Kp_yaw =0.9, 
Kd roll = 0, Kd_pitch = 0, Kd_yaw = 0, ,Ki_roll =0.9, Ki_pitch = 0.9, Ki _yaw =0
LQR Gains 0  =[1,1,1,11, R =(0.75,0.75, 5, 2]
SSOMPC Gains Q = [2,2,2,11, R = [10,10,10, 0.051
SSLOMPC Gains Q = [2,2,2,H ,R =  [10,10,10, 0.051
Estimator Gains Qes, = [15,15,15,15,15,15,15,15,15,15,151
Odest = 40 *[4,8,1,4,1,1,1,1,11, Re.t=Ie' *[1,1,1,1,1,1,1,1,11
Control Horizon 2
Laguerre poles 0.3
Simulation Maneuver Descent from zero x, y  positions under no disturbances from 25 cm to 4cm along z-axis
Output constraints ±30 cm along x, y  axes
MPC Input Constraints ±I for all control inputs
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Figure 5.18: Desired and Actual Positions along x-axis (Practical Implementation)
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Figure 5.19: Desired and Actual Positions along j-axis (Practical Implementation)
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Figure 5.20: Desired and Actual Positions along z-axis (Practical Implementation)
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Figure 5.21: Error plots for %-axis (Practical Implementation)
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Figure 5.22: Error plots for j-axis (Practical Implementation)
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Figure 5.23: Error plots for z-axis (Practical Implementation)
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Figure 5.24: Computation time for MFC algorithms (Practical Implementation)
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Table 5.11: Average data for jc position
X-Position Data fcm] PID LQR SSOMPC SSLOMPC
M ax Error(-ve) -2.158 -1.071 -6.6292 -3.3717
Max Error(+ve) 1.423 0.8706 3.4512 3.8431
RMS Error 0.737 0.3729 1.2788 1.3214
Standard Deviation 0.8310 0.3121 2.1632 1.268
Table 5.12: Average data for position
Y-Position Data fcm] PID LQR SSOMPC SSLOMPC
Max Error(-ve) -2.899 -1.386 -9.43 -7.7488
Max Error(+ve) 2.842 1.987 8.928 7.147
RMS Error 1.1459 0.6258 4.6069 3.3840
Standard Deviation 1.124 0.5941 4.596 3.13
Table 5.13: Average data for z position
Z-Position Data [cm] PID LQR SSOMPC SSLOMPC
Max Error(-ve) -1.972 -2.535 -4.876 -3.618
Max Error(+ve) 1.684 0.9763 0.859 -0.8945
RMS Error 1.0529 1.3937 3.1879 3.0825
Standard Deviation 0.6692 0.7881 1.357 1.048
The Figures 5.18 to 5.24 shows the movement of quadrotor along x, y, z-axes by PID, LQR 
and MPC control laws. The positions along x, y-axes is considered zero and along z-axis, the 
quadrotor descends from 25 cm to 4 cm. This motion can be considered as landing straight 
from the height of 25 cm at the origin of a square whose length and width is 30 cm. The 
values in Table 5.11-5.13 are the mean of the experiments, which were performed ten times.
5.7.2 Case 2: Descent from Zero y Position and Non-Zero x, z Position Under 
Disturbance
This case is slightly different from section 5.6.2. Here the quadrotor descends from a height 
of 25 cm with zero y position and non-zero positions along x  and z-axis. The constraints at 30 
cm are placed along x, y  positions and disturbance is applied at the edge of x position 
constraint. Figure 5.26 shows the path that the quadrotor would follow once disturbance is 
applied at 110 s and finishes at 121 s. The performance of PID, LQR and MPC algorithms is 
compared and shown in the figures below.
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Table 5.14:SimuIation parameters for descent from zero j  position and non-zero jc, z  position under
disturbance for practical implementation
UAV Inertia (kg-m^2) Jxx=Jw=5.6e-3 ; Jzz=8.1e-3
Mass (kg) 0.532
PID Controller Gains Kp_x, =0.001, Kp_y = 0.001, Kp_z =8, Kd_x=0.001,Kd_y = 0.001, Kd z = 5, 
Ki_x=0.0005, Ki y = 0.0005, Ki_z.=4, Kp roll = 2, Kp_pitch = 2, Kp_yaw =0.9, 
Kd roll = 0, Kd_pitch = 0, Kd_yaw = 0, ,Ki roll =0.9, Ki_pitch = 0.9, Ki _yaw =0
LQR Gains 0  =[1,1,1,11, R = [0.75,0.75, 5, 2]
SSOMPC Gains 0  = [2,2,2,11, R =  [10,10,10, 0.051
SSLOMPC Gains Q = [2,2,2,11, R =  [10,10,10, 0.051
Estimator Gains Qe3t = [15,15,15,15,15,15,15,15,15,15,15]
Ode.,t = 40 *[4,8,1,4,1,1,1,1,11, R ,,rle-" *[1,1,1,1,1,1,1,1,11
Control Horizon 2
Laguerre poles 0.3
Simulation Maneuver Descent from zero y  position, 15 cm to 0 cm for x-axis and 25 cm to 4 cm for z position 
under disturbance
Output constraints ±30 cm along x, y  axes
Input Constraints ±1 for all control inputs
Path followed due to the disturbance along x-axis
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Figure 5.25: Disturbance acting along Ac-axis (Practical Implementation)
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Figure 5.26: Desired and Actual Positions along AC-axis (Practical Implementation)
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Figure 5.27: Desired and Actual Positions along j-axis (Practical Implementation)
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Figure 5.28: Desired and Actual Positions along z-axis (Practical Implementation)
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Figure 5,29: Error plots for %-axis (Practical Implementation)
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Figure 5.30: Error plots forj-ax is (Practical Implementation)
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Figure 5.31: Error plots for z-axis (Practical Implementation)
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Figure 5.32: Control inputs for SSLOMPC (Practical Implementation)
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Figure 5.33: Computation time for MPC algorithms (Practical Implementation)
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Table 5.15: Average data for % position
X-Position Data [cm] PID LQR SSOMPC SSLOMPC
RMS Error 1.1890 1.2104 2.3781 2.6874
Standard Deviation 1.3154 1.171 2.331 2.679
Table 5.16: Average data for position
X-Position Data [cm] PID LQR SSOMPC SSLOMPC
RMS Error 1.1890 1.2104 2.3781 2.6874
Standard Deviation 1.3154 1.171 2.331 2.679
Table 5.17: Average data for z position
X-Position Data [cm] PID LQR SSOMPC SSLOMPC
RMS Error 1.1890 1.2104 2.3781 2.6874
Standard Deviation 1.3154 1.171 2.331 2.679
This scenario highlights the strength o f MPC algorithms especially when the constraints are 
being applied. The constraints are applied at ± 30 cm along x-axis. The quadrotor starts its 
descent at a height of 25 cm and 15 cm along x-axis. The disturbance causes the quadrotor to 
follow the path as in Figure 5.25 which acts at 110 s along the x-axis. As a result, the 
quadrotor jumps to 40 cm for FID and 37 cm for LQR from 15 cm along x-axis. Clearly, the 
constraints are violated. However, the quadrotor under the affect of disturbance jumps to 17 
cm and approximately 18 cm for SSOMPC and SSLOMPC algorithms along x-axis from its 
actual position. The effect of disturbances is dampened by predictive control and it is clearly 
seen that the constraints are not violated. The values in Table 5.15-5.17 are the mean of the 
experiments, which were performed ten times. It can be seen in Table 5.15 to 5.17 that 
performance metrics for x, y, z  axes are less than 10 cm which shows that MPC control laws 
have the ability to overcome the affect of disturbances without becoming unstable. The high 
values of RMS error and standard deviation along y-axis is due to calibration error. Time 
taken by the optimizer at each sampling for MPC control laws is less than 0.05 s.
5.8 Comparison of PID, LQR and MFC Controllers 
Performance
Two different cases for terminal descent have been performed by LQR, PID and MPC 
algorithms for simulation and practical implementation. The whole purpose of terminal 
descent maneuver is that the planetary lander may land precisely at the designated 
coordinates despite the non-zero initial positions along x and y-axes respectively. A control 
horizon of two was applied for MPC algorithms.
In the first case, the terminal descent maneuver was performed in the absence of disturbance 
as shown in Figure 5.4-5.9 for simulation and Figure 5.18-5.24 for practical implementation 
respectively. In the second case, the x, y  positions had a non-zero initial condition and a 
disturbance along y-axis was applied in simulation as shown in Figure 5.10-5.17. In practical 
implementation, a non zero x, z position was considered where the quadrotor was flying near 
the constraints and the controllers were experiencing a great challenge to compensate for any 
disturbance. This is shown in Figure 5.25-5.33.
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The simulation results for Case 1 show that from Table 5.5, the mean RMS errors for PID, 
LQR, SSOMPC and SSLOMPC are less than 1 m with zero positions along x, y  axes.
Similarly, for practical implementation for Case 1, tracking error was less than 10 cm for all 
controllers. The control inputs for SSLOMPC for simulation and for practical implementation 
never violated the constraints. The computation time, which describes the time taken by the 
optimizer to produce a solution at each time step, for simulation and for practical 
implementation, was less than 0.04s.
The second scenario for simulation has disturbance, which changes the path of quadrotor 
acting along y-axis shown in Figure 5.10 where it jumps initially from zero to 2 m, gradually 
decreases, and finally finishes in 20 s. Though PID and LQR control laws show that the 
quadrotor is riding on the constraints, but MPC algorithm generates control inputs, which 
make sure that quadrotor should not violate the constraints. This case shows the predictive 
capability of MPC control laws to restrict the quadrotor to remain within the square even 
though the reference is riding on the constraints. The predictive framework dampens the 
affect of disturbance and constraints are not violated here. This scenario clearly shows the 
strength of MPC algorithms, that despite the constraint violation due to disturbance, it 
recovers the quadrotor and then respects the constraints. Similarly the control input 
constraints are not violated. The computation time for above maneuver was less than 0.03 s. 
The Tables 5.7 to 5.9 show the mean RMS errors and standard deviations along x, y, z axes. It 
is observed that RMS and standard deviation along x, y-axes is less than or equal to 30 cm. 
The mean RMS error and standard deviation for z-axis are approximately 1 m during the 
maneuver. At the end of maneuver, the error along z-axis becomes zero.
The case 2 for practical implementation was designed to test the controllers when quadrotor 
started from 15 cm x position for practical implementation. Here the constraints of 30 cm 
were applied along x, y axes for practical implementation. The disturbances along x position 
were applied in practical implementation just at the start of maneuver. The basic purpose of 
constraints was to ensure that quadrotor may avoid any hazardous obstacles and may land 
precisely in the centre of square formed by the constraints along x, y axes. This case revealed 
very interesting result. In practical implementation, strong disturbance were dampened by the 
prediction capability of MPC and the quadrotor instantaneously recovered itself from 
disturbance. The PID and LQR started from 15 cm for PID, LQR along x-axis. It can be 
imagined that if  a hazardous obstacle is present at 30 cm, then MPC would have easily 
avoided it because of its prediction capability whereas the PID and LQR may have caused the 
planetary lander to crash. It can be seen in Table 5.15 to 5.17 that performance metrics for x, 
y, z axes are less than 10 cm, which shows that MPC control laws have the ability to 
overcome the affect of disturbances without becoming unstable. The high values of RMS 
error and standard deviation along y-axis is due to calibration error.
Kalman filter estimates the disturbances which plays an important role for the calculation of 
control law at each sampling instant. SSTO uses disturbances to calculate new steady-states. 
The pseudo set-point obtained from these new steady-states considers the impact of 
disturbances which helps to determine the control law to counter these disturbances. 
Disturbance estimate is also used to determine the optimal perturbations from the 
optimization. Cost frmction based on predictions is minimized subject to MCAS which 
considers current set-point and current disturbances. Therefore the optimal perturbations 
obtained from optimization reduces the effect of disturbances as shown in Figure 5.26.
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The spikes in the computation time plots Figure 5.33 indicate the instances when disturbances 
were applied and the optimizer struggled to generate the solution. The control inputs never 
violated the constraints.
LQR and MPC both require the state-space model of the system. PID is model independent. 
It has been observed from simulation and practical experimentation that PID, LQR and MPC 
controllers can be used for terminal descent phase of Martian landing. Tuning of gains for 
PID, LQR, MPC had been a real challenge. The overall performance was satisfactory as 
mean RMS error, mean standard deviation for simulations and practical implementation was 
less than 1 m and 10 cm respectively. The computation time issue for practical 
implementation of MPC controllers was not observed. However, the presence of Laguerre 
poles in SSLOMPC can provide the benefits of large control horizon, but the use of control 
horizon of two and soft constraints provided an equal if not better performance than 
SSOMPC.
It can be concluded from simulation and practical implementation that PID, LQR, SSOMPC 
and SSLOMPC controllers provide approximately satisfactory performance though tuning 
has been an issue. However, for scenarios where operations near the constraints are 
necessary, PID and LQR control laws have a tendency to violate the output constraints. The 
predictive control architecture ensures that constraints are respected and can help the 
planetary lander to land in tight spaces surrounded by rocks. The ability of MPC algorithms 
to predict the output constraints and dampen the effect of disturbances, provide an edge to 
predictive control framework over PID and LQR controllers.
5.9 Conclusion
This chapter discusses and compares the tracking performance of the simulated and practical 
implementation of PID, LQR and MPC algorithms for terminal descent phase of a Mars 
lander. The terminal descent phase had been studied under predictive control framework. The 
quadrotor has been chosen to follow the trajectory at terminal descent.
The chapter discusses the basics of terminal descent phase and the challenges faced during 
this phase. The major challenge is that the onboard controllers should perform in such a way 
that input, output constraints are not violated. The role of MPC to track and handle input, 
output constraints has been investigated for terminal descent phase and compared with PID 
and LQR controllers. The timeline of the Viking lander has been chosen to perform terminal 
descent phase. The Laguerre poles provide an additional benefit of large control horizons. 
However, SSLOMPC performance was same as that of SSOMPC, if not better. The use of 
soft constraint eliminated the issue of feasibility and no feasibility issues for MPC 
implementation were observed.
Different aggressive maneuvers were applied in simulation and during practical 
implementation. It was revealed that MPC has the potential to be used as a candidate 
controller for actual space mission. The comparison of PID, LQR and MPC controllers using 
quadrotor as a planetary lander for Mars terminal descent phase in simulation and practical 
implementation is novel and has never been done before.
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Chapter 6 
Conclusions
6.1 Summary
This research has presented significant novel contributions in the fields of quadrotor control, 
practical linear MPC theory, planetary lander testbeds and control for the terminal descent 
phase of a Martian lander.
The use of an advanced motion capture system has allowed the author to implement control 
techniques for quadrotor control. The real-time practical use of linear MPC for quadrotor 
control is in its infancy. Therefore linear MPC control techniques have been developed and 
practically implemented on a quadrotor helicopter which overcome the issues of input and 
output constraints for rapidly changing set points and provides a predictive control 
architecture which is recursively feasible and computationally efficient. The tracking 
performance of MPC algorithm was compared with PID and LQR controllers, which is a 
novel contribution to the quadrotor control.
A linear MPC controller in a state-space framework has been developed linking reference 
governor approaches, closed-loop paradigm MPC, SSTO and Laguerre functions techniques 
through a novel approach that is novel. This control technique has been compared with 
existing linear MPC algorithms by implementing it initially on a two-state model and then for 
the trajectory control of quadrotor helicopter. Unlike traditional theoretical techniques of 
determining feasibility, a simple practical approach has been adopted which assesses the 
number of constraints violations as an alternative technique. It has been determined that there 
are improved feasibility and computation time requirements at a theoretical level.
The current UAV based planetary landing testbed facilities are outdoor based. Though they 
provide the flexibility to experiment on familiar terrains, atmospheric conditions, safety and 
cost becomes a major hindrance in testing EDL-based GNC technologies on UAV-based 
helicopters. The development of indoor facility SPLF provides the flexibility and capability 
to test and develop planetary landing based guidance and control techniques on quadrotor. 
The presence of indoor Qualisys based sensors provides accurate navigation data. Therefore 
this facility allows the researchers the opportunity to develop guidance and control techniques 
without worrying about the issue of navigation. This concept is novel and has never been 
implemented for testing the guidance and control laws for planetary landers.
Most of the research in the space community is focused on developing fuel optimal guidance 
techniques designed to incorporate input/output constraints for Martian PDG. This research 
has looked into the novel practical implementation of Mars terminal descent phase in a MFC 
framework on a quadrotor. It has also filled the gap in the area of control for precision 
landing and emulation of spacecraft dynamics on quadrotors by using an indoor motion 
capture system which removes uncertainty in position, thus allowing the researchers to focus 
on control. A novel tracking performance comparison has also been made by comparing the 
tracking performance of developed MFC control technique with FID and LQR.
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6.2 Research Conclusions
The following research conclusions have been drawn:
• The development of an indoor facility SPLF has provided the flexibility and ability to 
test and develop planetary landing based Guidance and Control techniques on a UAV 
quadrotor helicopter. The presence of six indoor Qualisys based sensors provides 
accurate navigation data with sub-millimeter accuracy. SPLF has allowed the 
researchers to practically validate PID, LQR and MPC control laws for low velocity 
planetary landing maneuvers on a quadrotor. A specialized motion capture system 
provides a very useful tool for the initial design and tests for the validation of control 
algorithms. This testbed should bridge the gap between computer simulations and 
outdoor UAV based planetary precision landing testbeds like PLGTF and AHT. 
Therefore this facility allows the researchers the opportunity to develop guidance and 
control techniques without worrying about the issue of navigation. This concept is 
novel and has never been implemented for testing the guidance and control laws for 
planetary landers on quadrotors. However, it is of course not an option for final 
system implementation. The major drawback of SPLF is that high velocity mission 
relevant velocities and mission relevant altitudes cannot be obtained. Therefore high 
velocity planetary entry maneuvers and descent phase when parachutes are deployed 
cannot be implemented. The powered descent phase based landings and terminal 
descent trajectories implemented on quadrotor at SPLF are the partial scaled down 
representation of actual trajectories because of indoor implementation.
• Feasibility in MPC is a metric of the efficacy of the decision variables, and can be 
crudely measured using the number of constraint violations for a particular 
simulation. It can also be shown by volumes of the polytope. But for practical 
systems, it is more convenient to measure the number of constraints violations to get a 
better picture of effectiveness of feasibility improvement using a particular algorithm. 
This research has extended existing ideas both on feasibility and set-point 
management. Feasibility and computation time are considered a key hindrance in 
practical MPC implementation. A standard approach involves a separate SSTO which 
reduces the set of possibilities available to the optimizer which either increases the 
possibility of feasibility or the necessity to use longer control horizons implying 
substantially more online effort. Here it has been possible to construct a novel 
algorithm with a single QP that maximizes feasibility. This work has incorporated all 
the key features of the SSTO into single stage algorithm, distinguishing this method 
from others proposed in literature. The novel algorithm called steady-state d.o.f 
LOMPC also known as SSLOMPC, incorporates the set-point selection into the 
dynamic optimization. The general focus has been the development of a novel 
algorithm that can (i) maximize the feasible region of MCAS using Laguerre- 
function-based d.o.f., (ii) maintain a sensible limit on the implied computational load, 
and (iii) obtain good closed-loop performance (minimum overshoots, zero steady- 
state errors and good tracking performance). This research has proposed concisely 
parametrising the steady-state solution space in such a way as to give a unique 
solution in all scenarios, and combining the SSTO with the perturbations in the 
dynamic optimization expressed as Laguerre functions, which results in a practical 
novel algorithm. It is concluded that the steady-state decision variable is a very 
effective parameter for maximizing the size of the MCAS in comparison with both the
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use of control horizon, and when perturbations are expressed in terms of Laguerre 
functions. The combined use of Laguerre functions and steady-state decision variables 
to improve feasibility and computation time is a novel contribution and this 
combination gives improved feasibility and computation time advantages over OMPC 
and LOMPC.
A control horizon of two has been found sufficient for practical quadrotor control. 
Large control horizons provide an additional benefit of improving feasibility and thus 
provide more steps to reach MCAS. However increasing the control horizon severely 
affects the computation time which has been practically observed in the form of 
oscillations leading to instability. SSOMPC and SSLOMPC has never been used for 
quadrotor control. The use of steady-state as a decision variable has been very 
effective in improving feasibility and computation time over OMPC and LOMPC. 
SSLOMPC for a two state model shows better feasibility performance over SSOMPC 
and very minor difference for simulated quadrotor control at a theoretical level. 
Laguerre poles are the reason for this improvement. Small number of tuning 
parameters for two state model also played a key role in this improvement. However 
at a practical level, there seems to be no difference in their tracking performance for 
quadrotor control. Use of steady-state as a decision variable has provided additional 
advantages in computation time which undermines the affect of Laguerre poles at a 
practical level. Laguerre poles provide improved feasibility advantages but it has 
been practically verified for SSLOMPC that the increase in Laguerre poles above a 
particular value affect the tracking performance, as high values of Laguerre poles 
causes oscillations. Therefore low values of Laguerre poles were selected for 
quadrotor control. However this observation is only valid for quadrotor control and 
further work is needed to test the effect of changes in Laguerre poles on other 
practical systems.
PID, LQR, SSOMPC and SSLOMPC control laws have been practically 
implemented for quadrotor control at SPLF. The results show that PID, LQR and 
MPC algorithms produces output tracking with mean tracking errors of ±10cm or less 
along X, y, z-axes. The performance of PID and LQR controllers in terms of RMS 
errors along y-axis is better than MPC algorithms. Calibration error has been the 
cause of this error. But the overall RMS error, peak errors and standard deviation 
were less than 10 cm which is a reasonably good performance. The tuning of gains, 
for PID, Q and R matrices for LQR and tuning matrices for MPC algorithms play a 
vital role in determining their tracking performances. The computation time in MPC 
is the time needed by the optimizer to compute an optimal control input at each 
sampling instant subject to constraints. The overall computation time was less than 
0.05 s sampling time even when output constraints were violated. The simple re­
parameterization of degrees of freedom in the form of Laguerre poles can have 
similar if not greater benefits. Unlike MPC, the PID and LQR controllers violate the 
output constraints. Hence one could argue that algorithms SSOMPC and SSLOMPC 
have many benefits over more conventional approaches without the loss of tracking 
performance if proper tuning is performed. It has been practically verified that MPC 
provides additional output constraints handling advantages due to its predictive 
control architecture. However, for scenarios where operations near the output 
constraints are necessary, PID and LQR control laws have a tendency to violate the 
output constraints. The predictive control architecture ensures that input/output 
constraints are respected. The ability of MPC algorithms to predict the output
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constraints and dampen the effect of disturbances, provides an edge to predictive 
control framework over PE) and LQR controllers. The drawback for the adoption of 
linear MPC technique is that it is not possible to perform aggressive maneuvers like 
flips because state-space model is linearized only at hovering conditions.
Soft constraints provide an effective practical way of handling constraints violations 
and feasibility issues with negligible effect on computation time when constraints are 
violated. Overall the constraints violations never caused instability issues if detuning 
of R matrix is performed.
Tuning to reduce tracking errors by disturbance estimation through Kalman filter has 
been found to be an effective technique. The tuning overall has been a major 
challenge for improvement in tracking performance for PE), LQR and MPC 
controllers because of MEvlO nature of quadrotor.
The basics of Mars terminal descent phase and the challenges faced during this phase 
are discussed. The major challenge is that the onboard controllers should perform in 
such a way that it should give a feasible optimal solution and input, output constraints 
are not violated. The role of MPC to track and handle input, output constraints has 
been investigated for terminal descent phase and compared with PE) and LQR 
controllers. The timeline of the Viking lander has been chosen to perform terminal 
descent phase. A quadrotor can emulate the terminal descent phase of a planetary 
lander to test planetary precision landing control laws. Two scenarios have been 
implemented. These scenarios were designed to highlight the ability of predictive 
control framework to respect control input/output constraints. In the first simulation 
scenario, the quadrotor descends from 50 m height to 1 m height with zero x, y  
positions. The height of 50 m is selected to resemble the Mars Phoenix lander 
constant velocity height. This particular scenario was selected to familiarize with the 
very basic representation of terminal descent. Similar scenario has been practically 
implemented at SPLF where the quadrotor descends from 25 cm to 4 cm. fri the 
second case, for simulation it is assumed that the guidance produces a trajectory 
whose starting x, y  position is 5 m. The height of 50 m is assumed. The output 
constraints along x, y-axes also existed along the 5 m position. The disturbance has 
been applied at the start along x-axis at 5 m distance as a result the constraints are 
violated. The behavior of PE), LQR and MPC control laws is then observed. 
Similarly for practical implementation, the quadrotor descends from 25 cm to 4 cm 
along z-axis and from 15 cm to 0 cm along x-axis. The disturbance acts in the start 
along x-axis as a result the output constraints are violated which are present at 30 cm 
along X, y-axes. The behavior of PID, LQR and MPC control laws is observed when 
constraints are violated. The RMS errors along x, y, z-axes were less than 10 cm for 
all controllers. MPC proved to be a possible candidate controller for Mars terminal 
descent due to its inherent capability to handle input/output constraints and 
equivalent tracking performance to PID and LQR. This feature can allow researchers 
to develop improved fuel optimal guidance techniques. However further work is 
needed to develop advance guidance and control techniques to implement fast 
velocity gravity turn maneuvers in an indoor environment. The Laguerre poles 
provide an additional benefit of large control horizons. However, SSLOMPC 
performance was same as that of SSOMPC, if not better. The use of soft constraint 
eliminated the issue of feasibility and no feasibility issues for MPC implementation 
were observed.
156
6.3 Research Novelty
Following novel contributions have been made in this research.
• Development of Surrey Precision Landing Facility (SPLF), which provides the ability 
to test planetary precision landing G&C algorithms for the terminal descent phase of 
the EDL for planetary bodies like Mars and Moon on quadrotor. SPLF can be 
considered as an intermediate testbed between computer simulations and expensive 
rocket-based flights and outdoor UAV helicopter based planetary precision landing 
testbeds. A quadrotor emulates the planetary lander. The presence of 3D optical 
sensors provides real-time accurate navigation data with sub millimeter accuracy, 
which removes the uncertainty in position, and thus allows the flexibility to test the 
planetary precision landing G&C laws in real-time in an indoor environment.
• A novel proposition for a single stage linear MPC algorithm in a state-space 
framework has been made to improve feasibility and reduce computation time over 
Optimal MPC (OMPC), Laguerre OMPC (LOMPC) and Steady-State OMPC 
(SSOMPC) by linking reference governor approach, Closed-Loop Paradigm (CLP) 
MPC, Steady-State Target Optimization (SSTO) and Laguerre functions techniques 
through an approach that is novel and has the strength of simplicity. The novel MPC 
algorithm called Steady-State Laguerre Optimal MPC (SSLOMPC) provides 
additional feasibility advantages and reduced computation time by using steady-states 
as decision variables where perturbations are expressed in terms of Laguerre functions 
for the calculation of control input.
• The first ever practical implementation of SSOMPC and SSLOMPC for quadrotor 
trajectory tracking which shows equivalent tracking performance to PID and LQR. 
Unlike PID and LQR, the predictive framework of MPC (SSOMPC and SSLOMPC) 
algorithms also demonstrates the unique ability to respect output constraints such as 
translation positions.
• A successful yet novel simulated and practical implementation of PID, LQR and MPC 
(SSOMPC and SSLOMPC) control laws on a quadrotor helicopter for Mars terminal 
descent phase where MPC control laws successfully demonstrate the ability to respect 
the control input and output constraints and therefore this unique feature can allow the 
spacecraft to land in tight spaces surrounded by stringent output constraints.
6.4 Future Work
The currently developed linear MPC control techniques have been implemented on a PC 
which sends control signals through wireless link. The high computation speed has restricted 
the true exploration of Laguerre poles potential. Therefore an onboard implementation of 
SSLOMPC control technique for quadrotor control is one avenue which can be explored.
The current SSLOMPC algorithm does not allow the quadrotor to perform aggressive 
maneuvers. Therefore research can be made by choosing different models linearized at 
different flight envelops to perform aggressive maneuvers like flips.
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Currently constraints can only be changed offline. Therefore further contributions can be 
made by introducing changes to predictive control architecture to change the output 
constraints online allowing the user the flexibility to incorporate constraints on changing 
flying conditions.
The SSLOMPC has been found to be a candidate controller for planetary landing missions. 
Therefore further investigations are needed to convert it into a flight ready control technique 
for planetary exploration.
It would also be very appealing to compare the constrained guidance trajectory with MPC as 
a control technique for quadrotor control and also for PDG techniques developed for 
planetary landing.
Further enhancements at SPLF are necessary. UAV health management system needs to be 
developed. In the case of an anomaly in the flight or low battery, the quadrotor should land 
itself autonomously, charge itself and then may resume the flight autonomously. The number 
of quadrotors available should be increased to test cooperative control concepts. TCP/IP 
access through a web link can be introduced to control the quadrotor to perform desire 
closed-loop maneuvers. This feature can allow the researchers to test their algorithms 
remotely. Advanced control and guidance techniques are needed to perform scaled gravity 
turn maneuvers. This requires more motion capture cameras to increase the flight envelop.
The performance of SSOMPC and SSLOMPC control laws can also be tested for other 
worldwide experimental activities where operation at or near the constraints is necessary and 
input/output constraints should be respected.
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