In this paper, we propose a high order Fourier spectral-discontinuous Galerkin method for time-dependent Schrödinger-Poisson equations in 3-D spaces. The Fourier spectral Galerkin method is used for the two periodic transverse directions and a high order discontinuous Galerkin method for the longitudinal propagation direction. Such a combination results in a diagonal form for the differential operators along the transverse directions and a flexible method to handle the discontinuous potentials present in quantum heterojunction and supperlattice structures. As the derivative matrices are required for various time integration schemes such as the exponential time differencing and Crank Nicholson methods, explicit derivative matrices of the discontinuous Galerkin method of various orders are derived. Numerical results, using the proposed method with various time integration schemes, are provided to validate the method.
Schrödinger-Poisson equations and discontinuous potentials
A self-consistent system of nonlinear Schrödinger-Poisson equations for a complex wave function (x, t) and potential V ch (x, t), x = (x, y, z) is defined as 2) where V in (x, t) is some given external potential or intrinsic potential due to the band structures of the materials used for quantum confinement in heterojunctions and quantum supperlattices [10] . This simple looking nonlinear system has important applications in quantum systems and requires subtle physical interpretations and much computational efforts for self-consistent solutions. To motivate the research in this paper, we will first give some background of several physical problems which can be modelled by the nonlinear Schrödinger-Poisson equations (1.1) and (1.2) .
Quantum many body system: A system of N electrons and N v nuclei interacting via the Coulomb potential is described by the linear Schrödinger equation for the wave function = (r 1 , r 2 , . . . , r N , t) where m is the mass of electron, q is the charge of one electron andh is the reduced Planck constant. V ext (r 1 , . . . , r N , t) is a generic, time-dependent external potential from the interaction between electrons and nuclei and time-dependent electric and magnetic fields. The solutions of the many-particle Schrödinger equation poses great computational challenges, which has been only solved for very small number of particles. Due to the prohibitive high cost of solving many-particle Schrödinger equations, it is of practical importance to derive one particle equation models in the form of (1.1) and (1.2) to approximate the many body system. The rigorous mathematical justification of one particle equation for time-dependent quantum system is still an active research topic. Recently, the one particle Schrödinger-Poisson equations for time-dependent many Boson system is derived in [3] in the weak coupling limit. The Poisson equation for V ch (x, t) in this case models the "mean field potential" from other particles on the one particle of interest. Quantum-gravity system: The Schrödinger-Newton equations for a quantum-mechanical particle of mass m moving in its own gravitational potential are the pair of coupled nonlinear partial differential [15] ih j xt jt = −h 2 2m
x (x, t) + mV (x, t) (x, t), x ∈ R 3 , (1.4)
x V (x, t) = 4 Gm| (x, t)| 2 , (1.5) where V (x, t) is the gravitational potential and G the Newton's gravitational constant. And we can see that the Schrödinger-Newton equations are of the same form of the Schrödinger-Poisson equations (1.1) and (1.2).
TDDFT for many body quantum system: In quantum chemistry, time-dependent density functional theory (TDDFT) generalizes the classical Hartree-Fock approximation of many electron system by addressing the exchange and correlation effects. It has become an important tool to find excited electronic state energies [25] . The time-dependent Kohn-Sham (TDKS) equations for N particle systems involve N-wave functions j (x, t) and are given as ih j j (x, t) jt = − 2m + v s [n](x, t) j (x, t), x ∈ R, j = 1, 2, . . . , N, (1.6)
where the second term of the potential v s [n](x, t) can be solved with a Poisson equation and V XC (x, t) is the exchangecorrelation potential. Therefore, TDKS equations are similar to the time-dependent Schrödinger-Poisson equations. The only difference is the exchange-correlation potential term takes a more complex form
where E XC [n] denotes the exchange-correlation energy for which approximations like the local density approximation (LDA) can be used [12] .
Discontinuous potentials:
In many applications, especially with localized potential structures of heterojunction and quantum supperlattice structures formed by an array of quantum dots [10] , the intrinsic potential V in (x) will be discontinuous, thus producing discontinuities in the wave functions in the cases of different electron masses across the discontinuities. It is important to have a numerical method to handle such discontinuities in the wave functions with high accuracy and ease. For this reason, we propose to use the discontinuous Galerkin (DG) method [26] to handle this discontinuity in wave functions along the propagation z-direction. Meanwhile, in many quantum supperlattices, such as arrays of quantum dots, the potential is or can be modelled by periodic functions over the transverse (x, y) plane, where a Fourier spectral method is a natural candidate [11] . For these two reasons, we adopt a hybrid spectral-discontinuous Galerkin method for coupled nonlinear time-dependent Schrödinger-Poisson equations with discontinuous potentials. In addition, we will investigate various time integration schemes with the hybrid method. To achieve larger time steps, exponential time differencing (ETD) scheme has attracted much attention [8] , recently. The ETD method uses a time integrating factor associated with the linear part of the semi-discretized system, namely, the derivative matrices resulting from the numerical discretization of the differential operator. In our Fourier spectral-DG method, the derivative operators along the transverse (x, y) directions are diagonal matrices. As a matter of fact, the Schrödinger-Poisson equations become a series of differential in equations in (z, t), to which the ETD could be applied. In order to find the time integrating factor for these (z − t) differential equations, we will need the explicit form of the z-derivative matrices from the DG methods. The explicit form of the derivative matrices will also be needed for implicit time discretizations such as the Crank Nicholson scheme. Derivative matrices will be derived for DG methods with two types of numerical flux definitions.
Self-consistent solutions of Schrödinger-Poisson equation are important in the simulation of carrier transport in nanoelectronics such as the resonant tunnelling diode (RTD) [19, 6, 17] and MOSFET [22, 18] . In most situations, time independent Schrödinger-Poissons are solved for the eigenstates of the quantum system [4, 7] . However, in some situations a time-dependent solution will be needed due to the transient nature of the external potentials such as in a laser excited process. Previous work on time-dependent Schrödinger-Poisson includes the work of [9] which considers spherically symmetric Schrödinger-Poisson equations with finite difference method in space discretization and Crank-Nicholson type predicator-corrector scheme for time integration. The authors of [14] present a numerical study of the timedependent Schrödinger-Newton equations in three dimensions with three kinds of symmetry: spherically symmetric, axially symmetric and translational symmetric. The numerical discretization methods again include Crank-Nicholson method for time integration and finite difference for space discretization method and spectral method for the Poisson equation. A finite difference method is also used in [21] to solve spherically symmetric Schrödinger-Poisson equations. Recently, a time-splitting spectral method is proposed in [2] to solve the Schrödinger-Poisson problems with periodic boundary conditions in all three spatial directions.
The rest of the paper is organized as follows. In Section 2, we will reduce 3-D equations into a set of 1-D equations with the Fourier Galerkin method in the (x, y) directions. In Section 3, we give DG methods for second-order z-derivative in the Poisson equations, and the explicit forms of derivative matrices will be given for two types of numerical fluxes (central and upwinding) used in the DG methods. In Section 4, the Fourier spectral-DG methods and various time integration schemes will be investigated. In Section 5, after addressing the boundary condition issues including PML layers and total-scattering wave formulations for the Schrödinger equation, we present numerical results to validate the proposed method. The following numerical tests are provided: the accuracy of the derivative matrices; the accuracy of various time integrations for the time-dependent Schrödinger equation; finally, the computation of a 3-D time-dependent nonlinear Schrödinger-Poisson equations with discontinuous potentials, which models quantum supperlattices formed by an array of periodic quantum dots. In Section 6, a conclusion will be given.
High order Fourier spectral-DG methods
The Schrödinger-Poisson system in three dimensions can be written as
where i = √ −1 and the external/intrinsic potential V in (x, y, z, t) and the total potential V tot (x, y, z, t) are assumed to be periodic in (x, y) plane with a period 2 . Also, (x, y, z, t), the particle wave function, is assumed to be a periodic functions in (x, y) variables. We have set the Planck constanth = 1 and the mass m = 1, the electron charge in (2.2) q = 1. The total potential function V tot (x, y, z, t) is the sum of the external/intrinsic potential V in and the self-consistent potential due to the charge V ch , i.e.,
Due to the periodicity of the problem in the (x, y) directions, we will use a Fourier spectral method in the transverse (x, y) directions while a DG method will be applied to the z-direction to treat the possible derivative discontinuities of the wave functions from the jumps of the potentials at material interfaces. The wave function is then written as
where m, n are integers. Similarly, we can assume that the charge potential energy V ch can be written as 
The Galerkin projection of (2.6) and (2.7) into the orthogonal Fourier basis yields a set of 1-D differential equations
Eqs. (2.8) and (2.9) form a system of 1-D ordinary differential equations for (z, t)-variables, for which the spatial z-derivative will be discretized by the DG method while the time derivative will be approximated by various time integration schemes.
DG discretization for Poisson equation
We will illustrate the DG method for a Poisson equation in the 1-D case. The equation is written into 1-D form
with the following typical boundary conditions:
Following [26, 16] , we introduce a new variable
and obtain a first-order system
where P k (I ) denotes the space of polynomials in I of degree at most k. The approximate solution (u h , q h ) by the DG method is defined with the following weak form:
∀v h,q ∈ P k (I j ):
where (h q,j +1/2 , h u,j +1/2 ) is the numerical flux which approximates ( q, u) at z j +1/2 , respectively.
where s is the number of basis functions, 12) where the stiff matrix is
Also we assume that (z) is piecewise constant,
In the following, we will present the resulting finite difference formula with appropriate derivative matrices for the physical variable u with the auxiliary variable q eliminated. We first express q j k using u j k by solving (3.12) (note that, this operation need not solve a linear system of size sN, and only a small size linear system of O(s) for each element), and then replace q j l in (3.11), then we will get a linear system of size sN for u j k only. Assuming that the local mass matrix is diagonal, which can be achieved by using Legendre polynomials as the basis functions for P k (I j )
(3.14)
we obtain q j m in terms of u
Substituting (3.15) and (3.11) results in
Derivative matrix D sN for a central flux
First, we will derive the derivative matrix for unknowns u j k using the central numerical flux proposed in [16] 
The above fluxes at the boundaries z 1/2 = 0, z N+1/2 = L will be modified using the boundary condition (3.2) as follows:
We have assumed that the material constant is continuous across both boundaries, i.e., ε 0 = ε 1 and ε N = ε N+1 . At the left boundary z 1/2 , as the function value is known, we set u(z
At the right boundary, the derivative boundary value is given, we set q(z 
Now (3.16) is rewritten as
In (3.25) and the rest of this subsection, double index k or m implies summation over 1 k s, 1 m s, respectively. No summation is assumed over the element j index.
Substituting the numerical flux (3.17) into (3.25) yields
Similarly, we have
• Difference equations for variable u: From (3.21)-(3.23), (3.26) and (3.27), we have the difference equations for u for
where 1 n s, and for j = 1, 2, N − 1, N the equations are (2, 2) A (2, 3) A (2, 4) 0 0 · · · 0 0 0 A (3, 1) A (3, 2) A (3, 3) A (3, 4) A (3, 5) 0
A (4, 2) A (4, 3) A (4, 4) A (4, 5) A (4, 6) 
N denotes the vector which comes from the boundary conditions.
If we take the basis function as
where h j is the length of the jth element and L k is the Legendre polynomial of degree k − 1, e.g.,
These basis functions make the mass matrix diagonal with diagonal elements
and, the nonzero elements of the corresponding stiff matrix are
For simplicity, we assume that ε j = 1, for all j, and all the elements are of the same length h. The block matrices in D sN can be explicitly found for the basis functions of order 1 s 5. The matrices A (j,l) , A (j,l−1) , A (j,l+1) for 3 j N − 2 are given as follows. For j = 1, 2, N − 1, N, some matrices are a little different from the above one because of the influence of the boundary condition. We also list them and the responding vectors out.
• Case 1: 
• Case 2:
• Case 2: s = 3 
• Case 4: s = 1, the block pentadiagonal matrices reduce into five scalar numbers,
Derivative matrix D sN for a upwinding flux
In [26] a different numerical flux with upwinding approaches is proposed
For j = 1 or N, using the boundary condition (3.2), the numerical flux (3.34) and (3.35) will be changed into
In this case, the derivative matrix D sN is found to be a block tridiagonal matrix instead of the block pentadiagonal matrix in (3.31) and only b 1 , b N are nonzero in (3.30) (2, 2) A (2, 3) 0 0 · · · 0 0 0 0 A (3, 2) A (3, 3) A (3, 4) 
The expression of a
is the same as that of (3.41), and
The matrices A (j,l) , A (j,l−1) , A (j,l+1) for 2 j N −1 are given for the basis functions of order 1 s 5. The different matrix blocks and vectors at boundary elements are also given.
• Case 2: s = 4
• Case 2: s = 3
Case 4: s = 1, the block tridiagonal matrices are reduced to three scalar numbers,
Fully discretized spectral-DG method for Schrödinger-Poisson equations
As Eqs. (2.8) and (2.9) are a set of 1-D differential equations in (z, t)-variables, the discretization of these equations is similar to that of the following two equations:
with appropriate boundary conditions (Dirichlet or Neumann). The discretization of (4.2) is the same as (3.1), we have the following linear system similar to (3.30):
where D sN is defined in (3.31) or (3.38), vector 
By using the same discretization of the z-derivative, we can get a semi-discretization of time-dependent Schrödinger equation (4.1) as a system of ordinary differential equations 6) with v j being the coefficients of v(z, t), and Q j k defined in (4.4). We rewrite (4.5) as
where
This system of ordinary differential equations can be numerically solved by various time integration schemes such as a fourth-order Runge-Kutta method.
ETD method
Recently, ETD method [8] has been investigated to handle the linear term in ODE systems in (4.7) with high accuracy through an integrating factor e −Bt , which is assumed to be calculated with enough accuracy. In [1] , an improved approach is proposed for the computation of a matrix exponential that includes an automatic correction of rounding errors without much extra cost. The idea of ETD is described briefly as follows.
For the nonlinear system (4.7), after multiplying the integrating factor e −Bt and integrating the equation over a time step from t = t n to t = t n+1 = t n + t, we have
Here F can be time dependent. We can then use a Runge-Kutta method to approximate the integration part of the formula [8] . A third-order RK ETD (ETDRK3) method is given by a n = u n e Bh/2 + (e Bh/2 − I )F(u n , t n )/B,
while a fourth-order RK ETD (ETDRK4) method is given by a n = u n e Bh/2 + (e Bh/2 − I )F(u n , t n )/B,
where u n . = u(n t).
Numerical results

Boundary conditions
In this subsection, we will address the issues of the boundary treatment for computing the coupled Schrödinger-Poisson equations (1.1) and (1.2) over unbounded domains. We will use the method of perfect matched layer (PML) developed for Maxwell equations [5] to truncate the computational domain to a finite size. For the coupled nonlinear system (1.1) and (1.2), we ignore the Poisson equation of self-consistency near the boundary, which is assumed far away enough from the quantum device where the self-consistent potential V ch (x, y, z, t) from charges is important. So, in principle only the linear Schrödinger equation is to be used near the PML regions. Also, in order to use the PML formulation, a combination of total wave and scattering wave approaches will be used with the former for the internal computational domain and the latter for the PML regions.
PML for the Schrödinger equation
For non-dispersive waves, wave velocity is independent of the wave frequencies, so an one-way wave equation corresponding to that velocity can provide a good absorbing boundary condition. For a dispersive system such as the Schrödinger equation, we need to provide an absorbing boundary condition valid for all frequencies. Perfectly matched layer (PML) was proposed by Berenger for electromagnetic wave [5] . This method has many advantages over the transmitting boundary method (QTBM) [13] and the transparent boundary condition [24] and Schmidt's method [20] . The PMLs surrounding the computational domain allow wave to propagate outward with exponential attenuation and negligible reflections back into the computational domains. We introduce the PML in 1-D case by starting from the time-independent Schrödinger equation
where m is the electron mass and is an artificial parameter. If = 1, the equation reduces to the original form in the physical medium. If = (1 + i ) and is a suitable real number, the wave will decay exponentially when it propagates into the PML medium. This can be seen from the fact that the wave satisfying the above equation is of the form
where k = √ m(E − V ). As a result, for a wave incident from a region with m to a region with m, there is no reflection if the two regions have the same potentials. Because the PML is valid for each frequency, it can be used for time domain simulations.
Total-scattering formula for the Schrödinger equation
As the PML is designed for outgoing scattering waves, a combination of total and scattering wave formulation will be used for our problem. We will compute the scattering wave in the PML regions and the total wave in the computational domain. When the flux on the interface of the PML and the computation domains is needed, the incident wave is subtracted or added in either domain to make the fluxes consistent between two domains [23] .
As shown in Fig. 1 , scattering wave scat is computed in the PML domain, and tot is computed in the computational domain. We denote the elements by I −2 , I −1 , I 0 , I 1 , I 2 , respectively. The total wave is 
Accuracy of derivative matrices D sN for the Poisson equation
To test the accuracy of the derivative matrices, we compute the solution to
with an exact solution representing two boundary layers at the z = 0, 1,
The computational domain [0, 1] is equally divided into N elements. The order of the basis functions s is set to be 0, 1, 2, 3 or 4. The L 2 errors are given in Tables 1 and 2 for two different types of numerical flux, respectively. The errors are not scaled by the maximum of u(z) which is approximately 0.018. Next, we compute the problem
with the exact solution The boundary condition is provided by assuming that the solution outside the region [0, 1] is known. First we got the L 2 errors given in Table 3 by using the flux (3.17) and (3.18). Then we use the flux (3.34) and (3.35) and get the errors in Table 4 .
From the two examples, we can see that the numerical flux (3.34) and (3.35) are slightly better than (3.17) and (3.18), and, as the derivative matrix for the former numerical flux has a smaller bandwidth, we will use it for the rest of our numerical tests.
Time integrations for the Schrödinger equation
In this section, we will study various time integration schemes including Runge-Kutta, Crank-Nicholson, and ETD for the linear time-dependent Schrödinger equation. We consider an 1-D Schrödinger equation with a piecewise constant electron mass if z > 0.7.
After the space discretization, we have an ordinary differential system
where the time-dependent term F(t) comes from the boundary condition. The computational domain [0, 1] is divided into N elements equally, and a fourth order Runge-Kutta method is used up to a final time T = 0.0253. The L 2 errors are listed in Table 5 . The time steps are 64E − 6, 16E − 6, 4E − 6, respectively.
Though Crank-Nicholson method is easy to implement, it is only second-order accurate. So we can choose t =c x 2 with c constant to get a fourth-order accurate numerical discretization. The L 2 errors are listed in Table 5 . The time steps are 2E − 5, 1E − 5, 4E − 6, respectively. The polynomial order is s = 3.
A larger time step can be used with the ETDRK4 method. The L 2 errors are listed in Table 5 . The time steps are 1E − 3, 5E − 4, 2.5E − 4, respectively. Here we choose t = c x with a constant c. But the exponential matrix and the coefficients used by the ETDRK4 are harder to calculate accurately for large non-diagonal matrices.
We obtained the numerical examples in Table 5 on a PC with a TM 2 Duo E6600 CPU. And the CPU time for the time integration part on the finest mesh for RK4, CN, and ETDRK4 is 0.77, 0.76, 0.11 s, respectively. For the example in Table 5 , we calculated the exponential with the software, Mathematica. Based on numerical experiments, the size for non-diagonal matrices is 3200 × 3200 on a mesh of N = 80 points with third-order basis functions when the expected fourth-order accuracy of the ETDRK4 was not achieved. We also tried the algorithms of computing matrix exponentials given in [1] and observed degeneracy of accuracy when the size of matrix is bigger than 40 × 40. The L 2 errors are 1.10E − 4 and 1.60E − 5 for the meshes of points N = 10 and 20, respectively.
3-D nonlinear time-dependent Schrödinger-Poisson equations
Finally, we apply the Fourier spectral-DG method for a 3-D time-dependent problem modelling electron wave function through quantum supperlattices. The self-consistent calculation of time-dependent Schrödinger-Poisson equations in 3-D is a challenging problem computationally. Here, we consider a 3-D problem where z 1 , z 2 , z 3 , z 4 satisfy z 1 < z 2 < z 3 < z 4 . The intrinsic potential V in (x, y, z, t) is discontinuous along the propagation z-direction and provides quantum confinement of electron waves along the (x, y) plane such as arrays of quantum dots [10] . Based on the accuracy study above of the three types of time integrations, the Crank Nicholson gives the best numerical results with the most efficiency and will be used for the 3-D problem here and c = 1, and t decay = 10, and t 0 = 4t decay . The incident wave represents a Gaussian pulse along the propagation z-direction, as shown in Fig. 2 , with a periodic profile over (x, y) plane. For the selected parameters, the incident wave takes constant value over the (x, y) plane. The computational domain is set to be [0, 4], and two PMLs with a thickness 0.625 are added to both ends of the computational domain, and z 1 = 1 and z 2 = 2 and z 3 = 2.5 and z 4 = 3. As (5.15) is a localized pulse, so we can also use (x, y, z, t = 0) as the initial condition. We will use the numerical solution got by using the finest mesh and the maximum M 0 as a reference solution, then calculate the error between the numerical solution Fig. 3 , which shows the expected quantum confinement of the electron waves from the intrinsic potential V in (x, y, z).
Conclusion
In this paper, we have proposed a Fourier spectral-discontinuous Galerkin method for coupled nonlinear timedependent Schrödinger-Poisson equations and provided the explicit formulas for the derivative matrices for the wave function, which can be readily used for exponential time difference and other implicit time discretizations. Numerical results in 3-D problems show the potential of this method for problems where potentials are known to be discontinuous along material interfaces in heterojunction and quantum supperlattice structures. Future work will be carried out for cases when the potentials are also time dependent for transient excitations in laser physics.
