The primary aim of this paper is to examine characteristics of stocks that hit the limits listed in the Tokyo Stock Exchange. We analyse the characteristics of stocks that hit the limits more frequently, the characteristics of stocks that hit the upper limits and the characteristics of stocks that hit the lower limits. The results show that stocks that hit the upper limits tend to have smaller systematic risk and a stock that hit the lower limit tend to have high systematic risk. This indicates that lower limit hits are mostly due to market driven downward movements while upper limit hits are more likely related to company driven upward movements. This means that price limits rules were effective in Japan in curbing undesired fluctuations of stock prices and in protecting the market from crashes.
Price limit rules were introduced in order to prevent extreme movement in prices caused by overreaction or noise trading a . They were introduced to prevent stock price collapse similar to what occurred in October 1987. Following the 1987 crash, most stock exchanges reviewed their trading rules and introduced new microstructural controls such as price limits and trading halts in order to avoid future collapses, stabilise the market and prevent extreme movements. After introducing these new controls, there was a debate between policy makers and researchers regarding the effectiveness of price limits. Advocates of price limits claim that price limits prevent extreme price movements in two ways. First, price limits literally set a ceiling and a floor in the range in which the price can move within a trading day. Second, price limits provide a cooling-off period b . Other proponents claim that price limits facilitate price discovery by providing a 'time-out' to pause, evaluate, inhibit stock prices and publicize order imbalances to attract value traders and to cushion violent movements in the market. Price limits are also said to reduce the potential default risk c , and counter overreaction, without interfering with trading activity (Cho et al, 2003) .
a Price limits are artificial boundaries that restrict daily price changes of a stock to a pre-specified range. Price limits rules are applied in many stock markets around the world, including Austria, Belgium, France, Italy, Japan, Korea, Malaysia, Mexico, Netherlands, Spain, Switzerland, Taiwan, and Thailand. Price limits are also used in the U.S. futures market.
b See Anderson, 1984; Arak and Cook, 1997; Greenwald and Stein, 1991; Ma, Roa and Sears, 1989a, 1989b; Chou et al., On the other hand, critics of price limits insist that price limits reduce market liquidity by artificially interfering with trading activity. This problem caused by price limits is also identified as 'the trading interference hypothesis' d . In addition to the liquidity problem, the delay in price discovery is another costly problem induced by price limits. This happens because price limits prevent prices from reaching their equilibrium level effectively e . The effects of trading interference using price limits may also weaken market efficiency f .
Instead of reducing volatility, price limits may cause volatility to spread over longer periods of time, because limits prevent large one-day changes, and prevent immediate correction in order imbalance g . Kim and Sweeney (2000) also argue that price limits can affect trading behaviour on non-limit hit days. In their model, informed traders strategically time their trading taking the existence of price limits into account.
The debate regarding the usefulness of price limits has motivated some researches h . Among the studies of price limits, some test hypotheses regarding the effect of price limits, for example the 'information hypothesis' and the 'overreaction hypothesis'. The information hypothesis (or the delayed price discovery hypothesis) argues that price limits prevent stocks from reaching their fundamental values. This hypothesis suggests that prices will d See Fama, 1989; Telser, 1989; Lehmann, 1989; Lauterbach and Ben-Zion, 1993; and Kim and Rhee, 1997. e See Fama, 1989; Lehmann, 1989; Lee et al., 1994; Figlewski, 1984; Kim and Rhee, 1997; Meltzner, 1989; Miller et al., 1987; Telser, 1981; Lee and Kim, 1995; Ma et al., 1989a Ma et al., , 1989b Chiang et al, 1997; Kim and Rhee, 1997. f See Fama, 1989; Lehmann, 1989; Lee et al, 1994. g See Kim and Rhee, 1997; Lehmann, 1989; Fama, 1989; Kyle, 1988; Kuhn et al., 1991; Lee and Kim, 1995. h e.g. Kuhn et al, 1991; Fama, 1989; and Chen, 1993. continue to move to their fundamental values when trading resumes after limit hits i . The 'overreaction hypothesis' suggests that noise trading or overreaction drives limit-hit events.
After trading resumes, prices will move back to their fundamental values. While the 'information hypothesis' predicts continuations in prices after limit hits, the 'overreaction hypothesis' predicts reversals in prices j . Studies of the 'information hypothesis' and the 'overreaction hypothesis' typically apply event-study methodology to test whether there are continuations or reversals in prices after limit hits.
The analysis of the characteristics of stocks that hit limits relatively frequently as in Kim and Limpaphayom, (2000) can be seen as an extension of studies that test the 'information hypothesis' and the 'overreaction hypothesis' regarding the effect of price limits. Analysing characteristics of stocks that frequently hit the limits will help to highlight what drives limit-hit events: whether it is information or noise. If firms that hit the price limits have specific characteristics, then we may conclude that limit hits cannot be entirely driven by noise trading or overreaction. Analysing the characteristics of stocks that hit the limit is another way of looking at the effectiveness of price limits rules in curbing undesired fluctuations on stock prices. If limit hits are not due to noise trading then the proposition of price limit rules will just delay the information release process. Hence, the first objective of this study is to investigate whether limit hit occurrences have systematical patterns that are associated with firm characteristics. Examples of these patterns are liquidity, systematic i Examples of studies that examined the 'information hypothesis' are Huang (2001), Chen (1998), and Kim and Rhee (1997) .
j Examples of studies that test the overreaction hypotheses are Huang (1998 Huang ( , 2001 , Chen (1993) , and Lee and Kim (1995) .
risk, book to market ratio, size (measured by market capitalisation), earning to price ratio, volatility, and residual risk. Characteristics of stocks that hit the upper limits, and characteristics of stocks that hit the lower limits are analysed separately in this study
One contribution of this study is to examine the effectiveness of price limit rules on the Tokyo Stock Exchange, which apply wide price limits rules. However, most of price-limit hit studies in stock markets are carried out on markets that apply tight price limits rules such as the Taiwan Stock Exchange, the Stock Exchange of Thailand and Korea Stock Exchange k . A market that applies tighter price limit rules experience many limit hit occurrences and this makes the analysis simpler because the analysis can be made using a smaller number of stocks and reasonable sample periods. However, a market that applies wider price limits rules such as the Tokyo Stock Exchange experience few limit hit occurrences. To analyse the effect of price limits in the Tokyo Stock Exchange, larger samples and longer period are required in order to have sufficient limit hit occurrences for the analysis. Unlike this study that covers a long period that includes both usual and unusual periods, previous studies applied in the Tokyo Stock Exchange were conducted on periods of crises (around the year 1990). This makes it difficult to generalize their finding to normal periods. Another reason of the scarcity of price limits studies in the Tokyo Stock Exchange could be that trading rules in the Tokyo Stock Exchange are more complicated than in other markets and were subjected to many revisions. The effect of price limits might differ between markets that apply wider limit rules and markets that apply tighter limit rules. The Tokyo Stock Exchange is a market with wide price limit rules, which is in the range of 20% to 30% of the base price. Taiwan Stock Exchange is an example of a market k See, Kim and Limpaphayom, 2000; Choi and Lee, 2002; and Lee and Kim, 1995. with tight price limit rules. Unlike the Tokyo Stock Exchange that applies different price limit rules in the form of absolute values for different price levels, Taiwan Stock Exchange applies one price limit rule for all price levels in a form of percentage of price changes l .
The rest of our paper is organized along the following lines. Section one describes the institutional background of the Tokyo Stock Exchange. Section two discusses the data and methodology. Section three contains an analysis of the characteristics of stocks that hit price limits, characteristics of stocks that hit lower limits and characteristics of stocks that hit upper limits. And finally, section four concludes.
Institutional Background of the Tokyo stock Exchange
Tokyo Stock Exchange is a typical order-driven market without specialist or market makers to guide price formation. To prevent wild volatility, the Tokyo Stock Exchange sets several market mechanisms such as trading halts, daily price limits, special quote, and tick size rules.
Tokyo Stock Exchange uses trading halts rule in order to reduce the effect of publication of material information on prices. Tokyo Stock Exchange has two types of trading halts;
temporary trading halt and built-in trading halt. Temporary trading halt is used when there l During the period 1975 to 1998 there were seven different price limit rules applied in the Taiwan Stock Exchange.
Between the years 1975 to 1978 price limit rules applied in Taiwan Stock Exchange were plus or minus 5% of the base price. In the period 1978 to 1979 price limit rules were decreased to 2.5%. Between the period 1979 to 1987 price limit rules increased to 5%. The period 1987 to 1988 witnessed a decrease in price limit rules to 3%. Price limit rules increased to 5% during the period 1988-1989. Price limit rules had a further increase to 7% during the period 1989-1996, and finally, price limit rules decreased to 3.5% in the year 1998 (for more details, please see Kim, 2001) is information that affects investment decisions and the details of such information are Tick size is the increment by which prices move. It is vital when placing limit orders, as it determines the possible prices available. In the Tokyo Stock Exchange there is a positive relationship between minimum price fluctuations (tic size) and price level. Tick size rules were subject to two revisions, the first revision took place in April 13 1998, and the second revision took place on July 17, 2000. Itayose where buy and sell order accumulate; an equilibrium price is determined for buy and sell, and then all the orders are executed in these prices according to the price priority principle. This principle means that the lowest sell and highest buy orders take preference.
After the Itayose clears, Zaraba, which is the continuous price-setting method, is used during the continuous trading session to match orders during the rest of the trading session.
p Short selling is restricted in the Tokyo Stock Exchange. Chung et al. (1994) argues that short selling in the Tokyo Stock Exchange is more difficult and more costly than on the New York Stock Exchange. The major impediment to short selling in Japan is the difficulty or even impossibility of borrowing stocks to sell short. They inference that because of short sale difficulties in Tokyo, good news is likely to be revealed faster in spot prices than bad news (see Chung et al., 1994 dividend payment is deducted from the closing price of the day previous to the ex-dividend q Price limits are relaxed for the newly listed stocks in the first few days after they are listed in the market because they do not have base prices (base price is usually the previous days' closing price except of some cases).
r Long period and large number of companies is selected due to the fact that the Tokyo Stock Exchange applies wider price limits rules than other markets. This makes limit hit events rare. Choosing a long period also makes the analysis to cover both normal periods and crisis periods (periods of crisis such as the years, 1990, 1997 and 2000) . For example, a stock with a base price of ¥25,000, trading may take place between ¥27,000 and ¥23,000 according to old price limits rules that cover the period 1 January 1990 to 12 July 2000. However, in the period of the current price limit rules, which is applied on 12 July 2000 to 12 July 2002, for a stock with a base price of ¥25,000, trading may take place between ¥28,000 and ¥22,000. date t . Base prices are also adjusted for corporate actions such as stock splits and stock dividends u .
Tick size rules described on table 1.1 ware also considered when identifying limit hit occurrences. If closing prices were very close to the maximum or minimum limit hits and the differences between closing prices and maximum or minimum limit hits is less than the tick size, this means that these prices cannot move further and trading is suspended on these stocks. Such cases are considered as a limit hits v . However, special quotes were not considered in the analysis because data on special quotes is not available on the Datastream or Tokyo Stock Exchange website w .
t For example, for stock with cash dividend of ¥10, the base price on the ex-dividend date is the previous day's closing price minus ¥10. Therefore, if the previous day's closing price was ¥25,000, the base price on the ex-dividend date will be ¥24,990 and trading may take place between ¥27,990 and ¥22,990 according to current price limit rules.
u For example if the closing price was ¥25,000 and there was a 1 to 2 stock splits, the base price for the following trading day will be ¥25,000 divided by 2 and this will be equal to ¥12,500 and trading on the following day may take place between ¥14,500 and ¥10,500.
v For example, if the base price was ¥25,000 and during the day, and just a short period before the market close, the price reaches ¥27,910, this stock cannot reach it's maximum price limits which is ¥28,000 (according to current price limit rules applied in the period of 12 July 2000 to 12 July 2002) because according to current tick size rules applied in the same period, this stock can only move by ¥100 and the difference between the maximum limit and the closing price is ¥90.
This case is considered as upper limit hit. All the three tick size regimes applied in the Tokyo Stock Exchange are considered in the analysis.
w After limit hits events are identified, occurrences where prices are greater (lesser) than their allowed price fluctuations were discovered. There are several explanations for this, for example, sometimes trading on a stock is suspended for several days because of the price limits rules and investors placed orders targeting at prices beyond the limits as a response to some information. In such cases Tokyo Stock Exchange will widen price limits for these stocks. Also if prices
The Models
As the Tokyo Stock Exchange applies wider price limit rules, this makes limit hit occurrences rare compared with other stock exchanges with tighter price-limit rules. A choice of binary logistic regression is more appropriate for the analysis since the dependent variable will be in the form of categorical variable. Based on the median of all limit hits;
occurrences of all limit hits are categorised into three groups: stocks that do not hit limits at all, all the stocks above the median of all limit hits are categorised into stocks that hit the limits more frequently, and all the stocks bellow the median of all limit hits are categorised into stocks that hit the limits less frequently x . Three binary logistic regression models are applied. The first model tests the characteristics of stocks that hit the limits more frequently, the second model is for the characteristics of stocks that hit the upper limits.
The final model is applied for the characteristics of stocks that hit the lower limits. The following equations represent the three models:
LGMV + β 3 TOR + β 4 EP + β 5 CONV + β 6 RESD + β 7 BETA + ε i (2.1)
were stuck at the limits for a series of three days, price limit rules will be doubled on the fourth day, and limit hit rules will be back to normal in the fifth day. However, in this study situations where prices exceed their limits are treated as limit hit occurrences. This is because they reached their limits by definition.
x Median of limit hits for the full period (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) ) is 4, while median of limit hits for each year of the study is 1 except of the year 1990 where median of limit hits is 2.
Where Y 1i in the equation (2.1) represent the dependent variable, which has two categories, the first category takes the value of 0, which represents stocks that do not hit the limits and the second category takes the value of 1, which represents stocks that frequently hit the limits. Y 2i in the equation (2.2) represents the dependent variable, which also has two categories: the first category takes the value of 0, which represents stocks that don't hit the limits, while the second category takes the value of 1 which represents stocks that hit the upper limits. And finally Y 3i in the equation (2.3) represents the dependent variable, which has two categories: the first category takes the value of 0, which represents stocks that do not hit the limits, while the second category takes the value of 1 which represents stocks that hit the lower limits.
The three logit models applied in this study have similar explanatory variables, which include: book to market value (BTMV), Logarithm of market value (MV), turnover ratio (TOR), earnings to price (EP), conditional variance (CONV), residual risk (RESD), and Beta (BETA) as a measure of systematic risk. α refers to the constant and ε refers to the error term. The book value to market value divides the net book value by the market value.
The market value is the share price multiplied by the number of ordinary shares in issue while the book value is the net tangible assets. Unlike previous studies, liquidity is measured in this study by turnover ratio y . Turnover ratio is measured by dividing trading volume over market capitalisation. Earning to price ratio is the earnings per share divided by stock price. Residual Risk is the standard deviation of the non-standardised residual series obtained from the EGARCH results. Systematic risk reflects the sensitivity of stock y Trading volume is not used in this study as a measure of liquidity to avoid cases where increasing volume is caused by increases in shares outstanding rather than increases in trading activities.
return to changes in market return, stocks with high systematic risk tend to have more response to the changes in market return which reflects public information that affects the market. Systematic risk is measured by beta coefficient of the market model proposed by Sharpe (1964),
where R i is stock return, R m is market return, α i is the intercept, β i is the beta coefficient, which represents systematic risk, and ε i is the error term.
Stock return volatility is measured in this study using EGARCH, which has proposed by Nelson (1991) . EGARCH is applied in this study in order to measure stock return volatility for the following reasons. First, it allows for the information asymmetry, the leverage effect g in the model captures the asymmetric effect of the good news and bad news. In Tokyo Stock Exchange good news is more likely to reveal faster in spot prices than bad news due to the restricted short selling (Chung et al, 1994) . Second, unlike GARCH specification, the EGARCH model, specified in logarithms, does not impose the non-negativity constraints on parameters. Finally, modelling volatility in logarithms reduce the effect of outliers on the estimation results. The EGARCH model is defined as:
Where αt and k β are real numbers, zt is an iid (0, 1) noise with symmetric distribution, and the function g is suitably chosen to model the asymmetry in the reaction to bad and good news (leverage effect). Nelson suggests using:
(2.6)
Where θ and λ are fixed parameters such that 2 θ + 2 λ 0 ≠ .
For the iid noise sequence ( zt ), Nelson takes the Generalized Error Distribution GED ( v ) for ν > 0, the density is given by:
Where Γ (.) is the gamma function and,
The choice v = 2 corresponds to the standard normal distribution. EGARCH model is mainly suggested and used for modelling stock return volatility (e.g. Nelson, 1991).
Logit regression requires fewer assumptions than OLS regression. It assumes no autocorrelation and no multicollinearity between the independent variables. Unlike the OLS regression, logit regression does not require normality of errors and homogeneity of variance.
Binary logit regression is assessed by measuring how well the model accurately classifies cases into the two categories described previously. The overall predictive accuracy is measured by dividing the number of predicted cases by the actual number of cases z .
Durbin-Watson statistics is used to test the presence of first-order autocorrelation in the residuals. Two Multicollinearity tests are applied, Tolerance and Variable Inflation Factor (VIF). The Tolerance of a variable i is defined as 1 -r 2 j where r 2 j is the multiple correlation coefficient when the independent variable is predicted from other independent variables. The larger the Tolerance values the less the multicollienearity. The VIF is 1/Tolerance; it is the number of times the variance of the corresponding parameter estimate is increased due to multicollinearity as compared to what it would be if there were no multicollinearity. There is no formal cut-off value to use with VIF for determining the presence of multicollinearity aa . In this study a cut-off value of 5 for the VIF and 0.2 for tolerance is applied. This means an independent variable with a VIF value greater than 5 and tolerance value less than 0.2 is considered having an excess multicollinearity and it is omitted from the model. Each explanatory variable that passed the two diagnostic tests is listed with a B coefficient and tested for significance using the Wald statistics.
Logit regression produces the B coefficient, which represents the effect of one-unit change in the explanatory variable on the dependent variable in the form of log odds ratio or logit.
z For example if the actual number of limit hit events was 1000, and the model predicted 900 limit hit events, then the overall predictive accuracy is 90% which is 900/1000. If the model predicts 400 cases of the first category of the model, e.g. the non-limit hit events and the actual number of this category was 460. Then the predictive accuracy for this category is 87%, which is 400/460. If the model predicted 500 cases of the second category, for example the frequently limit hit events category, and the actual number of this category was 540. Then the predictive accuracy for this category is 93%, which is 500/540. the predicted values, and the difference has a χ 2 distribution. In the test of the goodness-offit, we hope to find non-significant differences between the observed and the predicted events.
Empirical results
Initially, occurrences of all, upper, and lower limit hits are identified. Table 3 .1 summarises the occurrences and percentages of all, upper and lower limit hits for the full period (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) and for each year of the study. Percentages of all limit hits are varying across years.
The year 1990 has the highest amount of all limit hits (23%) compared with all limit hits in all other years. The high occurrences of all limit hits in the year 1990 are explained by the crises that occurred in the Japanese market during the year 1990 and the gulf war. Table 3 .1 also reports the percentages of upper and lower limit hits. The results show that even in the years of crises, upper limit hits are about two thirds of the occurrences of all limits. For example, 66% of all limit hits occurred in the year 1990 are upper limit hits and only 34%
are lower limit hits. Although the price limit rules were raised in the year 2000, the number of stocks affected by this amendment is very small, and there is no considerable price limit hits in the year 2000 following the revision of price limit rules bb .
*** insert table 3.1 *** Table 3 .2 reports occurrences and percentages of stocks that hit the limits more frequently, stocks that hit the limits less frequently and stocks that don't hit the limits at all. Limit hit occurrences are also grouped into: stocks that do not hit the limits, stocks that hit only upper limit and never hit lower limits in each study sample period, stocks that only hit lower limits and never hit upper limits in each study sample period, and stocks that hit upper and lower limits. In this Paper we analysed the characteristics of stocks that hit the limits more frequently, the characteristics of stocks that hit the lower limits and the characteristics of stocks that hit the upper limits.
The result on table 3.2 shows that the number of stocks that don't hit the limits varies between different periods. It could be up to 1260 or 94.8% as in the year 2002, or it could be 147 or 10% as in the full period. This is also the case of all other sub-samples, for bb The new price limit rules only affect stocks with high price levels (mainly stocks that are over ¥10 millions) and price limit rules for stocks at other price levels are kept similar to old price limit rules except for minor changes (see table 1 .2).
It seems that the regulators of the market were optimistic about stock price increases in the future in setting such changes.
However, prices continued to decrease afterwards. In my data, which includes 1467 companies accounted for all stocks traded in the Tokyo Stock Exchange, all the closing prices are less than ¥1million except one company. We originally planned to analyse the effect of price limits under the two different price-limit regimes. However, since the changes of the price limits rules mainly affect stocks with high price levels, which are not common as shown on Goodness-of-fit statistics for the three models are also presented in Tables: 3. 4, 3.6 and 3.8.
Hosmer and Lemeshow goodness-of-fit test compares the observed values with the predicted values, it is distributed as a chi-square value. When comparing observed and
predicted events in the contest of testing the goodness-of-fit, we hope to find a nonsignificant probability. The results of Hosmer and Lemeshow goodness-of-fit test for the three models show that χ 2 statistics are insignificant for all the three models in all sample periods (see Tables 3.4 in the year 1999(see Table 3 .4). The result also shows that the overall predictive accuracy for the second model (characteristics of stocks that hit the upper limits) is also very high.
All the overall predictive accuracy percentages are higher than 80% except in the year 1990
where the overall predictive accuracy percentage is 72.5%, which still a good result (see Model's χ 2 tests the null hypothesis that all the coefficients in the model (except the constant) are simultaneously zero against the alternative hypothesis that at least one coefficient is non-zero. We reject the null hypothesis because models' chi-square is significant in all the sample periods in the three models (see Tables 3.4 , 3.6 and 3.8).
Wald statistics are presented in Tables 3.4 , 3.6, and 3.8 for the three models. The Wald statistics are used to test the null hypothesis that each coefficient of the model is zero. Wald results for the first model (characteristics of stocks that frequently hit the limits) show that Wald statistics in the full period are significant for some of the explanatory variables, which are market value (which is also a measure of size), residual risk, and systematic risk.
Coefficients for these explanatory variables show that the coefficients for market value and residual risk are positive, while coefficients of systematic risk are negative. These results suggest that stocks that frequently hit the limits in the full period have higher market value (or they are large in size), high residual risk, and low systematic risk. These are the results for the full periods, however results for each year are varying. But generally speaking, as appears in Table 3 .4 Wald statistics are significant and coefficients are positive for Market
Value, Conditional Volatility, and Residual Risk in most of the sample periods of the study.
The results also show that Wald statistics are significant and coefficients are negative for systematic risk in most of the sample periods of the study. These results suggest that higher market capitalisation stocks hit the limits more frequently than stocks with lower market capitalisation; higher volatility stocks hit the limits more frequently than lower volatility stocks; stocks with high residual risk hit the limits more frequently than stocks with low residual risk; and finally, low systematic risk stocks hit the limits more frequently than higher systematic risk stocks.
Wald results for the second model that examines the characteristics of stocks that hit the upper limits show that the number of explanatory variables with significant coefficients is varying across the sample periods of the study. Generally, Wald statistics and coefficients reported in Table 3 .6 indicate that higher market capitalisation (or large size) stocks hit upper limits more than stocks with lower market capitalisation (or small size); stocks with low turnover ratio (less liquid stocks) hit upper limits more than stocks with high turnover ratio (high liquid stocks); higher volatility stocks hit upper limit more than lower volatility stocks; stocks with high residual risk hit upper limits more than stocks with low residual risk; and finally, low systematic risk stocks hit upper limits more than higher systematic risk stocks.
Wald results for the third model that examined the characteristics of stocks that hit the lower limits show that the number of explanatory variables with significant coefficients is also varying across the sample periods of the study. 
Conclusion
Price limits, like many other market trading control mechanisms, are designed to reduce price fluctuations that are due to noise trading. It has the undesirable effect of slowing down price discovery of stock prices if price limit hits are not due to noise trading. The primary aim of this paper is to examine patterns of limit hits for stocks listed in the Tokyo Stock Exchange. We used the patterns of limit hits and explanation theory to inspect if price limit hits in the Tokyo Stock Exchange is due to noise trading.
The results of the analysis suggest that upper limit hits are about two third of total limit hits even in the periods of crisis. This study also discusses the characteristics of stocks that frequently hit the limits, stocks that hit the upper limits, and stocks that hit the lower limits.
The discussion of such characteristics will contribute to the understanding of the patterns of limit hits. Analysing the characteristics of stocks that hit the limit is another way of looking at the effectiveness of price limit rules in curbing undesired fluctuations on stock prices. It will also help in investigating whether price limit hits follow systematic patterns that cannot be explained only by noise trading. The results of the three logit models show that upper limit hits, lower limit hits, and upper and lower limit hits vary from year to year through out the sample period. In general high market value stocks, high volatility stocks, high residual risk stocks, and low systematic risk stocks tend to hit the limits more frequently. The results also show that high market value stocks, high volatility stocks, high residual risk stocks, low liquidity stocks and low systematic risk stocks tend to hit the upper limits. And high market value stocks, high volatility stocks, high residual risk stocks, low liquidity stocks and high systematic risk stocks tend to hit the lower limits.
Specifically, the results indicate that stocks that hit the upper limits tend to have lower systematic risk and stocks that hit the lower limit tend to have high systematic risk. This indicates that lower limit hits are mostly due to market driven downward movements while upper limit hits are more likely to be related to company driven upward movements.
Overall, this an indication that price limits rules were effective in Japan in curbing undesired fluctuations of stock prices and in protecting the market from crashes.
Specifically, lower price limit rules were successful in curbing downward market related information and upper limit hits were successful in curbing upward wild fluctuations related to possibly due to speculation triggered by information related to the company. Table 1 .3 reports special quotes rules applied in the Tokyo Stock Exchange for different stock price levels before and after July 2000 Revision. Table 3 .2 reports study samples. Occurrences of limit hits are grouped in this table according to the frequency of limit hits, occurrences of limit hits are grouped to: stocks that do not hit limits at all or the non-limit-hit group (NLH), stocks that hit the limits less frequently or infrequently limit-hit group (ILH), and stocks that hit the limits more frequently or frequently-limit-hit group (FLH). Stocks with total number of limit hit (upper plus lower) exceeding the median (of total limit hits) grouped to stocks that hit the limits more frequently, while stocks with total number of limit hits less than the median (of total limit hits) grouped as stocks that hit the limit less frequently. The median of total limit hits for the full period is 4, for the year 1990 is 2, and for the rest of all other years is 1. Occurrences of limit hits are also grouped into four categories: stocks that do not hit the limits (NLH), stocks that only hit the upper limits (ULH), stocks that only hit the lower limits (LLH), and stocks that hit both upper and lower limits (BLH). Occurrences of limit hits reported on absolute values and as percentages for all the sample periods of this study. is the multiple correlation coefficient when the independent variable is predicted from other independent variables. The larger the tolerance values the less the multicollienearity. The Variance Inflation Factor (VIF) is 1/tolerance; it is the number of times the variance of the corresponding parameter estimate is increased due to multicollinearity as compared to as it would be if there was no multicollinearity. There is no formal cutoff value to use with VIF for determining presence of multicollinearity (see, P.D. Allison, Logistic Regression Using the SAS System, SAS Institute, 1999). On this study a cutoff value of 5 for the VIF and 0.2 for tolerance is applied. This means independent variable with a VIF value greater than 5 and tolerance value less than 0.2 is considered having an excess multicollinearity and it is omitted from the model. The B coefficient is the effect of one-unit change in an explanatory variable on the dependent variable (which is in the form of log odds ratios or logit). The Wald statistics is used to test the null hypothesis that each coefficient of the model is zero. Models' χ 2 tests the null hypothesis that all the coefficients in the model (except the constant) are simultaneously zero against the alternative hypothesis that at least one coefficient is non-zero. Nagelkerke R 2 refers to Nagelkerke pseudo R 2 , while C & S R 2 refers to Cox and Snell R 2 . H &L Test χ2 refers to Hosmer and Lemeshow goodness-of-fit test. This test compares the observed values with the predicted values it is distributed as a chi-square value. When comparing observed and predicted events in the contest of testing the goodness-of-fit, I hope to find a non-significant probability. The percentage correctly classified is a measure of the classificatory efficiency of the model. Durbin-Watson statistics is used to test the presence of first-order autocorrelation in the residuals. N1 refers to the number of stocks that do not hit the limits while N2 refers to the number of stocks that frequently hit the limits. Table 3 .5 reports multicollinearity results for the first model (characteristics of stocks that hits the upper limits) for the full period and for each year of the study. Two Multicollinearity tests are applied, tolerance and VIF. The tolerance of a variable i is defined as 1 -r 2 j where r 2 j is the multiple correlation coefficient when the independent variable is predicted from other independent variables. The larger the tolerance values the less the multicollienearity. The Variance Inflation Factor (VIF) is 1/tolerance; it is the number of times the variance of the corresponding parameter estimate is increased due to multicollinearity as compared to as it would be if there was no multicollinearity. There is no formal cutoff value to use with VIF for determining presence of multicollinearity (see, P.D. Allison, Logistic Regression Using the SAS System, SAS Institute, 1999). On this study a cutoff value of 5 for the VIF and 0.2 for tolerance is applied. This means independent variable with a VIF value greater than 5 and tolerance value less than 0.2 is considered having an excess multicollinearity and it is omitted from the model. The B coefficient is the effect of one-unit change in an explanatory variable on the dependent variable (which is in the form of log odds ratios or logit). The Wald statistics is used to test the null hypothesis that each coefficient of the model is zero. Models' χ 2 tests the null hypothesis that all the coefficients in the model (except the constant) are simultaneously zero against the alternative hypothesis that at least one coefficient is non-zero. Nagelkerke R 2 refers to Nagelkerke pseudo R 2 , while C & S R 2 refers to Cox and Snell R 2 . H &L Test χ2 refers to Hosmer and Lemeshow goodness-of-fit test. This test compares the observed values with the predicted values it is distributed as a chi-square value. When comparing observed and predicted events in the contest of testing the goodness-of-fit, I hope to find a non-significant probability. The percentage correctly classified is a measure of the classificatory efficiency of the model. Durbin-Watson statistics is used to test the presence of first-order autocorrelation in the residuals. N1 refers to the number of stocks that do not hit the limits while N2 refers to the number of stocks that hit the upper limits. Table 3 .7 reports multicollinearity results for the first model (characteristics of stocks that hits the lower limits) for the full period and for each year of the study. Two Multicollinearity tests are applied, tolerance and VIF. The tolerance of a variable i is defined as 1 -r 2 j where r 2 j is the multiple correlation coefficient when the independent variable is predicted from other independent variables. The larger the tolerance values the less the multicollienearity. The Variance Inflation Factor (VIF) is 1/tolerance; it is the number of times the variance of the corresponding parameter estimate is increased due to multicollinearity as compared to as it would be if there was no multicollinearity. There is no formal cutoff value to use with VIF for determining presence of multicollinearity (see, P.D. Allison, Logistic Regression Using the SAS System, SAS Institute, 1999). On this study a cutoff value of 5 for the VIF and 0.2 for tolerance is applied. This means independent variable with a VIF value greater than 5 and tolerance value less than 0.2 is considered having an excess multicollinearity and it is omitted from the model. 
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