In this paper we compare numerical results for the ground state of the has convergence problems for large interactions, coinciding with a minus sign problem, we confirm the results of the diagonalization techniques for small and moderate interaction strengths. Additionally we investigate the numerical stability and the convergence of the Quantum-Monte-Carlo method in the attractive case, to study the influence of the minus sign problem on convergence. Also here in the absence of a minus sign problem we encounter convergence problems for strong interactions.
I. INTRODUCTION
The Quantum-Monte-Carlo-Algorithms (QMC) are a well established tool in theoretical many particle physics [1] [2] . They have been successfully used to investigate the spin and charge degrees of freedom for the attractive and repulsive Hubbard model [3] . There are several kinds of QMC algorithms. We focus here on the Projector Quantum-MonteCarlo-Algorithm (PQMC) [4] . In the case of the repulsive Hubbard model ( RHM ) the sign problem severely restricts the parameter space one can calculate. One goal of this paper is to show, what parameters of the RHM can be calculated using state of the art QMCmethods and which of the observables still give meaningful results when a sign problem occurs. Concerning the minus sign free attractive Hubbard model ( AHM ) we also want to distinguish numerical instabilities and convergence problems from well-"behaved" runs.
Inspired by results of de Raedt et al. [5] for the Heisenberg model we additionally investigate whether the choice of the elementary move in the Monte-Carlo procedure will have influence on the results.
We show that exact diagonalization (ED) [6] , the stochastic diagonalization(SD) [7] and PQMC [4] give consistent results for a broad range of the simulated parameters.
In our paper we investigated a modified version of the Hubbard model the t-t p -Hubbard model that is defined on a square lattice by the Hamiltonian:
II. NUMERICAL METHODS

A. Exact Diagonalization
A basic technique to determine the ground state properties is the exact diagonalization.
Here one writes the Quantum problem as a eigenproblem
and searches for the lowest eigenvalue and eigenvector ( eigenstate ) of the Hamilton-operator H. We use for this paper the well known Lanczos-method [6] .
As basis states for the matrix-formalism of the Hamiltonian we use plane waves, i. e. we take basis-states |Ψ i of the form:
off-diagonal elements converges to zero. This means that, it is very important for the convergence, in which order the rotations are performed. Usually one always annihilates the largest off-diagonal element in the following step. It is impossible to perform the infinite number of plane rotations in equation 7 with a computer, which is necessary for the exact diagonalization of H (n) . Therefore one only performs so many plane rotations, until the absolute value of the largest off-diagonal matrix elements is smaller than a threshold T R .
In the modified Jacobi scheme [7] one only computes the smallest eigenvalue of H (n) i. e.
one keeps i m to be 1. This has the advantage, that it is not necessary to store the whole matrix and to make less rotations. One can prove [7] that the diagonal-element H (n) 1,1 is the smallest eigenvalue of the matrix H (n) , if the rotations are performed as described in [7] .
A short description of the algorithm is given by:
1. choose one basis state as an initialization.
2. generate a set of new trial-states.
3. search the best trial-state for expanding the (n × n)-matrix to an ((n + 1) × (n + 1))- of the first column of the matrix H (n,m) :
C. The Projector Quantum Monte Carlo Method
The QMC-algorithm used in this paper to investigate the ground state properties of the Hubbard model is the Projector-Quantum-Monte-Carlo (PQMC) algorithm. The basic idea of this algorithm is to use a projection operator e −θH to extract the ground state |Ψ 0 of the Hamiltonian H from the trial wave function |Ψ T [4] :
The trial wave function |Ψ T is chosen to be a Slater determinant.
Sorella et al. [10] have developed a stable algorithm for this purpose. We give a short description to introduce the notation. The Hubbard Hamiltonian (1) then reads as :
Using the Trotter-Suzuki formula [1] the exponential of the Hubbard Hamiltonian is rewritten as:
For the interaction term H hub we introduce the discrete Hubbard Stratonovich transformation [11] to eliminate the quartic term as:
where the following definitions have been used:
and
The elements of the discrete Hubbard Stratonovich field σ can only take the values σ i = ±1.
The Hubbard Stratonovich field is often referred to as Ising-spins or σ-spins.
The projection of the ground state then reads as:
The expectation value of an observable A in the ground state is now given by:
Normalizing the expectation value σ|A|σ ′ with σ|σ ′ and using the following definitions
the expectation value reads as:
The sum over σ, σ ′ is now calculated by an importance sampling Monte-Carlo procedure.
The algorithm can be sketched in the following way:
1. create a new configuration (σ, σ ′ ) n+1 from the old configuration (σ, σ ′ ) n by an elementary move.
2. calculate the transition probability
3. calculate a random number z between 0 and 1
. with this procedure one generates the Monte Carlo configurations with the probability w(σ, σ ′ ). The expectation value of an observable A is then given by:
with the average sign sign :
In order to use the determinant σ|σ ′ as a probability one has to take the absolute value. If after one run through the lattice the acceptance rate is too low, additional runs are performed until the acceptance rate is reached. Second the error bars are taken over bins, i.e.
typically 50 measurements are sampled in one averageĀ. The error bar is now calculated as the fluctuations of these averagesĀ.
III. OBSERVABLES
As a check whether the different programs are correct we compare different observables.
The definitions of these observables will be presented in this section.
The observable commonly used for the check of a correct ground state determined with a method is the ground state energy per lattice site E 0 /N.
A common way to study superconductivity in the Hubbard model is to examine the two particle correlation functions for the occurrence of Off Diagonal Long Range Order ( ODLRO ) in the model [15] . In order to do this we calculate the full correlation function
that measures superconducting correlations as a function of lattice vector r. The phase factors g δ , g δ ′ are 1 in x-direction and −1 in y-direction. The sum over i goes over the whole lattice. The sums with respect to δ and δ ′ are the independent sums over the nearest neighbors of i.
When studying the superconducting properties of small Hubbard-Clusters the full correlation function is not a very appropriate measure as this expectation value also contains contributions from the one-particle Greens functions C single σ
In principle these one particle contributions can be neglected as they decrease to zero with increasing distance |r|. But when studying small clusters their influence on the results has to be taken into account [16] . Therefore we study the vertex correlation function it is not possible to deduce from the PQMC value whether the energy is above or below the exact energy.
It has turned out that comparing ground state energies is not a very sensitive indicator whether the PQMC has reached the true ground state [18] , [19] .
Our interest lies on the expectation values of the superconducting correlation function for the RHM in the d x 2 −y 2 -channel.
In figure 1 we present the comparison of C (table III) . Thus we have
shown that whereas the ground state energy and the full correlation function seem perfectly converged this is no proof that the vertex correlation function is converged in these runs.
The fluctuations in the correlation functions have increased dramatically with interaction U despite the significant higher number of MCS, as shown in table IV.
We now turn our attention to the AHM. Here we consider both the cluster and the single spin dynamics in the PQMC algorithm. The AHM shows superconductivity in the on-site s-wave channel. In this case there is no summation over the nearest neighbors, i.e. no sum with respect to δ and δ ′ in the eq. 26 and 27. Of course the phasefactors g δ = g δ ′ are equal as well as T A are increasing with |U|. For practical purposes the SD is not able to find a good approximation of the exact ground state beyond a certain interaction. We were not able to resolve these problems by the use of a real space representation of the basis states [20] .
As a second step we compare the superconducting correlation function with on-site swave symmetry for the AHM. Figure 4 shows C A stabilization is performed every nstab slices of the Trotter decomposition. The results agree perfectly so we conclude that the simulations were numerically stable.
Finally we checked whether the MC process depends on the starting seed of the random number generator. Figure 9 shows the ground state energy for different seeds. Here we also cannot discover any unusual behaviour. it is necessary to perform dramatically more MCS in the PQMC respectively to collect much more states in the SD. The observation that with an increase of |U| the amount of CPU-time is enhanced dramatically leads to the problem that these calculations cannot be performed with state of the art computers for large interaction strengths |U|. This increase in CPU-time was found both, in the RHM where it was expected due to the occurrence of the well-known minus sign problem and in the AHM that is minus sign free.
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