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Abstract
In this paper, we use Borel’s procedure to construct Gevrey approximate solutions of an initial value
problem for involutive systems of Gevrey complex vector fields. As an application, we describe the Gevrey
wave-front set of the boundary values of approximate solutions in wedgesW of Gevrey involutive structures
(M,V). We prove that the Gevrey wave-front set of the boundary value is contained in the polar of a certain
cone Γ T (W) contained in V ∩ TX where X is a maximally real edge of W . We also prove a partial
converse.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
This paper has two main results:
The first result, which will serve as a key to the second, deals with the construction, using
Borel’s procedure (see [2,7]), of approximate solutions (see Definition 3.4) for involutive sys-
tems of rank one with coefficients in the Gevrey class Gs , s > 1. We prove (see Theorem 4.1) the
existence of approximate solutions of class Gs′ for any s′ > s + 1. In general, it is not possible to
construct homogeneous solutions of an overdetermined system with given initial data defined on
an (appropriate) initial submanifold, but the existence of “approximate solutions,” i.e., functions
that satisfy the initial condition and are mapped by the vector fields of the system into functions
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tute a useful substitute. For instance, when the system is the Cauchy–Riemann equation ∂u = 0
in Cn and the initial manifold is maximally real, approximate solutions correspond to almost
analytic extensions of the initial data. One of the usual tools to produce approximate solutions
is to construct a formal power series solution and to modify the formal series by Borel’s proce-
dure to obtain a convergent one. It is always possible to construct C∞ approximate solutions for
any involutive system, but to construct Gevrey approximate solutions (which is a notion that we
introduce in this paper in Definition 3.4) requires much more careful analysis.
The second result (Theorem 5.1), along with some history, can be described as follows: Let
M be a Gs -manifold (Gs means Gevrey of order s > 1) and V ⊆ CTM a Gs -subbundle of rank
n which is involutive, that is, the bracket of two sections of V is also a section of V . We will refer
to the pair (M,V) as a Gs -involutive structure. The Gs -involutive structure (M,V) is called
locally integrable if the orthogonal of V in CT ∗M is locally generated by exact forms. In [6]
assuming that (M,V) is locally integrable (hypo-analytic), the authors proved some microlocal
regularity results for a distribution u on strongly noncharacteristic submanifolds E of M where
u arises as the boundary value of a solution on a wedge W in M with edge E. These results
were expressed in terms of the hypo-analytic wave-front set developed in [3]. In [1] the authors
proved some analogous results in the setting of C∞-involutive structures that are not necessarily
locally integrable, and for boundary values of C∞-approximate solutions in wedges, where the
boundary value exists on the edge of the wedge which the authors assumed to be a maximally
real submanifold. In Theorem 5.1 and its corollaries, we prove similar results to those in [6] and
[1] in the setting of Gs -involutive structures (which are not necessarily locally integrable), and
for (ultradistribution) boundary values of Gs -approximate solutions (Definition 3.4) in wedges.
We also assume that the edge of the wedge, where the boundary value exists, is a maximally real
submanifold.
This paper is organized as follows: In Section 2 we give a basic review of Gevrey spaces,
ultradistributions, and we define the Gevrey wave-front set of an ultradistribution by means of
a suitable FBI transform. In Section 3 we summarize some of the notions from which we need
to state our second main result, Theorem 5.1. In Section 4 we prove our first main result about
existence of Gevrey approximate solutions in Gevrey involutive structures. Section 5 is devoted
to the proof of Theorem 5.1 along with some corollaries. In Section 6 we prove a partial converse
to Theorem 5.1.
2. A quick review of Gevrey spaces
In this section, we summarize the definitions and basic results in Gevrey spaces that we need.
The reader is referred to [8] for more details. Let U be an open subset of Rm and let s  1 be a
fixed real number. We begin by recalling the definition of Gs(U), class of Gevrey functions of
order s in U.
Definition 2.1. The function f (x) is in Gs(U) if f (x) ∈ C∞(U) and for every compact subset
K of U there exists a positive constant C such that for all α and x ∈K∣∣∂αf (x)∣∣ C|α|+1(α!)s .
In particular, G1(U) = A(U) is the space of all analytic functions in U. Obviously we have
Gs(U)⊂Gt(U) whenever s  t.
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functions; moreover Gs(U) is closed under differentiation.
Proposition 2.2. If g :V → U is a Gs -map from the open set V ⊂ Rn to an open set U ⊂ Rm
(i.e., g = (g1, . . . , gm) with gj ∈Gs(V ) for j = 1, . . . ,m) and f ∈Gs(U), then the composition
h(x)= f (g(x)) is in Gs(V ).
Definition 2.2. Assume s > 1. We shall denote by Gs0(U) the vector space of all ϕ ∈Gs(U) with
compact support in U.
We keep assuming that s > 1. The space D′s(U) of the ultradistributions of order s is defined
as follows:
Definition 2.3. D′s(U) is the set of the linear forms u on Gs0(U) such that for every compact set
K ⊂U, and for all  > 0, there exists C > 0 such that∣∣u(ϕ)∣∣ C sup
α
|α|(α!)−s sup
x∈K
∣∣∂αϕ(x)∣∣ (1)
for all ϕ ∈Gs0(K)=Gs(U)∩C∞0 (K).
Definition 2.4. E ′s(U) is the set of the linear forms u on Gs(U) such that there exist a compact
set K U and, for all  > 0, a constant C such that∣∣u(ϕ)∣∣ C sup
α
|α|(α!)−s sup
x∈K
∣∣∂αϕ(x)∣∣
for all ϕ ∈Gs(U).
The restriction of u ∈ E ′s(U) to Gs0(U) defines a ultradistribution u ∈ D′s(U) with compact
support contained in K. Arguing as in the case of Schwartz distributions, we may in fact identify
E ′s(U) with the subspace of the compactly supported ultradistributions in D′s(U).
Definition 2.5. Let s > 1, λ ∈ [0,1], u ∈ D′s(U), ϕ ∈ Gs0(U), and (y, ξ) ∈ Rm × Rm. We define
the FBI transform of ϕu, denoted Fλ(ϕu)(y, ξ), as the “integral” (which, in reality, is a duality
bracket)
Fλ(ϕu)(y, ξ)=
∫
U
eiξ ·(y−x)−〈ξ〉λ|y−x|2ϕ(x)u(x)αλ(y − x, ξ) dx,
where αλ(x, ξ) is defined as follows, if
ω = dx1 ∧ · · · ∧ dxm ∧ d
(
ξ1 + ix1〈ξ 〉λ
)∧ · · · ∧ d(ξm + ixm〈ξ 〉λ),
then
ω = αλ(x, ξ) dx1 ∧ · · · ∧ dxm ∧ dξ1 ∧ · · · ∧ dξm.
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hood of Rm in Cm).
The coefficient αλ is holomorphic with respect to x, and equals 1 + O(〈ξ 〉1−λ) for x in any
bounded subset of Cm.
It turns out that the FBI transform, just like the Fourier transform, can be used to characterize
Gevrey regularity. The proof of the next proposition, in the distribution sense, is Theorem 2.3
in [4].
Proposition 2.3. Let s > 1 and x0 ∈U and let λ ∈ [s−1,1]. An ultradistribution u ∈ D′s(U) is of
class Gs at x0 if and only if for every ϕ ∈Gs0(U), ϕ ≡ 1 near x0, one of the following equivalent
conditions holds:
(i) There exist constants C,δ > 0 and a neighborhood V ′ of x0 in Rm such that∣∣Fλ(ϕu)(y, ξ)∣∣ Ce−δ|ξ |1/s for all (y, ξ) ∈ V ′ × Rm.
(ii) For a suitable constant C > 0 independent of N , N = 1,2, . . . ,
∣∣Fλ(ϕu)(y, ξ)∣∣ CN+1N !|ξ |N/s for all (y, ξ) ∈ V ′ × Rm.
(iii) For a suitable constant D > 0 independent of N , N = 1,2, . . . ,
∣∣Fλ(ϕu)(y, ξ)∣∣ DN+1(N !)s|ξ |N for all (y, ξ) ∈ V ′ × Rm.
In case u ∈ D′s(U) is non-Gs at x0 we can obtain additional information about the structure of
the singularities at x0 by examining the directions in which the above inequalities break down.
Definition 2.6. Let s > 1. For fixed x0 ∈ U and ξ0 ∈ Rm \ {0}, we say that u ∈ D′s(U) is s-
micro-regular at (x0, ξ0) if there exist ϕ ∈ Gs0(U), ϕ ≡ 1 near x0, a neighborhood V of x0 in
R
m, and a conic neighborhood Γ of ξ0 in Rm \ {0} such that one of the equivalent conditions in
Proposition 2.3 holds for all (y, ξ) ∈ V × Γ.
Definition 2.7. The Gs -wave-front set of u, denoted WFs(u), is the complement in
U × (Rm \ {0}) of the set of all (x0, ξ0) where u is s-micro-regular.
3. Preliminaries
In this section we will briefly recall some of the notions and results we will need about involu-
tive structures. The reader is referred to [6] for more details. We assume (M,V) is an involutive
structure and the fiber dimension of V equals n. A distribution f on M is called a solution if
Lf = 0 for all smooth sections L of V . A real cotangent vector σ ∈ T ∗pM is said to be character-
istic for (M,V) if σ(L)= 0 for all L ∈ Vp and we let
T 0p =
{
σ ∈ T ∗pM: σ is characteristic for (M,V)
}
.
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when V is a CR structure, that is, V ∩ V = {0}, then T 0 is a vector bundle.
Definition 3.1. A smooth submanifold X of M is called maximally real if
CTpM = Vp ⊕ CTpX for each p ∈X.
If X is a maximally real submanifold and p ∈X, define
VXp = {L ∈ Vp: L ∈ TpX}.
We recall the following result from [6] which is also valid for a general involutive structure.
Proposition 3.1. (See Lemma II.1 in [6].) VX is a real subbundle of V|X of rank n. The map
 : V|X → TM
which takes the imaginary part induces an isomorphism
VX ∼= TM|X \ TX.
Proposition 3.1 shows that when X is maximally real, for p ∈ X,  defines an isomorphism
from VXp to an n-dimensional subspace Np of TpM which is a canonical complement to TpX in
the sense that
TpM = TpX ⊕Np.
Definition 3.2. Assume that (M,V) is a Gs -structure and let E be a Gs -submanifold of M,
dimR E = k. We say an open set W is a wedge in M at p ∈ E with edge E if the following
holds: there exist a Gs -diffeomorphism F of a neighborhood V of 0 in RN (N = dimR M) onto
a neighborhood U of p in M with F(0) = p and a set B × Γ ⊆ V with B a ball centered at
0 ∈ Rk and Γ a truncated, open convex cone in RN−k with vertex at 0 such that
F(B × Γ )= W and F (B × {0})=E ∩U.
Definition 3.3. Let E, W and p ∈ E be as in the previous definition. The direction wedge
Γp(W)⊆ TpM is defined as the interior of the set{
c′(0)
∣∣ c : [0,1)→M is C∞, c(0)= p, c(t) ∈ W ∀t > 0}.
It is easy to see that Γp(W) is a linear wedge in TpM with edge TpE. Set
Γ (W)=
⋃
Γp(W).
p∈E
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determined by its image in TpM \TpX, the isomorphism  can be used to define a corresponding
wedge in VXp by setting
Γ Vp (W)=
{
L ∈ VXp : L ∈ Γp(W)
}
.
Γ Vp (W) is a linear wedge in VXp with edge {0}, that is, it is a cone. Define also
Γ Tp (W)=
{L: L ∈ Γ Vp (W)}.
Γ Tp (W) is an open cone in (Vp)∩ TpX (see [6]). Set
Γ V (W)=
⋃
p∈X
Γ Vp (W) and Γ T (W)=
⋃
p∈X
Γ Tp (W).
Definition 3.4. Let W be a wedge in M with edge a Gs -maximally real submanifold X. We say
an ultradistribution f ∈ D′s(W) is an approximate solution if for any fixed 0 > 0 and for any
section L of V, Lf ∈ L1loc(W) and there is a constant C = CL > 0 independent of N such that∣∣Lf (p)∣∣ CN+1(N !)s+0(dist(p,X))N ∀N = 1,2,3, . . . . (2)
Let W and X be as above, f ∈ D′s(W) and u ∈ D′s(X). Near a point p ∈ X, let (x′, x′′) ∈
B × Γ be a coordinate system where B and Γ are as in Definition 3.2. We say that f has a
boundary value u if at each p and in each such coordinate system, f is a Gs function on Γ with
values in D′s(B), extends continuously to Γ ∪ {0}, and equals u at x′′ = 0.
4. Existence of approximate solutions
In this section, we prove the existence of Gevrey approximate first integrals in Gevrey involu-
tive structures. Before we state and prove our theorem, we need the following lemma:
Lemma 4.1. Fix  > 0 and j ∈ N, j  1. There is a constant C > 0, depending only on , such
that if p + q = j, then for all s > 1 and all α ∈ Zm+ the following holds
∑
βα
(
α
β
)((|β| + p)!)s+((|α| − |β| + q)!)s  Cm ((|α| + j)!)s+. (3)
Proof. Let s > 1 and α ∈ Zm+. We have
∑
βα
(
α
β
)
((|β| + p)!)s+((|α| − |β| + q)!)s
((|α| + j)!)s+
=
∑(α
β
)
((|β| + p)!)s+((|α| − |β| + q)!)s+
((|α| + j)!)s+((|α| − |β| + q)!)βα
2852 Z. Adwan, G. Hoepfner / J. Differential Equations 245 (2008) 2846–2870=
∑
βα
(
α
β
)(|α| + j
|β| + p
)−s− 1
((|α| − |β| + q)!)

∑
βα
((
α
β
)(
j
p
))(|α| + j
|β| + p
)−s− 1
((|α| − |β| + q)!) .
Note now that (
α
β
)(
j
p
)
=
(
α1
β1
)(
α2
β2
)
· · ·
(
αm
βm
)(
j
p
)

(
α1 + α2 + · · · + αm + j
β1 + β2 + · · · + βm + p
)
=
(|α| + j
|β| + p
)
,
where the inequality follows since for all n, k  0 and all 0m n and 0 l  k, each of the
situations arising from
(
n
m
)(
k
l
)
is already a situation in
(
n+k
m+l
) (for a proof by induction, see [5,
Lemma 2.8]) and so (
n
m
)(
k
l
)

(
n+ k
m+ l
)
.
Hence,
∑
βα
(
α
β
)
((|β| + p)!)s+((|α| − |β| + q)!)s
((|α| + j)!)s+

∑
βα
(|α| + j
|β| + p
)1−s− 1
((|α| − |β| + q)!)

∑
βα
1
((|α| − |β| + q)!)
=
∑
βα
1
((|β| + q)!)

∑
βα
1
(|β|!)
=
α1∑
β1=0
α2∑
β2=0
· · ·
αm∑
βm=0
1
((β1 + β2 + · · · + βm)!)

α1∑ α2∑
· · ·
αm∑ 1
(β1!β2! · · ·βm!)
β1=0 β2=0 βm=0
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( ∞∑
k=0
1
(k!)
)m
 Cm .
Hence, (3) holds and the proof is complete. 
Keeping Lemma 4.1 in mind, we are now in position to state and prove our first main result:
Theorem 4.1. Let
L= ∂
∂t
+
m∑
k=1
ak(x, t)
∂
∂xk
be a complex vector field defined in a neighborhood Ω =U × J ⊂ Rmx ×Rt of the origin, where
the coefficients ak(x, t) ∈ Gs(Ω). Let f (x) ∈ Gs(U). Fix  > 0. For each τ > 1, there exists a
function Zτ (x, t) ∈ Gs++τ (Ω) which is an approximate solution of LZτ = 0 in the sense that
LZτ (x, t) satisfies (2) and such that Zτ (x,0)= f (x).
Proof. The conditions that Z has to satisfy determine the Taylor coefficients of the formal power
series
Z(x, t)=
∞∑
j=0
uj (x)t
j ,
where
uj (x)= ∂
j
t Z(x,0)
j ! .
Set
u0(x)= f (x).
For each j, since LZ(x, t)=O(tj+1), we must have
∂
j−1
t (LZ)(x,0)= 0.
This then leads to
uj (x)= −1
j
∑
p+q=j−1
1
q!
[
m∑
k=1
∂up
∂xk
(x)
∂qak
∂tq
(x,0)
]
for j  1.
Since ak(x, t) ∈Gs(Ω) and f (x) ∈Gs(U), we can find C > 0 large enough and independent of
α ∈ Zm+ and q ∈ N such that
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Also, let C > 0 be the constant appearing in Lemma 4.1. We claim that for all j = 1,2, . . . and
all α ∈ Zm+: ∣∣∂αx uj (x)∣∣ C|α|+1(Cm mC2)j ((|α| + j)!)s+ . (4)
We will use induction to prove our claim. For j = 1, we have
u1(x)= −
m∑
k=1
∂f
∂xk
(x)ak(x,0),
and so
∣∣∂αx u1(x)∣∣ m∑
k=1
∑
βα
(
α
β
)∣∣(∂β+ekx f )(x)∣∣∣∣(∂α−βx ak)(x,0)∣∣

m∑
k=1
∑
βα
(
α
β
)(
C|β|+2
((|β| + 1)!)s)(C|α|−|β|+1((|α| − |β|)!)s)
mC|α|+3
∑
βα
(
α
β
)((|β| + 1)!)s((|α| − |β|)!)s
mC|α|+3Cm
((|α| + 1)!)s+
= C|α|+1(Cm mC2)1((|α| + 1)!)s+,
where we have used Lemma 4.1 to justify the last inequality. Assume that (4) is true for j − 1,
j  2. Then
∣∣∂αx uj (x)∣∣
 1
j
∑
p+q=j−1
1
q!
m∑
k=1
∑
βα
(
α
β
)∣∣(∂β+ekx up)(x)∣∣∣∣(∂α−βx ∂qt ak)(x,0)∣∣
 m
j
C|α|+3
∑
p+q=j−1
Cq
q!
∑
βα
(
α
β
)(
Cm mC
2)p((|β| + 1 + p)!)s+((|α| − |β| + q)!)s
 1
j
C|α|+j+1
(
Cm
)j−1
(mC)j
∑
p+q=j−1
∑
βα
(
α
β
)((|β| + 1 + p)!)s+((|α| − |β| + q)!)s
 C|α|+j+1
(
Cm mC
)j ((|α| + j)!)s+
= C|α|+1(Cm mC2)j ((|α| + j)!)s+,
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implies that there is a constant D > 0 large enough and independent of α ∈ Zm+ and j = 1,2, . . .
such that ∣∣∂αx uj (x)∣∣D|α|+j+1(|α|!)s+(j !)s+ . (5)
For j = 1,2,3, . . . and for C1 > 0 (to be determined later) set
Rj = C1D(j !)(s+)/j , (6)
where D is the same constant as in (5). Hence, (5) and (6) imply that for all α ∈ Zm+ and j =
1,2, . . . we have
|∂αx uj (x)|
R
j
j
D|α|+1
(|α|!)s+C−j1 . (7)
For τ > 1, let χτ ∈Gτ0(Rt ) be such that
0 χτ  1, χτ ≡ 1 on
[
−1
2
,
1
2
]
, and supp(χτ )⊂ [−1,1].
This allows us to define for τ > 1, which we may take for convenience to be 1 + , the C∞
function
Zτ (x, t)=
∞∑
j=0
χτ (Rj t)uj (x)t
j .
From the way we defined the functions uj , we see that Zτ is a C∞ approximate solution of
LZτ = 0 with the property that Zτ (x,0) = f (x). We claim, moreover, that Zτ ∈ Gs++τ (Ω)
and that LZτ satisfies the inequality (2). To prove the first claim, for α ∈ Zm+ and N ∈ N, we
have
∂αx ∂
N
t Zτ (x, t)=
∞∑
j=0
∂Nt
(
χτ (Rj t)t
j
)
∂αx uj (x)
=
∞∑
j=0
N∑
k=0
(
N
k
)
∂N−kt χτ (Rj t)∂kt tj ∂αx uj (x)
=
N∑
k=0
∞∑
j=k
(
N
k
)
RN−kj
(
∂N−kt χτ
)
(Rj t)
j !
(j − k)! t
j−k∂αx uj (x)
=
N∑
k=0
∞∑
j=k
(
N
k
)(
j
k
)
k!RN−kj
(
∂N−kt χτ
)
(Rj t)t
j−k∂αx uj (x)
= I1 + I2,
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I1 =
N−1∑
k=0
∞∑
j=k
(
N
k
)(
j
k
)
k!RN−kj
(
∂N−kt χτ
)
(Rj t)t
j−k∂αx uj (x) and
I2 =
∞∑
j=N
(
j
N
)
N !χτ (Rj t)tj−N∂αx uj (x).
Note that for k < N,
∂N−kt χτ (Rj t)≡ 0 for all |t |
1
2Rj
,
and so, using (5)–(7), we get
|I1|
N−1∑
k=0
∞∑
j=k
(
N
k
)(
j
k
)
k!RN−kj
∣∣(∂N−kt χτ )(Rj t)∣∣|t |j−k∣∣∂αx uj (x)∣∣

N−1∑
k=0
∞∑
j=k
2k
(
N
k
)(
j
k
)
k!RNj
∣∣(∂N−kt χτ )(Rj t)∣∣(|t |j ∣∣∂αx uj (x)∣∣)

N−1∑
k=0
∞∑
j=k
2k
(
N
k
)(
j
k
)
k!RNj
(
CN−k+1
(
(N − k)!)τ )(D|α|+1(|α|!)s+C−j1 )
D|α|+N+21
(|α|!)s+ N−1∑
k=0
∞∑
j=k
(
N
k
)
k!((N − k)!)τ(j
k
)
RNj C
−j
1 .
Now, we will insert the definition of Rj in the last inequality:
=D|α|+N+21
(|α|!)s+ N−1∑
k=0
∞∑
j=k
(
N
k
)
k!((N − k)!)τ(j
k
)(
CN1 D
N(j !)N(s+)/j )C−j1
D|α|+N+22
(|α|!)s+ N−1∑
k=0
∞∑
j=k
(
N
k
)
k!((N − k)!)τ2j jN(s+)C−j1
D|α|+N+22
(|α|!)s+ N−1∑
k=0
∞∑
j=k
(
N
k
)
k!((N − k)!)τ2j (N !)s+e(s+)jC−j1 .
Pick C1 > 0 (for the time being) large enough so that
∞∑(2es+
C1
)j
 2.j=0
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 2D|α|+N+22
(|α|!)s+(N !)s+ N−1∑
k=0
(
N
k
)
k!((N − k)!)τ
D|α|+N+23
(|α|!)s+(N !)s++τ .
Now,
|I2|N !
∞∑
j=N
(
j
N
)∣∣χτ (Rj t)∣∣|t |j−N ∣∣∂αx uj (x)∣∣
N !
∞∑
j=N
2jRNj
|∂αx uj (x)|
R
j
j
N !
∞∑
j=N
2j
(
CN1 D
N(j !)N(s+)/j )(D|α|+1(|α|!)s+C−j1 )
D|α|+N+1
(|α|!)s+(N !)s++1( ∞∑
j=N
2j e(s+)jC−j1
)
 2D|α|+N+1
(|α|!)s+(N !)s+1+ .
Therefore, from the estimates above, we conclude that Zτ ∈Gs++τ (Ω). It remains to show that
LZτ satisfies the inequality (2). We will actually prove a more general statement. We claim that
for K Ω , there is a constant E > 0 independent of α and N such that for all α and all N we
have ∣∣∂αx LZτ (x, t)∣∣E|α|+N+1(α!)s+(N !)s++τ−1|t |N, (8)
where  + τ − 1 replaces 0 in (2) because we can make  + τ − 1 as positively small as we
want. From the way we defined Zτ , it follows from Taylor’s Theorem that for some t0 = 0,
t0 = t0(x, t,N), we have
∣∣∂αx LZτ (x, t)∣∣= |∂Nt ∂αx LZτ (x, t0)|N ! |t |N. (9)
This implies that we need to estimate the quantity∣∣∂Nt ∂αx LZτ (x, t)∣∣.
To do this, note that the approximate first integral Zτ (x, t) is, in fact, in Gs+(U ;Gs++τ (J )).
Hence, using Proposition 2.1, we see that the function LZτ (x, t) is also in Gs+(U ;Gs++τ (J )).
This remark, together with (9), gives us the estimate in (8). 
Remark 4.1. Note that the approximate first integral Zτ (x, t) is, in fact, in the Gevrey space
Gs+(U ;Gs++τ (J )). This will be used in Theorem 5.1.
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Theorem 5.1. Let (M,V) be a Gs -structure, s > 1, dimR M = m + n, rank of V = n, X ⊂ M
a Gs -maximally real submanifold, and W a wedge in M with edge X. Fix 1 < τ = 1 +  < s.
Suppose that u ∈ D′s∗(X), s∗ = 2s + 1 + 4 is the boundary value of an approximate solution
f ∈ D′s(W). Then
WFs+τ+(u)⊂
(
Γ T (W))0.
(Here (Γ T (W))0 denotes the polar of Γ T (W) in the cotangent space T ∗X.)
Proof. We first reduce the proof, following [6], to the case in which V is a line bundle; that
is, rankC V = 1. Let p ∈ X and let σ ∈ TpX \ {0} satisfy σ /∈ (Γ Tp (W))0; we must show that
σ /∈ WFs+τ+(u)|p . Since σ /∈ (Γ Tp (W))0, there is L ∈ Γ Vp (W) so that σ(L) < 0. Necessar-
ily we have L /∈ TpX. Choose a Gs -submanifold M ′ of M such that X ⊂ M ′ and TpM ′ =
span(TpX,L); in particular dim(M ′) = (dimX) + 1. Since X is maximally real, M ′ inherits
near p a Gs -structure, of codimension 1 from that on M . The involutive structure V ′ = VpM ′
is spanned (over C) by L, X is a maximally real submanifold of M ′, and VXp M ′ is spanned
(over R) by L. We may assume that near p, M ′ \X has two connected components, the one of
which lies on the side of X determined by L we denote by M ′+. Since L ∈ Γp(W), it follows
that M ′+ ⊂ W sufficiently near p. Now M ′+ can be regarded as a wedge in M ′ with edge X. Con-
sidering M ′ to be the background space, we have that Γ Vp (M ′+) consist of the positive multiples
of L.
The approximate solution f on W with boundary value u restricts to M ′+ and defines there an
approximate solution of the involutive structure of M ′ having boundary value u|X on X. Since
the hypothesis σ(L) < 0 holds just as well when regarding L ∈ V ′p , it follows that we can reach
the same conclusion if we prove the theorem on M ′.
We therefore consider the situation in which X is a maximally real submanifold in the Gs -
manifold M whose structure satisfies n= 1 at p ∈X, and W is one side of X in M .
Since W is a wedge in M with edge X, in a neighborhood Ω of a point p ∈ X, according to
Definition 3.2, there are Gs -coordinates (x, t)= (x1, . . . , xm, t), vanishing at p so that in Ω
X = {(x,0): |x|< r}= Br(0),
W =X × (0, γ ) for some γ > 0.
Since X is maximally real,
CTM = CTX ⊕ V
and there exist a section L of V (near 0) and functions ak(x, t) ∈Gs(Br(0)× (0, γ )), 1 k m
such that
L= ∂
∂t
+
m∑
ak(x, t)
∂
∂xk
.k=1
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V = spanC{L}.
Let {
Z1(x, t), . . . ,Zm(x, t)
}
be smooth functions as in Theorem 4.1 satisfying
Zl(x, t) ∈ Gs+
(
Br(0),Gs+τ+(−δ, δ)
)
,
Dαx LZl(x, t)=O
(
tN |α|
)
, N = 1,2,3, . . . , in the sense of (8), and
Zl(x,0)= xl for 1 l m. (10)
For l = 1, . . . ,m, and (x, t) ∈Ω, we can write
Zl(x, t)= xl + tψl(x, t), (11)
where ψl(x, t)=ψ(1)l (x, t)+iψ(2)l (x, t), ψ(1)l and ψ(2)l are real-valued functions in Gs+(Br(0);
Gs+τ+(−δ, δ)). Set
Z(x, t)= (Z1(x, t), . . . ,Zm(x, t)) and A(x, t)= (ψ1(x, t), . . . ,ψm(x, t)).
Then we can rewrite (11) in the matrix form
Z(x, t)= x +A(x, t)t.
From (11), for all 1 l m
−al(0,0)=ψl(0,0).
Hence, for all 1 l m
−al(0,0)=ψ(2)l (0,0).
We have
VX0 =
{
Y ∈ V0: Y ∈ T0X
}= spanR{iL|0}.
Indeed, the above span is contained in VX0 and since its dimension over R is 1, by Proposition 3.1,
it equals VX0 . The direction wedge
Γ0(W)=
{
m∑
aj
∂
∂xj
∣∣∣∣
0
+ b ∂
∂t
∣∣∣∣
0
: a ∈ Rm, b > 0
}
 Rm × R+.j=1
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Γ V0 (W)=
{
Y ∈ VX0 : Y ∈ Γ0(W)
}= {ibL|0: b ∈ R+},
and
Γ T0 (W)=
{Y : Y ∈ Γ V0 (W)}
=
{
b
(
m∑
k=1
−ak(0,0) ∂
∂xk
∣∣∣∣
0
)
: b ∈ R+
}
=
{
b
(
m∑
k=1
ψ
(2)
k (0,0)
∂
∂xk
∣∣∣∣
0
)
: b ∈ R+
}
=
{
m∑
k=1
(
bψ
(2)
k (0,0)
) ∂
∂xk
∣∣∣∣
0
: b ∈ R+
}
⊂ T0X.
Hence,
(
Γ T0 (W)
)0 = {ξ ∈ T ∗0 X \ {0}  Rm \ {0}: ξ · v  0 for all v ∈ Γ T0 (W)}
= {ξ ∈ Rm \ {0}: ξ · A(0,0)b 0 for all b ∈ R+}. (12)
Therefore, since (Γ T0 (W))0 is closed in Rm \ {0}, we obtain
ξ0 /∈ (Γ T0 (W))0 ⇔ ξ0 · A(0,0)R+ < 0.
Define the vector field
L′ = L−
m∑
k=1
LZk(x, t)Mk,
where M1, . . . ,Mm are Gs++τ -complex vector fields involving differentiation in the x variables
only such that
MkZl = δkl for all 1 k m, 1 l m.
Note that
L′Zl = 0 for all 1 l m.
If g(x, t) is any C1 function defined in Ω, observe that the differential
dg(x, t)= L′g(x, t) dt +
m∑
Mkg(x, t) dZk.k=1
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ω(x, t)= g(x, t) dZ(x, t)= g(x, t) dZ1 ∧ · · · ∧ dZm(x, t),
its differential becomes
dω(x, t)= L′g(x, t) dt ∧ dZ(x, t).
Since f (x, t) ∈ D′s(W) is an approximate solution of V in W , Lf ∈ L1loc(W) and for some fixed
 > 0 there is a constant C > 0 independent of N such that∣∣Lf (x, t)∣∣ CN+1(N !)s+ |t |N ∀N = 1,2, . . . , ∀(x, t) ∈ W .
We also know that
lim
t→0+
∫
X
f (x, t)ϕ(x) dx = 〈u,ϕ〉 exists for all ϕ ∈Gs0(X).
Let η(x) ∈ Gs+τ+0 (Rm), η(x) ≡ 1 for |x| r , and η(x) ≡ 0 when |x| 2r (r small). Based on
Definition 2.5 (with λ= 1 and α = α1), we will consider the following FBI transform of ηf :
F1(ηf )(t;y, ξ)=
∫
X
eiξ ·(y−Z(x,t))−〈ξ〉[y−Z(x,t)]2η(x)f (x, t)α
(
y −Z(x, t), ξ)(detZx(x, t))dx,
where for z ∈ Cm, we write [z]2 = z21 + · · · + z2m. Since the boundary value bf = u exists, we
have
F1(ηf )(0;y, ξ)=
∫
X
eiξ ·(y−x)−〈ξ〉[y−x]2η(x)u(x)α(y − x, ξ) dx
= F1(ηu)(y, ξ).
Let ξ0 ∈ Rm \ {0} be such that ξ0 /∈ (Γ T0 (W))0. Then, by (12), we see that
ξ0 · A(0,0)R+ < 0.
Fix T ∈ R+ and let
γ (τ)= λT for 0 τ  1.
Consider the m-form ω(x, t)= g(x, t) dZ(x, t), where
g(x, t)= eiξ ·(y−Z(x,t))−〈ξ〉[y−Z(x,t)]2η(x)f (x, t)α(y −Z(x, t), ξ),
and it is to be understood that y and ξ are parameters. We now avail ourselves of Stokes’ theorem∫
γ
∫
dω(x, t)=
∫
ω(x, t).X ∂(X×γ )
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γ
∫
X
L′g(x, t) dtj ∧ dZ(x, t)=
∫
X
ω(x,T )−
∫
X
ω(x,0).
Note now that
L′g(x, t)= eiξ ·(y−Z(x,t))−〈ξ〉[y−Z(x,t)]2η(x)α(y −Z(x, t), ξ)L′f (x, t)
+ eiξ ·(y−Z(x,t))−〈ξ〉[y−Z(x,t)]2f (x, t)α(y −Z(x, t), ξ)L′η(x, t),
ω(x,T )= g(x,T )(detZx(x,T ))dx
and
ω(x,0)= g(x,0) dx = eiξ ·(y−x)−〈ξ〉[y−Z(x,t)]2η(x)u(x)α(y − x, ξ) dx.
Hence, the above equations imply
∣∣F1(ηu)(y, ξ)∣∣ ∣∣∣∣ ∫
X
eQ(x,T ,y,ξ)η(x)α
(
y −Z(x,T ), ξ)f (x,T )(detZx(x,T ))dx∣∣∣∣
+
∣∣∣∣ ∫
γ
∫
X
eQ(x,t,y,ξ)f (x, t)α
(
y −Z(x, t), ξ)L′η(x, t)(detZx(x, t))dx dt∣∣∣∣
+
∣∣∣∣ ∫
γ
∫
X
eQ(x,t,y,ξ)η(x)α
(
y −Z(x, t), ξ)L′f (x, t)detZx dx dt∣∣∣∣, (13)
where
Q(x, t, y, ξ)= iξ · (y −Z(x, t))− 〈ξ 〉[y −Z(x, t)]2.
We have
Q(x, t, y, ξ)= ξ · A(x, t)t − 〈ξ 〉[|y − x|2 + ∣∣A(x, t)t∣∣2 − ∣∣A(x, t)t∣∣2
− 2〈y − x,A(x, t)t 〉].
Let M > 0 such that∥∥A(x, t)−A(0,0)∥∥M(|x| + |t |) for all (x, t) ∈Ω
and so, for all (x, t) ∈Ω :
ξ · A(x, t)t  ξ · A(0,0)t +M|ξ ||t |(|x| + |t |).
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Q(x, t, y, ξ) ξ · A(0,0)t +M(|x| + |t |)|t ||ξ | +C|t |2|ξ | − |y − x|2
2
|ξ |.
Since ξ0 · (A(0,0)T ) < 0, there is a conic neighborhood C of ξ0 and c > 0 such that
ξ · (A(0,0)t)−2c|t ||ξ | ∀ξ ∈ C, ∀t ∈ γ.
Hence for r small enough, |x| r , and |t | small,
Q(x, t, y, ξ)−c|t ||ξ | ∀ξ ∈ C, ∀t ∈ γ.
Thus, there are δ > 0, C0 > 0, an open neighborhood O ⊂ Rm of the origin and an open conic
neighborhood C ⊂ Rm \ {0} of ξ0 such that for all t ∈ γ and all (y, ξ) ∈ O × C:
Q(x, t, y, ξ)−1
4
C0|t ||ξ | − |y − x|
2
2
|ξ |.
We are now ready to conclude the proof. We consider each term in (13). We have∣∣∣∣ ∫
X
eQ(x,T ,y,ξ)η(x)f (x,T )α
(
y −Z(x,T ), ξ)(detZx(x,T ))dx∣∣∣∣

∫
X
e−
1
4C0|T ||ξ |
∣∣η(x)α(y −Z(x,T ), ξ)f (x,T )∣∣(detZx(x,T ))dx
 Ce− 14C′0|ξ | for all (y, ξ) ∈ O × C.
Since L′η(x)≡ 0 for |x| r , the term∣∣∣∣ ∫
γ
∫
X
eQ(x,t,y,ξ)L′η(x, t)f (x, t)α
(
y −Z(x, t), ξ)(detZx(x, t))dx dt∣∣∣∣
has an exponential decay for y near 0 and ξ in a conic neighborhood of ξ0. To estimate the third
term, for N a positive integer,
|ξ |N
∫
γ
∣∣∣∣ ∫
X
eQ(x,t,y,ξ)η(x)α
(
y −Z(x, t), ξ)L′f (x, t) dx∣∣∣∣dt
 |ξ |N
∫
γ
∣∣∣∣ ∫
X
eQ(x,t,y,ξ)η(x)α
(
y −Z(x, t), ξ)Lf (x, t) dx∣∣∣∣dt
+ |ξ |N
m∑
k=1
∫
γ
∣∣∣∣ ∫
X
eQ(x,t,y,ξ)η(x)α
(
y −Z(x, t), ξ)LZk(x, t)Mkf (x, t) dx∣∣∣∣dt
= I1 + I2.
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I1  C|ξ |N
∫
γ
∫
X
e−
1
4C0|t ||ξ |
∣∣Lf (x, t)∣∣dx dt
 C′|ξ |N
∫
γ
∫
X
e−
1
4C0|t ||ξ |CN+1(N !)s+2 |t |N dx dt
 CN+11 (N !)s+2
∫
γ
∫
X
(
e−
1
4C0|t ||ξ ||t |N |ξ |N )dx dt
 CN+11 (N !)s+2
(
CN2 N !
)
 CN+1(N !)s+1+2 for all (y, ξ) ∈ O × C.
Since bf = u exists in D′s∗(X), so does b(Mkf ) for all k = 1, . . . ,m. Hence, after decreasing δ,
we get that for each 1 > 0 there is a positive constant C1 so that the term I2 can be estimated
by
C1 |ξ |N
m∑
k=1
∫
γ
sup
θ
{

|θ |
1 (θ !)−s
∗
sup
x∈suppη
∣∣Dθx(eQη(x)α(y −Z(x, t), ξ)LZk(x, t))∣∣}dt.
Now, using N + |β| instead of N in (8), we obtain for α˜(x, y, t, ξ)= α(y −Z(x, t), ξ) that
|ξ |N ∣∣Dθx(eQ(x,t,y,ξ)η(x)α(y −Z(x, t), ξ)LZk(x, t))∣∣
= |ξ |N
∣∣∣∣ ∑
β+γ+δ+σ=θ
Cθβ,γ,δ,σ
(
Dβx e
Q
)(
D
γ
x η
)(
Dδxα˜
)(
Dσx LZk
)∣∣∣∣
 |ξ |N
∑
β+γ+δ+σ=θ
Cθβ,γ,δ,σ
(
C|β|+1(β!)s+τ+ |ξ ||β|e− 14C0|t ||ξ |)(C|γ |+1(γ !)s+τ+)
× (C|δ|+1(δ!)s+τ+)(C|σ |+N+|β|+1(σ !)s+((N + |β|)!)s+τ+−1|t |N+|β|)

∑
β+γ+δ+σ=θ
Cθβ,γ,δ,σC
N+2|θ |+4(θ !)s+τ+ |ξ ||β|+N |t ||β|+Ne− 14C0|t ||ξ |((N + |β|)!)s+τ+−1
E|θ |+N+1(N !)s+τ+(θ !)2s+3+τ .
Choose 1 < 12E . Then the above inequality together with the estimate for I1 imply that ∀(y, ξ) ∈O × C
m∑
k=1
∫ ∣∣∣∣ ∫ eQη(x)α˜(x, y, t, ξ)LZk(x, t)Mkf (x, t) dx∣∣∣∣dt  CN+1(N !)s+τ+|ξ |N .
γ X
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C ⊂ Rm \ {0} of ξ0, and a constant C such that for each N ∈ N:
∣∣F1(ηu)(y, ξ)∣∣ CN+1(N !)s+τ+|ξ |N for all (y, ξ) ∈O × C.
Therefore, from Definition 2.6, we get that(
0, ξ0
)
/∈ WFs+τ+(u).
This concludes the proof. 
Corollary 5.1 (Edge-of-the-Wedge Theorem). Let W+ and W− be wedges in Ω with edge X
whose directions are opposite: Γp(W+) = −Γp(W−). If u ∈ D′s∗(X) is the boundary value
of an approximate solution f+ ∈ D′s(W+) of V on W+ and also the boundary value of an
approximate solution f− ∈ D′s(W−) of V on W−, then
WFs+τ+(u)|p ⊂ i∗X
(
T 0
)
.
Proof. Using Theorem 5.1,
WFs+τ+(u)|p ⊂
(
Γ Tp
(W+))0 ∩ (Γ Tp (W−))0.
Note that
Γ Tp
(W+)= −Γ Tp (W−).
Thus, if ξ0 ∈ WFs+τ+(u)|p, then
ξ0 · Γ Tp
(W+) 0 and ξ0 · Γ Tp (W−) 0.
This implies that
ξ0 · Γ Tp
(W+)= 0.
Since Γ Tp (W+) is open in Vp ∩ TpX, we conclude that
ξ0 ∈ (Vp ∩ TpX)⊥ = i∗X
(
T 0p
)
.
Thus, WFs+τ+(u)|p ⊂ i∗X(T 0pΩ). 
Corollary 5.2. If (M,V) is an elliptic Gs -structure and we have the same hypothesis as in the
previous corollary, then u is Gs+τ+ in X.
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We will prove a partial converse of Theorem 5.1. Before we do this, we need the following
definition:
Definition 6.1. We say that an ultradistribution u is in E ′∗s (Rm) if u ∈ E ′s(Rm) and the Fourier
transform of u satisfies the following condition:
∃N ∈ N, C > 0, and a constant CN > 0 depending on N :∣∣uˆ(ξ)∣∣ CN
N
eC|ξ |1/s ∀ > 0, ∀ξ ∈ Rm.
Lemma 6.1. E ′∗s (Rm) is a vector space and a ring, with respect to convolution; moreover E ′∗s (Rm)
is closed under differentiation.
Proof. That E ′∗s (Rm) is a vector space is immediate. Let u,v ∈ E ′∗s (Rm). Then there exist N ∈ N,
C > 0, and a constant CN > 0 depending on N such that
∣∣uˆ(ξ)∣∣, ∣∣vˆ(ξ)∣∣ CN
N
eC|ξ |1/s ∀ > 0, ∀ξ ∈ Rm.
Hence,
∣∣û ∗ v(ξ)∣∣= ∣∣uˆ(ξ)vˆ(ξ)∣∣ CM
M
eC
′|ξ |1/s
for some M ∈ N, C′ > 0, and for all  > 0, ξ ∈ Rm. Now, one can also establish
∣∣∂̂αu(ξ)∣∣= ∣∣ξαuˆ(ξ)∣∣ CM
M
eC
′|ξ |1/s
for some M ∈ N, C′ > 0, and for all  > 0, ξ ∈ Rm and the proof is complete. 
Lemma 6.2. Any u ∈ E ′(Rm) is in E ′∗s (Rm).
Proof. Since u ∈ E ′(Rm), there is a constant C > 0 and a positive integer M such that∣∣uˆ(ξ)∣∣ C(1 + |ξ |)M ∀ξ ∈ Rm.
For any ξ ∈ Rm with |ξ | 1, any  > 0, and for a positive integer N > sM, we have
N
(
1 + |ξ |)M  N (2|ξ |)M  (21/s|ξ |1/s)N N !e21/s|ξ |1/s .
Hence, in this case
∣∣uˆ(ξ)∣∣ C(1 + |ξ |)M  N ! e2|ξ |1/s  CN eC|ξ |1/s .
CN N
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N
(
1 + |ξ |)M  N2M  (2)N N !e2 = C0N ! C0N !eC|ξ |1/s .
Hence, in this case
∣∣uˆ(ξ)∣∣ C(1 + |ξ |)M  C0N !
N
eC|ξ |1/s = CN
N
eC|ξ |1/s .
Thus, there is a positive integer N , a positive constant C, and a constant CN > 0 depending on
N such that ∣∣uˆ(ξ)∣∣ CN
N
eC|ξ |1/s ∀ > 0, ∀ξ ∈ Rm,
and the proof is complete. 
In the next theorem we will use the same notation as in Theorem 5.1.
Theorem 6.1. Let (M,V) be a Gs -structure, dimR M =m+1, rank of V = 1, X ⊂M a Gs -max-
imally real submanifold, and W a wedge in M with edge X. Suppose u ∈ E ′∗s (X) is such that
WFs(u)⊂
(
Γ T (W))0.
Then in a slightly smaller wedge W ′ W with edge X, and each  > 0 there exists an approxi-
mate solution f ∈ D′s+1+(W ′) of Vf = 0 such that
u= bf on X.
Proof. Since W is a wedge in M with edge X, in a neighborhood Ω of a point p ∈X, there are
Gs -coordinates (x, t)= (x1, . . . , xm, t), vanishing at p so that in Ω
X = {(x,0): |x|< r}= Br(0),
W =X × (0, λ) for some λ > 0.
For some λ′ < λ, write
W ′ = Br(0)× (0, λ′).
If (Γ T (W))0 = {0}, then u is Gs(X) in which case the conclusion of Theorem 6.1 follows
from Theorem 4.1. We may therefore assume that (Γ T (W))0 = {0}. Using (12) and the fact that
λ′ < λ, one can find an open cone C ⊂ Rm \ {0} containing (Γ T0 (W))0 and a constant c > 0 such
that
ξ · A(0,0)t  c|ξ ||t | for all (ξ, t) ∈ C × (0, λ′). (14)
For (x, t) ∈ W ′ and ξ ∈ C, define
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= iξ · (x + A(x, t)t)− ξ · A(x, t)t.
From (14) and the fact that A(x, t) is of class C1 near (0,0), one obtains for some M > 0 and
for all (x, t) ∈ W ′ and ξ ∈ C:
Q(x, t, ξ)= −ξ · A(x, t)t
−ξ · A(0,0)t +M|ξ ||t |(|x| + |t |)
−c|ξ ||t | +M|ξ ||t |(|x| + |t |).
Choosing 0 < r, δ < min{ c4M ,λ′}, we can insure that
Q(x, t, ξ)− c
2
|ξ ||t | for all (x, t, ξ) ∈ Br(0)× (0, δ)× C. (15)
Since u ∈ E ′∗s (X), there is N ∈ N, C > 0 and a constant CN > 0 such that, for each  > 0, the
Fourier transform
∣∣uˆ(ξ)∣∣ CN
N
eC|ξ |1/s for all ξ ∈ R.
This allows us to define for (x, t) ∈ Br(0)× (0, δ) the function
f1(x, t)= 1
(2π)m
∫
C
eQ(x,t,ξ)uˆ(ξ) dξ = 1
(2π)m
∫
C
eiξ ·Z(x,t)uˆ(ξ) dξ.
Observe that f1 ∈ Gs+(Br(0),Gs+τ+(0, δ)). We claim that (i) f1 is an approximate solution
of V; (ii) there is a positive integer N such that∣∣f1(x, t)∣∣|t |N <∞.
Assuming that the claims are true for the moment, it is well known that the boundary value of
f1, bf1 = lim(0,δ)t→0 f1(., t), exists in D′N+1(Br(0)) (Schwartz space of distributions of order
N + 1) and moreover
bf1(x)= 1
(2π)m
∫
C
eiξ ·xuˆ(ξ) dξ.
Now, we show the validity of claims (i) and (ii) above. To show (i), we fix t0 ∈ (0, δ) and we
consider a small open neighborhood of t0 in (0, δ). In this small neighborhood, the dominated
convergence theorem together with the estimate (15) allow us to pass L under the integral sign
Lf1(x, t)= 1
(2π)m
∫
iξ ·LZ(x, t)eiξ ·Z(x,t)uˆ(ξ) dξ.C
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that if we choose  = |t |
C
> 0, then
∣∣f1(x, t)∣∣ 1
(2π)m
∫
C
e−
c
2 |ξ ||t |
∣∣uˆ(ξ)∣∣dξ

∫
C
e−
c
2 |ξ ||t | CN|t |N e
|t ||ξ |1/s dξ
= CN|t |N
( ∫
ξ∈C
|ξ |R
e−
c
2 |ξ ||t |e|t ||ξ |1/s dξ +
∫
ξ∈C
|ξ |>R
e−
c
2 |ξ ||t |e|t ||ξ |1/s dξ
)
.
Choose R > 0 so that R1−(1/s) > 4
c
. Then
∣∣f1(x, t)∣∣|t |N+1  CCN |t |( ∫
ξ∈C
|ξ |R
e−
c
2 |ξ ||t | dξ +
∫
ξ∈C
|ξ |>R
e−
c
4 |ξ ||t | dξ
)
DN <∞.
For x ∈ Br(0), define
v(x)= 1
(2π)m
∫
Rm\C
eiξ ·xuˆ(ξ) dξ.
Using the fact that WFs |0(u)⊂ (Γ T0 (W))0, compactness of (Rm \C)∩Sm−1, and the characteri-
zation of the Gs -wave-front set by the decay of the Fourier transform, we get that v ∈Gs(Br(0)).
Hence, using Theorem 4.1, one can find a function f2 ∈ Gs+(Br(0);Gs+τ+Bδ(0)) such that
f2 is an approximate solution of V and bf2 = v on X. Thus, from the Fourier Inversion formula,
we get that
u= bf1 + bf2 = bf,
where f = f1 + f2 is a Gs+(Br(0),Gs+τ+(0, δ)) solution of V in the wedge W ′. This com-
pletes the proof. 
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