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1. INTRODUCT10~ 
We will study Hill’s equation 
u” + (A + q(t))u = 0 (A E C), (1) 
when q(t) is an almost periodic function, or, more generally, a recurrent 
function (2.4). If q is periodic, an enormous amount is known about the 
spectrum of (l), the growth and oscillation of its solutions, the existence and 
properties of periodic and almost periodic solutions, and much more (e.g., 
[8, 21, 271). In more general circumstances, there is less detailed infor- 
mation, though here also there is an extensive body of knowledge [4, 11, 13 1. 
In particular, if q is recurrent, then (1) is of limit-point type, and so the 
theory of such equations is applicable. 
Our interest is in (i) the extent to which properties of the periodic Hill’s 
equation carry over the case when q is recurrent, and also (ii) embellishing 
the general limit-point theory in this case. Before sketching our results, we 
briefly review some facts. We will consider the associated system 
x’ = ( 0 1 u -A - q(t) 0 1 x = a, (t)x, x= i 1 u’ * (2) 
We will also consider the linear operator L = d*/dt* + q(t) induced by (1) on 
L*[O, co) and on L*(--co, a~). 
Suppose that q(t + 1) = q(t). The spectrum F of (1) may be defined as the 
spectrum of L; it may be defined equivalently as the set of 2 for which (2) 
does not admit an exponential dichotomy on R [31]. It turns out that 
F = (Jy= i F, c R, where each Fi is a closed interval and N may be finite or 
infinity. If I E int Fi for some i, then (1) has only almost periodic solutions. 
If A is an endpoint of some Fi, then, up to constant multiple, there is a 
unique periodic solution, of period 1 or 2. If oh(t) is the fundamental matrix 
solution of (2) such that G,(O) = I, then the discriminant d(k) = 
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f trace QA( 1) gives very precise information about F, about periodic 
solutions, and much else. 
Much more generally, suppose (2) is a limit-point equation ([4, 131 are 
general references). Let 0 < a < 271. Consider the singular boundary-value 
problem Lf+AJ-=O,fEL’[O, co), sina.f(O)=cosa.f’(O). If ImA#O, 
there is a unique complex number m(A; a) such that, if u(t) is the solution of 
(1) satisfying u(0) = -sin a + m(A; a) cos a, u’(0) = cos a + m(A; a) sin a, 
then u(t) is the unique solution of (1) in L*[O, co). There is a unique, non- 
decreasing, right-continuous function (spectra/function) p, : R -+ R such that 
p,(O) = 0, and m(A; a) - m(i, a) = .fc”, [ l/(t - A) - l/(t - i)] &,(t). The 
space L’(R, dp,) is unitarily isomorphic to L*[O, co) via a unitary ZJ 
satisfying ULU- ‘(g)(t) = tg(t) (g E L*(R, dp,)). We will almost always set 
a = 7c/2, and write p(t) = pZ12(r), m(A) = m(A; n/2). 
Next we introduce the hull R of q. Suppose q is recurrent; in particular, it 
may be almost periodic. Let C(lR, RR) be given the compact-open topology. 
For each t E R, the translate q, : R 4 R: t--f q(r + z) is in C(lF?, R). The set 
R = cls(q, ) r E R ) is compact metric. Translation defines a flow on Q, via 
the correspondence (w, r) + w, (U E Q, r E R). The flow (Q, R) is minimal 
([lo]; see 2.1). We consider Eqs. (1)” and (2)w (w E Q), obtained by 
replacing q(t) by w(t). 
We now sketch our results.. Deline F to be (1 E C 1 (2) does not have an 
exponential dichotomy}. Then 1311 F = {A E C 1 (2), does not have an 
exponential dichotomy (w E 0)). 
In Section 3, we show that F has no isolated points. We show that F 
equals the essential spectrum of each of the singular boundary value 
problems on L*[O, co) discussed above. We also show that F equals the 
spectrum of the operator L on L*(--00, co ). In particular, all these spectra 
are equal, and are constant on 8. When q(t) is a.p., this was proved by 
Scharf [ 141. Finally we generalize an oscillation result of Coppel [6]. 
In Section 4, we assume that Q has a unique invariant measure (2.3). We 
first show that, if all Eqs. (2), are Lyapunov regular, then F f71 has positive 
logarithmic capacity whenever I is an open interval and F C? I # 4. Next, we 
recall that (2) has an exponential dichotomy if Im A# 0. By the well-known 
Sacker-Sell result ([3 11, see also Selgrade [34]), a x Cc* decomposes into a 
Whitney sum of two complex line bundles, Vl and V;, which are invariant 
under the flow induced on Q x C* by solutions of (2), ([31], see 2.8, 2.9). 
We put a regularity condition “c” on V; and V; as 1 *F, and prove (i) C 
implies that all (2), are Lyapunov regular; (ii) if I is an open interval and 
Zn F # 0, then (A E F f? 11 all solutions to (1) are bounded} has positive 
logarithmic capacity. 
In Section 5, we give an example of an almost periodic q for which not all 
Eqs. (2), are Lyapunov regular. We do this by constructing an equation with 
the MilliotGikov-Vinograd property, discussed in Section 2 [ 24, 25,40 ]. 
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This property is equivalent to non-regularity of (2), for some w in the hull 
of q. The example resolves a conjecture of Marcus and Moore [22]. The 
structure of the spectrum F of this example has yet to be worked out, though 
it probably is Cantor-like. Almost periodic Hill equations with Cantor-like 
spectrum were first constructed by Moser [26]; other interesting spectral 
properties are illustrated in examples of Avron and Simon [ 11. 
It is known that, if q is periodic, and if F consists of finitely many 
intervals, then a compact Riemann surface R may be introduced, and q may 
be expressed in terms of a meromorphic function on the Jacobi variety J(R) 
of R (an abelian function; see [8, 271, where the almost periodic case is also 
discussed). We begin with a recurrent q for which F is a finite union of 
intervals. Under a mild condition on the bundles Vl and Vi, we derive the 
theory of [8,27]. In particular, q must be quasi-periodic and analytic. Our 
initial hypotheses are considerably weaker than those of [8]. 
Of great importance in this work is a “Floquet theory” for two- 
dimensional, recurrent linear systems [ 15, 18 ]. This an other material is 
discussed in Section 2. 
We make no priori assumptions on differentiability of q, or on rotation 
numbers if q is quasi-periodic. So our methods of necessity differ completely 
from those used by Dinaburg and Sinai [41]. 
2. PRELIMINARIES 
2.1 DEFINITIONS. Let (X, iR) be a (real) flow with X compact metric. 
Write x . t for the “position” of x E X at “time” t. A subset A of X is 
invariant if A - t E (x . t 1 x E A } = A(t E IR). Say X is minimal if the orbit 
(x . t 1 t E IR } is dense in X (x E X). Let d be a metric on X. Say X is almost 
periodic (a.p.) if, given F > 0, there is a 6 > 0 such that d(x, y) < 
6*d(x.t,y.t)<& (tER). 
2.2 DEFINITIONS, REMARKS. Let (X, IF?) and (Y, IR) be minimal (metric) 
flows. A continuous map rr: X+ Y is a homomorphism if rr(x . t) = z(x) . t 
(x E X, t E IR). Such a map is necessarily surjective. If z-‘(y) is a singleton 
for some (hence a residual set of) y E Y, then X is an almost automorphic 
(a.a.) extension of Y [38, 391. If there is a Bore1 subset B of X intersecting 
every fiber zP ‘(y) in exactly one point, then X is an a.a. extension of Y [39 ]. 
2.3 DEFINITIONS, REMARKS. Let (X, iR) be a flow as above. A 
probability measure p on X is invariant if &4 . t) =&A) for every Bore1 set 
A c X. It is ergodic if, in addition, 
&~AA.~)=O(~EIR)~,U(A)=O or ,@)=lforeveryBorelAcX. 
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Say that (X, R) is uniquely ergo&c (u.e.) if there is a unique invariant 
measure ,u on X; in this case, p is necessarily ergodic [ 29 ]. 
2.4 DEFINITIONS. Let f: R + R be uniformly bounded and uniformly 
continuous. The hull a off was defined in Section 1; it is the closure in 
C(lR, R) (with the compact-open topology) of the set of translates off: 
Translation defines a flow (0, R). Define F: 0 -+ R: o + w(O). Then if 
cc0 = f E J2, one has F(w, . t) = f(t) (t E R). Thus F “extends f to U’. Say 
that f is recurrent if (a, R) is minimal. It may be shown that f is Bohr 
almost periodic if and only if (0, R) is a.p. minimal [29]. 
2.5. Let q: R -+ R be a recurrent function (in particular, q is bounded 
and uniformly continuous). Consider the corresponding equation (1) for 
some fixed A E C; when there is doubt as to the value of A, we will write 
(l),. Similarly, we will write (2), unless 1 is determined. Let R be the hull 
of q, and let Q: a + R be the extension of q to 0 (2.4). Then q determines 
two families of equations 
(1)&J = (1)&d, u” + (A + Q(co . t))u = 0 (w E q, 
and 
(21, = w,,,, x” = ( -A _ & . t) :, ) x = A,(o * t)x 
(x= (~,);wEf2). 
Note that, if o,, = q E R, then (l),” = (I), and (2),” = (2). 
2.6 DEFINITIONS. Fix A E C. Equations (2), induce a flow (a linear 
skew-product flow, or LSPF) on 0 x C*, as follows. If w E fi and x0 E C2, 
let x(t) be the solution to (2), satisfying x(0) = x0, and define (w, x0) . t = 
(w . t, x(t)) (t E R). By linearity on fibers, the flow (fi x C2, R) induces in 
turn a flow on the projective bundle Z = n x p’(C), where p’(C) = set of 
complex lines through the origin in C2. This flow will be of great impor- 
tance. If the value of A is in doubt, we denote it (C,, R). Let 
7~: Z -+ 52: (0, rp) -+ w be the projection; it is a flow homomorphism. 
2.7 We identify p’(C) with the complex number sphere S2 as follows: if 
[j] is the complex line in @* containing the vector (i), we identify [ :] with 
z E Sz (of course, the line containing (y) is the identified with co E 5”). 
Observe that p’(R) may be identified with R U (CD} c S2. Let 
Z, = Ipi c Z, and note that Z, is an invariant subset of Z if 1 is real. 
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2.8 DEFINITIONS, REMARKS. Fix 1 E C. Define the Sucker-Sell 
spectrum a(A) of (2) (or of Eqs. (2),) to be {t E iR 1 the equation x’ = 
[-rZ + A,(w . t)] x d oes not have an exponential dichotomy}. (This notion of 
spectrum is not at all the same as that previously introduced.) Note 
o(A) c IR, and depends on ,A (but not o [ 3 1 I). It turns out that a(A) is 
composed of at most two compact intervals, which may be points. 
Corresponding to each “spectral interval” is a continuous, invariant 
subbundle (“spectral subbundle”) of Q x C*, and R x 6’ is the Whitney 
sum of these (clearly, there is either one or two spectral interval(s) and 
subbundle(s If V is a spectral subbundle with corresponding spectral 
interval [a, b], then every non-zero solution x(t) to (2) such that 
{(w . t, x(t)) 1 t E IR} c V satisfies (lin~~-*~, hml++,)(l/t) In Ix(t)1 E [a, b]. 
These facts follow from the Sacker-Sell spectral theorem ([3 1, 321; see also 
Selgrade [ 34 1). 
We review some more facts in 2.9-2.12. 
2.9 THEOREM. (1) Suppose q is recurrent, and suppose (2), has an 
exponential dichotomy for some A E G. Then a(A) = [a, b] U [c, d], where 
a < b < 0 < c < d. Hence there are exactly two spectral subbundles, and they 
are one-dimensional. 
(2) With q as above, (1 E C 1 (2), has an exponential dichotomy} is 
open. 
(3) Suppose q is recurrent, and suppose (2),0 has an exponential 
dichotomy for some A,. For i near &,, let Vi be the spectral subbundle 
whose spectral interval is in the positive half-line, and let V; be the other. 
Let P:(1) be the projection on (0) x C* with range Vi n ((w} x @ ‘) and 
kernel Vi f7 ((co) x C’). Then 1 --t P:(A) is holomorphic near &(w E Q), 
and the family (P: 1 w E Q} is compact in the usual sense: zf w, + cc), then 
P:,(A) + P:(A) uniformly on compacta. Zf, in addition q is u.e. (i.e., (0, R) is 
u.e.; see 2.3), then a(A) = {-/3(1),/3(A)), where /3(A) > 0 (A near A,). The 
function fi is harmonic and bounded near &. 
The proof of part (1) uses the fact that A,(w) has trace zero for all w and 
/1. Part (2) is well-known (e.g., [33]), and (3) is proved in [ 151. 
2.10. Let us develop 2.9(3) a little further. Suppose q is recurrent and 
u.e., and let D be a disc such that (2), has an exponential dichotomy for all 
A E D. For A E D, define a complex number v(A) as follows. Choose xI # 0 
in V,i f7 ({o} x C’), and determine w,(A) by P:(A) . (_,I_oo,,, i) . x.~ = 
v,(A) x1 (w E a). Then (v/, 1 w E 52) is a normal family of holomorphic 
functions on D. Let puo be the unique invariant measure on R, and define 
u/(A) = I,, I,v,@) dp,(o). Using 2.11 below, one can show that Re w = /3, 
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where /3 is as in 2.9(3). Thus Im ly is a natural choice of harmonic conjugate 
for /3 on D. Now, by 2.8, Re w(k) determines the exponential rate of growth 
lim ,f,-oo (l/t) In / x(t)1 of solutions x(t) in V,:. We can interpret Im i&A) as 
measuring the average infinitesimal rotation of such solutions. Thus ~(1) is 
analogous to a complex eigenvalue, with “eigenspace” V,:. 
2.11 Fix A E C. The exponential rates of growth (i.e., characteristic 
exponents) of solutions x(t) of Eqs. (2), may be studied as follows. If 
(w, (D) E C = 0 x P’(G), and if x,, E a, c @* is a non-zero vector, define 
./i(a v) = Re@,(w) x0, x0)/(x0, x0>. Here A,l(o) = (- .l-oucw, A 1, and ( , > is 
the usual inner product on 6”. Let x(t) be the solution to (2)w satisfying 
x(0) = x0. Then In 1 x(t)l/lx(O)l = (b fA((w, o) . s) ds, where the dot refers to 
the flow (Z,, IR). Thus exponential growth rates of solutions are determined 
by time averages ofS, and these in turn are related to o(A) (2.8). 
The next theorem states part of the “Floquet theory” of two-dimensional, 
real systems as it applies to Eqs. (2), for real ,J [ 15, 181. 
2.12 THEOREM. Suppose 1 is real, and that q is recurrent. 
(1) If all solutions to some Eq. (2), are bounded, then there is a 
continuous map P from Q to the set of 2 x 2, symmetric, positive definite 
matrices such that (i) w --$ (d/dt) P(w . t) llro is continuous; 
(ii) the change of variables x = P(w . t)Y takes (2), to the form 
3 = (C(wo.1) -“,““‘) y for some continuous c: 0 + R. The flow (C,, R) is 
either minimal, or contains infinitely many minimal subsets; in the latter 
case, c may be taken to be a constant. On the other hand, zf(C, R) contains 
three minimal sets, then all solutions to all (2), are bounded. 
(2) If (2) does not have an exponential dichotomy, and if some 
Eq. (2), has an unbounded solution, then there is a residual subset 0, of ~2 
such that, if UJ E a,, then every non-zero solution x(t) of (2)(., satisfies 
lim,,, Ix(t)1 = 03, lim,,,, Ix(t)] = 0; similarly for I + --oo. 
(3) If 4) = PI or I-&PI f or some /I > 0, and if some (2)U, admits 
an unbounded solution, then C, contains either 1 or 2 minimal subsets. 
(4) Zf q is also u.e., then o(A) = (O}, or (-/I, /?), or [ -/?, PI for some 
B> 0. 
(5) If q is also u.e., and zfo(A) = [-p, /?I for p > 0, then C, contains a 
unique minimal subset M. There are exactly two ergodic measures, p+ and 
.u, on Z, and these are supported on M. If fI is the function of 2.10, then 
J, fA dp, = f /I. Zf ,uo is the unique invariant measure on 0, then there is a 
set 0, c L?, of PO-measure 1, such that, if-0 E R,, then (2), admits solutions 
x*(t) such that lim ,t,+m(W ln Ilx*@>ll = f P. 
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Part (1) is proved in [ 15, 181; the final remark is obvious. One can prove 
(2) by using 2.10 and [ 191, taking account of part (1) and the limited 
possibilities for a(A). Parts (3) and (4) follow from 2.8, 2.9(3) and 2.12( 1). 
Part (5) is proved in [ 16, 171. 
2.13 Remarks. (1) If 1 is real, then C, is an invariant subset of C, as 
was pointed out earlier. If a minimal A4 c Z is not contained in C,, then 
Mnc, = 4. Then M= ((u, Z) / (w, z) E M} is also minimal, and all 
solutions of all (2), are bounded. 
(2) If A is real, then some Eq. (2), has an unbounded solution if and 
only if all minimal subsets of C are contained in C,. 
(3) Regarding 2.12(4): the techniques of [ 18, Sect. 6] can be used to 
prove that, if there are exactly two minimal subsets of C,, then these are a.a. 
extensions of a. 
2.14 DEFINITION. Say that Eqs. (2)w..3 have the Millio&ikov-Vinograd 
(M-V) property if one of the spectral intervals is non-degenerate. 
This property is only of real interest when 4 is recurrent and u.e. In that 
case, one must have a(A) = [-/I, p] f or some p > 0. From 2.12(5), one sees 
that such systems have very complicated behavior. Our label “M-V 
property” is due to the fact that Millionscikov [ 24, 25 ] and Vinograd 140 ] 
gave examples of two-dimensional, a.p. linear systems (not of Hill type) 
satisfying the condition of 2.14. They did not use the notion of Sacker-Sell 
spectrum, but instead looked for linear differential systems which are not 
Lyapunov regular. The relation between these two concepts is given by the 
following theorem of Coppel [ 7 ]: 
2.15 THEOREM. A recurrent linear differential system (not necessaril! 
two-dimensional) has. a non-degenerate spectral interval if and only if some 
equation in its hull is not Lyapunov regular. 
2.16. Fix A,, E C, and suppose (2) has an exponential dichotomy. The 
subbundles Vt and VP define lines V: in (0) X C’ (o E Q). We think of 
these as elements 6* (0; A,) of p’(C) = S*. For lack of a better term, we call 
the sections o + b * (w; A,): Q --$ R x S* “bundle functions.” By 2.10(3), the 
maps A+ b*(w, A) are meromorphic on some neighborhood of 1, (w E Q). 
We will sometimes write bi or bi instead of using the two-argument 
notation. Observe that, since the bundles V* are invariant, the functions 
u*(t) = exp(j; b* (o . s; A,) ds) are solutions of (2),,,” whenever 
b*(w . s, A) # co for 0 < s < t. Therefore, a function of the form 
v(t) = b * (w . t, A,,) satisfies the Riccati equation 
v’ + v2 = -lo - Q(o . t) (3) 
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whenever the appropriate b is not infinite. The subsets M*(A,) = 
((~7 b:&J I w E 01 are minimal, and are the only minimal subsets of C,,,. 
2.17 Consider the spectral function p(t) = pXlz(t) and the corresponding 
function m(A); these were discussed in the Introduction. We will usually not 
use the term “spectral function,” as “spectrum” is already over-used. It is 
clear that, corresponding to each Eq. (l)w, there are functions p,(t) and 
m,,,(A) which depend on w. 
Let us use well-known facts about m, [4, 131 to compare it with the 
function b; of 2.16. Suppose first Im A # 0. Then the solution u(t) of (1),, 
satisfying u(0) = 1, u’(O) = m,(A) is in L*[O, co). Now suppose (2),1 has an 
exponential dichotomy for some Im A # 0 (in 3.1, we will show that this 
condition always holds). Then any solution x(t) = (u’(t), U”(t)) of (2),.n such 
that b;(l) = u”(O)/G(O) E P’(C) (a priori, u’(O) may be zero) is in L* [0, 00). 
But then c/u = const, so b;(A) = m,(A), at least if Im A # 0. If I c R is an 
open interval such that Eq. (2), has an exponential dichotomy for all 1 E I, 
then 6; extends meromorphically through I (2.9(3)). Hence m, also extends 
meromorphically through I, and m,(l) = b;(l) (w E Q, A E I). Thus facts 
about m, (and p,) may be used to study b;. 
It is clear that we can use results concerning singular boundary value 
problems on L*(-co, 0] to study b:. Briefly, if p’, and rii, are the analogues 
of p, and m, on the negative half-line, then one has %,(A) = b:(A) (w E 0) 
whenever Eq. (2), has an exponential dichotomy on R. 
3. GENERAL PROPERTIES OF RECURRENT EQS. (1) 
3.1 DEFINITION. The spectrum of q (or of Q, or of (l), or of Eqs. (l)o) 
is (A E C / Eq. (2), does not admit an exponential dichotomy}. Let F denote 
the spectrum of q. Then F is independent of w E B [ 3 11. 
By 2.8, F = {A E C 1 the Sacker-Sell spectrum of Eqs. (2)w,.1 does not 
contain zero}. 
3.2 THEOREM. Suppose q is recurrent. Suppose Im II # 0. Then ;1 is not 
in the spectrum of q. 
Proof: Write A = a + ib, where b # 0. Suppose A E F. Then [3 1 ] there 
is an w E R such that Eq. (2), admits a non-zero bounded solution 
x(t) = (u(t), u’(t)). The rest of the proof is standard manipulation. 
Writing e(t) = Q(w . t), we have u”k + (a + ib + q’)uzi = 0. Integrate 
over [s, t], obtaining u’(t) u(t) - U’(S) U(S) - j: IU’(r)l* dr + 
Jf (a + ib + q(r)) 1 u(r)l’ dr = 0. Equating real and imaginary parts, we see 
that If 1 u(r)l’ dr is bounded, uniformly in s and t. Therefore 
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u’ E L’(-03, 00). Therefore, we can choose sequences s,+ -co, t, + co 
such that u’(s,) + 0, u’(t,) + 0. But then lim,,, 1: (u 1’ dr = 0 * u = 0. This 
contradiction completes the proof. 
3.3 Remark. The result in [ 3 1 ] used in the proof of 3.2 applies if only 
(II, IA) is chain-recurrent [31]. So 3.2 is true in this considerably more 
general situation. Thus F is a closed subset of IR whenever ~7 is chain- 
recurrent. 
3.4 LEMMA. Suppose q is recurrent. Let I = (A,, AZ) be an interval in 
iFi - F = (1 E IR 1 A 6? F}. With notation as above,fix w E Q, and let P* (A) = 
b*((w;A)EP’(iR) (AEZ). Then @.)‘/aA<O, and c!+K/~A>O on I. Thus 
bt (w; A) moves clockwise on P’(lR) as A increases, and b- (w; A) moves 
counterclockwise. 
ProoJ The lemma is a simple consequence of 14, Problems 8, 9, p. 257 I. 
we first consider op. Let p,(t) be the function of 2.17. Using the notation of 
[4], let Sz = Sz(71/2) be the set of cluster points of nonconstancy points of 
p,. Then S* c F. For, suppose A, 6? F. Then Eqs. (2), have an exponential 
dichotomy in some interval J containing Lo. From 2.9 and 2.17, the function 
m,(A) defined for Im A # 0 extends meromorphically through J. Thus, except 
at the (isolated) poles of m,, we have Im m,(A) --t 0 when Im A > 0 and 
,? 11 E J. By [ 13, Lemma 10.2.71, p, is constant on J except for isolated 
jump discontinuities. 
We now use reference [4] mentioned above to conclude that a(o-/~Yk > 0 
on (1,) 1,). Replacing p, and m, by the functions p’, and rii,, , and using the 
same methods as above, we also obtain ay, ‘/aA < 0. 
3.5 Remarks. (1 j We will return to the sets S,* in 3.7, and show that 
F = S: for all w E Q. In particular they are independent of o. The set Sz is 
of course the essential spectrum of (I), [4]. 
(2) It is clear that the lemma generalizes to the case when 4 is any 
function such that (1) is in the limit-point case at co and at -co. 
3.6 Discussion. Suppose q is recurrent, and let J = (A,, AZ) c iR - F. For 
fixed w E Q, the functions b;(A) and 6: (1) are moving in opposite 
directions on IpI as 1 increases (or decreases). In addition, they are never 
equal. Hence, given some a E IpI( there is at most one A E J and one 
choice of sign f such that b:(A) = a. Moreover, if A+ A,, then 
lim I+I, b:(w) = r:(w) exists for each o E a. Since r: has a residual set of 
continuity points, the set cls{w, r: (0) / w E a} c C, contains a minimal, a.a. 
extension MT of Q (see 2.2). A priori, M: may or may not be equal to M;. 
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Similarly, if A + A,, then z:(w) = lim,+ b:(o) exists (ok E J2), and the 
functions t$ define minimal subsets of C,* which are a.a. extensions of G. 
We now return to the sets Sz which arose in the proof of 3.5. Recall that, 
if p, is the function of 2.17, then Sz = {t E IR / t is a limit of distinct points 
of non-constancy of p,} = essential spectrum of (l)w. 
3.7 PROPOSITION. F = S,* for all o E f2. 
Proof: It has been proved that S,* c F for all w E a. 
Suppose A,, E F. Let U(&) = (cu E 0 I&6?! S,*}. If w E: u(&), then ( 1),,,1,, 
has a non-zero, real solution in L*[O, co) 141. 
We apply 2.12. By 2.12( 1) every Eq. (2),,,10 admits unbounded solutions. 
By 2.12(2) there is a residual subset a, c fi such that, if w E a,, then all 
-;- 
non-zero solutions x(t) of (2),,,0 satisfy Gm,, Ix(t)1 = 0, hm,,, Ix(t)] = 00. 
But then, if w E a,, no non-zero solutien of ( l)w.AO can be in L*[O, CD). 
(ProoJ Let u # 0 be an L* solution of ( l)u,,,iO. Then u”u + 
(lo + Q(w . t)) u2 = 0. Hence jb u” ds = u(t) u’(t) - u(O) u’(O) + 
J.k (A + Q(w . s)) u*(s) ds. Choosing a sequence t, --) 03 such that x(t,,) = 
(Uk?>> u’(L)> -+ 05 
- 
we see that u’ E L’[O, co). But then llm,,, )x(t)] must be 
<co.) We conclude that u(&) is of the first category in a. 
Now let (1, \ F= 1 be a countable dense subset of F. By the above argument, 
there is a residual subset Q, of R such that, if w E 0,) then F c Sz. Hence 
F=S*ifwEa 
Let “w E n 
co’ 
,,w,E~.Thenw=limw,~t,(t,~R).Letw,=w,,~t,.An 
argument [4, Eq. 3.14, p. 2341 shows that (p,,) is uniformly bounded on 
finite intervals. By the Helly theorem 14, 131, there is a pointwise convergent 
subsequence (P,~} of (p,,). If the limit is pz, then by the Integration 
Theorem (4, p. 2341, we have 6; = m,(A) = I”;‘, [ l/(1 - J.) - l/(t - i)] 
dpz(t) + b-(i), at least if Im A# 0. Using 113, Lemma 10.2.27 1, we see that, 
perhaps after alteration at a countable set of points so as to make p,* right- 
continuous, pz = p,. Assume for contradiction that II, @ SW*,. Then there is 
an open interval (2, - c, /1, + E) c m - SW*,, (E > 0). Now n~,~~., is 
meromorphic on (1, - 6, & + F) (t E IR). Let J, = (A, - 6, & + 6) for 
0 < 6 < E. For sufficiently small 6, the subset Vt = ( mwO. ,(A) / /1 E Ja} of the 
circle Ip’(IR) is a contractible for all t E IR (here we make use of Theorem (I) 
of [43]). Hence each p,, is constant on Js, except perhaps for an isolated 
jump discontinuity. So the same is true of p, . This implies that /1, & S:. But 
then w@G~, contradicting our choice of w; 3.1 is proved. 
Proposition 3.7 shows in particular that S,* is independent of w. This 
known when q(r) is a.p. (1421; see also [ 1, 30)). 
3.8 Remark. We may of course consider the function Jm associated with 
cw = d2/dt2 + Q(w . t) on L2(--co, 0] (w E G). There are corresponding sets 
S,; we have F=sw (wER). 
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We consider more properties of F, and of points in it. Proposition 3.9 can 
be proved directly but tediously. 
3.9 PROPOSITION. Let q be recurrent, and let q,, = inf, q(t) = inf,., q(t). 
Then (-co, q,,) c iR -F. 
Proof. By 14, Problem 2, p. 2551, we see that (-co, q,,) c R - Sz = 
W - F for all w E fin. 
3.10 PROPOSITION. Let q be recurrent, and let &, = inf(i, 1 k E F} > q,,. If 
A E (-co, A,], then Eq. (l)w,n is disconjugate (w E 0). 
ProoJ Suppose 1 E R is large negative. By direct analysis of Eqs. (1 )w,n 
(w E a), we see that the sets Bi = {b:(o) 1 o E a} are near co E ip’(lR) 
(picturing co as the “top” of lP1(lF?), we see that Bi is to the right of 
fl x (00 }, and By is to the left). From 3.4, we see that, if ;1 E (-co, A,), then 
Bz is a closed subset of (P’(R) - (oo}. So we may define solutions u+ of 
VL,,l by dt) = exp(!?, b* ( w . s; A) ds) (o E 52). These are never zero, so 
(1LA is disconjugate for all o E ~2. 
It remains to consider Eqs. (l),,,k,l. By 3.6, b:(A)+ i*(w) as k T 1,. The 
set cls{[*(~) ( o E 0) is a compact subset of IpI - {co}. Also, for fixed 
u E -R, the set ((0 . t, [‘(w . t)) 1 t E R} is a trajectory of the flow (C,{,,, IR). 
Therefore, u*(t) = exp(J‘k [* ( w . s) ds) are non-zero solutions (perhaps coin- 
cident) of (1) which are never zero. This completes the proof. 
3.11 PROPOSITION. Let q be recurrent and non-constant, and let 
Q, = inf(j, Q(o) dp(w) 1 p is an invariant measure on JI} (2.3). Thus, ifq is 
a.p., then Q, is the usual mean value of q. Then (l),,, is oscillatory if 
A>Q,. 
ProoJ The result generalizes one of Coppel (6, Theorem 141. Using, for 
example, the Choquet representation theorem 131, one can show that there is 
an ergodic measure p on D such that Q,, = sn Q(w) dp(o). Now, the 
following alternative holds: either [b Q( o.s)ds-Q,t=R(w.t)-R(w)for 
some continuous R: LJ --$ R, or there is a residual subset R, c 52 such that, if 
oEQ,, then (Inn,,,, lirn,,, )jbQ(o.s)ds-Q,t=(c~,--ok). This is 
proved in 1191. The proof of 16, Theorem 141 may now be generalized 
directly to yield 3.10; we omit these details. 
3.12 Remark. Suppose q is nonconstant and recurrent. Then 3.10 and 
3.11 imply that A, < Qo. Barry Simon (private communication) shows that, 
if q is almost periodic, this result may sharpened, as follows. Normalize by 
letting Q, = 0, and let q, be the Fourier coefficients of q; then 1, < 
-En 14n12)1’2. 
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3.13 Discussion. Suppose q is periodic of period 1. It is well known that 
Eq. (l)n, has a unique periodic solution u,,(t), of period 1; U, is real. Every 
other solution ui(t) is unbounded. The angle between the vectors (no(t), 
U;(C)) and (u,(f), u;(t)) tends to zero as It] -+ co. 
It follows that the flow (C,, R) has a unique minimal subset M, and M is 
a l-cover of the base. Thus (M, R) is flow isomorphic to (0, R). If 
P E z;, - M, then the orbit through p tends to M as ] t I-+ co. 
It is of interest to consider the structure of (C,, R) if q is recurrent. 
According to 3.6 and the proof of 3.10, the bundle functions b* (w; A) 
generate minimal subsets M’ of C, as A T 1, ; MS and M are a.a. 
extensions of Q, and may or may not coincide. We claim that they do in fact 
coincide, and that M= Mt = MP is the only minimal subset of Zc,. In this 
respect, the flow on C, has behavior like that occurring in the periodic case. 
To prove that Mt = M-, we use [ 11, Theorem 6.4, p. 3351. Together with 
3.10, this implies that each Eq. (1),,,0 has a unique solution u,(f) such that, 
for any other solution v(t) f 0 one has u,(f)/v(t)- 0 as f + co. From the 
proof of 3.10, we also see that M+ and MP are bounded away from 
B x (03 ) c Z:,. This implies that, if x(f) = (u(f), u’(f)) is a solution of (2),,.,0 
determining an orbit in Mf or M -, then u has always the same sign, and 
tan-‘(u’(f)/u(f)) is uniformly bounded. 
From the above and 2.12(l), every Eq. (2),,,0 admits unbounded 
solutions. By 2.12(2), there is a residual f2, of o such that every solution 
x(t) of (2)w,,\0 satisfies (lim,,,, lim,,,) Ix(t)] = (co, 0). if M’ #M-, then 
these sets are bounded apart in C,. From this and what has gone before, one 
can show that, if o E .R,, then no U, with the necessary property exists. We 
conclude that M = Mf = M- is the only minimal subset of Z:,. 
One might ask whether M must be flow isomorphic to fi. This is in fact 
false. The example of Section 5 has the M-V property (2.15) when /z = & ; 
see Section 5. One can now use [ 11, Theorem 6.41 to see how bizarre 
solutions to this equation must be. 
We finish Section 3 with two more general facts about F (3.14 also 
follows from 1301 and 3.7). 
3.14 PROPOSITION. Let q be recurrenf. Then F is unbounded above. 
Proof: Let ,D be an invariant measure on 52. It may be shown that 
d2/df2 + Q defines a self-adjoint operator on L’(Q,,u), as follows. If 
f E C(Q), define (Lf)(w) = (d2/df2)f( cc) . f)l,,o + Q(o)f(o) whenever the 
derivative exists and is continuous in w; then close L. The fact that the set of 
functions f which are differentiable along orbits is dense in C(.f2) is proved in 
(151. 
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It is not hard to see that L is an unbounded operator. Hence its (operator- 
theoretic) spectrum is unbounded. Now suppose for contradiction that F is 
bounded above (we know it is bounded below by 3.9). Then (2)* has an 
exponential dichotomy for sufficiently large 1. We now apply a standard 
result in the theory of dichotomies ([23]; see also [5, Proposition 2.61): for 
every h E C(0, R’), there is a unique g E C(J2, R ‘) such that (dg/dt) 
(0 . ill + (A,&,, i) g(w) = h(w) (o E Q). Moreover, if ]] . ]] is the 
uniform norm, then there is a constant K,, independent of h, such that 
II Al GK, Ilhll. 
Now let f E C(a), and let h = (y ). The corresponding g is of the form 
(i,), where e’ is the derivative of e along orbits in Q. Thus e E L*(B, p) 
satisfies Le =fwith ]]e]]LZ(R) ,< K, ]if]lLZ(R). Hence A is in the resolvent of L. 
It follows that F is unbounded. 
3.15 THEOREM. Suppose q is recurrent and u.e. (i.e., (~2, R) is u.e.; see 
2.3). Then F has no isolated points. (See also 3.16.) 
ProoJ Suppose for contradiction that & E F is isolated in F. Let D c @ 
be a disc centered at 2, so that DCI F = (A,). Write D f? R - {A,} = 
(4 3 4) u &J 3 n21* 
Since q is u.e., the Sacker-Sell spectrum o(n) of Eqs. (2),,, consists of 
two points p(k) > 0 and -/3(n), if d E D - (A,} (2.9(3)). Also, /I is harmonic 
and bounded on the punctured disc. Then A,, is a removable singularity of /I. 
Let /I(&) be the limiting value; then /I(&) > 0. 
Now, for A E D, A # A,, the projective flow (C.a, R) admits exactly two 
minimal sets M* (3L) (2.17). These are clearly flow isomorphic to Q. Hence 
each supports exactly one ergodic measure; call these p:. Let Ji be the 
function of 2.11. Using 2.8 and the Birkhoff ergodic theorem [29], we must 
have I,,,*(,1) f1 dpi e @(ii). Now choose a real sequence II,, + Lo, 1, # ;i,. 
We may assume that the p;n converge in the usual weak sense. The limiting 
measures pz are invariant with respect to the flow (ZAO, R). From the 
preceding paragraph, Jr fA, d& = k&I,). 
From the last sentence, the Birkhoff ergodic theorem, and 2.11, we see 
that Eqs. (2LAo have the M-V property. By 2.12(5), there is a unique 
minimal subset M of C,O. By 3.4 and 3.6, M is an a.a. extension of fin. Hence 
there is a residual subset Q, c Q such that, if w E R,, then (i) 
Mn (o} x IPi is a singleton, and (ii) given E > 0, there is a 
neighborhood N(o) c R such that M n N(w) x Ip’(R) has diameter <E. We 
may further require that (iii) Mn {o} x Ipi # { 03 }. For, if (iii) were 
false on some subset Q, of 0 not of the first category, then it would be false 
on clsQ,, which contains an open subset U of a. But, by minimality, R is 
then a finite union UyT,U.ti, Hence M=((u,oo)(oEa}, but this is 
easily seen to be impossible. 
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Fix w E 0, temporarily. By easily proved properties of pointwise 
convergent sequences of continuous functions, there is an interval I, 
containing A,, such that, on Zw, b;(l) # co. Shrink D so that D f’~ iR c Iw. 
Let p,(t) be the function of 2.17 for Eq. (l),. By 2.17 and what has just 
been said, p, is constant on (A,, A,,) and (&, A,). Now, either p, is constant 
on (A,, A,) or it has a jump discontinuity at A,. In either case, A, @ S,*. But 
then, by 3.7, A0 & F. This contradiction completes the proof of 3.15. 
3.16 Remark. By 3.7 and 3.8, the essential spectrum of L, = d2/dt2 + 
Q(L(, . t) is the same (namely F) on L2(-co, 0) and L2(0, a,) (w E Q). It is 
well-known that we may now conclude that F = the spectrum o(L,) viewed 
as an operator on L’(R). [Proof. By 151, a(L,)cF (w ER). Suppose 
&E F, 1, Ea(L,) for some w E a. By [ 3 11, some (2)w0 has a non-zero 
bounded solution. By 137 1, A,, E a@,,,). Using 14, Chap. 9, Sect. 5 ] and 
arguing as in 3.7, we see that 1, E a(L,) for all w E a.] One this is known, 
we can use /30, Theorem 21 to conclude that F has no isolated points even if 
(0, R) is not u.e. We have included 3.15 and its proof as an illustration of 
technique. 
4. SOME SPECULATION 
We now put more restrictions on q, and prove more detailed results about 
F and the structure of solutions to Eqs. (l),,A when 1 E F. 
4.1 THEOREM. Fix A E 6. Suppose q is recurrent and u.e. Then 
Ew W,,, are Liapunov regular for all w E R if and only if the equations 
do not have the M-V property. 
This is a corollary of results of Coppel ([ 71; see 2.15). 
4.2 THEOREM. Suppose q is recurrent and u.e., and suppose Eq. (2)-..\ is 
Liapunov regular for each w E l2 and A E C. Let A, E F. Then, for any open 
interval I containing il,, the set In F has positive logarithmic capacity. 
ProoJ Supposing that the hypotheses are true and the conclusion false, 
let D be a disc with center A, such that F n D has zero logarithmic capacity. 
Let A E D N F. The Sacker-Sell spectrum u(n) of Eq. (2),,, is {-/?(A), /?(A)}, 
where /I is harmonic, positive, and bounded on D. Hence it has a positive 
harmonic extension to all of D. Using ergodic measures on C as in the proof 
of 3.15, we see that, if 1 E F, then Eqs. (2),,, have the M-V property. This 
contradicts our assumption and 4.1. 
To obtain further results on the structure of F, we introduce the following 
condition. 
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4.3 Conditions C* (ii). Let & E iR. Let d, be a metric on a, and let d, 
be a metric on the 2-sphere P’(C). Say that condition Cm(&) is satisfied if 
there is a continuous fi [O, co) -+ [0, co) with f(0) = 0 such that, if 1, + 1, 
with Im 1, > 0, then d,(b;(A,), b;&)) <f(d,(o, 0’)) for all 1,. Thus the 
sections s n : w + b;(A,) do not “corrugate” too much as n + cc. Define 
condition C’(n) analogously; i.e., replace b; by b,‘, in the above. 
4.4 Remarks. (1) Note that conditions C* (/2) are satisfied if 2 @ F. 
Also, if q is periodic, the conditions are satisfied for all A E m. 
(2) Observe that, if /1,+ /1,, and if b;(A,) converges, then so does 
b;.,(&,) (cc) E a, t E IR). Similarly for bz. 
(3) Condition C-(1,) simply states that, if A, + & with Im 1, > 0, 
then the collection {s,}?: I of sections s, : w + b; (1,) is equicontinuous. 
Combining this with Remark (2) just above, we have the following 
statement: suppose ?,,, --t /1, with Im A, > 0, and suppose b;(A,,) converges in 
P’(R) for some ~0~ E R. Then b;(A,,) converges for all w E 0, say, to s(w); 
moreover, s is continuous, and the set {(w, s(w)) 1 cc) E 0) = M c C is 
invariant, and flow isomorphic to Q via the projection 71: Z + D: (0, (D) + LC). 
Hence M is minimal. Also, if (Q, IR) is u.e., then so is M, and the unique 
invariant measure p on M is clearly ergodic with respect to the flow 
G,, 3 Fb 1. 
4.5 PROPOSITION. Suppose q is recurrent and u.e. Let ,a,, be the unique 
invariant measure on R (2.3). Let I c m be an open interval, and suppose 
condition C-(A) holds for each A E I. Then Eqs. (2),,,1 do not have the M-V 
property (A E I). 
It will be clear from the proof that C-(1) may be replaced by C’(n). 
Proof: Suppose. for contradiction that, for some A, E 1, Eqs. (2),,,0 have 
the M-V property. Let A, + 1, Im A,, > 0. Fix w0 E a. We may assume that 
b;@,) converges in IpI( Then, as noted in 4.4(3), the limit 
lim,,, b;(A,,) = s(o) exists for all w E Q, and M = (0, s(o)) ) w E 0) c Z 
is minimal with a unique invariant measure p. Moreover, p is ergodic with 
respect to (ZlO, iR). 
Now use 2.12(5) to see that I,w f& dp = @, where /I # 0 (f& is defined 
in 2.11). Suppose it is +/I. Since M is u.e., we see that every Eq. (2),,,c1 
admits a solution &At) such that lim ,,,+,(W> In IIx,(t)ll = 
lim,+,(l/t) Sb fl,( w . u)) du = s, fA, dp =/I. The follows from the fact that, 
for any u.e. flow (M, IR) and any continuous f: M+ iR, one has 
lim ,(,+,( I/t) J”k f (m . s) ds = I,w f dp for all m E M. Moreover, we have now 
contradicted 2.12(2). This completes the proof of 4.5. 
4.6 COROLLARY. If q is recurrent and u.e., and if condition C-(A) holds 
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for all A in an interval I, then F (7 I has positive logarithmic capacity 
whenever F n I # 0. 
ProoJ: Combine 4.1, 4.2, and 4.5. 
4.7 THEOREM. Suppose q is recurrent and u.e., and let p0 be the unique 
invariant measure on fk Let I c R be an open interval such that In F # 4, 
and suppose condition C-(A) holds for each A E I. Let B = {A E I 1 all 
solutions of all Eqs. (2),,, are bounded] c F. Then B has positive 
logarithmic capacity, and is dense in In F. 
Again, C-(n) may be replaced by C’(1). 
ProoJ: Note first that the logarithmic capacity of B is well-defined, since 
B = lJF=, {L E F 1 for all w E Q, every non-zero solution x(t) of (2),,, 
satisfies Ix(t)i/lx(O)i < } . n is a countable union of closed sets. 
We will prove that B has positive logarithmic capacity. The proof of 
density requires no new ideas, and hence is omitted. 
Fix & E (Zn F) - B. We claim that there exists w0 E 52 and a disc D with 
center & such that b;JA) is uniformly bounded away from co E P’(C) on 
the upper half DU = (1 E D 1 Im 1 > 0) of D. For, suppose not. Then, given 
o E Q, there is a sequence 1, + L,, such that Im A,, > 0 and b;(A,) + co. But 
then, by 4.4(3), there is a minimal subset M, of E, such that (w, co) E M,. 
Now, by 2.12(3) and our assumption that & E - B, we see that 
z, = R x P’(lR) contains at most two minimal subsets. It follows quickly 
that the set Q x (co} c C, must be minimal, in particular invariant. 
However, this is clearly impossible. Hence we can find w,, and D as 
indicated. 
Now, let A, E (Zn D) - B. We claim that Im b;&A) --) 0 as L + AI, 
13. E D”. The is certainly true if 1, E R - F. If 1, E F, then ,?Y (not just C,.) 
contains at most two minimal sets (see 2.13(l)); such minimal sets are 
subsets of ,?Y,.. Using 4.4(3), we see that, if L, E D” and A,, -+ A,, then bJA,,) 
has all its limit points in lP’(iR). By boundedness, Im b,,,(A,) -+ 0. This 
proves the claim. 
Since a set of capacity zero has measure zero, we may use standard results 
concerning the boundary behavior of bounded holomorphic functions [ 91 to 
conclude that bJA) extends holomorphically through the interval D nr, 
with Im 6,&A) = 0 on D n I. But then the function p,,(t) of 2.17 is iden- 
tically zero on D n I, so by 3.7, A,, E - F. This is a contradiction; the proof 
is complete. 
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5. AN M-V TYPE HILL EQUATION 
We will construct an almost periodic Hill equation with the M-V property 
(2.14). The ideas and techniques used are those of MillionSGkov ]24]. We 
have several reasons for giving full details of the construction here. One is 
the importance of such examples. Another is the fact that we prefer to make 
minor alterations in Millionscikov’s argument. A third is that the 
construction of a Hill equation with the M-V property requires a little extra 
care. 
Let q(t) be an a.p. function. In this section, we replace q by -q in Eq. (2); 
thus we consider the equation 
x’= (,ltt, :, )x=A(t)x (XaR2). 
Introduce polar coordinates (r, 8) in R2; the @equation is then 
4 = 1 + s(t) cos 2e + 40) - 1 
2 2 * 
(4) 
(5) 
Fix 6=2-l’ = l/1024 for the rest of the section. Let q*(f) = 1 
(-03 < t < co; the reason for the subscript 8 will become apparent). Let 
(4),, (5)* refer to Eqs. (4), (5) with q8 in place of q. [We will construct 
functions q, (n >, 8); (4), and (5), will have analogous meanings.] Choose 
7’, so large that (4J has a solution x(t) = (r(t) cos e(t), r(t) sin 0(t)) with 
r(0) = 1, -rc/4 < e(O) < 7r/4 + J/2, 7r/4 - J/2 < 8(T,) < z/4, and In r(T,) > 
2/3(T8 + 2). Then, let q,(t) be periodic of period T, = T, + 7t/2 - 6, with 
s,(t) = q*(t), O<t< T,j, 
= -1, T, < t < T9. 
5.1 We claim that Eq. (4), has exactly two solutions, 
x:(t) = (r:(t) cos 89(t), r:(t) sin e;(t)) (i = 1, 2), with -7c/4 < e;(O) = @(T,) < 
B;(T,) = B;(O) < n/4. To see this, define f: ]-7c/4, z/4 ] + [ 0, r/2 ]: 
e-, B(T,) - I!?, where e(t) is the solution to (5), with 8(O) = f?. Then 
.&(-n/4) =-f&/4) = 0, an d max f,(e) > 7r/2 - 6. So the straight line g,(B) = 
7r/2 - 6 intersects the graph off, in at least two points. These points are 
periodic points of Eq. (5), , with period T,. There are at most two points of 
intersection, because otherwise all solutions of (5)9 would be periodic (since 
a linear isomorphism of R2 which fixes three directions is a multiple of the 
identity). Take e;(O) < 0”,(O) to be the 8-ccordinates of the points where 
graph (f,) and graph (f,) intersect. Observe that we have also proved that 
-n/4 < e:(O) < -7714 + 6, and that In r,(T,) > 2/3T,. 
We can now prove 
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5.2 PROPOSITION. There is a continuous, periodic function q,o(t), with 
period T,, = T,, satisfying lq,,,(t)l ,< I for all t E R, such that (4),,, has two 
solutions, x:‘(t) and x:“(t), with the following properties (r:“(t), of’(t) are of 
course the polar coordinates of x,!“(t) (i = 1, 2)): 
-n/4 < e;“(t) < 7r/4 (t E RI; (6),0 
-n/4 < O;“(O) = 8:‘(T,,) < 8;‘(O) = &‘(T,,) < 0;“(O) + 2-l’; (7),,, 
r;‘(O) = 1 = r:‘(O); In r;‘(T,,) < -2/3T,,; @ho 
If T,, - 6 < t < T,,, then -n/4 < e:“(t) < O:“(t) < --n/4 + 26. (9),, 
Proof: Begin with system (4)9; write A,(t) for the matrix on the right- 
hand side. Since trace A,(t) = 0, we must have In ry(T,) < -2/3 . T, 
(notation as in 5.1). By 5.1, conditions (6)-(9) holds if 9 replaces 10 
everywhere. Now, perturb q9 slightly in the local L’ sense so as to obtain a 
continuous, T9 = T,, periodic function q,. with Iqlo(t)l < 1 and solutions x1” 
and xi” as above; the Sacker-Sell perturbation theorem [33 1, for example, 
ensures that this can be done. The proof is completed. 
Suppose now that, for some integer n > 10, we have found a function 
q,,(t), of period T,, = an integer multiple of T,,, such that 
n-10 
Iq,(t)l,< 1 + 3 x 2-j 
i- 
\“’ 2-.i=o , 
.i- ’ .i- 1 1 
(lo),, 
and such that (4), has two solutions, x;(t) and x;(t), satisfying (6),,-(9),, 
(obtained by replacing 10 by n; we do not replace 6 by 2-” in (9),,, 
however). We will construct a function q,+ , (t), satisfying (lo),, , , of period 
T ni I = integer . T,,, such that (4),+, admits solutions x;“(t), x:“(t) 
satisfying (6), + ,-(9),, , . In addition, we will have 
O<q,(t)-qn+,(t)<3/2. 2-“+I0 (t E RI, (ll)n+ I 
e;(o) < e:+‘(o) < e;+‘(o) < e;(o). (12),,+ I 
Begin by letting T,,, , be any positive integer multiple of T,,. Let A > 0, 
and let Y,,+ ,(t) be a positive function supported on [T, + , - 6, T,,, , ] such 
that /Y,,+ ,(t)l < 3/2 . A . 2” for all t. The quantities A, Y”+, , T,,, , will be 
more precisely specified later. Let q,,+ ,(t) = q,(t) - Y,,+ ,(t) (0 ,< t ,< T,,, ,). 
Using (lo), , and applying Gronwall’s inequality, we obtain 
I B,(t) - 8,+ ,(t)l < 3/2A e@ < 1.5 1A (O<t,<T,r+,), (13),+, 
whenever e,(t) satisfies (5), , 8, + ,(t) satisfies (5), + , , and 8,(O) = 8, + , (0). 
Next, let a, = By(O), b, = Q(O), and A, = b, - a, < 2-“. By (8),, any 
solution x(t) = (r(t) cos B(t), r(t) sin f?(t)) of (4), with a, < e(O) < b, has the 
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property that lim,,, 8(k . T,,) = b,. Define fi=-u, + d,/lO, and choose 
T ntl = integer . T, such that if x(0) = (cos 0, sin 8) and x(t) satisfies (4),, 
then 8(T,, ,) > 6, -d,/lO, and In r(T,,+ ,) > 2/3T,,+, + 500: 
Define f, : [a,, b,] + [0, d,] by f,(0,) = e(T,+ ,) - 8,, where 0(t) satisfies 
(5), with 0(O) = B,. Then f,(a,) =f,(b,) = 0, and max f,, >f,(B) > 44,,/5. 
The point s will be referred to again. 
Now let y,,+ , : [O, T,, ,I + [ 0, co) be any continuous function, supported 
on IT,,,, -6, Tnt,], such that v,+,(t)<3/2 .A,,. 2’“<3/2+ 2m”1’o (see 
(7),), and satisfying {inJ, y,+,(s) ds = 4/3A,,. Let q,,+,(t) = qn(t) - y,,+ ,(t) 
(0 < t < T,,, ,), and extend qnt , to R by T,,+ ,-periodicity. Let 8, E (a,,, b,,), 
and let 0,(t), 8,,,(t) be the solution of (5),, (5),, , with e,(O) = 8, = 
8, f ,(O). Clearly f?,(t) > 8,+ ,(t) for all t E [0, T,, + ,] (because of (6),). We 
have 
en(Tn+ I) - et,+ (Tn+ 1) = 1’7” 
.‘“+,-a 
’ +:“@) [COS 2e,(f) - COS ze,,, ,(t) 1 dt 
.‘,,+I 
+I ~ 
Y,+ ,(t> cos 2e 
2 n+ do dt + 2/34,,. Tn .,--a 
Using (lo), and (13),+,, we see that the first term on the right equals 
a(0,) A,,, where Ia(tY,)l ,< 6.046 < .007. Using (9), and (13),+, , we see that 
the second term equals P(e,) A,, where I/?(e,)l < (16/3)6 < (16/3)6 < .006. 
Hence, if 8, E (a,,, b,), then the function g,(B,) = fl,(T,+,) - 8,+ ,(T,,+ ,) 
satisfies .65A, < g,(e,) < .68A,. 
Compare the graphs off, and g,. These must cross in at least two points, 
because f,(g) > 4/5A,. They cross in at most two points, because otherwise 
all solutions of (5),, , would be T,,, ,-p eriodic, contradicting f,(e) # g,,(g). 
Let 8:’ ‘(0) < By+ ‘(0) be those values of 0 for whichf, = g,. Let x;’ ‘(t) be 
the solution of (4),+, with x;+'(O) = (COS e;+,(O), sin 8;+‘(O)) (i = 1, 2). 
It is easily seen that (6),+, , (7),,+, , and (9),+ ,-( 12),, + , hold. By 
construction, In r;’ ‘(T,, ,) > 2/3T, + , , and it follows that (8), + , also holds. 
Now let q(t) = lim,,, q,(t), the limit being uniform on IR. Then q is limit 
periodic. Applying the Sacker-Se11 perturbation theorem as in (33, 
Theorem 91, we have 
5.3 THEOREM. With q us above, system (4) has the M-V property. 
Let us now discuss certain properties of this example. 
5.4 PROPOSITION. Let F be the spectrum of (4) with q(t) us above. Then 
A = 0 is the leftmost point of F. 
ProoJ For n > 10, consider the Hill equation y” + (A - q,(t))y = 0, with 
q,,(t) as above. By construction, each such equation is disconjugate (has a 
SOSi46’2 3 
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solution which is nowhere zero). By well-known properties of the periodic 
Hill equation, we see that A, = inf F, > 0, where F, is the spectrum of 
y” + (A - q,(t))y = 0. Let p,(t) (n > 10) be the spectral function (2.17) for 
this problem; then p,(t) E 0 for -co < t < A,,. Since the q, converge 
uniformly, it follows from 14, p. 2341 that the p, are bounded on finite 
intervals; hence we may assume that (p,} converges pointwise. Using 14, 
p. 2591, we see that (after modifying the limit function so as to make it right- 
continuous) the limit p(t) is the spectral function for the equation 
y” + (L - q@))y = 0. Then p(t) = 0 (-co < t < 0). By 3.14, we have that 
(-co, 0) c C-F. Since 0 E F, the proof is completed. 
5.5 Discussion. We can resolve the conjecture of Marcus and Moore 
1221. Consider the two-parameter problem (*) y” + (A - bq(t))y = 0 
(A, b E G!). The domain of disconjugacy D in the real (A, b)-plane is convex 
[ 22, Theorem 11. By 3.10, 5.4, and the just-quoted result, we see that 
(A = 0, b = 1) is on the boundary of D. 
Marcus and Moore conjecture that an equation (*) with (A, b) on the 
boundary of D admits a solution y(t) with y’(t)/y(t) almost periodic. There is 
no such solution for our example. For, if there were, it would define in the 
obvious way an a.p. minimal subset M, of C,. However by 3.12, there is 
only one minimal subset M of Z,.. The analysis of [ 171 (or direct reasoning 
based on 2.12(5) and 3.6) shows that A4 is an a.a., non-a.p. extension of a. 
In fact, let q(t) be an arbitrary almost periodic function. Define a function 
f(t) to be almost automorphic if its hull is an a.a. extension of some a.p. 
minimal set [ 381. Using the analysis of 3.13 we have 
5.6 THEOREM. Let (n, 6) be on the boundary of the disconjugacy domain 
D of y” + (A - bq(t))y = 0. Then this equation admits a solution y(t) such 
that y’(t)/y(t) is almost automorphic. 
6. ALGEBRAIC GEOMETRY 
We now assume that F is a finite union of intervals, and in addition place 
conditions on b* which are stronger than those considered in Section 4.4 
(6.2). We show that, if the assumptions of 6.2 hold, then the classical theory 
of Riemann surfaces enter the picture in a natural way. We show that the 
function q is closely related to a certain abelian function. 
These ideas have been discussed previously ([S, 27, 281 for periodic q; [ 81 
for almost periodic q). This section should be compared with 18, Chap. 21. 
Our 6.2 is considerably weaker then the assumption of “correct analytic 
properties.” In particular, we do not assume a priori that q is a.p. (see 6.1) 
and we prove the existence of Bloch functions. 
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6.1 As usual, we assume q is minimal. 
6.2 Assumptions, Notation. (1) Let the spectrum F be a finite union of 
intervals: F = Uf=, Fi. Write Fi = cls[&,, &+ ,), where A,,, , = co 
(O<i<g).Thus-co<&<A,<...<II,,<co. 
(2) For each w E fl and each open interval int Fi, suppose that the 
function 2 --$ b:(A) extends meromorphically from D” to D, where D is any 
disc with diameter contained in int Fj and D” = (1 E D 1 Im 1 > 0) 
(0 < i < g). Let ~7; denote the extension of b: (w E Q). 
(3) Let D be a disc as in (2) above. For each ,J E D with Im 2 < 0, 
assume that w + cp:(l) is a Bore1 measurable function. 
6.3 Remarks. (1) It may well be that Assumption 6.2(3) follows from 
6.2(2). 
(2) Note that we do not assume that the holomorphic extension 
o, = 6, on the lower half of D. In fact, we will see that q, = b,: on the 
lower half of D. Similarly for b;. 
(3) We make no assumption on the behavior of b: at the endpoints of 
the intervals Fi. 
6.4 LEMMA. Let Fi be an interval in F, and let D be an open disc with 
diameter contained in Fi. Let cp: be the meromorphic extension of b: from 
the upper half D” of D to all of D (w E Q). Then p;(n) = b,:(A) and (0: = 
b;(1) if Im 1 < 0. 
Proof: For fixed w E 0, consider the fundamental matrix solution 
@,(t, 1) of Eq. (2),,, (A E D). For each A E D and t E R , it induces a linear 
fractional transformation t, of S2; the coefficients of t,t are holomorphic 
functions of 1. Observe that, for 1 E D”, we have tl(b: (A)) = b;.,(J). The 
map A + tA(cp:(,l)) is meromorphic on D, and agrees with bz., on D”; hence 
tl(qz(l)) = q:.,(n) (1 E D, t E R). This means that the sets 
s: = {(w ul$@>) I CJJ E fil are invariant under the flow (C,, IR) for each 
2 E D. By 2.2 and 6.2(3), either p;(A) = b;(k) or q;(n) = b:(A) whenever 
Im J. < 0 (A E D, o E Q). (This is the only time will use 6.2(3).) If the first 
possibility holds, then y:(n) = b:(A); if the second holds, then pz (1) = b,(I) 
(w E 0, A E D, Im ,? < 0). 
Suppose for contradiction that p; (1) = k;(A) whenever Im 2 # 0 (o E Q). 
Using 2.17, it is easy to check that b,(1) = b,(A) whenever Im 1# 0. It 
follows that, if 1 E D n R, then either Im q;(A) = 0. By a now-familiar 
argument (see the proofs of 3.15 and 4.7), we can find a disc D, c D and an 
w,, E fi such that, if A,, E D, n R and A -+ 1, (1 E Dy), then Im rp,(A) + 0 
boundedly. Letting p,(t) be as in 2.17, we see that p,,(t) is constant on 
D,nIE 14, Theorem 3.l(iv), p.2321. By 3.7, FnD,nR=0, a 
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contradiction. We conclude that q;(k) = 6:(A) if Im ,? < 0, and that 
q:(l) = b;(l) if Im /z < 0 (0 E a). 
6.5 Remarks. (1) As noted in the proof of 6.4, b;(I) = b;(A) 
whenever Im A # 0; also, 6:(I) = b:(A) if Im A# 0 (w E a). 
(2) Using 2.17 and a basic fact about equation of limit-point type [ 4. 
p. 2291, we also have 
Im 6;(l) > 0 if Im 1 > 0; Im b,i,(ll) < 0 if Im A > 0; 
Imb;(13)<OifImA<O; Im 6:(l) > 0 if Im 1 < 0. 
6.6 LEMMA. Let Fi, D, and q: be as in 6.4 (w E Q). 
(1) q: are holomorphic in D; i.e., they have no poles there (w E Q). 
(2) Im q;(A) > 0 and Im (o:(n) < Ofor all A E D (o E Q). 
(3) q;(l) = q:(A) (A E D, w E Q); in particular, q,(l) = q,‘,(A) if 
AEF;. 
Proof (1) (2), and (3). Suppose, for example, that CP,~ has a pole at 
A’ E D. By 6.5(2), 1’ E Fi. Let L be the linear fractional transformation 
1-C’. Then L oq, is zero at A’ and has negative imaginary part elsewhere 
in some disc centered at 2’ (6.5(2)). This is impossible. One also uses 6..5(2). 
and 6.5(l), to prove (2) and (3). 
6.7 PROPOSITION. Let 1’ be an endpoint of some Fi. Then for any open 
disc D with center 1’ such that D ~7 F c Fi, the functions q; are branches of 
a double-valued, meromorphic function on D with branch point A’ (w E Q). 
Proof: Fix o E Q. By 2.9(3), both b: and b; are meromorphic on 
C - F. Therefore, 6.4 and 6.6(l) imply that, on D - (A’), the two functions 
b; define a double-valued, meromorphic function B,. To show that A’ is a 
branch point of B,, we must show that lim,,,, b:(A) and lim,,.,,, b,((A) 
exist and are equal (here we extend bz to (D fY Fi) - (1’ ) by setting 
b; = p;; recall that the 6: are only defined on C -F (2.16)). 
By 6.5(2) and 6.6(2), b:(A) and b;(A) are real or infinite if and only if 
;1 E m - F. By 3.4 and 3.6, b:(A) and b;(A) approach definite limits if 
A--$ ;1’ in (D n IR) - F. Perhaps by shrinking D, and writing A - 1’ = p2 for 
1 E D, we see that B,@) is meromorphic on a punctured disc in the p-plane, 
and omits infinitely many (real) values there. Hence p = 0 is a removable 
singularity or a pole, by the big Picard theorem. This completes the proof. 
6.8 Discussion. Recall that F = lJf=, Fi, where Fi = cls[A,,, il,i+ ,) 
(0 < i < g) and &+ i = co. (By 3.9, & > infq(t).) Form the Riemann 
surface R of y2 = -nffo (A - Ai) = I(n) by cutting two copies of S2 (an 
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“upper” copy, and a “lower”) along the Fj and identifying as usual. Then R 
is ramified at A”,..., &, 00. Let t: IR --$ S2 be the canonical projection. We 
view m as a meromorphic function on R by taking it to have positive real 
part on (the complement of F in) the upper sheet. For w E Q, define a single- 
valued function B, on R - (co ), as follows. Let B, = bz on the complement 
of F in the upper sheet, let B, = b; on the complement of F in the lower 
sheet, and extend B, to r-‘(F) using the functions (oz and 6.7 (see 6.2(2) 
and 6.4). Then B, is meromorphic on R - {co}. From Eq. (3) (see 2.16), B, 
satisfies a Riccati equation (d/dr) B,,,(p) - B:.,(p) = - A - Q(u . t), where 
/z = r(p). 
6.9 More Discussion. Fix u E n. Let us show that B,,: R --f S2 has a 
simple pole at co. By direct analysis of Eq. (l),.,l we see that, as J --$ -co 
along the real axis, b:(A) - fl, b,(A) - -6. Let D, be a disc in C 
with center 0 and radius much larger than max( 1,&l, /1,,1}. Using 6.5(2) and 
6.6(2), we see that B, omits infinitely many real values in the complement of 
SC’(D,) c R. So B,O has a pole at co. From the asymptotic form of b:, this 
pole is simple. Note that the first term of the Laurent expansion of B,, at co 
is independent of w: if p = I/\r- for 1 near co then Bo@) = I/p + . . . . 
We now use the ideas of [ 8, 271 to analyse Q when 6.1 and 6.2 hold. We 
begin by considering the poles and zeroes of B,, (w E Q). 
6.10 PROPOSITION. Let w E D. Then B, has a simple pole at 00, and 
one and only one pole in each loop r ’ [A,;-, . Iz,; ] c R (1 < i < g). These 
poles are simple, and are the only poles of Bo. Similarly, B,, has one and 
only one zero in each of the loops 5. ‘(-a~,&,] and s~‘[;l~~ ,,AZil 
(1 < i < g); these zeroes are simple, and are the only zeroes of B,. 
Proof: We view nl’(q?)=IHU{co=-co) as a great circle in 
Ic)‘(K:) = S2 in the obvious way. Let J be one of the intervals (-00, A,,], 
11,; , , Azi] (1 < i < g). From 3.4, 6.7, and 6.9, we see that B, has a unique 
pole in r-‘(J) (unless J = (-co, A,,), in which case there is a pole at a), and 
a unique zero in 5 ‘(J). 
Let us show that the pole p,, E r-‘(J) is simple. If pO E r ‘(int J), this 
follows from the solution to 14, Problem 9, p. 2571. If p. is a ramification 
point of R, let u, = r(po), and parametrize a small neighborhood H of p,, by 
p =$ - 00, where A= r(p) for p E N. We assume p ranges over a small 
disc D centered at 0 E c, and that p@) is in the upper sheet of R when 
Rep > 0. 
Assume for the sake of argument that crO is the left endpoint of J. By 
6..5(2), we see that Bw@) is in the lower half-plane if 0 < argp < rr, and in 
the upper half-plane if rr < arg p < 27~. This implies that p,, is simple. One 
argues similarly if o. is the right endoint of J. 
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The zeroes of B, are treated similarly. 
Let us now label the non-infinite poles of B, by P,(o),..., P,(o) (o E Q). 
Let a be the canonical involution of R (the map which interchanges sheets). 
6.11 PROPOSITION. Fix w E 0. Let B; = B, o a (thus B; = b; on the 
upper sheet of R, and B: = bz on the lower sheet). Let B,* = B, - B:. Then 
B:(P) = ‘(-l)gm/[/rnf= 1 [A - r(Pi(W)>] (A = T(P), P E R). If g = 0, 
define the product in the denominator to be 1. 
Proof: If g = 0, then B,* has a pole at co and a zero at pO = 7- ‘(A,,) (6.7) 
and 6.10), and no other poles and zeroes. The formula then holds because 
B* and21both-Gas&-m. 
Suppose that g # 0, and that no Pi(w) is an endpoint of the corresponding 
Ji = [AZiP,, Ari] (1 < i < g,; recall w is fixed). Then Bz has a simple pole at 
co, and simple poles at both points of R lying above 7(Pi(w)) (1 < i < g); 
moreover, it has simple zeroes at the ramification points rP ‘(A,),..., r ‘(A,,), 
and only at these points (2.16, 6.4, and 6.7). Therefore B,* = const . 
~~~~=~(~~~~r(Pi(w))], and the behavior near co shows that 
If P,(w) is an endpoint of J, for some 1 < t < g, then for sufficiently small 
t # 0. Pi(w . t) is not an endpoint of Ji (1 < i < g). For, let A, = r(P,(w)). If 
the above statement is false, then there is a sequence t, + 0, t, # 0, and a 
non-zero solution y(t) of Eq. (l)w,Ar such that y(t,) = 0 for all s. But then 
y(t) = 0, a contradiction. So, the proof will be completed once we have 
proved the following lemma. 
6.12 LEMMA. Define B: Q x R + S2: (w, p) + B,(p). Then B is jointI) 
continuous, and hence w + Pi(o) is continuous (1 < i < g). 
ProoJ: By 2.16, the statement of the lemma holds whenever 
7(p) E C - F. Suppose that A’ = r(p') E int F, and some for the sake of 
argument that j’ is on the upper edge of some cut Fi. Then we must show 
that, if W, + w and in -+ A’, then cpL”(A,) + cp:(A’), in the notation of 6.2-6.4. 
Observe that q:(A,) + qL(A’) whenever A, + A’ (o E Q). Let w0 be a 
continuity point of w + rpz(A’). By standard properties of convergent 
sequence of continuous functions, we can, given E > 0, find a neighborhood 
V of w0 and a disc D centered at A’ such that dist[rp:(A), pz,(A’)] < E for all 
o E V, A E D. Since cp&(A’) is finite (6.6(2)), we can use the compactness of 
a bounded family of holomorphic functions to obtain the desired statement 
about B. 
If p’ is on the lower edge of Fi, the argument is the same. If p’ is a 
ramification point, we must use a parameter p = dm near p’, and 
compose with a linear fractional transformation if BuO(p’) = 03. If p = CO, 
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we use the fact that, on some neighborhood N of p, B(w, .) omits the value 
zero for all r0 E a. 
We now use ideas of [8,27] to show that q is defined by an abelian 
function, and that it is quasi-periodic with no more than g basic frequencies. 
6.13 Let N be a neighborhood of co in R containing no other 
ramification points. Parametrize N by p, where p* = l/-I and Rep > 0 is 
mapped to the top sheet of R. Fix o E R. We have B(w, p) = II,@) = l/p + 
CpY0 B,(o)p”. From the Riccati equation (dB/df)(cc, . t, p), ,, is 
meromorphic on R, and it is holomorphic on N. Hence (dB/dt)(o . t. p)l, 0 
has a Taylor expansion at co. Using the Riccati equation, the Cauchy 
integral formula, and 6.12, we see that the Laurent expansion of B(w . t, .) at 
co may be differentiated term-by-term with respect to t, and that 
(dB/dt)(w . t, ~)l~=,~ = X:=0 (dB,/dt)(w . t)it m0 p”. Again using the Riccati 
equation, we have B,(o) = 0, B,(w) = - iQ(o) (o E Sz). (When we have 
proved that Q is infinitely differentiable in t, more formulas follow; these are 
related to the Hamiltonian formalism for the KdV equation. See [ 8, 27 I,) 
We now use 6.11. Since Bz = B, - B, o u, we see that Q(o) = -B,*(w), 
where B:(o) is the coefficient of p in the Laurent expansion of B,: at co. 
From this, we have [ 8, 27 1: 
6.14 PROPOSITION. Q(w) = - C;fo Izi + 2 Cf=, Pi(o) (w E Q). 
6.15 The function on the right-hand side of 6.14 is symmetric and 
rational in P , ,..., Pg. It is therefore natural to introduce the Jacobi variety 
J(R), and “the” Abel map A taking the gth symmetric power R’g” of R to 
J(R) [8,27,36]. Following [8,271, let (rk=lkm’dA/m(l<k<g); then 
the ak form a basis for the differentials of the first kind on R. Define closed 
curves a,, bi (1 < i < g) on R as follows. Let ai = r-’ [Azim,, ,Izil, oriented so 
that A increases on the top sheet of R, and traversed once. Choose closed 
curves b; so that the intersection numbers satisfy a, 0 aj = bj 0 bi = 0, 
a, 0 bj = 6, (1 < i, j ,< g). The the a,, bi form a homology basis for R. Define 
constant linear combinations 4j = Ci _, Mjkak of the ak SO that .J‘ui~i = dii 
(1 < i, j < g). Let L be the lattice in C” generated by vectors of the form 
(V I ,..., q,), where vj = j pj and the integral is over one of the ai, b,. Define 
J(R) = CR/L, and define A: R(“) --t J(R): 
fZ;= 1 J?: P,> c J(R). 
A(p, ,..., p,) = (Ci=, j-f’,~p ,,..., 
We take (ri} = r~‘(&~,}. Also, let LRe= 
, ,..., II,) 1 qj is obtained by integrating ej over one of the ai 
(1 ,< i, j Q g)) c iR” c CR be the “real part” of L, and let TR = R/L,, . Then 
TX is the standard real g-torus, and A defines a real analytic diffeomorphism 
of a, x ... x a, onto TR. 
6.16 Fix o E fil We claim that, under the Abel map A, the set of unor- 
dered tuples ( {P,(w . t),..., P,(o . t) 1 t E IR} is mapped onto a straight line in 
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J(R) 18, 271. To see this, define “Bloch functions” !P(w, t,~) as follows: 
(o E 0, t E iR, p E R). If p # co and B,(p) is finite, let Z(t) be the solution 
to (lh.,l such that Z(0) = 1 and Z(0) = B,(p), and let Y(w, 1; p) = Z(t). If 
B,(p) = co, let ul(w, t; p) = co. It is clear that Y(w, t; .) has poles at 
Pl(O),...l P,(o), and has zeroes at P,(o . t,..., P&w . t). There are no other 
poles and zeroes (6.5(2); so far, p # co). 
We claim that these poles and zeroes are simple. To see this, fix w E n 
and LEG with Im;l#O. Let t~‘(A)=(p+,p-}, and let q*(t)= 
Y(w, t; p * ). Then q f (t) = exp J‘b b * (w . s, 1) ds. The Wronskian of q + (t) 
and r] - (t) is independent of t, and equals b:(l) - b;(l) = Bz(p’ ). Hence 
rl + (f)V - (f) = JJfr 1 (I - pi( Q . t))/flf , (A - P;(w)) [8, 271. Since the 
function on the right has simple poles and zeroes, so does Y(w, t; .). 
Now, Y(w, t; .) has an essential singularity at co. However, in a small 
neighborhood N of co, we have u’(o, t; p) = exp .I‘:, (B,,,(p) ds (p E N - 
(co}). Hence log Y is meromorphic on N, with a pole at co. Writing 
p2 = - l/1 as before, we see that log !P= (l/p) . t + ... in N (we repeat that 
w and t are fixed). 
The differential p = d log Y may now be defined at all points of R. It has 
properties (at(d) listed on p. 96 of 18 1, with the exception that 
p- (-t/p2)dp near co. In particular, (d) holds. Applying the argument of 
18, p. 97 1 (with trivial changes), we see that A maps ((P,(w . t),..., P,(w t)} 1 
t E ri) onto a rectilinear winding in J(R). Hence s(t) is quasi-periodic (6.14). 
From (8, p. 97 1, we obtain the following statement. 
6.17 Remark. The module of frequencies of q is completely determined 
by R; i.e.. by the points 1, ,..., A,,. 
6.18 Finally, we make the beautiful observation of 18, 27 I. If H is the 
map of RcR) to S* given by H(P, ,..., PR) = -C,?, Ai + 2 C:_, Pi, then H 
induces a rational function (Abel-Jacobi function) h on J(R) via L 0 A = H. 
Then q(f) is the evaluation of h along a rectilinear winding in J(R). Note that 
h is holomorphic on a neighborhood of the real part TK of J(R) (6.15). 
Hence Q is an analytic function on a torus n = T” with n < g. 
6.19 Let us now go backwards, and show that, if q(t) is defined by 
evaluation of the Abel-Jacobi function h along an appropriate winding in 
J(R), then the bundle functions b;(A) satisfy 6.2, and hence all other 
properties listed in Section 6. To be precise, let II,, < A, < ... < A,, be real 
numbers. Construct the Riemann surface R of y2 = nfrO (A - Ai) = I(n) as 
in 6.8; let t: R + C be the projection. Let a, = 5-l [A2iP,, ;12i] (1 < i < g), 
oriented so that 1 increases, on the top sheet of R. Define holomorphic I- 
forms ak = 1 “-‘d~/~,&=~;=,M. kJal as in 6.8. Let J(R) be the Jacobi 
variety of R, and define the Abel map A: R(“) + J(R) as in 6.15. 
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Now let 
and let u(t) = u0 + s,t define a rectilinear winding in J(R) (here 
u,, E IR” c C” is arbitrary but fixed). As in 6.15, A defines a diffeomorphism 
of a, x ... x a, onto the standard real torus Ty, which we may view as 
embedded into J(R), and as containing the winding u(t). Let 
(P,(t),..., P,(t)) = A -‘(u(t)) (t e F?). Computing derivatives, and using the 
form of s,, , we find that Pl E dPi/dt = 21(Pj)/-ni I,i (P,(t) - Pi(t)). 
Define q(t) = -Cfp 0 1; + 2 Cf-, P,(t), and m(J.; t) = nf-, (A - P,(t)). 
Exactly as in 127, pp. 25 l-2521, one now proves that, for fixed 1 E C, the 
identity r(n) = f(m’)* - imm” + m*(-q - 1) holds. Now, for each A E @, 
define b * (1; t) = (k(-l)“l/m) + m’/2m. Using the formula immediately 
above, one has (d/dt) b* + (b*)* = -A - q (A E C:, t E F?). If A has non-zero 
imaginary part, then the functions b * (A, a) are distinct, a.p. solutions of the 
Riccati equation (3) of 2.16. Using 3.2, and using the fact that the hull of q 
is flow isomorphic to the closure in TK on the winding u(t), we see that the 
b* define the bundle functions of Eqs. (2),,*, whenever Im 1 # 0. It follows 
that Assumptions 6.2 are satisfied. 
6.20 Remarks. (1) Let q(f) be any recurrent function satisfying 6.2. By 
6.17, 6.18, and 6.19, we see that q is an analytic, quasi-periodic function 
whose module of frequencies is generated by (2M,,,..., 2M,,}. 
(2) As indicated in [ 81, the argument of 6.19 does not require that 
1 ,,,..., A,, be real. Suppose they are arbitrary complex numbers. Construct 
ai, bi, ak, etc., in an appropriate manner. Let s0 be the gth column of the 
corresponding normalized period matrix (Mij), and define u(t) = u,, + ~,,t for 
fixed u,,. If u(t) passes through no multiple points of A and no singularities 
of h, we can well-define q(t), and solve Eq. (1) for all /z and t. The bundle- 
functions b * (A, t) = f (- 1 )“l/m + m’/2m define meromorphic functions on R 
for each t. The situation is entirely analogous to the case already considered. 
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