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ABSTRACT 
The fast growing conference industry has a positive impact on the economy. The 
industry has been criticized for its resource use intensity, and for having a negative 
impact on the environment. This study focused on understanding the predictors of green 
information system (conference apps) adoption behavior, which may help reduce 
negative environmental impact in future. While there was enough evidence of conference 
apps implementation by the conference industry, there was limited evidence of its 
adoption by conference attendees. Thus, the purpose of this study was to investigate 
conference attendees’ conference apps adoption behavior. 
As conference apps are helpful in reducing paper waste and carbon emissions, 
they are considered green information systems (IS). The existing IS literature provides 
technology adoption models such as Unified Theory of Acceptance and Use of 
Technology (UTAUT-2) to understand behavior. Thus, UTAUT-2 along with Theory of 
Reasoned Action and Value Beliefs Norm theory were used in this study to develop a 
model—Green Information Systems Adoption Model—to understand behavioral 
intention to adopt conference apps by conference attendees. 
Structural equation modeling technique with the maximum likelihood estimation 
method was utilized to identify relationships between variables and to test hypotheses 
from the model. A survey using online Qualtrics and Amazon Mechanical Turk panel 
collected 403 usable responses on 29 items. Results were tested for reliability and validity 
using exploratory factor analysis, confirmatory factor analysis, and structural equation 
analysis. 
xiii 
Results from the model fit indices support the GISAM model, as it fits the data 
well. The equivalent model and bootstrapping analyses show robustness of the model. 
Findings suggest that for technologies that provide higher benefits to the environment and 
conference associations than to the attendees, individuals’ attitudes were based on beliefs 
that are drawn from biospheric and altruistic values more than self-interest values. 
Attitude toward conference apps was found to be the strongest predictor of behavioral 
intention, followed by habit, hedonic motivation, effort expectancy, and ecological 
beliefs. This study contributes both theoretically and practically by bridging the existing 
gap in the literature and providing solutions to the conference industry for higher 
profitability. 
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CHAPTER 1.    INTRODUCTION 
The purpose of this study was to identify predictors of mobile conference applications 
(apps) adoption by conference attendees, by extending the modified unified theory of 
acceptance and use of technology model (UTAUT-2) (Venkatesh, Thong, & Xu, 2012) by 
integrating a new construct, ecological beliefs, in it. Chapter 1 briefly describes the 
background of the conference industry; research problem, purpose, and definitions of 
important terms. Finally, the organization of this dissertation was presented in this chapter. 
1.1 Background 
Events have become an important segment of the hospitality and tourism industry. 
Events are involved in almost all aspects of hospitality businesses like tourism, lodging, 
transportation, food and beverage, catering, and retail, providing direct and indirect benefits, 
such as income, employment, and investment (Getz & Page, 2015). Events are recognized 
around the globe for their positive impact on economy of the region (Jago & Shaw, 1999), 
though the exact time of their origin appears non-existent (Zelinsky, 1994). Events have an 
impact on tourism, urban regeneration, culture, education (Mair & Whitford, 2013), leisure 
time and surplus income (Allen, O’Toole, McDonnell, & Harris, 2002), and community 
development (Bowdin, Allen, O’Toole, Harris, & McDonnell, 2006). The events industry has 
become so diverse that it has been difficult to draw boundaries to categorize or define (Getz, 
2005). As per the International Dictionary of Event Management (Goldblatt & Nelson, 
2001), synonyms of event include occurrence, happening, incident, or experience, which 
means that sports, news, festivals, weddings, conventions, conventions, meetings, and 
exhibitions are all termed as events. 
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Conferences, conventions, and meetings refers to gatherings of members and non-
members for a common purpose, discussing specific issues, or having educational sessions, 
and so on. Because of their common characteristics, these terms are used synonymously in 
event literature. The term conferences and conference industry are used interchangeably in 
this study to represent conferences and other types of meetings. 
Conferences have an economic impact on the economy. Recent reporting from the 
Events Industry Council (Events Industry Council [EIC], 2018) shows that 1.9 million 
meetings were held in the United States in 2016, resulting in more than $330 billion (USD) 
in direct spending with over 250 million participants. Regarding numbers of people attending 
conferences, it can have anywhere between hundreds to thousands of people at one place 
from one to five days. These gatherings have an economic impact but simultaneously have 
many negative implications too. For example, there can be large amounts of waste generated 
from these gatherings, negatively impacting the environment. Moreover, with growing 
sustainability and technology trends and awareness among consumers, conference organizers 
are concerned and exploring possible ways to overcome the negative image and make 
conferences effective and efficient (Booker, 2017). 
1.1.1 Sustainability Trend in Events 
Sustainability has been one of the most important trends in the event industry (Case, 
2013). “Events take a heavy toll on our resources, society and the environment…no matter its 
type or size” (International Standards Organization [ISO], 2016, p. 1). This statement 
summarizes the reason sustainability was considered a priority by event professionals, and 
recent trends confirm this.  Recent examples from Rio and London Olympics show the 
International Olympic Committee (IOC) committed to building a sustainable future by 
3 
delivering innovations in event planning, staging, and design (Olympic, 2016). An event 
professionals survey (Pelham, 2011) concluded there was “no time to wait” for embracing 
sustainability as both government and corporate client request sustainable events. This was in 
line with growing environmental awareness and concern among consumers. A recent study 
by Fenich, Scott-Halsell, Ogbeide, and Hashimoto (2014) found that millennials, a key target 
segment of the events industry, are highly focused and interested in “sustainability” and 
“green” initiatives. 
1.1.2 Technology Trend in Events 
Technological innovations have impacted every aspect of human life, including social 
and business. Communication and interaction are core activities of human life, such as 
meetings and conferences in the work arena, and have witnessed impactful technological 
revolutions. As such, this research was focused on technology, another major trend in 
conference industry. Moreover, conference industry has a large economic impact and can be 
considered a new social trend (Zelinsky, 1994). It has been characterized by “three highs” 
(growth, added-value, and innovations), “three larges” (output, employment opportunities, 
and industry associations), and “three advantages” (human resources, technological know-
how, and asset utilization) (Aksentyeva et al., 2012). The event technology landscape has 
undergone drastic change in last decade, and some technological tools in mobile applications 
and social media have developed, benefiting conferences economies of scale, operational 
efficiency, and customer engagement (Meeting Professionals International [MPI], 2014, 
2015, 2016). 
 A recent survey of the conference industry has revealed this industry increasingly 
becoming tech-savvy by using state of the art technology (Incentives, Business, Travel, & 
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Meetings [IBTM], 2013). A survey “managing event technology ecosystems” by MPI on 
how event professionals currently adapt to event technology found that 50% of meeting and 
event planners who responded agreed their technology budget in past three years has 
increased (MPI, 2015). Additionally, recent trends include progress on establishing ways to 
manage relationship between events, academe, technology, and environment by ways of 
growth in academic research in this area (Getz & Page, 2015). 
For the two major trends, sustainability and technology, a solution can be to use 
technology to minimize negative impact on the environment (Esfahani, Nilashi, Rahman, 
Ghapanchi, & Zakaria, 2015; Jenkin, Webster, & McShane, 2011). There appears no dearth 
of technology and applications, but neither service provider nor user/guest/client/attendees 
are fully aware of the use and benefits of technology, seen as one hurdle in technology 
adoption (Aksentyeva et al., 2012). While technology training was important, understanding 
attendees’ needs and their values was extremely important to bring a positive behavioral 
change among all stakeholders. Thus, in line with the above arguments, this research was 
focused on making conferences paperless by utilizing technology like mobile conference 
apps. 
1.2 Use of Mobile Applications in Conferences 
Mobile applications (apps) are defined as standalone software that can be operated 
through a mobile device (Aungst, Clauson, Misra, Lewis, & Husain, 2014). These 
applications can be grouped into different categories, such as health and fitness, music and 
entertainment, news and information, and gaming. Based on this definition, a mobile 
conference app was defined as standalone software that can be operated through mobile 
device to serve the needs of conference organizers, planners, and attendees. 
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The recent “monthly apps download” data from Statista (n.d.) reflects the problem of 
app adoption (Figure 1). On one hand, mobile apps have skyrocketed in popularity after the 
introduction of the iPhone App Store in 2008.  On the other side, data prove that most 
smartphone users download zero apps in a typical month (Frommmer, 2014; Statista, n.d.). 
Other studies support this trend (Aksentyeva et al., 2012; Kafka 2016). That finding appears 
contradictory to a current growth rate of 1,300 apps per day, with more than 5.2 million apps 
already in the market (Dogtiev, 2018). One important point relevant to discuss was which 
new apps are being downloaded and why.  Most successful apps are categorized into social, 
entertainment, utility, and retail (ComScore, 2015; Statista, 2017). Conference apps do not fit 
solely to any of these categories, but they are unique in many ways. 
 
Figure 1. Monthly App Downloads of U.S. Smartphone Users (Statista, n.d.) 
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1.2.1 Mobile Conference Apps are Unique 
Mobile conference apps are unique regarding not providing much direct utility to 
users (conference attendees) but meet an altruistic concern for the conference associations’ 
well-being, and in reducing negative impact on the environment. Conference apps provide 
cost benefits to conference organizers and help in waste reduction for the environment 
(United Nations Environment Programme [UNEP], 2016). The presence of easy substitutes 
like paper printouts, email or websites for getting conference information reduces conference 
apps attractiveness for users. In other words, conference apps are not highly attractive to 
users. Literature reveals that users are reluctant towards technology adoption when 
technology was not inherently attractive (Lee, 2016; Schrier, Erdem, & Brewer, 2010). Thus, 
conference apps do not provide enough motivation to attendees due to low utility. Many 
authors have suggested a combination of intervention strategies for bringing change in 
behavior (Alcott, 2005; Marechal, 2010; Sopha, 2013; Sopha & Klӧckner, 2011). For 
example, Darby (2006) suggested feedback and social commitment, bringing in contextual 
change, and penalty or fee to break habits or compensating efficiency gains. Swinton and 
Casey (1999) suggested users must be forced or given inducements to adopt such 
technologies. Del Río González (2005) posited that organizations need to push technology 
adoption, and recommended further research on determinants and barriers to technology 
adoption. Intervention strategies are more appropriate to be designed after having clarity on 
the determinants. Therefore, this study focuses on understanding determinants of conference 
apps adoption behavior. 
As mobile apps are ubiquitous, almost free, and intended for individual use (Liu, Au, 
& Choi, 2014), factors influencing an individual's adoption of mobile conference apps could 
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be different from previous knowledge about traditional Information Systems (IS) adoption 
(Xu, Freya, Fleisch, & Llic, 2016). While these authors did not specify app categories, they 
discussed broad categorization based on 29 categories of apps in the Google play store. They 
randomly categorized apps on popularity or attractiveness of the apps regarding their 
adoption by users. Due to the difference between attractiveness of apps, it was extremely 
important to understand attendees’ motivations to accept conference apps, particularly 
because they are useful to the conference industry and the environment. 
1.2.2 Conference Apps are Environmental Friendly 
Literature reveals mobile conference apps are used for different purposes before, 
during, and after conferences (Event Marketing Institute [EMI], 2015; Torres, 2017); for 
example, distribution of schedule, notification of changes, task management, feedback or 
polls, name badges for registration, and integration with social media. Research shows the 
top three reasons for its use are “ease of dissemination of information,” “engagement of 
participants,” and “convenience for not printing the handouts” (Aksentyeva et al., 2012). 
Additionally, Schlesinger (2014) noted that mobile technology was one emergent technology 
providing options to minimize waste. It shows that mobile app use eliminates massive 
amount of paper printouts, hassle, and cost of transporting paper to event locations, reducing 
negative impact on the environment, especially looking at the number of conferences every 
year.  
United Nations Environmental Assembly Conference utilized a conference app 
“UNEA-2,” which was used to avoid negative impact on the environment. Participants were 
encouraged to use this mobile app to follow proceedings, and many attendees attended the 
conference online via UNEP-2. This effort saved USD 30,189, eight (8) tons of carbon 
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dioxide (CO2) emission in the atmosphere, and around 1.4 million prints/copies (1,400 paper 
reams) (UNEP, 2016). This shows that increased use of such conference apps by conference 
organizers and attendees may help environmental protection and bring cost benefits to the 
conference industry. 
Conference apps reduce quantity of waste generated during conferences, provide 
economic benefits to organizers, and eliminate pollution through minimizing transportation 
used for transferring paper, posters, and other conference material. Conference apps like 
UNEP-2 helps avoid unnecessary travel of attendees and does not have any negative impact 
on the environment. 
As discussed above, different terminologies are used in literature to address 
technologies deemed helpful to the environment, such as “environmental technologies,” 
“clean technologies,” and “green information systems (green IS).” These terms along with 
“mobile conference apps” and “conference apps” might appear interchangeably in this 
dissertation. Conference apps in this study are intuitively and logically categorized as 
environmental technologies, and referred as “green IS” in this study. 
1.3 Problem Statement 
As discussed in the previous section, the goal of this study was to bridge the existing 
gap in the technology adoption literature by identifying key determinants of green IS (or 
conference apps) adoption. In 1970’s and 80’s, there was a concern about understanding key 
determinants of acceptance of technology like computers, as it was considered to have huge 
economic impact on organizations and employees’ job performance (Davis, 1989; Davis, 
Bagozzi, & Warshaw, 1989). It was thought that if employees adopt technology their 
performance and overall productivity of the organization would improve. Since then this area 
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of research has grown, and many models to predict technology adoption have emerged such 
as Technology Acceptance Model (TAM) and Unified Theory of Acceptance and Use of 
Technology (UTAUT). This study exemplifies the need of a more comprehensive model as 
technology was not being used for self-interest purpose alone, but also for the benefit of 
others like associations and the environment. It was intuitively assumed that traditional 
models like TAM and UTAUT would not apply to determine key predictors of green IS like 
conference apps in their current form. 
It was very unlikely that existing technology adoption models may fully explain 
attendees’ motivations to adopt conference apps comprehensively (Xu et al., 2016). Existing 
technology adoption theories are drawn from traditional behavioral theories, which use 
rational approach of decision-making based on development of attitudes towards the 
behavior. For example, theory of reasoned action (TRA) (Fishbein & Ajzen, 1975) was based 
on the assumption that humans are rational beings and systematically use information to take 
actions. TRA posits that human beings consider consequences of their actions before they 
indulge in a behavior. Davis (1989) extended the logic of TRA to understand how to make 
employees adopt technology by assessing their motivations. He propounded TAM and 
concluded that when people expect positive consequences regarding ease and usefulness of 
technology, they will develop intention to use that technology and their behavior will change. 
TAM was extensively used in wide variety of contexts and found successful in 
predicting technology adoption behavior. However, it was criticized for being parsimonious 
and lacking other important factors that influence behavior. Bamberg, Ajzen, and Schmidt 
(2003) argued that other than psychological factors, variables such as habit influences actual 
action (or behavior). Carrus, Passafaro, and Bonnes (2008) suggested affect or emotions 
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influence behavior. As per Lindenberg and Steg’s (2007) goal-framing theory, other than 
intra-personal factors such as attitudes, norms and habits, contextual factors (such as physical 
infrastructure, technical facilities, availability of products, and even product characteristics) 
influence behavior; therefore, behavior was a result of multiple motivations. Bagozzi (1992) 
argued there was no law-like connection between attitude and behavior, and the relationship 
depends on the context. To address these issues in predicting behavior, Venkatesh, Morris, 
Davis, and Davis (2003) proposed UTAUT, which was considered a comprehensive theory 
as it developed after comparing eight attitudinal models (discussed in Chapter 2). 
UTAUT postulates that individuals’ adoption behavior was influenced by 
performance and effort expectancy, facilitating conditions, and social influence. As UTAUT 
was not developed in consumer perspective, it was extended to UTAUT-2 by Venkatesh et 
al. (2012). This added three new constructs to original UTAUT; hedonic motivation, price 
value, and habit. While UTAUT-2 may be suitable to predict adoption for a generic 
technology, it may not be the best model to assess motivations for green IS like conference 
apps. Literature from environmental psychology stresses that behavior was influenced by 
personal norms, values, and beliefs (Schwartz, 1975; Stern, 2000). 
This shows a gap in technology adoption literature, as there was no comprehensive 
model for green IS. Values are critical motivators of behavior and attitudes, and values and 
beliefs are antecedents of motivation (Schwartz, 2012). Stern (2000) suggested that human 
values affect beliefs, which in-turn affect individual’s norms and attitudes. There are three 
value orientations: biospheric values, altruistic values, and egoistic values, which form 
attitudes (Stern & Dietz, 1994). A majority of factors predicting technology adoption in 
UTAUT-2, such as performance expectancy, were drawn from self-interest or egoistic 
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values. None were drawn from biospheric values, which are concerned about the underlying 
human consideration on the environment (Stern, 2000). In line with Han (2014, 2015), there 
was a need to integrate value orientations for better understanding of attendees’ conference 
apps adoption behavior. This may result in bridging the existing gap in the technology 
adoption literature. 
1.4 Importance of the Study 
Today, the world continues grappling with environmental issues like climate change 
and global warming. Recent studies suggested that (IS) can be used to curb the negative 
impact of human activities to a large extent (Schmidt, 2011). For example, conferences can 
reduce use of paper by utilizing mobile conference apps. Sopha (2013) and York (2006) 
posited that contradictory to expectation, paper waste was not reduced even afteralternatives 
like emails and apps are available. This was due to the efficiency paradox, also known as 
Jevons paradox (or rebound effect). This paradox defines that an increase in efficiency leads 
to increase in the use of natural resources due to higher consumption of those resources. 
Sopha (2013) found that habit was a key determinant of individuals’ paper use behavior, and 
suggested a need for further research in other context. Thus, the importance of this study was 
evident from bridging the gap in existing models, wherein no technology adoption models 
included individuals’ beliefs as predictors of adoption behavior. 
Conferences create a negative impact on the environment being resource intensive 
(Hoyer & Naess, 2001). While travel related carbon emission was number one, huge amount 
of paper waste was the other major source of negative environmental impact from conference 
industry (Case, 2013). Paperless conferences can reduce cost, facilitate transactions, and 
protect environment, which needs to be promoted by further research (Orantes-Jimenez, 
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Zavala-Galindo, & Vazquez-Álvarez, 2015). By developing this framework “Green IS 
adoption model” (GISAM), this study makes important contributions in extending 
technology adoption literature and benefiting the conference industry. Increased use of 
conference apps by organizers and attendees will help reduce environmental degradation.  
As previous studies on green IS adoption, including clean technologies, were studied 
from organizational perspective, impact of governmental incentives, environmental policies, 
organizational culture, and leadership or management approach were found to be  key 
determinants of adoption (Cunningham & Cunningham, 2004; Del Río González, 2005; 
Esfahani et al., 2015; Jaffea, Newell, & Stavins, 2005). There was a lack of research on green 
IS adoption from individuals’ perspective. Therefore, this study looked at determinants from 
individuals’ perspective, which include factors from psychological, sociological, normative, 
contextual, and other behavioral theories. There was no research on technology adoption that 
looked at individuals’ beliefs as the predictor of adoption, assumed as a key predictor in this 
context.  Authors such as Ajzen and Fishbein (1980) and Sopha (2013) have advocated the 
importance of context in behavioral research. 
Ajzen and Fishbein (1980) provided the principle of correspondence or compatibility, 
where attitude and behavior correlate with each other to the extent that they are compatible 
regarding their action, target, context, and time elements, also known as behavioral elements. 
This means that measures of behavior typically involves a specific action (e.g., recycling) 
and target (e.g., glass bottles), and a specific context (e.g., at school canteen) and timeframe 
(e.g., in one month). By way of contrast, general attitudes (e.g., towards recycling) predict 
broad patterns of behavior as they identify only the action. They do not specify any other 
element like target, context or time, which was the main error in measurement of attitude and 
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behavior (Ajzen, 2005). In this case, attitude toward green IS, specifically in the context of 
conference apps, will be a better measure of behavior (Weigel & Newman, 1976). 
Additionally, Johns (2006) and Alvesson and Karreman (2007) posited that contextual 
research may lead to new learnings regarding changes in original theory, such as motivating 
factors and their relationships. As such, the outcome from this study may lead to new 
learnings in adoption literature (Bagozzi, 2007; Benbasat & Barki, 2007). 
Mobile apps are different from mobile services, as app acceptance was more specific 
or contextual, unlike mobile services, often referred to as non-contextual (Lee, 2016). Within 
apps, differences are obvious, which illustrates they are specific or contextual. For example, 
utility apps have different and specific purposes - health management, driving management, 
or weather forecast. People may use these apps for gaining health benefit, driving comfort, or 
weather information. Similarly, conference apps are used to provide specific benefits to 
stakeholders as discussed before. Moreover, while users’ reluctance to adopt technology 
becomes a barrier to organizational growth (Cho, Kwon, & Lee, 2007), their willingness to 
adopt new technologies promotes innovations (Cadwallader, Jarvis, Bitner, & Ostrom, 2010). 
Additionally, it was true that just by implementing the conference apps would not guarantee 
its adoption by attendees (Parasuraman & Colby, 2001). Thus, to achieve the benefits of 
conference apps adoption, this study investigates attendees’ attitudes towards these apps to 
predict behavior. 
1.5 Purpose of the Study 
As discussed in the background, problem, and importance sections above, this study 
develops a model to predict green IS (conference apps) adoption by behavior of individuals. 
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The model will be beneficial by making conference industry more sustainable through use of 
green IS and extending the adoption literature from ecological perspective. 
Conference industry has been growing and has positive impact on economy. 
However, U. S. Environmental Protection Agency named the meetings industry as the second 
most wasteful industry after building and construction. An environmental report presented 
stark evidence, claiming that an average conference participant, over the course of a three-
day meeting, generates about 28kg (61lbs) of waste, compared to 6kg (13.5lbs) at home over 
the same period. To make the conference industry sustainable, the industry needs to find a 
solution, which can be adopting green IS. The use of green IS such as conference apps will 
help the industry increase cost savings, improve green image, and create efficient 
management. 
Thus, the purpose of this study was to investigate conference attendees’ green IS 
(conference apps) adoption behavior. In other words, this research aims to examine and 
predict determinants of conference apps adoption behavior. This study bridges the existing 
gap in literature, as traditional adoption models draw from self-interest constructs and do not 
factor in values and beliefs (Han, 2014, 2015). The proposed GISAM model integrates two 
new constructs; ecological beliefs and attitude toward conference apps, to the existing 
UTAUT-2 model to achieve the broad research objective, which was to determine predictors 
of behavioral intention to use green IS (conference apps). As such, objectives for this study 
are as follows: 
1. To identify the factors that influence green IS (conference apps) adoption behavior. 
2. To determine the role of ecological beliefs in predicting behavioral intention to adopt 
green IS (conference apps). 
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3. To determine the relationship between attitude toward mobile conference apps and 
behavioral intention in green IS (conference apps) adoption behavior. 
This was timely research as the world has been grappling with environmental issues. 
This model will not only help conference app adoption but may also be adapted to assess 
adoption behavior in other contexts for green IS, which may curb negative environmental 
impacts. A new line of research has been working to provide solutions for averting ecological 
crisis by utilizing IS, with potential to reduce global emissions by 15% (The Climate Group, 
2008). Promoters of green IS such as Mine, Davis, Brown, and Lee, (2007) suggest that 
many green practices which at present are voluntary will become mandatory in the future and 
that the landscape will dramatically change. They envisage that the majority of consumers in 
the future will be green, green business initiatives will be core, and green IS will become the 
accepted and required norm (Lynch, 2008; Ordonez de Pablos, 2012). 
1.6 Definitions of the Key Terms 
Attitude toward conference apps was defined as conference attendees’ favorable or 
unfavorable feelings towards mobile conference apps. It was based on the definition of 
attitude toward any concept, defined by Ajzen and Fishbein (1980) as individual’s feeling of 
favorableness or unfavorableness for that concept. 
Behavioral intention was a measure of the strength of one's intention to perform a 
specified behavior (Fishbein & Ajzen, 1975, p. 288). In this study, behavioral intention was a 
measure of the strength of conference attendee's intention to adopt mobile conference app. 
Biospheric Values are defined by Stern and Dietz (1994) in terms of an orientation; as 
such, people who make their decisions on the basis of costs or benefit to ecosystems or the 
biosphere may have biospheric value orientation. In this study, biospheric values are defined 
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as individuals’ values toward the natural environment, which influence their beliefs to 
develop favorable attitude. In other words, biospheric values are concerned with the 
underlying human consideration of the environment when making decisions. 
Clean technology was a means of providing a human benefit using less resources and 
causing less environmental damage than alternative means (Clean Technology Research 
Program, Engineering and Physical Sciences Research Council [EPSRC], Clift, 1995). In this 
study, it was defined in the context of use of mobile conference app, which refers to use of 
mobile conference app to address environmental sustainability. 
Conferences are events used by any organization to meet and exchange views, convey 
a message, open a debate or give publicity to some area of opinion on a specific issue. No 
traditional, continuity or time was required to convene a conference. Conferences are usually 
of “short duration (1-5 days) with specific objectives and are generally on a smaller scale 
than congress or conventions” (Event Industry Council [EIC], 2017, p. 10). In this study, the 
same definition for conference was used, with an addition of congress and convention 
reducing confusion and appropriateness in the purpose of the study. 
Conventions are gatherings of delegates, representatives, and members of a 
membership or industry organization convened for a common purpose.  Common features 
include educational sessions, committee meetings, social functions, and meetings to conduct 
the governance business of the organization.  Conventions are typically recurring events with 
specific, established timing (EIC, 2017). 
Ecological beliefs are referred to as the salient beliefs among conference attendees’ 
drawn from biospheric values about the consequences of using conference apps in 
conferences. This definition was based on the logic used by Rokeach (1968, p. 160) to define 
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values as a criteria “for guiding action [and] for developing and maintaining attitudes toward 
relevant objects and situations.” 
Effort expectancy refers to degree of ease associated with system use (Venkatesh et 
al., 2003). In this study, effort expectancy was defined as degree of ease associated with 
mobile conference app use. 
Environmental technologies are defined as those techniques, products or processes, 
which help, conserve or restore environment quality (Del Río González, 2005; Kemp, 1997). 
In this study, it was defined in the context of the use of mobile conference app, which refers 
to use of mobile conference app to address environmental sustainability. 
Event was “an occurrence at a given place and time; a special set of circumstances; a 
noteworthy occurrence” (Getz, 2007, p. 18). According to this definition, an event has a 
beginning and an end, was temporal, planned, in advance, and organized at a specific 
location. In another definition by Convention Industry Council’s (CIC) “Accepted Practices 
Exchange” (APEX) industry glossary, an event was defined as “An organized occasion such 
as a meeting, convention, exhibition, special event, gala dinner, etc. An event is often 
composed of several different yet related functions” (CIC, 2005, p. 3). In this study, the 
definition given by Getz (2007) was accepted as such. 
Facilitating conditions refers to the degree to which an individual believes they get 
infrastructural support (both technical and organizational) for system use (Venkatesh et al., 
2003). In this study, facilitating condition was defined as the degree to which a conference 
attendee believes they get infrastructural support (both technical and organizational) for 
mobile conference app use. 
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Green IS refers to development and use of information systems in such a way that 
they may be used to address environmental sustainability (Jenkin, et al., 2011; Siegler & 
Gaughan, 2008). In this study, it was defined in the context of the use of mobile conference 
app, which refers to use of mobile conference app to address environmental sustainability. 
Habit was the degree to which people behave automatically as a result of learning 
(Limayem & Hirt, 2003; Limayem, Hirt, & Cheung, 2007). In this study, habit was defined 
as the degree to which conference attendee behave automatically regarding using a mobile 
conference app as a result of learning from previous app use. 
Hedonic Motivation was defined as fun or pleasure derived from using technology 
(Van der Heijden, 2004). In this study hedonic motivation was defined as fun or pleasure 
derived from using a mobile conference app. 
Meetings are defined as events where the primary activity of participants was to 
attend educational sessions, participate in discussions, social functions, or attend other 
organized events. There was no exhibit component. 
Mobile applications (apps) was defined as standalone software that can be operated 
through mobile device (Aungst et al., 2014). These applications can be grouped into different 
categories like health and fitness, music and entertainment, news and information, or gaming. 
In this study, the definition was accepted as above without any change.   
Conference applications (apps), based on the definition of mobile apps by Aungst et 
al. (2014),  are defined in this study as standalone software that can be operated through 
mobile device to serve the needs of conference stakeholders, especially organizers, planners, 
and attendees. 
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Performance expectancy was the degree to which an individual believes using a 
system enhances job performance (Venkatesh et al., 2003). In this study, performance 
expectancy was defined as the degree to which a conference attendee believes using a mobile 
conference app enhances his/her performance in the conference and at their job. 
Price Value refers to the cognitive tradeoff between benefits received and monetary 
cost for its use (Dodds, Monroe, & Grewal, 1991). In this study, price value was defined as 
the cognitive tradeoff between benefits received and cost for mobile conference app use. 
Social influence was defined as the degree to which a person perceives that important 
others think he/she should use system (Venkatesh et al., 2003). In this study, social influence 
was defined as the degree to which a person perceives that important others think he/she 
should use mobile conference app. 
Values-Expectancy refers to individuals’ behavioral motivations to adopt a 
technology based on their values and not in anticipation of positive return from their actions. 
In other words, this behavioral approach suggest that individuals’ behavior is determined by 
their values, beliefs, and personal norms and not just by rational thinking. 
1.7 Organization of the Dissertation 
This dissertation was organized as follows: 
Chapter 1 - Introduction - provides a background including current trends and issues 
affecting the conference industry. The purpose and objectives of this study are given along 
with the definitions of key terms and organizations of the dissertation. 
Chapter 2 - Review of Literature - contributes a review of recent literature on 
technology adoption. This chapter also provides the theoretical framework for this study and 
discusses relevant empirical literature. 
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Chapter 3 - Research Methodology and Design - a description of methodology used 
in this study was discussed along with data analysis procedures.  
Chapter 4 - Results and Discussion - results from analysis of the data including 
descriptive statistics like mean, standard deviations of demographic and other variables for 
the sample. Also, this chapter presents preliminary analyses of the measurement model and 
analyses of structural equation model tests, in addition to a discussion. 
Chapter 5 - Conclusion - summarizes this study’s research results. The chapter also 
presents key findings and implications, as well as limitations and recommendations for future 
research. 
1.8 Chapter 1 - Summary 
This chapter provides a background of the conference industry and reveals industry’s 
key trends and issues currently affecting the hospitality sector, providing rationale for this 
study. Chapter 1 also describes the purpose and objectives of this study. Moreover, an 
overview of key terms and dissertation outline are provided for the readers. 
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CHAPTER 2.    REVIEW OF LITERATURE 
Chapter 2 provides a review of recent literature on trends in the events industry, 
sustainability, sustainable technologies (also referred as environmental technologies or green 
IS), and models of technology adoption. It looks at various attitudinal models, which use 
behavioral intention to predict behavior to identify determinants of intention. Then, it 
provides underlying theoretical foundations for this study, which include UTAUT-2, 
ecological beliefs, and attitude toward conference apps. Finally, this chapter outlines the 
research model and hypotheses. 
2.1 Technological Trends in Conference Industry 
Technology adoption, environmental sustainability, growth of academic programs, 
and rise of event tourism are major trends in the events industry (Getz, 2005, 2007; Getz & 
Page, 2015). Emphasizing the need for research on technology, Law, Leung, Au, and Lee 
(2013) suggested that the hospitality sector, which includes conferences, was not a 
technology industry. These authors suggested the importance of researching technology, 
especially to keep managers updated and maintain a positive attitude toward use of 
technology as a business strategy. The conference technology landscape has undergone 
drastic changes in the past ten years, and some technological tools such as mobile 
applications and social media have been developed. These technological tools benefit 
conference organizers/associations regarding economies of scale, operational efficiency, and 
customer engagement (MPI, 2015). In a blog post on “the latest conference trends from nine 
industry insiders,” Booker (2017) pointed out that more personalized and engaging 
experiences are required to keep event attendees satisfied by utilizing the latest technologies. 
In the same article, almost all industry leaders mentioned developing a mobile app for their 
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clients. In a recent survey on expectations of mobile app features, more than 300 event 
industry leaders emphasized the need for mobile apps (EMI, 2015). One of the top reasons 
given by experts on how mobile conference apps enhance the event brand was that they help 
with sustainability and limits the carbon footprint of conferences and meetings (EMI, 2015). 
The primary focus of mobile event apps was to provide event information, schedules, 
ﬂoor plans, and exhibitor and speaker proﬁles to enhance an event or meeting brand. Event 
producers and meeting planners stated in another survey by EMI and CrowdCompass that the 
future of event apps was in the following: attendee networking and messaging, lead retrieval 
and management, polling and surveys, real time analytics, live streaming sessions and 
content, meeting settings, customization, and increased print-cost savings (EMI, 2015). 
However, while the conference industry promotes use of mobile apps as the industry future, 
research reveals that download rate of mobile apps was still drastically low at 6% 
(Aksentyeva et al., 2012). It appears that the reason for conference attendees’ low use of 
conference apps was their unattractiveness. Studies suggest the relationship between 
adoption of technology and its attractiveness in terms of direct benefit linked to individuals’ 
job performance, evident from this statement: "A system that does not help people perform 
their jobs is not likely to be received favorably in spite of careful implementation efforts" 
(Robey, 1979, p. 537). As discussed in Chapter 1, there was limited research on conference 
app adoption behavior, making it difficult to comment on the current status of app adoption 
aside from industry reports. 
It was important to mention that while conference apps are not attractive to 
conference attendees, they are highly attractive to organizers and the environment. It was 
evident from the example provided in Chapter 1 that with optimum utilization of mobile apps 
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in conferences, millions of tons of paper waste and carbon emission can be avoided (UNEP, 
2016). Because of this characteristic, conference apps are categorized as green IS in this 
study. Literature reveals that by providing information about such technologies, 
environmental problems can be addressed to a large extent (Hopwood, Mellor, & O'Brien, 
2005; Lekitlane, 2015; Moons, De Bont, De Pelsmacker, & Standaert, 2009). Research from 
other disciplines such as eco-psychology and ergonomics supports the view that there was a 
need to assess determinants of adoption of environmental technologies (Hanson, 2013). 
Hopwood et al. (2005), Steimle and Zink (2006), and Thatcher (2012) suggested future 
research should focus on finding ways to reduce barriers to adoption of environmental 
technologies, especially when it benefits multiple parties like attendees, organizers, and the 
environment. 
2.1.1 Environmental Technologies and Green IS 
Technologies are tools and techniques that can help environmental conservation 
because they have become a significant part of life and how people interact with the 
environment. Businesses and individuals use technology extensively, positively affecting the 
natural environment. Thus, it makes sense to develop a better understanding of such 
technologies and their adoption. 
In environmental technology literature, different synonyms or nomenclatures have 
been used to address technologies, such as sustainable technologies, clean technologies, and 
green Information Systems (green IS). While they have been researched in different contexts, 
their focus has been the same: to avoid environmental degradation. Sustainable technologies 
are defined as technologies applied as solutions to attain economic growth and to satisfy 
human needs in harmony with the natural environment (Vanegas, DuBose, & Pearce, 1995). 
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Environmental technologies are defined in a similar way as “techniques, products or 
processes” which help conserve or restore environment quality (Kemp, 1997, p. 11). Its three 
broad functions emphasized in literature are energy efficiencies, water conservation, and 
environmental protection (Del Río González, 2005). Research emphasis so far has not been 
on IS but instead on weatherization of residential units, automobile efficiencies, use of mass 
transit, improvement in air quality, and green buildings (Malkani & Starik, 2014). 
Another similar stream of research was known as green IS. Green IS refers to 
development and use of IS in such a way that they may be used to address environmental 
sustainability (Jenkin et al., 2011; Siegler & Gaughan, 2008). It was different from other 
environmental technologies because green IS (e.g., conference apps) utilizes digital 
technology to provide environmental solutions. Moreover, pervasive technologies, such as 
smartphones, support accessibility of such digital technologies. For this reason, green IS has 
gained increased attention by researchers (Brauer, Ebermann, Hildebrandt, Remané, & 
Kolbe, 2016; Esfahani et al., 2015). For example, sustainable mobility (Hildebrandt, Hanelt, 
Piccinini, Kolbe, & Nierobisch, 2015), health monitoring (Lehto & Oinas-Kukkonen, 2015), 
sustainable supply-chain (Kurnia, Mahbubur, & Gloet, 2012), and even clean production 
(Dedrick, 2010) have been discussed in past literature. 
Mobile conference apps are one example of green IS which provide information to 
attendees online (e.g., conference schedules and proceedings) rather than on printed-paper. 
As such, apps enable a solution to important environmental problems such as deforestation 
and carbon emissions. It appears important to promote adoption of conference apps among 
conference attendees. If conference attendees are informed about the benefits of using 
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conference apps as green IS, chances are they will likely adopt these apps more willingly 
(Brauer et al., 2016; Esfahani et al., 2015). 
It was assumed that with optimum utilization of mobile apps in conferences, millions 
of tons of paper waste and carbon emissions can be avoided (UNEP, 2016). However, the 
potential of conference apps has not yet been utilized to its fullest due to a lack of scientific 
research on adoption behavior in this context. Conference apps are a unique example of 
green IS, especially because they seem inherently unattractive to their users (conference 
attendees). A closer look at literature reveals that individuals’ adoption of such green IS 
depends on their perception of the nature and characteristics of these technologies (Lekitlane, 
2015). Individuals are different in their attitudes toward issues and objects (Ajzen & 
Fishbein, 1980) depending on the values and beliefs they possess. Therefore, understanding 
adoption behavior has been complex and contextual. 
While some mobile apps have huge adoption rates, there are others with few 
downloads. For this reason, looking at how attractive or beneficial apps are for users makes 
logical sense in understanding their adoption. Looking at attractiveness based on utility was 
recommended and served as an assumption by the industry. Apps that have high adoption 
rates have high direct utility for their users such as health, weather, news, games, and so on. 
Conference apps have limited direct utility for conference attendees as they just provide 
conference-related information. Moreover, that same information was easily available by 
printing a few papers, checking emails, or visiting websites. Thus, it was assumed that 
conference attendees who have pro-social attitudes, or attitudes driven by altruistic and 
biospheric values, will be more inclined to use apps for the benefit of the conference 
association and environment, rather than their benefit. This has support from literature, which 
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shows that barriers to adoption of such technologies are linked to values, beliefs, and 
attitudes of the user (Dietz & Stern, 2008). Lekitlane (2015) studied adoption of 
environmentally friendly carpets and found that people differ in looking at characteristics of 
technologies, influencing their rate of adoption. He argued that organizations have a 
responsibility to create a culture that promotes “green” behavior, for example, use of 
electronic documents over printed-paper copies. It was argued that there was a need to 
understand attitudinal determinants, including values and beliefs and an individual 
perspective on technology adoption behavior (Thatcher, 2012). 
Prior research shows contemporary technology adoption models have been used to 
understand behavior in the context of green IS.  Arkesteijn and Oerlemans (2005) used a 
modified TAM to study green electricity adoption. They found technological factors (e.g., 
ease of switching), individual factors (e.g., attitudes toward the environment), and economic 
factors (e.g., price) were important determinants of intention to adopt green energy. Another 
study on green electricity adoption by Gerpott and Mahmudova (2010) found attitudes 
toward the environment were the strongest influencers, along with social endorsement and 
ease.  Minton & Rose (1997) posited that positive attitude toward the environment 
significantly influences the decision to buy pro-environmental products and to recycle. 
Based on Stern’s (2000) value-belief-norm (VBN) theory, pro-environmental 
behavior occurs due to the effects of certain values, beliefs, and norms. VBN has been 
successfully validated in both low involvement (e.g., switching off the light bulbs in 
residence) as well as high-involvement consumer products (e.g., alternative fuel vehicle) to 
explain adoption behavior (Jansson, Marell, & Nordlund, 2011), suggesting that conference 
apps may be similar to low-involvement products, being inherently unattractive to its users. 
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Moreover, green electricity, solar panels, green vehicles, and other technical systems are 
different from conference apps, as apps are digital and provide direct benefit to conference 
organizers as compared to their users (attendees). It was observed that due to different 
characteristics and natures of these technologies, factors influencing human behavior vary to 
a large extent. Therefore, it was important to look at psychological factors, which influence 
adoption of such apps. 
Additionally, most research on green IS has focused on organizations rather than 
individuals (Brauer et al., 2016). For example, Esfahani et al. (2015) studied psychological 
and socio-demographic factors influencing green IS adoption in an organizational context. 
Using goal-framing theory, the authors concluded that green IS adoption was influenced by 
attitude of higher management and organizational policies set by them. In other words, 
adoption was influenced by attitude toward green IS, subjective norms, perceived behavioral 
control, and personal norms. While most previous studies focused on green IS adoption in 
organizational behavior, almost none were conducted on individuals. Moreover, theoretical 
models used in previous studies to assess green IS adoption behavior include TRA, TPB, 
TAM, Innovation Diffusion Theory, and Goal-framing theory. Proponents of this idea 
promote the use of UTAUT-2 model, which was considered and validated as a 
comprehensive model on consumer perspectives (Lekitlane, 2015). A detailed study on major 
models will be given in the next section, along with the reason UTAUT-2 was selected for 
this study. 
2.2 Models of Technology Adoption 
This section discusses technology adoption models to provide theoretical 
underpinnings of this study and justification for the hypotheses. Technology adoption 
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research can be labeled a mature stream in the IS discipline. Behavioral theories used widely 
in adoption research include the following: TRA (Ajzen & Fishbein, 1980), Theory of 
Planned Behavior (TPB) (Ajzen, 1985), TAM (Davis, 1989), Decomposed Theory of 
Planned Behavior or Combined TAM-TPB (C-TAM-TPB) (Taylor & Todd, 1995), Unified 
Theory for the Acceptance and Use of Technology (UTAUT) (Venkatesh et al., 2003), and 
Modified Unified Theory for the Acceptance and Use of Technology (UTAUT-2) 
(Venkatesh et al., 2012). Adoption of novel technologies has been examined through the 
prism of numerous theoretical models (e.g., Davis et al., 1989; Rogers, 2003). 
As per Wejnert (2002), few researchers have studied the impact of personal 
characteristics on technology adoption. Personal characteristics such as self-confidence, risk-
taking, innovativeness, and openness can affect adoption behavior (Agarwal & Prasad, 1998; 
Brancheau & Wetherbe, 1990). Thatcher and Ndabeni (2011) posited that detailed 
information about technologies was easily available, but factors responsible for its adoption 
or non-adoption are still unclear, suggesting more research in this area. Different behavioral 
and adoption theories are discussed to choose the most suited to investigate conference app 
adoption behavior. 
2.2.1 Theory of Reasoned Action  
Theory of Reasoned Action (TRA) was considered the fundamental behavioral model 
which opened up this field of research. Proposed by Fishbein and Ajzen (1975), TRA posits 
that intention was a function of personal factors or attitude toward behavior (ATB) and 
subjective norm (SN) (Figure 2). 
29 
 
Figure 2. Theory of Reasoned Action (Fishbein & Ajzen, 1975) 
 
ATB was defined as “an individual’s positive or negative feelings (evaluative affect) 
about performing the target behavior,” and SN as “the person’s perception that most people 
who are important to him think he should or should not perform the behavior in question” 
(Fishbein & Ajzen, 1975, p. 216). Though TRA’s concept of salient beliefs was one of the 
strongest ideas in behavioral theories, its implementation was prone to errors. In particular, it 
was hard to elicit salient beliefs and can be too specific to the situation. While fine for 
predicting general attitude, it may be difficult to predict specific attitude. Also, assumption of 
behavioral intention as sole antecedent of actual behavior does not hold true (Sheppard, 
Hartwick, & Warsaw, 1988). It does not include other factors like habit, emotions, and 
demographic characteristics, which are equally important in predicting behavior. 
One of the major problems of TRA was its generalizability. Fishbein and Ajzen’s 
(1975) model has too many constraints, and while it may hold well within those limits, it 
does not predict situations such as choice problem, volitional control, and intention without 
complete information, which are of interest to the researchers (Sheppard et al., 1988). 
Situations requiring knowledge, skills, resources, and cooperation to act will not be met with 
TRA. For example, in the proposed study context, if individuals have intention to use mobile 
apps in a conference, but they do not have a smart phone, do not have internet support to 
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connect to the app, or do not know how to use it, they will not be able to use the mobile app. 
Similarly, when individuals have a choice, they may have a similar intention for both options 
but will be able to choose only one of them. Another problem with TRA was the way the 
questions were framed, as it confused respondents about intention or estimation. The choice 
of intention- or estimation-framed questions do not have a difference in response. However, 
specificity does, because when you ask “Do you intend to do X?” versus when you ask “How 
many time do you intend to do X next week?”, The response changes. Responses are 
influenced by a wide variety of factors such as attitude, subjective norm, intention on 
outcome, choice, and other factors like resources, abilities, and skills, etc. (Sheppard et al., 
1988). 
Despite these limitations, TRA has been effective in predicting behavior in a wide 
variety of functions. In particular, concepts of salient beliefs and attitude toward an issue 
have been utilized in a variety of studies (Lee & Back, 2008). These concepts are of 
particular interest in this study as influence of attitude toward an issue has been studied in 
TAM (Davis et al., 1989) and salient beliefs in VBN model (Stern, 2000). Thus, these two 
concepts were utilized in this study. 
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2.2.2 Theory of Planned Behavior: 
Theory of Planned Behavior was an extension of TRA (Ajzen, 1991), and developed to 
overcome deficiencies in TRA such as voluntary condition. It posits that perceived 
behavioral control (PBC) influences the likelihood of behavioral achievement (Figure 3). 
Figure 3. Theory of Planned Behavior (Ajzen, 1991) 
 
PBC was defined as “The perceived ease or difficulty of performing the behavior” 
(Ajzen, 1991, p. 188). TPB was a better model than TRA in predicting behavior in a wide 
variety of situations. Its strength lies in the addition of PBC to the TRA model but focuses 
only on cognitive self-regulation. PBC was compatible with Bandura’s (1977) self-efficacy 
theory but did not match with Atkinson’s (1964) theory of achievement motivation or 
Rotter’s (1966) perceived locus of control. In this respect, it does not cover other general 
forms of behavioral control like facilitating factors (Triandis, 1979), or the context of 
opportunity (Sarver, 1983). Moreover, as PBC depends on perception, it may become weak 
where there was uncertainty about outcomes, actions, or resources in future. 
Just like TRA, TPB was also highly centered on beliefs, wherein the elicitation 
process to develop salient beliefs was very complex and prone to errors. For example, Agnew 
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(1998) found that individually generated beliefs had a stronger relationship with intention 
than modal beliefs, while other researchers found contrary results. Thus, equivocal results are 
a main issue in beliefs. Another criticism was the lack of sight for other factors, which may 
influence behavioral intention and behavior like past behavior (Bagozzi & Kimmel, 1995) 
and habit (Godin, Valois, & Lepage, 1993; Triandis, 1979). While Ajzen tried to argue that it 
was a result of common method variance, a good number of studies and data sets revealed 
past behavior and habit have significant influence on intention and behavior (Conner & 
Armitage, 1998). Similarly, other factors such as “affect,” “self-efficacy,” “moral norms,” 
and “role beliefs” have been reported to have significant influence on behavior. This reveals 
that using the TPB model without any additional factors may lead to inaccurate results. 
Additionally, as apps technology change at a fast pace, TPB was not considered the best fit 
for this study. 
2.2.3 Technology Acceptance Model 
Technology Acceptance Model (TAM) was considered an extension of TRA as it 
utilizes the rational approach towards technology adoption (Davis et al., 1989). TAM 
proposed that two beliefs, perceived usefulness (U) and perceived ease of use (EOU), are 
primary influencers of technology acceptance behavior. The initial model of TAM included 
attitude toward technology as jointly influencing behavioral intention (Figure 4). TAM 
implied that people form behavioral intentions to use technology if they have positive affect 
towards that technology. Attitude was removed in later TAM models as it was found that 
beliefs like U have direct influence on intention. The argument was that, in organizations, 
people form intention toward behavior leading to job performance beyond their feelings 
because they take rational decisions to be rewarded (e.g., by high salary). Over the time, this 
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behavior (means-end) does not activate the positive affect, which was previously associated 
with performance-contingent rewards (Bagozzi, 1982; Davis et al., 1989). TAM proposed 
that in the absence of affect, attitude might not capture the impact of performance 
consideration on his/her intention. Thus, people form intentions based on cognitive appraisal 
of how it enhance their performance. Therefore, U has direct effect on intention. 
U refers to the degree to which a person believes that using systems would enhance 
job performance, while EOU refers to using a particular system free of effort. TAM was 
widely applied in technology adoption literature. It was probably the closest model to the 
proposed study since it focused on technology adoption. It has emerged as a parsimonious 
way to predict intention to use technology through beliefs about ease of use and usefulness 
(Davis et al., 1989). 
 
Figure 4. Technology Adoption Model (Davis et al., 1989) 
 
Davis (1989) posited that positive ratings on TAM’s two attitudinal constructs lead to 
intentions and actual use behavior for a particular technology. As such, TAM involves 
psychology, sociology, and information systems theories, which provide higher behavior 
predicting power than TRA (Davis et al., 1989; Venkatesh et al., 2003). TAM was tested in a 
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variety of settings, including expert systems (Keil, Beraneka, & Konsynski, 1995), emailing, 
software engineering tools (Dishaw & Strong, 1999), calculators (Mathieson, 1991), e-health 
systems (Wilson & Lankton, 2004), digital libraries (Singh, Sharma, & Singh, 2015), and 
spreadsheets (Mathieson, 1991; Venkatesh & Davis, 1996). Based on these studies, it can be 
said that when people perceive benefits or rewards for using technology, they tend to accept 
and use it (Lekitlane, 2015). In other words, people are motivated by external rewards. 
External or extrinsic motivations are “the perception that users will want to perform an 
activity because it is perceived to be instrumental in achieving valued outcomes that are 
distinct from the activity itself” (Davis, Bagozzi, & Warshaw, 1992, pp. 1113). Extrinsic 
motivation factors include job performance, pay, and promotion, and they were found to have 
the highest role as a predictor of technology adoption in previous research. However, this 
theory assumes that access of technology leads to its use (Musa, 2006), which was not 
always true. As suggested by Thatcher and Ndabeni (2011), providing access to technology 
will not necessarily lead to its adoption, as acceptance was influenced more by 
psychological, social, and other external factors. Moreover, TAM suffers from the problem 
of being parsimonious and ignoring other important determinants. Its focus was on the 
implementation of system in organizations and therefore criticized for ignoring human 
agency like effect of group, social, and cultural aspects (Bagozzi, 2007). As it was purely 
deterministic and lacks self-regulation processes, it may not be suitable in the current 
context, which was consumer focused. It was suggested that there were lack of determinants, 
which are to be included for a complete understanding of technology adoption such as 
subjective norm, habit, perceived enjoyment, and critical mass (Ghazizadeh, 2012; Nysveen, 
Pedersen, & Thornbjørnsen, 2005; Stern, 2005). 
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2.2.4 Combined TAM and TPB or Decomposed TPB  
This model combines TAM and TPB to develop a more comprehensive model to 
predict IT use. Combined TAM and TPB or Decomposed TPB (C-TAM-TPB) includes 
perceived usefulness, ease of use, and compatibility as determinants of attitude (Taylor & 
Todd, 1995) (Figure 5). All constructs were adapted from TPB and TAM. It appears that C-
TAM-TPB has overcome deficiencies by integrating TPB and TAM, and therefore will 
provide better predictive power to explicate behavior. Additionally, it draws from other 
theories such as compatibility from innovation theory and self-efficacy from social cognitive 
theory to increase its power. Unfortunately, its prediction for Information Technology use 
was found low (35%) (Taylor & Todd, 1995). Though it was suggested that C-TAM-TPB 
might work for specific situations, it may not be advisable for this work, simply because 
other better models are available. 
 
Figure 5. Combined-TAM-TPB (Taylor & Todd, 1995) 
 
TAM focused on system design aspects and TPB includes normative and control 
factors. C-TAM-TPB combined TPB and TAM to include underlying normative beliefs, self-
efficacy, and facilitating conditions for better understanding to ensure successful 
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implementation of technology systems. In this model, unlike TPB, attitude, normative, and 
control beliefs were decomposed into multi-dimensional belief constructs, as they represent a 
variety of dimensions underneath (Bagozzi, 1981; Shimp & Kavas, 1984). It draws 
compatibility from innovation theory and self-efficacy from Bandura (1977) to enhance the 
explaining power of the constructs. Despite these additions, the model failed to predict 
behavioral intention and use, with a low 35% variance explained. 
2.3 Unified Theory of Acceptance and Use of Technology  
The Unified Theory of Acceptance and Use of Technology (UTAUT) model was 
regarded as the most comprehensive theory in technology adoption to predict technology 
acceptance and use (Venkatesh et al., 2003). It was conceptualized after comparing eight 
attitudinal models, which makes it highly robust. Its strength lies in unification of eight 
attitudinal models: TRA, TPB, TAM, Motivational model, C-TAM-TPB, Innovation 
diffusion theory, Model of PC utilization theory, and Social cognitive theory. It posits that an 
individuals’ intention to use new technology in an organizational setting has three direct 
determinants (i.e., performance expectancy, effort expectancy, and social influence) and 
actual use of technology has two direct determinants (i.e., intention to use and facilitating 
conditions) (Figure 6). UTAUT was a highly acceptable model in technology adoption 
literature. It has documented validity and has outperformed other models in explanatory 
power (70%). Unlike TAM, where users’ decisions were already made, the UTAUT study 
was conducted during active adoption of technology, when a user was in the decision-making 
process. This affects measurement due to prior experience or familiarity with technology 
(Venkatesh et al., 2003). Similarly, most previous studies were based on voluntary use of 
technology, whereas UTAUT was tested in mandatory settings. Four moderating variables 
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(age, gender, experience, and voluntariness) were assessed to see effects of constructs on 
intention to use. 
UTAUT would have been a perfect fit for this study had it been validated for the 
consumer perspective (Thong, Venkatesh, Xu, Hong, & Tam, 2011). Though it had 
convincing results from studies, which used it on voluntary settings, it was criticized for 
ignoring factors like emotions and habit, and even for having too many items in the scale 
(Bagozzi, 2007). 
 
 
Additionally, UTAUT’s  success was criticized for having less actual use in studies 
by researchers who cited it (Williams, Rana, Dwivedi, & Lal, 2011). In the same study, it 
was argued that UTAUT was impacted by external variables such as value, trust, perceived 
risk and credibility, anxiety, training, social isolation and so on,  suggesting more work on 
UTAUT. Previous research on technology adoption highlights factors that have direct impact 
on an individual's adoption behavior (Arts, Frambach, & Bijmolt, 2011; Dwivedi, Williams, 
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2003) 
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Ramdani, Niranjan, & Weerakkody, 2011). Specifically, ease of use (Davis, 1989), relative 
advantage and compatibility (Rogers, 1995), enjoyment (Choudrie, Pheeraphuttharangkoon, 
Zamani, & Giaglis, 2014), network influence (Leonard-Barton & Deschamps, 1988), 
perceived cost (Wejnert, 2002), and privacy concerns (Zhu, Dong, Xu, & Hally, 2006) were 
found relevant. This may not be a distraction for using UTAUT, as there was no study that 
showed any serious problem either conceptually or in terms of validity. However, as UTAUT 
had been modified and bridged gaps in the revised model UTAUT-2, it was appropriate to 
use the latter. Thus, UTAUT-2 has been utilized in this study along with other constructs to 
investigate adoption behavior in green IS context. Before discussing UTAUT-2, it was 
appropriate to discuss the constructs, which are adapted from UTAUT. 
2.3.1 Performance Expectancy 
Performance expectancy (PE) was the degree to which an individual believes using a 
system enhances job performance (Venkatesh et al., 2003). In a meta-analysis study, it was 
found that PE has been validated as the strongest predictor of behavioral intention among all 
four key determinants of the UTAUT model (Taiwo & Downe, 2013). Other constructs 
similar to performance expectancy include perceived usefulness (TAM), extrinsic motivation 
(MM), job-fit (MPCU), relative advantage (IDT), and outcome expectations (SCT). 
Contradictory to  UTAUT-2’s and Taiwo & Downe’s (2013) findings, Jairak, 
Praneetpolgrang, & Mekhabunchakij,  (2009) and Nassuora (2013) found  PE does not 
influence behavioral intention directly. Rather, it influences behavioral intention indirectly 
through attitude toward technology. The authors argued this was due to the context of the 
study, which was an educational setting using mobile-learning technology. Students may not 
perceive mobile-learning linked to their performance as it was not mandatory for them to use 
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and did not influence their grades. The technology did activate the affect being innovative 
and easy way to learn, making them competitive (performance enhancement) in the long-run. 
This lead to the formation of positive attitude toward mobile-learning, resulting into strong 
mediating effect of attitude between effort expectancy and behavioral intention.  
Similarly, in this study conference apps are neither mandatory to be used nor provide 
performance benefits to attendees. It was intuitively assumed that use of conference apps 
does not impact attendees’ performance in conferences or job. Essentially, there are no 
performance related expectancies (benefits), which may influence attendees’ behavioral 
intention in this context. Moreover, due to availability of easy substitutes like paper printouts 
and emails, the benefit provided by apps gets fulfilled with much ease. Thus, as rational 
decision makers, attendees’ behavioral intention to use conference apps may not be 
influenced by performance expectancies. Thus, PE was hypothesized to have little or no 
direct positive influence on attitude as well as on behavioral intention. 
2.3.2 Effort Expectancy 
Effort expectancy (EE) refers to the degree of “ease associated with the use of the 
system” (Venkatesh et al., 2003, p. 450). The other terms used for effort expectancy in 
different models are perceived ease of use (TAM and IDT) and complexity (MPCU), which 
have been confirmed by their construct definition and scales (Davis et al., 1989; Thompson, 
Higgins, & Howell, 1991). Effort expectancy has been significant, particularly in new 
behavior, as with more familiarity it loses its significance (Thompson et al., 1991). It has also 
been noted for being salient for females more than males (Morris, Venkatesh, & Ackerman, 
2005) and for older adults more than young people (Venkatesh & Davis, 2000). Nassuora 
(2013) found EE to have the strongest positive impact on behavioral intention among all 
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UTAUT constructs. It was assumed that people, in general, have experience with apps, as it 
is a common technology available to smart phone users. In this study, conference apps are 
similar to other apps regarding effort required to use them. As attendees’ find apps to be easy 
to use, they will have higher sense of self-efficacy (Bandura, 1982; Davis et al., 1989) and 
personal control (Lepper, 1985) regarding their ability to use conference apps. Self-efficacy 
refers to one’s belief of their ability to complete the task. Efficacy was theorized as a major 
factor to influence intrinsic motivation leading to behavioral decisions (Bandura, 1982). It 
influences affect, effort perseverance, and motivation due to natural desire for achievement 
and self-determination (Deci, 1975; Venkatesh & Davis, 2000). This draws from the fact that 
ease of use directly influence perception about usefulness and attitude toward technology 
(Davis, 1986; Davis et al., 1989). There has been empirical evidence accumulated over years 
that effort expectancy has direct positive effect on behavioral intention (Venkatesh et al., 
2003). Thus, it was hypothesized that EE will have a direct positive impact on both 
behavioral intention as well as attitude toward conference mobile apps. 
2.3.3 Social Influence 
Social influence (SI) was defined as the degree to which a person perceives that 
others think he/she should use system (Venkatesh et al., 2003). Venkatesh and Davis (2000) 
postulated that social influence works through three mechanisms: compliance, 
internalization, and identification. There are equivocal results for SI (or social norm) as a 
significant determinant of behavioral intention. Fishbein and Ajzen have acknowledged 
(1975, p. 304) that SI was the least understood part in TRA. Researchers like Kelman (1958) 
postulated that people get influenced by their family, friends, peers, and superiors often due 
to compliance, and other times due to their belief structure (internalization and identification 
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processes). On the contrary, researchers suggest that in situations where people force their 
attitude on others, it leads to attitude influencing SI (Oliver & Bearden, 1985). Additionally, 
Warshaw (1980) postulates that measures of SI do not differentiate between compliance from 
internalization and identification. Therefore, it was difficult to disentangle direct effects of SI 
on BI from attitude, which was observed in previous studies (Davis et al., 1989). From 
environmental psychology literature, Bamberg and Moser (2007) found that individuals' 
perceptions of social pressure increase with awareness of environmental problems, which 
directly influences their pro-environmental behavior. This has been validated in other pro-
environmental studies (Kim & Han, 2010; Matthies, Selge, & Klockner, 2012; Onwezen, 
Antonides, & Bartels, 2013). Contradictory to the above, technology adoption literature 
suggests influence of social influence depends on the nature of relationship and context. For 
example, in organizational perspective individuals comply with their superiors rather than 
their own beliefs about using the technology (Davis et al., 1989; Venkatesh et al., 2003). 
Following TAM, which does not include SI as a determinant of behavioral intention to use 
technology, this study hypothesized that SI will neither have significant effect on behavioral 
intention nor the attitude. 
2.3.4 Facilitating Conditions 
Facilitating conditions (FC) refers to the degree to which an individual believes they 
get infrastructural support (both technical and organizational) for system use (Venkatesh et 
al., 2003). Perceived behavioral control (TPB) and compatibility (IDT) have a similar 
meaning to FC in other models. It has been validated to predict actual behavior rather than 
behavioral intention, due to the presence of effort expectancy (Venkatesh & Davis, 2000). 
Similar results from TPB and IDT proved that FC was non-significant in the presence of EE. 
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Some issues in the context of conference app adoption such as duration of battery life in 
mobile handsets may confuse respondents to associate with EE or FC. Nassuora (2013) found 
that in the case of mobile learning in an educational institute, FC had indirect influence on 
behavioral intention via attitude toward behavior. In this study, UTAUT-2 constructs include 
both EE and FC, but use of the technology was dependent on facilities like wi-fi and 
charging stations. It was a situation similar to pro-environmental studies where behavior like 
recycling was dependent on availability of resources. Therefore, it depends on policy and 
infrastructure availability more than intention and attitude of the users. Those attendees who 
have free data service from their mobile service provider may relate it to the construct of 
price value more than FC. Whatever the perception, the importance of FC cannot be denied. 
It was for these reasons that FC was hypothesized to have significant and positive influence 
on both attitude and intention to use conference apps. 
2.4 Modified Unified Theory of Acceptance and Use of Technology 
Modified Unified Theory of Acceptance and Use of Technology (UTAUT-2) was an 
extension of UTAUT (Venkatesh et al., 2012). While UTAUT-2 maintains the basic 
constructs of UTAUT, it widens understanding of technology adoption behavior to 
consumers’ perspectives in a continuous-use setting, such as mobile internet users. UTAUT-
2 extends UTAUT by adding three new determinants of behavioral intention. First, it added 
hedonic motivation (Vallerand, 1997) as an important, influential factor for behavioral 
intention, as it has been validated as a key predictor of behavior in consumer behavior 
literature (Brown & Venkatesh, 2005; Holbrook & Hirschman, 1982). Second, price value 
(Dodds et al., 1991) was an important, influential factor based on the argument that, unlike in 
organizational settings, individuals have to bear the cost of purchasing and using a 
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technology. The third factor added to UTAUT was habit (Kim & Malhotra, 2005; Limayem 
et al., 2007) because in a continuous use setting, unlike initial acceptance, influence of 
experience with the technology has been proved as a critical factor on behavioral intention. 
Thus, by including three new constructs in original UTAUT, UTAUT-2 was comprised of 
nine constructs: performance expectancy, effort expectancy, social influence, facilitating 
conditions, hedonic motivation, price value, habit, behavioral intention, and use behavior 
(Figure 7). It posits that an individuals’ behavioral intention has five direct determinants (i.e., 
performance expectancy, effort expectancy, social influence, hedonic experience, and price 
value), while actual use behavior has three direct determinants (i.e., behavioral intention, 
facilitating condition, and habit). UTAUT-2 has been successful in explaining 4% additional 
variance for a total of 74%, in explaining behavioral intention compared to UTAUT’s 70%, 
and 4% additional variance explained in actual technology use, totaling 52%. As such, 
UTAUT-2 was the most comprehensive model for assessing consumer adoption of new 
technologies, which matches with the purpose of this study. 
Literature reveals limited research that has applied UTAUT to technologies that can 
solve environmental problems, and none with UTAUT-2 (Lekitlane, 2015). Lekitlane (2015) 
utilized UTAUT on green IS adoption and found a significant positive relationship between 
two new variables, “concern for the natural environment” and “biophilic tendencies,” to 
behavioral intentions, along with other variables as suggested in UTAUT. In line with 
Lekitlane (2015), in this study, two additional variables are introduced to assess their role on 
conference app adoption behavior: ecological beliefs and attitude toward conference apps. As 
such, there are nine constructs in this study to develop GISAM. 
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Figure 7. Modified Unified Theory of Acceptance and Use of Technology (Venkatesh et al., 
2012) 
 
2.4.1 Hedonic Motivation 
Hedonic Motivation (HM) was conceptualized as perceived enjoyment in Information 
Systems (IS) adoption studies (Kim, Malhotra, & Narasimhan, 2005; Van der Heijden, 
2004). It was defined as the fun or pleasure derived from using a technology (Brown & 
Venkatesh, 2005). In the consumer perspective, it has direct influence on actual use behavior 
(Thong, Hong, & Tam, 2006). Hedonic motivation or intrinsic motivation was drawn from 
motivational theory (Vallerand, 1997) to complement extrinsic motivation and performance 
expectancy in the original UTAUT (Venkatesh et al., 2012). In previous studies, novelty-
seeking or innovation from technology was linked to hedonic motivation as individuals 
acquire new and interesting things using IS (Hirschman, 1980). HM emerged stronger than 
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performance expectancy in predicting mobile internet usage (Venkatesh et al., 2012). It was 
posited that in IS research, both hedonic (e.g., games apps) and utilitarian (e.g., business 
apps) aspects of technology influence behavior. Younger generations are motivated by 
hedonic benefits more than utility (Venkatesh et al., 2012). In the context of conference apps, 
it will depend on app features such as gaming or social media connectivity, which can make 
it more enjoyable. On the other hand, chatting options or simply acquiring new information 
can provide enjoyment via the logic of novelty and innovation-seeking behavior. Thus, HM 
depends on features provided in the IS and personality of the user. Depending on that, a user 
may first develop the attitude before actual action. In this study, HM was hypothesized to 
have an both direct and indirect effect on behavioral intention via attitude toward conference 
apps. 
2.4.2 Price Value 
Price Value (PV) refers to the cognitive tradeoff between benefits received and cost 
of use (Dodds et al., 1991). Cost issues have been dealt with in previous studies on 
technology adoption both as a one-time investment (e.g., Kim, Chan, & Gupta, 2007) and 
continuous expense (Venkatesh et al., 2012). In the case of mobile apps, it was suggested that 
based on the perceived value of apps, their use may be influenced, which will determine 
consumer willingness to pay for them (Hitt & Chen, 2005). Generally, conference apps are 
free to download and use, but their accessibility depends on infrastructure and facilities 
provided by conference organizers. Therefore, availability of wi-fi by the conference venue 
or data service by attendees’ mobile service providers will determine cost and usage, which 
was assumed to be given. Based on the above discussion in FC, usage of conference apps 
depends on policy and resources rather than intention or price involved. Therefore, for 
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purpose of this study, PV was intuitively assumed to have no direct or indirect influence on 
behavioral intention and not considered as part of this study. 
2.4.3 Habit 
Habit (H) was the degree to which people behave automatically as a result of learning 
(Limayem et al., 2007). There are two approaches to habit: as an outcome of individuals’ 
pending beliefs (Ajzen, 2002) and as an outcome of automatic behavior or automaticity 
(Limayem et al., 2007). The latter approach has been criticized for not considering the effect 
of environmental distractions (or cues). Similarly, habit has been recognized as an important 
factor in technology adoption by many studies in the context of technology use (Lankton & 
Wilson, 2007; Limayem & Hirt, 2003; Morosan & DeFranco, 2016). People with high usage 
experience rely on habit to use technology because of stored-intention and instant-intention 
(Venkatesh et al., 2012). Habit was distinct from experience, as within three months 
individuals can form different levels of habit depending on their use of technology. From a 
value perspective, with the same amount of experience, the habit can be high or low (more or 
less) depending on values toward technology use. For example, if a person was high in 
stimulation and self-direction values, he will reflect habit, as compared to someone with low 
stimulation and/or self-direction values (Schwartz, 2012). As such, habit influences future 
behavior depending upon peoples' self-direction values. Ajzen and Fishbein (2005) reflected 
something similar when they noted previous experience influencing beliefs and future 
behavioral performance. Thus, conference attendees who use apps on a frequent basis were 
assumed to use conference apps automatically, while others may develop positive attitudes 
toward the apps before actual use. As such, in this study, habit was hypothesized to have 
significant positive effect on behavioral intention as well as attitude toward conference apps. 
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2.4.4 Behavioral Intention 
Behavioral Intention (BI) was a measure of the strength of one's intention to perform 
a specified behavior (Fishbein & Ajzen, 1975, p. 288). In this study, behavioral intention was 
a measure of strength of conference attendees’ intention to adopt mobile conference apps. 
Intention to behave pro-environmentally has been suggested as a manifestation of actual 
behavior (Montada, Kals, & Becker, 2007) and therefore assumed that conference attendees 
with high behavioral intention are highly likely to use a conference app. As discussed under 
each of the constructs above, they may have either direct influence on BI or indirect 
influence via the attitude. 
2.5 New Constructs for Technology Adoption Model  
As mentioned in Chapter 1, due to the growing need for and importance of green IS, 
this study focuses on identifying predictors of conference apps in a conference perspective. 
Additionally, conference apps are unique regarding not providing much direct benefit to 
conference attendees (users) but providing significant impact on the environment and 
conference association. Because of this uniqueness of conference apps, this study utilizes 
values, beliefs, and attitudinal variables from environmental psychology theories to 
investigate their role as predictors in this case. This section includes the theoretical 
underpinnings to examine the role of each construct as a predictor of behavioral intention to 
use conference apps. This study incorporates two contradictory behavioral approaches: 
“expectancy-value” and “values-expectancy.” The expectancy-value approach refers to 
individuals’ behavioral motivations to adopt a technology in anticipation of positive return 
from the outcome of their actions (Ajzen & Fishbein, 1980). Self-interest values drive such 
beliefs (e.g., egoistic values). For example, conference attendees will likely adopt mobile 
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conference apps if they expect benefits from its use, such as accessing conference 
information, saving time, and so on. Thus, four constructs (PE, EE, SI, and FC) from 
UTAUT and two constructs (HM and H) from UTAUT-2 frameworks represent expectancy-
value constructs. These constructs reflect rational decision-making based on attendees’ 
expectations from the outcome of their behavior. On the other hand, the value-expectancy 
approach refers to peoples’ inclinations to use a technology as a result of their beliefs that 
their action will benefit others, including the environment (Stern, 2005). Such beliefs are 
driven by self-transcendental values (e.g., altruistic and biospheric values). For example, 
conference attendees will use mobile conference apps if they believe that using the apps will 
help the environment and conference associations. Ecological beliefs and attitude toward 
conference apps represent value-expectancy constructs. Thus, this study assumes that both 
rational and affective decision-making determines peoples' behaviors. 
Based on the discussion above, this study utilizes two new constructs—ecological 
beliefs and attitude toward conference apps as predictors of behavioral intention to use green 
IS (conference apps). As suggested by Jansson et al. (2011) and Stern (2005), individuals’ 
beliefs toward the environment affect behavioral intentions. 
Before discussing the two value-expectancy constructs, it becomes important to 
mention background theories involved in their development. First, Schwartz’s (1977) norm 
activation model (NAM) suggests that pro-social behavior occurs due to individuals’ moral 
norms about such actions. These norms (PN) are activated by human realization of 
consequences (RC) and ascription of responsibility (AR), which leads to development of 
obligation by humans, to adopt altruistic behavior. Thus, NAM focuses on pro-social 
behavior as a result of norm activation. As pro-social behavior refers to an act that benefits 
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another person(s) (Aronson, Wilson, & Akert, 2005), it may include a variety of behaviors, 
such as helping, sharing, and cooperating (Batson, 1998). Despite NAM’s acceptance and 
support, it was criticized for lack of clarity between the relationships among its key 
constructs—personal norms, awareness of consequences, and ascription of responsibility 
(Bamberg & Moser, 2007; De Groot & Steg, 2008; De Ruyter & Wetzels, 2000).  
Second, the value-belief-norm theory of environmentalism (VBN) (Stern, 2000) 
suggests that human values affect their beliefs, which in-turn affect individuals’ norms and 
attitudes (Klockner, 2013). It emphasizes the difference between the three value orientations 
in forming attitudes, which was why VBN provides support and relevance for this study. 
Stern and Dietz (1994) presumed there were three dimensions of value orientation on human 
environmental behavior—biospheric value, altruistic value, and egoistic value. Biospheric 
value was concerned with the underlying human consideration on the environment when 
making decisions. Altruistic was about capturing the basis of human decision on the impact 
on other people, and egoistic refers to individuals’ decision-making concerning self-interest 
(Hammond & Coppock, 1990). As it was uncommon to see biospheric value in IS research, 
Han (2014, 2015) integrated the sequential processes in NAM (Figure 8) and VBN (Figure 
9) to develop an integrated model to assess behavioral intentions (Figure 10). 
Few studies have focused on consumer values and beliefs to understand technology 
adoption, and researchers call for more research on this aspect of behavior (Steenkamp, ter 
Hofstede, & Wedel, 1999; Han, 2014). Consumer values are posited to be at higher levels 
than consumption-level attitudes for technology adoption behavior (Jansson et al., 2011; 
Wang, Dou, & Zhou, 2008). Values and attitudinal factors are both important to establish 
stable behavioral parameters. 
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Figure 8. Normative Action Model (Han, 2014) 
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Figure 10. Integrated Model using VBN (Han, 2015) 
 
De Groot and Steg (2008) studied egoistic, altruistic, and biospheric value 
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and attitude toward conference apps are determinants of behavioral intentions (details are 
discussed under each construct). 
2.5.1 Ecological Beliefs 
 There are two approaches to understanding “beliefs.” First, expectancy-value models 
(e.g., TRA)  suggest that a “person’s attitude toward a behavior is determined by the set of 
salient beliefs he holds about performing the behavior” (Ajzen & Fishbein, 1980, p. 65). As 
per TRA, elicitation of salient beliefs was the first step to understanding attitude (Ajzen, 
1991). Mobile conference apps are a comparatively newer phenomenon with limited 
research, particularly on attendees’ beliefs on conference app use. Therefore, it was logical to 
follow Ajzen & Fishbein’s (1980) guidelines to elicit attendees’ beliefs as the first step to 
understanding adoption behavior. 
The second approach was from pro-social theory like Schwartz’s (1977) Norm-
Activation Model (NAM), which suggests  beliefs are the combined outcome of values, 
wherein “beliefs that things important to those values are under threat, and beliefs that 
actions initiated by the individual can help alleviate the threat and restore the values” (Stern, 
Dietz, Abel, Guagnano, & Kalof, 1999, p. 83). As such, beliefs form personal norms, which 
then guides behavior (Stern, 2000). Following Ajzen and Fishbein (1980), ecological beliefs 
in this study are defined as the set of salient beliefs about using green IS (conference apps), 
which are particularly related to ecology. These beliefs are considered to be outcomes of 
attendees’ biospheric and altruistic values. Ecological belief construct was developed by the 
author using a survey to elicit salient beliefs towards conference apps by attendees, as 
suggested by Ajzen and Fishbein (1980) (additional details given in Chapter 3). The 
UTAUT-2 model was utilized to predict behavior in this study has consumption related and 
53 
other factors that form attitudes, but it lacks an ecological perspective. Thus, “ecological 
beliefs” construct was developed by the author and included in this study. 
Values and attitudinal factors are both important to establish stable behavioral 
patterns. Daghfous et al. (1999) found that empathy and hedonism influence adoption of 
technologies such as electronics. Attitudes drawn from self-interest values influence adoption 
behavior towards generic technologies, while attitudes drawn from self-transcendental values 
(Schwartz, 2003) influence adoption behavior towards environmental technologies or green 
IS. Higher-level values are posited to influence adoption behavior in innovative technologies 
such as green IS, more than consumption level attitudes (Jansson et al., 2011; Wang et al., 
2008). This has support from the VBN theory, which suggests that environmental behavior 
was influenced by values, behavior-specific-beliefs, and personal norms, in addition to 
consumption specific attitudes (Dietz & Stern, 2008; Stern, 2000). Stern (2000) posited that 
attitudinal factors that include values, beliefs, and norms, cause environmentally significant 
behavior. Similarly, De Groot and Steg (2008) suggested that individuals who go beyond 
their immediate interest to help others engage in pro-environmental behavior. Human values 
affect their beliefs, which in-turn affect individuals’ norms and attitudes, and results in 
actions (Stern, 2000). Values and beliefs are considered to be driving forces responsible for 
attitude development in individuals (Rokeach, 1973), and recognized as antecedents of 
motivation (Schwartz, 2003). 
Thus, as validated in different studies on cognition and reasoned action, as well as on 
pro-environmental behavior, it can be said that values and beliefs are determinants of attitude 
which forms behavioral intention to use technology (Aluri & Palakurthi, 2011; Davis et al., 
1989; Stern, 2000; Venkatesh et al., 2003). Therefore, it was hypothesized that ecological 
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beliefs have direct positive effect on both attitude toward conference apps and behavioral 
intention. 
2.5.2 Attitude toward Conference Apps  
As discussed above, TRA, TAM, and VBN suggest that attitude has direct influences 
on behavioral intention and use. Attitude toward a concept was defined as an individual’s 
feeling of “favorableness or unfavorableness” for that concept (Ajzen & Fishbein, 1980, p. 
54). In line with the above definition, in this study, attitudes toward conference apps (ATCA) 
are defined as conference attendees’ favorable or unfavorable feelings towards mobile 
conference apps. Following Taylor & Todd (1995), attitude toward conference apps in this 
study was measured using four items as suggested by Ajzen and Fishbein (1980) and used by 
Han (2015). 
Based on previous literature, attitudes are developed based on beliefs, which are both 
consumption-related factors (e.g., UTAUT-2) and pro-social factors (like ecological beliefs). 
Aluri and Palakurthi (2011) postulated that “beliefs” and “affects” are determinants of 
attitude toward technology. This was drawn from TAM and UTAUT, which suggest that 
attitude can be identiﬁed by an individual’s overall affective reaction toward technology 
(Davis et al., 1989; Venkatesh et al., 2003). TAM assumed the relationship between attitude 
and behavioral intention, suggesting that individuals develop intentions to perform those 
behaviors toward which they have a positive attitude (or affect), based on TRA (Davis et al., 
1989). As per Bagozzi, Gopinath, and Nyer (1999), affects are part of mental processes, 
which influence emotions and attitudes, and play a significant role in behavior. Different 
research studies have established empirical evidence of attitude as the mediator between 
different beliefs and behavioral intention (e.g., Aluri & Palakurthi, 2011; Jairak et al., 2009; 
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Nassuora, 2013; Thomas, Singh, & Gaffar, 2013). Thus, attitude toward conference apps was 
hypothesized to mediate the relationship between all factors and behavioral intentions. 
From the pro-environmental perspective too, attitude toward a concept (issue or 
object) has often been validated to have mediating effect between beliefs and intention, and 
to have a significant impact on behavior (Han, 2014, 2015; Han, Hsu, & Lee, 2009; Ho, 
Ting, Bau, & Wei, 2011; Kim, Njite, & Hancer, 2013; Swanson, 1982). Bamberg and Moser 
(2007) suggested that awareness of consequences plays a key role in explaining attitude 
formation (Chen & Tung, 2014; Han, 2015; Kim & Han, 2010; Matthies et al., 2012), which 
suggests that importance of beliefs and affects in attitude formation. Thus, attitude toward 
conference apps was also hypothesized to have direct positive impact on behavioral 
intention. 
2.6 Hypotheses Development 
To build on current understanding of predictors of technology adoption behavior for 
utilization of conference apps by conference attendees, it was important to determine whether 
attendees are willing to adopt conference apps and which factors influence their decision to 
use the apps. This study proposes a comprehensive GISAM that incorporates consumption 
related factors from UTAUT-2 and other variables from TRA and VBN to form attitude 
toward green IS (conference app in this case). The overarching objective of the study was to 
understand adoption behavior for the green IS. 
2.6.1 Research Questions and Hypotheses 
Based on the above discussion and explanations, hypotheses developed to answer the 
broad research questions (RQ) are mentioned below: 
56 
RQ1. What factors influence conference attendees’ behavioral intention to adopt green IS 
(conference apps)? 
As per UTAUT, when individuals believe that using a technology will help them 
attain gains in their performance, their behavior was influenced by this belief (Venkatesh et 
al., 2003, 2012). This was drawn from the cognitive and reasoned action approach. Contrary 
to UTAUT, in this context, green IS (conference apps) was intuitively assumed not to 
provide enough gains that can influence peoples’ behavior. Therefore, it was hypothesized 
that PE will not influence BI. 
H1: Performance expectancy will have no significant direct effect on behavioral intention to 
adopt conference apps. 
As per UTAUT, individuals’ behavior was influenced by beliefs about easy-to-use 
technology (Venkatesh et al., 2003, 2012). In this context, green IS (conference apps) was 
comparatively an easy-to-use technology. Therefore, it was hypothesized that EE will 
influence behavioral intention. 
H2: Effort expectancy has a direct and positive effect on behavioral intention to adopt 
conference apps. 
When individuals believe that support or infrastructure was available to facilitate use 
of technology, their behavior was influenced by this belief (Venkatesh et al., 2003, 2012). 
Because conference organizers generally provide support to use their apps, attendees may 
feel confident about using the technology. Therefore, it was hypothesized that FC will 
influence BI. 
H3: Facilitating conditions have a direct and positive effect on behavioral intention to adopt 
conference apps. 
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“The role of social influence in technology acceptance decisions is complex and 
subject to a wide range of contingent influences” (Venkatesh et al., 2003, p. 452).  Similar 
opinions were held byprevious researchers such as Davis et al. (1989). Additionally, SI has 
been found to influence behavior in mandatory settings more than in voluntary situations. 
Moreover, SI has equivocal results and acknowledged to be the least understood predictor of 
behavior (Fishbein & Ajzen, 1975; Swanson, 1982; Warshaw, 1980). However, the use of 
conference apps was mostly voluntary. Therefore, in this context, it was hypothesized that SI 
will not influence BI. 
H4: Social influence will have no significant direct effect on behavioral intention to 
adopt conference apps. 
Prior use of a technology or feedback from previous experiences has been found to 
influence future behavioral intentions (Ajzen & Fishbein, 2005; Kim & Malhotra, 2005). 
Similarly, automatic behavior due to regular use of technology has been found to have a 
direct influence on behavioral use (Limayem et al., 2007; Venkatesh et al., 2012). Therefore, 
in this study, habit was hypothesized to influence BI. 
H5: Habit has a direct and positive effect on behavioral intention to adopt conference apps. 
When use of a technology provides fun and pleasure to the user, it logically 
influences his/her future behavioral intentions. Hedonic motivation or enjoyment has been 
found to influence behavior in previous studies (e.g., Brown & Venkatesh, 2005; Van der 
Heijden, 2004; Venkatesh et al., 2012). Therefore, it was hypothesized that HM will 
influence BI. 
H6: Hedonic motivation has a direct and positive effect on behavioral intention to adopt 
conference apps. 
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TRA, TAM, and other theories and empirical work for over a decade have provided 
enough evidence that beliefs influence behavioral intention (Davis et al., 1989). From the 
environmental behavior perspective, the influence of values and beliefs including biospheric 
beliefs on behavior has been empirically validated (De Groot & Steg, 2008; Schwartz, 1977; 
Stern, 2000). Thus, EB was hypothesized to influence BI in this study. 
H7: Ecological beliefs have a direct and positive effect on behavioral intention to adopt 
conference apps. 
Since the beginning of research on behavioral aspects, it has been well established 
that attitude influences behavior. People who have positive attitude toward a concept tend to 
behave favorably toward that behavior, and that vice versa was true (Ajzen & Fishbein, 
1980). Thus, in this study, ATCA was hypothesized to influence BI. 
H8: Attitude toward conference apps has a direct and positive effect on behavioral intention 
to adopt conference apps. 
RQ2. Does attitude toward conference apps mediate the relationships between influencing 
factors and behavioral intention? 
As discussed in the previous section, TRA, as well as TAM, postulated that 
individuals develop intentions to perform those behaviors toward which they have a positive 
attitude (Bagozzi et al., 1999; Davis et al., 1989). Different research studies have established 
empirical evidence of attitude as the mediator between different beliefs and behavioral 
intention (e.g., Aluri & Palakurthi, 2011; Jairak et al., 2009; Nassuora, 2013; Thomas et al., 
2013). Thus, in this context, attitude toward conference apps was hypothesized to mediate the 
relationship between all factors and behavioral intentions. Each of the factors are mentioned 
as a separate hypothesis below: 
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H9: Performance expectancy will have no significant effect on behavioral intention to adopt 
conference apps via attitude toward conference apps. 
H10: Effort expectancy has an indirect and positive effect on behavioral intention to adopt 
conference apps via attitude toward conference apps. 
H11: Facilitating conditions have an indirect and positive effect on behavioral intention to 
adopt conference apps via attitude toward conference apps. 
H12: Social influence will have no significant effect on behavioral intention to adopt 
conference apps via attitude toward conference apps. 
H13: Habit has an indirect and positive effect on behavioral intention to adopt conference 
apps via attitude toward conference apps. 
H14: Hedonic motivation has an indirect and positive effect on behavioral intention to adopt 
conference apps via attitude toward conference apps. 
H15: Ecological beliefs have an indirect and positive effect on behavioral intention to adopt 
conference apps via attitude toward conference apps. 
Previous studies on pro-environmental behavior have validated that beliefs, values, 
and attitudinal factors are important to establish stable behavioral patterns. Ecological beliefs 
develop biospheric values among consumers, which help form attitudes (Stern, 2000). Such 
consumer beliefs are posited to be at higher levels than consumption level factors such as 
performance expectancy, which therefore acts as a key predictor of pro-environmental 
behavior (Jansson et al., 2011; Wang et al., 2008). Thus, ecological beliefs and attitude, 
along with other UTAUT-2 variables, will predict adoption behavior in the green IS adoption 
model (GISAM). 
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2.7 Green IS Adoption Model 
It was interesting to note that technology adoption models and environmental, 
behavioral theories have been able to provide sufficient directions to understand human 
behavior, but no research has identified predictors of green IS (or conference apps) adoption 
behavior. Therefore, this study aims to develop a comprehensive framework to explain green 
IS adoption behavior by extending the UTAUT-2 model from the ecological perspective. 
 
 
Figure 11. Green IS Adoption Model (GISAM) 
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predictive ability of the behavior (Bamberg & Moser, 2007; Klockner, 2013). In line with 
above literature, ecological beliefs and attitude toward conference apps are integrated in 
UTAUT-2 to broaden and to deepen the technology adoption theory to predict green IS 
adoption behavior (Figure 11). 
2.8 Chapter Summary 
Chapter 2 provided a review of recent literature on how technology has changed 
practices in the conference industry. It provided an overview of socio-psychological theories 
related to explaining human behavior in the technology adoption context. Then, it examined 
literature related to technology adoption to understand theoretical foundations of human 
motivations to accept and use technologies. Finally, literature from environmental behavior 
was discussed to understand human behavior and technology acceptance from environmental 
perspective. By understanding ways in which technology adoption and human behavior 
factors are related, this study suggested a comprehensive GISAM model to predict green IS 
adoption behavior. 
62 
CHAPTER 3.    RESEARCH METHODOLOGY AND DESIGN 
This chapter describes the research methods to test the hypotheses formulated in 
Chapter 2. There are four sections in this chapter. In the first section, development of the 
survey instruments and tools are described. The second section defines pretesting and pilot 
testing of the instrument. In the third section, sampling and data collection procedures are 
discussed. The last section explains processes for statistical analyses. 
3.1 Research Design 
Quantitative research method involving survey design was used in this study, as it 
provides numeric description of the sample of population through data collection process by 
asking questions (Fowler, 1988). This was consistent with the methodology of a positivist 
paradigm, assuming that reality can be measured by validity and reliability of results through 
careful design of data collection, eliminating biases and selecting representative sample 
(Creswell, 1994). As the objective of this study was to develop a model to predict green IS 
adoption in the context of conference apps, it involved causal relationship between the 
variables. Structural equation modeling (SEM) was used to identify these relationships by 
testing hypotheses from the model (Schumacker & Lomax, 2010). It involved survey design 
to collect data as the purpose was to generalize from sample to population so that inferences 
can be made about attitude and behavior of conference attendees (Babbie, 1990). Survey 
design was used because of its inherent advantages such as, economy, efficiency, timely, and 
ability to identify respondents attributes (Fowler, 1988). 
3.1.1 Survey Development 
The survey information was collected at one point in time, and it was a cross-
sectional study. The questionnaire included 26 items adapted from previous studies, three 
63 
items were developed by the author, and eight questions on demographic profile. 
Additionally, there were two screening questions. Seven-point Likert and semantic 
differential scales were used to generate responses, as suggested in previous studies (Han, 
2015; Venkatesh et al., 2012). The items measuring the constructs have documented validity 
in wide variety of contexts (Venkatesh et al., 2003, 2012). 
3.1.1.1 Survey Administration 
The survey was administered using Qualtrics software, which was used for online 
survey creation and data collection. It was easy to use and has many good features, wide 
variety of design tools, user friendly, anonymity, screening, quota allocation, date and time 
capture, uniform resource locator (URL), and even response tabulation (Lee, 2016). It can be 
configured and used in many different ways so that survey looks more professional and trust 
worthy by including cover letter (Appendix B), start and closing instructions, etc. To obtain 
high response rate reminders were send to the respondents, especially in pretesting phase, 
which reduced non-response bias (Dillman, 1978). Page one of the survey included a brief 
description of the study and an informed consent document (Appendix D). It was ensured 
through verification that respondents read the instructions and agreed to participate. If they 
did not wish to participate and choose “I Do Not Agree,” survey was terminated at that point. 
Participants had the flexibility to skip questions throughout the survey and even terminate the 
survey at any time. There was a screening question, other than their age (above 18 years) to 
determine whether potential respondent fulfills the inclusion criteria (Appendix B). After the 
screening question, the main questions followed. There were two “attention check” questions 
in the main survey to assure participants alertness and seriousness in giving responses. The 
two questions were: “This question is to ensure your alertness, so respond agree” and “This 
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question is to ensure serious participation, so respond strongly agree.” Responses which were 
correct to the above two “attention check” questions were only used for analysis in the study 
(Appendix E). Online survey had several advantages such as, (1) diverse pool of respondents, 
(2) low overall cost, (3) timeliness, (4) accessibility to the respondent, (5) 
location/geographic flexibility, and (6) convenience for data entry and checking (Lee, 2016; 
Stopher, Collins, & Bullock, 2004). Though online survey generally has some limitations 
such as low response rates and non-response bias (Gravetter & Forzano, 2012; Mason & 
Suri, 2011), it does not apply to this study, as the respondents were selected from a voluntary 
panel of respondents from Amazon Mechanical Turk (MTurk) (discussed in next section). 
3.1.2 Pretesting and Pilot Testing 
Pretesting survey instruments increases accuracy of questions used in the full-scale 
survey and its resulting data. It also provides validation for the instrument and its 
measurements. Pilot testing, on the other hand, was like a “dress rehearsal” of survey 
administration and the procedures involved in it (Presser et al., 2004). Both pretesting and 
pilot testing are essential components of a survey method to avoid errors in the main survey, 
such as measurement error, respondent burden, correct interpretation of the questions, and so 
on. Pretest examines the survey instrument to determine its validity and reliability (Creswell, 
1994; Presser et al., 2004). An important concern in survey design was to ensure that 
respondents interpreted the survey in the same way as the researcher, which was ensured by 
pretesting (Cooper & Schindler, 2014; Dillman, 1978). Additionally, pretesting helps in 
identifying the use of obscure terminology and ambiguous words/phrases, which can confuse 
and bother respondents leading to poor data quality and reduced response rate. It also helps 
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assess response latency (response time) to be reported while introducing full-scale survey 
(Churchill & Iacobucci, 2002). 
In general, existing measurement scales with documented validity do not require a 
pretest because they have support from literature (Babbie, 2001). In this study, first, the 
survey instrument was pretested by three faculty members at Iowa State University. A 
thorough review of each statement, questions, and instructions in the questionnaire was done. 
Because of the review, few modifications of item wordings were made, and instructions were 
revised to bring clarity and avoid any chances of biases. 
Second step was to conduct a pilot test. For this purpose, questionnaire was typed and 
designed on the Qualtrics software for online survey. Qualtrics experts at the Iowa State 
University were approached, who helped in design and testing of the Qualtrics survey. 
Special care was taken to ensure proper coding, number of questions on each slide, font type 
and size, mobile accessibility, and survey flow. As every Mturk respondent was rewarded for 
his/her time, a unique code was created at the end of the Quatrics survey. The unique code 
was also important to adhere to Institutional Review Board (IRB) guidelines of making 
respondents unidentifiable. The Qualtrics survey link, finally generated, was sent to 100 
Mturk panel of respondents for the pilot survey. Also, 25 Ph.D. students, and ten post doc 
researchers were emailed the survey link to get their responses. One hundred and eleven 
responses were finally used for pilot test results. 
Cronbach’s alpha values checked measurement for internal consistency across items 
within each construct. All measurement subscales except one had an acceptable Cronbach’s 
alpha value of more than .70 (α > .70) as suggested in literature (Hair, Anderson, Babin, & 
Black, 2010). When one of the item “I plan to continue using conference apps even after 
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conference is over” was dropped the Cronbach’s alpha value was acceptable. As this item 
was already discussed during the pretest stage, it was finally dropped from the main survey. 
There were a few items where wordings were revised based on feedback from some 
respondents. For example, “Using conference apps increases my chances of achieving things 
important to me in my job” was modified to “Using conference apps increases my chances of 
achieving things important to me in conference perspective” and “I can get help from 
conference organizers if I have difficulty using conference apps” was modified to “I can get 
help from conference staff if I have difficulty using conference apps”. 
Further, exploratory factor analysis (EFA) was conducted to determine whether items 
represented the factors they represent and to assess factor loadings. Principal component 
analysis using varimax rotation was used to determine solutions. The number of factors 
emerged were less than hypothesized factors when tested using Eigen value more than 1. As 
measurement scales used in this study already have documented validity and the purpose was 
not to determine constructs, forced or fixed number of factor were used to getfactor loadings 
on each construct. High factor loadings (> .50) and below .30 on other factors, along with 
reasonable total variance explained (more than 50%) (Streiner, 1994), and acceptable 
Cronbach’s alpha value (> .70) for internal consistency was achieved (Hair et al., 2010). 
Thus, final survey questionnaire was used after the revisions made from the pilot survey. 
3.2 Measuring Instruments 
Based on the comprehensive literature review, a structured questionnaire or survey 
instrument was developed to measure assessment items. The instruments included closed-
ended questions containing statements/items from previously developed and validated 
measurement scales. An extensive literature review on technology adoption, attitudinal 
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studies, and environmental psychology theories was conducted to identify the most 
appropriate measurement items for this study (Ajzen & Fishbein, 1980; De Groot & Steg, 
2009; Dunlap et al., 2000; Schwartz, 1977, 2003; Stern, 2000; Venkatesh et al., 2003, 2012). 
One construct on ecological beliefs was developed by the author using guidelines from 
previous literature (discussed later in this section). The instrument items were adapted with 
slight modifications to better fit the current study (Ajzen & Fishbein, 1980; Churchill, 1979; 
Venkatesh et al., 2012). All constructs in this study had multiple items to measure the 
theoretical construct, which increases validity of the construct, as suggested in literature 
(Kline, 2016). 
The items were used to predict seven constructs associated with the UTAUT-2 model: 
performance expectancy (PE), effort expectancy (EE), facilitating conditions (FC), social 
influence (SI), hedonic motivation (HM), habit (HB), and behavioral intentions (BI). The 
constructs on attitude toward conference apps (ATCA) was adapted from TRA. One 
construct, “ecological beliefs,” was developed by the author using a qualitative survey, as 
suggested in the literature (Ajzen & Fishbein, 1980). Additionally, to understand 
respondent’s characteristics, demographic variables were included in the instrument. 
The instrument for data collection was divided into eight sections measuring 29 
indicators and demographic profile. Before going into details of each section highlighting the 
measurement items, a brief description about the background and scales used will be 
presented. An extensive literature review on technology adoption and behavioral theories 
including pro-environmental behavior helped develop a preliminary list of measurement 
items for this study. Minimum three items were used to measure each construct as it 
improves validity (Anderson & Gerbing, 1984; Hair et al., 2010). The survey had nine 
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constructs (or latent variables) and 29 items (or observed variables). Additionally, the study 
included demographic variables such as age, gender, educational qualification, occupation, 
household income, race, location, and usage frequency were included for classification as 
suggested by Lee (2016). 
3.2.1 Instrument Development 
The instrument for data collection was divided into eight sections measuring nine (9) 
indicators or constructs proposed in the model: (1) performance expectancy, (2) effort 
expectancy, (3) facilitating conditions, (4) social influence, (5) habit, (6) hedonic motivation, 
(7) attitude toward conference apps, (8) behavioral intentions, and (9) ecological beliefs, 
along with the demographic variables. 
The first section of the instrument was composed of 10 items with seven-point Likert 
scale (1 = strongly disagree, 7 = strongly agree) and presented in randomized order to 
measure individuals’ expectations on performance expectancy, effort expectancy, and 
facilitating conditions. Similarly, other sections were composed of three (3) or four (4) items 
to measure the different indicators as depicted in this section. The nine indicators, or 
constructs, are as follows: 
1. Performance expectancy  - 3 items (Venkatesh et al., 2012) 
2. Effort expectancy   - 3 items (Venkatesh et al., 2012) 
3. Facilitating conditions  - 4 items (Venkatesh et al., 2012) 
4. Social influence   - 3 items (Venkatesh et al., 2012) 
5. Habit     - 3 items (Limayem & Hirt, 2003; Limayem et al., 
2007) 
6. Hedonic motivation   - 3 items (Kim et al., 2005; Van der Heijden, 2004) 
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7. Behavioral Intention   - 3 items (Venkatesh et al., 2012) 
8. Ecological Beliefs  - 3 items; developed by the author as per the guidelines 
suggested by Ajzen and Fishbein (1980) 
9. Attitude toward 
Conference Apps   - 4 items (Ajzen & Fishbein, 1980) 
10. Demographics   - 8 items (Lee, 2016) 
The next section provides details of the 29 items under each construct within each 
section. Section one, Expectations from conference apps: The purpose of this section was to 
understand conference attendees’ expectation from conference apps on different aspects such 
as performance expectancy, effort expectancy, and facilitating conditions related to 
conference app adoption. Items for this section were adapted from existing scales and 
adapted to fit the context of this study (discussed under each construct below). Respondents 
were requested to rate their level of agreement with the statements on a seven-point Likert 
scale, withanchors being marked as strongly disagree and strongly agree. 
Performance expectancy was measured by three items as suggested by Venkatesh et 
al. (2003) and used by Venkatesh et al. (2012). One item was not included as per UTAUT-2 
as it was related to the usefulness in daily life, which does not apply to conference apps. The 
items of this construct were modified within the context of mobile conference apps (Table 1). 
Table 1 
Measurement of Performance Expectancy 
Construct Code Scale Items 
Performance 
Expectancy 
PE1 Using conference apps increases my chances of achieving things 
important to me in conferences 
PE2 Using conference apps helps me accomplish things more quickly in 
conferences 
PE3 Using conference apps increases my productivity in conferences 
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Effort expectancy was measured by four items as suggested by Venkatesh et al., 
(2003) and used by Venkatesh et al., (2012). There was one item related to “interaction 
clarity” which was not included as per UTAUT-2 as assumed to be captured by the item 
“easy to use.” Moreover, it was found to be confusing to the respondents during pretesting 
phase. The items for this construct were modified within this context (Table 2). 
Table 2 
Measurement of Effort Expectancy 
Construct Code Scale Items 
Effort Expectancy  
EE1 Learning how to use conference apps is easy for me 
EE2 I find conference apps is easy to use 
EE3 It is easy for me to become skillful at using conference apps 
 
Facilitating conditions were measured by four items as suggested by Venkatesh et al., 
(2003) and used by Venkatesh et al. (2012). The items for this construct were modified 
within the context of conference apps (Table 3). 
Table 3 
Measurement of Facilitating Conditions 
Construct Code Scale Items 
Facilitating 
Conditions 
FC1 I have the resources necessary to use conference apps 
FC2 I have the knowledge necessary to use conference apps 
FC3 Conference apps are compatible with other technologies I use 
FC4 
 
I can get help from conference staff if I have difficulty using 
conference apps 
 
Section two, Influence of others on conference apps adoption: The purpose of this 
section was to assess how the important others to attendees’ influence conference apps 
adoption behavior. Social Influence was measured by three items as suggested by Venkatesh 
et al. (2003) and used by Venkatesh et al. (2012). The items for this construct were modified 
within the context of conference app (Table 4). 
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Table 4 
Measurement of Social Influence 
Construct Code Scale Items 
Social Influence 
SI1 Most people who are important to me think I should use conference 
apps in conferences 
SI2 Most people who influence me think I should use conference apps 
SI3 People whose opinions I value, prefer that I use conference apps 
during conferences 
 
Section three, Habit of using conference apps: The purpose of this section was to 
understand what role does habit play in influencing individuals’ adoption of a conference 
app. Habit was measured by three items as suggested by Limayem et al. (2007) and used by 
Venkatesh et al. (2012). The items for this construct were modified within the context of 
conference apps (Table 5). 
Table 5 
Measurement of Habit 
Construct Code Scale Item 
Habit 
HB1 The use of conference apps during conferences has become a habit 
for me 
HB2 I am addicted to using conference apps for conference purposes 
HB3 Using the conference apps during conferences is natural to me 
 
Section four, Hedonic motivation to adopt conference apps: The purpose of this 
section to understand how much influence does entertainment or fun aspect of conference 
apps motivates individuals to adopt conference apps. Hedonic Motivation was measured by 
three items as suggested by Van der Heijden (2004) and used by Venkatesh et al., (2012). 
The items for this construct were modified within the context of conference apps (Table 6). 
Table 6 
Measurement of Hedonic Motivation 
Construct Code Scale Item 
Hedonic 
Motivation 
HM1 Using conference apps is fun 
HM2 Using conference apps is enjoyable 
HM3 Using conference apps is entertaining 
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Section five, Intention to adopt conference apps: The purpose of this section was to 
understand attendees’ behavioral intentions to adopt conference apps in future. Behavioral 
Intention was measured by three items as suggested by Venkatesh et al. (2003) and used by 
Venkatesh et al. (2012). An item on “using conference apps even after conference is over” 
was dropped after pretesting phase. The items for this construct were modified within the 
context of conference apps (Table 7). 
Table 7 
Measurement of Behavioral Intention 
Construct Code Scale Item 
Behavioral 
Intention 
BI1 I intend to continue using conference apps in future conferences  
BI2 I will always try to use conference apps in all future conferences I 
will attend 
BI3 I plan to use conference apps in all conferences 
 
Section six, Attitude toward conference apps: The purpose of this section was to 
understand attendees’ overall attitude toward conference apps. The construct “attitude toward 
behavior” was adapted from the TRA by Ajzen and Fishbein (1980). As it was used in 
context of conference apps, the construct was retitled as “attitude toward conference apps” 
(ATCA). ATCA was measured by four items as suggested by Ajzen & Fishbein (1980) and 
used by Han (2015) with seven-point semantic differential scale (1 = negative, 7 = positive). 
The items for this construct were modified within the context of the conference apps (Table 
8). 
Table 8 
Measurement of the Attitude toward Conference Apps 
Construct Code Scale Item 
 For me, using conference apps when attending a conference is 
Attitude Toward 
Conference Apps 
ATCA1 Bad (1) – Good (7) 
ATCA2 Foolish (1) – Wise (7) 
ATCA3 Unpleasant (1) – Pleasant (7) 
ATCA4 Harmful (1) – Beneficial (7) 
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Section seven, Ecological beliefs about conference apps: The purpose of this section 
was to understand attendees’ ecological beliefs about conference apps. Items for the 
construct ecological beliefs were developed by the author as suggested by Ajzen & Fishbein 
(1980) to be used in this study. Three items were generated fromresponses gathered on an 
open ended survey following Ajzen and Fishbein’s (1980) guidelines to elicit salient beliefs 
towards an object or an issue. Only responses related to environmental concern were used to 
develop these three items, as other beliefs were already captured in UTAUT-2 constructs. 
Thus, the three responses emerging from the survey were utilized to develop three items to 
measure ecological beliefs (Table 9). 
Table 9 
Measurement of the Ecological Beliefs 
Construct Code Scale Item 
Ecological Beliefs 
EB1 Using conference apps helps save paper 
waste in conferences 
EB2 Using conference apps helps reduce carbon 
dioxide emission 
EB3 Using conference apps helps environment 
conservation 
 
Section eight, Demographic Profile: The purpose of this section was to classify  
respondents into different groups by understanding their characteristics based on  
demographic variables such as age, gender, usage frequency, educational qualifications, 
occupation, household income, race/ethnicity, and location were measured as suggested by 
Lee (2016) (Table 10). 
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Table 10 
Measurement of Demographic Variables 
Variables Measurement 
Age Indicated in years from appropriate range 
Gender Male, Female, Others 
Usage Frequency- conference apps (average 
during a conference day)  
Indicated in hours from appropriate range 
Educational Qualifications Indicated by education level  
Household Income Indicated by selecting appropriate income range 
Race/Ethnicity African American, Asian, White, 
Hispanic/Latino, Others 
Location Indicated by name of the state in United States  
 
3.3 Description of the Ecological Beliefs Construct Development 
Development of measurements for the construct ecological beliefs (EB) proceeded 
through a series of steps based on scales developed by Ajzen and Fishbein (1980) and Ajzen 
(1991). Measurement items for ecological beliefs construct were derived from literature and 
an elicitation survey (Appendix C). Ajzen and Fishbein (1980) suggested that the first step to 
identify attitudes towards an issue (or an object) was by identifying salient beliefs towards 
that issue. In this study, the issue was ecological beliefs about conference apps (refer Chapter 
2 for details). Ten graduate students and post-doctoral scholars, who attended at least one 
conference utilizing an app, in past two years, were used for pilot study. They were briefed 
about the purpose of the research and told to assume target, action, context, and time of their 
conference, which they had attended. A self-administered questionnaire with open-ended 
questions was send to them to elicit their salient beliefs about the conference apps use 
(Ajzen, 2002; Lee & Back, 2008). The questions were adapted from Ajzen and Fishbein 
(1980) and modified to suit this context (e.g., what do you believe would be the advantages 
of using conference app?). The elicitation survey resulted in six salient beliefs about 
conference apps use during conferences: environmental conservation, paper saving, carbon 
emission reduction, convenience, time saving, and easy to use. Out of these six, only three 
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were related to environmental concern. As the objective was to elicit ecological beliefs about 
conference apps, only the three items considered relevant were included in the scale to 
measure ecological beliefs. Results of the elicitation survey were compared with literature 
and combined with experts/professionals advice. The initial response were thus developed 
into three items, and refined through a pilot survey with 68 conference attendees using 
MTurk panel of respondents. The preliminary study assessed reliability of multiple measures 
and showed that ecological beliefs along with other measures had reliabilities of more than 
0.70, indicating that the scale used in this study can successfully measure construct of interest 
(for further details see Chapter 4). 
3.4 Validity and Reliability Tests 
Assessment of reliability and validity of observed variables and latent factors were 
necessary to minimize measurement errors in the model. Reliability refers to the ability of a 
measure to be consistent (e.g., internal consistency), associated with observed variable 
scores. Validity was the extent to which data (or scores) accurately defines a construct (or 
factor) (e.g., convergent and divergent validity). In other words, how well the data can 
indicate what they purport to measure (Schumacker & Lomax, 2010). 
Internal consistency of each factor, which refers to homogeneity among observed 
variables, was assessed using Cronbach alpha coefficient. Only values more than 0.70 (> 
0.70) were considered as acceptable (Fornell & Larcker, 1981; Nunnally, 1978). Also, 
standardized regression weights or the factor loadings (> 0.70) were used to identify 
individual reliability (Hair et al., 2010). 
Convergent validity, where items converge to the same constructs as hypothesized, 
was assessed using composite reliability (>0.70) (Hair et al., 2010), average variance 
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extracted (AVE) (>0.50) (Dillon & Goldstein, 1984), and standardized factor loadings (> 
0.70) (Hair et al., 2010; Nunnally, 1978). Discriminant validity, where factors have low 
correlation with one another, was assessed by maximum shared squared variances (MSV) 
and the average shared squared variances (ASV), which should have values lower than AVE 
for all factors in the model (Hair et al., 2010). Other than the above, goodness-of-fit (GFI) 
indices help detect invalidity. GFI value closer to 1 reflects valid model or good model-fit. 
More details are covered under the section data analysis procedures. 
3.5 Data Collection Procedure 
As per the policy of Iowa State University, the research method involving empirical 
data collection using human subjects need to follow Institutional Review Board (IRB) 
instructions. In line with this policy, all materials and procedures for data collection, 
including the consent form, questionnaire or survey instrument, and the procedure were sent 
to IRB for approval before the start of the full-scale survey. After approval from the IRB, 
(Appendix A) survey were sent out online to collect data between February 10, 2018, to 
February 28, 2018. As the survey was developed on Qualtrics, a link (URL) was generated, 
which was attached on MTurk to send the survey to potential respondents. 
The population for this study was defined as “individuals who have attended a 
conference in past two years, having an app dedicated to that conference.” Thus, two 
conditions needed to be met for respondents to qualify to participate in this survey: (1) 
attended a conference in past two years, and (2) the conference have had a mobile app.  
3.5.1 Sample Frame 
MTurk, a crowdsourcing platform, was used as sample frame to recruit potential 
survey respondents for this study. MTurk has online panel of respondents representing the 
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U.S. population (Berinsky, Huber, & Lenz, 2012; Lee, 2016; Sorokin & Forsyth, 2008), 
diverse in terms of age, gender, and socio-economic status, which was appropriate for 
generalizability as compared to narrow group of participants, such as university students. 
Respondents were incentivized with a minimum amount of 50 cents to complete the survey. 
Though it involved a cost, MTurk had many advantages such as large pool of respondents, 
quick response time, and convenience. 
3.5.2 Sampling Technique 
Online sampling was used with a caution to ensure demographic and geographic 
spread in the sample, and to remove sampling bias, as suggested in literature (Fowler, 1988; 
Hair et al., 2010). Gender, age, and location were used to identify strata (Babbie, 1990).  
3.5.3 Sample Size 
According to literature, sample size of 200 and above was appropriate for SEM 
(Hoelter, 1983) based on Critical N (CN) statistics. Others suggested, based on population 
(5,000 or more) should use 400 or above (Gay & Airasian, 2003). Another way to calculate 
the a priori sample size was by using online calculator “Optimal Design Software,” which 
estimates sample size for SEM by effect size and power level. Effect Size reflects the 
difference between two groups or samples. It emphasizes size of the difference and not 
sample size. It has many advantages over the use of significance test (p-value) alone 
(Sullivan & Feinn, 2012). Effect size of 0.20 was considered as very small, while 0.50 as 
moderate, and 0.80 as large (Cohen, 1977). Therefore, in this study effect size of 0.20 was 
used, as it corresponds to proportions of explained variance (1%). In social sciences, like this 
study, even 1% variance explained was considered as important. Power or Statistical Power 
was the probability that a statistical test will correctly reject a null hypothesis. It was 
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inversely related to probability of making a type-II error (1-β) (Sawyer & Ball, 1981). 
Achieving a power level of 0.80 or 80% was considered as acceptable with type-I error rate 
of 5% (or at 0.05 level of significance) acceptable in the literature (Brewer, 1972; Cohen, 
1965, 1977). As per the optimal design software (Sample size calculator, n.d.), with an effect 
size of 0.20, power level of 0.80, latent variables as nine, observed variables as 29, and 
probability level of 0.05, the estimated sample size was calculated as 460 (Figure 12). 
However, if the effect size was reduced by just 0.1, with effect size of 0.30 and other 
parameters remaining same, the required sample size was 184. Thus, a sample size above 400 
will be appropriate to be used for study. Additionally, sampling error or the difference 
between the true population and sample was also reduced by the use of large sample size 
(400). Stratified sampling technique, which divides respondents into different strata, 
homogeneous with-in and heterogeneous with other stratum or mutually exclusive and 
collectively exhaustive, automatically reduces sampling error to a large extent (Creswell, 
1994). 
 
Figure 12. Sample Size Calculator (Sample size calculator, n.d.) 
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3.5.4 Data Screening, Preparation, and Tabulation 
Data was screened before using it for the analysis. Measurement scales were checked 
for being nominal, ordinal, and scale, before computing statistics like means and standard 
deviations. Data was checked for any missing value as it impacts SEM results, especially as 
AMOS software was sensitive to missing data (Schumacker & Lomax, 2010). A frequency 
check was performed to identify and delete missing data. There was no missing data as the 
sample was collected using the Mturk panel of respondents. The next step in data preparation 
was to check for outliers. Outliers were detected at univariate and multivariate levels. 
Univariate outlier was a score extreme on a single variable. Frequency distribution of z 
scores was used to detect univariate outliers. Z-scores of -3.29 and 3.29 were used as cutoff 
values (Iglewicz & Hoaglin, 1993). Skewness was found in two variables: social influence 
and hedonic motivation. In total, there were four cases where the z-scores were found to 
exceed the extreme values (3.29). As per Kline (1998) skewness between -3 and 3 and 
kurtosis between -10 and ten can be considered acceptable. 
Data normality was assessed by conducting Kolmogorov-Smirnov and Shapiro-Wilk 
tests using SPSS ver. 23. The output revealed the distribution was not normal. These tests are 
significant to large sample sizes leading to significant findings with small variation (Field, 
2009). Considering the use of ML estimation in SEM, influential analysis was conducted to 
test multivariate outliers using Mahalanobis distances as suggested in the literature (Kline, 
2016). Mahalanobis distances (D2) were compared with the Mahalanobis critical value (407 x 
29 = 11,803) (Tabachnick & Fidell, 2006) to assess multivariate normality. Results indicated 
four cases of outliers, and close analysis revealed they were the same as found in the 
univariate analysis. Thus, the four cases were deleted before using the data for final analyses.  
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Another step was to test for linearity and homoscedasticity assumptions. For linearity, 
scatter plots were examined, while multicollinearity was assessed using regression 
diagnostics. Tolerance and variance inflation factor (VIF) values indicated that variables 
were not highly correlated. Tolerance values < .10 and VIF > 10 indicate extreme 
multivariate collinearity (Kline, 2016), which was not the case in this data. 
Thus, it was important to determine that data follows the four main assumptions in 
SEM: (1) Independence, which means that observations should be independent of each other, 
ensured by online sampling where every respondent has a unique identification number; (2) 
Random sampling was assumed as the sample frame used was an online panel of 
respondents, MTurk; (3) Linearity, which impacts magnitude of correlations, was detected by 
using scatter plots; and, (4) Multivariate normality, was checked by assessing outliers, and 
four cases were deleted. Additionally, SEM requires a minimum of 200 samples and even 
more in cases of complex models and when multivariate non-normality may be of concern 
(Byrne, 2010), which was also met with the use of 403 usable responses in this study. Thus, 
SEM requirements of sample size and number of indicators were met (Hair et al., 2010). 
Also, it was important to mention causation assumptions; SEM infers causation from 
associations, not cause-and-effect relationships. As issues of causation in social and 
behavioral science are not straight forward, they need to be modeled to explain causation 
(Pearl, 2009). Thus, with these limitations and assumptions, SEM was used to establish 
relationships between variables in this study as suggested in the literature (Schumacker & 
Lomax, 2010). 
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3.6 Data Analysis Procedure 
The paradigm of sound research rests on development of theoretical frameworks 
followed by rigorous testing mechanisms. For data analysis Statistical Program for Social 
Sciences (SPSS) ver. 23.0 and AMOS ver. 23 were used for descriptive analysis and two-step 
SEM, respectively (Anderson & Gerbing, 1988). As a standard reporting procedure, 
descriptive analysis was reported using statistics such as means and standard deviations for 
all variables. Then, SEM was conducted using a two-step approach: “Measurement Model” 
and “Structural Model.” 
Measurement model specifies how well the set of observed variables measures latent 
variables. Measurement model was the confirmatory factor model (CFA), which was 
necessary to assess reliability and validity of scales (Hair et al., 2010). Structural model, on 
the other hand, specifies how latent variables are related. That being, it analyzes the 
hypothesized structural path using model fit indices of the proposed model (Kim, 2005; 
Schumacker & Lomax, 2010). SEM was utilized to determine relationships amongvariables 
(structural model) using maximum likelihood estimation (ML) method in this study, as it 
provides a consistent approach to parameter estimation problems. It was the default method 
in AMOS. The details are explained under separate sub-headings: model specification, model 
identification, model estimation and model testing. 
Researchers specify the measurement model using theoretical knowledge. Thus, 
relationships between latent and observed variables were defined a priori in this study, based 
on literature. For example, the latent independent variable “performance expectancy” was 
measured by three observed variables, and “attitude toward conference apps,” a latent 
dependent variable, was measured by four observed variables. The questions of interest, 
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addressed by measurement model were: to what extent does the observed variables measure 
the hypothesized latent variable and which observed variable among the three best measures 
the latent variable. Factor loadings indicated these relationships between variables in the 
measurement model. Factor loading shows the extent to which an observed variable 
measures latent variable, also referred to as the validity coefficients, as it shows true score (or 
valid portion of the score). The remaining score or the measurement error shows the portion 
of things measured other than the hypothesized variable (measure of error variance) 
(Schumacker & Lomax, 2010). Accounting of measurement errors in the variables were the 
most important reason for using SEM over traditional statistical analysis such as multiple 
regression and path analysis (Hoe, 2008). Exploratory factor analysis identified theoretical 
constructs or factors (latent variables) based on common variance-covariance characteristics 
among observed variables, while confirmatory factor analysis statistically tested significance 
of a hypothesized factor model. In other words, CFA tests whether or not sample data 
confirm that model. Some important concepts related to CFA are discussed in this section. 
3.6.1 Model Specification 
Model specification was the first necessary step to estimate parameters of the a priori 
model. Many different relationships were estimated depending on the hypothesized model. 
For example, measurement equations in one of the constructs were as under: 
Performance expectancy = function of achievement + error 
Performance expectancy = function of accomplishment + error 
Performance expectancy = function of productivity + error 
Functions or the factor loadings were included in the specified models. As there were 
29 observed variables, there were equal number of measurement (29) equations in the 
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hypothesized model. As such, there were 29 factor loading and 29 measurement error 
variances in this study. 
3.6.2 Model Identification 
Model Identification was the next step to test whether the model was identified. In 
other words, this step was to solve the identification problem. It was done before the 
estimation of parameters, to answer whether a unique set of parameter estimates were found 
by sample data or sample variance-covariance matrix (S), and population variance-
covariance matrix (∑). In our model, some parameters were fixed, like “accomplishment,” 
but was not allowed to load with “effort expectancy,” while it was free to load on 
“performance expectancy.” 
In identification, it was important to assess “order condition” and “rank condition.” 
Order condition should fulfill the condition that number of free parameters must be less than 
or equal to distinct values in matrix S. In our case, number of free parameters were as 
follows: 
29 factor loadings; 29 measurement error variances; 0 measurement error 
covariances; 0 correlations among the latent variables. 
29+29+0+0 = 58 
Thus, 58 free parameters were required to be estimated. Number of distinct values in 
the matrix S was calculated by the formula: 
p(p+1)/2, where p was number of observed variables 
29(29+1)/2 = 435 
Degrees of freedom (df), 435 - 58 = 377  
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As per the above “order condition,” this model was possibly “over-identified,” having 
more S values than parameters. Thus, df in this study was positive, neither zero (just-
identified) nor negative (under-identified). Being over-identified, other sufficient conditions 
(e.g., rank order) needed to be algebraically assessed to ensure each parameter was estimated 
from covariance matrix S. It was done by AMOS to confirm whether CFA was identified or 
not. 
3.6.3 Model Estimation 
Model Estimation was used to estimate parameters of the specified factor model, 
which was done statistically by using maximum likelihood (ML) approach in this study. 
Other methods like generalized least squares (GLS) and unweighted least square (ULS) were 
not used because of less advantages as compared to ML. Parameters were reported as 
unstandardized estimates or standardized estimates. Maximum likelihood was used in this 
study to analyze CFA with standardized solution to reportstatistical estimates of the free 
parameters. ML estimation method has inherent advantages over other methods. For 
example, it was considered as the full information estimation method (Schumacker & 
Lomax, 2010), as it generates all the model parameters at one time using AMOS. Moreover, 
it has sound algorithm, easy to use, less complex, and default method in AMOS. 
Model estimation was done by decomposition of correlation (or variance-covariance) 
matrix. It means that if the model were properly specified, it would reproduce the correlation 
(variance-covariance) matrix from all the relationships between observed variables. If there 
were any errors, it would not have reproduced. The errors could be regarding: (1) incorrect 
number of factors, (2) wrong factor loadings, (3) factor correlations not correctly specified, 
and (4) measurement error variance not correctly specified. 
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3.6.4 Model Testing 
Model Testing determines the structure of the specified factor model, based on the fit 
of the sample variance-covariance data. The fit of the model was good, and therefore the 
specified model was supported by sample data. If fit of the model would not have been so 
good, then the specified model would need to be re-specified, to achieve a better fit. The 
model testing was done using appropriate model fit indices, which are discussed in the next 
paragraph. 
There are a wide variety of model-fit indices for this purpose, which have 
recommended values to assess model fit. For example, Chi-square (X2) (a measure of 
badness of fit) (or CMIN) should be “Not significant.” Degrees of freedom (df) should be 
close to chi-square as per non-centrality parameter (NCP). Therefore, X2-df  should be close 
to Zero (NCP=0; perfect fit) (Browne & Cudeck, 1993). This shows no or minimum 
difference between sample covariance matrix (S) and the covariance matrix (∑) that were 
created (specified model). As chi-square was influenced by large sample size and 
multivariate non-normality, it was suggested to have further confirmation on the model fit, 
by using other fit indices (Hooper, Coughlan, & Mullen, 2008; Kim, 2005). Root-mean-
square error of approximation (RMSEA) shows absolute fit, or how well the specified model 
fits the covariance matrix (Browne & Cudeck, 1993). A good fit was considered if the 
RMSEA value is below 0.09. Other model-fit and model comparison indices such as Tucker-
Lewis Index (TLI) (Hu & Bentler, 1998) and their acceptable fit values are given in Table 11 
(Hair, Anderson, Tatham, & Black, 1992; Schumacker & Lomax, 2010). 
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Table 11 
Model Fit Indices 
Model Fit Indices Recommended Values 
Chi-square (X2 statistic) Not-Significant p-values expected 
Goodness-of-fit index (GFI) 0 (no fit) to 1 (perfect fit) 
Root mean square error of approximation 
(RMSEA)  ≤ .09 
Comparative fit index (CFI)  ≥ .90 
Tucker-Lewis index (TLI) ≥ .90 
Normed fit index (NFI) 0 (no fit) to 1 (perfect fit) 
 
3.7 Chapter Summary 
Chapter 3 discussed the method and research design used in this study. It included 
development of the instrument, sampling procedures, pretesting and pilot testing, and data 
collection procedures. This chapter also described the data analysis techniques utilized in this 
study. The next chapter will provide an analysis of the results from the collected data. 
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CHAPTER 4.    RESULTS AND FINDINGS 
The objective of this chapter was to present results of this study. First, a description 
of respondents’ profiles including sociodemographic information and apps usage was 
presented. Second, descriptive statistics of the indicators for each factor regarding means, 
reliabilities, and correlations are provided. The final section includes results from the 
measurement model and structural model. The structural model was evaluated for both direct 
and indirect effects. 
4.1 Respondent Characteristics 
4.1.1 Response Rate 
As the data was collected using Mturk, an online panel of respondents, all 500 
responses requested on the platform were completed within five days of posting. Thus, the 
response rate was almost 100% with 80% usable responses. All 500 respondents were above 
18 years of age and had attended a conference with apps in the past two years, meeting 
criteria for inclusion in the study. However, out of 500 responses, 93 cases were determined 
to be invalid because their survey responses were not correct on the two alertness questions 
included in the questionnaire to assess respondents’ seriousness and engagement. Thus, these 
cases were eliminated. Four additional cases were eliminated based on data screening. 
Therefore, a total of 403 responses were used for data analysis. 
4.1.2 Demographics of Respondents 
The sociodemographic characteristics of respondents are presented in Table 12. 
Overall, respondents were predominantly male (68.20%) with females representing only 
31.80% of the sample. The majority of respondents were between 18-30 years of age (57.6%) 
with the next biggest group between 31-40 years of age (33.3%). 
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Table 12 
Respondents Sociodemographic Characteristics 
Characteristics of respondents N Percent 
GENDER     
Male 275 68.20  
Female 128 31.80 
AGE    
 18 - 30 years 232 57.60 
 31 - 40 years 134 33.30 
 41 - 50 years 24 6 
 51 - 60 years 9 2.20 
 Above 60 years 4 1 
EDUCATION    
 
Bachelor's Degree 228 48.10  
Graduate Degree 81 28.50  
Some College, but no degree 42 10.40  
Associate Degree 33 8.20  
High School Degree 18 4.50  
Other 1 0.20 
INCOME     
Less than $30,000 141 35  
$30,001 to $50,000 109 27  
$50,001 to $70,000 77 19.10  
$70,001 to $90,000 32 7.90  
$90,001 to $110,000 23 5.70  
Above $110,001 21 5.20 
RACE     
Asian 177 43.90  
White 156 38.70  
African American 52 12.90  
Hispanic/Latino 14 3.50  
Other 4 1 
USAGE     
1 - 2 Hours 152 37.70  
2 - 3 Hours 110 27.30  
More than 4 Hours 51 12.70  
3 - 4 Hours 46 11.40 
  Less than 1 Hour 44 10.90 
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Regarding education, a large number of respondents (48.1%) indicated they had 
earned a bachelor’s degree, and 28.1% of respondents had graduate degrees. Most 
respondents had annual household incomes below $50,000 (62%). Most respondents belong 
to Asian (43.9%) and white (38.7%) races. Regarding behavioral profile of respondents, the 
majority of respondents (65%) use at least some type of mobile apps for 1-3 hours per day. 
The geographical spread of respondents (Table 13) indicated the sample was widely spread 
across the United States. The majority of respondents (36%) belong to southern states (Figure 
13) like Texas, Florida, Alabama, Louisiana and so on. 
Table 13 
Geographical Spread of the Sample 
Geographical Region Count Percent 
Mid-west 84 21% 
North-east 60 15% 
Other 23 6% 
South 146 36% 
West 90 22% 
Total 403 100% 
 
 
Figure 13. Pie Chart for Geographical Spread of the Sample 
MID-WEST, 
21%
NORTH-
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WEST, 22%
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4.2 Descriptive Statistics 
 As discussed earlier in the section on data screening, preparation, and tabulation, 
data was screened and checked for SEM assumptions before performing the analyses as 
suggested in the literature (Kline, 2016). This section provides descriptive statistics about 
data used in this study. First, all 29 items are described as used in the study within each 
constructs with the help of means, standard deviations, skewness, and kurtosis. Then, results 
from factor analysis are presented as suggested in the literature (Yoon & Uysal, 2005) 
followed by factor analysis, and means, standard deviation, and reliabilities of the nine 
constructs along with their covariance and correlation matrix. 
Items under each construct as shown in Table 14 provide a clear idea to the reader 
about the statements used to understand conference attendees’ green IS (conference apps) 
adoption behavior. 
Table 14 
Items under each Constructs 
Construct  
(No. of 
items) 
Items Measures 
Perceived  
Expectancy 
(3) 
PE1 
Using conference apps increases my chances of achieving things important 
to me in conferences 
PE2 
Using conference apps helps me accomplish things more quickly in 
conferences 
PE3 Using conference apps increases my productivity in conferences 
Effort  
Expectancy 
(3) 
EE1 Learning how to use conference apps is easy for me 
EE2 I find conference apps is easy to use 
EE3 It is easy for me to become skillful at using conference apps 
Facilitating 
 Conditions 
(4) 
FC1 I have the resources necessary to use conference apps 
FC2 I have the knowledge necessary to use conference apps 
FC3 Conference apps are compatible with other technologies I use 
FC4 
I can get help from conference staff if I have difficulty using conference 
apps 
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Table 14 (continued) 
Construct  
(No. of 
items) 
Items Measures 
Social  
Influence 
(3) 
SI1 
Most people who are important to me think I should use conference apps 
in conferences 
SI2 Most people who influence me think I should use conference apps 
SI3 
People whose opinions I value, prefer that I use conference apps during 
conferences 
Habit  
(3) 
HB1 
The use of conference apps during conferences has become a habit for 
me 
HB2 I am addicted to using conference apps for conference purposes 
HB3 Using the conference apps during conferences is natural to me 
Hedonic  
Motivation 
(3) 
HM1 Using conference apps is fun 
HM2 Using conference apps is enjoyable 
HM3 Using conference apps is entertaining 
Behavioral  
Intention (3) 
BI1 I intend to continue using conference apps in future conferences  
BI2 
I will always try to use conference apps in all future conferences I will 
attend  
BI3 I plan to use conference apps in all conferences   
Attitude  
Toward 
Conference 
Apps  
(4) 
ATCA1 
For me, using conference apps when attending a conference is Bad – 
Good  
ATCA2 
For me, using conference apps when attending a conference is Foolish – 
Wise  
ATCA3 
For me, using conference apps when attending a conference is 
Unpleasant – Pleasant  
ATCA4 
For me, using conference apps when attending a conference is Harmful 
– Beneficial  
Ecological 
 Beliefs  
(3) 
EB1 Using conference apps helps save paper waste in conferences 
EB2 Using conference apps helps reduce carbon dioxide emission 
EB3 Using conference apps helps environment conservation 
 
4.2.1 Means, Standard Deviations, Skewness, and Kurtosis of the Items 
As per the standard procedure of describing the research, the first step is to provide 
the descriptive statistics of the data collected from survey. Table 15 presents means, standard 
deviations, skewness, and kurtosis along with the minimum and maximum standardized 
scores of each of the 29 items under the nine constructs as per the a priori model. The 
descriptive statistics reveals that the data was slightly skewed and adjusted for z scores. 
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Table 15 
Mean, Standard Deviation, Skewness, and Kurtosis of 29 Items 
 
 Non-Standardized Standardized 
Variables Mean 
Std. 
Deviation Skewness Kurtosis Min Max 
Z > 
3.29 
Performance  
Expectancy 
(PE) 
PE1 5.33 1.14 -0.58 -0.10 -2.70 1.42 0 
PE2 5.48 1.12 -0.70 0.26 -2.85 1.30 0 
PE3 5.46 1.19 -0.78 0.28 -2.73 1.26 0 
Effort  
Expectancy 
(EE) 
EE1 5.50 1.10 -0.76 0.62 -2.98 1.32 0 
EE2 5.58 1.14 -0.72 0.08 -3.01 1.22 0 
EE3 5.48 1.17 -0.79 0.44 -2.64 1.24 0 
Facilitating 
Condition 
(FC)  
FC1 5.51 1.18 -0.83 0.33 -2.92 1.25 0 
FC2 5.63 1.09 -0.67 0.03 -3.11 1.22 0 
FC3 5.54 1.11 -0.61 0.24 -2.98 1.27 0 
FC4 5.30 1.33 -0.91 1.00 -3.23 1.28 0 
Social  
Influence 
(SI) 
SI1 5.12 1.31 -0.81 0.70 -3.15 1.44 0 
SI2 5.16 1.30 -0.69 0.45 -3.20 1.41 0 
SI3 5.22 1.32 -0.75 0.59 -3.19 1.34 0 
Habit 
(HB) 
HB1 5.11 1.34 -0.89 0.84 -3.08 1.41 0 
HB2 4.69 1.56 -0.59 -0.38 -2.36 1.47 0 
HB3 5.34 1.15 -0.58 0.21 -2.56 1.35 0 
Hedonic  
Motivation 
(HM) 
HM1 5.21 1.34 -0.68 0.35 -3.14 1.33 0 
HM2 5.24 1.33 -0.81 0.55 -3.20 1.32 0 
HM3 5.28 1.34 -0.71 0.30 -3.19 1.29 0 
Behavioral 
 Intention 
(BI) 
BI1 5.50 1.19 -0.55 -0.25 -2.62 1.21 0 
BI2 5.28 1.34 -0.62 0.18 -3.19 1.29 0 
BI3 5.32 1.33 -0.64 0.41 -3.24 1.26 0 
Attitude 
Toward  
Conference 
Apps 
(ATCA) 
ATCA1 5.89 1.10 -1.15 1.40 -3.28 0.97 0 
ATCA2 5.74 1.06 -0.75 0.42 -3.26 1.14 0 
ATCA3 5.70 1.11 -0.86 0.69 -3.18 1.14 0 
ATCA4 5.86 1.05 -0.89 0.82 
-2.51 1.04 0 
Ecological  
Beliefs  
(EB) 
EB1 5.53 1.22 -0.78 0.07 -2.78 1.19 0 
EB2 5.43 1.22 -0.76 0.19 -2.65 1.25 0 
EB3 5.52 1.21 -0.65 -0.08 -2.74 1.20 0 
 
4.2.2 Exploratory Factor Analysis 
Exploratory factor analysis (EFA) was conducted before confirmatory factor analysis 
(CFA) as suggested in the literature (Yoon & Uysal, 2005). Items from each construct were 
subjected to EFA to verify the items belonged to the corresponding factor, as was evidenced 
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in Lee’s (2012) study. The other purpose was to assess that factor loadings were acceptable. 
This procedure was suggested by Yoon and Uysal (2005) to decrease error variance of 
indicator correlations before conducting CFA to test the measurement model. Principal 
component analysis with orthogonal (varimax) rotation method was used to extract the 
factors (Costello & Osborne, 2005). The decision to include items was based on the cut-off 
value of 0.40 of the factor loadings, Scree plot, and variance explained (Hair et al., 2010). It 
was important to note the number of factors were pre-determined as the scales used (except 
ecological beliefs) were well established and had been validated in the literature (Venkatesh 
et al., 2003). Hurley et al., (1997) conducted a debate among leading statisticians and 
researchers on use of EFA or CFA, wherein they concluded that use of these techniques 
depends on the purpose of the study. EFA was used for developing new scales or 
instruments, while CFA was used where the researcher uses a priori theory, which was the 
case in this study. The authors posited there was a need for agreement on issues such as 
whether EFA and CFA be used on the same data set, and the “appropriateness of ‘forcing’ 
models into a preset number of factors” (Hurley et al., 1997, p. 681). Another dimension n 
this area wasuse of exploratory structural equation modeling (ESEM), which solved the 
problem of factor loading matrix rotation in EFA (Asparouhov & Muthen, 2009), but needs 
Mplus software for analysis. Therefore, in this situation, EFA was conducted before CFA in 
this study. 
The reliability of each dimension was assessed using Cronbach’s Alpha coefficient 
for assessing internal consistency. In general, Cronbach’s alpha of .70 and higher are 
considered acceptable values (Nunnally & Bernstein, 1994). In cases where factors have 
fewer than six items, .60 can be considered as acceptable (Cortina, 1993). Overall results 
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were encouraging as nine factors together explain 71.15 percent of variance. The Kaiser-
Meyer-Olkin (KMO) measure of sampling adequacy of .95 suggests the sample was 
adequate. Additionally, reliability analysis suggests all 29 items under nine factors had high 
internal consistency (Cronbach’s α = .95). The EFA results of each latent construct are 
shown in Table 16 through Table 24, as was evidenced in Lee’s (2012) study. These tables 
include only the items having factor loadings more than 0.40. 
Perceived expectancy was comprised of three items. EFA results indicated that all 
items had fairly high loadings (Table 16). Additionally, reliability analysis suggested that 
perceived expectancy with three items had high internal consistency (Cronbach’s α = .73). 
Table 16 
Factor Loadings and Reliability for Perceived Expectancy 
Code Indicators/Items Loadings 
Perceived Expectancy (Cronbach’s α = .73, M = 5.42)  
PE1 Using conference apps increases my chances of achieving things 
important to me in conferences 
.82 
PE2 Using conference apps helps me accomplish things more quickly 
in conferences 
.80 
PE3 Using conference apps increases my productivity in conferences .79 
Note. KMO = .68 
Effort Expectancy was comprised of three items. EFA results indicated that all items 
had fairly high loadings (Table 17). Additionally, reliability analysis suggested that perceived 
expectancy with three items had high internal consistency (Cronbach’s α = .76). 
Table 17 
Factor Loadings and Reliability for Effort Expectancy 
Code Indicators/Items Loadings 
Effort Expectancy (Cronbach’s α = .76, M = 5.52)  
EE1 Learning how to use conference apps is easy for me .82 
EE2 I find conference apps is easy to use .82 
EE3 It is easy for me to become skillful at using conference apps .83 
Note. KMO = .70 
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Facilitating Conditions was comprised of four items. EFA results indicated that all 
items had reasonably high loadings as shown below (Table 18). Additionally, reliability 
analysis suggested that perceived expectancy with four items had high internal consistency 
(Cronbach’s α = .72). 
Table 18 
Factor Loadings and Reliability for Facilitating Conditions  
Code Indicators/Items Loadings 
Facilitating Conditions (Cronbach’s α = .72, M = 5.50)  
FC1 I have the resources necessary to use conference apps .80 
FC2 I have the knowledge necessary to use conference apps .76 
FC3 Conference apps are compatible with other technologies I use .77 
FC4 
I can get help from conference staff if I have difficulty using 
conference apps 
.64 
Note. KMO = .75 
Social Influence was comprised of three items. EFA results indicated that all items 
had high loadings (Table 19). Additionally, reliability analysis suggested that perceived 
expectancy with three items had high internal consistency (Cronbach’s α = .85). 
Table 19 
Factor Loadings and Reliability for Social Influence 
Code Indicators/Items Loadings 
Social Influence (Cronbach’s α = .85, M = 5.17)  
SI1 Most people who are important to me think I should use 
conference apps in conferences 
.88 
SI2 Most people who influence me think I should use conference apps .86 
SI3 People whose opinions I value, prefer that I use conference apps 
during conferences 
.90 
Note. KMO = .72 
Habit was comprised of three items. EFA results indicated that all items had high 
loadings as shown below (Table 20). Additionally, reliability analysis suggested that 
perceived expectancy with three items had high internal consistency (Cronbach’s α = .69). 
 
 
 
 
96 
Table 20 
Factor Loadings and Reliability for Habit 
Code Indicators/Items Loadings 
Habit (Cronbach’s α = .70, M = 5.05)  
HB1 The use of conference apps during conferences has become a habit for 
me 
.82 
HB2 I am addicted to using conference apps for conference purposes .78 
HB3 Using the conference apps during conferences is natural to me .77 
Note. KMO = .67 
Hedonic Motivation was comprised of three items. EFA results indicated that all 
items had reasonably high loadings (Table 21). Additionally, reliability analysis suggested 
that perceived expectancy with three items had high internal consistency (α = .83). 
Table 21 
Factor Loadings and Reliability for Hedonic Motivation 
Code Indicators/Items Loadings 
Hedonic Motivation (Cronbach’s α = .83, M = 5.24)  
HM1 Using conference apps is fun .87 
HM2 Using conference apps is enjoyable .85 
HM3 Using conference apps is entertaining .87 
Note. KMO = .72 
Behavioral Intention was comprised of three items. EFA results indicated that all 
items had high loadings and internal consistency (α = .76).as shown below (Table 22). 
Table 22  
Factor Loadings and Reliability for Behavioral Intention 
Code Indicators/Items Loadings 
Behavioral Intention (Cronbach’s α = .761, M = 5.36)  
BI1 I intend to continue using conference apps in future conferences  .77 
BI2 I will always try to use conference apps in all future conferences I will 
attend  
.85 
BI3 I plan to use conference apps in all conferences   .85 
Note. KMO = .68 
Attitude toward conference apps was comprised of four items. EFA results indicated 
that all items had reasonably high loadings (Table 23). Additionally, reliability analysis 
suggested that perceived expectancy with four items had high internal consistency 
(Cronbach’s α = .82). 
97 
Table 23 
Factor Loadings and Reliability for Attitude toward Conference Apps 
Code Indicators/Items Loadings 
Attitude Toward Conference Apps (Cronbach’s α = .822, M = 5.80)  
ATCA1 For me, using conference apps when attending a conference is 
Bad – Good  
.82 
ATCA2 For me, using conference apps when attending a conference is 
Foolish – Wise  
.78 
ATCA3 For me, using conference apps when attending a conference is 
Unpleasant – Pleasant  
.84 
ATCA4 For me, using conference apps when attending a conference is 
Harmful – Beneficial  
.79 
Note. KMO = .80 
Ecological Beliefs was comprised of three items. EFA results indicated that all items 
had fairly high loadings (Table 24). Additionally, reliability analysis suggested that perceived 
expectancy with three items had high internal consistency (Cronbach’s α = .78). 
Table 24 
Factor Loadings and Reliability for Ecological Beliefs  
Code Indicators/Items Loadings 
Ecological Beliefs (Cronbach’s α = .78, M = 5.49)  
EB1 Using conference apps helps save paper waste in conferences .84 
EB2 Using conference apps helps reduce carbon dioxide emission .84 
EB3 Using conference apps helps environment conservation .82 
Note. KMO = .70 
The results from EFA showed some constructs had inter-item correlations among 
them. This implied that variables might be representing something other than their respective 
underlying constructs. Following MacCallum, Roznowski, and Necowitz (1992) and Browne 
(2001) no indicators were dropped because the focus of this study was not to explore factors, 
but to assess causal relationships between constructs. Another reason was that scales used in 
this study have been tested for their validity. Because of the above reasons, constructs were 
accepted to be used for confirmatory factor analysis. Finally, based on similarity of means, 
reliability, and factor loadings ofitems from EFA, and on Cronbach’s alpha values of each 
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construct, the hypothesized model was accepted with 29 items and nine constructs for further 
analyses. 
4.2.3 Confirmatory Factor Analysis 
Before moving to the next step of confirmatory factor analysis,  described under 
testing the hypothesized model, it was important to provide means, standard deviations, and 
reliabilities of each construct  (Table 25), followed by covariance and correlation matrix of 
the constructs (Table 26). Reliabilities represent internal consistency estimates using 
Cronbach’s α values. All constructs had Cronbach’s α values greater than .65, indicating 
acceptance levels for each scale. The three highest reliabilities included attitude toward 
conference apps (α = .82), social influence (α = .85), and hedonic motivation (α = .83). The 
reliability of the newly added construct ecological beliefs was .780 indicating high internal 
consistency of the scale.  
Similarly, the highest mean scores for the three constructs were attitude toward 
conference apps (M = 5.80), effort expectancy (M = 5.52), and facilitating conditions (M = 
5.50). The mean of the newly added construct ecological beliefs was 5.49 indicating high 
agreement with ecological beliefs among respondents. 
Table 25 
Means, Standard Deviations, and Reliabilities of Constructs 
Constructs N Mean SD Α 
PE 403 5.42 0.92 0.73 
EE 403 5.52 0.94 0.76 
FC 403 5.50 0.87 0.72 
SI 403 5.17 1.15 0.85 
HB 403 5.05 1.07 0.69 
HM 403 5.24 1.15 0.83 
BI 403 5.36 1.06 0.76 
ATCA 403 5.80 0.87 0.82 
EB 403 5.49 1.01 0.78 
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Next, the covariances and correlations among the nine constructs are presented as 
examined in the study (Table 26). The correlations among all variables were found 
statistically significant at the 0.01 level (p < .01) as evident from the results on the Statistical 
Package for the Social Sciences ver. 23.0 (SPSS 23.0). 
Table 26 
Covariance and Correlation Matrix of the Nine Constructs 
  BI ATCA EB HM HB SI FC EE PE 
BI 1.00 0.86 0.70 0.76 0.90 0.71 0.76 0.79 0.78 
ATCA 0.63 0.53 0.74 0.66 0.69 0.66 0.76 0.78 0.79 
EB 0.58 0.45 0.70 0.48 0.46 0.58 0.75 0.72 0.79 
HM 0.83 0.53 0.44 1.21 0.87 0.79 0.52 0.61 0.59 
HB 0.61 0.34 0.26 0.65 0.46 0.88 0.55 0.64 0.66 
SI 0.81 0.55 0.55 0.98 0.67 1.28 0.56 0.58 0.63 
FC 0.53 0.39 0.45 0.40 0.26 0.45 0.50 0.89 0.93 
EE 0.69 0.49 0.52 0.59 0.38 0.57 0.54 0.75 0.91 
PE 0.59 0.44 0.50 0.49 0.34 0.54 0.50 0.60 0.58 
Note. Covariances, correlations, and variances are presented in the lower left, upper right 
triangle, and diagonal, respectively. 
 
4.3 Testing the Hypothesized Model 
This section provides answers to the research questions by testing hypotheses using 
SEM technique. The first step was to see if data meets the assumption criteria of SEM, which 
was discussed in the previous section. The next step was to assess whether the hypothesized 
measurement model to predict conference attendees’ behavior adequately fit the observed 
data. In other words, the hypothesized measurement model for performance expectancy, 
effort expectancy, facilitating conditions, social influence, hedonic motivation, habit, 
ecological beliefs, attitude toward the conference apps, and behavioral intention fit the 
observed data. 
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4.3.1 The Measurement Model 
In testing the measurement model, each item was constrained to load only on the 
factor it was designated to measure; the residual terms for all items were fixed to be 
uncorrelated; no equality constraints on the factor loadings were imposed, and the factor 
covariances were free to be estimated. 
Confirmatory factor analyses were conducted to ascertain that proposed items were 
representative of the constructs. The full measurement model as conceptualized in Chapter 3 
was specified in AMOS ver. 23. Items and error covariance represented each factor. A 
graphical representation of measurement model was shown below (Figure 14). The model 
was hypothesized to consist of nine factors: performance expectancy, effort expectancy, 
facilitating conditions, social influence, hedonic motivation, habit, ecological beliefs, and 
attitude toward the conference apps. The goodness-of-fit indices indicated a marginal fit to 
the data, CMIN or χ2 (29, N = 403) = 899.67, p <.000, χ 2 / df = 2.64, RMSEA = .06, GFI = 
.86, CFI = .91, TLI (or NNFI) = .89, and NFI = .86 (Table 27).  
A review of factor loadings, univariate and multivariate normality estimates, 
standardized residuals, and modification indices (MI) statistics pointed out some items in the 
existing constructs might be problematic, as they were associated with error covariance with 
other items. MI statistics identified four sets of parameters that were highly correlated with 
each other (e6-e30, e18-e31, e17-e30, and e17-e20). To improve the model fit common 
method variance (CMV) was also tried and tested, but CMV could not produce results in the 
next level due to the complexity of the model, especially for AMOS software. 
Thus, as suggested by Kline (2016), an alternative model (or re-specified model) was 
tested for improved fit with correlated error terms having higher MI values (Figure 15). It 
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was interesting to note that high correlation between PE, EE, and FC has been reported 
several times in previous literature (e.g., Venkatesh et al., 2003). None of the items under the 
constructs were eliminated to improve model fit, as it was not considered as a bias 
(MacCallum et al., 1992). The reason for not eliminating any item was the use of well- 
established and validated scales, and the purpose of the study, which was to understand 
causal relationships rather than to establish validity, as mentioned before. 
The alternative measurement model had nine constructs: performance expectancy, 
effort expectancy, facilitating conditions, social influence, hedonic motivation, habit, 
ecological beliefs, attitude toward the conference apps, and behavioral intention. The 
goodness-of-fit indices of the alternative (or re-specified) model indicated that data fit the 
model reasonably well: CMIN or χ2 (29, N = 403) = 810.34, p <.000, χ 2 / df = 2.41, 
RMSEA = .06, GFI = .87, CFI = .92, TLI (or NNFI) = .91, and NFI = .88 (Table 27). 
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Figure 14. Hypothesized Measurement Model 
Note. LPE, LEE, LFC, LSI, LHB, LHM, LEB, LATCA, and LBI in the figures denote PE, EE, FC, SI, HB, 
HM, EB, ATCA, and BI in the explanations including tables. 
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Figure 15. Re-specified or Alternative Measurement Model 
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Table 27 
Comparison of Model Fit Indices of Hypothesized and Alternative Model 
Model Fit Indices 
 
Recommended 
value 
Hypothesized 
Measurement Model 
Alternative or Re-
specified Model 
Chi-square (χ 2  or MIN) 
 
non-significant p-
value 
899.67 
 
810.34 
 
Df  - 341 337 
χ 2 / df < 5 2.64 2.41 
RMSEA < .08 .06 .06 
GFI close to 1 .86 .87 
CFI > .9 .91 .92 
TLI > .9 .89 .91 
NFI close to 1 .86 .88 
 
Additionally, the chi-square difference between the two models suggested the models 
were significantly different (Table 28). 
Table 28 
Chi-square difference between Hypothesized and Alternative Model 
  Chi-square df p-value 
Overall Model       
Unconstrained 899.67 341   
Fully constrained 810.34 337   
Difference 89.33 4 0.000 
 
As the data fit the model reasonably well— fit-indices, reliability coefficients of 
latent constructs, and size of parameter estimates were found to be adequate—the 
measurement model was considered statistically valid. Further, data analysis involved 
assessing construct validity and reliability of the latent constructs. 
4.3.1.1 Construct Validity and Reliability 
Construct validity refers to the extent to which measurements in the model represent 
corresponding theoretical constructs. Construct validity can be determined through tests of 
convergent and discriminant validity. This provides confidence regarding the findings. 
Convergent validity was the extent to which measures within a construct are similar and 
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related to each other. In other words, items converge on their respective constructs with 
acceptable value. Discriminant validity, on the other hand, refers to the extent to which 
measures in different constructs are dissimilar or divergent to each other (Byrne, 2010).   
Construct validity was determined by the strength of factor loadings, significance of 
t-values (t > 1.96 for p < 0.05 and > 2.33 for p < 0.01), and estimates of average variance 
extracted (AVE) (Fornell & Larcker, 1981). Their size determined the strength of the factor 
loadings by the shared variances (i.e., squared multiple correlations [SMC or R2]). A small 
value of SMC indicates a weak relationship between an indicator and its underlying 
construct, as it indicates a high measurement error (Fornell & Larcker, 1981). In other words, 
validity of items can be questioned if variance of the construct was greater than the combined 
variance of allitems in that construct. The factor loading value, where SMC was close to 
0.50, was the threshold that each observed variable effectively explains within its respective 
latent construct. Loadings on FC4 and HB3 were low, while loadings on FC3 and PE3 were 
close to the threshold value. The SMC values of standardized factor loadings are presented 
below (Table 29). An examination of the standardized factor loadings revealed that all 
loadings were statistically significant (p < .05). 
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Table 29 
Standardized Factor Loadings and Variance in each Item by Corresponding Factors in the 
CFA Measurement Model 
 ATCA BI EB EE FC HB HM PE SI 
SMC 
(R2) 
ATCA1 0.77         0.59 
ATCA2 0.68         0.46 
ATCA3 0.79         0.62 
ATCA4 0.70         0.49 
BI1  0.68        0.47 
BI2  0.72        0.52 
BI3  0.75        0.56 
EB1   0.80       0.64 
EB2   0.71       0.51 
EB3   0.69       0.48 
EE1    0.68      0.46 
EE2    0.72      0.52 
EE3    0.75      0.57 
FC1     0.72     0.51 
FC2     0.68     0.47 
FC3     0.63     0.40 
FC4     0.53     0.28 
HB1      0.73    0.53 
HB2      0.67    0.45 
HB3      0.59    0.35 
HM1       0.80   0.63 
HM2       0.76   0.58 
HM3       0.82   0.67 
PE1        0.73  0.53 
PE2        0.70  0.48 
PE3        0.64  0.41 
SI1         0.82 0.67 
SI2         0.75 0.56 
SI3         0.85 0.73 
Note. All values were found significant at .05 level (p < .05). 
Table 30 shows the composite reliabilities (CR), average variance extracted (AVE), 
and the correlations among the latent constructs. Higher CR value corresponds to better 
reliability of the construct. In this case, all constructs have a higher CR value (> .70), which 
was considered acceptable and good (Nunnally & Bernstein, 1994). AVE measures amount 
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of variance accounted for by the construct about the amount of variance due to the 
measurement error (Fornell & Larcker, 1981). AVE less than .50 was considered as low 
(Hair et al., 2010). In this study, AVE in case of FC (.41), PE (.47), and HB (.44) were 
slightly lower than the acceptable value but not extremely low (> .40). Convergent validity in 
these cases were still considered as acceptable because their respective CR was higher than 
0.70 (Fornell & Larcker, 1981). 
Discriminant validity was considered to be achieved if measures of different 
constructs are not strongly correlated among themselves. The correlations examined it among 
latent constructs. Discriminant validity was also measured by comparing the inter-correlation 
factors with AVE, which should be less than the square root of AVE (Fornell & Larcker, 
1981). As seen from Table 30, data has some discriminant validity issues that are not 
extreme. As suggested in the literature, in case of self-reported data, shared method variance 
may inflate relations among latent variables. Therefore, discriminant validity may not be 
rejected on this basis (Brooke, Russell, & Price, 1988). Based on the above discussions, it 
was concluded that the model has the construct validity. 
Table 30 
Correlations among Nine Factors and Construct Reliability 
  CR AVE FC PE EE SI HB HM EB ATCA BI 
FC 0.74 0.41 0.64                 
PE 0.73 0.47 0.94 0.69               
EE 0.76 0.52 0.90 0.92 0.72             
SI 0.85 0.65 0.56 0.64 0.57 0.81           
HB 0.70 0.44 0.55 0.66 0.61 0.88 0.67         
HM 0.83 0.61 0.54 0.61 0.62 0.80 0.87 0.78       
EB 0.78 0.54 0.75 0.80 0.73 0.58 0.47 0.53 0.74     
ATCA 0.82 0.54 0.76 0.79 0.79 0.66 0.69 0.69 0.75 0.73   
BI 0.76 0.52 0.76 0.79 0.82 0.71 0.89 0.81 0.72 0.87 0.72 
Note. Correlations were found significant at the 0.01 level. 
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Thus, results of various analyses provide empirical evidence in support of construct 
validity and reliabilities. The correlations, CR, and AVE, suggest adequate convergent and 
discriminant validity to show the proposed measurement model was appropriate for further 
analysis. In other words, performance expectancy, effort expectancy, facilitating conditions, 
social influence, hedonic motivation, habit, ecological beliefs, attitude toward the conference 
apps, and behavioral intention, which theoretically should be related, were related. Thus, the 
measurement model consisting of these nine constructs was valid for further analyses. The 
next step was to test relationships among these nine latent constructs using structural 
equation modeling. 
4.3.2 The Structural Model 
To investigate the goodness-of-fit of the hypothesized structural model, structural 
paths were specified in place of factor covariances in the model (Figure 16). As discussed in 
the hypotheses section, unlike traditional technology acceptance models, some factors may 
not have direct influence on behavioral intention in case of green IS (or conference apps). 
Thus, while effort expectancy (EE), facilitating conditions (FC), social influence (SI), 
hedonic motivation (HM), habit (HB), ecological beliefs (EB), and  attitude (ATCA) were 
hypothesized to have direct effect on behavioral intention (BI), performance expectancy (PE) 
and social influence (SI) were hypothesized to have no effect on BI. Due to the complexity of 
the model, which increases with the pairwise covariances between the exogenous factors (not 
shown in Figure 16), the model did not convert using AMOS. Thus, in line with the theory of 
latent variable structural equation modeling (LVSEM), the observed measures from 
exogenous factors were produced as unidimensional or manifested constructs to perform 
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LVSEM analyses, as suggested in the literature (Bagozzi, 1980; Bollen, 2002; Mackenzie, 
2001). 
Figure 16. Hypothesized Structural Model (covariances omitted for clarity). 
High Cronbach alpha values (α > .70) of each of the exogenous variables provide 
support for manifested factors. Manifested models are also recommended to be used for 
structural model analyses as they improve model fit (Kim, 2005). The goodness-of-fit indices 
indicated a poor fit to the data, CMIN or χ2 (29, N = 403) = 2470.80, df = 362; p <.000, χ 2 / 
df = 6.83, RMSEA = .12, GFI = .63, CFI = .65, TLI (or NNFI) = .61, and NFI = .62. The 
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comparison between the two models—hypothesized and alternative—shows the data 
adequately fits the alternative model. Therefore, it makes logical sense to use LVSEM 
analysis to assess model fit and relationships among constructs in this model. It was in line 
with objectives of the study, which are to assess relationship rather than constructs. The 
alternative or re-specified model can be observed below (Figure 17). 
Figure 17. Alternative or Re-specified Structural Model. 
111 
The alternative model shows standardized regression weights, pairwise covariances 
between exogenous factors, and observed variables and disturbances from endogenous 
factors as reproduced from AMOS. All covariances were found to be significant (p < .000). 
The goodness-of-fit indices in the alternative model indicated adequate fit to the data, CMIN 
or χ2 (29, N = 403) = 137.03, df = 48; p <.000, χ 2 / df = 2.86, RMSEA = .07, GFI = .95, CFI 
= .97, TLI (or NNFI) = .95, and NFI = .96. The comparative model fit indices of the two 
models—hypothesized and alternative—are shown below (Table 31), which shows that the 
data adequately fits the alternative model. 
Table 31 
Comparison of Model Fit Indices of Hypothesized and Alternative Structural Models 
Model Fit Indices 
 
 
Recommended 
Value 
 
Hypothesized 
Structural Model 
 
Alternative or Re-
specified Structural 
Model 
Chi-square (χ 2  or CMIN) 
 
non-significant p-
value 2470.80 137.03 
Df  - 362 48 
χ 2 / df < 5 6.83 2.86 
RMSEA < .08 .12 .07 
GFI close to 1 .63 .95 
CFI > .9 .65 .97 
TLI > .9 .61 .95 
NFI close to 1 .62 .96 
 
Additionally, the chi-square difference test shows the two structural models are significantly 
different from each other (Table 32).  
Table 32 
Chi-square difference between Hypothesized and Alternative Structural Models 
  Chi-square df p-value 
Overall Model       
Unconstrained 2470.80 362   
Fully constrained 137.03 48   
Difference 2333.77 314 0.000 
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4.3.3 Equivalent Model Test 
After a final model was selected, equivalent versions should be considered to avoid 
confirmation bias in the model (Kline, 2016; MacCallum & Austin, 2000; Shah & Goldstein, 
2006).  Equivalent models have the same degrees of freedom but feature different 
configuration of paths among same variables. Out of the three types of equivalent models— 
observational equivalence (Hershberger & Marcoulides, 2013), covariance equivalence, and 
d-separation equivalence (Pearl, 2009)—d-separation equivalence was used in this case using 
the Lee-Hershberger replacing rule. D-separation equivalence method suggests that the “two 
covariance equivalent models generate the same residuals and conditional independences, or 
set of vanishing correlations” (Kline, 2016, p. 293). 
Lee-Hershberger’s replacing rule number 12.2 for the structural models was used in 
this study (Lee & Hershberger, 1990). Rule 12.2 suggests that where two endogenous 
variables have the same causes and their relations are unidirectional; their paths can be 
reversed to assess the effect and model confirmation. Therefore, paths between BI and 
ATCA were reversed to assess the effect on the model (ATCABI: BIATCA) (Figure 
18). 
Results from the equivalent model analysis are presented to show the comparison 
between model fit indices of the two models: Alternative and Equivalent (Table 33) and 
shows the data adequately fits the model and confirms its robustness. 
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Figure 18. Equivalent Model Analysis with Reverse Path (ATCABI: BIATCA) 
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Table 33 
Comparison of Model Fit Indices of Alternative and Equivalent Structural Model 
Model Fit Indices 
 
 
Recommended 
Value 
 
Alternative or Re-
specified Structural 
Model 
Equivalent Model 
Analysis 
Chi-square (χ 2  or CMIN) 
non-significant p-
value 137.03 
 
137.03 
Df  - 48 48 
χ 2 / df < 5 2.86 2.86 
RMSEA < .08 .07 .07 
GFI close to 1 .95 .95 
CFI > .9 .97 .97 
TLI > .9 .95 .95 
NFI close to 1 .96 .96 
 
The next step to confirm the model was bootstrapping, a computer-based method of 
resampling sample data to estimate statistical precision (Kline, 2016). This step was 
important to reduce confirmation bias due to significance testing results based on one sample. 
Moreover, relying on significance testing was considered as unscientific and unempirical 
(Kline, 2016; Lambdin, 2012), and may lead to trained incapacity (Ziliak & McCloskey, 
2008). A better technique was interval estimation, which involves effect sizes with 
confidence interval (CI). CI was determined by the product of standard error and critical 
value providing a range of values equivalent to the observed means within the limits of the 
sampling error generally at the 95% confidence level (Kline, 2016). Another reason for using 
bootstrapping analysis was that some measures of model fit in SEM are based on the 
noncentral chi-square distribution, which measures degree of approximate or close fit rather 
than exact or perfect fit. Therefore, bootstrapping with 500 samples with replacement and 
95% CI was used in this study. The strength of this method was that it calculates 
nonparametric bootstrapped confidence intervals. The lower and upper bounds of a 95% 
bootstrapped CI correspond to 2.5th and 97.5th percentiles in distribution, which contains 
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95% of the values. Thus, bootstrapping was considered useful for statistics with complex 
distributions (Kline, 2016) to confirm the final GISAM Model. 
The key results are provided in the GISAM model (Figure 19), which shows 
standardized regression weights from structural model analyses. Pairwise covariances 
between exogenous factors and observed variables and disturbances from endogenous factors 
were omitted to save space. All covariances were found to be significant at 0.01 level (p < 
.01). 
 
Figure 19. GISAM Model (showing Total Effects) 
Note. *** p < .01; * p < .05 
One of the most important findings from this study was the result from squared 
multiple correlations (SMC) of behavioral intention (.88), which suggests that predictors can 
explain variance up to 88 percent in this model. It was important to note that this was the 
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highest variance explained in technology adoption models so far. Similarly, variance in 
attitude or attitude toward conference apps (SMC = .69) can be explained up to 69 percent by 
the predictors used in this model (Figure 19). 
4.3.4 Bootstrapping Analysis 
As discussed in the previous section, bootstrapping technique was used in this study 
to validate results of the structural equation modeling and to confirm the model. The 
bootstrap test of significance using bias corrected percentile method was used in this study 
looking at the CIs, which was considered as robust for model confirmation (Kline, 2016). 
When “zero” falls outside the bound/range, the hypothesis should be rejected. Bootstrap 
results not only pertain to the direct, indirect, and total effects but also provide confidence 
intervals and associated p-values. 
4.3.4.1 Direct Effects 
Results from the bootstrap direct effects (Table 34) shows that attitude was the 
strongest predictor of behavioral intention (0.44, p < .01), while habit (0.32, p < .01), hedonic 
motivation (0.19, p < .01), and effort expectancy (0.14, p < .05) are the other significant 
predictors of behavioral intention to use conference apps (Table 34). Similarly, direct 
predictors of attitude in this study were found to be ecological beliefs (0.24, p < .01), which 
was the highest predictor of attitude. Other predictors include effort expectancy (0.20, p < 
.01), hedonic motivation (0.17, p < .01), performance expectancy (0.13, p < .05), and 
facilitating condition (0.12, p < .05) (Table 34). 
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Table 34 
Results of the Direct Effects 
Hypotheses 
 
 
 
Standardized 
Direct Effects 
 
 
95% Confidence Interval 
 
p-value 
 
 
 
Lower 
Bound 
Upper 
Bound 
ATCA --> BI 0.44*** 0.25 0.67 0.004 
EB --> BI 0.08 -0.04 0.19 0.218 
EE --> BI 0.14* 0.00 0.25 0.035 
FC --> BI 0.04 -0.06 0.15 0.449 
HB --> BI 0.32*** 0.18 0.43 0.004 
HM --> BI 0.18*** 0.04 0.30 0.007 
PE --> BI 0.01 -0.13 0.14 0.925 
SI --> BI -0.08 -0.20 0.03 0.185 
EB --> ATCA 0.24*** 0.13 0.34 0.004 
EE --> ATCA 0.20*** 0.08 0.32 0.004 
FC --> ATCA 0.12* 0.01 0.24 0.043 
HB --> ATCA 0.11 -0.04 0.27 0.163 
HM --> ATCA 0.17*** 0.06 0.29 0.004 
PE --> ATCA 0.13* 0.02 0.27 0.022 
SI --> ATCA 0.09 -0.04 0.22 0.244 
Note. *** p < .01; * p < .05 
 
These results indicate that unlike traditional technology adoption models such as 
TAM, UTAUT, and UTAUT-2, green IS adoption has different sets of predictors, which 
influence individuals’ behavioral intentions. For example, attitude was removed as a 
predictor of behavioral intention from TAM on different pretexts as mentioned before, which 
in the case of green IS or conference apps, was found to be the strongest predictor of 
behavioral intention. It was in line with previous studies (e.g., Aluri & Palakurthi, 2011). 
4.3.4.2 Indirect Effects 
This was further validated by looking at results from the indirect effects (Table 35), 
which shows that EB, EE, HM, FC, and PE influence behavioral intention to adopt 
conference apps indirectly via attitude. This was an encouraging finding as it provides 
118 
evidence that attitude mediates the relationships between the five predictors (EB, EE, FC, 
HM, and PE) and BI, which was in line with previous studies (e.g., Aluri & Palakurthi, 
2011). 
Table 35 
Results of the Indirect Effects 
Hypotheses 
 
 
 
Standardized 
Indirect Effects 
 
 
95% Confidence Interval 
 
p-value 
 
 
 Lower Bound Upper Bound 
EB --> ATCA --> BI 0.10*** 0.05 0.18 0.004 
EE --> ATCA --> BI 0.09*** 0.03 0.18 0.004 
FC --> ATCA --> BI 0.05* 0.00 0.12 0.043 
HB --> ATCA --> BI 0.05 -0.02 0.14 0.162 
HM --> ATCA --> BI 0.08*** 0.02 0.16 0.004 
PE --> ATCA --> BI 0.06* 0.01 0.14 0.022 
SI --> ATCA --> BI 0.04 -0.02 0.11 0.244 
Note. *** p < .01; * p < .05 
 
4.3.4.3 Total Effects 
Total effects found from the bootstrapping results are presented in Table 36. As was 
evident from the direct and indirect effect results, total effect results confirm that ATCA (or 
attitude) was the strongest direct predictor of behavioral intention to adopt green IS 
(0.44***). Additionally, Table 37 summarizes results to provide support for the hypotheses, 
and to describe effects of each of the significant predictors in GISAM. 
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Table 36 
Results of the Total Effects 
Hypotheses 
 
 
Standardized  
Total Effects 
(β) 
95% Confidence Interval p-value 
 
 
Results 
Lower Bound 
 
Upper Bound 
 
ATCA --> BI 0.44*** 0.25 0.67 0.004 Support 
EB --> BI 0.18*** 0.07 0.30 0.004 Support 
EE --> BI 0.23*** 0.11 0.33 0.004 Support 
FC --> BI 0.10 -0.02 0.22 0.096 
No 
Support 
HB --> BI 0.37*** 0.23 0.49 0.004 Support 
HM --> BI 0.26*** 0.15 0.38 0.004 Support 
PE --> BI 0.07 -0.07 0.20 0.243 
No 
Support 
SI --> BI -0.04 -0.17 0.08 0.496 
No 
Support 
EB --> ATCA 0.24*** 0.13 0.34 0.004 Support 
EE --> ATCA 0.20*** 0.08 0.32 0.004 Support 
FC --> ATCA 0.12* 0.01 0.24 0.043 Support 
HB --> ATCA 0.11 -0.04 0.27 0.163 
No 
Support 
HM --> ATCA 0.17*** 0.06 0.29 0.004 Support 
PE --> ATCA 0.13* 0.02 0.27 0.022 Support 
SI --> ATCA 0.09 -0.04 0.22 0.244 
No 
Support 
Note. *** p < .01; * p < .05 
 
Table 37 
Summary of the Results 
Hypotheses Total Effect Direct Effect Indirect Effect Results 
ATCA  BI 0.44 0.44  Support 
   100% 100%   
EB  BI 
0.18 0.08 0.10 
Support 
100% 43% 57% 
EE  BI 
0.23 0.14 0.09 
Support 
100% 61% 39% 
HB  BI 
0.37 0.32 0.05 
Support 
100% 87% 13% 
HM  BI 
0.26 0.18 0.08 
Support 
100% 71% 29% 
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Effects of performance expectancy 
Conference attendees’ performance expectancy had a non-significant effect on 
behavioral intention to adopt conference apps. The results provided empirical evidence for 
hypothesis (H1) that performance expectancy will have no significant direct effect on 
behavioral intention to adopt conference apps. On the other hand, performance expectancy 
had a significant indirect effect (β = 0.13, p < .05) on behavioral intention via attitude toward 
conference apps. Thus, the findings does not provide empirical evidence for hypothesis (H9) 
that performance expectancy will have no significant effect on behavioral intention via 
attitude toward conference apps. 
Effects of effort expectancy (β = 0.23) 
Conference attendees’ effort expectancy (β = 0.23, p < .01) had a significant total 
effect on behavioral intention to adopt conference apps. The direct effect of effort expectancy 
on behavioral intention was higher (61%) as compared to its indirect effect (39%) on 
behavioral intention via attitude. Thus, the results provided empirical evidence for both 
hypotheses (H2 and H10) that effort expectancy has a direct positive effect on behavioral 
intention and an indirect positive effect on behavioral intention via attitude. 
Effects of facilitating conditions 
Facilitating conditions had a non-significant effect on behavioral intention to adopt 
conference apps. The results do not provide empirical evidence for hypothesis (H3) that 
facilitating conditions have a positive and direct effect on behavioral intention to adopt 
conference apps. On the contrary, facilitating conditions have an indirect and positive effect 
(β = 0.12, p < .05) on behavioral intention via attitude toward conference apps. Thus, the 
findings provide empirical evidence for the hypothesis (H11) that facilitating conditions have 
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an indirect and positive effect on behavioral intention to adopt conference apps via attitude 
toward conference apps. 
Effects of social influence 
Social influence had no significant effect on behavioral intention to adopt conference 
apps. The results provided empirical evidence for both hypotheses (H4 and H12) that social 
influence will have no significant direct effect on behavioral intention, and social influence 
will have no significant effect on behavioral intention to adopt conference apps via attitude 
toward conference apps. 
Effects of habit (β = 0.37) 
Conference attendees’ habits had a significant total effect (β = 0.37, p < .01) on 
behavioral intention to adopt conference apps. The direct effect of habit on behavioral 
intention was higher (87%) as compared to its indirect effect (13%) on behavioral intention 
via attitude. Thus, results provided empirical evidence for both hypotheses (H5 and H13) that 
habit has a direct positive effect on behavioral intention and an indirect positive effect on 
behavioral intention via attitude. 
Effects of hedonic motivation (β = 0.26) 
Conference attendees’ hedonic motivation had a significant total effect (β = 0.26, p < 
.01) on behavioral intention to adopt conference apps. The direct effect of hedonic 
motivation on behavioral intention was higher (71%) as compared to its indirect effect (29%) 
on behavioral intention via attitude. Thus, results provided empirical evidence for both 
hypotheses (H6 and H14) that hedonic motivation has a direct positive effect on behavioral 
intention and an indirect positive effect on behavioral intention via attitude. 
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Effects of ecological beliefs (β = 0.18) 
Conference attendees’ ecological beliefs had a significant total effect (β = 0.18, p < 
.01) on behavioral intention to adopt conference apps. The direct effect of ecological beliefs 
on behavioral intention was lower (43%) as compared to its indirect effect (57%) on 
behavioral intention via attitude. Thus, results provided empirical evidence for both 
hypotheses (H7 and H15) that ecological beliefs have a direct positive effect on behavioral 
intention and an indirect positive effect on behavioral intention via attitude. 
Effects of attitude toward conference apps (β = 0.44) 
Conference attendees’ attitude toward the conference apps had a significant direct 
effect on behavioral intention (β = 0.44, p < .01). Results supported the hypothesis (H8) that 
posits attendees’ attitude toward conference apps will have a direct and positive effect on 
their behavioral intention to adopt conference apps. In other words, attitude provides direct 
influence on behavioral intention to adopt green IS, wherein a 1 point change in attitude 
predicts an increase in behavioral intention of 44 points, controlling for other independent 
variables (EE, HB, HM, and EB). As evident from the results above, attitude toward 
conference apps mediates the relationship between the six factors (performance expectancy, 
effort expectancy, facilitating conditions, habit, hedonic motivation, and ecological beliefs) 
and the behavioral intention. Social influence was the only factor that did not influence 
behavioral intention directly or via attitude. It was in line with previous literature (e.g., Aluri 
& Palakurthi, 2011) which posited that different types of beliefs influence behavior via 
attitude. 
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4.4 Chapter Summary 
Chapter 4 discussed results and findings from the data analyses. It included 
description of respondents’ characteristics, descriptive statistics of the data, statistical 
techniques used for analyses such as EFA, CFA, and SEM. Finally, it provides results to 
support the hypotheses utilizing the bootstrapping technique. The next chapter will provide a 
discussion on the results and recommendations and limitations of the study. 
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CHAPTER 5.    DISCUSSION AND CONCLUSION 
Chapter 5 discusses major findings from this study to draw conclusions and make 
recommendations. This chapter has three main sections. The first section summarizes results 
and key findings. The second section discusses theoretical and practical implications. Finally, 
the last section provides limitations and recommendations for future studies in this area. 
5.1 Summary of the Results and Key Findings 
 This study investigated conference attendees’ mobile conference apps adoption 
behavior from an ecological perspective. In other words, the objective was to find out 
predictors that influence conference attendees’ behavior toward use of conference apps. 
Given past studies on technology adoption, the relationship between performance 
expectancy, effort expectancy, facilitating conditions, social influence, habit, hedonic 
motivation, and behavioral intention has strong empirical support. The present study was, 
therefore, an effort to extend well-established models from an ecological perspective. 
The results from this study support the hypothesized model, as it fit the data well. 
Thus, the results sufficiently answer the two broad research questions that in the context of 
green IS or conference apps adoption, ecological beliefs, habit, hedonic motivation, and 
effort expectancy are the significant predictors of behavior, and attitudes are the direct 
antecedent of behavioral intention. In other words, the findings suggest that for technologies 
that provide higher benefits to the environment and other entities such as conference 
associations, individuals’ attitudes are based on beliefs that are drawn from biospheric and 
altruistic values more than self-interest values. This was evident from results which show no 
significant relationship between performance expectancy and behavioral intention. 
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Significant findings from this study are summarized below: 
● The GISAM model provides evidence that the traditional technology acceptance 
model might not be best suited for green IS (or green technologies). 
● The GISAM model posited that habit, hedonic motivation, effort expectancy, and 
ecological beliefs were the key predictors of behavioral intention to adopt green 
IS. 
● The GISAM model re-validated that attitude has a mediating role in predicting 
behavior. In other words, attitude was an antecedent to behavioral intention. 
● The GISAM model can explain 88 percent variance in behavioral intention to 
adopt green IS, which was highest in the IS literature. 
● The GISAM model can explain 69 percent variance in attitude toward green IS.  
Further details about each predictor are revisited below: 
Effects of performance expectancy 
Performance expectancy has been proved as the strongest predictor of behavioral 
intention in most previous research on technology adoption (e.g., Venkatesh et al., 2003, 
2012). On the contrary, in this study, performance expectancy was hypothesized to have no 
significant influence on behavioral intention to adopt green IS. The results proved that 
conference attendees’ performance expectancy had no significant total effect on behavioral 
intention. Thus, these findings are unique as they contradict previous results which show that 
characteristics of the technology are important factors in determining the type of model 
applicable on technology acceptance studies. However, performance expectancy was found 
to have a significant indirect effect (0.13) on behavioral intention via attitude toward 
conference apps. The probable reason for this may be that many conference attendees expect 
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direct benefits from using conference apps in enhancing their job performance. For example, 
attendees in academic conferences may relate participation in conferences to their job 
performance, and therefore, using conference apps can indirectly affect their jobs. 
Effects of effort expectancy 
Effort expectancy has been found as another important predictor of behavioral 
intention in technology adoption literature (Venkatesh et al., 2003, 2012). It makes logical 
sense to assume that easy-to-use technologies may have higher chances of adoption by 
individuals. Conference apps were the technology used in this study. Due to the 
characteristics of this technology, conference apps were categorized as easy-to-use; in 
general, people with smart mobile handsets have some experience of using an app. Still, the 
results show that effort expectancy (0.23) was not one of the strongest predictors of 
behavioral intention. Effort expectancy has both direct and indirect effect on behavioral 
intention to adopt green IS, wherein the direct effect (61%) was higher than the indirect 
effect (39%). This shows that attendees who expect conference apps to be effortless may 
decide to use them anyway, while others who feel they require effort might have to develop 
an attitude toward the conference apps before using it. 
Effects of facilitating conditions 
Facilitating conditions have been validated as having influence directly on behavioral 
use and indirectly via behavioral intention (Venkatesh et al., 2003, 2012). This suggests that 
individuals tend to use technology when they expect support for facilitating conditions to use 
it. Surprisingly, in the context of conference apps, this does not hold true. The results do not 
provide empirical evidence that facilitating conditions have direct effect on behavioral 
intention to adopt conference apps. Moreover, they do have an indirect and positive effect 
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(0.12) on behavioral intention via attitude toward conference apps. The reason might be that 
apps are familiar technologies for most people in the world who use smartphones. Moreover, 
apps might need facilitating conditions regarding data from the service provider or features 
on the smartphone, but other than that, apps depend on users’ resources rather than any other 
resource. Thus, individuals would not expect facilitation support for using the apps. 
Effects of social influence 
Social influence was one of the least understood factors in understanding its influence 
in predicting behavioral intention to adopt technology (Fishbein & Ajzen, 1975; Davis et al., 
1989). In this study, social influence was found to have no significant effect on behavioral 
intention to adopt conference apps. Whether an individual uses a conference app may not be 
something that can change people’s attitude toward that individual. Moreover, it was difficult 
to know if an individual was using a conference app or not, and in this situation, there was a 
rare possibility of any social influence. Thus, none of the three mechanisms (compliance, 
internalization, and identification) as mentioned by Venkatesh and Davis (2000) seemed to 
work in the context of conference apps adoption. There was no pressure from peers or 
influence of superiors or family, and therefore, compliance or identification does not apply in 
this situation. This was contrary to the idea of having positive influence of SI, as certain IS 
could provide access to be member of a particular social group (Ling, 2004). The reason was 
the availability of a plethora of choices to be in a particular group via social networks such as 
LinkedIn. Using conference apps may not necessarily provide individuals a membership or a 
status. It might not benefit them in receiving a leadership position or an acknowledgement 
within a social group as has been posited in other studies (e.g., Karahanna, Straub, & 
Chervany, 1999; Thong et al., 2011). The presence of ecological beliefs could have 
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overshadowed influence of SI due to the internalization or personal feeling as validated in 
pro-environmental literature (Kim & Han, 2010; Matthies et al., 2012; Onwezen et al., 2013). 
It was important to note that because SI found no relationship with BI in this context, 
conference organizers must think of ways to make conference apps a useful tool for the 
attendees to feel belongingness to the group or social bonding between members. The best 
example of this may be a listserv, which provides such a useful platform to its members that 
individuals do not want to leave the group. 
Effects of habit 
Habit has been considered a unique factor in both adoption and behavioral literature 
because it was tied to automaticity. Past literature provides evidence of its direct influence on 
behavior (Kim & Malhotra, 2005; Limayem et al., 2007). Habit has been rightly considered 
as a key alternative mechanism by various authors including Venkatesh et al. (2012) as 
evident by the results in this study. Conference attendees’ habits had the strongest and 
significant total effect (0.37) on behavioral intention to adopt conference apps. It has both 
direct and indirect effect on the behavioral intention to adopt green IS, where in the direct 
effect (87%) was higher than the indirect effect (13%). Thus, these results provide empirical 
evidence that habit has a direct and positive effect on behavioral intention to adopt 
conference apps. Additionally, the results validate past research findings on the use of habit 
as predictor of behavior. 
Effects of hedonic motivation 
Hedonic motivation was another factor that influences behavioral intention as posited 
in the literature (e.g., Brown & Venkatesh, 2005; Holbrook & Hirschman, 1982; Nysveen et 
al., 2005; van der Heijden, 2004). Conference attendees’ hedonic motivation had a significant 
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total effect of 0.26 on behavioral intention to adopt conference apps. It has both direct and 
indirect effect on the behavioral intention to adopt green IS, wherein the direct effect (71%) 
was higher than the indirect effect (29%). Thus, results provided empirical evidence that 
hedonic motivation has a direct positive effect on behavioral intention and an indirect 
positive effect on behavioral intention via attitude. This was in line with UTAUT-2 
(Venkatesh et al., 2012), where hedonic motivation had positive and direct influence on 
behavioral intention to use new technology. 
Effects of ecological beliefs 
Ecological beliefs was the new factor used in this study to extend the existing 
technology adoption model: UTAUT-2. Conference attendees’ ecological beliefs had a 
significant total effect (0.18) on behavioral intention to adopt conference apps. It has both a 
direct and an indirect effect on the behavioral intention to adopt green IS, wherein the direct 
effect (43%) was lower than the indirect effect (57%). Interestingly EB does not influence 
behavioral intention directly, but it has an indirect effect on behavioral intention via attitude. 
Empirical results suggest that ecological beliefs were the strongest predictor of attitude. 
However, EB has a positive and significant total effect on behavioral intention as mentioned 
before in this section. This means that individuals’ behavior can be indirectly influenced by 
influencing their ecological beliefs. 
Effects of attitude toward conference apps 
Attitude was probably the earliest and most researched factor to understand behavior 
including behavioral intentions. It has been proven as a direct antecedent of behavioral 
intention in a variety of contexts (Ajzen & Fishbein, 1980). Attitude toward the conference 
apps in this study has been found as the strongest predictor of behavioral intention. It had a 
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significant direct effect (0.44) on behavioral intention. Attitude can explain up to 43 percent 
of variance in behavioral intention. This means that to adopt conference apps, conference 
attendees would need to develop an attitude, which was based on their beliefs toward the 
apps such as ease of use, enjoyment, and environmental impact. Additionally, their 
experience or habit of using the apps will also influence their attitude toward adoption of 
conference apps. These results are in line with Aluri and Palakurthi (2011), who posited that 
different types of beliefs influence behavior via attitude. Results from the bootstrapping 
analysis validated that attitude mediates the relationship between the five factors 
(performance expectancy, effort expectancy, facilitating conditions, hedonic motivation, and 
ecological beliefs) and the behavioral intention (Kline, 2016). The same results also validate 
that attitude does not mediate the relationship between habit and behavioral intention, and 
social influence and behavioral intention (Table 35). However, following Baron and Kenny 
(1986) approach of indirect effect, it was found that attitude partially mediates the 
relationship in four cases (EB, EE, HB, and HM), while it fully mediates the relationship in 
two cases (PE and FC) with the behavioral intention. These results are similar to the 
bootstrapping results, except for habit, and have been discussed before. 
Finally, it was important to note that two popular behavioral study approaches—
rational decision-making theory and norm-based theory (e.g., TRA, VBN)—provide support 
for the result that attitude mediates the relationship between beliefs and behavioral intention 
(Ajzen & Fishbein, 1980; Aluri & Palakurthi, 2011; Stern, 2000). 
5.2 Theoretical Implications 
Based on the above findings and discussions, it was concluded that traditional 
adoption models such as TAM, UTAUT, and UTAUT-2 might not be the most appropriate 
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models to predict technology adoption in situations where the purpose of the technology 
adoption was not inherently related to job performance. In other words, traditional 
technology adoption models that are based on the rational decision-making approach may not 
be best suited for green IS such as conference apps. For green IS or environmental 
technologies, cognitive determinants such as performance expectancy, facilitating conditions 
and others are not sufficient to influence technology use. However, factors that account for 
effects such as hedonic motivation, habit, and ecological beliefs are necessary to explain 
attendees green IS adoption behavior. Thus, the most important theoretical contribution from 
this study was that traditional technology adoption models may not be most appropriate to 
predict green IS adoption. This was in line with many previous studies that suggest 
integration of values and other beliefs in existing behavioral models (e.g., Aluri & Palakurthi, 
2011; Han, 2014, 2015; Stern, 2000) and the extension of technology adoption models (e.g., 
Benbasat, & Barki, 2007; Mathieson, 1991). 
The second important contribution from this study was the addition of ecological 
beliefs and attitude as an important determinant of behavioral intention in technology 
adoption perspective. The results of this study thus bridge an important gap in the technology 
adoption literature by finding new determinants for green IS. Until now, the focus of research 
was on generic technologies and other new technologies, which provided utilitarian benefits 
to institutions and consumers. In this study, conference apps are studied, as they are unique 
technologies, which do not provide high utilitarian benefits directly to consumers. Such green 
IS, or environmental technologies are going to be the future, and therefore, understanding 
adoption behavior of such technologies was highly required. This was in line with previous 
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studies, which suggested integration of other factors in existing behavioral models (e.g., 
Bamberg et al., 2003; Carrus et al., 2008). 
The third contribution of this study was validation of the fact that context and product 
characteristics are important in understanding the behavior. In this study, the context was 
conferences or meetings, while the product was conference apps or green IS. Both the 
context and product are important and unique in many ways as discussed before, and 
therefore, the predictors or the determinants of its users’ (attendees) behavior are different 
from the existing theories such as TAM, UTAUT, and UTAUT-2. This was in line with 
recommendations by Lindenberg and Steg (2007) who posited that behavior was a result of 
multiple motivations wherein factors such as context and product characteristics play an 
important role, along with intra-personal factors. 
 The fourth contribution was from the result that performance expectancy does not 
play a determinant role in influencing behavioral intention for technology adoption. This 
suggests that individuals would not necessarily use green IS (conference apps in this case) 
because they will expect direct benefit in their performance, especially in job or work 
environment. This was contradictory to the findings in most studies using UTAUT, as they 
assume that rational choices determined people's behavior. So far, most studies on 
technology adoption, especially UTAUT, have suggested performance expectancy as the 
strongest predictor of technology adoption behavior (Venkatesh, Thong, & Xu, 2016). 
However, results from this study suggest that individuals may not adopt a technology even if 
it benefits their job performance (self-interest value), but they will adopt a technology if it 
will benefit the environment (altruistic value). 
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Findings from this study suggest that green IS adoption behavior can be predicted 
based on users’ ecological beliefs and attitude toward green IS rather than self-interest 
values. It was for this reason that attitude toward conference apps was found to be the 
strongest predictor of behavioral intention, followed by habit, hedonic motivation, effort 
expectancy, and ecological beliefs. It was interesting to note that ecological beliefs were the 
strongest predictor of attitude in this context. These results depict extremely important and 
useful relationships as it was the first time that influence of ecological beliefs has been 
studied to predict green IS adoption behavior. These findings add support to previous 
literature, such as Ajzen and Fishbein (1980), which suggests that attitude was an antecedent 
to behavioral intention. In another study on the use of new technology such as RFIDs by 
hotel guests, Aluri and Palakurthi (2011) found that beliefs, affect, effort, and ease influence 
behavior via attitude. 
The findings from this study also support the literature from environmental behavior. 
Previous studies have found that attitude mediates the relationship between beliefs and 
behavior (Stern, 2000). Research suggested that triggering consumers’ ecological beliefs 
helps develop attitude toward green products (similar to conference apps in this case) 
influencing behavioral intention (Ferraz, Buhamra, Laroche, & Veloso, 2017; Stern, 2000). 
In an experimental study on curbside recycling and the relationship between attitude and 
behavior, Guagnano, Stern, and Dietz (1995) found that behavior was a monotonic function 
of attitudes and external conditions, and the strength of this relationship depends on the 
strength of external conditions and individuals’ values. Findings from this study validate 
results from Guagnano et al. (1995) and suggest that individuals’ attitudes are the key 
predictors of behavioral intention, which influences beliefs and other external factors. 
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The other theoretical contributions have been provided in the above section on the 
effects of individual constructs. Therefore, those specific contributions are not being 
repeated. 
5.3 Managerial Implications 
The findings from this study are highly relevant to the conferences and meetings 
industry because of two reasons. First, conference attendees’ adoption and use of conference 
apps was directly proportional to profits (Park, 2017). Second, adoption of conference apps 
by attendees directly benefits nature and indirectly creates a positive image of the conference 
association in the mind of their attendees. This was extremely important due to the growing 
consumer awareness and sensitivity toward environmental issues. It was evident that growing 
environmental awareness among consumers has resulted in shift in consumer buying 
behavior (Fisher, Bashyal, & Bachman, 2012). To serve green consumer needs, businesses 
are using green strategies, which needs to be well understood (Chan & Lam, 2002; D’Souza, 
2004). While the conference industry has understood the relevance of conference apps 
implementation, it has not fully understood attendees’ behavior and how to influence it. 
Conference organizers emphasize implementing conference apps, but they lack 
understanding on its adoption behavior, which was where the findings from this study are 
extremely useful. The key findings suggest that their ecological beliefs influenced conference 
attendees' decision to use conference apps via attitude. These findings suggest that while 
factors like habit, hedonic motivation, and effort expectancy are important for attendees’ 
motivation to adopt conference apps, ecological beliefs and developing a positive attitude 
toward conference apps are determining factors for its adoption. 
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Thus, results provide directional inputs to the conference organizers for the need to 
develop marketing and communication strategies, which must focus on ecological beliefs to 
provide a trigger to stimulate positive attitude toward conference apps. This will help the 
conference industry regarding cost savings and green image, as conference apps help reduce 
negative impact via carbon emissions and paper waste (Case, 2013). Previous literature 
suggests that paperless conferences can reduce cost, facilitate transactions, and protect the 
environment (Orantes-Jimenez et al., 2015). In the UNEP (2016) conference, conference app 
UNEP-2 was adopted, which saved US$30,189, eight tons of carbon dioxide (CO2) 
emissions, and around 1.4 million prints/copies (1,400 paper reams) in five days. A recent 
blog article by Park (2017) suggested different ways for conference administrators to 
increase revenue by adopting conference apps. 
Findings such as the influence of ecological beliefs suggest the importance and 
applicability of using pro-environmental content while communicating with conference 
attendees. It was evident from the results that if conference organizers can design their 
communication strategies with a focus on environment, there are strong chances that 
attendees will develop a positive attitude toward conference apps. For example, a message 
about how use of conference apps directly benefits the environment by reducing paper waste 
or carbon emissions can trigger attendees’ ecological beliefs, which will act as stimulus to 
develop positive attitude toward conference apps. This has support from previous literature; 
for example, Laroche, Bergeron, and Barbaro-Forleo (2001) suggested that by increasing 
awareness about environmental issues, consumers’ behavior towards green products could be 
influenced. In other words, awareness about environmental issues influences consumers to 
buy more green products. 
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Other findings suggest that conference apps adoption was determined by habit, 
hedonic industry, and effort expectancy. This was useful information for conference 
organizers to realize that conference attendees may or may not be habitual users of apps. In 
such situations, it was recommended that small workshops or training sessions could be 
provided to help attendees learn how to use the apps. This can be done online/virtually before 
the actual conference takes place or during the conference. Additionally, conference 
organizers may talk to their app developers to incorporate features that can provide some 
enjoyment or fun activities via the conference apps, as hedonic motivation was an important 
determinant of adoption behavior in this context. The third factor, effort expectancy, suggests 
that clear and simple instructions to use the conference apps may be provided to attendees to 
reduce their anxiety and nervousness with the use of apps. These results support findings 
from Lee, Park, Kwon, and del Pobil (2015) that corporate social responsibility (use of green 
IS) and user experience (motivation to adopt conference apps) are key determinants of 
service providers (conference organizers) success. 
Thus, findings from this study suggest importance of factors such as ecological 
beliefs, attitude, habit, hedonic motivation, and effort expectancy to influence conference 
attendees’ behavior. It was recommended that appropriate designing and communication 
strategies by the conference industry may provide organizers direct and indirect benefits such 
as revenue, savings, positive image, and higher attendee satisfaction. 
5.4 Limitations and Future Research 
It was inappropriate to label any research study as perfect or free of limitations. 
Similarly, this study has many factors that represent its limitations. 
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The first point in this regard was the data collection method. Data for this study was 
obtained using Mturk, a crowdsourcing platform. Though Mturk was being used very 
frequently in social science research (Kees, Berry, Burton, & Sheehan, 2017), especially 
consumer behavior, it was not free of errors or biases. For example, it was difficult to 
confirm whether the respondents actually attended the conference or not. The proponents of 
this approach support it because they consider it better than student samples regarding 
diversity (demographically diverse), geographical reach, cost, time, and administrative 
savings. Detractors of this approach criticize it for being similar to students, having higher 
rate of failure in attention check questions (Goodman, Cryder, & Cheema, 2013), and having 
false identity (Wessling, Huber, & Netzer, 2017). Moreover, majority of Mturk workers 
(panel) consists of population from the United States (47%) and India (33%) (Paolacci, 
Chandler, & Ipeirotis, 2010). Additionally, the online survey automatically excludes people 
with no internet access; as such, findings from online survey may not be appropriate to 
generalize. Therefore, it was recommended that future researchers should validate these 
results using other sample sources such as panel data or student subject pools. 
Additionally, the sample used in this study was skewed toward the male population 
(68%) as compared to females (32%). This may result in gender bias or gender effect on 
results. Moreover, the sample was skewed toward race (Asian and white races) and economic 
households (62% belong to < $50,000 income). Thus, it was recommended that future 
researchers should validate these findings using other sample sources before generalizing 
findings from this study. 
This study was focused on understanding relationships between key predictors from 
UTAUT-2 theory in the green IS context, and extending it by adding ecological beliefs and 
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attitude. In this endeavor, the current study ignored individual differences between 
populations by looking at the moderating variables such as age and gender. The moderating 
effect of age, gender, experience, and voluntariness as suggested in the UTAUT (Venkatesh 
et al., 2003, 2012) has not been tested in this study. This study was focused on causal 
relationships between new constructs added to the UTAUT-2 rather than moderating effects 
on existing relationships. Moreover, equivocal results of the moderating effects from 
previous studies suggest no interesting findings, and therefore, this analysis was not included 
in this study. In this context, use of technology was voluntary. Conference attendees have no 
conference mandate to use conference apps and therefore use of conference apps by 
attendees was voluntary. Finally, experience without presence of other moderators was not of 
much interest. However, it might be interesting to look at the moderating effect of such 
variables in this context. Therefore, it was highly recommended that the effect of these 
moderators may be tested in future studies to help develop theoretical understanding of 
technology adoption behavior in the green IS perspective. 
In continuation to the above discussion on moderating effects, environmental concern 
has been validated as having a high interaction effect in environmental behavior studies 
(Chang, Kong, & Chen, 2017). Past research has suggested that in the context of green 
products (environmental friendly products), including green IS, managers with high 
environmental concern tend to influence the green IS adoption in the organization (Ar, 2012; 
Esfahani et al., 2015). Though this study did not analyze the interaction effect of 
environmental concern among conference attendees’ conference apps adoption behavior, it 
was highly recommended to include this in future studies. This may help develop conference 
attendees’ profiles and a tool for market segmentation, which may be very useful for 
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conference organizers to develop appropriate marketing and communication strategies as 
discussed above. 
This study provided an understanding of the reasons for conference apps adoption by 
conference attendees, but it does not provide a solution. Thus, future researchers may focus 
on designing and testing appropriate marketing and communication strategies to trigger 
conference attendees’ ecological beliefs for positive attitude toward conference apps. For 
example, if researchers can find which persuasion strategy and message appeal, such as the 
elaboration likelihood model (Petty & Cacioppo, 1981) or positive or negative message 
appeal (Perkins & Berkowitz, 1986), works best for conference organizers, it will benefit the 
industry to design a good strategy. 
Finally, this study utilized structural equation modeling for CFA and structural model 
analyses on AMOS software. The estimation method used was maximum likelihood. While 
this was considered appropriate method for this study, there are other estimation methods and 
software packages, which may be more advanced. For example, Mplus statistical package 
has many advantages over AMOS, which may be used in future studies for validation of 
these results. Thus, future research may use advanced scientific techniques on different data 
sets (samples) to validate results and assess robustness of the GISAM model. 
5.5 Chapter Summary 
Chapter 5 discussed results and findings to conclude this study. It summarized key 
findings by revisiting the effects on each predictor in the GISAM model. Next, theoretical 
and practical implications of the study were discussed. Finally, it provided limitations of this 
study and recommendations for future research to help advance deeper understanding in this 
area. 
140 
REFERENCES 
Agarwal, R., & Prasad, J. (1998). A conceptual and operational definition of personal 
innovativeness in the domain of information technology. Information Systems 
Research, 9(2), 204-215. 
Agnew, C. (1998). Modal versus individually derived behavioral and normative beliefs about 
condom use: Comparing measurement alternatives of the cognitive underpinnings of 
the theories of reasoned action and planned behavior. Psychology and Health, 13, 
271-287. 
Ajzen, I. (1985). From intentions to actions: A theory of planned behavior. In J. Kuhl, J. 
Beckmann (Eds), Action control: SSSP springer series in social psychology (pp. 11-
39). Berlin, Heidelberg: Springer. 
Ajzen, I. (1991). The theory of planned behavior. Organizational Behavior and Human 
Decision Processes, 50, 179-211. 
Ajzen, I. (2002). Residual effects of past on later behavior: Habituation and reasoned action 
perspectives. Personality and Social Psychology Review, 6, 107-122. 
Ajzen, I. (2005). Attitudes, personality, and behavior. UK: McGraw-Hill Education. 
Ajzen, I., & Fishbein, M. (1980). Understanding attitudes and predicting social behavior. 
Englewood Cliffs, NJ: Prentice Hall. 
Ajzen, I., & Fishbein, M. (2005). The influence of attitudes on behavior. In D. Albarracin, B. 
T. Johnson, & M. P. Zanna (Eds.), The Handbook of Attitudes (pp. 173-221). 
Mahwah, NJ: Erlbaum. 
Aksentyeva, N., Aminov, D., Cayenne, J., Foo, J., Kammogne, G., Lum, A., & Zhou, H. 
(2012, October). Technology use in meetings. New York University. Retrieved from 
http://theirf.org/research/technology-in-offsite-meetings-and-incentive-events/265/ 
Alcott, B. (2005). Jevon’s paradox. Ecological Economics, 54, 9-21. 
Allen, J., O’Toole, W., McDonnell, I., & Harris, R. (2002). Festival and special event 
management (2nd ed.). Milton, Australia: Wiley. 
Aluri, A., & Palakurthi, R. (2011). The influence of demographic factors on consumer 
attitudes and intentions to use RFID technologies in the US hotel industry. Journal of 
Hospitality and Tourism Technology, 2(3), 188-203. 
Alvesson, M., & Karreman, D. (2007). Constructing mystery: Empirical matters in theory 
development. Academy of Management Review, 32(4), 1265-1281. 
 
141 
Anderson, J. C., & Gerbing, D. W. (1984). The effect of sampling error on convergence, 
improper solutions, and goodness-of-fit indices for maximum likelihood confirmatory 
factor analysis. Psychometrical, 49(2), 155-173. 
Anderson, J. C., & Gerbing, D. W. (1988). Structural equation modeling in practice: A 
review and recommended two-step approach. Psychological Bulletin, 103(3), 411- 
423. 
Ar, I. M. (2012). The impact of green product innovation on firm performance and 
competitive capability: The moderating role of managerial environmental concern. 
Procedia - Social and Behavioral Sciences, 62(24), 854-864.  
Arkesteijn, K., & Oerlemans, L. (2005). The early adoption of green power by Dutch 
households: An empirical exploration of factors influencing the early adoption of 
green electricity for domestic purposes. Energy Policy, 33(2), 183-196. 
Aronson, E., Wilson, T. D., & Akert, R. M. (2005). Social psychology (5th ed.). Upper 
Saddle River, NJ: Pearson Education. 
Arts, J., Frambach, R. T., & Bijmolt, T. H. A. (2011). Generalizations on consumer 
innovation adoption: A meta-analysis on drivers of intention and behavior. 
International Journal of Research in Marketing, 28(2), 134-144.  
Asparouhov, T., & Muthen, B. (2009). Exploratory structural equation modeling. Structural 
Equation Modeling, 16, 397-438. 
Atkinson, J. W. (1964). An introduction to motivation. Princeton, NJ: Van Nostrand. 
Aungst, T. D., Clauson, K. A., Misra, S., Lewis, T. L., & Husain, I. (2014). How to identify, 
assess and utilize mobile medical applications in clinical practice. International 
Journal of Clinical Practice, 68(2), 155-162. 
Babbie, E. R. (1990). Survey research methods. Belmont, CA: Wadsworth, Cengage 
Learning. 
Babbie, E. R. (2001). The practice of social research (9th ed.). Belmont, CA: Wadsworth, 
Thomson. 
Bagozzi, R. P. (1980). Causal models in marketing, New York: Wiley. 
Bagozzi, R. P. (1981). Attitudes, intentions, and behavior: A test of some key hypotheses. 
Journal of Personality and Social Psychology, 41, 607-627. 
Bagozzi, R. P. (1982). A field investigation of causal relations among cognitions, affect, 
intentions and behavior. Journal of Marketing Research, 19, 562-584. 
Bagozzi, R. P. (1992). The self-regulation of attitudes, intentions and behaviors. Social 
Psychology Quarterly, 55(2), 178-204. 
142 
Bagozzi, R. P. (2007). The legacy of the technology acceptance model and a proposal for a 
paradigm shift. Journal of the Association for Information Systems, 8(4), 244-254. 
Bagozzi, R. P., & Kimmel, S. K. (1995). A comparison of leading theories for the prediction 
of goal-directed behaviours. British Journal of Social Psychology, 34(4), 437-461. 
Bagozzi, R. P., Gopinath, M., & Nyer, P. U. (1999). The role of emotions in marketing. 
Journal of the Academy of Marketing Science, 27(2), 184-206. 
Bamberg, S., & Moser, G. (2007). Twenty years after Hines, Hungerford, and Tomera: A 
new meta-analysis of psycho-social determinants of pro-environmental behavior. 
Journal of Environmental Psychology, 27, 14-25.  
Bamberg, S., Ajzen, I., & Schmidt, P. (2003). Choice of travel mode in the theory of planned 
behavior: The roles of past behavior, habit, and reasoned action. Basic and Applied 
Social Psychology, 25(3), 175-187. 
Bandura, A. (1977). Self-efficacy: Towards a unifying theory of behavioral change. 
Psychological Review, 84(2), 191-215.  
Bandura, A. (1982). Self-efficacy mechanism in human agency. American Psychologist, 37, 
122-147.  
Baron, R. M., & Kenny, D. A. (1986).  The moderator-mediator variable distinction in social 
psychological research: Conceptual, strategic and statistical considerations. Journal of 
Personality and Social Psychology, 51, 1173-1182. 
Batson, C. D. (1998). Altruism and prosocial behavior. In D. T. Gilbert, S. T. Fiske, & L. 
Gardner (Eds.), Handbook of social psychology. New York, NY: McGraw-Hill. 
Benbasat, I., & Barki, H. (2007). Quo vadis, TAM? Journal of the Association for 
Information Systems, 8(4), 212-218. 
Berinsky, A. J., Huber, G. A., & Lenz, G. S. (2012). Evaluating online labor markets for 
experimental research: Amazon.com's mechanical turk. Political Analysis, 20(3), 
351-368.  
Bollen, K. A. (2002). Latent variables in psychology and the social sciences. Annual Review 
Psychology, 53, 605-634. 
Booker, B. (2017). The latest conference trends from 9 industry insiders. Retrieved from 
https://www.eventbrite.co.uk/blog/conference-trends-ds00/ 
Bowdin, G., Allen, J., O’Toole, W., Harris, R., & McDonnell, I. (2006). Events management 
(2nd ed.). Oxford: Elsevier. 
 
143 
Brancheau, J. C., & Wetherbe, J. C. (1990). The adoption of spreadsheet software: Testing 
innovation diffusion theory in the context of end-user computing. Information 
Systems Research, 1(2), 115-143. 
Brauer, B., Ebermann, C., Hildebrandt, B., Remané, G., & Kolbe, L. M. (2016). Green by 
app: The contribution of mobile applications to environmental sustainability. 
Proceedings from PACIS: Pacific Asia Conference on Information Systems. Retrieved 
from http://aisel.aisnet.org/pacis2016/220 
Brewer, J. K. (1972). On the power of statistical tests in the American educational research 
journal. American Educational Research Journal, 9, 391-401. 
Brooke, P. P., Jr., Russell, D. W., & Price, L. J. (1988). Discriminant validation of measures 
of job satisfaction, job involvement, and organizational commitment. Journal of 
Applied Psychology, 73(2), 139-145.  
Brown, S. A., & Venkatesh, V. (2005). Model of adoption of technology in the household: A 
baseline model test and extension incorporating household life cycle. MIS Quarterly 
29(4), 399-426.  
Browne, M. W. (2001). An overview of analytic rotation in exploratory factor analysis. 
Multivariate Behavioral Research, 36, 111-150. 
Browne, M. W., & Cudeck, R. (1993). Alternative ways of assessing model fit. In K. A. 
Bollen, & J. S. Long (Eds.), Testing Structural Equation Models (pp. 445-466). 
Newbury Park, CA: Sage. 
Byrne, B. M. (2010). Structural equation modeling with AMOS: Basic concepts, 
applications, and programming (2nd Ed.). New York, NY: Routledge Academic. 
Cadwallader, S., Jarvis, C. B., Bitner, M. J., & Ostrom, A. L. (2010). Frontline employee 
motivation to participate in service innovation implementation. Journal of the 
Academy of Marketing Science, 38(2), 219-239. 
Carrus, G., Passafaro, P., & Bonnes, M. (2008). Emotions, habits and rational choices in 
ecological behaviors: The case of recycling and use of public transportation. Journal 
of Environmental Psychology, 28(1), 51-62. 
Case, R. (2013). Events and the environment. New York, NY: Routledge.  
Chan, W. W., & Lam, J.C. (2002). Prediction of pollutant emission through electricity 
consumption by the hotel industry in Hong Kong. International Journal of Hospitality 
Management, 21(4), 381-391. 
Chang, T. Z. D., Kong, W. H., & Chen, S. J. (2017). The moderating role of environmental 
concerns in travel behavior: An exploratory study. Journal of China Tourism 
Research, 13(2), 193-210. 
144 
Chen, M., & Tung, P. (2014). Developing an extended theory of planned behavior model to 
predict consumers' intention to visit green hotels. International Journal of Hospitality 
Management, 36, 221-230. 
Cho, D. Y., Kwon, H. J., & Lee, H. Y. (2007). Analysis of trust in internet and mobile 
commerce adoption. In Proceedings of the 40th Hawaii international conference on 
system sciences. Hawaii: IEEE. 
Choudrie, J., Pheeraphuttharangkoon, S., Zamani, E., & Giaglis, G. (2014). Investigating the 
adoption and use of smartphones in the UK: A silver-surfers perspective. UH 
Business School Working Paper. University of Hertfordshire. Retrieved from 
http://uhra.herts.ac.uk/handle/2299/13507. 
Churchill, G. A., Jr. (1979). A paradigm for developing better measures of marketing 
constructs. Journal of Marketing Research, 64-73.  
Churchill, G. A., Jr., & Iacobucci, D. (2002). Marketing research: Methodological 
foundations. Fort Worth, TX: Harcourt. 
Clift, R. (1995). Clean technology an introduction. Journal of Chemical Technology AND 
Biotechnology, 62(4), 321-326. 
Cohen, J. (1965). Some statistical issues in psychological research. In B. B. Wolman, (Ed). 
Handbook of Clinical Psychology (pp. 95-121). New York, NY: McGraw-Hill. 
Cohen, J. (1977). Statistical power analysis for the behavioral sciences. New York, NY: 
Academic Press. 
ComScore. (2015). 2015 US mobile app report. 28. Retrieved from 
file:///C:/Users/nsingh/Downloads/2015_US_Mobile_App_Report.pdf 
Conner, M., & Armitage, C. J. (1998). Extending the theory of planned behavior: A review 
and avenues for further research. Journal of Applied Social Psychology 28, 1429-64. 
Convention Industry Council. (2005). APEX industry glossary. Retrieved from 
http://www.conventionindustry.org/APEX/glossary.aspx 
Cooper, D. R., & Schindler, P. S. (2014). Business research methods. (12th ed.). Irwin, NY: 
McGraw-Hill. 
Cortina, J. M. (1993). What is coefficient alpha? An examination of theory and applications. 
Journal of Applied Psychology, 78(1), 98-104.  
Costello, A. B., & Osborne, J. W. (2005). Best practices in exploratory factor analysis: Four 
recommendations for getting the most from your analysis. Practical Assessment 
Research & Evaluation, 10(7).  
 
145 
Creswell, J. W. (1994). Research design: Quantitative and qualitative approaches. Thousand 
Oakes: Sage Publication. 
Cunningham, P., & Cunningham, M. (2004). Eadoption and the knowledge economy: Issues, 
applications, case studies. Amsterdam: IOS Press.  
Daghfous, N., Petrof, J. V., & Pons, F. (1999). Values and adoption of innovations: A cross-
cultural study. Journal of Consumer Marketing, 6(4/5), 314-331. 
Darby, S. (2006). The effectiveness of feedback on energy consumption-A review for defra 
on the literature on metering, billing and direct displays. Environmental Change 
Institute, Oxford University. Retrieved from 
http://www.eci.ox.ac.uk/research/energy/downloads/smart-metering-report.pdf 
Davis, F. D. (1986). A technology acceptance model for empirically testing new end-user 
information systems: Theory and results. Doctoral dissertation, Sloan School of 
Management, Massachusetts Institute of Technology. 
Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance of 
information technology. MIS Quarterly, 13(3), 319-339.  
Davis, F. D., Bagozzi, R. P., & Warshaw, P. R. (1989). User acceptance of computer 
technology: A comparison of two theoretical models. Management Science, 35(8), 
982-1003. 
Davis, F. D., Bagozzi, R. P., & Warshaw, P. R. (1992). Extrinsic and intrinsic motivation to 
use computers in the work place. Journal of Applied Social Psychology, 22, 1111-32.  
De Groot, J. I. M., & Steg, L. (2008). Value orientations to explain beliefs related to 
environmental significant behavior: How to measure egoistic, altruistic, and 
biospheric value orientations. Environment and Behavior, 40(3), 330-354. 
De Groot, J. I. M., & Steg, L. (2009). Morality and prosocial behavior: The role of 
awareness, responsibility, and norms in the norm activation model. The Journal of 
social psychology, 149(4), 425-449. 
De Ruyter, K., & Wetzels, M. (2000). The impact of perceived listening behavior in voice-to-
voice service encounters. Journal of Service Research, 2(3), 276-284.  
Deci, E. L. (1975). Intrinsic motivation. New York, NY: Plenum.  
Dedrick, J. (2010). Green IS: Concepts and issues for information systems research. 
Communications of the Association for Information Systems, 27(11), 173-184.  
 
 
146 
Del Río González, P. (2005). Analysing the factors influencing clean technology adoption: A 
study of the Spanish pulp and paper industry. Business Strategy and the Environment, 
14(1), 20-37.  
Dietz, S., & Stern, N. (2008). Why economic analysis supports strong action on climate 
change: A response to the Stern review's critics. Review of Environmental Economics 
and Policy, 2(1), 94-113. 
Dillman, D. A. (1978). Mail and telephone surveys: The total design method (Vol. 19). New 
York, NY: Wiley. 
Dillon, W. R., & Goldstein, M. (1984), Multivariate analysis: Methods and applications. 
New York, NY: Wiley. 
Dishaw, M., & Strong, D. (1999). Extending the technology acceptance model with task 
technology fit constructs. Information & Management, 36(1), 9-2. 
Dodds, W. B., Monroe, K. B., & Grewal, D. (1991). Effects of price, brand, and store 
information on buyers. Journal of Marketing Research, 28(3), 307-319.  
Dogtiev, A. (2018, January). App download and usage statistics 2017. In Business of Apps. 
Retrieved from http://www.businessofapps.com/data/app-statistics/#1 
D'Souza, C. (2004). Ecolabel programmes: A stakeholder (consumer) perspective. Corporate 
Communications: An International Journal, 9(3), 179-188. 
Dunlap, R. E., Van Liere, K. D., Mertig, A. G., & Jones, R. E. (2000). Measuring 
endorsement of the new ecological paradigm: A revised NEP scale. Journal of Social 
Issues, 56, 425-442. 
Dwivedi, Y., Williams, M., Ramdani, B., Niranjan, S., Weerakkody, V. (2011). 
Understanding factors for successful adoption of web 2.0 applications. Proceedings of 
the ECIS: European Conference on Information Systems. 263.  
Esfahani, M. D., Nilashi, M., Rahman, A. A., Ghapanchi, A. H., & Zakaria, N. H. (2015). 
Psychological factors influencing the managers' intention to adopt green IS: A 
review-based comprehensive framework and ranking the factors. International 
Journal of Strategic Decision Sciences, 6(2), 28-56. 
Event Industry Council. (2017). APEX Glossary. Retrieved from 
http://www.eventscouncil.org/APEX/glossary.aspx 
Event Marketing Institute. (2015). The momentum of mobile event apps: Benchmarks study. 
Crowd compass (Cvent) & Event Marketing Institute. Retrieved from https://www. 
crowdcompass.com /pdf/momentum-of-mobile-apps.pdf 
 
147 
Events Industry Council. (2018). The events industry council releases preliminary events 
industry economic impact data. Retrieved from: 
http://www.eventscouncil.org/Newsroom/headlines/2018/01/09/the-events-industry-
council-releases-preliminary-events-industry-economic-impact-data 
Fenich, G. G., Scott-Halsell, S., Ogbeide, G. C., & Hashimoto, K. (2014). What the 
millennial generation from around the world prefers in their meetings, conventions, 
and events. Journal of Convention & Event Tourism, 15(3), 236-241. 
Ferraz, S. B., Buhamra, C., Laroche, M., & Veloso, A. R. (2017). Green products: A cross-
cultural study of attitude, intention and purchase behavior. Revista de Administração 
Mackenzie, 18(5), 12-38. 
Field, A. P. (2009). Discovering statistics using SPSS. London, England: SAGE. 
Fishbein, M., & Ajzen, I. (1975). Belief, attitude, intention, and behavior: An introduction to 
theory and research. Boston, MA: Addison-Wesley.  
Fisher, C., Bashyal, S., & Bachman, B. (2012). Demographic impacts on environmentally 
friendly purchase behaviors. Journal of Targeting, Measurement and Analysis for 
Marketing, 20(3), 172-184.  
Fornell, C., & Larcker, D. (1981). Evaluating structural equation models with unobservable 
variables and measurement error. Journal of Marketing Research, 18(1), 39-50. 
Fowler, F. J. (1988). Survey research methods. Newbury Park, CA: Sage.  
Frommmer, D. (2014, August). Most smartphone users download zero apps per month. 
Retrieved from https://qz.com/253618/most-smartphone-users-download-zero-apps-
per-month/ 
Gay, L. R., & Airasian, P. (2003). Educational research: Consequences for analysis and 
applications. Upper Saddle River, NJ: Pearson. 
Gerpott, T. J., & Mahmudova, I. (2010). Determinants of green electricity adoption among 
residential customers in Germany. International Journal of Consumer Studies, 34, 
464-473. 
Getz, D. (2005). Event management and event tourism (2nd ed.). New York, NY: Cognizant. 
Getz, D. (2007). Event studies: Theory, research and policy for planned events. Oxford: 
Elsevier.  
Getz, D., & Page, S. J. (2015). Progress in tourism management: Progress and prospects for 
event tourism. Tourism Management, 52, 593-631. 
 
148 
Ghazizadeh, S. (2012). Acceptance theory on mobile services and applications. Dissertation 
Vaasa University of Applied Sciences, Finland. Retrieved from 
https://www.theseus.fi/bitstream/handle/10024/44638/Thesis_Final.pdf 
Godin, G., Valois, P., & Lepage, L. (1993). The pattern of influence of perceived behavioral 
control upon exercising behavior-an application of Ajzen’s theory of planned 
behavior. Journal of Behavioral Medicine, 16, 81-102. 
Goldblatt, J. J., & Nelson, K. (2001). The international dictionary of event management. NJ: 
John Wiley & Sons.  
Goodman, J. K., Cryder, C. E., & Cheema, A. (2013). Data collection in a flat world: The 
strengths and weaknesses of mechanical turk samples. Journal of Behavioral 
Decision Making, 26(3), 213–24. 
Gravetter, F. J., & Forzano, L. A. B. (2012). Research methods for the behavioral sciences. 
Belmont, MA: Wadsworth. 
Guagnano, G. A., Stern, P. C., & Dietz, T. (1995). Influences on attitude-behavior 
relationships: A natural experiment with curbside recycling. Environment and 
Behavior, 27, 699–718. 
Hair, J. F., Anderson, R. E., Babin, B. J., & Black, W. C. (2010). Multivariate data analysis: 
A global perspective (Vol. 7). Upper Saddle River, NJ: Pearson. 
Hair, J. F., Anderson, R. E., Tatham, R. L., & Black, W. (1992). Multivariate data analysis: 
With readings (3 ed.). New York, NY: Macmillan Publishing Company. 
Hammond, P. B., & Coppock, R. (Eds.) (1990). Valuing health risks, costs, and benefits for 
environmental decision making: Report of a conference. Washington, DC: National 
Academies Press. 
Han, H. (2014). The norm activation model and theory-broadening: Individuals' decision-
making on environmentally-responsible convention attendance. Journal of 
Environmental Psychology, 40, 462-471. 
Han, H. (2015). Travelers' pro-environmental behavior in a green lodging context: 
Converging value-belief-norm theory and the theory of planned behavior. Tourism 
Management, 47, 164-177. 
Han, H., Hsu, L., & Lee, J. (2009). Empirical investigation of the roles of attitudes toward 
green behaviors, overall image, gender, and age in hotel customers' ecofriendly 
decision making process. International Journal of Hospitality Management, 28, 519-
528. 
Hanson, M. A. (2013). Green ergonomics: Challenges and opportunities. Ergonomics, 56(3), 
399-408.  
149 
Hershberger, S. L., & Marcoulides, G. A. (2013). The problem of equivalent structural 
models. In G. R. Hancock & R. O. Mueller (Eds.), Structural equation modeling: A 
second course (2nd ed.) (pp. 13-41). Greenwich, CT: IAP. 
Hildebrandt, B., Hanelt, A., Piccinini, E., Kolbe, L., & Nierobisch, T. (2015). The value of IS 
in business model innovation for sustainable mobility services: The case of 
carsharing. Proceedings from Wirtschaftsinformatik. 68. Retrieved from 
https://aisel.aisnet.org/wi2015/68 
Hirschman, E. C. (1980). Innovativeness, novelty seeking, and consumer creativity. Journal 
of Consumer Research, 7(3), 283-95. 
Hitt, L. M., & Chen, P. Y. (2005). Bundling with customer self-selection: A simple approach 
to bundling low-marginal-cost goods. Management Science, 51(10). 
Ho, S. C., Ting, P. H., Bau, D. Y., & Wei, C. C. (2011). Knowledge-sharing intention in a 
virtual community: A study of participants in the Chinese Wikipedia. 
Cyberpsychology, Behavior, and Social Networking, 14(9), 541. 
Hoe, S. L. (2008). Issues and procedures in adopting structural equation modeling 
technique. Journal of Applied Quantitative Methods, 3(1), 76-83. 
Hoelter, J. W. (1983). The analysis of covariance structures: Goodness-of-fit 
indices. Sociological Methods & Research, 11(3), 325-344. 
Holbrook, M. B., & Hirschman, E. C. (1982). The experiential aspects of consumption: 
Consumer fantasies, feelings, and fun. Journal of Consumer Research, 9(2), 132-140. 
Hooper, D., Coughlan, J., & Mullen, M. R. (2008). Structural equation modeling: Guidelines 
for determining model fit. Journal of Business Research Methods, 6, 53-60. 
Hopwood, B., Mellor, M., & O'Brien, G. (2005). Sustainable development: Mapping 
different approaches. Sustainable Development, 13(1), 38-52. 
Hoyer, K., & Naess, P. (2001). Conference tourism: A problem for the environment, as well 
as for research?. Journal of Sustainable Tourism, 9(6), 451-470.  
Hu, L., & Bentler, P. M. (1998). Fit indices in covariance structure modeling: Sensitivity to 
underparameterized model misspecification. Psychological Methods, 3(4), 424-453. 
Hurley, A. E., Scandura, T. A., Schriesheim, C. A., Brannick, M. T., Seers, A.,  Vandenberg, 
R. J., & Williams, L. J. (1997). Exploratory and confirmatory factor analysis: 
Guidelines, issues, and alternatives. Journal of Organizational Behavior, 18, 667-83. 
Iglewicz, B., & Hoaglin, D. C. (1993). How to detect and handle outliers (Vol 16). In E. F. 
Mykytka (Eds.), The ASQC basic references in quality control: Statistical techniques. 
ASQC Quality Press. 
150 
Incentives, Business, Travel, & Meetings. (2013). IBTM global meetings industry research 
for Americas 2013. Retrieved from 
http://www.ibtmevents.com/RXUK/RXUK_IBTMEvents/document/IBTM%20Meeti
ngs%20Industry%20Research%20America%20Focus%20Report.pdf?v=6350670994
34001475 
International Standards Organization. (2016). ISO 20121 - Sustainable events. Retrieved 
from: https://www.iso.org/iso-20121-sustainable-events.html  
Jaffea, A. B., Newell, R. G., & Stavins, R. N. (2005). A tale of two market failures: 
Technology and environmental policy. Ecological Economics, 54(2-3), 164-174. 
Jago, L., & Shaw, R. (1999). Consumer perceptions of special events: A multi-stimulus 
validation. Journal of Travel and Tourism Marketing, 8(4), 1-24. 
Jairak, K., Praneetpolgrang, P., & Mekhabunchakij, K. (2009). An acceptance of mobile 
learning for higher education students in Thailand. Paper presented at the Sixth 
International Conference on eLearning for Knowledge-Based Society, Thailand. 
Jansson, J., Marell, A., & Nordlund, A. (2011). Exploring consumer adoption of a high 
involvement eco-innovation using value-belief-norm theory. Journal of Consumer 
Behavior, 10, 51-60. 
Jenkin, T. A., Webster, J., & McShane, L. (2011). An agenda for ‘Green’ information 
technology and systems research. Information and Organization, 21(1), 17-40. 
Johns, G. (2006). The essential impact of context on organizational behavior. Academy of 
Management Review, 31(2), 386-408. 
Kafka, P. (2016, June). The app boom is over. Retrieved from 
https://www.recode.net/2016/6/8/11883518/app-boom-over-snapchat-uber 
Karahanna, E., Straub, D. W., & Chervany, N. L. (1999). Information technology adoption 
across time: A cross-sectional comparison of pre-adoption and post-adoption beliefs. 
MIS Quarterly, 23, 183-213. 
Kees, J., Berry, C., Burton, S., & Sheehan, K. (2017). An analysis of data quality: 
Professional panels, student subject pools, and Amazon's Mechanical Turk. Journal 
of Advertising, 46(1), 141-155. 
Keil, M., Beraneka, P. M., & Konsynski, B. R. (1995). Usefulness and ease of use: Field 
study evidence regarding task considerations. Decision Support Systems, 13(1), 75-
91. 
Kelman, H. C. (1958). Compliance, identification, and internalization: Three processes of 
opinion change. Journal of Conflict Resolution, 2, 51-60. 
 
151 
Kemp, R. (1997). Environmental policy and technical change: A comparison of the 
technological impact of policy instruments. Cheltenham, UK and Lyme, USA: 
Edward Elgar. 
Kim, H. W., Chan, H. C., & Gupta, S. (2007). Value-based adoption of mobile internet: An 
empirical investigation. Decision Support Systems, 43(1), 111-126. 
Kim, K. H. (2005). The relation among fit indexes, power, and sample size in structural 
equation modeling. Structural Equation Modeling, 12, 368-390. 
Kim, S. S., & Malhotra, N. K. (2005). A longitudinal model of continued IS use: An 
integrative view of four mechanisms underlying post-adoption phenomena. 
Management Science, 51(5), 741-755.  
Kim, S. S., Malhotra, N. K., & Narasimhan, S. (2005). Two competing perspectives on 
automatic use: A theoretical and empirical comparison. Information Systems 
Research, 16(4), 418-432. 
Kim, Y. J., Njite, D., & Hancer, M. (2013). Anticipated emotion in consumers’ intentions to 
select eco-friendly restaurants: Augmenting the theory of planned behavior. 
International Journal of Hospitality Management, 34, 255-262.  
Kim, Y., & Han, H. (2010). Intention to pay conventional-hotel prices at a green hotel: A 
modification of the theory of planned behavior. Journal of Sustainable Tourism, 
18(8), 997-1014. 
Kline, R. B. (1998). Software review: Software programs for structural equation modeling: 
AMOS, EQS, and LISREL. Journal of Psychoeducational Assessment, 16(4), 343-
364. 
Kline, R. B. (2016). Principles and practice of structural equation modeling (2nd ed.). New 
York, NY: Guilford Press. 
Klockner, C. A. (2013). A comprehensive model of the psychology of environmental 
behavior: A meta-analysis. Global Environmental Change, 23(5). 
Kurnia, S., Mahbubur, R. M. D., & Gloet, M. (2012). Understanding the roles of is/it in 
sustainable supply chain management. Proceedings from PACIS 2012. 50. Retrieved 
from http://aisel.aisnet.org/pacis2012/50. 
Lambdin, C. (2012). Significance tests as sorcery: Science is empirical-significance tests are 
not. Theory and Psychology, 22, 67-90. 
Lankton, N. K.& Wilson, E. V. (2007). Antecedents and dimensions of online service 
expectations. IEEE Transactions on Engineering Management, 54(4), 776-788. 
 
152 
Laroche, M., Bergeron, J., & Barbaro-Forleo, G. (2001). Targeting consumers who are 
willing to pay more for environmentally friendly products. Journal of Consumer 
Marketing, 18(6), 503-520. 
Law, R., Leung, D., Au, N., & Lee, H. A. (2013). Progress and development of information 
technology in the hospitality industry: Evidence from Cornell Hospitality Quarterly. 
Cornell Hospitality Quarterly, 54(1), 10-24. 
Lee, K. E. (2016). An examination of the decision-making process for utilization of mobile 
applications in the MICE industry (Doctoral dissertation). Retrieved from digital 
repository, Iowa State University. (15010) 
Lee, M. J., & Back, K. J. (2008). Association meeting participation: A test of competing 
models. Journal of Travel Research, 46, 300-310.   
Lee, S. J. (2012). From fandom to tourism: An examination of self-~expansion theory 
(Doctoral dissertation). Retrieved from digital scholarships, UNLV Theses, 
Dissertations, Professional Papers, and Capstones. (1589)  
Lee, S., & Hershberger, S. L. (1990). A simple rule for generating equivalent models in 
covariance structure modeling. Multivariate Behavioral Research, 25, 313-334. 
Lee, S., Park, E., Kwon, S. J., & del Pobil, A. P. (2015). Antecedents of behavioral intention 
to use mobile telecommunication services: effects of corporate social responsibility 
and technology acceptance. Sustainability, 7, 11345-59.  
Lehto, T., & Oinas-Kukkonen, H. (2015). Examining the persuasive potential of web-based 
health behavior change support systems. AIS Transactions on Human-Computer 
Interaction, 7(3), 126-140. 
Lekitlane, M. (2015). UTAUT, green values, and affective factors that lead to the intention to 
adopt the Urban Retreat™ carpet in employees (Thesis on Organization Psychology). 
University of the Witwatersrand, Johannesburg. 
Leonard-Barton, D., & Deschamps, I. (1988). Managerial influence in the implementation of 
new technology, Management Science, 34(10), 1252-1265. 
Lepper, M. R. (1985). Microcomputers in education: Motivational and social issues. 
American Psychologist, 40, 1-18. 
Limayem, M., & Hirt, S. G. (2003). Force of habit and information systems usage: Theory 
and initial validation. Journal of the Association for Information Systems, 4(1), 65-97. 
Limayem, M., Hirt, S. G., & Cheung, C. M. (2007). How habit limits the predictive power of 
intention: The case of information systems continuance. MIS Quarterly, 31(4), 705-
737. 
 
153 
Lindenberg, S., & Steg, L. (2007). Normative, gain and hedonic goal frames guiding 
environmental behavior. Journal of Social Issues, 63(1), 117-137. 
Ling, R. (2004). The mobile connection: The cell phone’s impact on society. San Francisco, 
CA: Morgan Kaufmann.  
Liu, C. Z., Au, Y. A., & Choi, H. S. (2014). Effects of freemium strategy in the mobile app 
market: An empirical study of Google play. Journal of Management Information 
Systems, 31(3), 326-354. 
Lynch, C. G. (2008). Recession won’t dry up VC funding. Retrieved from 
http://www.cio.com/article/180850/Trendlines_New_Hot_Unexpected 
MacCallum, R. C., & Austin, J. T. (2000). Applications of structural equation modeling in 
psychological research. Annual Review of Psychology, 51, 201-236. 
MacCallum, R. C., Roznowski, M., & Necowitz, L. B. (1992). Model modifications in 
covariance structure analysis: The problem of capitalization on chance. Psychological 
Bulletin, 111, 490-504. 
Mackenzie, S. B. (2001). Opportunities for improving consumer research through latent 
variable structural equation modeling. Journal of Consumer Research, 28, 159–166. 
Mair, J., & Whitford, M. (2013). An exploration of events research: Event topics, themes and 
emerging trends. International Journal of Event and Festival Management, 4(1), 6-
30. 
Malkani, A., & Starik, M. (2014). The green building technology model: An approach to 
understanding the adoption of green office buildings. Journal of Sustainable Real 
Estate, 5(1), 131-148. 
Marechal, K. (2010). Not irrational but habitual: The importance of behavioral lock-in 
energy consumption. Ecological Economics, 69, 1104-14. 
Mason, W., & Suri, S. (2011). Conducting behavioral research on Amazon’s Mechanical 
Turk. Behavior Research Method, 44, 1-23. 
Mathieson, K. (1991). Predicting user intentions: Comparing the technology acceptance 
model with the theory of planned behavior. Information Systems Research, 2(3), 173-
191.  
Matthies, E., Selge, S., & Klockner, C. A. (2012). The role of parental behavior for the 
development of behavior specific environmental norms - The example of recycling 
and re-use behavior. Journal of Environmental Psychology, 32, 277-284. 
Meeting Professionals International. (2014). The state of event apps. Retrieved from 
http://www.hbaa.org.uk/sites/default/files/mpi-research-state-of-event-apps.pdf 
154 
Meeting Professionals International. (2015). The state of event technology adoption. 
Retrieved from https://www.mpiweb.org/docs/default-source/research-and-
reports/technology-adoption-report_v2.pdf?sfvrsn=2  
Meeting Professionals International. (2016). Mobile app use in events. Retrieved from 
http://www.mpiweb.org/ Events/wec-2016/information/mobile-app 
Mine, C., Davis, E., Brown, E. G., & Lee, C. (2007). Topic overview: Green IT. Forrester 
Research. Retrieved from http://www.forrester.com/rb/Research/topic_overview_ 
green_it/q/id/43494/t/2 
Minton, A. P., & Rose, R. L. (1997). The effects of environmental concern on 
environmentally friendly consumer behavior: An exploratory study. Journal of 
Business Research, 40(1), 37-48. 
Montada, L., Kals, E., & Becker, R. (2007). Willingness for continued social commitment: A 
new concept in environmental research. Environment and Behavior, 39(3), 287-316. 
Moons, I., De Bont, C. J. P. M., De Pelsmacker, P., & Standaert, A. (2009). The motivational 
determinants for adopting sustainable products. Proceedings from the IASDR 
Congress: Design, Rigor and Relevance. 
Morosan, C., & DeFranco, A. (2016). Modeling guests’ intentions to use mobile apps in 
hotels: The roles of personalization, privacy, and involvement. International Journal 
of Contemporary Hospitality Management, 28(9), 1968-1991. 
Morris, M. G., Venkatesh, V., & Ackerman, P. L. (2005). Gender and age differences in 
employee decisions about new technology: An extension to the theory of planned 
behavior. IEEE Transactions on Engineering Management, 52(1), 69-84. 
Musa, P. F. (2006). Making a case for modifying the technology acceptance model to 
account for limited accessibility in developing countries. Information Technology for 
Development, 12(3), 213-224. 
Nassuora, A. B. (2013). Student acceptance of mobile learning for higher education in Saudi 
Arabia. International Journal of Learning Management Systems, 1(1), 1-9. 
Nunnally, J. C. (1978). Psychometric theory. New York, NY: McGraw-Hill. 
Nunnally, J. C., & Bernstein, I. H. (1994). Psychometric theory (3rd ed.). New York, NY: 
McGraw-Hill. 
Nysveen, H., Pedersen, P., & Thornbjørnsen, H. (2005). Intentions to use mobile services: 
Antecedents and cross-service comparisons. Journal of Academy of Marketing 
Science, 33(3), 330-346. 
Oliver, R. L., & Bearden, W. O. (1985). Crossover effects in the theory of reasoned action: A 
moderating influence attempt. Journal of Consumer Research, 12, 324-340. 
155 
Olympic. (2016). Sustainability. Retrieved from https://www.olympic.org/sustainability 
Onwezen, M. C., Antonides, G., & Bartels, J. (2013). The norm activation model: An 
exploration of the functions of anticipated pride and guilt in pro-environmental 
behavior. Journal of Economic Psychology, 39, 141-153. 
Orantes-Jimenez, S. D., Zavala-Galindo, A., & Vazquez-Álvarez, G. (2015). Paperless 
office: A new proposal for organizations. Systemics, Cybernetics and Informatics, 
13(3), 47-55. 
Ordonez de Pablos, P. (2012). Green technologies and business practices: An IT approach. 
Hershey, PA: IGI Publishing. 
Paolacci, G., Chandler, J., & Ipeirotis, P. G. (2010). Running experiments on Amazon 
Mechanical Turk. Judgment and Decision Making, 5, 411-419. 
Parasuraman, A., & Colby, C. L. (2001). Techno-ready marketing: How and why customers 
adopt technology. New York: Free Press. 
Park, I. (2017, September). The real revenue of a conference app. Retrieved from 
https://www.pathosethos.com/2017/09/29/the-real-revenue-of-a-conference-app/ 
Pearl, J. (2009). Causality: Models, reasoning, and inference (2nd ed.). New York: 
Cambridge University Press.   
Pelham, F. (2011). Will sustainability change the business model of the event industry? 
Worldwide Hospitality and Tourism Themes, 3(3), 187-192. 
Perkins, H. W., & Berkowitz, A. D. (1986). Perceiving the community norms of alcohol use 
among students: Some research implications for campus alcohol education 
programming. International Journal of the Addictions, 21, 961–976. 
Petty, R. E., & Cacioppo, J. T. (1981). Issue involvement as a moderator of the effects on 
attitude of advertising content and context. Advances in Consumer Research, 8, 20-
24. 
Presser, S., Couper, M. P., Lessler, J. T., Martin, E., Martin, J., Rothgeb, J. M., Singer, E. 
(2004). Methods for testing and evaluating survey questions. Public Opinion 
Quarterly, 68(1), 109-130. 
Robey, D. (1979). User attitude and management information system use. Academy of 
Management Journal, 22(3), 527-538. 
Rogers, E. M. (1995). Diffusion of innovations (4th ed.). New York, NY: Free Press. 
Rogers, E. M. (2003). Diffusion of innovations (5th ed.). New York, NY: Free Press. 
 
156 
Rokeach, M. (1968). Beliefs, attitudes, and values: A theory of organization and change (1st 
ed.). San Francisco: Jossey-Bass. 
Rokeach, M. (1973). The nature of human values. New York: Free Press. 
Rotter, J. B. (1966). Generalized expectancies for internal versus external control of 
reinforcement. Psychological Monographs, 80(1), 699. 
Sample size calculator. (n.d.). Retrieved from 
https://www.danielsoper.com/statcalc/calculator.aspx?id=89 
Sarver, V. T. (1983). Ajzen and Fishbein’s ‘theory of reasoned action’: A critical assessment. 
Journal for the Theory of Social Behavior, 13, 155-163. 
Sawyer, G. A., & Ball, D. A. (1981). Statistical power and effect size in marketing research. 
Journal of Marketing Research, 18(3), 275-290. 
Schlesinger, L. (2014). Can technology save the environment? [Blog]. Retrieved from 
https://www.weforum.org/agenda/2014/09/circular-economy-sustainable-planet/ 
Schmidt, N. H. (2011). Environmentally sustainable information management: Theories and 
concepts for sustainability, green IS, and green IT. Göttingen, Deutschland: Cuvillier. 
Schrier, T., Erdem, M., & Brewer, P. (2010). Merging task-technology fit and technology 
acceptance models to assess guest empowerment technology usage in hotels. Journal 
of Hospitality and Tourism Technology, 1(3), 201-217. 
Schumacker, R. E., & Lomax, R. G. A. (2010). Beginner's guide to structural equation 
modeling. New York, NY: Routledge. 
Schwartz, S. (1975). The justice of need and the activation of humanitarian norms. Journal of 
Social Issues, 31(3), 111-136. 
Schwartz, S. H. (1977). Normative influence on altruism. In L. Berkowitz (Ed.), Advances in 
experimental social psychology, 10, (pp. 221-279). New York, NY: Academic Press. 
Schwartz, S. H. (2003). A proposal for measuring value orientations across nations. 
Questionnaire Package of the European Social Survey, 259-290. 
Schwartz, S. H. (2012). An overview of the Schwartz theory of basic values. Online 
Readings in Psychology and Culture, 2(1).  
Shah, R., & Goldstein, S. M. (2006). Use of structural equation modeling in operations 
management research: Looking back and forward. Journal of Operations 
Management, 24, 148-169.   
 
 
157 
Sheppard, B. H., Hartwick, J., & Warsaw, P. R. (1988). The theory of reasoned action: A 
meta-analysis of past research with recommendations for modifications and future 
research. Journal of Consumer Research, 15(3), 325-343. 
Shimp, T., & Kavas, A. (1984). The theory of reasoned action applied to coupon usage. 
Journal of Consumer Research, 11, 795-809. 
Siegler, K., & Gaughan, B. (2008). A practical approach to green IT. [Webinar]. Retrieved 
from http://www.itmanagement.com/land/green-it-webinar/?tfso=2058 
Singh, T., Sharma, A., & Singh, N. (2015). Digital library acceptance model and its social 
construction: Conceptualization and development. Journal of Web Librarianship, 
9(4), 162-181. 
Sopha, B. M. (2013). Sustainable paper consumption: Exploring behavioral factors. Social 
Sciences, 2, 270-283. 
Sopha, B. M., & Klӧckner, C. A. (2011). Psychological factors in the diffusion of sustainable 
technology: A study of Norwegian households’ adoption of wood pellet heating. 
Renewable and Sustainable Energy Reviews, 15, 2756-65.  
Sorokin, A., & Forsyth, D. (2008). Utility data annotation with amazon mechanical turk. 
In Computer Vision and Pattern Recognition Workshops (CVPRW'08). IEEE 
Computer Society Conference (pp. 1-8).  
Statista (n.d.). Monthly app downloads of US smartphone users. Retrieved from: 
https://www.statista.com/statistics/325926/monthly-app-downloads-of-us-
smartphone-users/. 
Statista. (2017, July). Market reach of the most popular mobile app categories in the United 
States as of July 2017. Retrieved from https://www.statista.com/statistics/579302/top-
app-categories-usa-reach/ 
Steenkamp, J. B. E. M., ter Hofstede, F., & Wedel, M. (1999). A cross-national investigation 
into the individual and national cultural antecedents of consumer innovativeness. 
Journal of Marketing, 63(2), 55-69. 
Steg, L., & Vlek, C. (2009). Encouraging pro-environmental behavior: An integrative review 
and research agenda. Journal of Environmental Psychology, 29(3), 309-317.  
Steimle, U., & Zink, K. J. (2006). Sustainable development and human factors. In W. 
Karwowski, International encyclopedia of ergonomics and human factors (pp.99-
120). London: Taylor & Francis. 
Stern, P. C. (2000). New environmental theories: Toward a coherent theory of 
environmentally significant behavior. Journal of Social Issues, 56, 407-424.  
 
158 
Stern, P. C. (2005). Understanding individuals’ environmentally significant behavior. 
Environmental Law Reporter, 35(11).  
Stern, P. C., & Dietz, T. (1994). The value basis of environmental concern. Journal of Social 
Issues, 50(3), 65-84. 
Stern, P. C., Dietz, T., Abel, T., Guagnano, G. A., & Kalof, L. (1999). A value-belief-norm 
theory of support for social movements: The case of environmentalism. Human 
Ecology Review, 6, 81-95. 
Stopher, P., Collins, A., & Bullock, P. (2004). GPS surveys and the Internet. Retrieved from:  
http://ws.econ.usyd.edu.au/itls/wp-archive/itls_wp_04-18.pdf 
Streiner, D. L. (1994). Figuring out factors: The use and misuse of factor analysis. Canadian 
Journal of Psychiatry, 39(3), 135-140. 
Sullivan, G. M., & Feinn, R. (2012). Using effect size - or why the P value is not enough. 
Journal of Graduate Medical Education, 4(3), 279-282. 
Swanson, E. B. (1982). Measuring user attitudes in MIS research: A review. OMEGA, 10, 
157-165. 
Swinton, S. M., & Casey, F. (1999). From adoption to innovation of environmental 
technologies. In Casey, F., Schmitz, A., Swinton, S., & Zilberman, D. (Eds.), Flexible 
incentives for the adoption of environmental technologies in agriculture (pp. 351-
359). Dordrecht, Netherlands: Springer. 
Tabachnick, B. G., & Fidell, L. S. (2006). Using multivariate statistics (5th ed.). New York, 
NY: Harper Collins Publishers. 
Taiwo, A. A., & Downe, A. (2013). The theory of user acceptance and use of technology: A 
meta-analytic review of empirical findings. Journal of Theoretical & Applied 
Information Technology, 49(1), 48-58.  
Taylor, S., & Todd, P. A. (1995). Understanding information technology usage: A test of 
competing models. Information systems research, 6(2), 144-176. 
Thatcher, A. (2012). Affect in designing for sustainability in human factors and ergonomics. 
International Journal of Human Factors and Ergonomics, 1(2), 127-147.  
Thatcher, A., & Ndabeni, M. (2011). A psychological model to understand e-adoption in the 
context of the digital divide. In J. Steyn and G. Johanson (Eds.), ICTs and sustainable 
solutions for the digital divide: Theory and perspectives (127). Hershey, NY: 
Information Science Reference. 
The Climate Group. (2008). SMART 2020: Enabling the low carbon economy in the 
information age. Paper presented at the Global Sustainability Initiative, Brussels, 
Belgium. 
159 
Thomas, T. D., Singh, L., & Gaffar, K. (2013). The utility of the UTAUT model in 
explaining mobile learning adoption in higher education in Guyana. International 
Journal of Education and Development using Information and Communication 
Technology, 9(3), 71. 
Thompson, R. L., Higgins, C. A., & Howell, J. M. (1991). Personal computing: Toward a 
conceptual model of utilization. MIS Quarterly, 15(1), 124-143. 
Thong, J. Y. L., Hong, S. J., & Tam, K. Y. (2006). The effects of post-adoption beliefs on the 
expectation confirmation model for information technology continuance. 
International Journal of Human Computer Studies, 64(9), 799-810. 
Thong, J. Y. L., Venkatesh, V., Xu, X., Hong, S. J., & Tam, K. Y. (2011). Consumer 
acceptance of personal information and communication technology service. IEEE 
Transactions on Engineering Management, 58(4), 613-625. 
Torres, A. (2017, October). The best event apps for every type of event. Retrieved from 
https://www.eventbrite.com/blog/best-event-apps-ds00/ 
Triandis, H. C. (1979). Values, attitudes, and interpersonal behavior. In Nebraska Symposium 
on Motivation: Beliefs, Attitudes, and Values, Lincoln, NE: University of Nebraska 
Press.  
United Nations Environment Programme. (2016). United Nations environment sets the tone 
for green meetings through UNEA-2. Retrieved from 
http://web.unep.org/sustainability/ news/un-environment-sets-tone-green-meetings-
through-unea-2 
Vallerand, R. J. (1997). Toward a hierarchical model of intrinsic and extrinsic motivation. 
Advances in Experimental Social Psychology, 29, 271-360. 
Van der Heijden, H. (2004). User acceptance of hedonic information systems. MIS 
Quarterly, 28(4), 695-704. 
Vanegas, J., DuBose, J., & Pearce, A. (1995, November). Sustainable technologies for the 
building, construction industry. Proceedings of the Symposium: Design for the 
Global Environment, Atlanta, GA, November 2-3. 
Venkatesh, V., & Davis, F. D. (1996). A model of the antecedents of perceived ease of use: 
Development and test. Decision Sciences, 27(3), 451-481.  
Venkatesh, V., & Davis, F. D. (2000). A theoretical extension of the technology acceptance 
model: Four longitudinal field studies. Management Science, 46(2), 186-204. 
Venkatesh, V., Morris, M. G., Davis, G. B., & Davis, F. D. (2003). User acceptance of 
information technology: Toward a unified view. MIS Quarterly, 27(3), 425-478.  
 
160 
Venkatesh, V., Thong, J. Y. L., & Xu, X. (2012). Consumer acceptance and use of 
information technology: Extending the unified theory of acceptance and use of 
technology. MIS Quarterly, 36(1), 157-178.  
Venkatesh, V., Thong, J. Y. L., & Xu, X. (2016). Unified theory of acceptance and use of 
technology: A synthesis and the road ahead. Journal of the Association for 
information Systems, 17(5), 328-376. 
Wang, G. P., Dou, W. Y., & Zhou, N. (2008). Consumption attitudes and adoption of new 
consumer products: A contingency approach. European Journal of Marketing, 
42(1/2), 238–254. 
Warshaw, P. R. (1980). Predicting purchase and other behaviors from general and 
contextually specific intentions. Journal of Marketing Research, 17, 26-33. 
Weigel, R. H., & Newman, L. S. (1976). Increasing attitude-behavior correspondence by 
broadening the scope of the behavioral measure. Journal of Personality and Social 
Psychology, 33(6), 793-802.  
Wejnert, B. (2002). Integrating models of diffusion of innovations: A conceptual framework. 
Annual Review of Sociology, 28, 297-326. 
Wessling, K. S., Huber, J., & Netzer, O. (2017). MTurk character misrepresentation: 
Assessment and solutions. Journal of Consumer Research, 44(1), 211-230.  
Williams, M. D., Rana, N. P., Dwivedi, Y. K., & Lal, B. (2011). Is UTAUT really used or 
just cited for the sake of it? A systematic review of citations of UTAUT's originating 
article. Proceedings from the 19th European Conference on Information Systems, 
Helsinki. 
Wilson, E. V., & Lankton, N. K. (2004). Modeling patients' acceptance of provider-delivered 
E-health. Journal of the American Medical Informatics Association, 11(4), 241-248. 
Xu, R., Freya, R. M., Fleisch, E., & Llic, A. (2016). Understanding the impact of personality 
traits on mobile app adoption – Insights from a large-scale field study. Computers in 
Human Behavior, 62, 244-256. 
Yoon, Y., & Uysal, M. (2005). An examination of the effects of motivation and satisfaction 
on destination loyalty: A structural model. Tourism Management, 26, 45-56. 
York, R. (2006). Ecological paradoxes: William Stanley Jevons and the paperless office. 
Human Ecology Review, 13, 143-147. 
Zelinsky, W. (1994). Conventionland USA: The geography of a latterday 
phenomenon. Annals of the Association of American Geographers, 84(1), 68-86. 
 
161 
Zhu, K., Dong, S., Xu, S. X., & Hally, M. (2006). Innovation diffusion in global contexts: 
Determinants of post-adoption digital transformation of European companies. 
European Journal of Information Systems, 15(6), 601-616. 
Ziliak, S., & McCloskey, D. N. (2008). The cult of statistical significance: How the standard 
error costs us jobs, justice, and lives. Ann Arbor: University of Michigan Press. 
162 
APPENDIX A.    IRB APPROVAL 
 
 
163 
APPENDIX B.    ELICITATION SURVEY – COVER LETTER 
 
Hi! 
Welcome to the “Mobile Conference Apps” survey 
 
You are invited to participate in an academic study about mobile conference applications 
(apps) adoption behavior. Your response will allow researchers to understand conference 
attendees’ beliefs about mobile conference apps. 
 
This survey has 6 open-ended questions. It will likely take 10 minutes. 
 
This is an anonymous survey, no personal identifications will be stored with your main 
survey responses. Your responses will be kept strictly confidential. This is a voluntary study 
and you can withdraw at any time by simply closing the window. There are no known risks 
or discomforts associated with this study. Only aggregated data will be reported: no 
individual information will be released. 
 
If you have any questions about the study, please feel free to email Dr. Nripendra Singh at 
nsingh@iastate.edu, or Dr. Robert Bosselman (Co-Major Professor) at drbob@iastate.edu, or 
Dr. Joan Su (Co-Major Professor) at joansu@iastate.edu. If you have any questions about the 
rights of research subjects, please contact the Office for Responsible Research (IRB), 2420 
Lincoln Way, Suite 202, Ames, IA 50014. You can call IRB Team at 515-294-4566, or email 
at irb@iastate.edu. 
 
To participate in this survey, you must be: 
 18 years old or older, and  
 Should have attended a conference that had a mobile app in the past two years. (Note: 
It is not necessary that you used the conference app, just that the conference made a 
mobile app available) 
 Should click “I Agree” to verify that you have read the information given above and 
that you agree to participate in this survey 
 
Thank you for your time and consideration. Your participation is greatly appreciated. 
 
Select “I AGREE” to verify that you meet the qualifications and you agree to participate in 
this survey. 
  I Agree 
  I Do Not Agree 
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APPENDIX C.    ELICITATION SURVEY – QUESTIONNAIRE 
 
Please read the following information about the “Mobile Conference Applications (apps)” 
and write your beliefs/thoughts for each question that follows. 
  
There are around 1.8 million meetings and conferences every year just in the United States. 
Organizers are promoting the use of conference apps to benefit attendees, planners, and the 
environment. Some of the benefits are: 
To attendees: detailed schedule, keynote speakers and attendees’ information, registration, 
directions or guide maps, chat or help, social media, networking, and up to date information. 
To planners: sponsors’ visibility and in-app advertising, engaging attendees – before, during, 
and after the conference, sending invites, reminders and follow-ups, dynamic activity feed 
with analysis, attendees’ survey, and abstract management. 
To the environment: paperless conference and virtual conferencing (in future) to reduce 
carbon emission by reducing travel and deforestation. 
 
1. What BELIEFS do you have about the role of technology in environment 
conservation and/or making the world sustainable? (NOTE: Please write your "Beliefs" 
as examples of how you believe use of conference apps can help conserve the 
environment.) 
Beliefs 1 ________________________________________________ 
Beliefs 2 ________________________________________________ 
 
2. What do you believe would be the ADVANTAGES of using mobile conference app? 
Advantages 1 ________________________________________________ 
Advantages 2 ________________________________________________ 
 
3. What do you believe would be the DISADVANTAGES of using mobile conference 
app? 
Disadvantages 1 ________________________________________________ 
Disadvantages 2 ________________________________________________ 
 
4. What THOUGHTS come to your mind about using mobile conference app to make 
conferences green?  (NOTE: Please write your "Thoughts" as examples of how you 
think use of conference apps can make the conferences green.)    
Thought 1 ________________________________________________ 
Thought 2 ________________________________________________ 
 
5. Are there any individuals or groups who would think that you SHOULD use 
conference apps during conferences? 
Should 1 ________________________________________________ 
Should 2 ________________________________________________ 
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6. Are there any individuals or groups who would think that you SHOULD NOT use 
conference apps? 
Should not 1 ________________________________________________ 
Should not 2 ________________________________________________ 
 
 
Thank you for your time and participation in the Ist phase of this study. 
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APPENDIX D.    MAIN SURVEY - COVER LETTER 
 
Hi! 
Welcome to the “Mobile Conference Apps” survey! 
 
You are invited to participate in an academic study about mobile conference applications 
(apps) adoption behavior. Your response will allow researchers to understand conference 
attendees’ beliefs about mobile conference apps. 
 
This survey has multiple statements related to conference apps adoption. You have to provide 
your agreement or disagreement with each statement on a seven-point Likert scale. This 
survey will likely take 10 minutes. 
 
This is an anonymous survey, no personal identifications will be stored with your main 
survey responses. Your responses will be kept strictly confidential. This is a voluntary study 
and you can withdraw at any time by simply closing the window. There are no known risks 
or discomforts associated with this study. Only aggregated data will be reported: no 
individual information will be released. 
 
If you have any questions about the study, please feel free to email Dr. Nripendra Singh at 
nsingh@iastate.edu, or Dr. Robert Bosselman (Co-Major Professor) at drbob@iastate.edu, or 
Dr. Joan Su (Co-Major Professor) at joansu@iastate.edu. If you have any questions about the 
rights of research subjects, please contact the Office for Responsible Research (IRB), 2420 
Lincoln Way, Suite 202, Ames, IA 50014. You can call IRB Team at 515-294-4566, or email 
at irb@iastate.edu. 
 
To participate in this survey, you must be: 
 18 years old or older, and  
 Should have attended a conference that had a mobile app in the past two years. (Note: 
It is not necessary that you used the conference app, just that the conference made a 
mobile app available) 
 Should click “I Agree” to verify that you have read the information given above and 
that you agree to participate in this survey 
  
Thank you for your time and consideration. Your participation is greatly appreciated. 
 
Select “I AGREE” to verify that you meet the qualifications and you agree to participate in 
this survey. 
  I Agree 
  I Do Not Agree 
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APPENDIX E.    MAIN SURVEY – QUESTIONNAIRE 
 
Conference Applications (Apps): 
Mobile apps are defined as standalone software that can be operated through mobile devices. 
Similarly, conference apps are referred in this study as a standalone software that can be 
operated through mobile device to serve the needs of conference organizers, planners, and 
attendees. 
 
Section 1: Expectations from conference apps 
In this section we are interested in understanding your expectation from conference apps on 
different aspects such as performance, ease of use, facilitation etc. Please rate your level of 
agreement with the following statements.  
 
STATEMENTS 
Strongly  
Disagree  
Disagree  
Somewhat 
Disagree 
Neither 
Agree nor 
Disagree 
Somewhat  
Agree  
Agree 
Strongly 
Agree 
Using conference apps increases my 
chances of achieving things important 
to me in the conference 
○ ○ ○ ○ ○ ○ ○ 
Using conference apps helps me 
accomplish things more quickly in the 
conference 
○ ○ ○ ○ ○ ○ ○ 
Using conference apps increases my 
productivity in the conference 
○ ○ ○ ○ ○ ○ ○ 
Learning how to use conference apps is 
easy for me 
○ ○ ○ ○ ○ ○ ○ 
I find conference apps is easy to use ○ ○ ○ ○ ○ ○ ○ 
It is easy for me to become skillful at 
using conference apps 
○ ○ ○ ○ ○ ○ ○ 
I have the resources necessary to use 
conference apps 
○ ○ ○ ○ ○ ○ ○ 
I have the knowledge necessary to use 
conference apps 
○ ○ ○ ○ ○ ○ ○ 
Conference apps are compatible with 
other technologies I use 
○ ○ ○ ○ ○ ○ ○ 
I can get help from conference staff if I 
have difficulty using conference apps 
○ ○ ○ ○ ○ ○ ○ 
 
Section 2: Influence of others on conference apps adoption 
In this section, we are interested in understanding how others influence your conference apps 
adoption behavior. Please rate your level of agreement with the following statements. 
 
STATEMENTS 
Strongly  
Disagree  
Disagree  
Somewh
at 
Disagree 
Neither 
Agree nor 
Disagree 
Somewh
at  
Agree  
Agree 
Strongly 
Agree 
Most people who are important to me think I 
should use conference apps in conferences 
○ ○ ○ ○ ○ ○ ○ 
Most people who influence me think I should use 
conference apps 
○ ○ ○ ○ ○ ○ ○ 
People whose opinions I value, prefer that I use 
conference apps during conferences 
○ ○ ○ ○ ○ ○ ○ 
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Section 3: Hedonic motivation to adopt conference apps 
In this section, we are interested in understanding how much influence does entertainment or 
fun aspect of conference apps motivates you to adopt it. Please rate your level of agreement 
with the following statements. 
 
STATEMENTS 
Strongly  
Disagree  
Disagree  
Somewhat 
Disagree 
Neither 
Agree 
nor 
Disagree 
Somewhat  
Agree  
Agree 
Strongly 
Agree 
Using conference apps is fun ○ ○ ○ ○ ○ ○ ○ 
Using conference apps is enjoyable ○ ○ ○ ○ ○ ○ ○ 
Using conference apps is very entertaining ○ ○ ○ ○ ○ ○ ○ 
 
Section 4: Habit of using conference apps 
In this section, we are interested in understanding what role does habit plays in influencing 
your adoption of a conference app. Please rate your level of agreement with the following 
statements. 
 
STATEMENTS 
Strongly  
Disagree  
Disagree  
Somewhat 
Disagree 
Neither 
Agree 
nor 
Disagree 
Some
what  
Agree  
Agree 
Strongly 
Agree 
The use of conference apps during conferences has 
become a habit for me 
○ ○ ○ ○ ○ ○ ○ 
I am addicted to using conference apps for 
conference purposes 
○ ○ ○ ○ ○ ○ ○ 
Using the conference apps during conferences is 
natural to me 
○ ○ ○ ○ ○ ○ ○ 
 
Section 5: Intention to adopt conference apps 
In this section, we are interested in understanding your behavioral intentions to adopt 
conference apps in future. Please rate your level of agreement with the following statements. 
 
STATEMENTS 
Strongly  
Disagree  
Disagree  
Somewhat 
Disagree 
Neither 
Agree 
nor 
Disagree 
Somewhat  
Agree  
Agree 
Strongly 
Agree 
I intend to continue using conference apps in 
the future conferences  
○ ○ ○ ○ ○ ○ ○ 
I will always try to use conference apps in all 
future conferences I will attend 
○ ○ ○ ○ ○ ○ ○ 
This question is to ensure serious participation, 
so respond ‘agree’ 
○ ○ ○ ○ ○ ○ ○ 
I plan to use conference apps in all 
conferences 
○ ○ ○ ○ ○ ○ ○ 
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Section 6: Attitude toward conference apps 
In this section, we are interested in understanding your overall attitude toward conference 
apps. Please rate your level of agreement with the following four statements on the seven-
point semantic differential scale. 
 
 For me, using conference apps when attending a conference is  
Bad  
 
1 2 3 4 5 6 7 Good 
Foolish  
 
1 2 3 4 5 6 7 Wise  
Unpleasant  
 
1 2 3 4 5 6 7 Pleasant  
Harmful  
 
1 2 3 4 5 6 7 Beneficial  
 
Section 7: Ecological beliefs about conference apps 
In this section, we are interested in understanding your ecological beliefs about conference 
apps. Please rate your level of agreement with the following statements. 
 
STATEMENTS 
Strongly  
Disagree  
Disagree  
Somewhat 
Disagree 
Neither 
Agree nor 
Disagree 
Some
what  
Agree  
Agree 
Strongly 
Agree 
Using conference apps helps save paper waste 
in conferences 
○ ○ ○ ○ ○ ○ ○ 
Using conference apps helps reduce carbon 
dioxide emission 
○ ○ ○ ○ ○ ○ ○ 
Using conference apps helps environment 
conservation 
○ ○ ○ ○ ○ ○ ○ 
 
Section 8: Demographic Profile 
This section is for classification purpose only. None of the information provided below will 
be linked or used to identify any specific individual. 
What is your age range? 
□ 18 – 30 years 
□ 31 – 40 years 
□ 41 – 50 years 
□ 51 – 60 years 
□ Above 60 years 
 
What is your gender? 
□ Male 
□ Female 
□ Other 
 
What is your usage frequency of any mobile app per day? 
□ Less than 1 hour 
□ 1 - 2 hours 
□ 2 - 3 hours 
□ 3 - 4 hours 
□ More than 4 hours 
170 
 
What is your highest educational qualification? 
□ High School Degree 
□ Some College, but no degree 
□ Associate Degree 
□ Bachelor’s Degree 
□ Graduate Degree 
□ Other (please specify)_________________________ 
 
Which of the following category of annual household income before taxes, best applies 
to you? 
□ Less than $30,000 
□ $30,001 to $50,000 
□ $50,001 to $70,000 
□ $70,001 to $90,000 
□ $90,001 to $110,000 
□ Above $110,000 
 
Which of the following best describes you? 
□ African American 
□ Asian 
□ White 
□ Hispanic/Latino 
□ Other (please specify)_____________________ 
 
Which state in the United States do you live in? 
_________________________________________ 
 
Here is the Unique Code: ${e://Field/unique%20code} 
(Please write this code in Mturk to get your reward) 
 
 
Thank you for your time and participation. We highly appreciate it! 
