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Abstract
Let {BH1,H2 (t1, t2), t1  0, t2  0} be a fractional Brownian sheet with indexes 0 < H1,H2 < 1.
When H1 = H2 := H , there is a logarithmic factor in the small ball function of the sup-norm statistic
of BH,H . First, we state general conditions (one based on a logarithmic factor in the small ball
function) on some statistics of BH,H . Then we characterize the sufficiency part of the lower classes
of these statistics by an integral test. Finally, when we consider the sup-norm statistic, the influence
of the log-type small ball factor in the necessity part is measured by a second integral test.
 2004 Elsevier SAS. All rights reserved.
Résumé
Soit {BH1,H2(t1, t2), t1  0, t2  0} une feuille Brownienne fractionnaire d’indices 0 <H1,H2 <
1. Lorsque H1 = H2 := H , l’étude de la fonction des petites boules de la statistique définie par
la norme de la convergence uniforme de BH,H , a fait apparaître un facteur logarithmique. Nous
énonçons des conditions générales (l’une reposant sur l’existence d’un facteur logarithmique dans la
fonction des petites boules) sur des statistiques de BH,H . Puis, nous caractérisons la partie suffisante
des classes inférieures de ces statistiques par un test intégral. Enfin, en considérant la statistique
définie par la norme de la convergence uniforme de BH,H , l’influence de l’existence du facteur
logarithmique est mesurée, dans la partie nécessaire, à l’aide d’un autre test intégral.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction and main results
Let {BH(s), s  0} be a fractional Brownian motion with index 0 < H < 1, i.e. a
centered Gaussian process with stationary increments satisfying BH(0) = 0, with prob-
ability 1, and E(BH (s))2 = s2H , s  0. Denote by σH the covariance function of BH .
Moreover, recall that BH can be represented as a random integral, i.e.
BH(s) =
∫
R
gH (s,u) W˜ (du),
where W˜ (u), u ∈ R, is a Wiener process,
gH (s,u) = k−12H
(
max(s − u,0)H−1/2 − max(−u,0)H−1/2),
and k2H is a normalizing constant. We refer to Li and Shao [9] for further information on
this field.
A natural extension of BH in 2-dimensional space is given by
BH1,H2(s1, s2) =
s1∫
−∞
s2∫
−∞
gH1(s1, u1)gH2(s2, u2)W
(
d(u1, u2)
)
, (1.1)
where W(u1, u2), u1 ∈ R, u2 ∈ R, is a standard Brownian sheet. Its covariance function
σH1,H2 is given by
σH1,H2
(
(s1, s2), (s
′
1, s
′
2)
)= σH1(s1, s′1)× σH2(s2, s′2).
BH1,H2 is named the fractional Brownian sheet (FBS).
Consider the sup-norm statistic
Y(t) = sup
0s1,s2t
∣∣BH1,H2(s1, s2)∣∣, t  0.
Note first that we have for any ε > 0
P
(
Y(t) tH1+H2ε
)= P(Y(1) ε) := φ(ε),
where φ is named the small ball function.
When H1 < H2, the behavior of φ was studied by Mason and Shi [11], whereas, when
H1 = H2, Belinsky and Linde [1] solved this problem by using some operator technics
and therefore extended Talagrand’s Theorem 1.1 [13, p. 1331] on the Brownian sheet i.e.
H1 = H2 = 1/2. Theirs results are stated in the following theorem.
Theorem A. I. If H1 <H2, then there is a constant K0,0 <K0  1, depending on H1 and
H2 only such that we have for 0 < ε < 1(
1
) (
K0
)exp −
K0ε1/H1
 φ(ε) exp −
ε1/H1
.
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such that we have for 0 < ε < 1
exp
(
− (log(1/ε))
1+(1/H)
K0ε1/H
)
 φ(ε) exp
(
−K0(log(1/ε))
1+(1/H)
ε1/H
)
.
When H1 = H2 = H , we say that we have a log-type small ball factor.
Recall now two definitions of the Lévy classes, stated in Révész [12]. Let {Z(t), t  0}
be a stochastic process defined on the basic probability space (Ω,A).
Definition 1.1. The function f (t), t  0, belongs to the lower-lower class of the process
Z, (f (t) ∈ LLC(Z)), if for almost all ω ∈ Ω there exists t0 = t0(ω) such that Z(t) f (t)
for every t > t0.
Definition 1.2. The function f (t), t  0, belongs to the lower-upper class of the process
Z, (f (t) ∈ LUC(Z)), if for almost all ω ∈ Ω there exists a sequence 0 < t1 = t1(ω) < t2 =
t2(ω) < · · · with tn → +∞, as n → +∞, such that Z(tn) f (tn), n ∈ N∗.
In the spirit of Talagrand [14] and El-Nouty [3–7], the aim of this paper is to characterize
the lower classes of Y when H1 = H2 = H . The interest of the author is to investigate the
influence of a log-type small ball factor in the study of the lower classes and to compare
these new results with those obtained in previous works [3–7].
It appears that the sufficiency part of the lower classes of Y can be stated in a general
framework.
Let {Y0(t), t  0} be a real-valued statistic of BH,H , such that Y0(t) is a nondecreasing
function of t  0.
The following notation is needed. Let X = (C(0,1)2,U) denote the set C(0,1)2 of all
continuous functions on (0,1)2 endowed with the topology U defined by the sup-norm
‖f ‖U = sup0s1,s21 |f (s1, s2)|. Denote by L(BH,H ) the Gaussian measure associated to
BH,H and defined on B, the Borel σ -field of X.
We assume that Y0 satisfies the three following conditions:
(C1) The scaling condition. There exists γ > 0 such that
P
(
Y0(t) εtγ
)= P(Y0(1) ε) := φ(ε). (1.2)
(C2) The convexity condition. There exists a convex and B-measurable function
g : (X,L(BH,H )) → R such that for any t  0, Y0(t) = g(BH,H (s1t, s2t);
0 s1, s2  1), and Y0(t) < +∞, with probability 1.
(C3) The log-type small ball condition. There exist α ∈]0, γ ], β ∈ R and a constant K0,
0 <K0  1, depending on H , γ , α and β only such that we have for 0 < ε < 1
exp
(
− (log(1/ε))
β
K0ε1/α
)
 φ(ε) exp
(
−K0(log(1/ε))
β
ε1/α
)
. (1.3)
Note that these conditions generalize those of El-Nouty [3, p. 364]. The small ball func-
tion still plays a key role. The convexity of the function ψ defined by ψ(ε) = − logφ(ε),
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[8] and Lifshits [10, p. 108–137]).
Our first result is given in the following theorem.
Theorem 1.1. Let f (t) be a positive nondecreasing function of t  0. Assume that there
exists m> 0 such that f (t)
tγ−α (log
tγ
f (t)
)−βα m.
If
f (t)
tγ
is bounded and
+∞∫
0
f (t)−1/αt(γ /α)−1
(
log
tγ
f (t)
)β
φ
(
f (t)
tγ
)
dt < +∞,
then we have, with probability 1
f (t) ∈ LLC(Y0(t)).
The sup-norm statistic Y clearly satisfies the three above conditions with γ = 2H , α =
H and β = 1 + (1/H). Now, we characterize the necessity part of the lower classes of the
FBS. Our main result is stated in the following theorem.
Theorem 1.2. Let f (t) be a positive nondecreasing function of t  0 such that f (t)
t2H
is a
nonincreasing function of t > 0.
If, with probability 1,
f (t) ∈ LLC(Y(t))
then, we have
lim
t→+∞
f (t)
t2H
= 0 and
+∞∫
0
f (t)−1/2Hφ
(
f (t)
t2H
)
dt < +∞.
Let us give some remarks on the above results. First, we can notice that, when β = 0,
El-Nouty’s Theorem 1 [3, p. 365] is a special case of Theorem 1.1. Surprisingly, The-
orem 1.2 has the same form as the theorems obtained by Talagrand [14] and El-Nouty
[3–7]. The methodology of Talagrand [14] can lead to two integral tests in the study of the
lower classes of Y . But Theorems 1.1 and 1.2 are sharp. Indeed, set
f (t) = t2H (λ log log log t)
1+H
(log log t)H
, t  16, λ > 0.
If λ is small enough (λ < KH/(1+H)0 H 3), then Theorem 1.1 yields f ∈ LLC(Y ), else if
λ is large enough (λ >K−H/(1+H)0 H ), then f ∈ LUC(Y ) by applying Theorem 1.2. When
H = 1/2, the function f corresponds to that of Talagrand’s Theorem 1.3 [13, p. 1332].
In Section 2, we establish some basic results on φ. Theorem 1.1 is proved in Section 3.
The proof of Theorem 1.2 is postponed to Sections 4 and 5. In the latter we establish some
key small ball estimates. Note also that these estimates can be of independent interest.
To simplify the reading of our paper, we introduce the following notation. Set at = f (t)tγ
and bt = φ(at ).
322 C. El-Nouty / Bull. Sci. math. 129 (2005) 318–338In the sequel, there is no loss of generality to assume that β = 0.
2. Preliminary results
The forthcoming lemmas can be of independent interest.
Recall that ψ = − logφ. Thus, ψ is positive and nonincreasing. A straight consequence
of (1.3) is given in the following lemma.
Lemma 2.1. We have for 0 < ε < 1
(log(1/ε))β
K1ε1/α
ψ(ε) K1(log(1/ε))
β
ε1/α
, (2.1)
where K1  1/K0.
Lemma 2.2. ψ is convex.
Lemma 2.2 implies the existence of the right derivative ψ ′ of ψ . Thus, ψ ′  0 and |ψ ′|
is nonincreasing.
Lemma 2.3. There exists a constant K2  sup(21+(1/α)+|β|K1,4(2K21 )
α
K1), such that we
have for 0 < ε < inf(1/2, (2K21 )α/((3/2)
1/β−1))
(log(1/ε))β
K2ε1+1/α

∣∣ψ ′(ε)∣∣ K2(log(1/ε))β
ε1+1/α
. (2.2)
Proof. Since ψ is convex, we have for all 0 < ε1, ε < 1
ψ(ε1)ψ(ε)+ (ε1 − ε)ψ ′(ε). (2.3)
By applying (2.3) with ε1 = ε/2, and using (2.1), we get
0−ψ ′(ε) 2
ε
ψ(ε/2) 2
1+1/αK1
ε1+1/α
(log 2 + log 1/ε)β. (2.4)
Next, we want to obtain an upper bound of (log 2 + log 1/ε)β for any β = 0.
Consider β < 0 first. We have
(log 2 + log 1/ε)β  (log 1/ε)β  2|β|(log 1/ε)β. (2.5)
Consider now β > 0. Note first that, when 0 < ε < 1/2, log 2 log 1/ε. So we get
(log 2 + log 1/ε)β  2β(log 1/ε)β. (2.6)
Finally, combining (2.4) with (2.5) and (2.6), we have for any β = 0
∀ε ∈]0,1/2[, 0−ψ ′(ε) 2
1+(1/α)+|β|K1(log(1/ε))β
ε1+1/α
,that is the RHS of inequality (2.2).
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ε1ψ
′(ε) ε1ψ ′(ε)− εψ ′(ε)ψ(ε1)−ψ(ε) K1(log(1/ε1))
β
ε
1/α
1
− (log(1/ε))
β
K1ε1/α
.
By choosing ε1 = (2K21 )αε < 1, we have
ψ ′(ε) 1
K1(2K21 )
α
ε1+1/α
(
1
2
(
log
(
1/(2K21 )
α
)+ log(1/ε))β − (log(1/ε))β).
Assume 0 < ε < (2K21 )
α/((3/2)1/β−1)
. By considering the two cases β < 0 and β > 0,
we can establish
1
2
(
log
(
1/(2K21 )
α
)+ log(1/ε))β − (log(1/ε))β −1
4
(
log(1/ε)
)β
,
and consequently
ψ ′(ε)− 1
4K1(2K21 )
α
ε1+1/α
(
log(1/ε)
)β
.
Lemma 2.3 is therefore proved. 
Lemma 2.4. We have for ε1 > ε/2 where ε is small enough
exp
(
−K3 |ε1 − ε|(log(1/ε))
β
ε1+1/α
)
 φ(ε1)
φ(ε)
 exp
(
K3
|ε1 − ε|(log(1/ε))β
ε1+1/α
)
, (2.7)
where K3 K221+(1/α)+|β|.
Proof. By considering the two cases ε  ε1 and ε/2 < ε1 < ε, (2.3) implies∣∣ψ(ε1)− ψ(ε)∣∣ |ε1 − ε|∣∣ψ ′(ε/2)∣∣,
and consequently, we get by applying (2.2) and by using (2.5) and (2.6)
∣∣ψ(ε1)− ψ(ε)∣∣ |ε1 − ε|21+1/αK2(log(2/ε))β
ε1+1/α
 |ε1 − ε|2
1+(1/α)+|β|K2(log(1/ε))β
ε1+1/α
.
(2.7) is therefore proved. 
Lemma 2.5. There exists η > 0, such that, for any 0 < ε < η, the function ε−1/α ×
(log(1/ε))βφ(ε) increases.
Proof. The right derivative of log(ε−1/α(log(1/ε))βφ(ε)) is equal to
− 1
αε
− β
ε log 1/ε
−ψ ′(ε)
(
− 1
α
− β
log 1/ε
+ (log(1/ε))
β
K2ε1/α
)
1
ε
:= h(ε)
ε
.
To end the proof of Lemma 2.5, it suffices to note that the continuous function h is
strictly positive when ε is sufficiently small. 
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Suppose here that at is bounded and
∫ +∞
0 a
−1/α
t (log(1/at ))βbt dtt < +∞. We want to
prove that f (t) Y0(t) for t large enough.
Lemma 3.1. limt→+∞ at = 0.
Proof. See El-Nouty [3, p. 368]. 
In order to prove Theorem 1.1, we need to construct some special sequences {tn, n 1},
{un,n  1} and {vn,n  1}. This will be done by recursion as follows, where L is a pa-
rameter depending on H and γ only, such that L − 2γ > 0. We start with t1 = 1. Having
constructed tn, we set
un+1 = tn
(
1 + a1/αtn
(
log(1/atn)
)−β)
,
vn+1 = inf
{
u > tn, f (u) f (tn)
(
1 +La1/αtn
(
log(1/atn)
)−β)}
,
tn+1 = min(un+1, vn+1).
Remarks. 1. {tn, n 1} is increasing by construction.
2. If tn+1 = un+1, then f (tn+1)  f (tn)(1 + La1/αtn (log(1/atn))−β); else f (tn+1) 
f (tn)(1 +La1/αtn (log(1/atn))−β).
Lemma 3.2. limn→+∞ tn = +∞.
Proof. Combine El-Nouty [3, p. 369] with the existence of m> 0 such that
f (t)
tγ−α
(
log
tγ
f (t)
)−βα
m. 
The key of the proof of Theorem 1.1 is stated in the following lemma.
Lemma 3.3. If Y0(tn)  f (tn)(1 + La1/αtn (log(1/atn))−β), for n  n0, then f (t)  Y0(t)for t  tn0 .
Proof. See El-Nouty [3, p. 369]. 
We have also
P
(
Y0(tn) < f (tn)
(
1 +La1/αtn
(
log(1/atn)
)−β)= φ(atn(1 +La1/αtn (log(1/atn))−β)).
Thus, to achieve the proof of Theorem 1.1 (see [3, p. 371]), it suffices to show that
∞∑
n=1
btn < +∞. (3.1)The following lemma will ensure (3.1).
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btn K
tn+1∫
tn
a
−1/α
t
(
log(1/at )
)β
bt
dt
t
, (3.2)
where K = 2(1/α)+|β| exp(γK3).
(ii) If n is large enough and tn+1 = vn+1, then we can choose the parameter L depend-
ing on H and γ only such that
L> 2γ and btn 
1
λ
btn+1, (3.3)
where λ = exp((L− 2γ )/21+(1/α)+|β|K2) > 1.
Proof. (i) Note first that Lemma 3.1 implies that
∀β = 0, lim
n→+∞a
1/α
tn
(
log(1/atn)
)−β = 0.
Since tn+1 = un+1 < vn+1, we get
f (tn+1) 2f (tn) and tn+1  2tn.
Set
In =
tn+1∫
tn
f (t)−1/αt(γ /α)−1
(
log
(
tγ /f (t)
))β
φ
(
f (t)/tγ
)
dt.
Next, we want to obtain a lower bound of In for any β = 0.
Consider β > 0 first. We have
In  (tn+1 − tn)f (tn+1)−1/αt(γ /α)−1n
(
log
(
t
γ
n /f (tn+1)
))β
φ
(
f (tn)
t
γ
n+1
)

(
f (tn)
f (tn+1)
)1/α( log(tγn /2f (tn))
log(tγn /f (tn))
)β
φ
(
atn
(
tn
tn+1
)γ)
. (3.4)
When n is large enough, we have also(
log(tγn /2f (tn))
log(tγn /f (tn))
)β
=
(
1 − log 2
log(1/atn)
)β
 2−β (3.5)
and
atn
(
tn
tn+1
)γ
 atn
(
1 − γ a1/αtn
(
log(1/atn)
)−β)
.
Setting ε = atn and ε1 = ε(1 − γ ε1/α(log(1/ε))−β), (2.7) implies that( (
tn
)γ)φ atn tn+1
 φ(ε1) φ(ε) exp(−γK3). (3.6)
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In  2−(1/α)−β exp(−γK3)φ(ε),
and consequently btn = φ(ε) 2(1/α)+β exp(γK3)In.
Consider β < 0 now. Following the same lines as those of β > 0, we obtain
In  (tn+1 − tn)f (tn+1)−1/αt(γ /α)−1n
(
log
(
t
γ
n+1/f (tn)
))β
φ
(
f (tn)
t
γ
n+1
)

(
f (tn)
f (tn+1)
)1/α( log(tγn+1/f (tn))
log(tγn /f (tn))
)β
φ
(
atn
(
tn
tn+1
)γ)

(
f (tn)
f (tn+1)
)1/α(
1 + γ log 2
log(1/atn)
)β
φ
(
atn
(
tn
tn+1
)γ)
 2−(1/α)+β exp(−γK3)btn .
(3.2) is therefore proved.
(ii) Since tn+1 = vn+1  un+1, we have f (tn+1) f (tn)(1+La1/αtn (log(1/atn))−β) and
tn+1  tn(1 + a1/αtn (log(1/atn))−β). Thus, we have
atn+1  atn
(
tn
tn+1
)γ (
1 +La1/αtn
(
log(1/atn)
)−β)
 atn
(
1 + a1/αtn
(
log(1/atn)
)−β)−γ (1 +La1/αtn (log(1/atn))−β)
 atn
(
1 + (L− γ )a1/αtn
(
log(1/atn)
)−β −Lγa2/αtn (log(1/atn))−2β).
For n large enough, we have La1/αtn (log(1/atn))
−β  1. Thus, we obtain
atn+1  atn
(
1 + (L− 2γ )a1/αtn
(
log(1/atn)
)−β)
.
Setting ε = atn and ε1 = ε(1 + (L − 2γ )ε1/α(log(1/ε))−β), we can observe that ε 
ε1  2ε for n large enough. Since Lemmas 2.2 and 2.3 hold, we have
ψ(ε1)ψ(ε)+ (ε1 − ε) (ψ(2ε) −ψ(ε))
ε
ψ(ε)+ (ε1 − ε)ψ ′(2ε)
ψ(ε)− L− 2γ
K221+1/α
(
1 − log 2
log(1/atn)
)β
. (3.7)
Observe that, when n is large enough, we have for any β = 0(
1 − log 2
log(1/atn)
)β
 2−|β|. (3.8)
Hence, combining (3.7) and (3.8) with the definition of ψ , we end the proof of (3.3).
Lemma 3.4 is therefore proved. 
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Suppose here that, with probability 1, f (t)  Y(t) for all t large enough. We want to
prove that limt→+∞ at = 0 and
∫∞
0 a
−1/2H
t bt
dt
t
< +∞.
In the sequel, there is no loss of generality to assume that f (t) is a continuous function
of t  0.
Lemma 4.1. We have limt→+∞ at = 0.
Proof. See El-Nouty [3, p. 372]. 
To prove Theorem 1.2, we will show that f (t) ∈ LUC(Y (t)) when ∫∞0 a−1/2Ht bt dtt =+∞ and limt→+∞ at = 0. The first step consists in constructing a suitable sequence.
Lemma 4.2. When
∫∞
0 a
−1/2H
t bt
dt
t
= +∞ and limt→+∞ at = 0, we can find a sequence
{tn, n 1} with the three following properties:
– tn+1  tn(1 + a1/2Htn ),
– for n large enough, m n ⇒ atm  2atn , and
–
∑∞
n=1 btn = +∞.
Proof. See El-Nouty [3, p. 373]. 
To continue the proof of Theorem 1.2, we need the following definition.
Definition 4.1. Consider the interval Ak = [2k,2k+1[, k ∈ N. If a−1/Hti ∈ Ak , i ∈ N∗, then
we note u(i) = k.
Set Ik = {i, u(i) = k} which is finite by Lemma 4.1 and
Nk = exp
(
K0(H log 2)1+(1/H)k1+(1/H)2k−1
)
,
where K0 was defined in (1.3) and depends on H only.
Lemma 4.3. There exists a set J such that
∑
n∈J btn = +∞.
Before starting the proof of the above lemma, we introduce the following notation.
Notation. 1. Fm,k = {i ∈ N, i ∈ Ik, i < m, card(Ik ∩ [i,m[)Nk}, m ∈ N∗, k ∈ N;
2. k0 = inf{n ∈ N,2n  2K0(H log 2)1+(1/H) +
4
K20
}, (k0 depends on H only);
3. Vm =⋃k∈NFm,k , where m is fixed, u(m) = k1 and k  k1 + k0;
4. W =⋃m1 Vm.
Proof. We want first to show that∑
bti 
1
btm. (4.1)i∈Vm 2
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1
2(k+1)H
 ati 
1
2kH
,
and consequently by (1.3)
exp
(
− (H log 2)
1+(1/H)(k + 1)1+(1/H)2k+1
K0
)
 bti  exp
(−K0(H log 2)1+(1/H)k1+(1/H)2k).
Hence, we have∑
i∈Fm,k
bti Nk exp
(−K0(H log 2)1+(1/H)k1+(1/H)2k)
 exp
(−K0(H log 2)1+(1/H)k1+(1/H)2k−1).
Then, we obtain
∑
i∈Vm
bti  btm
+∞∑
k=k0+k1
1
btm
exp
(−K0(H log 2)1+(1/H)k1+(1/H)2k−1)
 btm
+∞∑
k=k0+k1
exp
(
(H log 2)1+(1/H)(k1 + 1)1+(1/H)
(
2k1+1
K0
− K02k−1
))
.
(4.2)
Setting l = k − (k0 + k1), we get
(H log 2)1+(1/H)
(
2k1+1
K0
−K02k−1
)
 2k1
(
−2l + (H log 2)1+(1/H) 2
K0
(1 − 2l)
)
−2l+k1 . (4.3)
Combining (4.2) with (4.3), we prove (4.1).
Set J = N − W . Let p ∈ N, Jp = J ∩ (⋃0k1p Ik1) = {i ∈ J,0  u(m)  p} and
Wp = W ∩ (⋃0k1p Ik1) = {i ∈ W,0 u(m) p} = (⋃0k1p Ik1)− Jp .
The definition of Wp and (4.1) yield∑
i∈Wp
bti 
1
2
∑
m∈(⋃0k1p Ik1 )
btm
and consequently∑
i∈Jp
bti 
1
2
∑
m∈(⋃0k1p Ik1 )
btm.
Let p → +∞. Then, we have 12
∑
m∈(⋃0k1p Ik1 ) btm → +∞ by Lemma 4.2, and Jp →
J . The proof of Lemma 4.3 is now ended. 
C. El-Nouty / Bull. Sci. math. 129 (2005) 318–338 329Lemma 4.4. There exists a constant K4 depending on H only such that, given n ∈ J ,
m ∈ J , n < m, and an integer k satisfying k  min(u(n),u(m)) and card(Ik ∩ [n,m]) >
exp(K02k−1), we have
tm
tn
 exp
(
exp
(
K42min(u(n),u(m))
))
.
Proof. See El-Nouty [3, p. 375]. 
5. Proof of Theorem 1.2: part II
Our first key small ball estimate is given in the following lemma.
Lemma 5.1. Consider 0 < t < u, and θ, ν > 0. Then, we have
P
({
Y(t) θt2H
}∩ {Y(u) ν}) exp(K5)P(Y(t) θt2H ) exp
(
−K5(u− t)
2
ν1/H
)
,
where K5 depends on H only.
Proof. Set F1 = {Y(t)  θt2H } and F2 = {Y(u)  ν}. Denote by [x] the integer part of
a real x. Let δ > 0. We consider the sequence tj , j ∈ {0, . . . , n}, where t0 = t, tj+1 =
tj + δ2u−t and n = [(u− t)2/δ2]. Consider also the rectangles Rj = [tj , tj+1]× [t, u] where
j ∈ {0, . . . , n− 1}. Their area is (tj+1 − tj )(u − t) = δ2. Let Gj be the event defined by
Gj = F1 ∩
{
sup
(s1,s2)∈[t,tj ]×[t,u]
∣∣BH,H (s1, s2)∣∣ ν}.
We have F1 ∩ F2 ⊂ Gj .
Moreover, we have also
Gj+1 ⊂ Gj ∩
{|Xj | 4ν},
where Xj = BH,H (tj+1, u) −BH,H (tj , u)− BH,H (tj+1, t)+ BH,H (tj , t).
Based on the integral representation of BH,H given in (1.1), Xj can be rewritten as
follows Xj = Xj,1 +Xj,2, where
Xj,1 = k−22H
u∫
t
tj+1∫
tj
(u− u2)H−1/2(tj+1 − u1)H−1/2 W
(
d(u1, u2)
)
.
Note also that Xj,1 and Xj,2 are independent.
Since P(|Xj,1 + x| 4ν) is maximum at x = 0 and Xj,1 and Gj are independent, we
have
P(Gj+1) P(Gj )P
(|Xj,1| 4ν).
The integral representation of Xj,1 implies that E(Xj,1) = 0 and
k−4VarXj,1 = 2H4H 2 δ
4H .
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function of the absolute value of a standard Gaussian random variable. Then, we obtain
P(Gj+1) P(Gj )Φ(8Hk22Hν/δ2H ),
and therefore P(F1 ∩ F2) P(F1)Φ(8Hk22Hν/δ2H )n.
Choosing δ = ν1/(2H), we get K5 = − logΦ(8Hk22H ). Lemma 5.1 is proved. 
Consider now the events En = {Y(tn) < f (tn)}. We have directly P(En) = btn , and
therefore
∑
n∈J btn = +∞.
Given n ∈ J , J can be rewritten as follows J = J ′ ∪ (⋃k∈N Jk) ∪ J ′′, where J ′ ={m ∈ J, tn  tm  2tn}, Jk = {m ∈ J ∩ Ik, tm > 2tn, card(Ik ∩ [n,m]) exp(K02k−1)} and
J ′′ = J − (J ′ ∪ (⋃k∈N Jk)).
Lemma 5.2.
∑
m∈J ′ P(En ∩ Em)  K ′btn and
∑
m∈(⋃k Jk) P(En ∩ Em)  K ′′btn, where
K ′ and K ′′ are numbers.
Proof. Setting u = tm, t = tn, θ = atn and ν = f (tm), Lemma 5.1 implies
P(En ∩Em) exp(K5)btn exp
(
−K5(tm − tn)
2
f (tm)1/H
)
. (5.1)
Consider first the case when m ∈ J ′.
Lemma 4.2 implies that, for all i  n, we have ti+1 − ti  tia1/2Hti = f (ti)1/2H 
f (tn)
1/2H
, and consequently
tm − tn  (m− n)f (tn)1/2H . (5.2)
Moreover, since atm  atn and tm  2tn, we have
f (tm) f (tn)
(
tm
tn
)2H
 22Hf (tn). (5.3)
Combining (5.1) with (5.2) and (5.3), we get
P(En ∩Em) exp(K5)btn exp
(
−K5(m− n)
2
4
)
,
which is the first part of Lemma 5.2.
Consider now the case m ∈ Jk .
Combining (5.1) with the definition of Jk , we have
P(En ∩Em) exp(K5)btn exp
(
− K5
4(atm)1/H
)
.
Since u(m) = k, we get (
K5 k−1
)
P(En ∩Em) exp(K5)btn exp − 2 2 ,
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ing K0 <K5/2, we have∑
m∈Jk
P(En ∩Em) exp(K5)btn exp
(
(K0 −K5/2)2k−1
)
.
Lemma 5.2 is therefore proved. 
To deal with the set J ′′, we will first state the last key small ball estimates in the two
following lemmas.
Lemma 5.3. Let X = {X(s1, s2), (s1, s2) ∈ [0,1]2} be a separable real-valued centered
Gaussian process such that X(0,0) = 0 with probability 1 and satisfying for any [s1, s1 +
h1] × [s2, s2 + h2] ⊂ [0,1]2(
EX
([s1, s1 + h1] × [s2, s2 + h2])2)1/2  κ(h1, h2) cκhα11 hα22 , α1 > 0, α2 > 0,
where
X
([s1, t1] × [s2, t2])=
∫
[s1,t1]×[s2,t2]
X
(
d(u1, u2)
)
.
Then, we have for c−1κ δ > 1
P
(
sup
(s1,s2)∈[0,1]2
∣∣X(s1, s2)∣∣ δ) 1
C
exp
(−C(c−1κ δ)2),
where C is a positive constant independent of cκ and δ.
Proof. We have for any (s1, s2) ∈ [0,1]2
∣∣X(s1, s2)∣∣ +∞∑
i=1
+∞∑
j=1
max
0k<2i
max
0l<2j
|Xi,j,k,l |,
where Xi,j,k,l = X([ k2i , k+12i ] × [ l2j , l+12j ]).
Note that Xi,j,k,l is a Gaussian centered random variable satisfying
σi,j,k,l =
(
E(X2i,j,k,l)
)1/2  cκ2−iα1−jα2 .
Hence, we have
P
(
sup
(s1,s2)∈[0,1]2
∣∣X(s1, s2)∣∣ δ)
 P
(+∞∑
i=1
+∞∑
j=1
max
0k<2i
max
0l<2j
|Xi,j,k,l | δ
)

+∞∑ +∞∑ 2i−1∑ 2j−1∑
P
(|Xi,j,k,l | δzi,j ),i=1 j=1 k=0 l=0
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1).
We can remark that
∑+∞
i=1
∑+∞
j=1 zi,j = 1.
Set µi,j = A2ρ(i+j)c−1κ δ. We have
P
(|Xi,j,k,l | δzi,j ) P
(∣∣N(0,1)∣∣ δzi,j
σi,j,k,l
)

√
2
π
exp(−µ2i,j /2)
µi,j
.
Finally, since c−1κ δ > 1 and 2ρ(i+j) > 1, we get
P
(
sup
(s1,s2)∈[0,1]2
∣∣X(s1, s2)∣∣ δ)

√
2
π
1
A
+∞∑
i=1
+∞∑
j=1
2i+j exp
(
−A
222ρ(i+j)(c−1κ δ)2
2
)

√
2
π
1
A
+∞∑
i=1
+∞∑
j=1
2i+j exp
(
−A
222ρ(i+j)
4
)
exp
(
−A
2(c−1κ δ)2
4
)
:= 1
C1
exp
(−C2(c−1κ δ)2).
Setting C = min(C1,C2), Lemma 5.3 is therefore proved. 
Lemma 5.4. Let λ be a real number such that 1/2 < λ < 1. Set r = min( 1−H3 , (1−λ)H3 ).
Then, we have for u 2t
P
(
Y(t) θt2H ,Y (u) νu2H
)
 φ(θ)φ(ν) exp
(
2
(
t
u
)r
K3
(
(1/θ2)1+(1/H) + (1/ν2)1+(1/H)))
+ 6
C
exp
(
− C
K2
(
u
t
)r)
, (5.4)
where K > 0 depends on H only, K3 was defined in (2.7) and C in Lemma 5.3.
Proof. Set Q = P(Y (t)  θt2H ,Y (u)  νu2H ). Set v = √ut . If t = o(u) then t = o(v)
and v = o(u). BH,H (s1, s2) can be split as follows BH,H (s1, s2) = BH,H,1(s1, s2) +
BH,H,2(s1, s2), where
BH,H,1(s1, s2) =
∫
|u1|v
s2∫
−∞
gH (s1, u1)gH (s2, u2)W
(
d(u1, u2)
)
.
Note that BH,H,1(s1, s2) and BH,H,2(s1, s2) are independent.
Then, given δ > 0, we have (Talagrand [14, pp. 210–211])
Q φ(θ + 2δ)φ(ν + 2δ)+ 3P( sup
(s1,s2)∈[0,t]2
∣∣BH,H,2(s1, s2)∣∣> δt2H )
+ 3P( sup ∣∣B (s , s )∣∣> δu2H ). (5.5)(s1,s2)∈[0,u]2
H,H,1 1 2
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φ(θ + 2δ) φ(θ) exp
(
2δK3
(
log 1/θ
θ
)1+(1/H))
,
and consequently
φ(θ + 2δ)φ(ν + 2δ) φ(θ)φ(ν) exp(2δK3((1/θ2)1+(1/H) + (1/ν2)1+(1/H))).
If we choose δ = (t/u)r , then we get the first term of the RHS of (5.4).
Next, we want to obtain an upper bound of
P
(
sup
(s1,s2)∈[0,t]2
∣∣BH,H,2(s1, s2)∣∣> δt2H )= P( sup
(s1,s2)∈[0,1]2
∣∣XH,H,2(s1, s2)∣∣> δ),
where the representation of XH,H,2(s1, s2), 0  s1, s2  1, as a random integral, is given
by
XH,H,2(s1, s2) =
∫
|x1|v/t
s2∫
−∞
gH (s1, x1)gH (s2, x2)W
(
d(x1, x2)
)
.
The properties of BH,H imply that we have for any [s1, s1 +h1]×[s2, s2 +h2] ⊂ [0,1]2
E
(
XH,H,2
([s1, s1 + h1] × [s2, s2 + h2])2)
= E
( ∫
[s1,s1+h1]×[s2,s2+h2]
XH,H,2
(
d(u1, u2)
)
×
∫
[s1,s1+h1]×[s2,s2+h2]
XH,H,2
(
d(u′1, u′2)
))
=
∫
[s1,s1+h1]×[s2,s2+h2]
∫
[s1,s1+h1]×[s2,s2+h2]
E
(
XH,H,2(u1, u2)
×XH,H,2(u′1, u′2)
)
du1 du2 du
′
1 du
′
2.
Recall that σH is the covariance function of BH . Set σH,2 the covariance function of the
process {BH,2(s),0 s  1} defined by
BH,2(s) =
∫
|x1|v/t
gH (s, x1) W˜ (dx1).
Hence, we get
E
(
XH,H,2(u1, u2)XH,H,2(u
′
1, u
′
2)
)= σH,2(u1, u′1)× σH (u2, u′2).
So, we have( ( ) )
E XH,H,2 [s1, s1 + h1] × [s2, s2 + h2] 2
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s1+h1∫
s1
s1+h1∫
s1
∣∣σH,2(u1, u′1)∣∣du1 du′1
×
s2+h2∫
s2
s2+h2∫
s2
∣∣σH (u2, u′2)∣∣du2 du′2 := I × II. (5.6)
Consider II first.
We get by the inequality of Cauchy–Schwarz∣∣σH (u2, u′2)∣∣ uH2 u′H2 ,
and consequently
II
s2+h2∫
s2
uH2 du2
s2+h2∫
s2
u′H2 du′2
= 1
(H + 1)2
(
(s2 + h2)H+1 − sH+12
)2
 1
(H + 1)2
(
1 − (1 − h2)H+1
)2  h22. (5.7)
Consider I now.
A straight computation implies
E
(
BH,2(u1)
)2 = k−22H
−v/t∫
−∞
(
(u1 − x1)H−1/2 − (−x1)H−1/2
)2
dx1
= k−22H
−v/t∫
−∞
(H − 1/2)2
( u1∫
0
(y − x1)H−3/2 dy
)2
dx1
 k−22H (H − 1/2)2
−v/t∫
−∞
( u1∫
0
(−x1)H−3/2 dy
)2
dx1
 k−22H
(H − 1/2)2
2 − 2H u
2
1(v/t)
2H−2.
Then, we get by the inequality of Cauchy–Schwarz
∣∣σH,2(u1, u′1)∣∣ k−22H (H − 1/2)22 − 2H u1u′1(v/t)2H−2  k−22H (H − 1/2)
2
2 − 2H (v/t)
2H−2
and consequently
−2 (H − 1/2)2 2H−2 2I k2H 2 − 2H (v/t) h1. (5.8)
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E
(
XH,H,2
([s1, s1 + h1] × [s2, s2 + h2])2)K2(v/t)2H−2h21h22.
An application of Lemma 5.3 with α1 = α2 = 1, cκ = K(v/t)H−1 and c−1κ δ > 1, im-
plies that
P
(
sup
(s1,s2)∈[0,1]2
∣∣XH,H,2(s1, s2)∣∣> δ) 1
C
exp
(
− C
K2(v2/t2)H−1
δ2
)
.
Set δ = (t/u)r . Since v2 = ut and r  (1 −H)/3, we have
P
(
sup
(s1,s2)∈[0,1]2
∣∣XH,H,2(s1, s2)∣∣> δ) 1
C
exp
(
− C
K2(t/u)r
)
. (5.9)
Finally, we want to establish a similar result for BH,H,1.
First, we remark that
P
(
sup
(s1,s2)∈[0,u]2
∣∣BH,H,1(s1, s2)∣∣> δu2H )= P( sup
(s1,s2)∈[0,1]2
∣∣XH,H,1(s1, s2)∣∣> δ),
where the representation of XH,H,1(s1, s2),0  s1, s2  1, as a random integral, is given
by
XH,H,1(s1, s2) =
∫
|x1|v/u
s2∫
−∞
gH (s1, x1)gH (s2, x2)W
(
d(x1, x2)
)
.
Set σH,1 the covariance function of the process {BH,1(s),0 s  1} defined by
BH,1(s) =
∫
|x1|v/u
gH (s, x1) W˜ (dx1).
We have
E
(
XH,H,1
([s1, s1 + h1] × [s2, s2 + h2])2)
=
∫
[s1,s1+h1]×[s2,s2+h2]
∫
[s1,s1+h1]×[s2,s2+h2]
E
(
XH,H,1(u1, u2)
×XH,H,1(u′1, u′2)
)
du1 du2 du
′
1 du
′
2
=
∫
[s1,s1+h1]×[s2,s2+h2]
∫
[s1,s1+h1]×[s2,s2+h2]
σH,1(u1, u
′
1)σH (u2, u
′
2) du1 du
′
1 du2 du
′
2

s1+h1∫
s1
s1+h1∫
s1
∣∣σH,1(u1, u′1)∣∣du1 du′1 ×
s2+h2∫
s2
s2+h2∫
s2
∣∣σH (u2, u′2)∣∣du2 du′2
:= I × II. (5.10)Since (5.7) holds, it suffices to consider I. We have
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min(v/u,u1)∫
0
(u1 − x1)H−1/2 W˜ (dx1)
+ k−12H
0∫
−v/u
(
(u1 − x1)H−1/2 − (−x1)H−1/2
)
W˜ (dx1),
and consequently
E
(
BH,1(u1)
2)= k−22H
min(v/u,u1)∫
0
(u1 − x1)2H−1 dx1
+ k−22H
0∫
−v/u
(
(u1 − x1)H−1/2 − (−x1)H−1/2
)2
dx1 := V1 + V2.
Consider V1 first. We get
V1 = k
−2
2H
2H
(
u2H1 −
(
u1 − min(v/u,u1)
)2H )
.
If u1  v/u, then we have V1 = k
−2
2Hu
2H
1
2H 
k−22Hu2λH1
2H (v/u)
2H−2λH ; else a Taylor ex-
pansion implies that there exists a constant C1 > 0 such that V1  C1u2H−11 (v/u) =
C1u
2λH
1 (v/u)u
2H−2λH−1
1 . Moreover, since 1/2 < λ, 2H − 2λH − 1 < H − 1 < 0, and
therefore u2H−2λH−11  (v/u)2H−2λH−1. Finally, we establish that there exists a constant
C2 > 0 such that
V1 C2u2λH1 (v/u)2H−2λH . (5.11)
Consider V2 now. We have
V2 = k−22H
0∫
−v/u
(H − 1/2)2
( u1∫
0
(y − x1)H−3/2 dy
)2
dx1
= k−22H (H − 1/2)2
0∫
−v/u
( u1∫
0
(y − x1)H−λH−1/2(y − x1)λH−1 dy
)2
dx1
 k−22H (H − 1/2)2
0∫
−v/u
(−x1)2H−2λH−1
(
(u1 − x1)λH − (−x1)λH
λH
)2
dx1.
Note that the function x1 → (u1 − x1)λH − (−x1)λH is positive and increasing. Then,
we have (u1 − x1)λH − (−x1)λH  uλH1 . Hence, we have
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(H − 1/2)2
(λH)2
u2λH1
0∫
−v/u
(−x1)2H−2λH−1 dx1
 k−22H
(H − 1/2)2
(λH)2
u2λH1
2H − 2λH (v/u)
2H−2λH . (5.12)
Combining (5.11) with (5.12), there exists a constant C3 > 0 depending on H only such
that
E
(
BH,1(u1)
2)= V1 + V2  C3u2λH1 (v/u)2H−2λH , (5.13)
and consequently, by applying the inequality of Cauchy–Schwarz, there exists a constant
C4 > 0 depending on H only such that∣∣σH,1(u1, u′1)∣∣ C4uλH1 u′λH1 (v/u)2H−2λH C4(v/u)2H−2λH .
Hence, there exists a constant K > 0 such that
E
(
XH,H,1
([s1, s1 + h1] × [s2, s2 + h2])2)K2(v/u)2H−2λHh21h22.
An application of Lemma 5.3 with α1 = α2 = 1, cκ = K(v/u)H−λH and c−1κ δ > 1,
implies that
P
(
sup
(s1,s2)∈[0,1]2
∣∣XH,H,1(s1, s2)∣∣> δ) 1
C
exp
(
− C
K2(v2/u2)H−λH
δ2
)
.
Set δ = (t/u)r . Since v2 = ut and r  (1 − λ)H/3, we have
P
(
sup
(s1,s2)∈[0,1]2
∣∣XH,H,1(s1, s2)∣∣> δ) 1
C
exp
(
− C
K2(t/u)r
)
. (5.14)
Combining (5.5) with (5.9) and (5.14), we get the last term of the RHS of Lemma 5.4.
The proof of Lemma 5.4 is now achieved. 
Lemma 5.5. It exists an integer p such that, if n > supsp(sup Is), then, for m ∈ J ′′,
m> n, given ε > 0, we have P(En ∩Em) (1 + ε)btnbtm .
Proof. See El-Nouty [3, p. 377]. 
Combining Lemma 5.2 with Lemma 5.5, we show that, given ε > 0, there exists a real
number K > 0 and an integer p such that
∀n ∈ J,n p ⇒
∑
m∈J,m>n
P(En ∩ Em) btn
(
K + (1 + ε)
∑
m∈J,m>n
btm
)
.
Since
∑
n∈J btn = +∞, an application of Corollary (2.3) of Talagrand [14, p. 198]
yields
1
1 + 2ε  P
(⋃
n∈J
En
)
= P
(⋃
n∈J
{
Y(tn) f (tn)
})
,and consequently f (t) ∈ LUC(Y (t)). The proof of Theorem 1.2 is now complete. 
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