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Д Е Т Е Р М И Н И С Т С К И Й  А Н А Л И З  Н Е Л И Н Е Й Н Ы Х  С И С Т Е М  
А В Т О М А Т И Ч Е С К О Г О  У П Р А В Л Е Н И Я
В статье р ассм атри ваю тся  методы детерминистского ан ал и за  
нелинейных систем, базирую щ иеся  на понятии ортогональны х 
спектров. П од  детерминистским ан ал и зо м  поним ается  ан ал и з  не­
линейных систем, когда на вход действую т детерм ин ированны е 
процессы (например, расчет  многомерных импульсных переход­
ных функций, расчет выходной реакции, точностный расчет  при 
воздействии на входе детерм ин ированны х сигналов).
Метод описания нелинейных систем с помощью ря до в  Вольтерра .
Многомерные интегральные  пр еобразов ани я
М етоды а н а л и за  нелинейных систем интенсивно р азви ваю тся  
отечественными и зар у б еж н ы м и  учеными. В последние годы по­
являю тся  работы , разви ваю щ и е  методы а н а л и за  нелинейных 
систем, близкие к методу Винера. К  их числу относятся работы  
В. В. С олодовникова, базирую щ иеся  на применении ортогон аль­
ных функций [2]. М етод Винера, как  пок азан о  в [6], тесно связан  
с методом а н а л и за  нелинейных систем, использую щ им ряды  Воль- 
терра;
В данной работе  та к ж е  будут р ассм атр и ваться  системы, опи­
сы ваю щ иеся ф у нкц ионалам и  типа В ольтерра. Х арактерной  д ля  
вольтерровских систем является  явная  ф ункц и он альн ая  зав и си ­
мость выхода от входа: \
оо оо оо оо
x ( t ) =  2 1 ' f
я—О О О О
X d x l d z 2 ■■■ d x n . ( 1 )
Ядро kn (xj, т.), ... , тя), (4 =  0, 1, 2, ...) называется весовой функцией 
порядка п  нелинейной системы.
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П рим енение вы р аж ен и я  (1) непосредственно д ля  расчета  н е ­
линейных систем неудобно и трудоемко.
В [6] д л я  а н а л и за  нелинейных систем р ассм атри ваем ого  к л а с ­
са предлож ено  многомерное п реобразован и е  Л а п л а с а ,  оп р ед ел я ­
емое ф о рм улам и
-{-оо -{-оо -{-оо
F  (Sj, s 2, ... , s„) =  { j  ■■■ j  /  (*i, t 2, ... t„) e ~ Slt1 e ~ s •.. X
—o o —oo —oo
X d t l d t 2 . . . d t n, (2)
— o' <  s 2 <  a" )
— °'n< R e s n < a " ,
*
O1+ / 0) a2-4-/(0 « „ + / »
/ (< 1 ,  t 2, ... , /“„) =  ——  5 5 S /"(S i,  s 2, . . . ,  S „ )es^ e ŝ !. . . e sn ^ x ,
ax— /соб2— j<a...on—/со
X  d s xd s 2 . . . d s n, (3)
- a ;  < °1  < a'i ,
— °2 <  a2<°2  .
— a ' <Ta„ <C<3,/Л ^  л  n •
И спользуя  многомерное п реобразован и е  Л а п л а с а ,  можно вве­
сти понятие передаточной функции нелинейной системы [1]. В ы ­
р аж ен и е  д ля  передаточной функции имеет вид:
со оо оо *•
W n (s,i> s 2, ... , sn) =  I  J . . .  j kn ( t b t 2, ... , tn) e - * ^ e - sJ » . . . e - sntn X
0 0 0
p X  d t x d t 2 — d t n. (4)
З н а я  многомерные передаточны е функции, а т а к ж е  м ногом ер­
ные п р еоб разован и я  Л а п л а с а  д л я  входного сигнала, легко за п и ­
сать  простую  зависимость д л я  преобразован н ой  по Л а п л а с у  вы ­
ходной функции:
X ( s u s 2, . . . ,  sn) =  W(s )Y ( s )  +  W ( s x, s 2) Y ( s x) V ( s 2) +  • ■ • +
+  W ( s u s2, ... , 5Л) У (51) Г ( 5 2) . . .  V ( s n). (5)
В ы ходная  реакц ия  нелинейной системы x ( t )  м ож ет  быть оп­
ределена, если найти обратное  п реобразован и е  Л а п л а с а  
x( t i ,  t2, ..., tn)  д ля  X(s\ ,  s 2, sn) ,  а затем  полож и ть  ti — t 2 =  . . .=  
i a ~ t> т. e.
x{t )  =  L J 1 \ W ( s ) Y (s)] +  z j 1 [W7(5l, s 2) Y i s J Y i s J l t ^  +
+ ...+  L n ' [ W ( s x, s 2, ..., 5л)У(51)Г(х2) ... Y (sn)\tl^ =...= t- t . (6)
12!)
Т аки м  образом , реакц ия  нелинейной системы получается  из (6) - 
при использовании обратного  п р еоб разован и я  Л а п л а с а  и после­
дую щ ем  отож дествлении переменных, т. е.
X i { t )  = L J l [ X ( S ! ,  S o , . . . ,  _ , г = * . ( 7 )
В [7] п редлож ен  метод «ассоциации переменных», облегчаю ­
щ ий выполнение (7).
М ногомерное преобразован и е  Л а п л а с а  и, в частности, метод 
«ассоциации переменных» облегчаю т ан ал и з  нелинейных систем. 
О д н ако  осуществление (7) д а ж е  с использованием  этого метода 
сильно затрудн яется  по мере услож нен ия  структуры функции 
X  ( S i ,  S2,  • 5 г )  .
В настоящ ей работе  п ред лагается  метод а н а л и за  нелинейных 
стац ионарн ы х  систем управления, основанный на р азл о ж ен и и  вы ­
ходной реакции или импульсных переходных функций по системам  
ортогон альны х функций. П ри  этом, во-первых, значительно облег­
чается  осуществление обратного  многомерного п реоб разован и я  
Л а п л а с а  и, во-вторых, получается  нелинейная система с сим м ет­
ричными вы рож денны м и весовыми функциями.
Т аки м  образом , развиваем ы й в работе  метод позволяет  п ро­
водить в нелинейных системах р ассм атри ваем ого  класса  ан али з  
переходных процессов. О ртогональны е р азл о ж ен и я  даю т  мощный 
метод практического  оты скания оригиналов по задан н ы м  много­
м ерным и зо б р аж ен и ям  функций.
П р е д л а га е м ы й  метод несколько громоздок, но прост и хорош о 
приспособлен д ля  расчетов на Ц В М .
Анализ  переходных процессов в нелинейных САУ
П редп олож и м , для  примера, что нам  необходимо найти м но­
гомерные импульсные переходные функции, если известны много­
мерные передаточны е функции.
Д л я  решения задачи  будем пользоваться  классическими орто­
гональны м и системами, больш инство из которых (определенных 
на конечном интервале) хорош о зареком ен довали  себя при а п ­
проксим ации  произвольны х функций, определенных на лю бом 
конечном интервале. К числу наиболее интересных ортогональны х 
систем следует отнести усеченные полиномы Ч ебы ш ева , Якоби, 
Л е ж а н д р а  и др.
П усть иском ая  функция удовлетворяет  условию:
0 0  СО ОО *




С f • • •  i Р ( п ) р ( т 2) ••• p ( ^ P) d x ld x 2 . . .  f l k p < o ° .  (9 )
о о о
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Пусть, кроме того, известно многомерное преобразование Лапла­
са для  функции
k { z b  Т2, . . .  , т р) р ( т 1) р ( т : 2) . . .  р (тр),  Т. е .
W ( s u s 2, ... , sp) =  L\k(x^,  т2, ... , Tp)p (x j)p  (т2) ... р(тр)]. (.10)
Д л я  того, чтобы свести область определения функции к необ­
ходим ом у интервалу, сделаем  следую щ ую  зам ен у  переменной:
х п =  е~*а .
Учитывая сказанное выше, выражение многомерного преобразова­
ния Лапласа для функции k  (т15 т2, . ..  , тр) Р ( т ^ р  (т2) ... р(Тр) запишет­
ся в виде: '
  1 1 1
W  ( s l t s 2, ... , Sp) =  J  ЛГ‘*Х£... X ‘py( Xi ,  X, ,  . . . , x p) w ( x 1) w ( x 2) ...
( x p ) d x 1d x 2 . . . d x p, ( 1 1 )
0 0 0
где
<р(хх, x 2, ... , x p) = k ( — l n x x, — l n x 2, . . . ,—lnA-p), (12)
<■>(**) =  p Xn) • (13)
Теперь функция fp(xx, x 2, ... , x p) лежит в области определения
классических ортогональных систем.
Будем находить функцию <р(хх, х 2, ... , х р) в виде ортогональ­
ного ряда:
ОО ОО ОО £
<f(xb x 2, ... , Хр) =  2  ^  (? h ( X i ) f i 2( x 2) - ? ip( Xp) , ( l 4 )
ц= о /г=о гр=о р у
где коэффициенты ортогонального разложения определяются форму-
ОО ОО оо
c O O . " i p -  J  ! • • •  ! ? ( Х и Х2, . . . ,  Ур ) \ i 1( x l)<fii( x 2) . . . ? i p(Xp) (0 ( х 1) ( « ( х 2) ...
... U>(xp) d x 1 d x 2 . ..  d x p. (15)
Д л я  определения элементов ортогонального спектра функции 
( х х, х 2, ... , х р) представим многомерную функцию x'l'xa2... х рр в ви­
де ортогонального ряда, составленного из функций заранее выбран­
ной ортогональной системы, при этом коэффициенты разложения оп­
ределяются зависимостью: .
F i t Ь -  ‘р (51> %  . 5Р) =  .С.[ • • - JXj*x|! ... х^р U)(Xj) ш(х2)...
' 0 0 0 *
... <»(*p) (Хх) у г-,(х2) • - - 9; р(хр) rfXj d x 2 ... d'Xp. (16)
Осуществляя многократное интегрирование по частям по всем, пе­
ременным, можно найти явную зависимость для  (sx, s 2,.. . ,  sp).
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Таким образом, разлвжение запишется так:
. П о д став л яя  полуденный р яд  в  зависимость (16) и используя 
обобщ енное равенство П ар сев ал я ,  мож но запи сать  ингерпбляци- 
онный ряд  по д робно-рац иональны м  функциям, который ап п р о к­
симирует  функцию W { s u s 2, sp). Н а  основе рассуж дений , и зл о ­
ж енны х в [5], приведем вид абсолю тно и равном ерно  сходящ егося 
.ряда:
В полученном ряде, п р и д а в а я  комплексным аргум ен там  s b s 2, ... 
sp последовательно  значения  0, 1, 2,..., м ож но получить треуголь­
ную систему алгебраических  уравнений для  определения н еи зве­
стных элем ентов  ортогонального  спектра.
П оследовательно  мож но определить необходимое число ко э ф ­
фициентов ортогонального  р а зл о ж е н и я  искомой функции ф (х ь 
х% х р).
З ап и ш ем  расчетные ф орм улы  д л я  наиболее распространенны х 
ортогон альны х систем:
1. П олином ы  Якоби 
а) об щ ая  ф орм ула:
1 1 1
ОО СО о о
где
N tl{si) =  N Ul( s i ) s [ ( s i  — 1) ... (si — П +  1).
где
б) свойство ортогональности:
1 (О т ф п ,
(X) d x  =■■ Г  ( п + з  +  1) г (n + ft+'l)(1 — x f  Р р)(х) Р £ - 3) (х) x
и ! ( 2 л + а  +  ? + 1)Г(и+а + р + 1) ’ т - п '’
(20)
в) система уравнений;
Р Г (2я,- +  <х +  (} +  1) — 
Д  nj\ Г(лу + я + р+1) WW ( n \ , n 2, ... , Ир) =  2  2  -/,= 0 iо=0 i =0
п, п г "р
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где
м , в (2tf +<i +  p + l)  1, (2я< +  я + р  +  1 )Г ( /<+ я+р +  1 )Г (и / + я + 1 ).
О 1 О ;  Я ) ' Г ( п ^ + а  +  р + 2 ) Г (и^ +  а +  р +  1) Г ( i j+ a  +  1) ’
г) вид искомой функции:'
ОО ОО 00 С ‘ •
л (т1, ' с2, . . . , тр) = 2 2 - 2 1 X1 2*-* * -/ 1==0/2=0 i p —O 1 2’“  Р
... Я1“Л < Г ТР); ■ (22)
д) функция веса:
р (*) =  g - (ot+1)f((l -  в-*)*,  (23)
2. П олином ы  Якоби. С лучай  (3 =  0.
Ф ункция веса в этом  случае имеет вид
p(t)  =  e ~ (a+1)t . (24)
Все результаты  легко  получить из преды дущ их формул.
3. П олином ы  Л е ж а н д р а .  С лучай  а = р = 0 .
Ф ункция веса
Р (t) =  e ~ \ ;  (25)
, ' « =  Р =  -  -2-  • .
Все результаты  легко получить из приведенных выше формул.
4. М ногочлены Ч ебы ш ева  I рода.
Они получаю тся из многочленов Я коби,.если  полож ить 
. Функция веса
-  — t -  —
Р (t) =  e - ( 1 - е - 0  2 . (26)
М ногочлены определяю тся  ф ормулой
Т п(х)  =  ( -  l ) " g ( -  l ) * { l ) 2 * h <n + 1£k ^ - k ^ i y j t .  . (27)
5. Многочлены Чебышева II рода 
Случай a =  [i =  Д  .
Функция веса
- I t  1
Р ( t ) = e  2 ( \ - e - t ) 2., (28)
О б щ ая  формула для  определения многочленов Чебышева имеет вид
( -1 )"  2л (2п+1)!1 V /  ( п \  2- ( / г+2) . .. (л+й +  1) j ,  /опч
“  ( Я + 2 ) ( « + 3 ) . . . ( 2 Я Т Г ) ^ "  О  ^ у у п   Л . (29)
Во всех рассм отренны х случаях  иском ая  функция получается  
в виде (14).
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Здесь  были рассмотрены  случаи применения классических о р ­
тогон альны х систем, определенных на конечном интервале  (0,1) 
д л я  расчета  функций многих переменных. О днако  было указан о ,  
что д л я  восстановления функции /с(ть т а , т „ )  необходимо зн ать  
функцию  многих комплексны х аргументов  s u s 2, ..., sp вида (10). 
Ч асто  ж е  такую  функцию найти довольно трудно, а известна 
функция вида
ОО СО '  о о
и ф н  s2, ■■■ , sp) = 5 § ••• 5 т2, ... тр) е  « й  s‘TK . . e  sptp d x xd x 2...
. . .dx  p. (30)
0 0 0
Д л я  того, чтобы воспользоваться  излож енной выш е методикой, 
введем в рассмотрение функцию
Т| т2
f . , ' h\ ’ hi ’ ’ hp





. . . е  Д  • (31)
ОО ОО о о
? — S2T2h xh 2 ... Ap l ^ ( 7 j - t - s1A1, To +  s 2A2> > To +  SpAp) =  (j ^ .. .  S-T> e~
0 0 0
k  =
yJt, y02t, Y0 tp
. . .  < ?~ 'p t p  e
У
coco 00
j ^ . . .  е ~ 5 Р т Р р ( т 1 ) р ( т 2 ) . . . р ( ' Г р ) | ( т 1 ,  t 2 ,  . . .  , x v ) d i x d x 2  . . .
... d i p. (32)
00 0
И спользуя  последнюю запись и излож енную  выше методику, 
функцию ^ (xij т2 ... г р) м ож но найти в виде
СО ОО о о
Ц Ь , т 2, . . .  , Т р ) =  V  У  . . .  V  Т;Ь ; Д с  Д  . . .  % ( е  Д р )
Ц = 0  t , = 0  < р = 0  < ! * ! • • .  ( р  , ( d o )
Тогда искомая функция находится в форме:
М — . — , . . .  ,hi hi hp
(e  t p)
У У... У
jkmi лягА ‘ &md f  . .
/ 1=0 i,=0 *‘p=° *p
P,(xl ) ? ( x2 ) . . . p ( xp)e
v0Tl
ht
0 “J xoP tp
... e . (34)
Р ассм отри м  применение полиномов Л я г е р р а  д л я  а н а л и за  н е ­
линейной системы.
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О бобщ енны е полиномы Л я г е р р а  определяю тся  ф орм улам и  -
/ < % У _  У  — :- - + Х +  1)    , o r v
т '  ' jm i  Г ( т  +  А +  1) т \ ( п — т ) \  ( З о )
т = О
и обладают свойством:
\ e - H xL ^ ( t ) L ^ \ t ) d t  =  J W + x  +  i ^  k  =  m  (36)
Представим функцию k ( x v x2, ... , тр) т - Ч - \ . .  x ^ x в виде
k { x v x2, ... , Tp) X ix T- \ ; . t -A =  ;  х  ^ / l l t . . l t . l ( . ; l)L+1) X
i  i=0 / 2=0 ip = 0
X  T ( „ + U l )  ... i l “' Ы .  (37)
З а д а ч а  состоит в том, чтобы по многомерной передаточной
ф ункц ии вида W ( s x, s2, ..., s p)  найти способ вычисления к о эф ф и ц и ­
ентов  ортогонального р азл о ж ен и я ,  где в качестве базиса  вы браны  
обобщ енны е полиномы Л я гер р а .
Представим функцию V  ($,, s 2, ... , s p, xv  х2, ... , тр) =  £ - щ - 1)т, х  
Х е ~  (s*- 1 > т=... е~  М,--!) ~Р в виде ортогонального ряда по многочленам 
Лягерра. Тогда  можно записать
со со оо
V ( s v s2, ... , Sp', Tj, Т2, ... , Т р )=  ^  2 - "  2  T T r f 1 — т г )
/ ,= 0 /2=0 ip= 0 61 \ / s2
х  ( l  -  -  ^ ) ^ > ( н )  т ^ ( х 2) ... Z < ^ ) .  (38)
Многомерный интеграл, определяющий передаточную функцию, 
можно представить в виде
OQOO оо
W ^ s , , ... , sp) =  Я - --..I т^ ... тЛ g Ti е Т* ... е ~ Тр e~<-sг111' х
Х г ^ - Ч 7»'... e~<sp~1>~pg(‘z1, Т2, ... , xp) d x ldx., . . ,dxp, (39)
где
g  (Xj, т2, ... , Тр) =  A(Tj, Т2, ... , хр) х ^ х ~ х ... . (40)
С пом ощ ью  обобщ енного равенства Парсеваля, используя форму­
лы (38) и (39), можно записать
со со со
щ 51, 52, . . . 5р) =  v  - i n f ' 1 — L y i -AbTfi — — V 2
i ^ o ^ o  Г±о p J s 'i+4 . S2 /
p t r l 'l  -  -Г-)'"- <41>> \ p >
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И спользуя  замену переменной' вида z t =  получим:
1 1 1 W  ( 4 - >  4 - ’ • 7 - ) =  w z ( z v  z 2, . . .  , z p )  =z \ + \  ZX+1 g \+ l  y Zl ’ Z 2 ’ ’ z p
0 0  0 0 - 0 0  \
=  2  H - ^ c i j 2. . . i p ( l ~ z l)l 4 \ ~ z r - - - ( l ~ z pyp-  (42)
i , = 0  i s= 0  i p= 0
А нализ последней форм улы  показы вает , что коэффициенты 
ортогонального  р азл о ж ен и я  функции £ ( т ь т2, .... тр). одновременно 
с тем явл яю тся  коэфф ициентам и р азл о ж ен и я  многомерной ф унк­
ции W  ( z u z 2, ..., zp) в р яд  Т ейлора  в окрестности z i — z 2= . . . —
=  Z p  =  1.
Т о гд а 'сп р ав ед л и в о  равенство
г 2 ......... г , )  1.(43)
c < i« г 1! (г! d z [ '  d z ^ 2 . . .  d z pP
Если передаточные функции нелинейной системы являю тся  
дробно-рац иональны м и функциями, то м ож но най ти  общие ф о р ­
мулы для коэффициентов ортогонального разл о ж ен и я ,  в ы р а ж е н ­
ные непосредственно через коэффициенты передаточной функции.
Анали з  точности рабо ты  нелинейной системы 
при дете рминиро ванном входном сигнале,  к о э ф ф и ц и е н т ы  ош иб ок
нелинейной системы
С вязь  м еж д у  входом и выходом нелинейной системы в ы р а ж а ­
ется с помощ ью  р я д а  В ольтерра:
ОО С О С О  0 3  '
x( t )  =  2  f f T2, ... , T„)y(C— ^ ) y ( t  — x2) ...
n=0 0 0 0
. . .  y ( t  ^ n ) . . .  d x f i .  (44/
Так же, как и в линейном случае, представим сигнал у  (t — т*) в 
виде ряда Тейлора в окрестности точки t. Тогда имеем:




П о д став л я я  последнюю ф орм улу  в (44) и считая, что система 
устойчива, т. е. что имеется возм ож ность  поменять местами о п ер а­
ции интегрирования и сум м ирования, получим
со ft & .
* ( о  =  2  2  2 2 ( -  i r +m!+- +iB» y (,n,,( o y (",i)( o - '
/г=0 m t=Q т 2= 0 т л= 0
со со со
. . .у(тп) f (‘. . Л Ы и - * * . . . ,  *.) *7 * ***... x ^ n d x td z 2 ...




ОО k  k  k
s (*) =  у (*) _  x ( t )  =  y (t) -  2  2  2  • • • 2  ( - 1  )m'+m*+-+mn y {m' \ t ) x
n=0 rrii=Q m2=0 mn—®
OOOO 00
X  У(m,) ( 0  • ■ • y ( m» \ t )  — , г • • — x I .f  • • • J kn( t v  T2, ... , T„) T«. x f .  ...
оо к  k  k
. . .  Z ™ n d x xd x 2 . . .  d x n =  2  2  2  ••• 2  F m 1mi...mn Cmtm2...m (47)
л = 0  т 1= 0 m 2=X) т л = 0  4 7
где F mimz... т я — функции входного процесса и erQ производных,
С т ,т2... тп —  многомерные коэффициенты ошибок; они могут быть 
определены по формуле 
(__ 1)т 1+т2+...+ и„
Ст1т2 . . .тп =  т  ̂\ и 2| ... /яя1 ds^'ds™'. dsmn S2’ ( ^ )
Н улевой  коэффициент, к ак  известно, определяется  формулой
ОО
с 0=  1— Г Л (x)cfx. (49)
о
Д л я  простоты рассмотрим конкретную систему.
Пусть
оо оо оо
' • * ( 0  =  J  ^ ( т ) у ( 7 — х ) +  . Г  N ( t ! ,  T2) y ( / f  —  T j ) y ( ^  —  x 2) d x l d x 2, ( 5 0 )
о о о
у ( < - т )  =  у ( 0 - у ( 0 *  +  у ( О у  •
Тогда можно записать следующее: •
ОО > 00
е(0  =  у —  =  у (0  — У(1) \ k ( x ) d z  +  y ( t )  \ x k ( x ) d x  —
О о
* у ( 0  °° 0000 0000
- у -  J т2 7(т>а!т — y(t)  y ( t ) \  J k  (т„  х2) d z x afxо +  у (<)y(OS хг) x2̂ xi~
0  0  0 0
CXJCXJ COCO
—d i 2— y { t ) y { t ) \  \  у  ^ ( T j ,  z 2) d x xd x 2 +  y ( 0 y ( 0  xi M xn ^ ) d z 1 d x 2—
0 0 0 0
oooo coco 2
—  y { t ) y ( t )   ̂J x xx 2 Й ( t x, z 2) d z xd x 2 +  y ( t ) y ( t )  &(xj,  x 2) d x xd x 2-
0 0 0 0
oooo 2 ' oooo 2 '
— У(*)У(0$§ y  k  (xi> T2)afx1flfx2+  y (0  y (0  SS у  хг£ (х1, х2)й?хЛх2 -  
0 0 0 0
ooco , 2 2
— У (О У(0 I f y  у  M xi> т2) ^ ^ х2=  c 0y (0  +  C jy(0 +  c 2y ( 0  +
0 0
+  ^  00C00 +  Д  01̂ 01 +  ^  02^02 +  ^  10̂ 10 +  ^  11̂ 11 +  ^  12C12 +  20C20 +
. +  F  21C 21 +  F  22C 22,
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где c T  ct j  —  коэффициенты ошибок,
F i j — функции входного процесса и его п р о и з в о д н ь ^  
П риведем  основные этапы полного детерминистского ан ал и за  
нелинейной системы.
1. Н ах о дятся  многомерные передаточные функции отдельных
элем ентов  нелинейной системы [6].
2. Н аходи тся  м ногомерная п ередаточная  ф ункция р а зо м к н у ­
той нелинейной системы [6].
3. Н аходи тся  м ногомерная п ередаточная  ф ункция замкнутой
нелинейной системы.
4. И зучается  эф ф ек т  обры ва р я д а  В ольтерра  [6] (находится 
ради ус  сходимости).
Этот пункт т а к ж е  является  обязательн ы м  при ан ализе  нели­
нейной системы, так  как  известно, что зам к н у тая  нелинейная си­
стема не м о ж ет  быть охар актер и зо ван а  конечным числом ядер
В ольтерра.
5. С троится  переходный процесс нелинейной системы, на з а ­
д а н н о е  входное воздействие.
6. В ы числяю тся функции ИЛИ постоянны е
7. В ы числяю тся многомерные коэффициенты  ош ибок с т ,тг... тп
8. Н аходи тся  величина установивш ейся ошибки при задан ном  
входном воздействии.
П р и м е р  1. П усть имеется нелинейная система, передаточнаг 
ф у н кц и я  которой имеет вид:
^  “  (TaoSi +\)(T2al s j +  2 Tm i ;  s,  +1 )  (T2a2 s ^+  2 7 m 6 ' s ,  +  l)(7-«)Sj+l) >
  1 •   1_____________
*(T2bl sl+'2Tb\i[si + l)(Tln s=+  2Tb2 2̂Si + \) + (7'aos 1+ l ) ( r 2 1 5~+2 Га1^  s , +  l ) ’
x  ! I   +
( T 2a2 s \ + 2 T a 2 l 2s, + \) ( fb Q S 2 + \ ) ( T b\  4  +  2 T ы ?i's2+  1)
+  _ __________ = ________ „ __________ I__________________________________ X
, ( 7 до si + H (^ai sr +27(2! ^jSi +  l)(77>o Sj + l) Sj-T 27’ы ^jS2+ 1)
' X , =- - 1 I -  1 X
^  b2 s 2~^2Tb2  S2 +  1) (T’ao S 1 + 1 )  (Т'ц! s \ + 2 T  ai +  I)
  1
(7'(joSj-bl) s ‘̂ + 2 T b l S2 +  1) .
гд е  T a 0 =  0 ,05  T ao =  0,151 Ci =  0 ,2  " 7>0 =  0 ,06 Ты  =  0 ,13 
Tax =  0 ,3  Tax =  0,402 C2 =  0 ,15  Tj x  =  0 ,28  Т ы  =  0 ,38 
Ci =  0 ,15 T a2 =  0,151 C 'i= 0 ,3  Tb 2 =  0 ,25  T b 2 =  0,172
с ; = о , з
В качестве ортогонального  б а з и с а  при ним аем  ортогойализи 
рованн ы е экспоненциальны е функции вида
=  e - ° ’5t,
Ж
cp 2(t) = Y  3(-e-°’5t + 2e~^‘)
93(f) =  /  5 (e -° ,«  — б е - 1’5' +  6 e ~ 2-50,
cs4(^) =  | / 7 ( _ e - o , 5< + . i2 e - i ,s ;  _  зо е -2 ,а  2 0 e - 3-5<),
<p6( 0 ’= ' V 9 ( e - 0’5t -  2 0 e - b ^  -  1 4 0 e - 3’5t +  7 0 e - W ) ,
?6 ( 0  =  K l l ( — е - о ^  +  З О е - 1̂ — 2 1 0 e - 2>« +  560<?-~3>«—6 3 0 g - 4̂ - f -
+ 2 5 2 e ~ 5-50,
<p 7 (t) =  Y  1 3 ( . e - ° ' » - 4 2 e - 1̂  +  4 2 0 e - 2̂ -  1 6 8 0 g -3-« +  3150е~ 4̂ —  
— 2772е-5 >я + 9 2 е - 6 ’и ).
Д л я  этих функций справедливо свойство:
0,
1.
т ф п  
т =  п
Л егко  проверить, что моменты функции к ( т ь т2) являю тся  р а з ­
делимыми, что позволит зап и сать  их следую щ им образом:
% • =  PiV-j ,
I =  1 ,2 ,  .. 
У =  1 ,2 ,  ..
7,
7.
П р и д а в а я  комплексным аргум ентам  Si и s 2 действительные з н а ­
чения S] = 0 , 5 ;  1,5; 2,5; 
s 2 =  0,5; 1,5; 2,5;
получим значения моментов ;л£у, где
р.;= 1,7206349 р.;= 1,6619766





ц ;=  0,1652781
р.:=  1,0727699 
(л"= 0 ,68413909 
;х ;=  0,4490613 
[х"= 0,3064841 
|х"= 0,2173002 
;* '=  0,1593786
И спользуя  и злож енную  выше методику, мож но получить з н а ­
чения коэффициентов ортогонального  р а зл о ж е н и я  функции к ( т ь т г )
c l , l .*=c 'l,c "t,’ где 
с [ =  1,7206349 1 с " =  1,6619766
с'2=  1 ,0014904 с :;=  0,8375562
с ' =  -  1,6863847 с ' =  -  1,4977378
с'4=  -  1,1283141 с ' =  - 0 , 8 7 7 5 4 6 9
1,5108867 с " =  1,0931735
с'в =  - 0 , 0 0 6 7 7 0 6 с \ =  0 ,00313319
с ; =  - 0 ,8 5 0 1 3 4 7 4 с"7=  - 0 , 5 2 1 1 6 9 8
139’
Таким образом имеем?
£ ( H ’ t 2) = E  2 j ? i .  (-Cl) «Pi, (52)(,=1 г2=1
Д ан н ы е  расчета  сведены в табл. 1, дискретность построения 
которой  Л / = 0,2 сек.
Т а б л и ц а  1 •
7 7
к (ть  0) * (т , ,  0) . k  (0, тг) к  (0, т2)
расчетное эталонное расчетное эталонное
— 1,855842 0,000000 — 1,147340 0,000000
1,052333 1,555326 1,218862 1,567605
3/238192 3,312131 3,029250 3,103089
4,788074 4,304568 3,976658 3,687489
3,495785 3,719190 3,921645 3,046961
1,308319 1,757032 I ,288294 1,559166
—0,301484 —0,299401 0,0717607 0,0549356
— 1,148741 — 1,612549 —0,616124 —0,970484
— 1,316476 — 1,847858 —0,820025 — 1,219928
— 1,117034 — 1,448838 —0,749049 —0,926983
—0,794493 —0,850571 —0,568324 —0 ,4 72217
—0,475371 —0,235233 —0,374439 —0,121139
—0,224451 0,278669 —0,210905 0,0498085
П о л а г а я  в ф орм уле  (52) t \ ~ t 2 — t, мож но найти реакц ию  не­
линейной системы на импульсное воздействие. П роцесс  опреде­
л я е т с я  так:
7 7
x ( t )  =  k  ( t r, t 2)t1=t2=t = 2 2  Ci t l 2 <Oit{ t i) ®,-2(^ )ц = Ц = 7.
(,=1 /2—1
П рим ер  2. Р ассчи тать  динам ическую  ош ибку нелинейной си­
стемы, передаточная  функция которой имеет вид
W ( s v  s2) =  —5- ^ --!— I ____________ . I
(T 1 s1+2Tll ls1+ l ) ( T 2s2+2T2l 2s2 + l) ( T l s l+ 2 T cl oSl + l) '
■если на вход подается  ф ункция вида: y ( t ) = h xt.
И сп о л ьзу я  излож енную  вьцпе методику, видим, что 
. Д  =  2 7 ^ 0; с и =  4 T XT £ U  
Тогда д и н ам и ч еская  ош ибка определяется  формулой
s =  2 T 0%hx +  4 T XT U &  •
В Ы В О Д Ы
В данной работе  предлож ен  спектральны й метод расчета  пе­
реходных процессов зам кн утой  нелинейной системы, удобный 
д ля  програм м и рован и я  на Ц В М . М етод базируется  на применении 
ортогон альны х  функций.
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В статье  вводится  понятие коэфф ициентов ош ибок д ля  нели­
нейной системы. К оэф ф ициенты  ош ибок могут быть найдены че­
рез соответствую щ ие передаточны е функции.
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