Abstract-A new edge detection technique based on detection of normal changes is proposed. Most of the existing range image-based edge detection algorithms base their detection criterion on depth or curvature changes. However, the depth change-based approch does not have keen sensitivity in detecting roof (or crease) edges, and the curvature change-based approach suffers from a complicated and tedious principal curvature derivation process. Using normal changes as a detecting criterion, on the other hand, the existence of an edge can be easily detected, even when the change across a boundary is slight. Experimental results using both synthetic and real images demonstrate that the proposed method can efficiently detect both step and roof edges.
The point at which the interference of the variations begins to affect the mod-max occurs when x0 0 s2k = s2. Substituting in for the value of s 2 , the cross-over scale for two adjacent smooth variations is s 0 = x0 k + 2 0 s 2 1 :
IV. CONCLUSION
In this brief, we have investigated the motivation for the isolation assumption of the mod-max method for characterizing signal variations. We found that two motivations exist. First, the mod-max method for characterizing signal variations requires that the wavelet transform mod-max for a particular variation be tracked across scales. Interference from adjacent signal variations may cause the maxima to not be accurately tracked. Second, the method requires that the mod-max being tracked be due to a single variation, not a combination of variations. Interference from an adjacent signal variation may alter the correct maximum.
We have defined "isolated" for discontinuities and smooth variations of one-dimensional signals. In doing so, we formed three classes of isolation for adjacent signal variations: 1) total isolation; 2) semi-isolation; and 3) nonisolation. Total isolation refers to the case where the adjacent signal variations cause no interference. Semiisolation refers to the case where the adjacent signal variations cause interference, but this interference does not affect the tracking of maxima across scales, which is inherent to the implementation of the mod-max method. Nonisolation refers to the case where the adjacent signal variations cannot be accurately characterized by the mod-max method. These results are summarized in Table I .
I. INTRODUCTION
Extraction of edges from an image is an important early vision process. It has been of interest to researchers in the area of computer vision from the outset [1] - [3] . The algorithms developed for edge detection can be divided into two categories depending on the type of acquired image. For an intensity image, the devised algorithms usually aim to detect step edges. This is due to the natural limitation of this type of image. For a range image, since the depth information is available, it is possible to correctly detect both step edges and roof edges (or crease edges). In computer vision, since closed contours are more useful for higher level image analysis and since range images can be used to more easily achieve this goal, we shall focus on range image-based edge detection in this brief.
In this brief, we propose a new edge detection technique based on detection of normal changes. The normal value is an important characteristic in differential geometry [4] . We find that by detecting normal changes, both step edges and roof edges can be easily identified. The whole detection procedure is divided into two stages. In the first stage, the normal of every point in a range image is decided. Since all the data points in a range image are discrete, the partial derivatives which are required to derive the normal value cannot be directly computed. For comparison purposes, we propose use of quadratic surface fitting [5] , the orthogonal wavelet-based approach [1] , and the nonorthogonal wavelet-based approach [2] , respectively, to approximate the original object surfaces and then to calculate the normal value of every discrete point on the surfaces. After the normal values of all the surface points are determined, the nonorthogonal wavelet transform (dyadic wavelet transform) proposed by Mallat et al. [2] is applied to detect those points which have significant normal changes as edge points. From the experimental results, we find that the nonorthogonal wavelet-based approach can best approximate the original surfaces from a discrete data set. Further, we also find that edge detection based on normal changes is a more promising alternative than other methods that base their detection criterion on depth or curvature changes. The proposed edge detector can detect both step edges and roof edges without introducing any edge models or heuristics.
II. RANGE EDGE DETECTION VIA NORMAL CHANGE
In this section, we shall explain why normal change can be used as a cue for range edge detection. Some properties of a 3-D surface from the differential geometry viewpoint which are useful for edge detection will be addressed in Section II-A. Then, a detailed explanation of why normal change is a better choice for edge detection will be given in Section II-B.
A. Some Properties in Differential Geometry Useful for Edge Detection
In this subsection, some basic properties of a 3-D surface will be addressed from the differential geometry viewpoint. These properties are useful for solving the edge detection problem on range images.
Let S be a differentiable surface andp(u; v) be a point on S with coordinate (u; v). Ifp u andp v are the partial derivatives ofp(u; v) with respect to u and v, respectively, then we can say thatpu;pv form the basis of a tangent plane, T (p), ofp(u; v) (Fig. 1 ). The normal of T (p) can be defined as
Here, the norm of anyÑ (u; v) is always equal to 1, and allÑ (u; v)'s lie on a unit sphere in R 3 . The mapping,Ñ : S ! R 3 , is called the
LetÑ (u; v) be differentiable; the mapping, dÑ(u; v), is from G(R 3 ) to a tangent plane, G(R 3 ), atÑ (u; v). Since the tangent plane ofÑ (u; v) is equal to that ofp(u; v); dÑ(u; v) is also on the T (p) plane, as shown in Fig. 1 . Thus, both dp and dÑ can be represented by the linear combination of du and dv as follows [4] : dp =pu du +pv dv (2) and dÑ =Ñ u du +Ñ v dv:
Here, p(u; v) is the gray level (intensity image) or depth (range image) at position (u; v). Therefore, dp physically means the intensity or depth change with respect top(u; v)'s neighbors. As forÑ u andÑv, they are mathematically defined asÑu = @Ñ=@u and Nv = @Ñ=@v. That is, they physically mean the normal change along the u and v directions, respectively. 
B. Why Normal Change is Better for Edge Detection
Equations (2) and (3) represent, respectively, the depth (or intensity) change and the normal change with respect to the neighbors of p(u; v). The drawback of using (2) is that the depth (or intensity) change can only be detected when its value is significant. Since dp in (2) cannot be applied to detect different types of edges, we propose use of dÑ [(3)] instead. In what follows, we shall explain why dÑ is chosen to locate broader types of edges. In Fig. 2(a) 
four different types of crease(roof) edges, including convex and concave edges, are shown. Fig. 2 (e)-(h), respectively, shows the corresponding normal changes across edges. These difference vectors are all normalized and fit into Gaussian spheres. From the normal changes, we find that their values are much more significant than those of the depth (or intensity) changes. Considering a more general case shown in Fig. 2(i) , an edge occurs between a plane and a curve surface. It is clear that the normal change between p 2 and p 3 (two points located on different surfaces) is much larger than the normal change between p 4 and p 5 (two points belonging to the same surface) [ Fig. 2 (j) and (k)]. Therefore, use of the normal change, dÑ, instead of the depth (or intensity) change, dp, is better for finding a more powerful edge detector.
Comparing the normal change-based approach and the curvaturebased approach [3] , the computational complexity of the former is much less than that of the latter. As shown in Fig. 3 , fdu; dvg and fe 1 ; e 2 g are two independent orthonormal bases on the tangent plane ofp. Based on differential geometry, the two principal curvatures, 1 and 2 , can be derived by projecting dÑ on a specific basis. Let fe 1 , e 2 g be the basis with e 1 and e 2 corresponding, respectively, to the directions of the two principal curvatures, 1 and 2 [4] . From Fig. 3 , it is obvious that dÑ can be represented by a linear combination based on either fdu; dvg or fe1;e2g. One thing to be noted is that no matter how dÑ is represented, its magnitude is independent of the basis selected. The only thing that will vary with respect to the basis change is the orientation of dÑ. Therefore, using the normal change directly to locate edge positions does not require that the values of two principal curvatures be explicitely determined. This fact explains why dÑ can replace the two principal curvatures in edge detection and why using dÑ is much more efficient than using 1 and 2.
III. CALCULATING NORMALS FROM DISCRETE SURFACE POINTS
In the previous section, we have discussed how the change of normals at every point on a surface [(3)] can be used to detect edges. The continuous domain normal value derivation process is (01; 1) . In real implementation, since all the data points acquired in a range image are discrete by nature, the above calculation does not apply. Therefore, we have to find an appropriate method to deal with this problem. In the implemenation stage, we split the edge detection procedure into two steps. In the first step, the normal at every point on a surface should be determined. This step involves calculation of partial derivatives on a set of discrete data points. Then, in the second step, a detector is required to accurately detect the points where significant variations of normals are encountered. In order to calculate the normals on a set of discrete surface points, some existing methods [2] , [5] can be applied. For comparison purposes, we choose quadratic surface fitting [5] , the orthogonal wavelet-based approach [6] , and the nonorthogonal wavelet-based approach [2] to calculate the normal value of every point on a surface.
IV. DETECTING EDGES BASED ON NORMAL CHANGES
In [2] , Mallat and his students developed some pioneering works for multiscale edge detection based on gray level changes. Here, we shall review part of their work which will be useful in our work. Define two wavelet functions, 1 (x; y) and 2 (x; y) [2] , where
and 2 (x; y) = @(x; y) @y : (6) (x; y) is a smoothing function whose integration over the full domain is equal to 1 and converges to 0 at infinity. These two functions have to satisfy the following conditions: In what follows, we shall use the above mentioned dyadic wavelet transform to detect significant normal changes as edge points.
From (3), it is obvious that the vector of the normal change, dÑ (u; v), can be represented by the linear combination of the two bases on the du-dv plane, i.e., N u du + N v dv. Also, their associated weights are the gradients ofÑ along the du and dv directions, respectively. Since the dyadic wavelet transform proposed by Mallat [2] can be used to calculate the magnitudes of these gradients, we can apply their method directly to calculate dÑ (u; v). According to the formulation reported in [2] , the vector dyadic wavelet transform ofÑ (u; v) at scale 2 j can be defined as follows: 
Since the WjÑ(u; v) vector also lies on the du-dv plane, the magnitude and argument of WjÑ(u; v) can be directly computed.
Referring to [2] , the norms of W 1 2Ñ (u; v) and W 2 2Ñ (u; v) should be defined, respectively, as follows:
and
The magnitude of W jÑ (u; v) at scale 2 j can, thus, be computed as follows:
Furthermore, the angle of WjÑ(u; v) with respect to du direction is
From the above calculations, every point in a range image will obtain two values. One is the magnitude of its normal change with respect to its neighbors, and the other is the direction tendency of this point. Like other multiscale edge detection methods [2] , [7] , the edge points can be determined by locating those local extrema whose normal changes exceed a preset threshold.
V. EXPERIMENTAL RESULTS
In the experiments, a number of synthetic and real range images were adopted as test images to corroborate the effectiveness of the proposed method. Fig. 4 showed a synthetic image: agpart. The size of the agpart image was 240 2 240. We also used three real images with different sizes.
In the first stage of the experiment, the normal of every point in a range image had to be decided. In order to make a comparison, we used three different methods, i.e., quadradic surface fitting, and orthogonal and nonorthogonal wavelet-based approaches, to calculate the normal values. For this part we used the synthetic image, "agpart," as the test image. The experimental results of this part are shown in Fig. 5 . Fig. 5(a) shows the three normal components (n1; n2; n3) detected by applying the quadratic surface fitting method. Fig. 5(b) and (c) show, respectively, the normal components obtained by applying the orthogonal (Daubechies' wavelets with three vanishing moments) and the nonorthogonal (Mallat-Zhong's wavelet) approaches. Based on the derived normals, we then used the vector dyadic wavelet transform (11), the dyadic wavelet transform proposed by Mallat et al. [2] , to calculate the normal change of every point in an image and selected those local extrema as edge points. Fig. 6(a)-(c) shows, respectively, the multiscale edges (2   1  ; 2  2 ; and 2 3 ) detected from three differently approximated surfaces. Among them, Fig. 6(a) shows the multiscale edges detected from the normals obtained using the quadratic surface fitting method. Fig. 6(b) and (c) show the multiscale edges detected when the approximation method was the orthogonal approach and nonorthogonal approach, respectively. It is apparent that, when the quadratic surface fitting or the orthogonal wavelet-based approach was adopted to estimate the normal values, the detected edges contained some spurious results or the original edges delocalized from their original position. On the other hand, the edges detected from the normals as estimated by the nonorthogonal wavelet-based approach were the best results. One thing to be noted is that the first stage of the proposed approach, i.e., the normal determination step, is crucial because a "poor" estimation of normal values may have an irrecoverable effect on the edge detection stage. A poor estimation method may smooth out the original image and, thus, delocalize edges from their correct locations. After comparing the empirical results, the nonorthogonal wavelet-based approximation was chosen because it produced the best results out of the three methods. Figs. 7 and 8 show the results of a sequence of experiments based on real range images. All of these results were obtained by applying the nonorthogonal wavelet-based approach to estimate the normal values. From the results, we can find that most of the crease (roof) edges were detected correctly.
VI. CONCLUSION AND DISCUSSION
In this brief, we have proposed a new edge detection technique based on detection of normal changes. We have found that, by detecting normal changes, both step edges and roof edges can be easily identified. Therefore, the new technique has been proven to be a more promising method than other methods that base their detection criterion on depth or curvature changes. The whole detection procedure is divided into two stages. In the first stage, the normal of every point is decided. Since these data points are discrete, we have proposed use of three different approximation techniques to approximate the original surfaces. Based on the approximated continuous surfaces, the normals of all the points on the surfaces can be computed. Then, we applied the dyadic wavelet transforms to calculate the normal change value of every point on the surfaces. Finally, the edge points could be determined by locating those local extrema whose normal change values exceeded a preset threshold. Experimental results using both synthetic and real images have demonstrated that the proposed method is indeed superb in detecting both step and roof (or crease) edges in a range image.
