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Abstract
We study the nonlinear parabolic equation u − uϕ(., u) − ∂u
∂t
= 0, in Rn × (0,∞) with boundary
condition u(x,0) = u0(x), not necessarily bounded function. The nonlinearity ϕ((x, t), u) is required to
satisfy some conditions related to the parabolic Kato class P∞(Rn) while allowing existence of positive
solutions of the equation and continuity of such solutions. Our approach is based on potential theory tools.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We shall study the existence of positive solutions for the following nonlinear parabolic bound-
ary value problem{
u − uϕ(., u) − ∂u
∂t
= 0 in Rn × (0,∞),
u(x,0) = u0(x), x ∈ Rn (n 3).
(1.1)
Solutions of this problem are understood as distributional solutions in Rn × (0,∞).
The study of (1.1) was originated in the work of Zhang [5] where he considered the sim-
plest case that ϕ((x, t), u) = q(x, t)up , where p > 0 and q(x, t) is in a certain functional class
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H. Mâagli et al. / J. Math. Anal. Appl. 333 (2007) 1272–1289 1273P∞(Rn) called Kato parabolic class (see [4]). As pointed out in that paper, this class of functions
is a natural one to consider for semilinear parabolic problems. The class P∞(Rn) is quite rich.
In particular, it contains the time independent Kato class K∞(Rn) used in the study of elliptic
equations (see [6]). For the reader’s convenience we recall the definition of the class P∞(Rn)
and we will present more properties and examples in Section 2.
Definition 1. (See [4].) A Borel measurable function q in Rn+1 belongs to the class P∞(Rn) if
for all c > 0,
lim
h→0 sup(x,t)∈Rn×R
t+h∫
t−h
∫
B(x,
√
h)
Gc
(
x, |t − s|, y,0)∣∣q(y, s)∣∣dy ds = 0
and
sup
(x,t)∈Rn×R
+∞∫
−∞
∫
Rn
Gc
(
x, |t − s|, y,0)∣∣q(y, s)∣∣dy ds < ∞.
Here and always
Gc(x, t, y, s) := 1
(t − s)n/2 exp
(
−c |x − y|
2
t − s
)
, for t > s and x, y ∈ Rn.
As a motivation to our study, we briefly describe the existence result in [5]. The author was
interested in the following semilinear parabolic problem{
u − q(x, t)up+1 − ∂u
∂t
= 0 in Rn × (0,∞),
u(x,0) = u0(x), x ∈ Rn (n 3).
(1.2)
Based on some technical results about the class P∞(Rn), Zhang proved the following
Theorem 1. (See [5].) Suppose p > 0, q ∈ P∞(Rn). For any M > 1, there is a constant b0 > 0
such that for each nonnegative u0 ∈ C2(Rn) satisfying ‖u0‖L∞(Rn)  b0, there exists a positive
and continuous solution u of (1.2) such that
M−1
∫
Rn
G(x, t, y,0)u0(y) dy  u(x, t)M
∫
Rn
G(x, t, y,0)u0(y) dy,
for all (x, t) ∈ Rn × (0,∞).
Here G is the fundamental solution of the heat equation u − ∂u
∂t
= 0 in Rn × (0,∞) given
by
G(x, t, y, s) := 1
(4π)n/2
G1/4(x, t, y, s) = 1[4π(t − s)]n/2 exp
(
−|x − y|
2
4(t − s)
)
.
The main purpose of the present paper is to give an existence result with similar estimates on
the solution in a more general context for the problem (1.1). Our arguments are based on potential
theory tools. So before stating the result of the paper, we lay out in this paragraph, a number of
notations and well-known properties, pertaining with potential theory. We are mainly concerned
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on Rn by
Ptf (x) = Pf (x, t) =
∫
Rn
G(x, t, y,0)f (y) dy, t > 0, x ∈ Rn.
We briefly recall some related results on (Pt )t>0 while referring to [3] for further details. The
family (Pt )t>0 of kernels on Rn satisfies the property of semigroup, i.e. Pt+s = PtPs for all
s, t > 0. Furthermore, a nonnegative function ω on Rn is called supermedian if Ptω  ω for
every t > 0. It is not difficult to see that consequently the mapping t → Ptω is nonincreasing.
Note that every nonnegative superharmonic function in Rn is supermedian.
We also note that for each nonnegative measurable function f on Rn which does not need
to be bounded, the map (x, t) → Ptf (x) is lower semicontinuous on Rn × (0,∞) and becomes
continuous if f is further bounded.
In the study of (1.1), we fix a supermedian function ω on Rn and we impose the following
condition which will be called condition (H0).
Definition 2. We say that the function ω satisfies condition (H0) if ω is locally bounded in Rn
and the map (x, t) → Pω(x, t) is continuous in Rn × (0,∞).
As typical examples of supermedian functions satisfying (H0) we quote
• ω(x) = 1.
• ω(x) = min(1, 1|x|n−2 ).
In fact, every bounded supermedian function in Rn satisfies (H0).
The examples below are provided by an immediate consequence of the fact that the Gauss
semigroup is Markovian, that is Pt1 = 1 for every t > 0.
• ω(x) =∑∞p=1 min(p, αp|x−ep |n−2 ), where ep = (p,0, . . . ,0) and αp > 0 is chosen such that
αp
|x−ep |n−2  2
−p for x ∈ Bc(ep, 12 ).
As we will see in Section 4, the function ω is a nonbounded supermedian function satisfying
condition (H0).
Now, before to present the main result of the paper in Theorem 2 below, let us introduce the
conditions that we require on the initial value u0 and the nonlinearity ϕ.
(H1) For each x ∈ Rn, limt→0 Ptu0(x) = u0(x) and there exists a constant c0 > 1 such that
1
c0
ω(x) u0(x) c0ω(x), x ∈ Rn.
(H2) ϕ is a nonnegative measurable function on Rn × (0,∞) × [0,∞).
(H3) For all c > 0, there exists a nonnegative function qc ∈ P∞(Rn) such that the map s →
s[qc(x, t)− ϕ((x, t), sω(x))] is continuous and nondecreasing on [0, c], for every (x, t) ∈
R
n × (0,∞).
Note that if u0 is a bounded nonnegative continuous function or a nonnegative superharmonic
function on Rn then we have limt→0 Ptu0 = u0.
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satisfies (H3).
Theorem 2. Assume (H1)–(H3). Then there exists a positive continuous solution u in Rn×(0,∞)
for problem (1.1) satisfying for each t > 0, x ∈ Rn,
cPu0(x, t) u(x, t) Pu0(x, t), (1.3)
where c ∈ (0,1).
The organization of the paper is as follows. In Section 2, we give some original examples
of functions in the class P∞(Rn) and a careful analysis about continuity is performed. We shall
prove Theorem 2 in Section 3 by using a technical method that requires potential theory approach.
The last section is reserved to examples.
2. Examples and properties of functions in P∞(Rn)
The objective of this section is to give some concrete examples of functions in P∞(Rn) and
to provide some properties allowing the proof of Theorem 2. First, we need to give a few more
notations and definitions. Given c,h > 0 and q = q(x, t), we put
Nc,h(q) = sup
x,t
t+h∫
t−h
∫
B(x,
√
h)
Gc
(
x, |t − s|, y,0)∣∣q(y, s)∣∣dy ds
and
Nc,∞(q) := lim
h→∞Nc,h(q) = supx,t
+∞∫
−∞
∫
Rn
Gc
(
x, |t − s|, y,0)∣∣q(y, s)∣∣dy ds.
We also denote for t, s ∈ R, t+ = max(t,0) and t ∧ s = min(t, s).
Let us introduce the functional class J∞α (Rn).
Definition 3. Let 0 < α  2. A Borel measurable function ϕ in Rn, belongs to the class J∞α (Rn)
if
lim
r→0
(
sup
x∈Rn
∫
|x−y|r
|ϕ(y)|
|x − y|n−α dy
)
= 0 (2.1)
and
lim
M→∞
(
sup
x∈Rn
∫
|y|M
|ϕ(y)|
|x − y|n−α dy
)
= 0. (2.2)
Remark 1. The class J∞2 (Rn) is identified to the elliptic Kato class K∞(Rn).
Remark 2. As it is shown for functions in K∞(Rn) and following the argument as in [6], we
have for every ϕ ∈ J∞α (Rn), the function x →
∫
Rn
|ϕ(y)|
|x−y|n−α dy is continuous in R
n and vanishes
to zero as |x| → ∞.
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α
. Then for λ < α − n
p
< μ, we have
Lp(Rn)
| · |λ(1 + | · |)μ−λ ⊂ J
∞
α
(
R
n
)
.
Proof. Let p > n
α
and q  1 such that 1
p
+ 1
q
= 1. Let a be function in Lp(Rn) and
λ < α − n
p
< μ. First, we shall prove that ϕ(x) := a(x)|x|λ(1+|x|)μ−λ satisfies (2.1). By the Hölder
inequality, we have for r > 0 and x ∈ Rn,∫
(|x−y|r)
|ϕ(y)|
|x − y|n−α dy
 ‖a‖p
( ∫
(|x−y|r)
1
(1 + |y|)(μ−λ)q |y|λq |x − y|(n−α)q dy
) 1
q
 ‖a‖p
( ∫
(|x−y|r)
1
|y|qλ+|x − y|(n−α)q dy
) 1
q
 ‖a‖p
( ∫
(|x−y|r)∩(|x−y||y|)
1
|x − y|(λ++n−α)q dy +
∫
(|y||x−y|r)
1
|y|(λ++n−α)q dy
) 1
q
 C‖a‖p
( r∫
0
t
(α− n
p
−λ+)q−1
dt
) 1
q
= C‖a‖prα−
n
p
−λ+
,
where λ+ = max(λ,0) and C is a positive constant. So by letting r → 0, (2.1) holds.
Secondly, we claim that ϕ satisfies (2.2). To show the claim we use the Hölder inequality. Let
M > 1, then we have
∫
|y|M
|ϕ(y)|
|x − y|n−α dy  ‖a‖p
( ∫
|y|M
1
(1 + |y|)(μ−λ)q |y|λq |x − y|(n−α)q dy
) 1
q
 ‖a‖p
( ∫
|y|M
1
|y|μq |x − y|(n−α)q dy
) 1
q
= ‖a‖p
(
A(x)
) 1
q .
Furthermore, we claim that
A(x) C
M(n−α+μ)q−n
,
which converges to zero as M → ∞. Let us prove the claim. We have
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|x|M2
∫
(|y|M)
1
|y|μq |x − y|(n−α)q dy + sup|x|M2
∫
(|y|M)∩(|x−y| |x|2 )
· · ·
+ sup
|x|M2
∫
(|y|M)∩( |x|2 |x−y|2|x|)
· · · + sup
|x|M2
∫
(|y|M)∩(|x−y|2|x|)
· · ·
:= I1 + I2 + I3 + I4.
To estimate I1, we remark that if |x| M2 and |y|M , we have
|x − y| |y| − |x| |y| − M
2
 |y|
2
.
So
I1  C sup
|x|M2
∫
(|y|M)
dy
|y|(n−α+μ)q  C
∞∫
M
dr
r(n−α+μ)q−n+1
 C
M(n−α+μ)q−n
,
where C is a positive constant which may vary from step to step.
Next, we estimate I2. When |x − y| |x|2 , we have
|y| |x| − |x − y| |x|
2
.
Hence,
I2  C sup
|x|M2
1
|x|μq
∫
(|x−y| |x|2 )
dy
|x − y|(n−α)q  C sup|x|M2
1
|x|(n−α+μ)q−n 
C
M(n−α+μ)q−n
.
We shall control I3. We have
I3  C sup
|x|M2
1
|x|(n−α)q
∫
(|y|M)∩( |x|2 |x−y|2|x|)
dy
|y|μq .
Now, using that |y| |x| + |x − y|, we deduce that
I3  C sup
|x|M2
1
|x|(n−α)q
3|x|∫
M
dr
rμq−n+1
 C
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
sup
|x|M2
1
|x|(n−α)q Log
(
3|x|
M
)
, if μq = n,
1
M(n−α+μ)q−n
, if μq = n,
 C
M(n−α+μ)q−n
.
Finally, we estimate I4. If |x − y| 2|x|, we obtain that
|y| |x − y| − |x| |x − y| .
2
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I4  C sup
|x|M2
∫
(|x−y|2|x|)
dy
|x − y|(n−α+μ)q  C sup|x|M2
∞∫
2|x|
dr
r(n−α+μ)q−n+1
 C
M(n−α+μ)q−n
.
This ends the proof. 
Proposition 2.
(a) L∞(Rn) ⊗ L1(R) ⊂ P∞(Rn).
(b) For 1 p < ∞ and q  1 such that 1
p
+ 1
q
= 1, we have
J∞2/p
(
R
n
)⊗ Lq(R) ⊂ P∞(Rn).
(c) P∞(Rn) ⊂ L1loc(Rn+1).
Proof. (a) The inclusion is proved in [5, Proposition 2.1].
(b) Let ϕ ∈ J∞2/p(Rn) and f ∈ Lq(R) then for c and h > 0, we have by the Hölder inequality
t+h∫
t−h
∫
B(x,
√
h)
Gc
(
x, |t − s|, y,0)∣∣ϕ(y)∣∣∣∣f (s)∣∣dy ds

∫
B(x,
√
h)
( t+h∫
t−h
Gc
(
x, |t − s|, y,0)f (s) ds
)∣∣ϕ(y)∣∣dy
 2‖f ‖q
( ∫
B(x,
√
h)
( ∞∫
0
(
Gc(x, r, y,0)
)p
dr
) 1
p ∣∣ϕ(y)∣∣dy
)
 C‖f ‖q
∫
B(x,
√
h)
1
|x − y|n− 2p
∣∣ϕ(y)∣∣dy,
where C is a positive constant. Hence, we have
Nc,h(ϕf )C‖f ‖q
∫
B(x,
√
h)
1
|x − y|n− 2p
∣∣ϕ(y)∣∣dy
and
Nc,∞(ϕf ) C‖f ‖q
∫
Rn
1
|x − y|n− 2p
∣∣ϕ(y)∣∣dy.
Now, since ϕ ∈ J∞2/p(Rn) we deduce by Remark 2 that ϕf ∈ P∞(Rn).
(c) Let ϕ ∈ P∞(Rn). Let a, b ∈ R such that a < b and M,c > 0. Then we have
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a
∫
B(0,M)
∣∣ϕ(y, s)∣∣dy ds
 ec
(
M2 + b − a) n2
b∫
a
∫
B(0,M)
1
(M2 + b − s) n2 e
−c |y|2
M2+b−s
∣∣ϕ(y, s)∣∣dy ds
 ec
(
M2 + b − a) n2
+∞∫
−∞
∫
Rn
Gc
(
0,
∣∣M2 + b − s∣∣, y,0)∣∣ϕ(y, s)∣∣dy ds
 ec
(
M2 + b − a) n2 Nc,∞(ϕ) < ∞.
This ends the proof. 
Remark 3. As mentioned earlier Zhang proved in [5] that P∞(Rn) contains the elliptic Kato
class K∞(Rn). So putting p = 1 in Proposition 2(b), we prove again this result.
In the sequel, we will provide some results about continuity for quantities like
∫∫
GqPω that
play a critical role in the proof of Theorem 2. To achieve this, we need the following result
established in [5] which is fundamental in the study of parabolic equations.
Lemma 1. (See [5].) For each 0 < a < b there exist constants Ca,b > 0 and c > 0 such that
Ga(x, t, z, τ )Gb(z, τ, y, s)
Ga(x, t, y, s)
 Ca,b
(
Gc(x, t, z, τ ) + Gc(z, τ, y, s)
)
,
for each x, y, z in Rn and t > τ > s.
The last inequality is called 3G-inequality.
Proposition 3. Let 0 < a < 14 . Then there exist constants c,C > 0 such that for each supermedianfunction ω in Rn and for each nonnegative function q in P∞(Rn),
Ha(qPω)(x, t, h) :=
t∫
(t−h)+
∫
B(x,
√
h)
Ga(x, t, y, s)q(y, s)Pω(y, s) dy ds
 CNc,h(q)Pω(x, t ∧ h),
for x ∈ Rn and t, h ∈ (0,∞).
Proof. Since t → Pω(x, t) is a nonincreasing function on (0,∞), we have
Ha(qPω)(x, t, h)

t∫
(t−h)+
∫
√
Ga(x, t, y, s)q(y, s)Pω
(
y, s − (t − h)+)dy dsB(x, h )
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∫
Rn
t∫
(t−h)+
∫
B(x,
√
h)
Ga(x, t, y, s)G 1
4
(
y, s − (t − h)+, z,0)q(y, s)ω(z) dy ds dz.
Using that G1/4(y, s − (t −h)+, z,0) = G1/4(y, s, z, (t −h)+), it follows by Lemma 1 that there
exist constants c,C > 0 such that
Ha(qPω)(x, t, h)
 C
∫
Rn
t∫
(t−h)+
∫
B(x,
√
h)
Ga
(
x, t, z, (t − h)+)Gc(x, t, y, s)q(y, s)ω(z) dy ds dz
+ C
∫
Rn
t∫
(t−h)+
∫
B(x,
√
h)
Ga
(
x, t, z, (t − h)+)Gc(y, s, z, (t − h)+)q(y, s)ω(z) dy ds dz
:= I1 + I2. (2.3)
Clearly we have
I1 = C
( ∫
Rn
Ga
(
x, t − (t − h)+, z,0)ω(z)dz)
×
( t∫
(t−h)+
∫
B(x,
√
h)
Gc(x, t, y, s)q(y, s) dy ds
)
 CNc,h(q)Pω
(
x,
t ∧ h
4a
)
.
Hence, since 0 < a < 14 , we deduce that
I1  CNc,h(q)Pω(x, t ∧ h). (2.4)
Let us control I2. We have
I2 = C
∫
Rn
t∫
(t−h)+
∫
B(x,
√
h)∩B(z,√h)
Ga
(
x, t − (t − h)+, z,0)
× Gc
(
y, s, z, (t − h)+)q(y, s)ω(z) dy ds dz
+ C
∫
Rn
t∫
(t−h)+
∫
B(x,
√
h)∩Bc(z,√h)
· · · dzdy ds
= I2,1 + I2,2.
It is easy to see that
I2,1  C
∫
n
Ga
(
x, t − (t − h)+, z,0)ω(z)R
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( t∫
(t−h)+
∫
B(z,
√
h)
Gc
(
y, s, z, (t − h)+)q(y, s) dy ds
)
dz
CNc,h(q)
∫
Rn
Ga(x, t ∧ h, z,0)ω(z) dz.
To reach the last inequality, we use that t max(t, h) = (t − h)+ + h. So
I2,1 CNc,h(q)Pω(x, t ∧ h). (2.5)
To estimate I2,2 we use the inequality
|y − z|√h |y − x|, if y ∈ B(x,√h) ∩ Bc(z,√h),
which implies that Gc(y, s, z, (t − h)+)Gc(y, s, x, (t − h)+). Hence
I2,2 C
( ∫
Rn
Ga
(
x, t − (t − h)+, z,0)ω(z)dz)
×
( t∫
(t−h)+
∫
B(x,
√
h)
Gc
(
y, s, x, (t − h)+)q(y, s) dy ds
)
.
So, we have immediately
I2,2 CNc,h(q)Pω(x, t ∧ h). (2.6)
Combining (2.5) and (2.6) we have
I2  CNc,h(q)Pω(x, t ∧ h). (2.7)
The result is proved by merging (2.4), (2.7) with (2.3). 
Corollary 1. Let 0 < a < 14 . Then there exist constants c,C > 0 such that for each supermedianfunction ω in Rn and for each nonnegative function q in P∞(Rn),
t∫
0
∫
Rn
Ga(x, t, y, s)q(y, s)Pω(y, s) dy ds  CNc,∞(q)Pω(x, t),
for (x, t) ∈ Rn × (0,∞).
Proof. The result holds by letting h → ∞ in Proposition 3. 
In what follows, we denote for any measurable function f on Rn × (0,∞), the potential
Vf (x, t) =
t∫
0
∫
Rn
G(x, t, y, s)f (y, s) dy ds =
t∫
0
Pt−s
(
f (., s)
)
(x) ds.
It is important to note that Corollary 1 clearly indicates the following result.
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such that for each supermedian function ω in Rn we have
V (qPω)(x, t) αqPω(x, t), for (x, t) ∈ Rn × (0,∞).
Proposition 4. Let ω be a supermedian function in Rn satisfying (H0) and q be a nonnegative
function in P∞(Rn) then the family of functions{
(x, t) → Vf (x, t) =
t∫
0
∫
Rn
G(x, t, y, s)f (y, s) dy ds, |f | qPω
}
is equicontinuous in Rn × [0,∞).
Moreover, for each x ∈ Rn we have limt→0 Vf (x, t) = 0, uniformly on f .
Proof. To prove the proposition, it is sufficient to show that the function V (qPω) is continuous
in Rn × [0,∞) and limt→0 V (qPω)(x, t) = 0, for each x ∈ Rn. Let x0 ∈ Rn and t0  0. Given
|x − x0| 1 and 0 t − t0  1, we shall prove that
K(x, t, x0, t0) :=
t∫
0
∫
Rn
∣∣G(x, t, y, s) − G(x0, t0, y, s)∣∣q(y, s)Pω(y, s) dy ds
tends to zero if |x − x0| → 0 and |t0 − t | → 0. Here G(x, t, y, s) = 0 if t < s.
We have clearly
K(x, t, x0, t0)
t∫
0
∫
Rn
∣∣G(x, t, y, s) − G(x0, t, y, s)∣∣q(y, s)Pω(y, s) dy ds
+
t∫
0
∫
Rn
∣∣G(x0, t, y, s) − G(x0, t0, y, s)∣∣q(y, s)Pω(y, s) dy ds,
i.e.
K(x, t, x0, t0)K(x, t, x0, t) + K(x0, t, x0, t0). (2.8)
So the rest of the proof is divided into two steps.
Step 1. We claim that there exist constants c,C > 0 and α ∈ (0,1) such that
K(x, t, x0, t) CNc,4|x−x0|(q)ω(x0) + CNc,9|x−x0|(q)ω(x)
+ C|x − x0|α/2Nc,∞(q)ω(x0). (2.9)
Let r = |x − x0|1/2, then we have
K(x, t, x0, t)

t∫
2 +
∫
B(x ,2r)
∣∣G(x, t, y, s) − G(x0, t, y, s)∣∣q(y, s)Pω(y, s) dy ds
(t−(2r) ) 0
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t∫
(t−(2r)2)+
∫
Bc(x0,2r)
· · · +
(t−(2r)2)+∫
0
∫
Rn
· · ·
= I1 + I2 + I3. (2.10)
First, we will estimate I1. If |y − x0| 2r and r ∈ (0,1], we have
|x − y| |y − x0| + |x − x0| 2r + r2  3r.
So B(x0,2r) ⊂ B(x,3r) and we obtain
I1 
t∫
(t−(2r)2)+
∫
B(x0,2r)
G(x0, t, y, s)q(y, s)Pω(y, s) dy ds
+
t∫
(t−(3r)2)+
∫
B(x,3r)
G(x, t, y, s)q(y, s)Pω(y, s) dy ds
Ha(qPω)
(
x0, t, (2r)2
)+ Ha(qPω)(x, t, (3r)2).
To reach the last inequality, we use that G(x, t, y, s)Ga(x, t, y, s), if 0 < a < 1/4. Now using
Proposition 3, we deduce that
I1  CNc,(2r)2(q)Pω
(
x0, t ∧ (2r)2
)+ CNc,(3r)2(q)Pω(x, t ∧ (3r)2). (2.11)
Secondly, let us control I2. When y ∈ Bc(x0,2r) and (t − (2r)2)+  s  t , we have by [4,
Lemma 6.1] that there exist constants c,C > 0 and α ∈ (0,1) such that∣∣G(x0, t, y, s) − G(x, t, y, s)∣∣ C|x − x0|α/2Gc(x0, t, y, s).
This implies that
I2  C|x − x0|α/2
t∫
(t−(2r)2)+
∫
Bc(x0,2r)
Gc(x0, t, y, s)q(y, s)Pω(y, s) dy ds
 C|x − x0|α/2
t∫
0
∫
Rn
Gc(x0, t, y, s)q(y, s)Pω(y, s) dy ds.
From Corollary 1, we immediately obtain
I2  C|x − x0|α/2Nc,∞(q)Pω(x0, t). (2.12)
Thirdly, we estimate I3. If 0 < s  (t − (2r)2)+, we have by [4, Lemma 6.2]∣∣G(x0, t, y, s) − G(x, t, y, s)∣∣ C|x − x0|α/2Gc(x0, t, y, s).
So similar to the case of I2, we have
I3  C|x − x0|α/2Nc,∞(q)Pω(x0, t). (2.13)
The claim is proved by merging (2.11)–(2.13) with (2.10) and the fact that ω is supermedian.
This ends step 1.
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such that
K(x0, t, x, t0) C
(
Nc,4(t−t0)1/2(q) + (t − t0)α/4Nc,∞(q)
)
ω(x0). (2.14)
Put l = (t − t0)1/2. Then we have
K(x0, t, x0, t0)

t∫
(t−4l)+
∫
B(x0,2l1/2)
∣∣G(x0, t, y, s) − G(x0, t0, y, s)∣∣q(y, s)Pω(y, s) dy ds
+
t∫
(t−4l)+
∫
Bc(x0,2l1/2)
· · · +
(t−4l)+∫
0
∫
Rn
· · ·
= J1 + J2 + J3. (2.15)
First, let us estimate J1. Since t0 < t and G(x0, t0, y, s) = 0 when t0 < s, we can write
J1 
t∫
(t−4l)+
∫
B(x0,2l1/2)
∣∣G(x0, t, y, s)∣∣q(y, s)Pω(y, s) dy ds
+
t0∫
(t0−4l)+
∫
B(x0,2l1/2)
∣∣G(x0, t0, y, s)∣∣q(y, s)Pω(y, s) dy ds.
Let 0 < a < 14 , then we have obviously
J1  CHa(qPω)(x0, t,4l) + Ha(qPω)(x0, t0,4l),
which together with Proposition 3, imply that
J1  CNc,4l (q)Pω(x0, t ∧ 4l). (2.16)
Secondly, we estimate J2. When y ∈ Bc(x0,2l1/2) and (t − 4l)+  s  t , we have by [4,
Lemma 6.3], there exist constants c,C > 0 and α ∈ (0,1) such that∣∣G(x0, t, y, s) − G(x0, t0, y, s)∣∣ C(t − t0)α/4Gc(x0, t, y, s).
This implies that
J2  C(t − t0)α/4
t∫
0
∫
Rn
Gc(x0, t, y, s)q(y, s)Pω(y, s) dy ds.
So, from Corollary 1 we get
J2  C(t0 − t)α/4Nc,∞(q)Pω(x0, t). (2.17)
Thirdly, let us control J3. If 0 < s  (t − 4l)+, we have by [4, Lemma 6.4]∣∣G(x0, t, y, s) − G(x0, t0, y, s)∣∣ C(t − t0)α/4Gc(x0, t, y, s).
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J3  C(t − t0)α/4Nc,∞(q)Pω(x0, t). (2.18)
Combining (2.16)–(2.18) with (2.15) and using the fact that ω is supermedian, the claim is
proved. This completes step 2.
Now, since ω is locally bounded then by letting x to x0 and t to t0 in (2.9) and (2.14), we
deduce that V (qPω) is continuous in Rn × [0,∞).
Finally, since G(x,0, y, s) = 0, for s > 0, we have V (qPω)(x, t) = K(x, t, x,0), which im-
plies from (2.14) that limt→0 V (qPω)(x, t) = 0, for each x ∈ Rn. This completes the proof. 
3. Proof of Theorem 2
First, we need to recall some potential theory tools. Let (Xt , t > 0) be the Brownian motion
in Rn and Px be the probability measure on the Brownian continuous paths starting at x. For a
nonnegative measurable function q in Rn ×R, we denote by Vq the kernel defined by
Vqf (x, t) =
t∫
0
Ex
(
e−
∫ s
0 q(Xr ,t−r) drf (Xs, t − s)
)
ds, (3.1)
where Ex is the expectation on Px . Using Markov property, we have for each nonnegative mea-
surable function q such that V q < ∞, the kernel Vq satisfies the following resolvent equation
V = Vq + Vq(qV ) = Vq + V (qVq). (3.2)
So for each measurable function u in Rn × (0,∞) such that V (q|u|) < ∞, we have(
I − Vq(q.)
)(
I + V (q.))u = (I + V (q.))(I − Vq(q.))u = u. (3.3)
Fore more details, we refer the reader to [1] or [2]. From now on, we fix a nonnegative su-
permedian function ω in Rn satisfying condition (H0). Let u0 verify (H1) and denote by
h(x, t) = Ptu0(x), for x ∈ Rn and t > 0.
We start with the following lemmas which are essential for the proof of Theorem 2.
Lemma 2. The function h is continuous in Rn × (0,∞) and satisfies Vq(qh)  h, for each
nonnegative measurable function q such that V q < ∞.
Proof. First, we claim that h is continuous in Rn × (0,∞). Let c0 be the constant given in (H1).
We write for each t > 0 and x ∈ Rn,
c0Ptω(x) = Pt (c0ω − u0)(x) + Ptu0(x).
So, we deduce the claim from the continuity of the function Pω and the fact that the functions
(x, t) → Pt (c0ω − u0)(x) and (x, t) → Ptu0(x) are lower semicontinuous in Rn × (0,∞).
Now, let fk(x, t) = ke−ktPtu0(x), for k  1. Then for each k  1, we have
Vfk(x, t) =
t∫
0
ke−ksPt−s(Psu0)(x)ds
= (1 − e−kt)Ptu0(x).
1286 H. Mâagli et al. / J. Math. Anal. Appl. 333 (2007) 1272–1289This implies that for each (x, t) ∈ Rn × (0,∞),
h(x, t) = Ptu0(x) = sup
k1
Vfk(x, t).
On the other hand, by (3.2) we have Vq(qVfk) Vfk , for each k  1. So by letting k → ∞, we
obtain that Vq(qh) h. 
Lemma 3. For each nonnegative function q in P∞(Rn), we have
exp
(−c20αq)h h − Vq(qh) h,
where c0 and αq are the constants given respectively in (H1) and Corollary 2.
Proof. The upper inequality is obviously satisfied. To prove the lower one, we consider the
function γ (λ) = h(x, t) − λVλq(qh)(x, t), for λ > 0. Then by Lemma 2 and (3.1), the function
γ is completely monotone on [0,∞) which implies that Logγ is convex on [0,∞). It follows
that
γ (0) γ (1) exp
(
−γ
′(0)
γ (0)
)
.
This yields
h(x, t)
(
h − Vq(qh)
)
(x, t) exp
(
V (qh)(x, t)
h(x, t)
)
. (3.4)
Now, by hypothesis (H1) and Corollary 2, we have
V (qh)(x, t)
h(x, t)
 c20
V (qPω)(x, t)
Pω(x, t)
 c20αq,
which together with (3.4) gives the result. 
Proof of Theorem 2. We shall convert the problem (1.1) into suitable integral equation. So we
aim to show an existence result for the equation
u + V (uϕ(., u))= h on Rn × (0,∞). (3.5)
To simplify the writing, we denote q := qc0 the function in P∞(Rn) given in hypothesis (H3)
and we put c := c20αq .
We consider the closed convex set
Λ = {u measurable function in Rn × (0,∞): e−ch u h}.
Since ω is supermedian in Rn then using (H1), we have for each u ∈ Λ,
u h c0Pω c0ω.
Thus (H3) implies that
0 ϕ(., u) q. (3.6)
We define the operator T on Λ by
T u(x, t) = h(x, t) − Vq(qh)(x, t) + Vq
[(
q − ϕ(., u))u](x, t).
We want to show that the operator T has a fixed point u in Λ. To this end, we first prove that
TΛ ⊂ Λ. Indeed, for u ∈ Λ we have
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and from (3.6) and Lemma 3, we have
T u(x, t) h(x, t) − Vq(qh)(x, t) e−ch(x, t).
Next, we prove that T is nondecreasing on Λ. Let u,v ∈ Λ such that u v, then using (H3) we
deduce that
T v − T u = Vq
[(
q − ϕ(., v))v − (q − ϕ(., u))u] 0.
Now, we consider the sequence (vk) defined by
v0 = e−ch and vk+1 = T vk, for k ∈ N.
Since TΛ ⊂ Λ, then from the monotonicity of T , we immediately obtain
v0  v1  · · · vk  vk+1  h.
Hence by (H3) and the dominated convergence theorem, the sequence (vk) converges to a func-
tion u ∈ Λ which satisfies
u = (h − Vq(qh))+ Vq[(q − ϕ(., u))u],
which means(
I − Vq(q.)
)
u + Vq
(
ϕ(., u)u
)= (I − Vq(q.))h.
So applying the operator (I + V (q.)) on both sides of the last equality, we deduce by (3.2) and
(3.3) that u is a solution of (3.5).
To achieve the proof, we need to show that u is a solution of (1.1). Going back to (3.6) we
have
0 uϕ(., u) qh c0qPω.
So uϕ(., u) is in L1loc(R
n × (0,∞)) and by Proposition 4, V (uϕ(., u)) ∈ C(Rn × (0,∞)).
Now, returning to the integral equation (3.5). Since, by Lemma 2, the function h is continuous,
we deduce that u is continuous on Rn × (0,∞). Furthermore, applying the heat operator − ∂
∂t
in (3.5), u is clearly a positive solution (in the sens of distributions) of
u − uϕ(., u) − ∂u
∂t
= 0 in Rn × (0,∞),
satisfying (1.3).
Finally by Proposition 4 and (H1), it follows from (3.5) that limt→0 u(x, t) = u0(x), x ∈ Rn.
So u is the desired solution of the problem (1.1). 
4. Examples
First, we will give an example of nonbounded supermedian function satisfying (H0). To
achieve this, we recall the following definition. A nonnegative superharmonic function p is called
a potential if the constant zero is the only nonnegative harmonic minorant of p. So if p is a po-
tential and ω is a nonnegative superharmonic function then obviously min(p,ω) is a potential.
Moreover, if p is a potential in Rn (n 3), then there exists a nonnegative measure μ on Rn
such that p(x) = ∫ n 1 n−2 μ(dy) (see [3, Chapter 6]).R |x−y|
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αp
|x−ep |n−2  2
−p for x ∈ Bc(ep, 12 ). Let ω(x) =
∑∞
p=1 min(p,
αp
|x−ep |n−2 ), then ω is a nonbounded
continuous potential satisfying (H0).
Proof. It is clear that the function ω is nonbounded. Indeed, for each k ∈ N∗, we have that
ω(ek) = k +
∑
p =k
min
(
p,
αp
|ek − ep|n−2
)
 k.
Further, we claim that ω is a continuous function on Rn. To prove the claim, let k ∈ N∗ and
x ∈ B(0, k), then we have
ω(x)
k∑
p=1
p +
∞∑
p=k+1
1
2p
 kp + 1.
This proves that ω is a locally bounded and the series of functions
∑∞
p=1 min(p,
αp
|x−ep |n−2 )
converges normally in B(0, k), for each k ∈ N∗. So from the continuity of the function x →
min(p, αp|x−ep |n−2 ), we deduce that ω is continuous on R
n
.
Now, let us prove that ω is a potential. Since for each p  1, the constant function p
is harmonic and the function x → 1|x−ep |n−2 is a potential, then it is for the function x →
min(p, αp|x−ep |n−2 ). Hence, there exists a nonnegative measure μp such that min(p,
αp
|x−ep |n−2 ) =∫
Rn
1
|x−y|n−2 μp(dy), which implies that
ω(x) =
∫
Rn
1
|x − y|n−2 μ(dy),
where μ =∑∞p=1 μp . That is ω is a potential.
Finally, it remains to prove that the function (x, t) → Ptω(x) is continuous on Rn × (0,∞).
Using Chapman–Kolmogorov property, we have
Ptω(x) =
∞∫
t
∫
Rn
G(x, s, y,0)μ(dy)ds.
So we can write that
ω(x) = Ptω(x) +
t∫
0
∫
Rn
G(x, s, y,0)μ(dy)ds.
Since the functions (x, t) → Ptω(x) and (x, t) →
∫ t
0
∫
Rn
G(x, s, y,0)μ(dy)ds are lower semi-
continuous on Rn × (0,∞), it follows from the continuity of ω that (x, t) → Ptω(x) is continu-
ous on Rn × (0,∞). This ends the proof. 
As an applications of Theorem 2, we give the following examples.
Example 1. Let 1 p < ∞ and r  1 such that 1
p
+ 1
r
= 1. Let s > np2 and λ < 2p − ns < μ. For
a ∈ Ls(Rn) and g ∈ Lr(R), we define the function q by
q(x, t) = a(x)
λ μ−λ g(t).|x| (1 + |x|)
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Now, let γ > 0 and ω be a supermedian function satisfying (H0). So if u0 verifies (H1) and f
is a nonnegative measurable function such that
f (x, t) ω−γ (x)
∣∣q(x, t)∣∣
we have by Theorem 2 that the problem{
u − f (x, t)uγ+1 − ∂u
∂t
= 0 in Rn × (0,∞),
u(x,0) = u0(x), x ∈ Rn,
(4.1)
has a positive continuous solution u in Rn × (0,∞) satisfying for each t > 0, x ∈ Rn,
c
∫
Rn
G(x, t, y,0)u0(y) dy  u(x, t)
∫
Rn
G(x, t, y,0)u0(y) dy, (4.2)
where c ∈ (0,1).
Example 2. Taking ω(x) = min(1, 1|x|n−2 ) and using that aba+b min(a, b) 2 aba+b , the function
u0(x) = 11+|x|n−2 satisfies 12ω u0  ω. Furthermore, since u0 is a bounded continuous function
on Rn then u0 satisfies (H1). Let a and g chosen as in Example 1 and f be a nonnegative
measurable function which satisfies
f (x, t) |a(x)||x|λ(1 + |x|)μ−λ−γ (n−2)
∣∣g(t)∣∣,
then the problem (4.1) has a positive continuous solution u in Rn × (0,∞) satisfying (4.2).
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