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Re´sume´. La marche ale´atoire centrifuge est un processus de Markov dans l’es-
pace euclidien dont les transitions sont celles d’une marche ale´atoire syme´rique
ordinaire perturbe´es par une de´rive centrifuge. Nous e´tudions le comportement
de ce processus en moyenne, en loi et par trajectoires individuelles quand le
temps tend vers l’infini.
Abstract. The centrifugal random walk is a Markov process in the Euclidean
space whose transition probabilities are those of an ordinary symemetric ran-
dom walk perturbated by a centrifugal drift. We study the behaviour of this
process in the mean, in law and on individual trajectories when times goes to
infinity.
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Introduction
L’objet de cet article est l’e´tude du comportement en temps grand d’une marche
ale´atoire dans l’espace euclidien, soumise a` une de´rive centrifuge. L’e´tude pre´cise
de cette chaˆıne de Markov est justifie´e par une double motivation. D’une part la
question est apparue en dehors du champ usuel du Calcul des Probabilite´s, d’autre
part elle conduit a` des re´sultats mathe´matiques significatifs, et a` quelques proble`mes
ouverts.
Pre´sentation de la chaˆıne e´tudie´e, sur un exemple simple. Nous con-
side´rons des processus markoviens a` temps discret, dont les transitions sont gou-
verne´es par celles d’une marche ale´atoire classique perturbe´es par une de´rive cen-
trifuge. La loi de la marche ale´atoire et la perturbation sont soumises a` des condi-
tions de syme´trie. Ces processus peuvent eˆtre a` transitions discre`tes ou continues,
ils peuvent vivre dans un re´seau ou dans l’espace euclidien tout entier. Le cadre
ge´ne´ral est pre´cise´ment de´crit dans la premie`re section de l’article.
Pre´sentons ici l’exemple le plus simple de ces marches ale´atoires centrifuges.
Nous partons de la marche ale´atoire simple sur le re´seau Zd, que nous perturbons
pour imposer une de´rive centrifuge. Pour e´viter les formules trop lourdes plac¸ons
nous en dimension d = 2. Soit a un parame`tre re´el fixe´ entre 0 et 1. La marche
centrifuge plane aux plus proches voisins est une chaˆıne de Markov sur Z2 dont les
transitions sont gouverne´es par les probabilite´s suivantes :
P ((0, 0), (1, 0)) = P ((0, 0), (−1, 0)) = P ((0, 0), (0, 1)) = P ((0, 0), (0,−1)) = 1
4
et, si (x, y) ∈ Z2, avec (x, y) 6= (0, 0), en notant ρ :=
√
x2 + y2,
P ((x, y), (x+ 1, y)) =
1
4
(
1 + a
x
ρ
)
, P ((x, y), (x− 1, y)) = 1
4
(
1− ax
ρ
)
,
P ((x, y), (x, y + 1)) =
1
4
(
1 + a
y
ρ
)
, P ((x, y), (x, y − 1)) = 1
4
(
1− ay
ρ
)
.
L’accroissement moyen d’un pas de cette chaˆıne a` partir du point (x, y) non nul est
a
2ρ (x, y). La de´rive est donc centrifuge et d’intensite´ constante.
Pour e´viter les proble`mes d’arithme´ticite´ lie´s a` cet exemple, et pour ame´liorer
l’isotropie de cette marche centrifuge le mode`le d’une marche aux huit plus proches
voisins a aussi e´te´ propose´. En voici une description rapide. On fixe cette fois deux
parame`tres a et r compris entre 0 et 1. Les probabilite´s de transition s’e´crivent
P ((0, 0), (x, y)) =
r
4
si |x|+ |y| = 1 ,
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P ((0, 0), (x, y)) =
1− r
4
si |x| = |y| = 1 ,
et, si (x, y) ∈ Z2, (x, y) 6= (0, 0), en notant ρ :=
√
x2 + y2,  = ±1, ′ = ±1,
P ((x, y), (x+ , y)) =
r
4
(
1 + a
x
ρ
)
,
P ((x, y), (x, y + )) =
r
4
(
1 + a
y
ρ
)
,
P ((x, y), (x+ , y + ′)) =
1− r
4
(
1 + a
x+ ′y
2ρ
)
.
Me´thodes et re´sultats. Notre objectif est la description du comportement asymp-
totique de ces chaˆınes de Markov. Elles sont transientes. Leur vitesse de fuite
a` l’infini est connue puisque nous de´montrons une loi des grands nombres et un
the´ore`me limite central pour la norme de la marche. Nous de´montrons aussi
que, presque suˆrement, la marche centrifuge s’e´chappe a` l’infini dans une direc-
tion pre´cise, et que norme et direction sont asymptotiquement inde´pendantes. Les
principaux re´sultats sont rassemble´s dans la Section 1.4.
Les the´ore`mes limites pour martingales constituent notre principal outil. Nous
utilisons en particulier un the´ore`me limite central uniforme pour une famille de
martingales, que nous pre´sentons en appendice.
Nous laissons ouvertes quelques questions qui nous semblent inte´ressantes, autour
de la loi limite de la direction de la marche et autour du the´ore`me limite local.
Motivations. Le sujet trouve son origine dans les travaux mene´s par le premier
auteur pour construire dans un espace discret une cine´matique a` partir de laquelle
une machine de Turing pourrait simuler les lois de la physique.
La marche ale´atoire centrifuge sur le re´seau Zd a e´te´ introduite comme un
mode`le d’onde circulaire dans un espace physique discret. Les re´sultats de´crits
dans cette article – vitesse de fuite, isotropie, convergence en loi – confortent le
choix du mode`le. L’onde circulaire est ainsi repre´sente´e par un proce´de´ aise´ment
imple´mentable sur un ordinateur.
Liens avec des travaux ante´rieurs. Nous soulignons la similarite´ entre les
re´sultats que nous obtenons et ceux concernant le comportement asymptotique
du mouvement brownien sur une varie´te´ d’Hadamard dont la courbure section-
nelle satisfait certaines conditions de pincement ou de de´croissance a` l’infini. De
nombreux auteurs ce sont inte´resse´ a` cette question depuis le travail initiateur de
Jean-Jacques Prat [10] en 1975. Citons plus particulie`rement les travaux de Pei Hsu
et Peter March [6] ou` il est montre´ que le mouvement brownien converge presque-
suˆrement en direction et que le support de la loi limite de l’angle est la sphe`re toute
entie`re (on trouvera aussi dans cet article des re´fe´rences pre´cises sur ce sujet). Le
mode`le a` temps discret que nous proposons ici pre´sente une certaine syme´trie radi-
ale, notamment lorsque la mesure µ est invariante par rotation, et les re´sultats du
paragraphe 3 sont alors a` rapprocher de ceux de P. Hsu et P. March ; ne´anmoins les
me´thodes sont tre`s diffe´rentes, ces auteurs utilisant de fac¸on essentielle l’ellipticite´
de l’ope´rateur de Laplace-Beltrami.
Notons aussi le travail de David Kendall [7] concernant l’e´tude d’une diffusion
centripe`te permettant de mode´liser les migrations d’oiseaux ; le fait que le module
4 JEAN-DENIS FOUKS, EMMANUEL LESIGNE ET MARC PEIGNE´
du mouvement brownien soit un processus de Bessel intervient de fac¸on essentielle
dans l’e´tude de cette diffusion.
Enfin, l’e´tude fine du comportement en direction de la marche ale´atoire cen-
trifuge achoppe rapidement sur la question difficile de l’estimation de la probabilite´
de retour dans un compact d’une marche ale´atoire centre´e conditionne´e a` rester
jusqua` l’instant n ≥ 1 dans un coˆne C fixe´. Lorsque C et son comple´mentaire sont
des semi-groupes, cette question a e´te´ re´solue par diffe´rents auteurs, notamment
dans [8], graˆce a` la factorisation de Wiener-Hopf. Le cas d’un coˆne d’amplitude
quelconque est beaucoup plus de´licat a` traiter. Si pour le mouvement brownien
de nombreux re´sultats existent (citons par exemple [12]), il n’en est pas de meˆme
pour une marche ale´atoire quelconque et seules quelques re´ponses partielles ont e´te´
obtenues ; en particulier, il existe une minoration “polynomiale” de la de´croissance
de la probabilite´ que la marche ale´atoire reste dans C jusqu’a` l’instant n ≥ 1 (voir
[13]) mais a` notre connaissance, le proble`me reste ouvert si l’on impose en plus a`
la marche de revenir a` l’instant n dans un compact fixe´. Nous pre´ciserons cette
question dans le paragraphe 5 de l’article, ainsi que d’autres proble`mes ouverts.
1. La marche centrifuge
1.1. Pre´sentation du mode`le. Soit d un nombre entier > 0. Nous noterons
< ·, · > et ‖ · ‖ le produit scalaire et la norme usuels de l’espace Rd.
Nous nous proposons d’e´tudier le comportement asymptotique d’une marche
ale´atoire sur Rd perturbe´e par une de´rive centrifuge. Soit µ une mesure de proba-
bilite´ sur Rd qui repre´sentera la loi de la marche non perturbe´e, et soit a une
fonction de R+ dans lui-meˆme qui repre´sentera un parame`tre de la perturbation.
On conside`re la probabilite´ de transition de´finie sur Rd par
(1) P (x, x+ dy) :=
(
1 + a (‖y‖) < x, y >‖x‖
)
µ(dy) .
(Pour x = 0 la formule (1) doit se lire simplement P (0,dy) = µ(dy). Cette conven-
tion sera utilise´e dans l’ensemble de nos calculs.)
La marche centrifuge est la chaˆıne de Markov associe´e a` cette probabilite´ de
transition.
Pour que la formule (1) de´finisse effectivement une probabilite´ de transition il
est ne´cessaire que pour chaque x dans Rd, la fonction y 7→ 1 + a (‖y‖) <x,y>‖x‖ soit
une densite´ de probabilite´ pour la mesure µ. C’est pourquoi nous devons imposer,
outre la mesurabilite´ de la fonction a, les deux conditions suivantes
(2) pour µ-presque tout y, ‖y‖ · a (‖y‖) ≤ 1 ,
(3)
∫
y · a (‖y‖) µ(dy) = 0 .
Nous imposons e´galement a` la marche non perturbe´e d’eˆtre non de´ge´ne´re´e, a` pas
borne´s et syme´trique par rapport a` l’origine. Autrement dit, on suppose que :
(4)
la probabilite´ µ est a` support borne´ et est distincte de la masse de Dirac en ze´ro.
et
(5) pour toute fonction f µ-inte´grable et impaire,
∫
f(y) µ(dy) = 0 .
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Pour mener a` bien notre e´tude, nous imposons aussi une condition d’isotropie
a` la marche non perturbe´e : nous supposons que la variance de la projection de
l’accroissement sur une direction quelconque est inde´pendante de cette direction.
Cela se traduit par l’existence d’une constante m′ telle que, pour tout ~u sur la
sphe`re unite´ de Rd,
(6) m′ :=
∫
< y, ~u >2 µ(dy) .
(Bien suˆr, cette condition assure que le support de la marche ale´atoire de loi µ issue
de l’origine n’est pas contenu dans un sous-espace vectoriel propre de l’espace Rd.)
Enfin, nous imposons les deux conditions suivantes. Si ~u et ~v sont orthogonaux
dans Rd, alors
(7)
∫
< y, ~u >< y,~v > a (‖y‖) µ(dy) = 0 .
Le nombre
(8) m :=
∫
< y, ~u >2 a (‖y‖) µ(dy)
est inde´pendant du choix de ~u sur la sphe`re unite´ de Rd.
Compte tenu de l’hypothe`se de syme´trie (5), la condition (7) indique que l’accrois-
sement moyen de la marche perturbe´e est centrifuge (ie l’accroissement moyen de
la marche issue de x est coline´aire a` x), et la condition (8) indique que l’intensite´
de cet accroissement est constant (e´gal a` m).
Nous voulons que la perturbation centrifuge de la marche soit non triviale. Nous
excluons donc le cas ou`, pour µ-presque tout y 6= 0, on a a(‖y‖) = 0. Ainsi on aura
toujours m > 0.
Les conditions (3), (4), (5), (6), (7) et (8) sont e´videmment satisfaites par les
probabilite´s invariantes par les isome´tries vectorielles de Rd. Elles le sont aussi,
quelque soit le choix de la fonction a, par les probabilite´s discre`tes uniforme´ment
distribue´es sur les vecteurs d’une base orthonorme´e et leurs oppose´s. Ces six con-
ditions sont pre´serve´es par les similitudes de l’espace vectoriel euclidien Rd. Un
barycentre (discret ou continu) de probabilite´s ve´rifiant ces conditions les ve´rifie
encore.
Exemples. Les exemples pre´sente´s dans l’introduction entrent dans ce cadre
ge´ne´ral. Plac¸ons nous en dimension d = 2. Si les transitions de la chaˆıne se
font aux quatre plus proches voisins (on a µ = 14 (δ(1,0) + δ(0,1) + δ(−1,0) + δ(0,−1))),
alors m = 12a(1) et m
′ = 12 . Si les transitions de la chaˆıne se font aux huit plus
proches voisins (on a
µ = r4
(
δ(1,0) + δ(0,1) + δ(−1,0) + δ(0,−1)
)
+ 1−r4
(
δ(1,1) + δ(−1,1) + δ(1,−1) + δ(−1,−1)
)
ou` r est un parame`tre entre 0 et 1), alors m = r2a(1)+ (1− r)a(
√
2) et m′ = 1− r2 .
1.2. Quelques notations. Notons (Xn)n≥0 la chaˆıne de Markov a` valeurs dans
Rd associe´e a` la probabilite´ de transition P de´finie par (1), ou` la probabilite´ µ et la
fonction a ve´rifient l’ensemble des conditions pre´ce´dentes de (2) a` (8). On a, pour
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toute fonction mesurable borne´e f sur Rd,
E [f(Xn+1) | X0, X1, . . . , Xn] = E [f(Xn+1) | Xn]
=
∫
f(Xn + y)
(
1 + a (‖y‖) < Xn, y >‖Xn‖
)
µ(dy) .
La loi du processus (Xn)n≥0 est entie`rement de´termine´e par la loi des transitions
et par la distribution ν de la variable ale´atoire X0. Nous noterons alors Pν la
probabilite´ sur l’espace des re´alisations et Eν l’espe´rance associe´e.
Nous noterons ρn := ‖Xn‖ et −→Xn := 1
ρn
Xn, la norme et la direction du proces-
sus.
Si la distribution initiale ν de la chaˆıne est une masse de Dirac, c’est-a`-dire si la
variable ale´atoire X0 est constante, la probabilite´ Pν sera note´e Pρ0,−→X0 .
Nous noterons Fn la tribu engendre´e par les variables ale´atoires X0, X1, . . . , Xn.
Nous noterons V :=
∫
‖y‖2 µ(dy).
Nous noterons enfin M1 l’ensemble des mesures de probabilite´ sur Rd.
1.3. Hypothe`ses de non-de´ge´ne´rescence. Avant d’e´noncer les principaux re´sul-
tats de´crivant le comportement en temps grand de la marche centrifuge, nous devons
distinguer deux situations de´ge´ne´re´es propres a` la dimension 1.
• Dans le cas ou` d = 1, ou` la probabilite´ µ est porte´e par deux points yo > 0 et
son oppose´ −yo, et ou` a(yo) = 1‖yo‖ , la marche centrifuge est de´terministe
de`s qu’elle a quitte´ l’origine : elle passe de 0 a` ±yo avec probabilite´ 12 , mais
elle passe suˆrement de x a` x + yo pour tout x > 0, et de x a` x − yo pour
tout x < 0. Ce cas particulier sera appele´ le premier cas de´ge´ne´re´.
Les hypothe`ses (2), (6) et (8), associe´es a` l’ine´galite´ de Cauchy-Schwarz
entraˆınent que, en dehors du premier cas de´ge´ne´re´, on a toujours m′ > m2.
• Dans le cas ou` d = 1 et ou` a(‖y‖) = 1‖y‖ pour µ-presque tout y non nul,
la marche centrifuge s’e´loigne suˆrement de l’origine de`s qu’elle l’a quitte´e.
Ce cas particulier sera appele´ le second cas de´ge´ne´re´.
1.4. Principaux re´sultats.
The´ore`me 1. [Loi des grands nombres pour la norme] Quelle que soit la distribu-
tion initiale de la chaˆıne, la suite
(
1
n
ρn
)
tend vers la constante m quand n tend
vers l’infini. Plus pre´cise´ment, pour tout  > 0, on a
(9) lim
n→∞n
1− Eν
[(
1
n
(ρn − ρ0)−m
)2]
= 0 uniforme´ment en ν ∈M1 ,
et, Pν-presque suˆrement
(10) lim
n→∞n
1
2−
(
1
n
ρn −m
)
= 0 .
The´ore`me 2. [TLC pour la norme] Quelle que soit la distribution initiale de la
chaˆıne, la suite
(
1√
n
(ρn − nm)
)
converge en loi vers une gaussienne centre´e de
variance m′−m2. En dehors du premier cas de´ge´ne´re´, cette variance est non nulle,
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et la convergence en loi de
(
1√
n
(ρn − ρ0 − nm)
)
est uniforme en la distribution
initiale. Autrement dit, on a
lim
n→∞ supν∈M1,t∈R
∣∣∣∣∣Pν
[
1√
n(m′ −m2) (ρn − ρ0 − nm) ≤ t
]
− 1√
2pi
∫ t
−∞
e−s
2/2 ds
∣∣∣∣∣ = 0.
The´ore`me 3. [Convergence de la direction] Quelle que soit la distribution initiale,
la suite (
−→
Xn) converge presque suˆrement vers une variable ale´atoire
−→
X∞.
The´ore`me 4. [Loi limite de la direction] En dehors du second cas de´ge´ne´re´, et
quelle que soit la distribution initiale, le support de la loi de la variable ale´atoire−→
X∞ est la sphe`re de Rd toute entie`re.
The´ore`me 5. [Inde´pendance asymptotique de la norme et de la direction] Quelle
que soit la distribution initiale, le couple(
ρn − nm√
n
,
−→
Xn
)
converge en loi vers
(
Z,
−→
X∞
)
, ou` la variable ale´atoire Z est inde´pendante de
−→
X∞
et suit la loi gaussienne N (0,m′ −m2).
2. Comportement en norme
2.1. Estimations de moments. Dans cette section nous donnons des estimations
utiles de l’espe´rance, la variance et la transforme´e de Laplace du module ρn de Xn.
Proposition 1. On a
(11) E
[
ρ2n+1 | Fn
]
= ρ2n + 2mρn + V .
Pour tout  > 0, il existe α > 0 tel que, pour tout ν ∈M1 et pour tout n ≥ 0,
(12) nm ≤ Eν [ρn − ρ0] ≤ nm+ αn .
On a
(13) E [ρn+1 | Fn] = ρn +m+ V −m
′
2ρn
+O
(
1
ρ2n
)
,
ou` le O est uniforme en l’ale´a.
Enfin pour tout  > 0, il existe β > 0 tel que, pour tout ν ∈M1 et pour tout n ≥ 0,
(14) Varν [ρn − ρ0] ≤ βn1+ .
(On note bien suˆr ici Varν la variance sous la probabilite´ Pν . Dans les de´mons-
trations, nous utiliserons les notations d’espe´rance E, de probabilite´ P et de variance
Var pour des calculs sur la chaˆıne de Markov avec distribution initiale arbitraire.)
De´monstration. On a
ρ2n+1 = ‖Xn + (Xn+1 −Xn)‖2 = ρ2n + ‖Xn+1 −Xn‖2 + 2 < Xn, Xn+1 −Xn > .
D’ou`
E
[
ρ2n+1 | Fn
]
=
∫ (
ρ2n + ‖y‖2 + 2 < Xn, y >
) (
1 + a(‖y‖) < −→Xn, y >
)
µ(dy) .
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En de´veloppant cette expression et en utilisant la condition de syme´trie (5), on
obtient
E
[
ρ2n+1 | Fn
]
= ρ2n +
∫
‖y‖2 µ(dy) + 2ρn
∫
a(‖y‖) < −→Xn, y >2 µ(dy) .
Ce qui est exactement la formule (11).
On a
ρ2n+1 ≥ ρ2n + ‖Xn+1 −Xn‖2
(
< Xn, Xn+1 −Xn >
‖Xn‖ · ‖Xn+1 −Xn‖
)2
+ 2 < Xn, Xn+1 −Xn > ,
c’est-a`-dire ρ2n+1 ≥
(
ρn+ <
−→
Xn, Xn+1 −Xn >
)2
. On en de´duit que
ρn+1 ≥ ρn+ < −→Xn, Xn+1 −Xn > ,
puis que
E [ρn+1 | Fn] ≥
∫ (
ρn+ <
−→
Xn, y >
)(
1 + a(‖y‖) < −→Xn, y >
)
µ(dy) .
En de´veloppant cette expression et en utilisant a` nouveau la syme´trie de la mesure
et la formule (8) on obtient
(15) E [ρn+1 | Fn] ≥ ρn +m ,
d’ou` l’on de´duit imme´diatement la premie`re ine´galite´ de (12).
De´montrons la seconde ine´galite´ de (12). On a
E
[
(ρn+1 − ρ0)2 | Fn
]
= E
[
ρ2n+1 | Fn
]− 2ρ0E [ρn+1 | Fn] + ρ20 .
En utilisant (11) et (15), on en de´duit que
E
[
(ρn+1 − ρ0)2 | Fn
] ≤ ρ2n + 2mρn + V − 2ρ0(ρn +m) + ρ20 .
ce qui entraˆıne successivement
E
[
(ρn+1 − ρ0)2 | Fn
] ≤ (ρn − ρ0)2 + 2m(ρn − ρ0) + V ,
E
[
(ρn+1 − ρ0)2
] ≤ E [(ρn − ρ0)2]+ 2mE [ρn − ρ0] + V ,
(16) E
[
(ρn − ρ0)2
] ≤ 2m n−1∑
k=1
E[ρk − ρ0] + nV ,
et
(E [ρn − ρ0])2 ≤ 2m
n−1∑
k=1
E[ρk − ρ0] + nV .
La seconde ine´galite´ de (12) se de´duit alors du lemme suivant.
Lemme 1. Soit (un)n≥1 une suite re´elle telle que, pour tout n,
u2n ≤ 2m
n−1∑
k=1
uk + nV .
Alors, pour tout n et tout  > 0,
un ≤ nm+ 2(1 + )
m
(
V −m2)n .
E´TUDE ASYMPTOTIQUE D’UNE MARCHE ALE´ATOIRE CENTRIFUGE 9
On aura remarque´, par une simple application de l’ine´galite´ de Cauchy-Schwarz,
que V > m2. La ve´rification de ce lemme est laisse´e au lecteur.
De´montrons a` pre´sent l’estimation (13). On a
E [ρn+1 | Fn] =
∫ √
ρ2n + ‖y‖2 + 2 < Xn, y >
(
1 + a(‖y‖) < −→Xn, y >
)
µ(dy) .
En utilisant le de´veloppement limite´√
ρ2 + ‖y‖2 + 2ρ < ~u, y > = ρ+ < ~u, y > +‖y‖
2
2ρ
− < ~u, y >
2
2ρ
+O
(
1
ρ2
)
,
(dans lequel le O est uniforme en ~u sur la sphe`re unite´ et en y dans une partie
borne´e de l’espace Rd), en de´veloppant l’inte´grale et en utilisant la proprie´te´ de
syme´trie de µ, on obtient bien
E [ρn+1 | Fn] = ρn +m+ V2ρn −
m′
2ρn
+O
(
1
ρ2n
)
,
dans lequel le O est uniforme en l’ale´a. C’est le re´sultat annonce´.
Cherchons enfin une estimation de la variance. En utilisant successivement (16)
et (12), on peut e´crire
Var(ρn − ρ0) = E
[
(ρn − ρ0)2
]− E [ρn − ρ0]2
≤ 2m
n−1∑
k=1
E [ρk − ρ0] + nV − E [ρn − ρ0]2
≤ 2m
n−1∑
k=1
(km+ αk) + nV − (nm)2 = (V −m2)n+ 2mα
n−1∑
k=1
k
= O(n1+) .
Cela ache`ve la de´monstration de la proposition. 
Notons sous forme d’un lemme une conse´quence utile de la proposition 1.
Lemme 2. Soit (Wn) une suite de variables ale´atoires positives de´finies sur l’espace
canonique associe´ a` la chaˆıne de Markov. S’il existe c > 0 tel que, pour tout n, on
ait
Wn < c et Wn < c/ρn ,
alors, pour tout  > 0, il existe γ > 0 tel que, pour tout ν ∈M1 et pour tout n,
Eν [Wn] ≤ γn−1+ .
De´monstration. On a
P
[
Wn >
2c
nm
]
≤ P
[
ρn <
nm
2
]
≤ P
[
ρn − ρ0 < nm2
]
.
En utilisant l’estimation de l’espe´rance (12) et l’estimation de variance (14), ainsi
que l’ine´galite´ de Bienayme´-Tchebychev, on en de´duit que
P
[
Wn >
2c
nm
]
≤ P
[
E [ρn − ρ0]− (ρn − ρ0) > nm2
]
≤ 4
n2m2
Var[ρn − ρ0]
= O(n−1+) ,
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uniforme´ment en la distribution initiale.
Puisque les variables Wn sont uniforme´ment borne´es par c, on a
E [Wn] ≤ cP
[
Wn >
2c
nm
]
+
2c
nm
.
Cela permet de conclure que E [Wn] = O(n−1+), uniforme´ment en la distribution
initiale. 
Nous noterons Sd−1 la sphe`re unite´ de l’espace euclidien Rd.
Proposition 2. Il existe λ > 0 et γ < 1 tels que, pour tout (ρ, ~u) ∈ R+ × Sd−1 et
pour tout n ∈ N,
Eρ,~u
[
e−λρn
] ≤ γne−λρ .
De´monstration. Graˆce a` la proprie´te´ de Markov, il suffit de de´montrer qu’il existe
λ > 0 et γ < 1 tels que, pour tout (ρ, ~u) ∈ R+ × Sd−1,
(17) Eρ,~u
[
e−λρ1
] ≤ γe−λρ .
Pour ~u ∈ Sd−1, notons µ~u la mesure de densite´ y 7→ 1+a(‖y‖) < y, ~u > par rapport
a` la mesure µ. On a
Eρ,~u
[
e−λ(ρ1−ρ)
]
=
∫
e−λ(
√
ρ2+‖y‖2+2ρ<y,~u>−ρ) µ~u(dy) ≤
∫
e−λ<y,~u> µ~u(dy) .
Cette dernie`re quantite´ est la transforme´e de Laplace de µ~u e´value´e en λ~u, que l’on
note L~u(λ).
On a L~u(0) = 1 et L′~u(0) = −
∫
< y, ~u > µ~u(dy). En utilisant (5) et (8), on
voit que L′~u(0) = −m < 0.
On a L′′~u(λ) =
∫
< y, ~u >2 e−λ<y,~u> µ~u(dy), et cette quantite´ est uniforme´ment
borne´e par rapport a` ~u et λ ≥ 0 puisque le support de µ est borne´. La famille (L′~u)
est donc e´quicontinue sur R+.
En conse´quence, il existe λ > 0 tel que γ := sup~u∈Sd−1 L~u(λ) < 1. Nous avons
e´tabli (17).

2.2. Loi des grands nombres.
De´monstration du the´ore`me 1. Soit  > 0. D’apre`s la proposition 1, on a
Var
[
1
n
(ρn − ρ0)
]
= O
(
n−1+
)
et
∣∣∣∣E [ 1n (ρn − ρ0)
]
−m
∣∣∣∣ = O (n−1+) .
Puisque(
E
[(
1
n
(ρn − ρ0)−m
)2])1/2
≤
(
Var
[
1
n
(ρn − ρ0)
])1/2
+
∣∣∣∣E [ 1n (ρn − ρ0)
]
−m
∣∣∣∣ ,
l’affirmation (9) est e´tablie.
Pour e´tablir la convergence ponctuelle avec vitesse, nous allons utiliser un argu-
ment de martingale. Posons
Yn+1 := ρn+1 − E [ρn+1 | Fn] et Zn+1 := E [ρn+1 | Fn]− ρn −m .
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La suite (Yn) est une suite d’accroissements de martingales uniforme´ment borne´s,
car Yn+1 = ρn+1 − ρn − E [ρn+1 − ρn | Fn]. La martingale
(∑n
k=1 k
− 12−Yk
)
est
borne´e en moyenne quadratique, donc presque suˆrement convergente. Le lemme de
Kronecker permet de conclure que, presque suˆrement,
limn−
1
2−
n∑
k=1
Yk = 0
Les variables ale´atoires Zn sont uniforme´ment borne´es et, d’apre`s (13), il existe
une constante c > 0 telle que, pour tout n, on ait |Zn| < c/ρn. Le lemme 2 permet
d’affirmer que E [|Zn|] = O(n−1+). Cela e´tant vrai pour tout  > 0, on en de´duit
successivement que
la se´rie
∑
n≥1
E
[
n− |Zn|
]
est convergente ,
la se´rie
∑
n≥1
n− |Zn| est presque suˆrement convergente ,
presque suˆrement, limn−
n∑
k=1
Zk = 0 .
En rassemblant les estimations obtenues sur les se´ries
∑
Yk et
∑
Zk, on conclut
que, presque suˆrement,
ρn − ρ0 − nm =
n∑
k=1
(Yk + Zk) = o
(
n
1
2+
)
.
Et on en de´duit l’estimation (10). 
2.3. The´ore`me limite central.
De´monstration du the´ore`me 2. Cette de´monstration est base´e sur un the´ore`me limi-
te central uniforme pour martingale de´pendant d’un parame`tre. Pour une valeur
fixe´e du parame`tre, ce TLC est un re´sultat classique, et nous avons besoin d’une
convergence en loi uniforme en le parame`tre. Le the´ore`me est pre´cise´ment de´crit
en appendice de cet article.
Comme dans la de´monstration du the´ore`me 1, on e´crit
ρn − ρ0 − nm =
n∑
k=1
Yk +
n∑
k=1
Zk
avec
Yn := ρn − E [ρn | Fn−1] et Zn := E [ρn | Fn−1]− ρn−1 −m .
Quelle que soit la distribution initiale ν, la suite (Yn) est une suite d’accroissements
de martingale uniforme´ment borne´s par le rayon du support de µ. Notons
Vn :=
1
m′ −m2
n∑
k=1
E
[
Y 2k | Fk−1
]
.
Nous allons montrer que, pour tout δ > 0,
(18) Pν
[∣∣∣∣1− Vnn
∣∣∣∣ > δ] −→ 0 quand n→∞, uniforme´ment en ν.
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En utilisant le TLC uniforme (The´ore`me 6), on en de´duit que
(19) Pν
[
1√
n(m′ −m2)
n∑
k=1
Yk ≤ t
]
− 1√
2pi
∫ t
−∞
e−s
2/2 ds −→ 0
quand n→∞, uniforme´ment en (ν, t).
Nous allons montrer e´galement que, pour tout δ > 0,
(20) Pν
[∣∣∣∣∣ 1√n
n∑
k=1
Zk
∣∣∣∣∣ > δ
]
−→ 0 quand n→∞, uniforme´ment en ν.
En utilisant (19), (20) et l’encadrement
Pν
[
1√
n(m′ −m2)
n∑
k=1
Yk ≤ t− δ
]
− Pν
[
1√
n(m′ −m2)
n∑
k=1
Zk > δ
]
≤ Pν
[
1√
n(m′ −m2) (ρn − ρ0 − nm) ≤ t
]
≤
Pν
[
1√
n(m′ −m2)
n∑
k=1
Yk ≤ t+ δ
]
+ Pν
[
1√
n(m′ −m2)
n∑
k=1
Zk < −δ
]
,
on obtient sans peine la conclusion du the´ore`me 2.
Il nous reste a` de´montrer les affirmations (18) et (20).
De l’identite´ (13), on de´duit que
E [ρn+1 | Fn]2 = ρ2n + 2mρn +m2 + V −m′ +O
(
1
ρn
)
,
l’estimation du reste en O
(
1
ρn
)
e´tant uniforme en l’ale´a. Autrement dit, si l’on
pose
Rn := E [ρn+1 | Fn]2 −
(
ρ2n + 2mρn +m
2 + V −m′) ,
alors on a |Rn| ≤ c
′′
ρn
, ou` c′′ est une constante de´terministe. Le lemme 2 s’applique
aux variables ale´atoires |Rn| : pour tout  > 0,
n1−E [|Rn|] −→ 0 quand n→∞, uniforme´ment en la distribution initiale.
La suite (E [Rn]) e´tant uniforme´ment borne´e, on en de´duit que
(21) n−
n−1∑
k=0
E [|Rk|] −→ 0 quand n→∞,
uniforme´ment en la distribution initiale.
L’identite´ (11) s’e´crit
E
[
ρ2n+1 | Fn
]
= ρ2n + 2mρn + V ,
et nous avons
E
[
Y 2n+1 | Fn
]
= E
[
ρ2n+1 | Fn
]− E [ρn+1 | Fn]2 .
D’ou`
E
[
Y 2n+1 | Fn
]
= m′ −m2 −Rn ,
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et
1− Vn
n
=
1
n(m′ −m2)
n−1∑
k=0
Rk .
Ainsi, on a
P
[∣∣∣∣1− Vnn
∣∣∣∣ > δ] ≤ 1n(m′ −m2)δ
n−1∑
k=0
E [|Rk|] ,
et de l’estimation (21) de´coule alors la convergence en probabilite´ (18).
Pour e´tablir (20), rappelons que la suite (Znρn) est borne´e et que l’on a donc,
d’apre`s le lemme 2,
pour tout  > 0, n1−E [|Zn|] −→ 0 quand n→∞,
uniforme´ment en la distribution initiale.
Puisque la suite (E [|Zn|]) et uniforme´ment borne´e, on en de´duit que
1√
n
n∑
k=1
E [|Zk|] −→ 0 quand n→∞, uniforme´ment en la distribution initiale.
Et cela entraˆıne la proprie´te´ de convergence (20). Le the´ore`me 2 est de´montre´. 
3. Comportement en direction
3.1. Convergence. La de´monstration de la convergence de la suite (
−→
Xn) (The´-
ore`me 3) est base´e sur l’e´tude de ses accroissements. En norme, ils sont faciles a`
estimer : puisque le support de la probabilite´ µ est borne´, il existe une constante
re´elle c telle que, pour tout n,
(22) ‖−→Xn+1 −−→Xn‖ ≤ c
ρn
,
et on sait que, presque suˆrement, ρn est de l’ordre de grandeur de n. La moyenne
des accroissements est d’un ordre de grandeur infe´rieur comme nous l’indique le
lemme suivant.
Lemme 3. On a E
[−→
Xn+1 −−→Xn | Fn
]
= O
(
1
ρ2n
)
, uniforme´ment en l’ale´a.
De´monstration. Si y = Xn+1 − Xn, alors ρn+1 =
√
ρ2n + 2ρn < y,
−→
Xn > +‖y‖2.
D’ou`
E
[−→
Xn+1 −−→Xn | Fn
]
=
∫  ρn−→Xn + y√
ρ2n + 2ρn < y,
−→
Xn > +‖y‖2
−−→Xn
(1 + a(‖y‖) < y,−→Xn >) µ(dy) =
∫  ρn−→Xn + y
ρn
(
1+ < y,
−→
Xn > ρ
−1
n +O
(
ρ−2n
)) −−→Xn
(1 + a(‖y‖) < y,−→Xn >) µ(dy) =
1
ρn
∫ (
y− < y,−→Xn > −→Xn +O
(
ρ−1n
))(
1 + a(‖y‖) < y,−→Xn >
)
µ(dy) .
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Nous savons que la densite´ y 7→ 1 + a(‖y‖) < y,−→Xn > est borne´e. On a donc
E
[−→
Xn+1 −−→Xn | Fn
]
=
1
ρn
∫ (
y− < y,−→Xn > −→Xn
)(
1 + a(‖y‖) < y,−→Xn >
)
µ(dy) +O
(
ρ−2n
)
.
Montrons que l’inte´grale apparaissant dans cette dernie`re expression est nulle. Cela
concluera la de´monstration du lemme.
D’une part, puisque la mesure µ est syme´trique, on a∫ (
y− < y,−→Xn > −→Xn
)
µ(dy) = 0 .
D’autre part, la condition (7) nous dit que, pour tout ~u, le vecteur∫
< y, ~u > a(‖y‖) · y µ(dy) est coline´aire a` ~u. Ainsi, pour tout ~u ∈ Sd−1, on a∫
< y, ~u > a(‖y‖) · y µ(dy) =
∫
< y, ~u >2 a(‖y‖) · ~u µ(dy) ,
ce qui nous donne bien∫ (
y− < y,−→Xn > −→Xn
)
a(‖y‖) < y,−→Xn > µ(dy) = 0 .

De´monstration du the´ore`me 3. Le lemme 3, associe´ a` la proposition 1, nous donne
(23) presque suˆrement, E
[−→
Xn+1 −−→Xn | Fn
]
= O
(
n−2
)
.
Posons
∆n+1 :=
−→
Xn+1 − E
[−→
Xn+1 | Fn
]
=
−→
Xn+1 −−→Xn − E
[−→
Xn+1 −−→Xn | Fn
]
.
La suite (∆n) est une suite (vectorielle) d’accroissements de martingale et, graˆce a`
(22), on a
E
[
‖∆n+1‖2 | Fn
]
= E
[∥∥∥−→Xn+1 −−→Xn∥∥∥2 | Fn]− ∥∥∥E [−→Xn+1 −−→Xn | Fn]∥∥∥2
≤ E
[∥∥∥−→Xn+1 −−→Xn∥∥∥2 | Fn]
≤ c
2
ρ2n
.
On de´duit du the´ore`me 1 que, presque suˆrement,
+∞∑
n=0
E
[
‖∆n+1‖2 | Fn
]
< +∞ .
Un the´ore`me classique de convergence de martingales (cf par exemple [9], Proposi-
tion IV-6-2), nous permet alors d’affirmer que la se´rie
+∞∑
n=1
∆n converge presque
suˆrement. Or l’estimation (23) assure la convergence presque suˆre de la se´rie
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+∞∑
n=0
E
[−→
Xn+1 −−→Xn | Fn
]
. On conclut que la se´rie de terme ge´ne´ral
−→
Xn+1 − −→Xn
converge presque suˆrement. C’est ce qu’il fallait de´montrer. 
3.2. Pie´geage dans les coˆnes et support de la loi limite. La proposition
suivante nous dit que si la marche a atteint un point e´loigne´ de l’origine dans un
coˆne ouvert, alors elle restera de´finitivement dans ce coˆne avec une forte probabilite´.
Proposition 3. Pour tout  > 0, on a
lim
ρ→∞ sup~u∈Sd−1
(
1− Pρ,~u
[
∀n ≥ 1, ‖−→Xn − ~u‖ < 
])
= 0 .
Pour de´montrer cette proposition, nous utiliserons le lemme suivant, conse´quence
de la proposition 2.
Lemme 4. Il existe α > 0 tel que, pour tout β > 0, il existe Cβ > 0 tel que, pour
tout (ρ, ~u) ∈ R+ × Sd−1 et tout n ≥ 0,
Eρ,~u
[
1
(1 + ρn)β
]
≤ Cβ
(1 + nα+
√
ρ)β
.
De´monstration. Nous utilisons les notations introduites dans la proposition 2, et
fixons α > 0 assez petit pour que rα := γeαλ < 1. On a Eρ,~u
[
e−λ(ρn−nα)
] ≤ rnαe−λρ,
et
Eρ,~u
[
1
(1 + ρn)β
]
≤ Pρ,~u [ρn < nα+√ρ] + Eρ,~u
[
1
(1 + ρn)β
, ρn ≥ nα+√ρ
]
≤ Eρ,~u
[
e−λ(ρn−nα−
√
ρ)
]
+
1
(1 + nα+
√
ρ)β
≤ rnαe−λ(ρ−
√
ρ) +
1
(1 + nα+
√
ρ)β
.
Pour conclure la de´monstration du lemme, il suffit de remarquer qu’il existe un
nombre C > 0, inde´pendant de n ∈ N et de ρ ∈ R+ tel que
rnαe
−λ(ρ−√ρ) ≤ C
(1 + nα+
√
ρ)β
.

De´monstration de la proposition 3. Comme dans la de´monstration du the´ore`me 3
nous posons
∆k :=
−→
Xk − E
[−→
Xk | Fk−1
]
,
et nous avons
−→
Xn −−→X 0 =
n∑
k=1
∆k +
n∑
k=1
E
[−→
Xk −−→Xk−1 | Fk−1
]
.
Nous utiliserons l’ine´galite´
(24) sup
n≥1
∥∥∥−→Xn −−→X 0∥∥∥ ≤ sup
n≥1
∥∥∥∥∥
n∑
k=1
∆k
∥∥∥∥∥+
+∞∑
k=1
∣∣∣E [−→Xk −−→Xk−1 | Fk−1]∣∣∣ .
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L’ine´galite´ maximale de Kolmogorov applique´e a` la martingale
(
n∑
k=1
∆k
)
n≥1
nous
donne (quelle que soit la distribution initiale) :
P
[
max
1≤m≤n
∥∥∥∥∥
m∑
k=1
∆k
∥∥∥∥∥ ≥ 2
]
≤ 4
2
E
∥∥∥∥∥
n∑
k=1
∆k
∥∥∥∥∥
2
 = 4
2
n∑
k=1
E
[
‖∆k‖2
]
.
La majoration (22) garantit l’existence d’une constante c′ telle que,
E
[
‖∆k‖2
]
≤ E
[∥∥∥−→Xk −−→Xk−1∥∥∥2] ≤ E [ c′(1 + ρk−1)2
]
.
D’ou`
P
[
max
1≤m≤n
∥∥∥∥∥
m∑
k=1
∆k
∥∥∥∥∥ ≥ 2
]
≤ 4c
′
2
n−1∑
k=0
E
[
1
(1 + ρk)2
]
.
En faisant tendre n vers l’infini, on arrive a`
(25) P
[
sup
m≥1
∥∥∥∥∥
m∑
k=1
∆k
∥∥∥∥∥ ≥ 2
]
≤ 4c
′
2
+∞∑
k=0
E
[
1
(1 + ρk)2
]
.
Par ailleurs, graˆce au lemme 3, on sait qu’il existe une constante c′′, inde´pendante
de la distribution initiale telle que
E
[∥∥∥E [−→Xk −−→Xk−1 | Fk−1]∥∥∥] ≤ c′′ E [ 1(1 + ρk−1)2
]
.
Ainsi,
+∞∑
k=1
E
[∥∥∥E [−→Xk −−→Xk−1 | Fk−1]∥∥∥] ≤ c′′ +∞∑
k=0
E
[
1
(1 + ρk)2
]
,
d’ou`
P
[
+∞∑
k=1
∣∣∣E [−→Xk −−→Xk−1 | Fk−1]∣∣∣ ≥ 2
]
≤ 2c
′′

+∞∑
k=0
E
[
1
(1 + ρk)2
]
.
Cette ine´galite´, associe´e a` (24) et (25), nous donne l’existence d’une constante
c, inde´pendante de la distribution initiale telle que
P
[
sup
n≥1
∥∥∥−→Xn −−→X 0∥∥∥ ≥ ] ≤ c +∞∑
k=0
E
[
1
(1 + ρk)2
]
.
En utilisant le lemme 4, on en de´duit l’existence d’une constante c′ telle que,
pour tout (ρ, ~u),
Pρ,~u
[
sup
n≥1
∥∥∥−→Xn −−→X 0∥∥∥ ≥ ] ≤ c′ n∑
k=0
1
(1 + kα+
√
ρ)2
,
et cette dernie`re quantite´ tend vers ze´ro quand ρ tend vers l’infini. 
De´monstration du the´ore`me 4. Nous devons de´montrer que, pour tout ouvert non
vide O de la sphe`re Sd−1 (et quelle que soit la distribution initiale) on a
P
[−→
X∞ ∈ O
]
> 0 .
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Il suffit de de´montrer que, pour tout ouvert non vide O de la sphe`re Sd−1, il existe
n0 ≥ 0 tel que, P
[
∀n ≥ n0,−→Xn ∈ O
]
> 0.
Fixons un tel ouvert O et conside´rons ~u ∈ O et  > 0 tels que
~v ∈ Sd−1 et ‖~v − ~u‖ ≤ 2⇒ ~v ∈ O .
La proposition 3 nous dit que si la marche passe par un point assez e´loigne´ de
l’origine, elle restera ensuite de´finitivement dans un petit coˆne centre´ en ce point
avec une probabilite´ non nulle : il existe r > 0 tel que si ρ > r et si ~v ∈ Sd−1, alors
Pρ,~v
[
∀n ≥ 1, ‖−→Xn − ~v‖ ≤ 
]
> 0.
Si pour un entier n0 on a P
[∥∥∥−→Xn0 − ~u∥∥∥ <  et ρn0 ≥ r] > 0, alors, graˆce a` la
proprie´te´ de Markov on obtient P
[
∀n ≥ n0,
∥∥∥−→Xn − ~u∥∥∥ ≤ 2] > 0.
Il nous suffit donc de de´montrer que, quelle que soit la distribution initiale, la
marche visite avec une probabilite´ non nulle le domaine{
x ∈ Rd | ‖x‖ ≥ r et
∥∥∥∥ x‖x‖ − ~u
∥∥∥∥ ≤ } .
C’est une conse´quence du lemme suivant, qui concluera la de´monstration du the´o-
re`me 4. 
Lemme 5. Il existe R > 0 tel que, quelle que soit la distribution initiale, toute boule
de rayon R est visite´e avec probabilite´ non nulle par la marche ale´atoire centrifuge
(Xn).
De´monstration. Commenc¸ons par remarquer que tout sous-groupe additif de Rd
qui n’est pas contenu dans un sous-espace vectoriel propre rencontre toute boule
de rayon suffisamment grand.
Le support de la mesure µ est syme´trique par rapport a` ze´ro et n’est pas contenu
dans un sous-espace vectoriel propre de Rd. Le support de la marche ale´atoire de loi
µ issue de l’origine 0 est donc un sous-groupe G de Rd, et il n’est pas contenu dans
un sous-espace vectoriel propre de cet espace. Le support de la marche ale´atoire de
loi µ et de distribution initiale arbitraire fixe´e est une re´union de translate´s de G.
Toute boule de rayon suffisamment grand est donc visite´e par la marche ale´atoire
de loi µ avec une probabilite´ non nulle.
E´tudions a` pre´sent la marche centrifuge. Pour chaque x dans Rd, le support
de la probabilite´ P(x, ·) est contenu dans celui de la probabilite´ µ translate´e par
x. Si, pour chaque x dans Rd, le support de la probabilite´ P(x,dy) est le meˆme
que celui de la probabilite´ x + µ(dy), alors le support de la marche centrifuge est
le meˆme que celui de la marche de loi µ et le lemme de´coule de l’affirmation de
l’aline´a pre´ce´dent.
Mais il peut arriver que le support de la probabilite´ P(x, ·) ne soit pas le meˆme
que celui de la probabilite´ δx ? µ. On remarque tout de meˆme que le support de
la probabilite´ P(x, ·) contient le support de δx ? µ prive´ des points z place´s sur la
demi-droite issue de x et passant par l’origine. En effet, c’est seulement en ces
points z que la densite´ de P(x, ·) par rapport a` δx ? µ peut s’annuler.
Dans le cas d = 1 et en dehors du second cas de´ge´ne´re´, il est facile de voir que le
support de la marche centrifuge rencontre tous les intervalles suffisamment longs.
En dimension d ≥ 2, en utilisant le fait que le support de la mesure µ est
syme´trique par rapport a` l’origine et non contenu dans une droite, on peut montrer
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que
(26) le support de la marche centrifuge est le meˆme que celui de
la marche ale´atoire de loi µ, prive´ e´ventuellement de l’origine.
Cela suffit pour conclure comme pre´ce´demment et achever la de´monstration.
Il nous reste donc a` justifier l’affirmation (26). Pour des raisons de facilite´ de
re´daction, nous nous limiterons a` l’expose´ du cas ou` la mesure µ est discre`te.
Pour tout nombre entier n ≥ 1, notons P(n)(x, y) la probabilite´ de transition en
n pas de la marche centrifuge. Deux points x et y de l’espace sont connectables par
la marche centrifuge si et seulement si il existe n tel que P(n)(x, y) > 0. Ces deux
points sont connectables par la marche ale´atoire de loi µ si et seulement si il existe
n tel que µ∗n(y − x) > 0. Nous voulons de´montrer que si les points x et y sont
connectables par la marche ale´atoire de loi µ et si y n’est pas l’origine, alors ces
points sont connectables par la marche centrifuge. Examinons plusieurs situations.
• Si x, y et l’origine ne sont pas aligne´s et si µ(y − x) > 0, alors P(x, y) > 0.
Cela a de´ja` e´te´ vu.
• Si x, y et l’origine sont aligne´s et deux a` deux distincts et si µ(y − x) > 0,
alors P(3)(x, y) > 0. En effet, le support de µ n’e´tant pas contenu dans
une droite, on peut conside´rer un point z non aligne´ avec x, y et 0 tel que
µ(z−x) > 0. On a µ((z+y−x)−z) > 0 et µ(y−(z+y−x)) > 0. Comme de
plus aucun des trois triplets de points (x, z, 0), (z, z+y−x, 0), (z+y−x, y, 0)
n’est un triplet de points aligne´s, on a P (x, z) > 0, P (z, z + y − x) > 0 et
P (z + y − x, y) > 0. D’ou` P (3)(x, y) > 0.
• Pour chaque y, on a P (0, y) = µ(y). Ainsi, si x = 0 et µ(y − x) > 0, alors
P (x, y) > 0.
(bilan d’e´tape : nous savons que si la marche ale´atoire de loi µ permet
de passer de x a` y en un pas et si y 6= 0, alors la marche centrifuge permet
de passer de x a` y, en un ou trois pas ; il nous reste a` examiner ce qui se
passe pour deux points que la marche ale´atoire de loi µ connecte en passant
par l’origine.)
• Soient deux points x et y non aligne´s avec l’origine et tels que µ(−x) > 0
et µ(y) > 0. On a µ((x+ y)− x) > 0 et µ(y − (x+ y)) > 0. Comme aucun
des deux triplets de points (x, x + y, 0) et (x + y, y, 0) n’est un triplet de
points aligne´s, on a P (x, x+y) > 0 et P (x+y, y) > 0. D’ou` P (2)(x, y) > 0.
• Soient enfin deux points x et y aligne´s avec l’origine et distincts de celle-ci,
tels que µ(−x) > 0 et µ(y) > 0. Il existe un point z, hors de la droite portant
x, y et 0, tel que µ(z−x) > 0. On a µ((z−x)−z) > 0, µ((z−x+y)−(z−x)) >
0 et µ(y − (z − x + y)) > 0. Comme aucun des quatre triplets de points
(x, z, 0), (z, z− x, 0), (z− x, z− x+ y, 0) et (z− x+ y, y, 0) n’est un triplet
de points aligne´s, on a P (x, z) > 0, P (z, z−x) > 0, P (z−x, z−x+ y) > 0
et P (z − x+ y, y) > 0. D’ou` P (4)(x, y) > 0.
L’examen de l’ensemble de ces cas nous montre que :
• A` chaque pas de la marche ale´atoire de loi µ qui relie un point quelconque a`
un point distinct de l’origine on peut associer une trajectoire de la marche
centrifuge qui posse`de les meˆmes extre´mite´s.
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• A` chaque paire de pas de la marche ale´atoire de loi µ qui relie deux points
distincts de l’origine en passant par l’origine, on peut associer une trajec-
toire de la marche centrifuge qui posse`de les meˆmes extre´mite´s.
Ainsi, pour toute trajectoire de la marche ale´atoire de loi µ reliant une origine
x a` une extre´mite´ y distincte de l’origine, il existe une trajectoire de la marche
centrifuge qui posse`de les meˆmes extre´mite´s. Cela justifie l’affirmation (26). 
4. Inde´pendance asymptotique de la norme et de la direction
L’objet de cette section est la de´monstration de l’inde´pendance asymptotique
des variables ale´atoires ρn (convenablement normalise´e) et
−→
Xn.
De´monstration du the´ore`me 5. On conside`re la marche centrifuge de distribution
initiale arbitraire et fixe´e ν, et on note P = Pν . Pour de´montrer le the´ore`me, il suffit
de de´montrer que, si t ∈ R et si A est un bore´lien de la sphe`re Sd−1 de frontie`re
ne´gligeable pour la loi de
−→
X∞ (ie P
[−→
X∞ ∈ ∂A
]
= 0), alors
lim
n→∞P
[
ρn ≤ nm+ t
√
n(m′ −m2) et −→Xn ∈ A
]
=(
1√
2pi
∫ t
−∞
e−s
2/2 ds
)
· P
[−→
X∞ ∈ A
]
.
(Les caracte´risations classiques de la convergence en loi sont expose´es par exemple
dans [1].)
Fixons t et A. Posons In :=] − ∞, nm + t
√
n(m′ −m2)]. Si B est un sous-
ensemble de Sd−1, nous noterons Bc son comple´mentaire et, pour  > 0, nous
noterons B le -voisinage de B dans Sd−1, de´fini par
B :=
{
~u ∈ Sd−1 : ∃~v ∈ B, ‖~u− ~v‖ < } .
Fixons deux suites de nombres entiers positifs (an) et (bn) telles que, quand n→∞,
bn →∞ , an
bn
→∞ , an < n et
√
n
an
→∞ .
Enfin, nous noterons L
ρn,
−→
Xn
la loi du couple de variables ale´atoires (ρn,
−→
Xn).
La formule de Chapman-Kolmogorov permet d’e´crire
P
[
ρn ∈ In et −→Xn ∈ A
]
=∫
R+×Sd−1
Pρ,~u
[
ρn−an ∈ In et
−→
Xn−an ∈ A
]
dL
ρan ,
−→
Xan
(ρ, ~u) .
On de´compose cette expression en trois parties
P
[
ρn ∈ In et −→Xn ∈ A
]
= αn − βn + γn ,
ou`
αn :=
∫
R+×Ac
Pρ,~u
[
ρn−an ∈ In et
−→
Xn−an ∈ A
]
dL
ρan ,
−→
Xan
(ρ, ~u) ,
βn :=
∫
R+×A
Pρ,~u
[
ρn−an ∈ In et
−→
Xn−an /∈ A
]
dL
ρan ,
−→
Xan
(ρ, ~u) ,
et
γn :=
∫
R+×A
Pρ,~u [ρn−an ∈ In] dLρan ,−→Xan (ρ, ~u) .
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Pour e´tudier la quantite´ αn, on introduit un parame`tre  > 0 et on de´coupe le
domaine d’inte´gration en excluant les e´ve´nements [ρan ≤ bn] et
[−→
Xan ∈ A
]
. On
obtient la majoration suivante :
αn ≤ P [ρan ≤ bn] + P
[−→
Xan ∈ A\A
]
+∫
]bn,+∞[×(A)c
Pρ,~u
[−→
Xn−an ∈ A
]
dL
ρan ,
−→
Xan
(ρ, ~u) .
D’apre`s le the´ore`me 1, on a limP [ρan ≤ bn] = 0.
Le the´ore`me 3 assure en particulier la convergence en loi de la suite
(−→
Xan
)
vers
−→
X∞, et on en de´duit que
lim supP
[−→
Xan ∈ A\A
]
≤ lim supP
[−→
Xan ∈ A\A
]
≤ P
[−→
X∞ ∈ A\A
]
.
Enfin, puisque
⋂
>0
A\A = ∂A on a lim
→0
P
[−→
X∞ ∈ A\A
]
= P
[−→
X∞ ∈ ∂A
]
= 0.
Le troisie`me terme de la majoration de αn est une inte´grale sur un domaine ou` la
variable ~u reste a` distance ≥  de l’ensemble A. Forts de cette observation, nous
e´crivons∫
]bn,+∞[×(A)c
Pρ,~u
[−→
Xn−an ∈ A
]
dL
ρan ,
−→
Xan
(ρ, ~u) ≤∫
]bn,+∞[×(A)c
Pρ,~u
[∥∥∥−→Xn−an − ~u∥∥∥ ≥ ] dLρan ,−→Xan (ρ, ~u) ,
puis∫
]bn,+∞[×(A)c
Pρ,~u
[−→
Xn−an ∈ A
]
dL
ρan ,
−→
Xan
(ρ, ~u) ≤
sup
ρ>bn,~u∈Sd−1
Pρ,~u
[∥∥∥−→Xn−an − ~u∥∥∥ ≥ ] .
Enfin∫
]bn,+∞[×(A)c
Pρ,~u
[−→
Xn−an ∈ A
]
dL
ρan ,
−→
Xan
(ρ, ~u) ≤
sup
ρ>bn,~u∈Sd−1
Pρ,~u
[
∃k > 0,
∥∥∥−→Xk − ~u∥∥∥ ≥ ] .
D’apre`s la proposition 3, cette dernie`re quantite´ tend vers ze´ro quand n tend vers
l’infini.
Nous avons de´montre´ que limαn = 0.
L’ensemble A et son comple´mentaire ayant meˆme frontie`re, on obtient de la
meˆme fac¸on limβn = 0.
Il nous reste a` e´tudier le comportement de γn. Commenc¸ons par limiter le
domaine d’inte´gration a` ρ ≤ 2man. On a
0 ≤ γn −
∫
[0,2man]×A
Pρ,~u [ρn−an ∈ In] dLρan ,−→Xan (ρ, ~u) ≤ P [ρan > 2man]
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et limP [ρan > 2man] = 0, d’apre`s le the´ore`me 1.
Posons
tn :=
t
√
n(m′ −m2) +man − ρ√
(n− an)(m′ −m2)
et remarquons que
Pρ,~u [ρn−an ∈ In] = Pρ,~u
[
ρn−an − ρ ≤ (n− an)m+ tn
√
(n− an)(m′ −m2)
]
.
Notons Φ(x) := 1√
2pi
∫ x
−∞ e
−u2/2 du la fonction de re´partition de la loi normale. Le
the´ore`me 2 permet d’affirmer que, uniforme´ment en (ρ, ~u), on a
|Pρ,~u [ρn−an ∈ In]− Φ(tn)| −→ 0 quand n→∞ .
On en de´duit que
γn −
∫
[0,2man]×A
Φ(tn) dLρan ,−→Xan (ρ, ~u) −→ 0 quand n→∞ .
On remarque de plus que la suite (tn) converge vers t, uniforme´ment par rapport
au parame`tre ρ soumis a` la condition 0 ≤ ρ ≤ 2man, et on obtient
γn − Φ(t) · P
[
ρan ≤ 2man et
−→
Xan ∈ A
]
−→ 0 quand n→∞ .
En re´utilisant la loi des grands nombres pour le module (the´ore`me 1) on peut
conclure que
lim γn = Φ(t) · limP
[−→
Xan ∈ A
]
= Φ(t) · P
[−→
X∞ ∈ A
]
.
C’est ce que nous voulions de´montrer. 
5. Questions
Notre e´tude laisse de nombreuses questions ouvertes. Parmi celles-ci figurent
l’e´tude de la loi limite de la direction et la question du the´ore`me limite local.
5.1. Loi limite de la direction. Nous savons que la loi limite de la direction de
la marche centrifuge est supporte´e par la sphe`re toute entie`re, mais nous ignorons
en ge´ne´ral si elle est absolument continue par rapport a` la mesure de Lebesgue sur
la sphe`re et meˆme si elle est continue.
Si la loi µ et la distribution initiale ν sont invariantes par les isome´tries vecto-
rielles de l’espace Rd, alors la loi limite de la direction est uniforme sur la sphe`re.
C’est le seul cas qui soit parfaitement clair.
Les calculs nume´riques effectue´s sur la marche centrifuge aux quatre plus proches
voisins dans le plan semblent indiquer que la loi limite est continue, mais que, meˆme
si la marche est issue de l’origine, cette loi limite n’est pas uniforme sur la sphe`re. La
figure ci-dessous repre´sente la distribution de la variable ale´atoire
−→
X 1200, exprime´e
en degre´s, pour la marche centrifuge plane aux quatre plus proches voisins issue de
l’origine. La distribution a e´te´ repre´sente´e par un histogramme dont le pas est de
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5 degre´s.
Question 1. La loi limite de la direction de la marche centrifuge est-elle toujours
continue ? absolument continue ? Sinon, quelles sont les conditions sur la mesure
µ et sur la fonction a qui l’assurent ?
Puisque la marche centrifuge privile´gie les directions dans lesquelles elle est de´ja`
partie, il est clair que la loi limite de la direction de´pend de la distribution initiale.
La figure ci-dessous repre´sente la distribution de la variable ale´atoire
−→
X 1200, ex-
prime´e en degre´s, pour la marche centrifuge plane aux quatre plus proches voisins
issue du point (0, 1). La distribution a e´te´ repre´sente´e par un histogramme dont le
pas est de 3 degre´s.
La figure ci-dessous repre´sente la distribution de la variable ale´atoire
−→
X 1200, ex-
prime´e en degre´s, pour la marche centrifuge plane aux quatre plus proches voisins
issue du point (1, 1). La distribution a e´te´ repre´sente´e par un histogramme dont le
pas est de 3 degre´s.
Question 2. Comment la loi limite de la direction de´pend-elle de la distribution
initiale de la marche centrifuge ?
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5.2. The´ore`me limite local. Une question qui nous semble particulie`rement inte´-
ressante du point de vue mathe´matique et du point de vue de l’interpre´tation
physique du mode`le est celle du the´ore`me limite local (TLL). Il s’agit de trouver
un e´quivalent lorsque n tend vers l’infini de la probabilite´ que la marche centrifuge
a` l’instant n se trouve dans une partie borne´e K de l’espace. Il y a au moins deux
formes possibles pour cette estimation : on peut rechercher un e´quivalent qui nous
renseigne sur la probabilite´ de pre´sence dans un ensemble K fixe´ une fois pour toute
ou bien dans un ensemble K qui “part a` l’infini” avec le temps. Ces deux formes
sont classiques pour les marches ale´atoires ordinaires et elles co¨ıncident pour les
marches centre´es. La premie`re forme du TLL est une forme pre´cise d’estimation
de grandes de´viations ; elle apparaˆıt par exemple dans un article de Stone [11] ;
on l’obtient par l’analyse de Fourier dans le cas centre´, associe´ au proce´de´ de rela-
tivisation de Cramer ([4]) pour passer au cas de´centre´. La seconde forme est une
version locale du the´ore`me limite central due a` Gnedenko (cf [5], §43), qui s’obtient
directement par l’analyse de Fourier.
Soit K une partie borne´e du plan. Pour la premie`re forme du TLL on attend
un e´quivalent de P [Xn ∈ K] dont le terme principal soit de la forme e−nh avec
h > 0. D’ou` la question suivante, premie`re e´tape dans l’obtention d’un TLL sous
sa premie`re forme.
Question 3. Existe-t-il un nombre h > 0 tel que, pour toute distribution initiale
de la marche centrifuge (Xn) et pour toute partie borne´e K de l’espace,
lim
n→∞
1
n
ln (P [Xn ∈ K]) = − ln(h) ?
La proposition 2 donne une estimation de la transforme´e de Laplace du module
de la marche a` l’aide de parame`tres λ > 0 et γ ∈]0, 1[. Un argument classique
permet d’en de´duire que, pour toute partie K borne´e, il existe C > 0 tel que, pour
tout n ≥ 0,
P [Xn ∈ K] ≤ Cγn .
En particulier, on a
lim sup
n→∞
1
n
lnP [Xn ∈ K] ≤ ln(γ) < 0 .
Pour la marche centrifuge plane aux quatre plus proches voisins, des calculs an-
alytiques peuvent eˆtre mene´s et nous savons de´montrer que la constante γ =√
2−a2
2 convient. Plus pre´cisement, en utilisant les notations introduites dans la
de´monstration de la proposition 2 on peut montrer que
inf
λ>0
sup
~u∈S1
L~u(λ) = inf
λ>0
L ~u0(λ)
ou` ~u0 = (~e1 + ~e2)/
√
2. Un calcul e´le´mentaire donne alors inf
λ>0
L ~u0(λ) =
√
2− a2
2
d’ou` le re´sultat. De plus, le calcul nume´rique approche´ de la loi de Xn pour de
grandes valeurs de n semble confirmer que l’on a effectivement
lim
n→∞
1
n
ln (P [Xn ∈ K]) = −12 ln
(
2
2− a2
)
.
(La me´thode de calcul nume´rique utilise´e a e´te´ valide´e sur des marches ale´atoires or-
dinaires pour lesquelles le taux de de´croissance exponentiel est connu.) Pour e´tablir
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cette e´galite´ rigoureusement, il faut alors montrer que la probabilite´ que la marche
ale´atoire de loi µ~u0 sur Z2 reste dans un coˆne centre´ en ~u0 ne de´croˆıt pas exponen-
tiellement vers 0 ; c’est en substance la question des probabilite´s “tabous” dans les
coˆnes, que nous avons e´voque´e dans l’introduction.
Passons a` pre´sent a` une discussion sur la seconde forme du TLL.
Notons σ :=
√
m′ −m2 l’e´cart type asymptotique de la norme ρn. Pour la
deuxie`me forme du TLL, en partant de l’e´nonce´ du TLC pour la norme et par
analogie avec ce qui se passe dans le cas des marches ale´atoires ordinaires, on peut
conjecturer que, si la loi µ est continue, alors, pour tout b > 0, on a
√
n P [t ≤ ρn ≤ t+ b] ∼ b√
2piσ
exp
(t− nm)2
2nσ2
,
uniforme´ment en t ≥ 0, quand n→∞. Si la loi µ est porte´e par un re´seau discret,
on ne peut pas espe´rer un tel e´quivalent uniforme en t.
Question 4. Soient A un bore´lien de la sphe`re Sd−1 tel que P
[−→
X∞ ∈ ∂A
]
= 0, et
b un nombre > 0 fixe´s. A-t-on
√
n P
[
t ≤ ρn ≤ t+ b et −→Xn ∈ A
]
∼ b√
2piσ
exp
(
(t− nm)2
2nσ2
)
P
[−→
X∞ ∈ A
]
,
quand t et n tendent vers +∞ ? De plus, si la loi µ est continue, cet e´quivalent
est-il uniforme en t ≥ 0, quand n→∞ ?
6. Appendice : TLC pour martingales avec parame`tre
Voici le the´ore`me limite central que nous avons utilise´ dans la de´monstration du
the´ore`me 2.
The´ore`me 6. Soit A un ensemble. A` chaque a ∈ A, on suppose associe´ un espace
probabilise´ (Ωa, Ta,Pa), une filtration croissante (Fa,n)n≥0 de cet espace et une suite
(Ya,n)n≥1 de variables ale´atoires re´elles inte´grables adapte´es et conditionnellement
centre´es (ie telles que pour tout n ≥ 1, la variable Ya,n soit Fa,n-mesurable et
E [Ya,n | Fa,n−1] = 0).
On note Sa,n :=
∑n
k=1 Ya,k et Va,n :=
∑n
k=1 E
[
Y 2a,k | Fa,k−1
]
.
Si les suites (Ya,n)n≥1 sont uniforme´ment borne´es par un nombre inde´pendant
de a et si, pour tout  > 0, on a
(27) lim
n→∞ supa∈A
Pa
[∣∣∣∣1− 1nVa,n
∣∣∣∣ > ] = 0 ,
alors
lim
n→∞ supa∈A,x∈R
∣∣∣∣Pa [ 1√nSa,n ≤ x
]
− 1√
2pi
∫ x
−∞
e−u
2/2 du
∣∣∣∣ = 0 .
Nous avons e´nonce´ ce the´ore`me sous la forme que nous utilisons, pour des ac-
croissements de martingales uniforme´ment borne´s et pour une normalisation en√
n. Le re´sultat peut s’e´tendre au cas d’accroissements de martingales de carre´
inte´grable, sous une condition de Lindeberg uniforme en a, et pour d’autres nor-
malisations.
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La litte´rature autour du the´ore`me limite central pour martingales est tre`s abon-
dante, comme le remarque Richard Durrett dans la section 7.7 de son livre [3].
Nous donnons ici une de´monstration de notre the´ore`me en partant d’un lemme
apparaissant dans des notes de cours d’Albert Raugi et Jean-Pierre Conze. La
de´monstration de ce lemme suit les arguments de´veloppe´s par Brown dans [2] pour
aboutir a` sa majoration (20).
Lemme 6. Soient (Fk)0≤k≤n une famille croissante de tribus et (Uk)1≤k≤n des
variables ale´atoires telles que, pour 1 ≤ k ≤ n, E [U2k ] < ∞, Uk est Fk-mesurable
et E [Uk | Fk−1] = 0.
Posons Tk := U1+U2+ . . .+Uk et Wk :=
∑k
j=1 E
[
U2j | Fj−1
]
. Nous supposons
qu’il existe un nombre C > 0 tel que P [Wn ≤ C] = 1.
Alors, pour tout  > 0, nous avons∣∣∣E [eiTn+ 12Wn]− 1∣∣∣ ≤ eC2 (( 
6
+
2
8
)
C +
(
1 +
C
8
) n∑
k=1
E
[
U2k1|Uk|>
])
.
Nous utiliserons e´galement une version uniforme du the´ore`me de convergence
domine´e, dont la de´monstration ne pose pas de difficulte´, et dont voici un e´nonce´.
Lemme 7. Soit A un ensemble. A` chaque a ∈ A, on suppose associe´ un es-
pace probabilise´ (Ωa, Ta,Pa) et une suite (Za,n)n≥1 de variables ale´atoires positives
de´finies sur cet espace. S’il existe une constante c > 0 telle que, pour tout a ∈ A et
tout n ≥ 1, on ait
Za,n ≤ c Pa-pp ,
et si, pour tout  > 0,
lim
n→∞ supa∈A
Pa [Za,n > ] = 0
alors
lim
n→∞ supa∈A
E [Za,n] = 0 .
Preuve du The´ore`me. Notons b une borne uniforme pour les Y 2a,n. Fixons un nom-
bre re´el non nul t, un entier n > 0, et notons Ua,k :=
t√
n
Ya,k.
On a
∑n
j=1 E
[
U2a,j | Fa,j−1
] ≤ bt2. Le lemme 6, applique´ a` la famille (Ua,k)1≤k≤n,
nous donne :
pour tout  > 0, et tout n tel que 
√
n >
√
b|t|∣∣∣∣E [exp(i t√nSa,n + t22nVa,n
)]
− 1
∣∣∣∣ ≤ ( 6 + 28
)
bt2 exp
(
bt2
2
)
.
Ainsi, on a
(28) lim
n→∞ supa∈A
∣∣∣∣E [exp(i t√nSa,n
)
· exp
(
t2
2n
Va,n
)]
− 1
∣∣∣∣ = 0 .
D’autre part, on a
exp
(
t2
2n
Va,n
)
≤ exp
(
bt2
2
)
pour tout n ≥ 1 et tout a ∈ A .
L’hypothe`se (27) nous permet alors d’appliquer le lemme 7 aux variables ale´atoires
Za,n :=
∣∣∣∣exp( t22nVa,n
)
− exp
(
t2
2
)∣∣∣∣ ,
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et on obtient
lim
n→∞ supa∈A
E
[∣∣∣∣exp( t22nVa,n
)
− exp
(
t2
2
)∣∣∣∣] = 0 .
On en de´duit que
lim
n→∞ supa∈A
∣∣∣∣E [exp(i t√nSa,n
)(
exp
(
t2
2n
Va,n
)
− exp
(
t2
2
))]∣∣∣∣ = 0 .
En utilisant (28), on arrive a`
lim
n→∞ supa∈A
∣∣∣∣E [exp(i t√nSa,n
)
· exp
(
t2
2
)
− 1
]∣∣∣∣ = 0 .
Autrement dit la suite des fonctions caracte´ristiques de
1√
n
Sa,n converge simple-
ment, uniforme´ment en a, vers la fonction caracte´ristique de la loi normale re´duite.
Soit a` pre´sent une suite (an) dans A. Notons µn la loi de la variable ale´atoire
1√
n
San,n. La suite des fonctions caracte´ristiques des µn converge simplement vers
la fonction caracte´ristique de la loi normale re´duite. Cela garantit la convergence
e´troite de la suite (µn) vers cette loi normale. Et la suite des fonctions de re´partition
des µn converge uniforme´ment vers la fonction de re´partition Φ de la loi normale
re´duite.
Ainsi, on a
lim
n→∞ supx∈R
∣∣∣∣Pan ( 1√nSan,n ≤ x
)
− 1√
2pi
∫ x
−∞
e−u
2/2 du
∣∣∣∣ = 0 .
La suite (an) e´tant arbitraire, on a de´montre´ le TLC uniforme annonce´.

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