ABSTRACT In sparse signal recovery of compressive sensing, the phase transition determines the edge, which separates successful recovery and failed recovery. The phase transition can be seen as an indicator and an intuitive way to judge, which recovery performance is better. Traditionally, the multiple measurement vectors (MMVs) problem is usually solved via 2,1 -norm minimization, which is our first investigation via conic geometry in this paper. Then, we are interested in the same problem but with two common constraints (or prior information): prior information relevant to the ground truth and the inherent low rank within the original signal. To figure out which constraint is most helpful, the MMVs problems are solved via 2,1 -2,1 minimization and 2,1 -low rank minimization, respectively. By theoretically presenting the necessary and sufficient condition of successful recovery from MMVs, we can have a precise prediction of phase transition to judge, which constraint or prior information is better. All our findings are verified via simulations and show that, under certain conditions, 2,1 -2,1 minimization outperforms 2,1 -low rank minimization. Surprisingly, 2,1 -low rank minimization performs even worse than 2,1 -norm minimization. To the best of our knowledge, we are the first to study the MMVs problem under different prior information in the context of compressive sensing.
I. INTRODUCTION A. BACKGROUND
Compressive sensing (CS) [1] - [4] of sparse signals in achieving simultaneous data acquisition and compression has been studied extensively over the past few years. Let s ∈ R n be an original signal to be sensed, let ∈ R m×n represent a sampling matrix, and let y ∈ R m be the measurement vector. We say that s is k-sparse in the domain if it can be represented as s = x 0 , where x 0 contains at most k non-zero entries. At the encoder, random projection, defined as
is conducted on s via to obtain the measurement vector y, where A = . In compressive sensing, and are conventionally set to be a Gaussian random matrix and orthonormal basis, respectively, so that A = is also a Gaussian random matrix. Under this circumstance, y is called a single measurement vector (SMV). The measurement rate (MR) in CS is defined as 0 < m n ≤ 1. At the decoder, the original signal s can be recovered to a certain extent by means of convex optimization [5] , [6] or greedy algorithms [7] , [8] .
Convex optimization is an efficient framework to solve sparse signal recovery in the context of compressive sensing. More specifically, it is formulated by 1 -norm minimization and solved by convex programming as: (SL1) min Moreover, under certain conditions, multiple measurement vectors are available for better sparse signal recovery with fewer MRs. In this paper, we focus on this topic as follows.
B. PROBLEM DEFINITION
The objective of this paper is to study the behavior of phase transition of sparse signal recovery via convex optimization for multiple measurement vectors (MMVs) in the context of compressive sensing. Let S = [s 1 , s 2 , . . . , s l ] ∈ R n×l be the matrix of l (> 1) original signals to be sensed by a sensing matrix ∈ R m×n (m < n), and let the matrix of measurement vectors be Y = [y 1 , y 2 , . . . , y l ] ∈ R m×l , where y i = s i , i = 1, 2, . . . , l. Like SMV, suppose there exists an orthonormal basis such that s i = x i . Let X 0 = [x 1 , x 2 , . . . , x l ] ∈ R n×l be k-joint sparse; that is, all x i share the common k supports.
In contrast to SMV, given a dictionary A = , sparse signal recovery from MMVs can be solved efficiently via convex minimization as:
where f is a general convex function. We say the problem (Mconvex) succeeds if it has a unique optimal solution that is equal to X 0 .
Traditionally, we usually set the convex function f (X ) = Moreover, inspired by [9] and [10] that exploit historical data or specific structure of ground truth, we extend the problem (ML1) by considering a matrix W relevant to ground truth X 0 as a kind of prior information as: (ML1P) min X X 2,1 + λ X − W 2,1 s.t. Y = AX .
To our knowledge, we are the first to target this topic in MMVs [11] , [12] .
Recently, low-rank has been considered as a constraint or a kind of prior information in solving the MMVs problem [13] , since if X 0 is joint-sparse, then X 0 should be a low-rank matrix, too. In view of this, we can extend the problem (ML1) to (ML1R) by imposing the low-rank constraint as:
where X * = i σ i (X ), called nuclear norm, is the summation of singular values of X . Although it seems to have no researches discussing about (ML1R) directly, but similar objective functions were mentioned, which we will talk about in related work.
As described in the above, these two kinds of prior information are easily accessible and intuitive to impose the structure of X 0 . Although few prior works were found to discuss them, the goal of this paper is to compare the performance of problems (ML1), (ML1P), and (ML1R) by looking into the phase transition (success or failure) of sparse signal recovery.
We provide not only theoretical but also practical bounds of the probability of successful recovery for these three problems.
C. RELATED WORK
In the literature, only few projects have targeted the goal of estimating the phase transition of sparse signal recovery in the context of compressive sensing. Donoho and Huo [14] showed that, when sparsity k < 1 2 1 + µ −1 , problem (SL1) will have a unique solution, where µ is the mutual incoherence of A. Studer et al. [15] considered the model z = Ax + By and found the sufficient condition of a unique solution depends on the mutual incoherence between A and B. The aforementioned results, however, are too ideal to be satisfied in the real world in that k is limited to be within a (very) small range.
An innovative idea was proposed in [16] to analyze the problem (SL1) by conic geometry. The authors found that the intersection between the minimal face of the 1 -ball containing x 0 and the set of solutions of y = Ax can be treated as the intersection between the descent cone of 1 -norm at x 0 and null space of A. Moreover, the probability of intersection can be predicted by a classic theorem, called approximate kinematic formula [17] , and is dependent on a novel summary parameter, called the statistical dimension. The authors showed that the statistical dimension can predict the probability of successful recovery of problem (SL1) almost perfectly.
A few studies [9] , [18] , [19] about exploiting prior information have begun to emerge, but they all belong to the class of SMV. Mota et al. [9] first analyzed the problem of SMV with prior information via convex optimization and Gaussian width; they showed that the performance can be improved when x 0 and w have co-sparsity, where w is the side information relevant to ground truth x 0 . Inspired by [9] , [18] advocated that inner product should be a better indicator of imposing the correlation between ground truth and the side information relevant to ground truth; in other words, their main topic is min x x 1 − λ x, w . Another research [19] assumes the ground truth should follow the Laplace mixture model and imposes the assumption via weighted 1 -norm.
The existing works discussed so far mainly have been aimed at the single measurement vector. In some cases (e.g., [20] ), however, the available information or samples appear in the form of multiple measurements vectors (MMVs). It has been shown that, compared to SMV, the required measurement rate can be remarkably reduced based on MMVs [21] - [25] . In [22] , the authors proved that, when k < 1 2 1 + µ −1 , 1 the recovered result is the unique solution to MMVs without prior information problem (ML1).
As for problem (ML1R), [13] , [26] have considered the low-rank constraint but their formuations are slightly different from the problem (ML1R). Specifically, [13] proposed using low-rank constraint to solve the MMVs problem with greedy instead of convex optimization algorithm. In [26] , the problem model is described as min X X 2,p + λ X * , where it is exactly the same with (ML1R) with p = 1 but is solved using non-convex optimization with p < 1.
In this paper, we first characterize when problem (ML1) succeeds and derive the phase transition of success rate inspired by the framework of conic geometry [16] . Then, we further study MMVs problems under two different kinds of prior information.
In fact, we can have some prior knowledge about the ground truth x 0 in, for example, the problems of distributed compressive video sensing (DCVS) [10] , cooperative spectrum sensing [20] , [27] , [28] , and biomagnetic inverse problems [21] , [29] . In DCVS, we usually adopt higher/lower measurement rates to sample and transmit key/non-key frames at the encoder, and we treat these reconstructed key frames as the prior information for better recovery of the nonkey frames at the decoder. The first kind of prior information, as described in the above, is relevant to the approximation of ground truth. The second kind of prior information, considered in this paper, directly exploits the inherent structure of the signal itself such as low-rank.
To our knowledge, there exists no literature about the topic of MMVs with prior information via convex optimization. Different from the earlier work [9] for SMV with prior information, one of our studies aims at analyzing MMVs with prior information by the statistical dimension and we show that the performance improvement depends on not only the co-sparsity between the original signal matrix X 0 and the corresponding prior information W solved at the previous iteration but also the direction of each row of X 0 and W . On the other hand, we show that low-rank as prior information has negative effect on the MMVs problem.
For clarity, Table 1 summarizes the comparison of CS algorithms (in terms of SMV and MMVs) with or without consideration of prior information.
D. CONTRIBUTIONS
We summarize the contributions of this paper as follows.
• Based on conic geometry, we theoretically analyze the phase transition of successful recovery probability of problem (ML1) and verify its practicality via simulations.
• Based on conic geometry, the phase transition of success rate in problem (ML1) with prior information as approximate ground truth (i.e., problem (ML1P)) is derived and is consistent with the empirical results. This study shows that approximate ground truth as prior information has positive effect on the MMVs problem.
• Based on conic geometry, the phase transition of success rate in problem (ML1) with low-rank as prior information (i.e., problem (ML1R)) is derived and is consistent with the empirical results. This study shows that low-rank as prior information has negative effect on the MMVs problem.
• What prior information is ''good'' in problem (ML1P) can be concluded by our theoretical analysis. For example, instead of giving the rough conclusion, such as the X 0 − W 2,1 being close to 0, we clearly show how the supports and the signs of X 0 − W affect the performance.
Although this paper contains our earlier works [11] , [12] , we have further explored the (ML1R) problem, detailed the proofs of all theories, explained and discussed parameter setting, and conducted two experiments with synthetic spectrum sensing data and real ECG data.
E. ORGANIZATION OF THIS PAPER
The rest of the paper provides a detailed treatment of problems (ML1), (ML1P), and (ML1R), covering both the statement and proof of the main results. Section II introduces the notations and fundamental tool, called conic geometry, used in our analysis. The main results are described and proven in Section III. In Sections IV and V, simulations conducted on synthetic and real data, respectively, are provided to verify our theoretical analysis. Concluding remarks are given in Section VI.
II. PRELIMINARY
We first introduce the notations that are frequently used in this paper before briefly describing how a convex function can be specified in terms of conic geometry to make this paper selfcontained.
A. NOTATIONS
For a matrix H , we denote its transpose by H T , its i th row by h i , its j th column by h j , and the i th entry of j th column by h i j . supp(h) for a vector h is a set that collects the indices of nonzero entries of h and supp(H ) for a matrix H is equivalent to j supp(h j ), but we write H = supp(H ) := {i : h i 2 = 0} for short. · p and · F denote the p -norm and Frobenius norm, respectively. Let E denote the expected value and let B = {x : x 2 ≤ 1, x ∈ R n } denote the closed unit ball. The dot product of two matrices is X , Y = tr X T Y . The Euclidean distance to a set H ⊂ R n×l is the function dist(·, H) :
B. CONIC GEOMETRY
First, we introduce a cone and measure its size in terms of statistical dimension. Then, they are connected with the optimality condition for the MMVs recovery problem. VOLUME 6, 2018 Definition 1 (Descent Cone [16] 
is the conical hull of the perturbations that do not increase f near x.
Unfortunately, since a cone may be not linear, there is no a standard definition to describe the size of a cone. Amelunxen et al. [16] gave a way to measure the size of a cone, as described in the following.
Definition 2 (Statistical Dimension [16] ):
where g ∈ R n is a standard normal vector and (·, C), denoting the Euclidean projection onto C, is defined as (x, C) :
According to the definition of S.D. of a cone, Amelunxen et al. [16] derived the probability that two cones with a random rotation are separated as follows.
Theorem 3 (Approximate Kinematic Formula [16] ): Fix a tolerance η ∈ (0, 1). Suppose that C 1 , C 2 ⊂ R n are closed convex cones, but one of them is not a subspace. Draw an orthogonal matrix Q ∈ R n×n uniformly at random. Then,
The quantity a η := 8 √ log(4/η). In order to satisfy the requirement of Theorem 3, both and can be selected such that A = is a Gaussian random matrix [30] .
III. MAIN RESULTS
Following Sec. I-B, we characterize when problems (ML1), (ML1P) and (ML1R) succeed and derive the phase transition of the success rate inspired by the framework of conic geometry in this section. First, we need to redefine the null space and descent cone to fit the MMVs model in Sec. III-A. Second, since the S.D. of descent cone will be the key to determine whether the ground truth recovery is successful or not, in Secs. III-B, III-C, III-D, and III-E, we describe how S.D. can be estimated.
A. APPROXIMATE KINEMATIC FORMULA FOR MMVS
To connect the problems (ML1), (ML1P), and (ML1R) with Theorem 3, we first define the matrix null space null(A, l) of matrix A ∈ R m×n as:
The necessary and sufficient condition of successfully solving the problem (Mconvex) is described in the following. 
The proof can be found in [31] .
Under the optimality condition, we say that solving a compressed sensing problem is successful when it has a unique optimal point that is equal to the ground truth.
When C 1 and C 2 in Theorem 3 are substituted for the descent cone of X 0 and matrix null space, respectively, the probability of intersection can be reformulated as the probability of existence of a unique optimal solution by Lemma 4; that is, P(
On the other hand, since the nullity of A is n − m almost surely when A is a Gaussian random matrix, the dimension of
Then, the probability that the problem (Mconvex) succeeds can be estimated by the following theorem.
Corollary 5 (Phase Transitions in MMVs Recovery): Fix a tolerance η ∈ (0, 1). Let X 0 ∈ R n×l be a fixed signal matrix. Suppose A ∈ R m×n has independent standard normal entries and
where the quantity a η := 8 √ log(4/η).
B. CALCULATION OF STATISTICAL DIMENSION
In Corollary 5, the calculation of δ(D(f , X 0 )) is the key to realize theoretical results but is still an open problem. Here, we follow Amelunxen et al.'s theorem [16] below that provides the upper bound of general S.D. of a cone. More specifically, in Sec. III-C, we shall discuss the replacement of f with f M to let Corollary 5 be relevant to problem (ML1). In addition, in Sec. III-D and Sec. III-E, f is in place of f P and f R for problems (ML1P) and (ML1R), respectively.
Theorem 6 (Statistical Dimension of a Descent Cone [16]):
Let f : R n →R be a proper convex function and let x ∈ R n . Assume that the subdifferential ∂f (x) is nonempty, compact, and does not contain the origin. Define the function
where g ∼ N (0, I ). We have the upper bound
Furthermore, the function F is strictly convex, continuous at τ = 0, and differentiable for τ ≥ 0. It achieves its minimum at a unique point. A theorem stating the lower bound of S.D. is described as follows. [16] ): Let f be a norm on R n and let x be a fixed nonzero point. Then,
Theorem 7 (Error Bound for Descent Cone Recipe
where the function F is defined in Theorem 6. We will use this theorem to find the lower bound of S.D., so we reformulate (2) in Theorem 7 with focus on the lower bound as:
C. ESTIMATION OF S.D. IN PROBLEM (ML1)
Since the convex function f in (1) is, in fact, an 2,1 -norm in our method, we need the subdifferential of 2,1 -norm in order to compute the upper bound of S.D.. [32] ): For any X , U ∈ R n×l , we have:
Lemma 8 (Subdifferential of f M
where
One can see that, according to Lemma 8, the computation of subgradient of 2,1 -norm at X depends on whether a row of X is zero or not.
According to Theorem 6, (3) , and Lemma 8, we can estimate the S.D. of descent cone of 2,1 -norm.
Proposition 9 (Statistical Dimension of Descent Cone of f M ):
Let X be a matrix in R n×l with k nonzero rows. Then, the normalized S.D. of the descent cone of 2,1 -norm at the point X satisfies the inequality:
The function ψ is defined as:
is a gamma function.
The proof can be found in Appendix A. Note that the upper bound of normalized S.D. in (17) is exactly the one in Theorem 6, and the infimum in (6) is achieved for the unique τ * that solves the stationary equation Q (τ * ) = 0. If τ * is negative, τ = 0 since Q is non-decreasing from τ * to infinity. Otherwise, τ = τ * .
D. ESTIMATION OF S.D. IN PROBLEM (ML1P)
We provide the bounds of S.D. of descent cone at the point X 0 associated with convex function f P in the problem (ML1P). Since (3) needs f to be a norm function but f P is convex instead of a norm, we provide a new lower bound for the general convex function f in this subsection.
Theorem 10 (Lower Bound of S.D. With General f ):
Let ∂f (X ) be subdifferential of f (X ) and let f be not a norm but convex. Suppose ∂f is nonempty and compact, and does not contain the origin. Then, we have:
and G ∈ R n×l is a Gaussian random matrix. Please refer to Appendix B for the detailed proof of Theorem 10. To calculate the function F(τ ) and ξ (X ) in Theorem 10, we first compute the subdifferential of f P (X ).
Moreover, since the subdifferential of f P (X ) can be calculated as ∂(
, we calculate the subgradient of f P (X ) according to the indices sets of zero and nonzero rows with respect to X and X − W . We separate the domain of f P (X ) into four cases; i.e.,
Then, we have the following lemma.
Lemma 11 (Subdifferential of f P ): For any X , U ∈ R n×l , we have:
According to Lemma 11, Theorem 10 can be rewritten as follows with f being replaced by f P . Theorem 10 , the S.D. of the descent cone of f P at the point X 0 satisfies the inequality:
Proposition 12 (Statistical Dimension of Descent Cone of f P ): With the same notations and assumptions as in
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The function ψ P is defined as:
More specifically, we have:
where is gamma function and
is a modified Bessel function of the first kind.
The detailed proof of Proposition 12 can be found in Appendix C. Following Proposition 12, since Q P is strictly convex, the infimum value can be computed by finding the root of the derivative of Q P . Moreover, if we divide the inequality in (7) by n, we can see that the error term
is inversely proportional to n. That is, the error term is negligible as n is large enough.
E. ESTIMATION OF S.D. IN PROBLEM (ML1R)
We provide the bounds of S.D. of descent cone at the point X 0 associated with convex function f R in the problem (ML1R). Unlike f P , f R is the summation of two norm function and is also a norm function. Thus, we can estimate the lower bound simply by Theorem 7. Again, to calculate the lower bound, as in Theorem 7, we first compute the subdifferential of f R (X ) as ∂f R (X ) = ∂f M (X ) + λ∂ X * and ∂f M has been defined in Lemma 8. According to [33] , the subdifferential of the nuclear norm at X takes the form
where U V T is the singular value decomposition (SVD) of X and σ 1 (β (n−r)×(l−r) ) denotes the maximum singular value of β (n−r)×(l−r) with r = rank(X ) ≤ min{k, l}. Usually, the columns of X come from different sources and the number of sources should be smaller than k. For example, for a largescale signal with n = 256 × 256, even under the case of only 5% sparsity, we have k ≈ 3276 that is far larger than the number of sources. Therefore, we may expect that X is full rank with l < k. In other words, we have r = rank(X ) = l. Although we still can estimate the S.D. of descent cone of f R under a general assumption, here we only focus on this special case; i.e., r = l. Under this assumption, we can further simplify the subdifferential of the nuclear norm at X as:
Therefore, based on the result of subdifferential of f R , Theorem 7 can be rewritten as follows. 
where the function ψ R is defined as:
and
The detailed proof of Proposition 13 can be found in Appendix D. Just like Proposition 9 and Proposition 12, the infimum value can be computed by finding the root of the derivative of Q R . Noteworthy, ψ R seems to be larger than ψ since Q R > Q when X 0 is full rank. If so, that means the MMVs problem with f R is worse than that with f M in terms of recovery accuracy. It violates the intuition that more information should yield better performance. We will discuss it later in Subsection IV-B.
IV. VERIFICATIONS
In this section, we verify our theoretical analyses of phase transition in compressive sensing with respect to the objective functions f M , f P , and f R , which were conducted using the CVX package [34] .
First, in addition to parameter setting described in Subsection IV-A, in Subsection IV-B, we will show that the predictability of S.D. is extremely high, no matter what objective function is, so that we are able to theoretically compare the performance among the three objective functions without carrying out massive simulations for producing the global view of phase transition for each objective function. Especially, according to Proposition 12, the phase transition of f P is not only related to m, n, and k, but also related to matrix W . It's very hard to globally show the phase transition of f P even with small n. So, we will first verify and compare the performance with respect to f M and f R .
Since we find that the low rank constraint f R is less helpful and even needs more measurements to achieve comparable success recovery with f M , simulations conducted after Subsection IV-B were not relevant to low-rank f R .
Second, considering that Proposition 12 is related to the prior information, matrix W , we will conduct verifications about the behaviors of f P in Subsections IV-C, IV-D, IV-E, and IV-F, respectively. Based on Proposition 12, one can see that S.D. is highly related to ψ P , which is dominated by E and i∈E 1 cos( Ox i w i ), named cosine term hereafter. Hence, our simulations were divided into four categories.
Noteworthily, in (c3) and (c4), we treat the S.D. of f M as baseline to compare its performance with f P . In Subsection IV-G, we shall compare all the S.D. of f M , f R , and f P to show which one exhibits the best performance. Since the S.D. of f P depends on W , we derive a reasonable W according to (c1) ∼ (c4).
A. PARAMETER SETTING
In Subsections IV-B, IV-C, IV-D, and IV-E, we construct a signal matrix X 0 ∈ R n×l with k nonzero rows and generate prior information W with k W nonzero rows by the rule in each category of simulations. For parameter setting, the signal dimension was fixed at n = 100. In Subsection IV-B, k and m were set to range from 1 to n. In Subsections IV-C, IV-D, and IV-E, sparsity was set to k = 16. For the setting of length m of measurement vector in categories (c1) ∼ (c3), since there are no changes with performance when m is larger than n 2 , m was set to range from 1 to n 2 to focus on the phase transition of performance.
Another key parameter in the problems (ML1P) and (ML1R) is λ. The main difficulty is that the optimal λ, in fact, varies from the changeable relationship between W and X . We have also conducted simulations to observe the behavior of λ under different prior information and we choose λ = 1 according to our empirical observations for the subsequent simulations.
B. PHASE TRANSITION OF f M -AND f R -BASED MINIMIZATION
For this simulation, the number l of measurement vectors was selected as l = 2, 5, and 10, respectively. We repeated the following verification procedure 100 times for each set of parameters, composed of m, k, and l.
Step 1. Construct a matrix X 0 ∈ R n×l with k nonzero rows randomly.
Step 2. Draw a standard normal matrix A ∈ R m×n and form Y = AX 0 .
Step 3. Solve problems (ML1) and (ML1R), respectively, by CVX to obtain an optimal point X * . Step 4. Declare success if X * − X 0 F ≤ 10 −5 . In Proposition 9, we have shown that δ(D(f M , X 0 )) depends on n, k, and l. We can observe from Figs. 1(a)-(c) that the theoretical curve (in yellow) is extremely close to the success rate of 50% (in red), which implies that the derived phase transition of sparse recovery from problem (ML1) meets practical results. Furthermore, we can observe from Fig. 1(d) that, the larger l is, the smaller δ(D ( · 2,1 , X 0 ) ) and the width of phase transition are. Such a phenomenon is reasonable because more measurement vectors will be helpful in recovery of sparse signals.
In real applications, n and l are known/determined in advance, k is unknown, and m should be properly determined to save measurement rates. According to Proposition 9, with k fixed, we can determine the lower bound of m, but with m fixed, we can determine the upper bound of k. Thus, we can dynamically adjust the unknown parameters based on real scenarios.
Finally, as described in Subsection III-E in that, by determining the S.D. of f R , we realize that ψ R possibly is larger than ψ. So, here we not only verify the predictivity of S.D. of f R , but also compare with S.D. of f M . As shown in Fig. 2(a) , the theoretical curve (in yellow) is extremely close to the success rate of 50% (in red), just like Fig. 1 . Moreover, by comparing the statistical dimensions of f R (dotted line) and f M (solid line) in Fig. 2(b) , one can find that the low rank constraint f R is less helpful and even needs more measurements to achieve comparable success recovery with f M .
C. FIRST CATEGORY: PRIOR INFORMATION CONTROLLED BY |E 2 |
In this subsection, k W is 4 or 8 and l is 2 or 5. The following procedure (Steps 1 ∼ 5) was repeated 100 times for each set of parameters, composed of l and k W . Step 1. Construct a signal matrix X 0 ∈ R n×l with k = 16 nonzero rows randomly.
Step 2. Construct another matrix W ∈ R n×l with k W random nonzero rows as prior information such that |E 1 | = 12 and |E 2 | = 4 in Fig. 3(a) and (c), Fig. 3 (b) and (d), respectively.
Step 3. Draw a standard normal matrix A ∈ R m×n and generate Y = AX 0 .
Step 4. Solve problem (ML1P) by CVX to obtain an optimal solution X * . Step 5. Declare success if X * − X 0 F ≤ 10 −5 . As described in Proposition 12, δ(D(f P , X 0 )) depends on n, E, l, and λ. In Fig. 3 , the theoretical curve (in black), indicating δ(D(f P ,X 0 )) l derived in Theorem 5, is located at the vague region (of separating success and failure) of practical recovery results (in blue). We can observe that the theoretical results (in black) and the practical results (in blue) in Fig. 3(b) are closer to the origin than those in Fig. 3(a) because |E 2 | in (b) is greater than the one in (a), i.e., more correct supports (i.e., larger k W ) are available. Similar results also can be observed in Figs. 3(c) and (d) with a larger l. In addition, they show that both the theoretical and practical results will be closer to the origin than those in Figs. 3(a) and (b) due to a larger l being used. Such phenomena are reasonable because more prior information will be helpful in recovery of sparse signals.
D. SECOND CATEGORY: PRIOR INFORMATION WITH CORRECT SUPPORTS BUT IMPRECISE VALUES
We discuss how much influence of the cosine term on S.D. and performance. This is equivalent to exploring the similarity between X 0 and W . The parameters were n = 100, l = 5, k = 16, and k W = 8. We construct a matrix X 0 ∈ R 100×5 with k = 16 nonzero rows and generate prior information W with k W = 8 nonzero rows, where W ⊂ X is chosen. We repeat the procedure (Steps 1 ∼ 5) in Sec. IV-C 100 times for four types of prior information, described as follows. Fig. 4 (a) , Type 1 makes the cosine term cos( Ox i w i ) unpredictable but is expected to be the highest one among the four types and cause the worst performance.
(ii) In Fig. 4 (b) , W only has correct signs, so it cannot ensure if cos( Ox i w i ) is greater than or less than 0. Nevertheless, correct direction still improves the performance. (iii) In Fig. 4 (c) , W has correct signs with the original signal and satisfies |x i j | < |w i j | for i ∈ W and j = 1, 2, . . . , l with probability as high as 99%. These make the cosine term less than 0 and lead to better performance. (iv) Fig. 4 (d) exhibits the upper bound of performance since Type 4 carries the best prior information.
E. THIRD CATEGORY: PRIOR INFORMATION WITH WRONG SUPPORTS
We verify whether the effect of prior information with wrong supports can be correctly predicted by Proposition 12. The parameters were set as n = 100, l = 5, k = 16, and k W = 8. Prior information with Type 3, described in Sec. IV-D, was considered here, and w i ∼ N (0, I l×l ), i ∈ c X was chosen randomly. The procedure (Steps 1 ∼ 5) in Sec. IV-C was repeated 100 times for each pair of parameters, m and k W , under four cases of different numbers of wrong supports as the prior information. As shown in To compare with the case without prior information, the results regarding δ (D( · 2,1 , X 0 ) ) were labeled in red (baseline) in Fig. 5 . In Fig. 5(a) , although we incur |E 3 | = 6 wrong supports and still have 8 correct supports, the resultant S.D. with such W still is obviously lower than the baseline. In Fig. 5(b) , the number of wrong supports are increased to |E 3 | = 12, the obtained S.D. becomes almost no different from the baseline. In Figs. 5(c) and (d), along with the increase of |E 3 |, the performance degrades gradually and is finally worse than the baseline.
F. FOURTH CATEGORY: SIMULATED SPECTRUM SENSING DATA
Cognitive radio [35] is one of solutions to efficiently solve sparse spectrum usage [36] in wireless communications in that Secondary Users (SUs) are allowed to sufficiently exploit available spectrums, which are not currently occupied by Primary Users (PUs), via spectrum sensing (SS) techniques. With an eye on the fact that only few spectra will be used (i.e. only few PUs are active), such a characteristic of sparsity exactly meets the assumption of compressed sensing.
Moreover, in wireless communications, the transmitted signals easily suffer from fading and noise interference. Fortunately, with cooperative spectrum sensing (CSS), all cooperative SUs jointly can sense the spectrums to better detect the status of spectrum usage [20] , [27] , [28] , [37] from the sensed signals. Since the SUs in CSS share the same sparsity pattern for spectrum detection, both problems (ML1) and (ML1P) discussed in this paper are suitable to model CSS.
According to [38] , the sparsity k of spectra is the number of PUs and the number l of sensors denotes the number of SUs. Each nonzero entry of spectra is generated by P p |h|d − α 2 , where P p is PU's power, |h| is channel fading gain, α is propagation loss factor, and d is distance between PU and SU. In our simulation here, we set P p = 1000, |h| = 1, α = 4, d ∼ unif(5, 55), n = 128, l = 5, and k = k W = 16. Assume we have a successful recovery result, W ∈ R 128×5 , with | W | = k W = 16 as the prior information at time t i . With prior information W , we can exploit it to assist the recovery from new observation at time t i+1 . Let X ∈ R 128×5 and | X | = k = 16 be the new observation at time t i+1 that we need to recover. We take six different solutions/scenarios below to consider the behavior changes of PUs. As shown in Fig. 6 , we have some observations. (i) Under the same recovery probability, due to the help of suitable prior information, Cases 1∼4 achieve certain measurement reduction when compared to Case 6 (without prior information).
(ii) When prior information is largely changed from time to time (like Case 5), the prior information at previous periods becomes useless.
G. REMARKS
According to Subsections IV-B, IV-C, IV-D, and IV-E, we can conclude that S.D. is a useful indicator of revealing how many measurements are required for a successful recovery. In Table 2 , we show the S.D. values with respect to functions VOLUME 6, 2018 f M , f P , and f R . λ in both problems (ML1P) and (ML1R) are set to be 1.
The prior information, matrix W , relevant to the ground truth is defined as follows. LetX = arg min X X 2,1 s.t. Y = AX , where A ∈ R m×100 , Y = AX 0 , and m = δ(D(f M , X 0 )) . We have:
We can treatX as the last key frame as in DCVS [10] and assume that we use it as the prior information. Under the circumstance, we can compute the S.D. of f P along with n, l, X 0 , and W . This reveals that problem (ML1P) indeed achieves the lowest S.D. among the three objective functions.
V. REAL ECG DATA RECONSTRUCTION
Since all the data in Sec. IV are synthetic, we provide real data simulation using ECG signals in this section. MMVs have been applied to biomagnetic inverse problems that arise in Magnetoencephalography (MEG), Electroencephalography (EEG), and Electrocardiography (ECG) signals [21] , [29] . Usually, ECG signals are recorded by ten electrodes and form 12 different angles, called ''12-lead ECG''. Since these leads measure the same target -the heart, we may expect these leads will have the common support just like problem (ML1) assumes. Also, heartbeats are so periodic that ECG signals at the previous period can be treated as prior information when reconstructing ECG signals at the next period. Thus, the behaviors of ECG signals meet the assumption of problem (ML1P).
Compression Ratio (CR) [29] is a measure of the reduction in the data required to represent the signal. Following the notations in this paper, CR is expressed as:
In addition, the percentage root-mean-square difference (PRD) [29] is used to quantify the quality of recovered signal x ∈ R n with respect to the original signal x 0 ∈ R n and is defined as:
The smaller, the better.
A. DATABASE
The ECG signals used in this paper come from PTB Diagnostic ECG database (ptbdb) [39] . The database contains 549 records from 290 subjects. Each signal was digitized at 1000 samples per second, with 16 bit resolution over a range of ±16.384 mV. For the purposes of this research, the record labeled as patient001/s0010_re was adopted.
B. PARAMETER SETTING
Since these ECG samples were stored in a matrix form and each column represents a lead, we let the record with 1st ∼ 1024th samples be denoted as S t 1 ∈ R 1024×12 and let 1025th ∼ 2048th samples be represented as S t 2 ∈ R 1024×12 . Due to the inherent periodic property, S t 1 and S t 2 are similar. Thus, we may consider S t 1 as prior information for solving S t 2 . Let −1 ∈ R 1024×1024 be the discrete wavelet transform (DWT) matrix, and let W = −1 S t 1 . According to the conclusions in Sec. IV-D, Sec. IV-E, and Proposition 12, if prior information correctly determines the sign of X 0 , the magnitude of the row of W is expected to be as large as possible. In addition, since removing unnecessary support 2 is able to decrease |E 3 |, we conduct thresholding on W to achieve this goal. That is,
otherwise, where ε 1 = 0.9 and ε 2 = 50 were set empirically, w i j is an entry of W , and W is the matrix composed ofw i j 's. Then, we draw a standard normal matrix ∈ R 260×1024 and generate Y = S t 2 = X 0 = AX 0 , where X 0 = −1 S t 2 . In the next subsection, we show the results obtained by solving four different formulations as follows. 2 According to our observations, most of ECG signals in the DWT domain have large coefficients and share common supports in the low frequency subbands. This implies that small coefficients usually are located in the high frequency space whose support locations usually are uncertain. Thus, the supports contributed from the high-frequency coefficients are considered as unnecessary support here. 
C. EXPERIMENT RESULTS
Following the setting in Sec. V-B, CVX was adopted for sparse signal recovery. The CR is equal to Table 3 , where column labels, i.e., I, II, III, AVR, AVL, AVF, v1, v2, v3, v4, v5, and v6, are the names of different leads. Following [40] , we examine the PRD column-by-column to ensure that each lead at least satisfied ''good'' quality with PRD < 9%. As shown in Table 3 , no matter SMV model or MMVs model is considered, recovery performance (in terms of PRD) is improved with prior information, even when the prior information we give still is very rough. We can summarize that practical recovery performance is improved by prior information and meets our theoretical analysis, even when real data or approximately sparse signals are encountered.
VI. CONCLUSION
In this paper, we have presented a new phase transition analysis based on conic geometry to close the gap between theoretical analysis and practical recovery result for MMVs. Due to predictability of S.D., we are able to theoretically compare the performance among the three objective functions without carrying out massive simulations for producing the global view of phase transition in joint-sparse signal recovery of compressive sensing. Specifically, the different objective functions can be easily compared in terms of their statistical dimensions. Our studies indeed provide useful insights into the critical problem of selecting prior information to guarantee improvement of signal recovery in the context of compressive sensing.
APPENDIX A PROOF OF PROPOSITION 9
Without loss of generality, we may assume that the sparse matrix X ∈ R n×l takes the form of
where the first k rows of X are nonzero. Since · 2,1 is a proper convex function, by replacing the function f with · 2,1 , (1) becomes
where dist 2 (S, T ) = S − T 2 F . The matrix G ∈ R n×l has independent standard normal entries, which can be written as
where G 1 ∈ R k×l and G 2 ∈ R (n−k)×l , and is partitioned conformally with X . By Theorem 8, the subdifferential of the 2,1 norm at X taking the form
is also partitioned conformally with X . The distance from matrix G to τ · ∂ X 2,1 is
Given that ω i 2 ≤ 1, if g i 2 ≤ τ , we always can let
Therefore, the infimum is always zero when g i 2 ≤ τ . Assume g i 2 > τ , using the method of Lagrange multipliers, the infimum part of (13) can be considered as an optimization problem with the lagrange function
. . , n, wherein the stationary points are those points whose partial derivatives of L, defined in (14) and (15), are zero.
Combining (14) and (15), we have:
One can see that, the infimum is attained at u i = g i g i 2 . (13) can be reformulated as:
where (a) + = max(a, 0). Now, we take the expected value
Since the entries of G are independent standard normal, g i 2 ∼ χ l follows the chi distribution with l degrees of freedom for all i. Letting t = g i 2 for short, we have:
Therefore, we can obtain:
Then, plugging (16) into (11), we have:
On the other hand, we aim to approximate the lower bound of S.D. of descent cone of 2,1 -norm. By the fact that the descent cone of a point satisfies affine invariance provided the sign of such point is preserved, we have:
Based on (1) in Theorem 6 and (3), we can see that the gap between the upper and lower bounds of δ(D(
By (4), we have U F ≤ √ n for every subgradient U ∈ ∂ X 2,1 . In addition, X / X F 2,1 = √ k. Hence, the gap in (18) can be derived as
and we complete the proof.
APPENDIX B PROOF OF THEOREM 10
The proof of upper bound can be found in [16] . We focus on estimating the lower bound of δ(D(f P , X )). Let
for τ ≥ 0. Following the result of upper bound in [16] and (19), we have:
By the fact that F G (τ ) is convex on τ ≥ 0 and continuous differentiable on τ > 0 (Lemma C.1 in [16] ), we have:
for any τ and τ 0 . Let τ * and τ * G be the minimizer of F(τ ) and F G (τ ), respectively. Since F(τ ) is strictly convex on τ ≥ 0 and differentiable on τ > 0 (Lemma C.2 in [16] ), the minimizer τ * of F(τ ) is unique, i.e., τ * = arg min τ ≥0 F(τ ). (21) can be written as:
is the right derivative provided τ * = 0). Then, the expected value of inf τ ≥0 F G (τ ) in (20) corresponding to G becomes:
We can see that
In order to compute the variance of τ * G , we need to devise a consistent method for selecting a minimizer τ U of (19) for any U . Introduce the closed convex cone C := cone(∂f P (X )), and notice that
In other words, the minimum distance to one of the sets τ ∂f P (X ) is attained at the point C (U ) = arg min{ U − C F : C ∈ C}. As such, it is natural to pick a minimizer τ U of F U according to the rule
In light of (23), we have:
We have used the fact (B.3) in [16] that the projection onto a closed convex set is nonexpansive. By the relation between Var(τ * G ) and Lipschitz constant X F <∂f P (X ),X > in (24), we have:
By Lemma (C.1) in [16] ,
By replacing X of (22), (25) , and (26) with X 0 , we have:
Therefore, we complete the proof.
APPENDIX C PROOF OF PROPOSITION 12
Following the notation of Appendix B, we separate F G (τ ) as:
+ λ
To calculate E dist 2 (G, τ · ∂f P (X 0 )) , we first may calculate the expected value of (27)∼(30) since the expectation operator is linear. In (27) , for each i ∈ E 1 , let γ i =
. By taking the expected value of (27) , together with the fact that g i j ∼ N (0, 1), we have:
In (28), for each i ∈ E 2 , let γ i
, the minimization problem can be written as:
We can see that the optimal value is 0 provided γ i 
Similarly, in (30) , for each i ∈ E 4 , the optimal value of the corresponding minimization problem is derived as:
Hence, (30) can be written as: 
Next, we discuss the expected values in the right-hand side of (32) ∼ (34). For (32), let S 2,i = γ i 2 , for all i ∈ E 2 . Since g i j ∼ N (0, 1), S 2,i follows the noncentral chi distribution with the same degrees of freedom l and the same mean τ for all i ∈ E 2 , which implies that all S 2,i 's have the same probability density function as: By taking the expected value, we have: Similarly, let S 3,i = γ i 2 follow the noncentral chi distribution with the same degrees of freedom l and the same mean τ λ for all i ∈ E 3 . Therefore, all S 3,i 's have the same probability density function ρ S 3,i = s; l, τ λ . Then, by taking the expected value, (33) becomes Therefore, E[dist 2 (G, τ · ∂f P (X 0 ))] = T 1 + T 2 + T 3 + T 4 = Q P (n, l, τ, E), and we complete the proof.
APPENDIX D PROOF OF PROPOSITION 13
Recall the assumption of Appendix A and let the sparse matrix X ∈ R n×l take the form of
where the first k rows of X are nonzero.
We start the proof from
The random matrix G ∈ R n×l takes the same form of X , which can be written as:
where G 1 ∈ R k×l and G 2 ∈ R (n−k)×l . By Theorem 8 and (8), it's easy to see that ∂f R (X ) should take the same form as X . Furthermore, by additionally taking the subdifferential of f M in Appendix A into consideration, we may simply let
for i = k + 1, . . . , n.} , where 1 ∈ R k×l and 2 ∈ R (n−k)×l are submatrices of support part and non-support part of ∂f R (X ), respectively. The distance from matrix G to τ · ∂f R is dist 2 (G, τ · ∂f R (X )) Take the expected value, we have E dist 2 (G, τ ∂f R (X ))
Since E dist 2 (G, τ ∂f M (X )) has already been specified in Appendix A, we focus on the other term as:
Recall from Appendix A, we have the result as:
E dist 2 (G, τ ∂f R (X ))
where T (l, τ ) = On the other hand, we aim to approximate the lower bound of S.D. of descent cone of f R . Since f R is a norm function, we estimate the lower bound by Theorem 6 and (3).
Plugging (8) into (3), we have
