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ABSTRACT OF DISSERTATION 
 
LASER SPECTROSCOPY OF RADICALS CONTAINING GROUP IIIA AND VA 
ELEMENTS 
 Radicals are interesting to study because of importance in so many processes such 
as semiconductor growth or stellar evolution. Laser induced fluorescence (LIF) and 
wavelength resolved emission spectra of jet cooled HPS, HAsO, AsD2, H2PS, and F2BO 
have been measured using the pulsed discharge jet technique.  
 Several bands in the Ã 1A″ − X̃ 1A′ transition of HPS were observed and assigned 
with the help of ab initio calculations. The ab initio geometries showed that HPS does not 
follow Walsh’s predictions for the angle change upon electronic excitation; Walsh predicts 
an increase in HPS upon excitation while a decrease is calculated. Ab initio Walsh-style 
orbital angular correlation diagrams for both electronic states show a change in correlation 
for some orbitals upon electronic excitation, an effect that Walsh did not predict. 
 The Ã 1A″ − X̃ 1A′ transitions were measured in HAsO and DAsO for the first time. 
A molecular geometry was derived for each electronic state from experimental rotational 
constants. The experimental geometries prove that HAsO also violates Walsh’s rules for 
the same reason shown in HPS.  
 The Ã 2A1 – X̃ 2B1 electronic transition of AsD2 and AsHD were measured. 
Vibrational levels observed in emission were fit to a local mode vibrational Hamiltonian. 
Using the previously reported rotational constants for AsH2 and those determined for AsD2 
in this work, an improved estimate of the excited state geometry was obtained.  
 The discovery of the B̃ 2A′ −X̃ 2A′ band system of H2PS is the first report of this 
molecule. Both D2PS and HDPS were also observed. Ab initio calculations helped assign 
the transition. H2PS is one of the few tetra-atomic or larger molecules that violates Kasha’s 
empirical rule due to the large separation between the B̃ and Ã states.  
 Finally, laser induced fluorescence spectra of the F2BO radical was observed for 
the first time. Previous work showed two band systems with only a tentative assignment. 
The measured LIF spectra confirm the identity of the two band systems as the B̃ 2A1 – X̃ 
2B2 and the B̃ 2A1 – Ã 2B1 transitions showing F2BO also violates Kasha’s rule.  
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1. Introduction and Theory 
1.1. Motivation to Study Reactive Intermediates 
 Reactive intermediates or transient species are radicals, ions, and other short-lived 
molecules that occur throughout chemistry. These intermediates are local minima on the 
potential energy surface of their respective chemical systems; they often occur along the 
reaction coordinate between reactants and products. A flame is the quintessential example 
of the importance of these reactive intermediates to chemistry: the combustion process 
consists of many steps that produce various transient species (for an example, see a review 
on the combustion of acetylene1). These species, of course, react quickly with each other 
at ambient pressures and temperatures and eventually decompose to the final combustion 
products. Although short-lived in laboratory conditions, transient species can exist for 
extended time periods in the low pressures and temperatures outside the atmospheres of 
stars and planets since they are stable in the absence of collisions. Reactive intermediates 
are difficult to study because of their fleeting nature, so comparatively little is known about 
them. 
 An improved knowledge of reactive intermediates would be useful to the 
understanding of chemical transformations on a variety of levels. Mechanistic information 
about a reaction can be obtained by detecting a possible mechanism’s intermediates. 
Obviously, the mechanism of a reaction is important to its kinetics since the exact sequence 
of reaction steps determines the rate behavior of the reaction. An understanding of the 
intermediates in a reaction can also provide a method for measuring rates by tracking their 
relative concentrations. There are also areas such as combustion chemistry, semiconductor 
growth, interstellar chemistry, and atmospheric chemistry where the investigation of the 
2 
transient species involved provides particular chemical insight. This study focuses on five 
reactive intermediates, HAsO, HPS, H2PS AsD2, and F2BO specific to two areas of 
chemistry: semiconductor growth processes (HAsO, AsD2, and F2BO) and the interstellar 
medium (HPS and H2PS).  
1.1.1. Semiconductor Growth Intermediates 
 In the semiconductor industry silicon is still predominant, but more exotic 
compound semiconductors are of interest because of their improved electronic properties.2 
So called III-V semiconductors like GaAs, AlGaAs, and InP are important in a variety of 
electronic devices, such as TV recievers, barcode readers, and solar cells. A common 
source for the arsenic atoms in these films is arsine gas, even in metal-organic chemical 
vapor deposition (MO-CVD) processes, a technique of semiconductor growth which uses 
organometallic molecules as the source of most of the inorganic atoms. This research 
includes investigation of two radicals formed from arsine which could be possible 
semiconductor growth intermediates: AsH2 and HAsO. 
 Semiconductor growth is a very important research area because of the wide variety 
of modern electronic devices that contain integrated circuits. Even formerly entirely analog 
electric devices like kitchen ovens have become digital (electronic) gadgets. As such, there 
is quite a large interest in finding improved semiconductor materials and better methods to 
synthesize the ones already known. Chemical vapor deposition (CVD) processes are a 
common method for the growth of compound semiconductors. In its most basic form, CVD 
is any method where a thin film is synthesized via a gas phase reaction,3 and in this sense 
CVD methods have been known for quite a long time. The “arsenic mirror” deposited by 
arsine has been used in tests for poisoning since the early 1800’s.4 Modern MO-CVD 
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became an important semiconductor production technique in the 1960’s,5 when a GaAs 
film was first synthesized from triethylgallium and arsine. MO-CVD is commonly used for 
semiconductor growth because it allows for lower temperature deposition than earlier 
inorganic precursor CVD, which helps to promote pure growth of the intended film.  
 Throughout most of its history as a semiconductor growth technique, CVD has been 
an empirically driven field, although an interest in the basic chemistry involved has 
developed in the past few decades.3 Laser induced fluorescence (LIF) spectroscopy is an 
ideal tool to provide a chemical understanding of CVD processes because spectra are 
unique to target molecules and because monitoring can be done with minimal change to 
the system.  
 Not only can spectroscopy be used to examine semiconductor growth, light can be 
used to alter the process. Higher reaction rates and lower required temperatures, as well as 
device patterning can be achieved with a technique known as laser assisted vapor phase 
epitaxy.6,7 Such photon aided techniques require a spectroscopic understanding of the 
precursors and the intermediates that they might generate. Direct photolysis, which 
produces radical fragments, is an important route in these photochemical CVD reactions,8 
but the specific details of those fragments are surprisingly poorly understood.  
1.1.2. Interstellar Species 
 Extra-terrestrial reactive intermediates are found in areas of high local 
concentration of matter, whether they surround a star (circumstellar envelopes) or do not 
(interstellar clouds). To date, less than 200 molecules have been found in the interstellar 
medium,9 and the known list includes many gaps. The specific details of chemical interest 
circumstellar envelopes are described by Ziurys10. In summary, certain stars can reach a 
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stage in their development where they have converted all of the hydrogen at their core and 
begin the process of fusing helium. One of the results that can accompany this change is 
that these stars can then start to eject matter that eventually cools and forms a shell of 
molecules and dust around the star. Depending on the exact nature of the star, either a 
carbon rich or an oxygen rich envelope can form around the star. Interstellar clouds, the 
other source extra-terrestrial molecules, are areas of the interstellar medium that have high 
relative concentrations of dust and molecules but are not surrounding a single particular 
object. Besides its proximity to stars, the overall density and proportion of dust in a cloud 
will influence its temperature by controlling the depth that light can penetrate.  All of those 
factors can make the temperature range from ~10K for dark, cold clouds to ~100K for 
diffuse clouds. 
 Although it is true that most of the observation of interstellar species is done via 
radio astronomy, electronic spectroscopy has a valuable role in finding new target 
molecules. Advantages in experimental particulars such as faster scan rate and lower 
detectable concentrations make finding new molecules using LIF easier than micro- and 
millimeter-wave techniques. Optimized conditions for production of radicals can then be 
transferred from LIF to pure rotational experiments. A full analysis of the electronic 
transition can also provide ground state rotational constants that are a good starting point 
for a search for the pure rotational spectrum.  
1.2. Electronic States 
 This work is concerned with transitions of polyatomic asymmetric top molecules. 
The spectroscopic notation for states of these molecules consists of a label for the state, the 
multiplicity, and the spatial symmetry of the electronic wavefunction. An example label 
5 
for an electronic state is X̃ 1A′. For a polyatomic molecule, the state label is X̃ for the ground 
state, and Ã, B̃, C̃, …, for the first, second, third, …, excited states of the same multiplicity 
as the ground state. Higher states of a different multiplicity are labeled with lower case 
letters such as ã and b̃.  The multiplicity label is simply 2S+1, where S is the total electronic 
spin, ½ for each unpaired electron. The electronic states of molecules in this work have 
either zero or one unpaired electrons, resulting in singlet or doublet states.  
 The symmetry label for the state is taken from the direct product of all of the spatial 
symmetries of the occupied one electron orbitals. Since the direct product of any 
irreducible representation and itself contains the totally symmetric representation, doubly 
occupied orbitals only contribute the totally symmetric representation. The overall spatial 
symmetry of the wavefunction will then be the direct product of the totally symmetric 
irreducible representation with the irreducible representations of any orbitals that are not 
doubly occupied. If the ground state of a singlet molecule has all of its electrons paired in 
spatial orbitals, the wavefunction will have the totally symmetric representation. The 
excited states for singlet molecules can have two singly occupied orbitals, and the state 
symmetry is the direct product of those two orbitals. For the doublet molecules described 
in this work, the spatial symmetry of the wavefunction has the same representation as the 
orbital with the single unpaired electron. It is worthwhile to note that in general, 
spectroscopic labels are chosen for the isotopologue (molecules that only differ in their 
isotopic composition) containing the most abundant isotopes.  
1.2.1. XH2 – 7 Valence Electrons 
 The arsino radical, AsH2, is a bent seven valence electron molecule with C2v 
symmetry and a ground state electron configuration of  
6 
  (core) (a1)2 (b2)2 (a1)2 (b1)1 
with a single unpaired electron in the b1 HOMO which leads to the X̃ 2B1 ground state. 
Promotion of a single electron from the a1 second highest occupied molecular orbital 
(SHOMO) orbital to the b1 HOMO produces the first excited electronic state, Ã 2A1. The 
orbitals are well described by Walsh’s rules laid out in his paper on AH2 molecules.11 The 
b1 orbital is predominately an out-of-plane p orbital on the arsenic atom and does not 
change energy with bond angle, while the a1 orbital is a mixture of the corresponding in-
plane arsenic p orbital with some arsenic s character and some involvement with the s 
orbitals on the two hydrogen atoms and this orbital is strongly stabilized at bent geometries. 
Two electrons in the a1 orbital results in a strongly bent equilibrium geometry for the 2B1 
ground state, and promotion of one of those electrons to the b1 orbital reduces the bending 
stabilization and causes an increase in angle for the 2A1 excited state.  
1.2.2. HXY – 12 Valence Electrons 
 HPS and HAsO are isoelectronic molecules. They both have a bent ground state, 
giving them CS symmetry and have twelve valence electrons and the same valence electron 
configurations: 
  (core) (a′)2 (a′)2 (a′)2 (a″)2 (a′)2 (a′)2 (a″)0 (a′)0.  
 Walsh also made predictions concerning the shapes of HXY type triatomic molecules.12 
The exact numbering of the orbitals depends on the number of core electrons for the 
particular species. The HOMO, the LUMO, and the second lowest unoccupied orbital are 
constructed mainly from combinations of the p orbitals on the X and Y atoms. At linearity, 
the three orbitals correspond to the two components of a π orbital (constructed from the p 
orbitals on X and Y perpendicular to the molecular axis) and a σ orbital (constructed from 
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the p orbitals parallel to the molecular axis). Upon bending, the two components of the π 
orbital split in energy, with one unaffected by bending (a″) and the other heavily stabilized 
(a′). The ground state has two electrons in the a′ component, leading to a bent equilibrium 
geometry. Both HAsO and HPS show anomalous behavior in their excited states. 
Promoting an electron from the bent-stabilized a′ orbital to the a″ orbital that is unaffected 
by angle should lead to a net increase in angle, but both of these molecules have smaller 
bond angles in the excited state. This phenomenon will be discussed in more detail in 
chapters 3 and 4. 
1.2.3. H2XY – 13 valence electrons 
 H2PS is one of a series of recent molecules studied by the Clouthier group including 
H2AsO13 , 14 , H2PO15 , Cl2PS16 , and F2PS17 . H2PS is a tetra-atomic molecule with CS 
symmetry and 13 valence electrons. This system has one more valence electron than 
formaldehyde, and has the electron configuration: 
  …(12a′)2 (4a″)2 (13a′)1,  
where the 12a′ orbital can be described as a π bond between the phosphorus and sulfur 
atoms, the 4a″ orbital is an n orbital constructed mainly of a p orbital on the sulfur atom, 
and the 13a′ orbital is the π* orbital localized between P and S. Since the only unpaired 
electron in the ground state resides in a totally symmetric orbital, the X̃ state is 2A′. 
Promotion of an electron from the n to π* orbital results in the Ã 2A″ state, which turns out 
to be about 4500 cm−1 above the ground state (estimated by ab initio calculations described 
in Chapter 5). The next excited state, B̃ 2A′, formally results from a π – π* transition and 
occurs in the visible region. The molecules in this tetra-atomic series are interesting 
because they fluoresce from the second excited state, where as most polyatomic molecules 
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obey Kasha’s empirical rule18 that says that fluorescence occurs only from the first excited 
state of the same multiplicity of the ground state.  
1.2.4. F2BO – 23 Valence Electrons 
 F2BO is another molecule that violates Kasha’s empirical rule. The electron 
configuration of F2BO is : 
  …(8a1)2 (2b1)2 (5b2)1, 
which leads to the ground state term symbol X̃ 2B2. The orbitals can be described by analogy 
to formaldehyde. The HOMO is essentially an in-plane non-bonding p orbital on the 
oxygen atom (nO). The 2b1 second highest occupied molecular orbital (SHOMO) is an out-
of-plane p orbital on the oxygen atom with some stabilization form the p orbital on the 
boron atom, making its best label πBO. The last important orbital to the observed LIF 
spectrum is the 8a1 third highest occupied molecular orbital (THOMO), which is a bonding 
σ orbital between the oxygen and boron atoms (σBO). The Ã state is produced when a single 
electron is promoted from the SHOMO to the HOMO, giving the term symbol 2B1; this 
state is relatively low lying, and was only observed in emission. The second excited state 
(B̃ 2A1), which is produced when an electron is promoted from the THOMO to the HOMO, 
was observed in both laser induced fluorescence and emission. The details of this are 
discussed in Chapter 7.  
1.3. Vibrational Energy Levels 
 The position of the atoms in a molecule with N atoms can be described by 3N 
coordinates (three for each atom). Of those coordinates, three can be used to describe the 
translation of the molecule’s center of mass and three can be used to describe the rotation 
of the molecule (only two coordinates are required to describe rotation of a linear 
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molecule). The remaining 3N−6 coordinates (or 3N−5 for a linear molecule) describe the 
internal coordinates of the molecule. Vibrations occur along displacements to those internal 
coordinates; thus, there are also 3N−6 (or 3N−5) vibrations.  
 The normal modes of vibration can each be assigned to a symmetry species of the 
molecular point group. Each mode is also systematically numbered based on its symmetry 
species and energy; modes are first grouped by symmetry species (in the order of the 
irreducible representations in the character table) then numbered in decreasing energy 
order. 19  For vibronic (vibration-electronic) transitions, vibrational levels in the lower 
electronic state (often the ground state in our work) are labeled with the mode number 
followed by a subscript for the vibrational quantum number in that mode. For example 2132 
is 1 quantum of mode number 2 and 2 quanta of mode 3. Labels for vibrational levels of 
an excited electronic state use superscripts for the vibrational quantum number (e.x. 12 for 
2 quanta of mode 1). It should be noted that the modes for excited states are numbered by 
correspondence of the nuclear motions to the ground state numberings, no matter how the 
energy ordering changes; for example, if ν2 in the ground state is a bending motion, then 
ν2 will be the corresponding bend in all excited states. Vibronic transitions can be labeled 
with the same scheme, using superscripts for the upper state vibronic levels over subscripts 
for the lower state levels; a transition from the lowest vibrational level in the ground 
electronic state to one quantum of mode 2 and two quanta of mode 3 would be labeled 
20
130
2.   




















where ωi is the harmonic frequency for mode i, and xij is the anharmonicity between modes 
i and j.  Higher order anharmonicities can also be introduced, but did not need to be 
considered for any of the molecules in this work. Equation 1.1 works well for levels that 
do not interact significantly with each other. Often, the vibrational intervals are fitted using 
a modified version of the above energy expression: 
 








where the zero superscripts indicate that the energy is relative to the zero point level which 
is given a value of 0.0. The anharmonicity constants from the two energy expressions are 
equivalent, while the vibrational frequencies are related by the following equation: 
 
𝜔𝑖













 The vibrational selection rule for vibronic transitions is that the integral 
 ∫𝜓𝑣
′ ∗𝜓𝑣
″  𝑑𝜏 
(1.4) 





″ 𝑑𝜏, has the same symmetry as the (non-zero) electronic transition integral, 
∫𝜓𝑒
′ ∗𝜓𝑒
″ 𝑑𝜏.20 Since LIF transitions in supersonic jet spectroscopy often originate from the 
zero point level in the ground state, which has totally symmetric vibrational symmetry; 
only transitions to totally symmetric vibrational levels in the excited state are generally 
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allowed, including all quanta of totally symmetric modes and even quanta of non-totally 
symmetric modes.  However, transitions from v″ = 0 to upper state levels involving the 
non-totally symmetric modes are generally very weak. 
1.3.1. Vibrations of XH2 
 AsH2 is a triatomic molecule with C2v symmetry. Chapter 6 is mainly concerned 
with the spectra of the two deuterium substituted isotopologues, AsD2 and AsHD, but also 
goes into extensive analysis of the vibrational levels of AsH2. Since a single deuterium 
substitution breaks the C2v symmetry, AsHD has CS symmetry, and its vibrations follow 
the description for HXY molecules in section 1.3.2. The vibrational modes for the other 
two isotopologues, AsH2 and AsD2, are described in this section.  
1.3.1.1. Normal Modes 
 The three normal modes of AsH2 consist of a symmetric As–H stretch (a1 
symmetry), a bend (a1) and an antisymmetric As–H stretch (b2). Using the standard 
convention for numbering the vibrations, ν1 is the symmetric stretch, ν2 is the bend, and ν3 
is the antisymmetric stretch. As is the general case, the antisymmetric stretch is slightly 
higher in frequency than the symmetric stretch. For the two C2v symmetry isotopologues 
of AsH2, only the a1 symmetry vibrations, the symmetric stretch (ν1) and the bend (ν2), 
should be active in the electronic spectrum due to the previously mentioned selection rule. 
 The forces between atoms in a molecule, along with the masses, determine the 
observed vibrational frequencies. Therefore, from enough vibrational frequencies for 
various isotopologues, one can work back to obtain a set of force constants. The Wilson 
FG method21 can be used to determine force constants. The details of the mechanics are 
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well known22 so only the specific case needed for analysis of the arsino radical will be 
discussed. The eigenvalue matrix equation  
 𝑭𝑮 − 𝑬𝝀 = 𝟎 (1.5) 
describes a normal coordinate analysis, where F is the symmetrized matrix of force 
constants for the molecule, G is a matrix with elements that depend on the masses and 
geometric arrangement of atoms in the molecule, and λ is the column matrix of eigenvalues. 
The F and G matrices are constructed by unitary transformation of un-symmetrized 
matrices f and g. The elements of the f matrix are the force constants, fij, along the directions 
of the displacement coordinates i and j. These force constants do not depend on mass, only 
the electronic potential (they are related to the partial derivatives ∂2V/∂i∂j), and so are 
equivalent for different isotopologues. The three internal coordinates for a C2v triatomic 
molecule can be labeled r1, r2, and θ, where r1 is the coordinate for one bond, r2 is the 
coordinate for the other bond, and θ is the coordinate for the angle. The three vibrational 
frequencies are related to changes in those internal coordinates. The displacements of those 
coordinates are labeled Δr1, Δr2, and Δθ, and they are related to the two bond stretching 








where for simplicity, we have dropped the Δ labels and ordered the elements to later 
correspond with the vibrational numbering (ν1 = sym. stretch, etc.). The f matrix is already 
symmetric about its diagonal (𝑓𝑟1𝜃  = 𝑓𝜃𝑟1) because of the equivalence of mixed partial 
derivatives. Since equivalent oscillators have the same force constants, f can be further 









The matrix now only contains four different elements: frr describs AsH stretching, fθθ 
describes bending, frθ describes the bend-stretch interaction, and frr′ describes stretch-other-








depend on geometry and mass, and have also been ordered to make the indices correspond 
with the vibrational numbering for a triatomic molecule. For the molecule AsH2, the 
elements are  
 𝑔11 = 𝜇𝐻 + 𝜇𝐴𝑠, (1.9a) 
 𝑔12 = − (
𝜇𝐴𝑠
𝑟
) sin 𝜃, (1.9b) 
 𝑔13 = 𝜇𝐴𝑠 cos 𝜃, (1.9c) 
 𝑔22 = 2(𝜇𝐻 + 𝜇𝐴𝑠 − 𝜇𝐴𝑠 cos 𝜃) /𝑟
2, (1.9d) 
 𝑔23 = 𝑔12, and (1.9e) 
 𝑔33 = 𝑔11 (1.9f) 
 
where μH is reciprocal mass, r is the bond length, and θ is the angle.  
 The displacement coordinates Δr1, Δr2, and Δθ do not transform as the elements in 
the C2v character table, but one can perform a coordinate change into symmetry 




































which can also be written 
 s = Ur. (1.10 b) 















These symmetry coordinates now correspond to the three vibrational modes, ν1 (symmetric 
stretch), ν2 (bend), and ν3 (anti-symmetric stretch) and transform as elements of the C2v 
character table. 
 Using the transformation from internal displacements to symmetry coordinates, one 
can perform a unitary transformation on f and g to obtain the symmetrized matricies F and 
G as follows: 
 
 F = UfU-1 (1.12) 
and 
 G = UgU-1. (1.13) 







 𝑓𝑟𝑟 + 𝑓𝑟𝑟′ √2𝑓𝑟𝜃 0
√2𝑓𝑟𝜃 𝑓𝜃𝜃 0












 𝑔11 + 𝑔13 √2𝑔12 0
√2𝑔12 𝑔22 0






where the elements gij are described above. F and G are now block symmetrized into an A1 
2 × 2 block and a B2 1 × 1 block. The resulting matrices can be used in equation 1.4, and 
the force constants for a C2v molecule can be found using them. The computer program 
ASYM2023 can be used to perform the iterative refinement of the force constant from 
experimental structures and frequencies. The program constructs a set of larger matrices 
by combining the F and G matrices of different isotopologues and simultaneously refines 
the force constants. 
 In dealing with the normal coordinate analysis for a species such as the arsino 
radical, experimental data from AsHD complicates the treatment because it is a Cs 
molecule. The only way to get valid force constants using experimental data from all three 
isotopologues is to do the entire refinement for all three isotopic species in Cs symmetry 
simultaneously using the unsymmetrized f and g matrices, while imposing the constraints 
𝑓𝑟1𝑟1 = 𝑓𝑟2𝑟2and 𝑓𝑟1𝜃 = 𝑓𝑟2𝜃. The four usual force constants for a C2v molecule, F11, F22, F33, 
and F12 can be calculated from the result using the relationships F11 = frr + frr′, F22 = fθθ, F33 
= frr – frr′, and F12 = √2𝑓𝑟𝜃. The result of a normal coordinate analysis is a set of force 
constants that describe the harmonic frequencies, centrifugal distortion constants, and 
inertial defects of the molecule.  
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1.3.1.2. Local Mode Oscillators 
 Local mode oscillators are not a new phenomenon in the analysis of vibrations; 
both normal modes and local modes made early appearances in the descriptions of 
vibrational structure.24 The use of local modes has taken a sort of new renaissance in the 
analysis of overtone spectra for symmetric molecules because of their usefulness in 
describing highly excited vibrational levels. Levels from the variational calculations of the 
rovibrational states of AsH2 such as those in Figure 1-1 are not easily described by normal 
mode oscillators, as particular stretching levels occur in nearly degenerate pairs. Darling-
Dennison resonance, which couples states differing by two or four quanta, has been used 
to describe experimental overtone spectra showing these near degeneracies25 (for example, 
see the O−H stretching overtones in water from Ref. 25). Darling-Dennison couplings do 
not have an easily understood physical interpretation for the relatively large coupling 
constants, but an equivalent method of understanding these levels, the so-called “local 
mode” approach, is through the use of coupled equivalent oscillators.  
 In the local mode analysis, the states with the same total stretching quantum number 
are coupled with relatively small coupling constants. Although several different 
formalisms have been developed, 26 , 27  we employed the approximate anharmonically 
coupled anharmonic oscillator (AACAO) Hamiltonian for triatomic molecules28 in the 
analysis of AsH2. The AACAO Hamiltonian incorporates bending and gives direct 
conversions between the ten parameters and the normal mode equivalents (three vibrational 
frequencies, six anharmonicity constants, and the Darling-Dennison resonance constant). 
The direct conversion equations allowed us to be able to properly describe the vibrational 
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levels using AACAO and still use our regular normal coordinate analysis scheme to 
determine the molecular force constants.  
 Baggott28 has shown that the normal mode vibrational Hamiltonian including 
Darling-Dennison resonance can be written using shift operators and then goes on to show 
that the local mode Hamiltonian is easily obtained by substituting the original shift 
operators with ones appropriate for local mode basis functions. Omitting the details of the 
derivation, the result can be expressed as a Hamiltonian matrix with the following set of 
matrix elements: 
 ⟨𝑚,𝑛; 𝑏|?̂?𝑒𝑓𝑓/ℎ𝑐|𝑚,𝑛; 𝑏⟩
= 𝜔𝑠(𝑚 + 𝑛) + 𝑥𝑠[𝑚(𝑚 + 1) + 𝑛(𝑛 + 1)] + 𝜔𝑏𝑏




+ 𝑥𝑠𝑏 [𝑏(𝑚 + 𝑛 + 1) +
1
2
(𝑚 + 𝑛)] 
(1.16a) 
 ⟨𝑚 − 1, 𝑛 + 1; 𝑏|?̂?𝑒𝑓𝑓/ℎ𝑐 |𝑚,𝑛; 𝑏⟩
= [𝜆 + 𝜆′(𝑚 + 𝑛 + 1) + 𝜆″ (𝑏 +
1
2
)] {𝑚(𝑛 + 1)}1/2 
(1.16b) 
 ⟨𝑚 − 2, 𝑛 + 2; 𝑏|?̂?𝑒𝑓𝑓/ℎ𝑐|𝑚,𝑛 ; 𝑏⟩ = 𝛾[𝑚(𝑚 − 1)(𝑛 + 1)(𝑛 + 2)]
1/2 (1.16c) 
and their Hermitian conjugates, where b is the bending quantum number and m and n are 
labels for the stretching levels. The ten parameters ωs, ωb, xs, xb, xss, xsb, λ, λ′, λ″,γ can be 
related to the nine normal mode constants and the Darling-Dennison resonance constant 
through the parameters in Table 1-1. Since there are several different labeling conventions, 
we will use |𝑆; 𝑏⟩ to refer to an entire manifold of stretching levels (where S, the total 
stretching quantum number, is equal to m + n), and |𝑚, 𝑛; 𝑏⟩  to describe a particular 
stretching state. 
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 The Hamiltonian matrix defined by these elements is block diagonal in |𝑆; 𝑏⟩ and 
has S + 1 elements. For example, there are three levels that have two quanta of stretch; 
both quanta could be in one or the other local mode oscillator (leading to two nearly 
degenerate levels) or one could be in each. Only S and b are good quantum numbers in the 
local mode approximation, m and n are only useful as labels for the states. The Hamiltonian 
matrix can be further diagonalized by applying the Wang transformation, which splits the 
S + 1 elements into a1 and b2 symmetry blocks. For manifolds with even numbers of states, 
levels are paired and each nearly degenerate pair is made up of one a1 and one b2 state. 
When S + 1 is odd, there is an extra a1 level.  
 In the ladders of local mode stretching levels, the labels for the pairs of nearly 
degenerate states are |𝑚, 𝑛; 𝑏⟩ and |𝑛,𝑚; 𝑏⟩. For example, the pair |4,0; 0⟩ and |0,4; 0⟩ and 
the pair |3,1; 0⟩ and |1,3; 0⟩ are nearly degenerate, while the level |2,2; 0⟩ is the “lonely” 
a1 level in the |𝑆; 𝑏⟩ manifold. This means that the coupling occurs through the block, since 
the |4,0; 0⟩ couples only with |3,1; 0⟩ and |2,2; 0⟩ through the matrix elements written 
above and not directly to |0,4; 0⟩. 
 Baggott includes matrix elements for bend-stretch Fermi resonance which couple 
the |𝑆; 𝑏⟩ manifold with the |𝑆 − 1; 𝑏 + 2⟩ manifold because the stretching frequency is 
often nearly twice the bending frequency (ωs ≈ 2ωb), leading to the possibility of interaction 
of these levels. Our variational pure bending levels for AsH2 did not show any shifts and 
could be easily fit with the standard anharmonic oscillator expression, so we excluded the 
Fermi resonance matrix elements from our analysis. 
 Variationally calculated vibrational levels for AsH2, AsD2, and AsHD were 
analyzed using the local mode formalism. The matrix elements for the Wang symmetrized 
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blocks for states up to S = 5 were evaluated algebraically and then the elements and their 
derivatives with respect to the local mode parameters were coded into a matrix 
diagonalization program. The program uses a non-linear least squares routine to determine 
the local mode parameters. Pre-symmetrizing the matrices simplifies the diagonalization, 
as only symmetrized blocks up to 3 × 3 are needed for the stretching quanta considered. 
Each variationally determined vibrational level was assigned with a stretching quantum 
number (S), a stretching level label (m), a bending quantum number (b), and assigned to 
the appropriate a1 or b2 symmetry block. A quantum number cutoff of S + 2b ≤ 10 was 
employed because it limited levels approximately by energy but still included all of the 
members of each stretching manifold considered. Using the least squares procedure the full 
matrix results in a set of vibrational constants. 
1.3.2. HAB Normal Modes 
 The normal modes for HAB molecules are fairly simple to understand, but should 
be mentioned because several of the molecules studied here (HPS, HAsO, and AsHD) are 
described by these vibrations. A HAB triatomic molecule must be of Cs symmetry, as the 
three atoms must be planar and thus the only symmetry element is a mirror plane in the 
molecular plane. There are three vibrations which all lie in the plane of the molecule, giving 
them a′ symmetry. The highest energy mode, ν1, is the H−A stretch. The bending mode is 
traditionally labeled ν2 in the Herzberg convention for triatomic molecules; 29  and it 
happens that in many HAB molecules, this labeling is appropriate because the energy of 
the bending mode is between the energies of the two stretching modes. The third vibration, 
ν3, is the A−B stretching mode. 
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 For the partially deuterated isotopologue of arsino radical, AsHD, the normal mode 
vibrations are quite different from the parent molecule AsH2 or the fully deuterated 
molecule AsD2 due to the breaking of the C2v symmetry. Instead of having a symmetric 
and an antisymmetric stretch, AsHD has a more localized hydrogen and a deuterium 
stretch. Convention for HOD30 labels the higher energy stretch (involving the hydrogen 
isotope) as ν1 and the lower energy stretch (involving the deuterium isotope) as ν3. Using 
this labeling convention, the normal modes of AsHD are labeled the same way as all the 
other HAB molecules described here.  
1.3.3. X2AB Normal Modes 
1.3.3.1. Non-planar X2AB Molecules 
 The molecule H2PS is an X2AB molecule that is non-planar with Cs symmetry, as 
discussed previously. The six normal modes of H2PS include four of a′ symmetry and two 
of a″ symmetry. The a′ modes are the hydrogen symmetric stretch (ν1), the hydrogen 
scissoring mode (ν2), the PS stretch (ν3), and the hydrogen symmetric wag (ν4). The a″ 
modes are the hydrogen antisymmetric stretch (ν5) and the hydrogen antisymmetric wag 
(ν6). The three isotopologues H2PS, D2PS and HDPS were all studied. The a″ modes were 
unobserved in experimental work, which is expected from the vibronic selection rules.  The 
partially deuterated isotopologue, HDPS, is of reduced symmetry, resulting in all vibrations 
belonging to the totally symmetric representation. The only labeling changes for HDPS are 
for the pairs of symmetric and antisymmetric modes modes: ν1 becomes the hydrogen 
stretch and ν5 the deuterium stretch, while ν4 becomes the HPS bend and ν6 is the DPS 
bend. 
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1.3.3.2. Planar X2AB Molecules 
 The symmetries of the vibrational modes for a planar X2AB molecule are 3a1+1b1 
+ 2b2. For F2BO, the a1 modes correspond to the BO stretch (ν1), the symmetric F stretch 
(ν2), and the symmetric F scissoring (ν3). The b1 mode is the out of plane deformation (ν4). 
The b2 modes are the antisymmetric F stretching (ν5) and the F rocking motion (ν6). 
Because of the small change in geometry between the X̃ and B̃ states of F2BO, there is little 
activity in any of the totally symmetric modes in either absorption or emission between 
those two states. The Ã state geometry is less like that of the B
~
  state,  so the B̃ − Ã transition 
shows more extensive vibrational activity. 
1.3.4. Isotope Relationships for Vibrational Frequencies 
 The vibrational frequencies of a molecule depend both on the masses of its atoms 










where k is the force constant and μ is the reduced mass. Although each vibrational 
frequency depends on the potential constants for a polyatomic molecule, a general 
expression that does not depend on potential constants can be written31 that relates all of 
the vibrational frequencies of an isotopologue to those of the parent isotopologue. This 
expression relates the ratio of the product of the vibrational frequencies for the parent 
species and the isotopologue of interest to a ratio that depends only on the rotational 
constants and masses of the atoms. The general relationship, called the Teller-Redlich 
































where ωk are the harmonic frequencies; M is the total mass; mj is the mass of atom j; A, B, 
and C are the rotational constants, and the values with asterisks refer to the isotopically 
substituted molecule while the unmarked values refer to the parent species. The specific 
relationships for the molecules studied here will be described below. It is found that the 
product rule is nearly exact when harmonic frequencies are used (not ω0’s or ν’s), but is 
still very close if the fundamental frequencies are instead used. 
 Though the general relationship is useful if all vibrational frequencies can be 
measured, often only vibrations of particular symmetry species can be observed because 









































where the constants with an asterisk are for the substituted molecule. In this case, the x, y, 
z Cartesian moments of inertia are used, so the correlation between A, B, and C must be 
made. The exponents δx, δy, and δz are 1 if rotation about the corresponding axis is of the 
symmetry being considered and 0 otherwise. M is the total mass of the molecule, and T is 
the number of translations of the particular symmetry being considered. The product of 
atom masses is less straightforward to determine. Atoms are divided into symmetry 
equivalent sets; atoms that are transformed into each other using the symmetry elements of 
the group belong to the same set of atoms. Note that this means if an isotopic substitution 
lowers the symmetry of the molecule, Eq. 19 would only hold for each symmetry species 
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in the lower symmetry point group. For a set of j symmetry equivalent atoms, the 3j 
coordinates of those atoms make up a reducible representation that can be reduced to a set 
of irreducible representations; and the exponent for the ratio of masses, 𝑛𝑖
𝛼, is the number 
of times α (the symmetry being considered) occurs in that set. As an example, consider the 
two hydrogen atoms in AsH2; they form an equivalent set in the C2v point group. There are 
6 coordinates associated with the hydrogens (3 Cartesian components on each atom), and 
using the standard reduction formula it is found that they span the set 2a1 + a2 + b1 + 2b2. 
Then, 𝑛𝑖
𝛼 for the hydrogens is 2 for the a1 vibrational modes and for the b2 modes. For 
unsubstituted atoms, the mass ratio in the two molecules is 1, so unsubstituted atoms can 
be safely excluded from the product.  
1.3.4.1. Isotope Relationships for AsH2 
 Both AsD2 and AsHD were studied in this work, so both the C2v and Cs versions of 
the isotope relationships were used. The three vibrations of AsD2 are 2a1 + b2. Transitions 
to the b2 modes were not observed in this work, so the isotope relation for that symmetry 















The vibrational frequencies of AsHD are all a′ symmetry in the Cs point group, so either 
the general Teller-Redlich product rule or the specific relationship for the a′ symmetry 
species can be used. The general expression can be written in a way that is valid for both 
























where n is either 1 for AsHD or 2 for AsD2. 
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1.3.4.2. Isotope Relationship for HXY Molecules 
 The triatomic molecules of the formula HXY all follow the same isotope 
relationship that AsHD does, but this relationship was not used for HAsO or HPS. The 
weakness of the transitions involving the H−X stretching modes in these molecules 
precluded measurement of all vibrational frequencies and anharmonicites. 
1.3.4.3. Isotope Relationship for H2PS 
 The normal modes for H2PS are 4a′ +2a″ in Cs symmetry. The only isotope 
substitutions for this molecule were partial and full deuterium substitution. Only the a′ 
modes of H2PS and D2PS were observed. Of the three expressions relating the modes of 
D2PS to H2PS (the general expression, the expression for the a′ modes, and the expression 
for the a″ modes), only the expression relating the a′ modes was used in analysis of the 






















where the asterisk marked values go with the deuterium substituted analog. In this case, 
the b inertial axis corresponds to the z principal axis, and so the relationship (𝐼∗ 𝐼⁄ ) =
(𝐵 𝐵∗⁄ ) was used. The 6 coordinates of the hydrogen atoms span the set 3a′ + 3a″, so 𝑛𝐻
𝑎′ 
= 3. Because the a″ modes were not observed in H2PS, no isotope relationship between 
HDPS and H2PS was used. 
1.3.4.4. Isotope Relationships for F2BO 
 The only isotope substitution attempted for the molecule F2BO was substitution of 
the two boron isotopes, 11B and 10B. F2BO is a C2v molecule with 6 vibrational modes 
having symmetries of 3a1 + 1b1 + 2b2. Only transitions to the a1 levels should be observed 
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from the ground state, but some sequence bands involving the non-totally symmetric modes 
were observed, so product rules for all three symmetry species are useful. The three 
coordinates for the boron atom have a1 + b1 + b2 symmetry so 𝑛𝐵
𝛼 is 1 for each symmetry 
species. In C2v symmetry, translations are a1 (z), b1 (x) and b2 (y), so each symmetry 
expression will have T = 1. Rotation about the y-axis (a-axis) is b1 symmetry so the 
expression for b1 modes will contain the ratio of A rotational constants; and rotation about 
the x-axis (c-axis) is b2 symmetry, so the b2 expression will contain the ratio of C rotational 



















































1.4. Rotational Energy Levels  
















 𝐼𝑥𝑦 = −∑𝑚𝑖𝑥𝑖𝑦𝑖
𝑖
. (1.24) 
The sums go over all i atoms in the molecule, mi is the mass of atom i, and xi, yi, zi are its 
coordinates in the arbitrary frame. Diagonalization of the inertia tensor has the effect of 
reorienting the molecule into a new coordinate system called the inertial frame, where all 
of the off diagonal elements Ijk (j ≠ k) are zero. In the inertial frame, the x, y, and z axes are 
given new labels a, b, and c following the convention Ic ≥ Ib ≥ Ia. The moments of inertial 













 A molecule can be categorized as a type of top by the relationship of its moments 
of inertia, as shown in Table 1-2. Symmetry is helpful in determining the type of top; once 
the point group of the molecule is known, the type of top can be immediately determined. 
All the molecules studied here are asymmetric tops (Ia ≠ Ib ≠ Ic) because they either have 
no rotational symmetry axis (HPS, HAsO, and H2PS) or have only a C2 axis (F2BO and 
AsD2). Unfortunately, there is no general energy expression for asymmetric top levels, but 
instead the levels must be found starting from the symmetric top solutions. Then, other 
effects, such as centrifugal distortion, electron spin rotation (or simply “spin rotation”), and 
nuclear spin rotation (or simply “hyperfine”) can be added in. To begin to understand 
rotation in asymmetric tops, we must have the solutions of the symmetric top Hamiltonian. 
1.4.1. Rigid Symmetric Top Energy Levels 


















2  is the square of the angular momentum projection operator along the q-axis. A 
set of simultaneous eigenfunctions for all three components of angular momentum cannot 
be obtained because the angular momentum operators for the axes do not commute with 
each other. The solution for this problem is to rewrite the Hamiltonian in terms of the total 
angular momentum vector (?̂?) and the projection along a single axis. As a point of notation, 
vectors will be bolded (as well as italicized) while quantum numbers will only be italicized. 
Usually, the direction is taken as the z molecular Cartesian axis for the formulation of the 
problem, but is swapped to an inertial axis in the result. Thus, the a-axis is used for prolate 
tops or the c-axis for oblate tops. We can also make use of the fact that for a symmetric 
top, two of the rotational constants are equal. For a prolate top Ib = Ic, and the Hamiltonian 

















The energy expression can be found by using the eigenvalues of a set of simultaneous 
eigenfunctions. The rigid symmetric top basis functions are labeled |𝐽𝐾𝑀⟩, where J is the 
total angular momentum quantum number, K is the projection of angular momentum onto 
the z molecular axis, and M is the projection into the laboratory Z-axis. For a rigid singlet 
symmetric top with no other effects, J can take integral values starting at 0, while for a 
given J, K can take integral values up to J. The eigenvalues for the operators ?̂?, ?̂?2, ?̂?𝑧
2, and 
?̂?𝑍
2  are 
 ?̂?|𝐽𝐾𝑀⟩ = 𝐸|𝐽𝐾𝑀⟩, (1.29) 
 ?̂?
2
|𝐽𝐾𝑀⟩ = 𝐽(𝐽 + 1)ℏ2|𝐽𝐾𝑀⟩, (1.30) 
 ?̂?𝑧
2






Using these eigenvalues, the relationships between the moments of inertia and rotational 
constants, and the Hamiltonian, the energy expression can be obtained as:  
 𝐸𝑝 = 𝐵𝐽(𝐽 + 1) + (𝐴 − 𝐵)𝐾
2
 (1.33) 
where K is sometimes given the subscript a to indicate that it is the quantum number for 
projection onto the a inertial axis or the subscript p to indicate a prolate top. For an oblate 

















and the energy expression would then be  
 𝐸𝑜 = 𝐵𝐽(𝐽 + 1) + (𝐶 − 𝐵)𝐾
2
 (1.33) 
where K now either takes the subscript c because it is the quantum number for c-axis 
projection or the subscript o for oblate top.  
 For a particular value of J, there are 2J+1 levels corresponding to the different 
allowed values of K, which range from –J, –J +1, …, 0, …, J – 1, J. Since the energy 
depends on K2, there is one level with K = 0 and two degenerate levels for each value of 
|K| up to J, so it is customary to drop the sign from the K labels. Prolate tops have energies 
that increase with K because A − B > 0, whereas oblate top energies decrease with K since 
C − B < 0.  
1.4.2. Rigid Asymmetric Top Energy Levels 
 As previously mentioned, there is no closed form energy expression for the 
asymmetric top levels. The effect of asymmetry is to break the degeneracy of the ±K levels. 
The degree of asymmetry in a molecule can be quantified using Ray’s asymmetry 








The value of κ varies from −1 for a prolate top to +1 for an oblate top, and can be used to 
further classify molecules as near-prolate, near-oblate, or very asymmetric tops. If κ is very 
close to +1 or −1, then the energies can be closely approximated by the appropriate 
symmetric top energy expression. Examples of all three types of asymmetric top were 
studied in this work. 
 Particular energy levels can be found by solving the rotational Hamiltonian in the 
symmetric top basis set,22 and in most instances the solutions are found with the help of a 






(𝐵 + 𝐶)𝐽(𝐽 + 1) + [𝐴 −
1
2
(𝐵 + 𝐶)]𝐾2 
(1.35a) 
and the off diagonal elements 




(𝐵 + 𝐶)√[𝐽(𝐽 + 1) − 𝐾(𝐾 ± 1)][𝐽(𝐽 + 1) − (𝐾 ± 1)(𝐾 ± 2)] 
(1.35b) 
and their Hermitian conjugates. The off diagonal elements couple levels with the same 
value of J but differ by two units of K. Diagonalization of the matrix results in the 
asymmetric top energy levels which no longer have the symmetric top |K| degeneracy. 
Since the Hamiltonian is only block diagonal in J, it is the only good quantum number; but 
the levels in each J block can be labeled with Ka and Kc using the notation 𝐽𝐾𝑎𝐾𝑐 . Figure 1-
2 shows a diagram of the rotational levels for an asymmetric top with the labels for each 
level. As can be seen in Fig. 1-2, Ka corresponds to K in the prolate top limit, and Kc 
corresponds to K in the oblate top limit. The values of Ka for a given J run from 0 to J in 
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increasing energy order, and each Ka ≠ 0 has two values of Kc which are equal to J – Ka 
and J – Ka + 1. For a near prolate top, Ka is nearly a good quantum number. Levels with 
the same value of Ka show a splitting which is J and Ka dependent. The asymmetry splitting 
tends to decrease with increasing Ka, but increase with J. The energy for a near prolate top 
can be approximated by  
 𝐸 = ?̅?𝐽(𝐽 + 1) + (𝐴 − ?̅?)𝐾𝑎
2
 (1.36) 
where ?̅? is the average of B and C, and the energy depends on Ka which is nearly a good 
quantum number. Similarly, the near oblate energy levels can be approximated by  
 𝐸 = ?̅?𝐽(𝐽 + 1) + (𝐶 − ?̅?)𝐾𝑐
2
 (1.37) 
where ?̅? is now the average of A and B, and Kc is the nearly good quantum number. 
1.4.3. Effect of Centrifugal Distortion 
 So far, we have only discussed rigid rotors, but molecules are not rigid. As a 
molecule rotates, the bonds can begin to stretch. This bond elongation is rotational quantum 
number dependent and has the effect of increasing the moments of inertia of the molecule, 
which tends to bring the rotational levels closer together. Centrifugal distortion adds terms 
that depend on 𝐽2(𝐽 + 1)2, 𝐽(𝐽 + 1)𝐾𝑎
2, and 𝐾𝑎
4, i.e. the second order terms in a power 
series in 𝐽(𝐽 + 1) and 𝐾𝑎
2 , to the energy expression. Using the prolate top formula to 
approximate an asymmetric top, the energies become  
 𝐸 = ?̅?𝐽(𝐽 + 1) + (𝐴 − ?̅?)𝐾𝑎
2 − 𝐷𝐾𝐾𝑎
4 − 𝐷𝐽𝐾𝐽(𝐽 + 1)𝐾𝑎
2 − 𝐷𝐽𝐽
2(𝐽 + 1)2 (1.38) 
where DK, DJK, and DJ are the centrifugal distortion constants. 
1.4.4. Effect of electron spin 
 Up to this point, we have considered the angular momentum, J, as only coming 
from rotation. Electron spin is another angular momentum that must be considered. For a 
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nonlinear molecule, spin is given the vector label S, and it couples with the rotational 
angular momentum (N) to give the total angular momentum (excluding nuclear spin) J by 
the vector relationship J = N + S. This coupling is termed the electron spin rotation 
interaction, or sometimes just “spin-rotation” for short. For singlet molecules like HPS and 
HAsO, S = 0, and so N = J.  On the other hand, for molecules of doublet multiplicity (S = 
0.5) such as H2PS, F2BO and AsD2, the effect is to split states with rotational angular 
momentum N (> 0) into two levels with quantum numbers J = N + 0.5 (labeled F1) and J = 
N – 0.5 (labeled F2). States with N = 0 have only an F1 state with J = 0.5 because J cannot 
be negative. Although Van Vleck describes the interaction of rotation with electron spin,32 
he does not use the modern formulation, which labels the spin rotation constants as 
components of a tensor with elements εij where i and j are inertial axes. It turns out that the 
largest component of the tensor for a near prolate top is usually εaa, the components εbb and 
εcc are smaller, and the off diagonal components are often very small or negligible. Again 
using the prolate top formula as approximation, we can write the energies for the F1 and F2 
spin levels as  
 𝐸𝐹1 = ?̅?𝑁(𝑁 + 1) + (𝐴 − ?̅?)𝐾𝑎















𝐸𝐹2 = ?̅?𝑁(𝑁 + 1) + (𝐴 − ?̅?)𝐾𝑎













 Each spin rotation constant, for example εaa, is proportional to purely electronic 
terms and the associated rotational constant (A for εaa, etc.). This means that the quantities 
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εaa/A, εbb/B, and εcc/C are purely electronic quantities, and thus should be independent of 
the isotope masses. Comparison of those ratios of the spin rotation constants to rotational 
constants is a simple way to check the agreement of rotational analyses for two 
isotopologues. 
1.4.5. Effect of Nuclear Spin 
 The effect of nuclear spin leads to yet another splitting called hyperfine structure. 
The nuclear angular momentum, I, is also a component of total angular momentum such 
that F = J + I = N + S + I. In this work, hyperfine splittings were only observed for AsD2 
in high-resolution spectra, and were only attributed to the As atom, which has a nuclear 
spin of 3/2. This hyperfine splitting was only observed for the lowest rotational levels in 
AsD2, in the high-resolution spectra.  
1.5. Transitions and Selection Rules 
1.5.1. Electronic Transitions 
 The selection rule for electronic transitions is simple to state, but has a few subtle 
nuances. The direct product of the spatial symmetries of the upper and lower states must 
be of the same symmetry as one of the components of the transition dipole for an allowed 
transition. The transition dipole may have components in any of the Cartesian directions. 
Thus, as long as the direct product of 𝜓𝑒
″ and 𝜓𝑒
′  is of an irreducible representation that 
transforms as a Cartesian axis, an electronic transition is termed allowed. Formally 
forbidden transitions may still occur when the Born-Oppenheimer approximation breaks 
down. 
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1.5.2. Vibronic Selection Rules 
 As long as the Born-Oppenheimer approximation holds, the vibronic selection rule 
is that the direct product of 𝜓𝑣
″ and 𝜓𝑣
′  must contain the totally symmetric representation. 
This requirement leads to the selection rules Δv = 0, ±1, ±2, … for totally symmetric modes 
and Δv = 0, ±2, ±4, … for non-totally symmetric modes. The intensities of the transitions 









where Qi is the normal coordinate for the vibrational normal mode i.  
1.5.3. Rotational Selection Rules for Rovibronic Transitions 
 For an asymmetric top, the selection rule for total angular momentum is ΔJ = 0, ±1 
and ΔN = 0, ± 1; usually also with ΔN = ΔJ. The rotational selection rules for Ka and Kc 
depend on the electronic transition moment. A component of the electronic transition 
moment along the a inertial axis give rise to transitions following the a-type selection rules 
and so on for the other two axes. The selection rules for a-type transitions are ΔKa = even 
and ΔKc = odd, while the selection rules for b-type are ΔKa = odd and ΔKc = odd, and finally 
c-type transitions have ΔKa = odd and ΔKc = even. The most intense transitions for the 
“even” selection rule are ΔK = 0, even though ±2, ±4, ±6, …, are also allowed. Similarly, 
ΔK = 1 transitions are much more intense for “odd” selection rules.  
1.5.4. Axis-tilting and Induced Transition Selection Rules 
 If a molecule of sufficiently low symmetry undergoes a large geometry change 
upon electronic excitation, then in a space fixed frame, the inertial axes may be seen to tilt 
or even completely swap due to that geometry change.33 The mathematical description of 
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the axis tilting is simply a rotation matrix between the two sets of coordinate systems 
described by the three Eulerian angles χ, θ, and 𝜙. In a planar-planar transition, the c-axis 
is fixed by symmetry in both states to be normal to the plane, so only the Eulerian angle 
that describes the rotation of the a-b plane about the c-axis, θ, can be nonzero. If the 
geometries are known in inertial frames for both states (labeled A and B), then the rotation 















where mi is the mass of the i-th atom, and 𝑧𝐴
𝑖  is the z coordinate for atom i in state A with 
the convention that the z Cartesian coordinate corresponds to the a inertial axis and x to the 
b axis. 
 The spectroscopic effect of axis tilting is the occurrence of anomalous line 
intensities and induced transitions that do not follow the regular selection rules for a given 
band type. Intensity is reduced for allowed transitions between specific rovibronic levels 
because new transitions from certain lower levels to different upper levels are induced. The 
intensity of the axis tilting lines depends on the tilt angle, and the use of a computer 
program, such as our modified version of AsyrotWin34 or NIST’s JB9535 program, which 
includes axis-tilting, greatly simplifies the prediction of line intensities. 
  Axis tilting was observed in the HAsO molecule. The transition in HAsO is from 
an A′ electronic state to an A″ state, which means that c-type transitions should be expected. 
Anomalous lines were observed in the high-resolution spectrum of the 00
0 band with the 
selection rules ΔKa = even and ΔKc = even. These selection rules do not occur for any of 
the usual allowed types of band, and are sometimes labeled a* transitions.  
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1.6. Determination of Energy Levels from Ab Initio Calculations 
1.6.1. Calculation of Electronic States 
 A variety of ab initio levels of theory were employed in this work to calculate 
molecular constants for comparison to experiment. To predict a transition, electronic 
energies, vibrational frequencies, and rotational constants must be calculated for both the 
ground and excited electronic states. Most computational methods use the variational 
principle, which restricts the ability to calculate excited states with those methods. The 
variational principle states that a trial wavefunction, 𝜙, that has the proper symmetry and 
boundary conditions is guaranteed to have a higher energy expectation value than that of 
the true wavefunction, ψ, and a better approximation of the true wavefunction will result 
in an energy that is closer to the true energy.36 If one uses a trial function with variational 
parameters, the energy obtained by minimization with respect to the parameters will be an 
upper bound to the true energy. The principle also basically guarantees that if a trial 
function with enough variational parameters is used, then a small change in the number of 
variational parameters (for example, by excluding a single basis function) will generally 
have a very small effect on the energy expectation value. The result is that only the lowest 
energy state of a given symmetry and multiplicity can be calculated.  
 The difference between various ab initio methods is in the treatment of electron 
exchange and correlation. All the ab initio calculations discussed here make use of the 
Born-Oppenheimer (BO) approximation, which states that nuclear motion is slow 
compared to electronic motion and therefore each can be considered separately. The 
Hartree-Fock self-consistent field method (HF-SCF) treats each electron separately in a 
potential made up of the electrostatic terms from each of the nuclei and an average field of 
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the other electrons and iteratively solves the one particle Hamiltonian for each electron 
until the orbitals become invariant.37 This method is called the self-consistent field (SCF) 
method. Since the HF-SCF procedure treats electrons individually, it does not take into 
account exchange or correlation. Post HF methods attempt to improve the calculated 
energies and wavefunctions by treating electron correlation and exchange. Correlation can 
be further split into static and dynamic correlation. Static correlation is important to 
molecules which are not well described by a single reference wavefunction. Dynamic 
correlation is related to the motion of the electrons.  
 Density functional theory (DFT), sometimes referred to as Kohn-Sham theory,38 is 
a computationally inexpensive (fast) way to include correlation and exchange into a 
quantum chemical calculation. DFT is based on the idea that quantum mechanical 
observables can all be calculated from the charge density, they do not directly depend on 
wavefunction itself. Exchange and correlation are described as empirically derived 
functionals. DFT methods are named for their exchange and correlation potentials. The 
common DFT method B3LYP, which is based on Becke’s three-parameter exchange 
functional (B3)39 and Lee, Yang, and Parr’s correlation functional (LYP),40 was the only 
DFT method used in this work. 
 Coupled cluster theories attempt to describe correlation from first principles 
through use of the cluster operator.41 The cluster operator has the effect of mixing in 
excited electronic states into the ground state to recover electron correlation. The cluster 
operator acts on the reference wavefunction (usually a single HF Slater determinant), 𝛷𝑟𝑒𝑓, 
to give the coupled cluster wave function 𝛹𝐶𝐶: 
 |𝛹𝐶𝐶⟩ = 𝑒
?̂?|𝛷𝑟𝑒𝑓⟩ (1.43) 
37 
where 𝑒?̂? is the exponential cluster operator, with ?̂? given by 
 ?̂? = ?̂?1 + ?̂?2 + ?̂?3 + ⋯ (1.44) 
with each ?̂?𝑛 corresponding to n excitations (?̂?1 = singles, etc.). The full cluster operator 
with n excitations for an n electron system will give the exact solution of the Shrödinger 
equation for the given basis set, but for systems with large numbers of electrons and basis 
functions the problem quickly becomes intractable.41 Therefore, usually the excitations are 
limited, often to singles and doubles (CCSD) or singles, doubles, and perturbatively 
included triples [CCSD(T)]. Both CCSD and CCSD(T) have been used in this work. 
Although coupled cluster methods are generally not variational, they can be implemented 
in a pseudovariational way,42 and they are size consistent, which means that the addition 
of non-interacting basis functions does not affect the result of a calculation — a useful 
property of some ab initio calculations that is not necessarily true of all methods.43  
1.6.1.1. Calculation of Excited States 
 For electronic transitions between the two lowest states of different symmetries, 
both electronic states can be calculated using methods that rely on the variational principle. 
Calculating the lowest level of a given symmetry can be done using the quantum chemistry 
software package Gaussian 0944 easily. The program first determines the point group of the 
molecule and the representation of each orbital, then it uses a routine to make a guess of 
the initial configuration and symmetry of the wavefunction. The initial guess is done by an 
approximate calculation based on weak interaction of the atoms45 but usually correctly 
assigns the symmetry for the ground electronic state. The symmetry of that initial guess 
can be modified by swapping an occupied guess orbital with a virtual orbital of a different 
symmetry. Then, as long as the wavefunction is forced to keep the symmetry of the 
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modified initial guess, the state calculated will be the lowest energy state of that specified 
symmetry.  
 On the other hand, for transitions between states that have the same symmetry, such 
as the A′ − A′ transition in H2PS, the excited state cannot be calculated by the variational 
principle because there is no way for a variational calculation to give any result but the 
lowest energy of a given symmetry. In this case, the excited electronic state must be 
calculated using some other method. We have employed two nonvariational methods to 
calculate excited states in this work, the equation of motion (EOM-) CCSD technique and 
the multi-reference configuration interaction (MRCI) scheme. 
1.6.1.2. EOM-CCSD 
 As mentioned, coupled cluster methods are usually implemented in a 
pseudovariational way, but they can also be implemented in a non-variational way that 
allows calculation of multiple states of the same symmetry. For example, two common 
nonvariational implementations of CC theory are linear response CC (LR-CC) 46  and 
equations of motion CC (EOM-CC),47 but this discussion will focus on the EOM-CCSD 
method. Stanton and Bartlett (ref. 47) describe normal ground state CCSD as a specific 
case of EOM-CCSD; the setup of the problem is identical, only the details of the solution 
are different. The authors go on to describe how not only energy, but other properties can 
be calculated using the method. EOM-CCSD is implemented in the program CFOUR48 
(previously ACES-II-MAB).  
 In brief, the theoretical method involved in an EOM-CCSD is to act on the ground 
state CCSD wavefunction with a linear excitation operator (ℛ) to construct the excited 
state wavefunction47:  
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 |𝛹𝐸𝑂𝑀⟩ = ℛ|𝛹𝐶𝐶⟩ = ℛ𝑒
?̂?|𝛷𝑟𝑒𝑓⟩ = 𝑒
?̂?ℛ|𝛷𝑟𝑒𝑓⟩. (1.45) 
The coupled-cluster and liner excitation operators commute, making the last equality true 
in eq. 1.45. Computationally, the result is achieved in a somewhat different manner. 
CFOUR uses intermediate calculations from the CCSD solution to construct a non-
Hermitian effective Hamiltonian whose roots correspond to various excited states. The 
effective Hamiltionian (?̅?) is constructed as  
 ?̅? = 𝑒−?̂?𝐻𝑒?̂? , (1.46) 
and is non-Hermitian because of the nature of the coupled cluster operator. Each root of 
this Hamiltonian corresponds to two distinct bra and ket vectors due to its non-Hermitian 
nature. Energies can be calculated simply from the equation [?̅? − 𝐸]ℛ|𝛷𝑟𝑒𝑓⟩ = 0. The 
calculation of other properties is not as straight forward, and involves use of both the bra 
and ket vectors. 
 We have used the method to calculate excited state energies and frequencies for 
H2PS because the B̃ 2A′ − X̃ 2A′ transition is between two states of the same symmetry. We 
have also calculated excitation energies for HPS, even though the A″ − A′ transition could 
be computed variationally, just to add another way of calculating the transition energy for 
comparison purposes. 
1.6.1.3. MRCI 
 Multi-reference configuration interaction (MRCI) is another nonvariational method 
that can be used to calculate excited states of molecules. It is implemented in the MOLPRO 
software package.49 Instead of using a single HF Slater determinant as the reference for a 
configuration interaction calculation, MRCI uses a wavefunction from a multi-
configuration self-consistent field calculation (MC-SCF). An MC-SCF wavefunction is a 
40 
determinant of Slater determinants constructed by promoting some electrons from 
occupied orbitals to virtual orbitals. This wavefunction is then optimized by varying the 
weights of the determinants and variational parameters within each determinant.50 An MC-
SCF calculation improves on the HF energy by providing some static correlation. An 
extension of the MC-SCF method is the complete active space SCF method (CASSCF) 
where a determinant is constructed for every possible excitation using a set of electrons in 
a particular chosen orbital active space; for example, six electrons might be distributed in 
six orbitals. A common active space is the set of valence electrons distributed in the valence 
orbitals. 
 After the multi-reference wavefunction is obtained, then a CI is performed on that 
wavefunction using the linear excitation operator. The wavefunction for an MRCI 
calculation is then a determinant of the MC-SCF wavefunctions constructed by promoting 
electrons from occupied MC-SCF orbitals to virtual orbitals. Thus, the MRCI 
wavefunction is a determinant of determinants which are further constructed of Slater 
determinants. The MRCI calculation also recovers some of the static and dynamic 
correlation, static from the multi reference nature of the SCF wavefunction, and dynamic 
from the excitations in the configuration interaction. Since both the MC-SCF and the CI 
calculations are nonvariational, the method can be used to calculate both the ground and 
excited states for molecules. 
 MRCI also has the advantage of being able to effectively treat molecules whose 
wavefunctions are not well described by a single Slater determinant. The so-called t1 
diagnostic has been developed as an indicator of ability of a state to be described by a single 
reference.51 The value of the diagnostic is the norm of the t1 vector from a CC calculation, 
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and a low value (below about 0.02) indicates a single reference is adequate while a high 
value (above 0.02) indicates the state is multi-reference. A multi-reference wavefuntion 
takes account of static correlation, and the CI calculation performed later accounts for the 
dynamic correlation. Although multi-reference coupled cluster (MRCC) methods exist,52,53 
they were not employed in this work. 
1.6.2. Variational Treatment of Rovibronic Levels 
 For molecules such as HPS and AsD2, the available experimental vibrational 
information was not adequate to derive a full set of vibrational frequencies and 
anharmonicities. The ab initio anharmonicites were used in the vibrational analysis of AsD2 
to estimate experimental harmonic frequencies which were further used to evaluate a 
harmonic force field. High accuracy vibrational frequencies were also used for HPS to help 
elucidate the vibrational numbering and to construct anharmonic FCFs. 
 The most accurate way to determine a set of ab initio vibrational energy levels is 
from a variational calculation using an electronic potential energy surface (PES, sometimes 
called a “potential energy function” or PEF).  
1.6.2.1. Single-point Calculations 
 To construct a potential energy function, the first step is to evaluate single point 
energies in a grid near the equilibrium geometry at an appropriate level of theory. A grid 
of 0.1 bohrs and 10° is a reasonable starting point. The use of bohrs as the length unit is 
primarily because it is the natural unit for quantum calculations and secondarily because it 
is the required unit for the PES fitting program, SURFIT that was used in this work. The 
number of points required depends on the goal of the calculation: perturbative analysis or 
variational energy levels. Harmonic and anharmonic vibrational constants can be obtained 
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from a perturbative analysis of a relatively small number of points near the equilibrium 
geometry. Variational calculations require accurate potentials well above the vibrational 
energies being considered, so many more points are required. An energy criterion can be 
used to include points: if vibrational levels up to a certain energy above the minimum are 
required, then points up to about 1.25 to 1.5 times that energy should be used.54 For 
example, if energies up to approximately 10000 cm-1 are desired, then one would use points 
from 12500 cm-1 to 15000 cm-1 above the equilibrium energy to determine the potential 
energy surface. The grid of points by no means needs to be rectangular, as points in the 
corners of the rectangular box will be far from the equilibrium geometry in two coordinates 
and therefore very high in relative energy. Using the energy criterion instead of geometry 
criteria will automatically remove such high energy points. Calculating the full set of points 
before beginning the construction of the PES is difficult, as the exact set of points needed 
depends on the fitting of the PES.  
1.6.2.2 The Potential Energy Surface 
 The potential energy surface for a triatomic molecule can be constructed simply by 
fitting a set of single point energies to a polynomial expansion 
 















where qm are the internal coordinates of the molecule (numbered in the order of the 
associated normal modes), and Cijk are the polynomial expansion coefficients for the term 
that is order i in coordinate q1, j in coordinate q2, and k in coordinate q3. The internal 
coordinates may be simply lengths and angles for Cs triatomics or a symmetry adapted set 
for C2v molecules. The reference geometry is taken to be the equilibrium geometry, i.e. the 
minimum of the potential, and so 𝑞1 − 𝑞1
𝑟𝑒𝑓
 is a displacement from the equilibrium. 
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 The process of fitting the surface usually starts with a small number of points, such 
as a rectangular grid with 3 to 5 points along each internal coordinate. A small polynomial 
of order 2 or 3 in each coordinate can be fit to this small grid, usually with a very small 
RMS deviation (a fraction of a wavenumber). Then, points can be added (up to a 7 by 7 by 
7 or 9 by 9 by 9 grid) and refitted, starting with the small polynomial and adding terms as 
needed. This process is repeated until the full PES is constructed using points up to the 
desired energy cutoff and as few terms in the polynomial as needed. A common problem 
to this method is that high energy points will not fit well, so the weighting of this region 
can be reduced in the regression by removing some of the points. 
1.6.2.3. Perturbative Constants from the Potential 
 Spectroscopic constants can be calculated directly from the PES using perturbation 
theory formulae that relate the constants to derivatives of the potential at the equilibrium 
geometry.55 Since the potential is written as a polynomial, evaluating its derivatives is 
trivial. The constants evaluated from these formulae cannot reflect any interactions 
between levels such as Fermi resonance because they are just evaluated from the 
derivatives at the equilibrium geometry. In order to account for these types of effects, the 
energies must be variationally calculated.  
1.6.2.4. Variational Calculation of Energy Levels 
 The variational calculation of vibrational energy levels from a potential energy 
surface was performed using the code RVIB3.56 The program is able to calculate spin-
rovibrational energies for up to three interacting states that can couple through the 
Herzberg-Teller (HT) or the Renner-Teller (RT) interactions using wavefunctions as a 
product of electronic, vibrational, rotational, and spin basis functions. Neither HPS or 
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AsH2, the two molecules for which rovibronic levels were calculated, were treated with 
HT or RT interactions. The details of the calculations are in Ref. 56 and some references 
contained therein.  
 Convergence of the calculation is achieved through adjusting the number of basis 
functions. The steps to achieve convergence are not obvious, but are described in detail 
elsewhere.57 The output of RVIB3 includes both the energy and the major contributions of 
the wavefunction. The program attempts to assign each level based on the wavefunction, 
but visual inspection of plotted wavefunctions is an important step in confirming those 
assignments. 
 RVIB3 was modified through the course of this work to produce FCFs. This 
modification was facilitated by the program’s ability to handle multiple states 
simultaneously. To calculate FCFs, the program was altered to save the wavefunction 
amplitudes at each integration point to disk. The two states were treated simultaneously 
and with the same vibrational basis to ensure the integration points used in the numerical 
quadrature were identical. The file containing the wavefunction amplitudes was then read 
by a secondary program that computed vibrational overlaps and then FCFs. The full details 
are described in more detail in Ch. 4.  
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Table 1-1. The relationship between local mode constants and normal mode 
vibrational constants for XH2 molecules. 
Normal mode constants Local mode constants 
 𝜔1 = 𝜔𝑠 + 𝜆   𝜔𝑠 =
1
2
(𝜔1 + 𝜔3) 
 𝜔2 = 𝜔𝑏  𝜔𝑏 = 𝜔2 
 𝜔3 = 𝜔𝑠 − 𝜆  𝑥𝑠 =
1
4





















𝑥𝑠𝑠 + 𝛾) − 𝜆′  𝜆 =
1
2
(𝜔1 − 𝜔3) 
 𝑥12 = 𝑥𝑠𝑏 + 𝜆″  𝜆′ =
1
2
(𝑥11 − 𝑥33) 
 𝑥13 = 2(𝑥𝑠 − 𝛾)  𝜆″ =
1
2
(𝑥12 − 𝑥23) 
 𝑥23 = 𝑥𝑠𝑏 − 𝜆″  𝛾 =
1
4
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Table 1-2. Relationships between the moments of inertia for various types of 
molecular top. The allowed symmetries for each type of top are also listed. 
Type of top Moments of inertia Symmetry 
Linear Ib = Ic, Ia = 0 C∞v and D∞h 
Spherical top Ia = Ib = Ic Oh, Td, and Ih 
Prolate symmetric top Ia < Ib = Ic Cn, n ≥ 3 or S4 
Oblate symmetric top Ia = Ib < Ic Cn, n ≥ 3 or S4 







Figure 1-1. Diagram of variationally calculated vibrational levels for AsH2. The details of 
the calculations are discussed in Ch. 6. The clustering of levels shown here is the reason 
that the calculated vibration levels were fit with a local mode Hamiltonian instead of the 
traditional normal mode Hamiltonian. Here, the five levels that have can have 4 quanta of 







Figure 1-2. Diagram of rotational levels for J = 0, 1, 2 of an asymmetric top molecule. Each 
level is labeled 𝐽𝐾𝑎𝐾𝑐 . The diagram shows the relationship between the prolate top (κ = −1), 
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2. Experimental Details 
 Laser induced fluorescence (LIF) and single vibronic level (SVL) emission 
spectroscopy were used to investigate gas phase free radicals. The radicals were generated 
in a pulsed discharge apparatus and probed using a pulsed tunable dye laser. The resulting 
spectra were calibrated using neon- or argon-hollow cathode lamps, LIF of iodine 
molecules (I2), or the absorption of tellurium-130 diatomic (130Te2) molecules. The details 
of the production and detection (including calibration and data acquisition) will be 
discussed in the following sections.  
2.1. Production of radicals 
2.1.1. Discharge Apparatus 
 Free radicals were produced by electric discharge through a precursor gas mixture 
inside a vacuum chamber. The gas mixture typically consists of 0.5 -10% of the vapor of a 
suitable precursor in high-pressure argon. For gas phase precursors, the mixture was made 
in a stainless steel cylinder at a high pressure (80 – 160 psia) and then regulated down to 
the backing pressure for the pulsed valve (40 – 60 psia). The vapor from liquid precursors 
can also be used, as long as a suitable vapor pressure (10 – 100 Torr) can be reached with 
a moderate amount of heating or cooling. The vapor may be introduced into the gas stream 
by passing the carrier gas or a mixture of gasses over the liquid contained in a Pyrex U-
tube prior to introduction into the vacuum chamber.  
 The precursor gas was injected through a pulsed valve (General Valve, Series 9 
with a 0.8mm orifice) into the vacuum chamber where it expanded into the discharge 
apparatus.1,2 The expansion causes Joule-Thompson cooling, reducing the vibrational and 
rotational temperature of the gas. The discharge apparatus consisted of a cylindrical Delrin 
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channel with two stainless steel ring electrodes mounted in the flow channel. The radicals 
were produced when an electric discharge was struck between the two electrodes. Since 
the discharge was pulsed, it’s timing with respect to the gas pulse could be varied to 
optimize the radical production. A reheat tube, 3 varying in length from 1 cm to 3 cm, was 
often used to increase the number of collisions after the expansion, increasing the yield of 
the species of interest and decreasing the background glow from excited argon atoms. 
 Both commercially available and laboratory synthesized compounds were used as 
precursors for this work. Gas phase precursors included carbon dioxide (Scott-Gross), 
hydrogen sulfide (Matheson-Trigas), oxygen (Scott-Gross), hydrogen (Scott-Gross), boron 
trifluoride (Matheson-Trigas), and synthesized phosphine and arsine. The only liquid phase 
precursor employed was Cl3PS for the studies of H2PS.The isotopically substituted 
precursors D2S (Cambridge Isotope Labs), D2 (Cambridge Isotope Labs), 10BF3 
(Ceradyne), and synthesized PD3 and AsD3 were also used in the investigation of various 
radical isotopologues. Details of the syntheses of phosphine and arsine follow. 
2.1.2. Synthesis of Precursors 
2.1.1.1. Phosphine 
 Phosphine was synthesized by the hydrolysis of calcium phosphide using a standard 
literature procedure. 4  The apparatus consisted of a 3-necked Pyrex reaction vessel 
equipped with an addition funnel and a helium inlet. The gas-phase products were collected 
in two Pyrex U-shaped traps attached to the reaction vessel. A bubbler with an aqueous 
solution of 20% copper (II) sulfate to trap any remaining phosphine was placed 
downstream of the collection U-tubes. Approximately 50 g of powdered calcium phosphide 
(Sigma-Aldrich) was loaded into the flask and the whole apparatus was flushed with 
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helium. Excess water was slowly dripped onto the phosphide to produce PH3 (deuterium 
oxide was used to produce PD3). Throughout the reaction, helium was bubbled through the 
reaction flask, agitating the reaction mixture, and forcing the products to flow into the 
collection U-tubes. One U-tube was held at –98 °C using a methanol slush bath to remove 
water vapor from the product, and the second was held at –196 °C (liquid nitrogen) to 
collect the phosphine. As the helium left the second U-tube, it passed through the copper 
sulfate solution, which scrubbed any unreacted phosphine. Gas phase infrared spectroscopy 
was used to confirm the identity and isotopic purity of the products. The yield of gas 
produced was not quantified. As a side note, the reaction produced a yellow film on the 
glassware, which could be removed slowly with base bath (NaOH/EtOH) or quickly with 
nitric acid. The phosphine was stored at room temperature in a lecture bottle cylinder. 
2.1.1.2. Arsine 
 Arsine was produced by the hydrolysis of sodium arsenide amalgam.5 Safe work 
conditions were always maintained during experiments involving arsine by using an arsine 
detector (RKI instruments SC-01 with arsine sensor) in the laboratory. The amalgam was 
produced by heating a mixture of 15 g arsenic powder (Strem Chemicals) with 10 g of 
finely divided sodium metal (Fluka) under a helium atmosphere at reduced pressure. The 
sodium and arsenic mixture was placed in a nickel crucible and then lowered onto a bed of 
glass wool at the bottom of a Pyrex reaction vessel. The vessel was closed, evacuated, and 
then filled to a pressure of approximately 100 torr with helium. The mixture was then 
ignited by slowly heating the outside of the reaction vessel with a propane torch. On 
ignition, the heat source was removed from the outside of the vessel and the violent 
exothermic reaction, accompanied by smoke and flames, was allowed to proceed to 
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completion. It was important to have a thick layer of glass wool because the heat generated 
by the exothermic amalgam formation reaction could cause the glass reaction vessel to 
crack. A crack in the bottom of the reaction vessel did appear after one reaction, but was 
repaired by the glassblower. After each subsequent reaction, the vessel was checked by the 
glassblower for stress using polarized light and it was re-annealed if stress was observed. 
Excess arsenic was used to leave as little unreacted sodium as possible in the reaction vessel 
to avoid subsequent reaction with water. 
 After the amalgam cooled, water was slowly dripped onto it using an addition 
funnel to produce AsH3. Deuterium oxide (Cambridge Isotope Labs) was used to produce 
AsD3, and a 1:1 mixture of H2O and D2O was used to produce the mixed isotopologue 
precursor. Water reacted rapidly with sodium arsenide to produce arsine gas, which was 
passed through a –98 °C cold trap (methanol slush) to remove any remaining water vapor 
and condensed in a liquid nitrogen cooled trap. During the reaction, some non-condensable 
gas would accumulate, which was most likely H2 from reaction of water with sodium, and 
was occasionally pumped away. The product was used without further purification or 
characterization and stored at room temperature in a lecture bottle cylinder. During the 
synthesis, the reaction vessel became coated with an arsenic mirror that was easily removed 
with nitric acid.  
2.2. Lasers 
2.2.1 Pump Lasers 
 Two pumping sources were used in this work: XeCl excimer lasers and Nd:YAG 
(yttrium aluminum garnet) lasers. The excimer lasers were two Lumonics Pulsemaster 
model 884 systems operating using the xenon chloride transition at 308 nm. These lasers 
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generally operated with 1-4 watts of output power at a repetition rate of 10 Hz. Routine 
work with these lasers included occasionally cleaning the optics and refilling the excimer 
gas mixture when the power started to fail. Generally, cleaning the optics was the first step 
in maintenance because gate valves between the main body of the gas vessel and the optics 
allow them to be removed while maintaining the gas mixture. The manual describes the 
procedure for cleaning the optics. Any marks on the optics usually came off with one or 
two wipes of lens paper with reagent grade isopropanol.  
 If cleaning the optics did not cause the power to increase or stabilize, then 
increasing the halogen concentration in the vessel was attempted. Again, there is a 
procedure in the manual for halogen injection, but also an abbreviated step-by-step list of 
instructions kept with the manual. Usually a halogen injection would increase the power 
for a short time, but soon the power would begin to decrease again. The manual suggests 
changing the mixture instead of continuing to inject more halogen after two to three 
injections.  
 After halogen injection, if the power continued to decline, the gas would be 
changed. There is another set of step-by-step instructions for changing the gas in the 
manual. The steps involve purging the gas lines before the exchange, allowing the laser to 
fill itself according to one of the pre-programmed recipes stored in its memory, and re-
purging the lines after the fill. Throughout the course of this work, it was found that the 
static passivation procedure was effective in increasing the power from a new gas mixture 
and the longevity of gas mixtures. The procedure is to leave a ~1% HCl mixture (400 mbar 
of 5% HCl in 1600 mbar He) in the laser vessel overnight without power or cooling water. 
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The next day, the mixture was pumped out and a normal gas fill was placed in the vessel 
and the laser operated as usual.  
 During the course of work with the excimer lasers, two components failed: the high 
voltage power supply (HVPS) and the main capacitor. Because we have two lasers of the 
same model, troubleshooting problems was much easier. When the HVPS failed, the laser 
gave a low energy error. Further diagnostics indicated that no charge was present on the 
main capacitor. Through some guidance from the LightMachinery company 
(www.lightmachinery.com), the problem was isolated to the HVPS or the high voltage 
lead. To remove either the lead or the power supply, the first step was to follow the high 
voltage grounding procedure, which is detailed in the Pulsemaster manual, and involved 
grounding the main capacitor with the grounding wand then shorting the main capacitor 
with the shorting lead. The high voltage lead was tested by exchanging it for the lead in the 
other laser, but the laser continued to give the same error, so the HVPS was swapped. This 
change involved removing the HV lead, line power, and 24 VDC connections to the HVPS, 
then replacing it with the one from the other laser. Changing the HVPS solved the problem 
with the laser, so a replacement was ordered from Light Machinery and installed into the 
laser.  
 A failure of the cooling water while operating one of the excimer lasers at high 
voltage (30 kV) caused the main capacitor to overheat, swell and fail. This was repaired by 
replacing the capacitor and the laser then operated normally.  
 The other pumping source used throughout this work was Nd:YAG laser light 
generated by one of several Surelite lasers (models SL-II and SL-III). The 1064 nm 
fundamental was frequency doubled to 532 nm or tripled to 355 nm using second harmonic 
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generator (SHG) and third harmonic generator (THG) crystals. Frequency tripling was only 
used for dyes that could not be efficiently pumped by 532 nm, as suggested by the dye 
recipe tables from the Lumonics dye laser manual and the Lamdachrome laser dye catalog 
book. 
 Routine maintenance of these YAG lasers included adjustment of the frequency 
doubling and tripling crystals, and changing the flash lamps. Optimizing the angle of the 
harmonic generation crystals was done only when there was a substantial power deficit. 
For example, if the third harmonic power was lower than it usually is at a given flash lamp 
voltage, then the first step was to remove the THG and check the power of the second 
harmonic. If the second harmonic power and burn pattern were acceptable, then the THG 
would be replaced and the angle optimized for power. If the 532 nm beam was 
unacceptable, then the SHG would be removed, and the power and burn pattern of the 
fundamental checked. Directions for tuning the 1064 nm beam are in the Surelite manuals. 
Weak output of the 1064 nm beam indicated that the flash lamps should be changed. An 
irregular 1064 nm burn pattern and low laser power was usually corrected by slight 
adjustments to the rear reflector mirror as outlined in the manual. 
 Replacing the flash lamps for the YAG lasers was usually done after approximately 
ten to twenty million shots. The procedure is detailed in the manual, and just requires 
removing the assembly holding the flash lamps, removing the leads, sliding the old lamps 
out of the cavity, and sliding the new ones in. 
2.2.2. Tunable Dye Lasers 
 Dye lasers were the source of tunable radiation in all this work. Two Lumonics 
lasers (HD-500 and HD-300) and a Lambda-Physik dye laser (Scanmate 2E) were used. 
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The Lumonics lasers use a cavity configuration where the grating is fixed and reflects light 
to a mirror, which is angle tuned to select the wavelength. The Lumonics lasers were used 
for moderate-resolution spectra because their linewidth is approximately 0.1 cm-1. The 
Scanmate laser cavity is in a configuration where the grating is angle tuned to select the 
wavelength. Spectra from grating scans of the Scanmate also have a resolution of ~0.1 cm-
1, but an intracavity etalon can be installed to increase the resolution to 0.03 cm-1. With the 
high-resolution etalon installed, rotationally resolved spectra of some molecules can be 
obtained. 
2.3. Detection of Spectra 
2.3.1. Description of Laser Induced Fluorescence and Single Vibronic Level Emission 
Experiments 
 Two types of electronic spectra were recorded in this work: laser-induced 
fluorescence (LIF) and single vibronic level (SVL) emission. LIF spectra were recorded 
by directing the tunable radiation through the free jet expansion. The laser was scanned 
and when the wavelength of light was resonant with a transition of a radical in the beam, 
the radical absorbs light and sometime later fluoresces back down to some vibrational level 
in the ground state. A portion of the total fluorescence was directed onto a photomultiplier 
tube (PMT) and detected as signal. Since the radicals were cooled by the expansion, most 
transitions originate from the lowest vibrational level of the ground electronic state, and 
are excited to various vibrational levels of the excited electronic state as the laser scans. 
Because the transitions are from one vibrational level in the ground state to several 
vibrational levels in the excited state, LIF spectra give information about the excited state 
vibrational frequencies. The intensities of the various vibronic bands are controlled by the 
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Frank Condon factors (FCFs) between the lower vibronic level (usually the vibrationless 
level of the ground electronic state) and the upper vibronic level (a particular vibrational 
level in the excited electronic state). 
 For SVL emission spectra, the laser is set to a frequency corresponding to a single 
vibronic transition. The laser promotes molecules into a particular vibrational level in the 
excited electronic state and they fluoresce. This fluorescence is directed into a 
monochromator and dispersed into its component wavelengths – hence the alternate term 
for these spectra: dispersed fluorescence (DF). Emission spectra give ground state 
vibrational information because the molecules emit from one particular vibrational level in 
the excited electronic state to a variety of vibrational levels in the ground electronic state. 
The relative intensities of the vibronic bands in an emission spectrum are again controlled 
by the FCFs between the upper vibronic level (the upper state of the transition pumped by 
the laser) and the lower state vibronic levels.  
2.3.2. Signal Collection for Single Vibronic Level Emission and Laser Induced 
Fluorescence 
 In the apparatus, the free jet expansion was probed by the laser perpendicular to the 
expansion axis and approximately 1 cm downstream of the end of the reheat tube. 
Fluorescence was collected by a high-gain PMT (EMI model 9816QB) perpendicular to 
both the molecular beam and the laser. A gated integrator (Stanford Research Systems 
SR250) processes the PMT signal and converts it to a DC voltage. The time gate on the 
integrator is chosen to maximize the fluorescence signal while minimizing noise from the 
discharge, and was usually chosen to be a quite narrow (10 – 50 ns) part of the overall 
fluorescence signal, which may extend for several microseconds. The timing of the 
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discharge with respect to the gas pulse was varied to optimize the signal as well, and usually 
the discharge was ~350 – 700 μs (occasionally as much as 1 ms) after the gas pulse. 
Similarly, the laser timing was varied and generally occurred ~100 μs after the discharge 
pulse, during the argon afterglow. 
 In a few instances, the position of the gated integrator time gate was quite important 
to the appearance of the spectra. For example, AsD2 has rotational level dependent 
fluorescence lifetimes, so the time gate was placed very close to the laser pulse to avoid 
missing short lifetime levels. Choosing a narrow fluorescence window near the laser had 
the effect of reducing the apparent intensity of long lifetime levels. In the case of F2BO, 
the time gate was set to a long delay (~3 μs) after the laser pulse to separate the spectrum 
from that of BO2, which has a much shorter lifetime than F2BO. 
 In emission experiments, the fluorescence was generated in the same way as for 
LIF experiments and directed through f / 1.5 optics onto the entrance slit of a Spex model 
550 scanning monochromator. The monochromator has a measurement accuracy of ~2 cm-
1, and several gratings are used in this work, with either 1200 lines/mm or 1800 lines/mm, 
and blazed at either 400 nm or 750 nm. Light was dispersed by the monochromator onto 
the exit slit and then to an RCA C31034A high gain, red sensitive photomultiplier (PMT) 
tube. The pulsed electrical signal from this PMT was amplified by a factor of 
approximately 1000 before being processed by the gated integrator. Emission spectra were 
usually plotted as displacement from the laser (laser wavenumber – monochromator 
wavenumber) to give a direct measurement of the ground state vibrational intervals.  
 Signal acquisition was identical in all cases. In brief, the DC voltage level signals 
from each gated integrator were digitized by a NI A/D board, and then recorded by Labview 
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based data acquisition software written by Dr. Richard Judge. Spectra were then generally 
plotted and calibrated using the Visual Basic 6.0 program LaserplotW written by Dr. 
Dennis Clouthier. 
2.3.3. Synchronous-Scan LIF Technique 
 The synchronous-scan LIF technique, or “sync-scan LIF,” was developed to help 
produce spectra free of contamination from fluorescence of other molecules. The idea was 
to use the monochromator as a scanning narrow band filter. In a sync-scan spectrum, the 
laser and monochromator are both scanned simultaneously with a fixed wavenumber 
offset. Usually, this offset is a ground state vibrational interval of the molecule of interest. 
As the laser and monochromator scan, the laser excites molecules, and they fluoresce, but 
only the florescence that matches the monochromator’s current wavelength bandpass is 
detected. Thus, the recorded fluorescence signal is selected by two wavelengths: the 
excitation wavelength (by the laser) and the emission wavelength (by the monochromator). 
A contaminant molecule that absorbs light in the wavelength region of a molecule of 
interest is unlikely to also fluoresce to the same vibrational interval.  
 An example involving the spectra of HDPS will help to elucidate the process. A 
discharge through a mixture of Cl3PS and H2 and D2 produced H2PS, D2PS and HDPS 
simultaneously. The sync-scan technique was used to get spectra of the HDPS isotopologue 
free of H2PS or D2PS signals by choosing a vibrational interval of HDPS (595 cm-1) that 
was different from the ground state vibrational intervals of H2PS or D2PS. When the laser 
was scanned near 20005 cm-1 (around the 0-0 band), even though all three isotopologues 
were being created in the discharge and excited by the laser, only HDPS emitted photons 
of 19410 cm-1 because it was the only isotopologue that had a vibrational level 595 cm-1 
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above the 00 level in the ground state. Since the monochromator was scanning with an 
offset of 595 cm-1, when the laser was at 20005 cm-1, the monochromator was at 19410 cm-
1 and the PMT detected only photons emitted from HDPS. Recording the laser excitation 
frequency versus the signal detected by the monochromator gave a spectrum due only to 
molecules (HDPS) that emitted to the chosen offset.  
 Although the sync offset was often chosen to be a ground state vibrational energy, 
any emission interval can be used. Sync-scan spectra of F2BO were measured for the B̃ ← 
X̃ electronic transition by selecting the interval to monitor the B̃ → Ã electronic transition 
fluorescence. In the case of F2BO, this was particularly useful, because emission to the Ã 
state was strong and far from any emission in the BO2 contaminating species that was also 
produced in the discharge.  
 One disadvantage with sync-scan comes from the fact that the signal is dependent 
on two transitions. This means that the fluorescence intensity for a band not only depends 
on the FCFs for the transitions the laser excites, it also depends on the FCF for the transition 
that the monochromator is detecting. In the best case scenario, the resulting LIF intensities 
will only be different than the regular LIF intensities, but it is also possible that bands could 
be missed entirely in a sync-scan. If the laser passes a band in excitation, but the upper 
level of that transition does not emit a photon of the frequency that the monochromator is 
monitoring, then the band will not be detected. An example case would be if the 
monochromator is offset by the energy of ν1 in the ground state, but vibronic bands 
involving ν2 in the excited state do not emit back down to ν1 in the ground state, then those 
bands would not show up in the sync-spectrum. Therefore, sync-scan is a poor choice for 
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survey work, and is most useful when used to separate a particular band from other 
overlapping spectra in previously recorded LIF spectrum.  
2.3.4. Calibration of Spectra 
 The method of calibration was selected depending on the spectral resolution and 
wavelength. For low resolution spectra, neon- or argon-filled hollow cathode lamps (HCL) 
were used for optogalvanic calibration, while at high resolution either I2 LIF or 130Te2 
absorption spectra were used. In low-resolution work, the choice between neon- or argon-
hollow cathode lamps (or a combination of both) was based only on which had more lines 
in the particular dye region. For high-resolution spectra, absolute wavelength ranges made 
the determination: 14000 – 20100 cm-1 for iodine, and 21100 – 23800 cm-1 for tellurium. 
If high-resolution spectra were recorded outside of one of these two regions, then a 
technique like Raman shifting 6  or frequency doubling would be used for calibration 
purposes.  
 Low-resolution calibration was achieved by passing a portion of the laser beam into 
the cathode of an HCL. When the laser frequency is resonant with an atomic transition of 
the filler gas, the optogalvanic effect causes the conductivity of the plasma in the HCL to 
change, resulting in a measurable AC signal that was captured by a gated integrator. For 
good calibration, several lines over the entire scan range are preferred, and in some 
instances both Ar and Ne lamps were required to obtain enough optogalvanic lines to 
calibrate a spectrum.  
 Iodine spectra for high-resolution calibration were taken by LIF, simply by passing 
a portion of the beam through a an evacuated cell tube containing I2 vapor, and collecting 
the total fluorescence in a direction perpendicular to the direction of laser propagation. The 
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resulting PMT signal was processed with a gated integrator and digitized as usual. In weak 
regions of the iodine spectrum, the cell was heated slightly (50 – 100 °C) using small 
heating cartridges placed inside the cell housing.  
 Calibration with the tellurium cell was somewhat more complicated because of a 
few experimental nuances. The tellurium cell needed to be heated to ~510 °C for the 
tellurium to have high enough vapor pressure for the spectrum to be detected, so it is 
encased in a tube heater. The high temperature needed makes a tube furnace the most 
practical type of heater, but there is no way with a tube furnace to position a PMT 
perpendicular to the laser axis to collect LIF. This means that the tellurium spectrum must 
be measured in direct absorbance, which is experimentally more difficult than a simple LIF 
measurement. 
 The heater was controlled by a Variac and with the voltage set to ~77 VAC, the 
heater will stay at ~520 °C. If the temperature was much below the prescribed value, then 
the tellurium spectrum was not detectable. A K-type thermocouple probe was used to 
continuously monitor the tube furnace temperature. 
 A portion of the laser beam is expanded by a negative focal length lens to eliminate 
power broadening and then passed through the tellurium cell. The laser power transmitted 
through the cell was detected by a fast photodiode (Thor Labs). The high-resolution laser 
power fluctuates enough that the baseline can be quite noisy but this problem was 
overcome by slightly saturating the detector. This was done by adding or removing neutral 
density filters or adjusting the distance between the photodiode and the negative lens in the 
absence of Te2 absorption. It proved difficult to stay just on the edge of saturation, but it 
was useful for maintaining a flat baseline free of noise in the Te2 spectrum. Te2 is a strong 
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absorber of light, so if the photodiode is just on the edge of saturation when the laser is off 
resonance of a Te2 transition, then a substantial decrease in voltage will still be observed 
when the laser is on resonance. 
 Since the voltage output of our photodiode when saturated (12.5 V) was too large 
for the maximum 10 V input of a gated integrator, a voltage dividing circuit was devised. 
This simply consisted of an 11 MΩ resistor in series with the signal path before the gated 
integrator, which has an input impedance of 1 MΩ, which reduced the voltage to 1/12 of 
the original. Once the signal entered the integrator, an appropriate time gate was set, and 
the data acquisition proceeded as usual. 
 Calibration of the monochromator consists of two steps, mechanical calibration and 
software calibration. The mechanical calibration procedure is described in the manual. In 
short, a HeNe laser is directed into the entrance slit, the light path is adjusted with the 
monochromator in zeroth order, and then the calibration (632.8 nm) is fine-tuned with the 
monochromator in first order. The mechanical calibration can be omitted, but sync-scan is 
made much easier when both the laser and the monochromator read close to the calibrated 
wavelength. The software calibration consists of directing the light from an HCL (usually 
argon) into the entrance slit of the monochromator and recording an emission spectrum 
over the entire range of the monochromator. This complete scan is then calibrated in 
LaserplotW, and the calibration constants are saved for future use. For the Spex 
monochromators, the calibration curve should be first order and consist of a small offset 
(typically less than 1 cm-1 after mechanical calibration) and a step size very nearly identical 
to the one chosen for the calibration scan. 
  Copyright © Robert A. Grimminger 2014
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3. The Electronic Spectrum of the Previously Unknown HAsO Transient Molecule 
Reprinted with permission from R. Grimminger, and D. J. Clouthier, J. Chem. Phys. 135, 
184308 (2011). Copyright 2011, AIP Publishing LLC. 
3.1. Introduction 
 There is a great deal of interest in the reactive intermediates generated in processes 
used to modify the electronic characteristics of semiconducting materials. The addition of 
trace amounts of certain impurities to intrinsic (silicon and germanium) semiconductors 
produces extrinsic semiconductors. Doping with group III elements (B, Al, Ga, or In) yields 
p-type semiconductors and doping with traces of group V elements (P, As, Sb or Bi) 
produces n-type semiconductors. Doping is typically done in chemical vapor deposition 
(CVD) processes by including inorganic (BCl3, PH3, AsH3) or organometallic precursors 
in the high temperature gas-surface reaction system of a CVD reactor. More sophisticated 
III-V semiconductors can be grown in metal-organic chemical vapor deposition (MOCVD) 
reactors using mixtures of organometallic and inorganic precursors, such as trimethyl 
gallium and arsine which produce gallium arsenide (GaAs). This technology has expanded 
rapidly and is used to fabricate devices as diverse as solar cells and semiconductor lasers. 
In all of these techniques, a variety of gas phase reactive intermediates are produced, 
although in many cases their identities, concentrations and modes of reaction in the CVD 
process are unknown. Motivated by these considerations, we have recently embarked on a 
program to study the spectroscopy of arsenic containing small molecules in the gas phase. 
This has led to the successful identification of jet-cooled AsH2,1 C2As,2,3 H2AsO,4 and 
AsC5 by observation of their laser-induced fluorescence and wavelength resolved emission 
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spectra. In the present work we have turned our attention to HAsO, the arsenic analog of 
the well-known HNO and HPO reactive intermediates. 
 The only previous report of the detection of the HAsO molecule is a tentative 
identification among the photolysis products of arsine-ozone complexes in argon matrices.6 
The authors assigned a single infrared band at 1931 cm-1 as possibly due to the As–H 
stretching mode of HAsO. This assignment was later strengthened by ab initio calculations7 
which predicted 1 to be the strongest fundamental in the infrared spectrum of HAsO with 
a frequency of 1962.7 cm-1. It has also been shown8 that gas phase mixtures of arsine, 
oxygen and ozone chemiluminesce, producing AsO bands in the 295-345 nm region and a 
broad continuum from 350 to 625 nm, although the emitting species of the latter is 
unknown. We could not find any evidence in the literature that HAsO had previously been 
observed in the gas phase. 
3.2. Experiment 
 HAsO was produced in a pulsed discharge supersonic jet9 using a precursor mixture 
of 1% AsH3 (Matheson) and 1% CO2 (Matheson) in high pressure argon. The mixture was 
prepared in a stainless steel cylinder equipped with a regulator to provide a constant 
backing pressure of 40 psig to a pulsed molecular beam valve (General Valve, Series 9, 
0.8mm orifice). Inside the vacuum chamber, pulses of the precursor mixture flowed into 
the discharge assembly which consists of two ring electrodes housed in a cylindrical black 
Delrin flow channel mounted on the end of the pulsed valve. At a suitable time during the 
expansion an electric discharge was struck between the electrodes, and subsequent 
reactions in the expanding gas produced HAsO and a variety of other transient species. A 
small reheat tube10 was attached to the end of the flow channel to enhance production of 
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HAsO and reduce the background glow from excited state argon atoms created in the 
discharge. DAsO was produced by using AsD3, synthesized by D2O hydrolysis of Na3As 
amalgam.11,12  
 Low resolution (0.1 cm-1) LIF spectra were recorded in the 671 – 525 nm region by 
intercepting the radicals 1 cm downstream of the reheat tube with the beam from a 
neodymium:yttrium aluminum garnet (Nd:YAG) pumped tunable dye laser (Lumonics 
HD-300). The resulting fluorescence was passed through appropriate cutoff filters and then 
imaged onto the photocathode of a high gain photomultiplier (EMI 9816QB). The 
photomultiplier signal was processed by a gated integrator and recorded with LABVIEW 
based data acquisition software. The spectra were calibrated to an estimated accuracy of 
0.1 cm-1 using optogalvanic lines from neon- and argon-filled hollow cathode lamps.  
 Higher resolution (0.035 cm-1) LIF spectra of the 000  bands of HAsO and DAsO 
were recorded in the same apparatus using a 308 nm pumped Lambda-Physik dye laser 
(ScanMate 2E) equipped with an intracavity angle tuned etalon. Part of the laser beam was 
split off and used for calibration by exciting molecular iodine LIF. The remainder of the 
beam was used to excite the LIF of HAsO. The spectra were calibrated to an estimated 
accuracy of 0.004 cm-1 using the lines from the I2 atlas.13,14 
 Low resolution single vibronic level (SVL) emission spectra were collected in the 
same apparatus by fixing the laser excitation wavelength to the maximum of a selected 
band in the LIF spectrum, and imaging the resulting fluorescence onto the entrance slit of 
a Spex 500 M scanning monochromator where the dispersed fluorescence was detected by 
a cooled, red-sensitive photomultiplier (RCA C31034A). Signal from the photomultiplier 
was amplified by a factor of ~1000 before being processed by a gated integrator and 
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recorded digitally. The monochromator was calibrated to ±1 cm-1 using the lines from an 
argon-filled hollow cathode lamp. A grating with 1800 lines/mm and blazed at 400 nm was 
used in this work, with a bandpass of 0.3-0.5 nm, depending on the signal strength.  
3.3. Theoretical Calculations 
In the absence of any previous theoretical studies of the excited state properties of 
HAsO, we have used density functional and coupled cluster theory to predict the molecular 
structures, vibrational frequencies, and energies of the ground and first excited states. The 
Gaussian 2009 suite of programs15 were used for all the calculations, with a variety of basis 
sets. After initial exploratory studies with Hartree-Fock and MP2 methods and smaller 
basis sets, our final DFT results were achieved using the Becke three parameter hybrid 
density functional16 with the Lee, Yang, and Parr correlation functional17 (B3LYP) and 
Dunning’s correlation consistent basis sets18  augmented by diffuse functions (aug-cc-
pVTZ, aug-cc-pVQZ, and aug-cc-pV5Z). The coupled cluster singles and doubles with 
triples included perturbatively method [CCSD(T)] with the same correlation consistent 
basis sets was used to obtain reliable excited state excitation energies.  
 Our theoretical studies are summarized in Table 3-1 which reports only the results 
from the largest basis set, as they are comparable to those with smaller numbers of basis 
functions. All our calculations indicate a bent ground state geometry with the electron 
configuration 
…(5a)2 (16a)2 (6a)0 X̃ 1A 
where the highest occupied molecular orbital (HOMO) is a nonbonding orbital localized 
primarily on the oxygen atom, 5a is a bonding  orbital, and the 6a lowest unoccupied 
orbital (LUMO) is a * orbital. The 101.1 – 101.5 bond angle is slightly smaller than the 
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104.6 angle19,20 of the isoelectronic HPO molecule. Promotion of an electron from the 
16a molecular orbital to the 6a LUMO (n - *) yields the first excited state of singlet 
multiplicity 1A which is predicted to have 10 smaller bond angle and a 0.1 Å longer AsO 
bond length. Our best estimate for the excited T0 from our highest level CCSD(T)/aug-cc-
pV5Z calculations is 14225 cm-1. The vibrations of HAsO, which are all of a symmetry, 
are labeled 1 = AsH stretch, 2 = HAsO bend and 3 = AsO stretch and Franck-Condon 
considerations suggest that there should be pronounced activity in 2 and 3 in the LIF and 
SVL emission spectra. The Ã 1A  X̃ 1A electronic transition should consist of an extensive 
series of perpendicular bands with prominent subband structure following c-type rotational 
selection rules. 
3.4. Results and Analysis 
3.4.1. Vibrational Analysis of LIF and Emission Spectra 
 Using our CCSD(T) results as a starting point, we searched for the LIF spectrum of 
HAsO in the 700 – 500 nm region using the AsH3/CO2 precursor mixture and readily found 
a series of bands with obvious subband structure that extended from 660 – 525 nm.  
Substituting AsD3 for AsH3 gave measureable deuterium isotope shifts in the bands and 
collapsed the rotational subband structure substantially, as expected for the HAsO/DAsO 
band system. Further definite proof of the identity of the carrier of this spectrum came from 
a comparison of intervals in the SVL emission spectra (vide infra) to the calculated ground 
state frequencies, which matched very well. The 000  band of the LIF spectrum generated 
with AsH3 was assigned to a feature at 15316.7 cm-1, which shifts to 15348.9 cm-1 on 
deuteration, a 32.2 cm-1 isotope shift very similar to the 23.8 (B3LYP) and 25.2 cm-1 
(CCSD(T)) shifts predicted from the data in Table 3-1. All of the data (isotope shifts, band 
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contours, comparison of observed and calculated T0 and vibrational frequencies) lead to the 
conclusion that the observed bands are the first evidence of the existence of the HAsO 
transient molecule in the gas phase. 
 Portions of the low resolution LIF spectra of HAsO and DAsO are shown in Figure 
3-1. Two overlapping bands appear 599.4 cm-1 and 644.9 cm-1 above the HAsO 000  band, 
with the same features occurring at intervals of 448.3 and 635.2 cm-1 in DAsO. The lower 
frequency band with the large deuterium isotope effect must be assigned as 102  and the 
higher frequency band is then 103 , consistent with the expectation that the AsO stretch 
should exhibit little deuterium isotope shift. As is evident from Figure 3-1, the remainder 
of the spectrum consists of a strong bending progression, a weaker AsO stretching 
progression, and substantial numbers of bend-stretch combination bands, all with fairly 
regular vibrational intervals and only modest anharmonicities. A few HAsO bands could 
not be accommodated in this scheme but were readily assigned as hot bands involving one 
quantum of the ground state bending mode. The DAsO spectrum is similar but the 102  and 
1
03  bands do not overlap, there is more extensive vibronic structure due to the lower 
vibrational frequencies, and hot bands involving both 21 and 31 were assigned. We were 
unable to definitively assign any bands as involving 1, the AsH stretching mode, in either 
electronic state. The observed bands and their assignments are summarized in Table 3-2. 
The band origins were estimated from the position of a distinctive feature in the partially 
resolved rotational contour (the pR1 head for HAsO and the rQ0 head for DAsO), correcting 
for the difference between the origin and the subband head as determined from the high-
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resolution spectra of the 000  band for each isotopologue. A few very weak bands of DAsO 
that could not be assigned with any confidence are listed in a footnote to the Table. 
 Example emission spectra obtained by laser excitation of the 000  bands of HAsO 
and DAsO are presented in Figure 3-2. As in the LIF spectra, the HAsO emission spectrum 
shows a pair of nearly overlapping bands at small displacements from the excitation laser 
and the lower frequency band substantially red shifts on deuteration whereas the higher 
frequency band is unaffected. This suggests the assignments (HAsO/DAsO): 21 = 
832.4/627.1 cm-1 (B3LYP = 849/627) and 31 = 937/924.1 cm-1 (B3LYP = 974/965 cm-1). 
The remaining bands were then readily assigned as transitions to combination or overtone 
levels involving 
2   and 3   as summarized in Table 3-3. The vibrational frequencies from 
Tables 3-2 and 3-3 were fit to the usual anharmonic formulae 21 , and the results are 
summarized in Table 3-4.  
3.4.2. Rotational Analysis of High-resolution LIF Spectra 
 The LIF 000  bands of both isotopologues were studied at high resolution and 
rotationally analyzed. Figure 3-3 shows an example of the well-resolved rotational 
structure obtained for HAsO, which made assignments relatively straightforward. Due to 
the smaller rotational constants, the spectrum of DAsO was somewhat more congested but 
this did not substantially hinder the analysis. Simulations of the expected rotational 
structure using our Windows program ASYROTWIN 22  starting with the rotational 
constants derived from our ab initio structure predictions matched experiment sufficiently 
well to facilitate an initial set of assignments. Least squares improvements of the trial 
constants rapidly provided simulations that could be used to complete the analysis. For 
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HAsO, assignments were made up to 
aK  = 3, aK   = 2 and aK  = 4, aK   =3 for DAsO, with 
J 16 in both cases. 
 The upper and lower state constants for the 000  bands of HAsO and DAsO were 
determined by least squares fitting of the observed line frequencies to those calculated with 
a trial set of constants using Watson’s A reduction of the asymmetric top Hamiltonian in 
the Ir representation using ASYROTWIN. In each case we fitted only the rotational 
constants and the band origin; addition of centrifugal distortion constants did not 
significantly improve the results. Care was taken to eliminate blended or overlapped lines 
from the least-squares analysis and 250 of the 308 assigned HAsO transitions (281 of 398 
assignments for DAsO) were used in the final fitting. No perturbations were detected and 
the overall standard deviation of the fit was 0.006 cm-1 in both cases, comparable to the 
uncertainty of the measurements as estimated from the iodine calibration lines. The final 
constants are reported in Table 3-5.  
 In addition to the pronounced c-type band structure, there are a few weak lines 
which we identified as axis-tilting23 (or axis-switching) transitions obeying Ka = 0, Kc 
= 0 selection rules, as expected for a planar molecule of CS symmetry. We have used an 
enhanced version of our ASYROTWIN program,24 which now includes all possible axis-
tilting orientations, to simulate the spectrum. The constants were fixed at the values given 
in Table 3-5 and only the axis tilting angle for a rotation of the excited state Ia and Ib 
principal axes about Ic was varied to match the observed intensities in our LIF spectra. As 
shown in Figure 3-4, a tilting angle of 3.0  0.5 gave good agreement. The branches 
generated by the axis tilting are qQ0 and qQ1, with the maximum intensity at about J = 10, 
caused by overlap of the two branches. The two asymmetry components of qQ1 exhibit very 
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different intensities, with qQ1,J about a factor of 10 stronger than qQ1,J-1 under the current 
experimental conditions.  
3.5. Discussion 
3.5.1. Molecular Structure 
 Effective r0 structures of HAsO were calculated from the rotational constants given 
in Table 3-5. Correlations between the geometric parameters were minimized by fitting 
planar moments25 (Pa, Pb and Pc) calculated from the experimentally determined rotational 
constants. The planarity condition constrains Pc to be zero, so these small quantities were 
excluded from the least squares analysis and the remaining four parameters (Pa and Pb for 
HAsO and DAsO) were fitted to give the ground and excited state geometries shown in 
Table 3-6. A 0.003 Å decrease in the AsH bond length on deuteration (the Laurie 
correction26) was included in the fitting procedure. 
 The ab initio predictions for the ground state structure of HAsO (Table 3-1) are in 
good agreement with experiment, although the CCSD(T) AsH bond length is 0.032 Å too 
short, in part because we are comparing theoretical re numbers to experimental r0 values. 
The AsO bond length increases in the series AsO = 1.624 Å27, HAsO = 1.634 Å and H2AsO 
= 1.672 Å (Ref. 4), precisely as is found for the analogous phosphorus compounds.19 At 
1.576 Å, the AsH bond length in HAsO is anomalously long compared to AsH (1.523 Å)28, 
AsH2 (1.518 Å)1 and AsH3 (1.520 Å)29, similar to the trends observed19 for HNO and HPO.  
 On electronic excitation, the AsH bond length is largely unaffected whereas the 
AsO distance increases by 0.12 Å, considerably larger than the 0.08 and 0.03 Å increases 
in HPO and HNO, respectively. The most interesting aspect of the present work is the 
conclusion that the bond angle of HAsO decreases by 8.4 on electronic excitation, 
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comparable to the 7.2 decrease in HPO but exactly opposite the 6.9 increase found for 
HNO.  
 According to the diagram proposed by Walsh for HAB molecules30, a twelve 
electron system should have low-lying valence orbitals slightly destabilized by bending, a 
HOMO strongly stabilized by bending, and a LUMO whose energy is insensitive to 
changes in bond angle. The stabilization of the HOMO offsets the slight destabilization of 
the lower orbitals, resulting in a bent ground state for these radicals. Promoting one electron 
from the HOMO to the LUMO should reduce the stabilization afforded by bending and 
result in an increased excited state angle, as observed for HNO. Figure 3-5, which is a 
Walsh-style orbital angular correlation diagram devised from our ab initio orbital energies 
(B3LYP/aug-cc-pVTZ) for both the ground state and excited state, shows that some 
orbitals exhibit a change in angular correlation upon electronic excitation. Walsh’s diagram 
for the HAB system was derived with the assumption that the occupation of an orbital 
should not change its angular correlation; hence one diagram suffices for all HAB 
molecules. The orbital correlation for the ground state of HAsO (Figure 3-5, lower pane) 
follows Walsh’s description well, yet the upper pane of Figure 3-5 shows that the angular 
dependence of some orbitals changes upon with a change in occupation, in contrast to 
Walsh’s assumption. The 15a′ orbital energy in particular changes from fairly insensitive 
to angle in the ground state to stabilized at small HAsO angles in the excited state. The net 
result of the correlation changes upon excitation is a decrease in the bond angle on 
electronic excitation for HAsO, which is parallel to the situation observed in HPO.19  
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3.5.2. Molecular Constants 
 Both the B3LYP and CCSD(T) calculated ground state frequencies are in excellent 
agreement with the experimental values in Table 3-4. For example, the HAsO (DAsO) 
bending frequency is 837.0(5) cm-1 (631.8(9) cm-1), the DFT value is 849 cm-1 (627 cm-1), 
and the CCSD(T) value is 864 cm-1 (641 cm-1). The agreement between the excited state 
experimental and calculated frequencies is also very satisfactory.  
 A comparison of the AsO stretching frequency in HAsO to that of diatomic arsenic 
monoxide gives an indication of the relative bonding in the two molecules. The ground 
state AsO frequency was previously observed31 to be 966 cm-1, which is very similar to the 
AsO stretch (944 cm-1) observed in HAsO. The similarity of the frequencies indicates that 
the addition of a hydrogen atom to AsO does not significantly change the bonding between 
the arsenic and oxygen atoms.  
 The B3LYP density functional theory value of T0 = 11731 cm-1 is approximately 
3600 cm-1 too low but the CCSD(T) method gives a value of 14225 cm-1, only 1100 cm-1 
below the observed value, which is reasonable agreement for this level of theory. The 
dependence of the calculated T0 on basis set is small for CCSD(T): the results using triple-
, quadruple-, and quintuple-ζ basis sets are all very similar. 
3.6. Conclusions 
 In this work we have reported the first gas phase detection of the transient species 
HAsO. The Ã 1A″ - X̃ 1A′ transition has been characterized by LIF and SVL emission 
spectroscopy, resulting in the determination of molecular properties. Vibrational 
frequencies were determined for the bending and AsO stretching modes of both states. 
High-resolution LIF spectroscopy has provided ground and excited state rotational 
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constants for both the HAsO and DAsO isotopologues, leading to determination of 
effective (r0) geometries for both states. The HAsO bond angle decreases upon electronic 
excitation due to a change in orbital angular correlation, just as it does for HPO, and in 




Table 3-1: Ab initio calculated molecular parameters for the ground and first 
excited states of HAsO.a 
Parameter 
X̃ 1A Ã 1A 
B3LYP CCSD(T) B3LYP CCSD(T) 
r (AsH) Å 1.572 1.544 1.545 1.522 
r (AsO) Å 1.631 1.631 1.745 1.733 
 (HAsO)  101.5 101.1 91.7 91.5 
T0 0.0 0.0 11731 14225 






























a In each case the basis set was aug-cc-pV5Z for the H and O atoms and aug-cc-
pV(5+d)Z for the arsenic atom. Numbers in parenthesis are DAsO vibrational 
frequencies. 
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Table 3-2: Assignments of observed bands (cm-1) in the Ã – X̃ LIF spectra of HAsO 









00  15316.7 ··· 
0
00  15348.9 ··· 
1
02  15916.1 2   = 599.4 
1
02  15797.2 2
   = 448.3 
1
03  15961.6 3   = 644.9 
1
03  15984.1 3
   = 635.2 
2
02  16504.4 21 + 588.3 
2
02  16242 2
1 + 444.8 
1 1
0 02 3  16560.7 21 + 644.6 
1 1
0 02 3  16431.5 2
1 + 634.3 
2
03  16601.6 31 + 640.0 
2
03  16614 3
1 + 629.9 
3
02  17081.8 22 + 577.4 
3
02  16688.3 2
2 + 446.3 
2 1
0 02 3  17149.1 22 + 644.7 
2 1
0 02 3  16875.1 2
2 + 633.1 
1 2
0 02 3  17199.1 32 + 597.5 
1 2
0 02 3  17054.8 3
2 + 440.8 
4
02  17649.1 23 + 567.3 
4
02  17135.4 2
3 + 447.1 
3 1
0 02 3  17728.6 23 + 646.8 
3
03  17228.4 3
2 + 614.4 
5
02  18205.7 24 + 556.6 
3 1
0 02 3  17314.5 2
3 + 626.2 
4 1
0 02 3  18296.2 24 + 647.1 
2 2





0 02 3  18368.7 2331 + 640.1 
1 3




0 02 3  18424.1  
4
03  17840.3 3
3 + 611.9 
5 1
0 02 3  18853.7 25 + 648.0 
3 2




0 02 3  18935.8 2431 + 639.6 
2 3




0 02 3  19000.9 2332 + 632.2 
1 4




12  15083.7 2   = 832.4 
2 4




1 02 3  15129.4 2   = 832.2 
1 1
0 12 3  15508.6 3   = 922.9 
1 1
1 02 3  15728.3 2   = 832.4 
2
12  15614.3 2   = 627.7 
3
12  16249.8 2   = 832.0 
3
12  16061.2 2   = 627.1 
1 2
1 02 3  16366.8 2   = 832.3 
3
13  16307.9 3   = 920.5 
4
12  16816.7 2   = 832.4    
3 1
1 02 3   16896.1 2   = 832.5    
5
12  17373.4 2   = 832.3    
4 1
1 02 3  17464 2   = 832.2    
6
12  17919.6 
26 - 25 = 
546.2     
5 1
1 02 3  18021.5 2   = 832.2    
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4 2
1 02 3  18102.5 2   = 833.3    
6 1
1 02 3  18568.9     
5 2
1 02 3  18659.9     
 
Very weak DAsO bands at 16491.7, 17776.3, 18200.8, 18426.8, 18783.9 cm-1 remain 
unassigned. 
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Table 3-3: Assignments of the observed ground state energy levels (cm-1) from the 











































   
2\s\up8(3\s\up8( 
3395 0.0 
   
2\s\up8(3\s\up8( 
3489 0.2 
   
aEnergy of the lower state level relative to the lowest vibrational level in the ground state. 
bCalculated from fit vibrational constants listed in Table 3-5. 
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Table 3-4: The vibrational constants (in cm-1) of HAsO and DAsO. 
 




2  837.0(5)a 631.8(9) 
0
3  944.4(12) 929.5(7) 
0
22x  -3.31(16) -4.8(5) 
0
33x  -7.5(6) -4.5(3) 
0
23x  -7.7(3) -5.5(5) 
Ã 1A 
0
2  604.6(5) 446.0(3) 
0
3  648.9(7) 638.6(7) 
0
22x  -5.28(10) ··· 
0
33x  -3.1(3) -3.96(14) 
0
23x  ··· -2.32(16) 
 
aThe numbers in parentheses are standard errors of 1 . 
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Table 3-5: The molecular constants (in cm-1) of HAsO and DAsO. 
 
State Constant HAsO DAsO 
X̃ 1A 
 
A 7.271226(76)a 3.737223(35) 
B 0.4742874(93) 0.4688782(91) 
C 0.4442219(84) 0.4153559(84) 
Ã 1A 
 
A 7.06889(41) 3.597941(26) 
B 0.4161806(89) 0.4145662(86) 
C 0.391788(87) 0.3703298(85) 
T0 15316.6740(23) 15348.8923(21) 
aThe numbers in parentheses are standard errors of 3 and right justified to the numbers on 
the line. The numbers below the line are quoted to reproduce the original data to full 
accuracy.
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Table 3-6. The r0 molecular structures of HAsO, HPO and HNO. 
Parameter 
X̃ 1A Ã 1A 
HAsOa HPOb HNOc HAsOa HPOb HNOd 
r (HX) Å 1.576(3)d 1.4772(13) 1.075(2) 1.569(4) 1.4920(2) 1.058(2) 
r (X=O) Å 1.6342(5) 1.4826(2) 1.2101(8) 1.7509(9) 1.5612(1) 1.2394(5) 
 (HXO)  101.5(4) 104.71(15) 108.3(2) 93.1(10) 97.69(3) 115.2(2) 
 
aReference 19. 
bHNO ground state geometry fit from rotational constants in Ref. 32. 
c HNO excited state fit from constants contained in Ref. 27 and 33. 







Figure 3-1: A comparison of the low-resolution LIF spectra of HAsO and DAsO in the low 





Figure 3-2: A comparison of the 000  band SVL emission spectra of HAsO and DAsO. In 
each case, the wavenumber scale is displacement from the excitation laser frequency, 
giving a direct measure of the ground state vibrational energy. The ground state vibrational 





Figure 3-3: A portion of the high-resolution LIF spectrum of the HAsO 000  band. The upper 
trace is the experimental spectrum, and the lower is a simulation using the constants 
obtained from the fit at a temperature of 30 K. The Ka = 2 – 3 and a portion of the Ka = 1 – 
2 subbands are shown, with the various branches labeled. Asymmetry splittings are easily 





Figure 3-4: A section of the high resolution spectrum of the 000  band of HAsO showing 
axis-tilting lines in the region of the Ka = 0 – 1 and Ka = 1 – 0 subbands. The upper trace 
is the experimentally observed spectrum. The labeled branches are each one component of 
the qQ0 and qQ1 subbands following the selection rules ∆Ka = 0, ∆Kc = 0. The lower trace 
is our simulation based on the constants obtained from the fit and including an axis-tilting 
angle of 3.0°. The axis-tilting induced lines are shaded in red in the simulation.  
 
Figure 3-5: Walsh-style orbital correlation diagrams for the ground and excited states of 
HAsO generated from B3LYP/aug-cc-pVTZ calculations. The lower pane shows the 
ground state orbitals as a function of HAsO angle, the upper pane shows the excited state 
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alpha orbitals. The difference in angular behavior between the electronic states is most 
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4. An Experimental and Theoretical Study of the Electronic Spectrum of HPS, a 
Second Row HNO Analog 
Reprinted with permission from R. Grimminger, D. J. Clouthier, R. Tarroni, Z. Wang, 
and T. J. Sears, J. Chem. Phys. 139, 174306 (2013). Copyright 2013, AIP Publishing 
LLC. 
4.1. Introduction 
 HPS is an interesting molecule from several points of view. Despite the early 
conclusion embodied in the classical double bond rule that multiple bonds cannot exist 
between second row elements, many examples of such species are now known.1 Multiple 
bonding between second row elements such as phosphorus and sulfur continues to be the 
focus of a great deal of scientific inquiry. HPS is also a potential interstellar molecule, due 
to the substantial abundances of phosphorus and sulfur, although molecules containing 
both elements together have yet to be detected by radioastronomy. 2  Finally, we are 
especially motivated by our recent observations that some simple 12 valance electron HAB 
molecules similar to HPS exhibit bond angle changes on electronic excitation that are 
contrary to the predictions of Walsh diagrams, an unexpected anomaly that we discuss in 
more detail below.  
 Spectroscopic observation of the HNO molecule was first reported by Dalby3 in 
1958 although it had previously been postulated as an intermediate in some photochemical 
and free radical reactions. Flash photolysis of various compounds containing nitro groups 
yielded spectra of HNO and DNO and rotational analysis of the bands showed that the 
molecule is bent in the X̃ 1A' ground state and that the bond angle increases by about 8 on 
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electronic excitation to the Ã 1A" excited state, in accord with the predictions of the 
qualitative Walsh diagram for HAB molecules.4 
 Subsequent work by our group showed that the isoelectronic HPO molecule 
exhibits a 7 decrease in the HPO bond angle on Ã 1A" − X̃ 1A' electronic excitation, 
contrary to the Walsh prediction. 5  We have used ab initio theory to show that this 
anomalous behavior is due to a substantial change in the molecular orbital energy versus 
HPO angle trend between the ground and excited state. In other words, the quantitative 
Walsh diagram is different in the two electronic states, although the fundamental reason 
for such a difference is unclear.  
 We have also recently identified the HAsO molecule in the gas phase, prepared in 
a pulsed discharge jet and detected by laser-induced fluorescence.6 A detailed analysis of 
the spectra of hydrogenated and deuterated species yielded bond angles of θ" = 101.5 and 
θ' = 93.1, an 8.4 decrease, again contrary to Walsh’s rules. Similar to HPO, our ab initio 
calculations showed that the correlation between orbital energy and bond angle changes 
upon electronic excitation. One may then ask the obvious question, does a similar molecule 
in which oxygen is absent, such as HPS, also behave in this anomalous fashion? The 
present work is aimed at answering this question. 
 Experimentally, HPS was first observed in neutralization-reionization mass 
spectrometry experiments7 in 1992, which showed that both HPS and the HSP isomer are 
viable species in the gas phase. In 2011, the pure rotational spectra of HPS and DPS were 
reported 8  and the semiexperimental equilibrium structure was obtained with rPH = 
1.4321(2) Å, rPS = 1.9287(1) Å and θHPS = 101.78(1). The data indicate that the bonding 
is very similar in HNO, HNS, HPO and HPS, with a double bond between the heavy atoms. 
91 
 HPS has also been the subject of a limited number of theoretical studies.9,10,11,12,13,14 
In early work, Nguyen9,10 showed that singlet HPS was the most stable isomer, lying some 
16.2 kcal/mol below triplet HSP. The derived ground state HPS structure was in good 
agreement with the more recent experimental structure derived from microwave data.8 The 
HPS vibrational frequencies were predicted to be 1 (PH stretch) = 2195 cm-1, 2 (bend) = 
877 cm-1 and 3 (PS stretch) = 647 cm-1. Other studies examined the electronic stabilization 
of the PS group by various substituents,11 the bonding in the thiophosphoryl group,12 the 
dynamics of the isomerization and H2 elimination reactions of H3PS to form HPS,13 and 
the reactions that could form PS, including HPS as an intermediate.14 The most recent and 
highest level theoretical calculations were those done in connection with the microwave 
study,8 in which coupled cluster [CCSD(T)] theory was used to calculate the equilibrium 
structure, harmonic and anharmonic force fields, quartic centrifugal distortion constants, 
nuclear quadrupole coupling constants for DPS, and phosphorus nuclear spin-rotation 
constants.  
 In the present work, we have discovered the electronic spectra of the HPS and DPS 
molecules. The transitions are at the very red edge of the visible, where experimental 
limitations precluded observation of the 0
00  bands. We have used high level ab initio 
calculations of the ground and excited state potential energy surfaces to aid in making 
vibrational assignments of the observed bands and to predict the excited state geometry. 
The results are discussed in relation to our previous findings on HPO and HAsO. 
4.2. Experiment 
 Thioxophosphine (HPS) was produced in the pulsed discharge jet apparatus 
previously described.15,16 The strongest fluorescence signals came from a mixture of 3 - 
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5% hydrogen sulfide (Matheson Tri-Gas) and 1 - 3% phosphine (synthesized by the 
hydrolysis of calcium phosphide17) in high pressure argon. This mixture was injected 
through a pulsed valve (General Valve, series 9) into a vacuum chamber, where the gas 
pulse was subjected to an electric discharge between two stainless steel ring electrodes. 
The discharge fragmented the precursor molecules, and subsequent collisions in the flow 
channel produced products including HPS. Similar to the conditions for HPO,5 the addition 
of a reheat tube18 which was longer (~3 cm) than that commonly used in our laboratory for 
other reactive species was found to significantly increase the HPS fluorescence signals. 
DPS was produced in the same apparatus using PD3 (synthesized by the hydrolysis of Ca3P2 
with D2O) and D2S (Cambridge Isotope Labs). We note that although the H2PS radical was 
produced in a discharge of Cl3PS vapor and H2 gas mixed with argon,19 the same mixture 
produced only very weak HPS LIF signals. Similarly, the mixture of phosphine and 
hydrogen sulfide which produced HPS gave weak LIF intensity for H2PS. In our 
preliminary experiments, weak HPS laser-induced fluorescence was also observed by 
passing a mixture of H2S and argon through a small heated chamber containing white 
phosphorus (similar to the method of Ref. 8) before injection into vacuum through the 
pulsed valve/discharge apparatus.  
 For LIF experiments, the free jet expansion was intercepted ~1 cm downstream of 
the end of the reheat tube by a tunable laser. Medium resolution (0.1 cm-1) LIF experiments 
at the University of Kentucky (UK) were conducted in the region 780 - 680 nm using a 
Lumonics HD-300 dye laser pumped by the second harmonic of a Nd:YAG laser (Surelite 
II). The resulting fluorescence was collected perpendicular to both the gas flow and the 
laser beam and imaged onto the photocathode of a photomultiplier (EMI 9816QB). The 
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photomultiplier signal was converted to a DC voltage with a gated integrator and recorded 
digitally with Labview based data acquisition software. These spectra were calibrated to 
an estimated accuracy of 0.1 cm-1 by simultaneously recording optogalvanic lines from a 
neon-filled hollow cathode lamp. 
 Single vibronic level (SVL) emission spectra were obtained in the same apparatus 
by pumping the R-branch head of a single subband, and imaging the resulting fluorescence 
through f / 1.5 optics onto the entrance slit of a 0.5 m scanning monochromator (Spex 500 
M). The dispersed fluorescence was detected by a cooled, red-sensitive photomultiplier 
(RCA C31034A), amplified by a factor of 1000, processed by a gated integrator and 
recorded digitally. The monochromator was calibrated to ± 1 cm-1 using the lines from an 
argon-filled hollow cathode lamp. A 1200 lines/mm grating blazed at 750 nm was used for 
this work. The bandpass of the mononchromator was adjusted from 0.5 nm to 1.3 nm 
depending on the signal strength. 
 Experiments to the red of the band at 12317.4 cm-1 were conducted at Brookhaven 
National Laboratory (BNL). The molecules were generated with the same pulsed discharge 
jet source and interrogated using an optical parametric oscillator (OPO) system (Spectra-
Physics MOPO-HF) pumped by a mode locked Nd:YAG laser (355 nm, Spectra-Physics 
PRO-290). The idler beam of the OPO was used to excite HPS, while fluorescence was 
detected with a red sensitive photomultiplier (EMI-9559). Wavelength calibration was 
done by passing part of the signal beam into a commercial wavemeter (Coherent 
Wavemaster). The signal from the detector was digitized by a LeCroy WR-204 
oscilloscope and passed via GPIB interface to a personal computer. Labview software was 
used for instrument control and data analysis. 
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4.3. Preliminary ab initio Calculations 
 As an aid to assigning the observed spectra, we calculated the properties of the 
ground and first excited electronic states of HPS using a variety of methods. Initially, we 
used density functional theory (DFT) with the Becke three parameter hybrid density 
functional20 and the Lee, Yang, and Parr correlation functional21 (B3LYP) as implemented 
in the Gaussian09 software package22 and Dunning’s correlation consistent quadruple-zeta 
basis set augmented with diffuse functions23 with a tight d function added for second row 
elements24 (aug-cc-pV(Q+d)Z). This B3LYP calculation predicted a bent ground state 
structure with er  (PH) = 1.439 Å, er  (PS) = 1.931 Å, and e  = 102.3 °. Ground state 
harmonic frequencies (numbered according to the Herzberg convention) were calculated 
from analytic second derivatives to be 1 = 2218 cm-1 (PH stretch), 2 = 906 cm-1 (bend), 
and 3 = 694 cm-1 (PS stretch).  
 The DFT calculation gave a ground state configuration of …(3a″)2(13a′)2(4a″)0 
where the 13a′ HOMO is an in-plane orbital with bonding character between P and H and 
anti-bonding character between P and S while the 4a″ LUMO is an out-of-plane π* orbital 
on the phosphorus and sulfur atoms. This configuration is analogous to that of other 
nitroxyl analogues; promotion of one electron from the HOMO to the LUMO produces the 
Ã 1A″ state, which can also be variationally calculated. The predicted B3LYP/aug-cc-
pV(Q+d)Z geometry is er (PH) = 1.429 Å, er (PS) = 2.033 Å, and e   = 94.69°. The DFT 
analytic harmonic frequencies were 1  = 2276 cm
-1, 2  = 641 cm
-1, and 3  = 513 cm
-1. 
Harmonic Franck-Condon Factors (FCFs) calculated from these vibrational frequencies 
and structures indicated that there should be only a few strong bands, all close to the 000  
band.  
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 Calculations including explicit electron correlation were conducted at the coupled-
cluster single and double25 with perturbative triple excitations26 (CCSD[T]), equation of 
motion coupled-cluster single and double excitations27 (EOM-CCSD), complete active 
space perturbation theory at second and third order (CASPT2 and CASPT3) 28  and 
complete active space self-consistent field29  multireference configuration interaction30 
(including the Davidson correction)31 (CASSCF/MRCI+D) levels of theory. EOM-CCSD 
calculations were done using the CFOUR software package32 and the CASPT2, CASPT3 
and MRCI calculations were performed using Molpro.33 Dunning’s correlation consistent 
basis sets (both with and without augmented diffuse functions) of triple-, quadruple-, and 
quintuple-zeta quality ([aug-]cc-pV(X+d)Z, X = T, Q, or 5) were employed in this work. 
The geometries and frequencies from these preliminary calculations are summarized in 
Table 4-1.  
 Although all methods provide reasonable agreement for the ground state structures 
and harmonic frequencies, the excited state calculations show more variation. The MRCI 
excited state bond angle is 1.5 - 2° smaller than the coupled-cluster and DFT results, and 
the bending vibrational frequency is ~50 cm-1 higher for the multi-reference methods. 
These calculations not only provided geometries and vibrational frequencies, but also 
estimates of the electronic transition energy (Te) which are summarized in Table 4-2 and 
range from a low of 8696 cm-1 to a maximum value of 13265 cm-1. Unfortunately, the 
values calculated with different combinations of methods and/or basis show a lot of 
variation, making it difficult to obtain a reliable estimate of the electronic band origin. 
Multi-reference methods, such as CASPT2, CASPT3 and MRCI are known to be by far 
the most accurate for excited state calculations34,35 but even the presumably most accurate 
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ab initio value (CAS/MRCI+D/aug-cc-pV(5+d)Z) overestimates the experimentally 
determined T0 = 11291 cm-1 (see section VI. A) by more than 500 cm-1. Moreover, 
increasing the size of the basis set does not improve T0 but instead tends to overshoot it. It 
is then evident that a closer agreement with experiment may be obtained only if multi-
reference highly correlated methods are used not only in the ground but also in the excited 
state.36 These methods at present cannot be applied to molecules with as many electrons as 
HPS.  
 These initial calculations provided a wealth of information to help us recognize the 
previously undiscovered electronic spectrum of HPS. The calculated transition energies 
indicate that the spectrum probably originates in the near-infrared but should extend into 
the visible. Large changes in both the HPS angle and the PS bond length suggest substantial 
activity in ν2 and ν3 in both the LIF and emission spectra. A much smaller change in the 
PH bond length indicates that transitions involving ν1 should be weaker and less extensive. 
The calculated excited state vibrational frequencies provide estimates for intervals in the 
LIF spectra, and ab initio ground state frequencies are a good diagnostic tool since they are 
often close to the experimental values and easily compared to SVL emission results. The 
electronic transition moment for an A″ - A′ transition of a planar Cs molecule is out of the 
molecular plane leading to pure c-type transitions. We used the ground state rotational 
constants of Ref. 8 and the DFT excited state structure to estimate the band contour; each 
band should consist of a series of subbands separated by ~16 cm-1 and exhibiting of a strong 
R-branch band head and red degraded unresolved Q-branch and P-branches. These 
predictions generated from the ab inito calculations proved to be invaluable in identifying 
the spectrum of HPS. 
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4.4. Experimental Results 
 While surveying with phosphorus vapor and hydrogen sulfide as a precursor 
mixture, a perpendicular asymmetric top band with subband separations of ~16 cm-1 was 
observed near 750 nm. The feature was not observed using a precursor mixture of CS2 and 
phosphorus vapor, but optimum signal was observed with a mixture of PH3 and H2S. 
Substituting PD3 and D2S gave a large isotope shift and compacted the rotational structure 
of the band, reducing the subband bandhead separation to ~7.2 cm-1, strongly suggesting 
that this spectrum is due to the HPS molecule. 
 With the improved fluorescence from the precursor change, fifteen bands were 
observed in the hydrogen precursor spectrum, ranging from 680 nm to 818 nm (near the 
detection limits of the UK apparatus). The spectrum is shown in Figure 4-1. Several bands 
of an unidentified species were also present in the LIF spectrum obtained with PH3 and 
H2S precursors and are marked with an asterisk. Since these bands show no deuterium 
isotope shift and no resolved rotational structure, the molecular carrier must not contain 
hydrogen. The molecule could contain phosphorus, sulfur, and possibly other atoms from 
byproducts of the phosphine synthesis (which could likely include oxygen). Emission 
spectra from these bands show at least four unique frequencies of 515, 657, 926, and 1378 
cm-1, strongly suggesting that the molecule has at least four atoms. DFT calculations of 
ground state vibrational frequencies allowed us to exclude many possibilities such as P2S2, 
PS3, PS4, POS2. PO2S, etc., but we have been unable to definitively establish the identity 
of the fluorescent impurity. 
 To determine band origins for the LIF transitions of HPS, aK   and aK  values were 
assigned for each subband and then the R branch band heads were fitted to the equation37  
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where the plus sign was used for the r-form subbands and the minus sign for the p-form. 
The quantities 0v  and A B   were allowed to vary in the regression, while A B   was 
fixed at the value for HPS (8.531095 cm-1) calculated from the rotational constants given 
in Ref. 8. The results of this analysis are summarized in Table 4-3 along with the vibronic 
assignments which will be discussed later. The band at 12317.38(6) cm-1 was the lowest 
energy feature observed in the UK work, and the intervals to the next four bands are 157.5 
cm-1, 330.2 cm-1, 506.4 cm-1, and 665.3 cm-1. The third and fourth intervals are close to the 
DFT excited state frequencies of ν3 (= 513 cm-1) and ν2 (= 641 cm-1), and the difference 
between the third and fourth intervals (158.9 cm-1) is very close to the first. These intervals 
suggest that the observed bands are somewhere in the middle of the HPS spectrum, but it 
proved impossible to make definitive assignments without the aid of detailed ab initio 
calculations (vide infra). After the vibrational assignments were made, bands assigned as 
hotbands were re-analyzed with Eq. 1 using an adjusted A B  , accounting for calculated 
vibrational dependence of the ground state rotational constants. 
 The spectrum taken using the deuterated precursors appeared at first glance to be 
less complicated, with only six features, and a consistent interval of ~500 cm-1. Closer 
examination shows that these “bands” are actually composed of two or more overlapping 
bands, making it difficult to assign the subbands with any degree of certainty. The band 
centroids are listed in Table 4-3 along with approximate isotope shifts. We assign the major 
components of these bands to the 30
𝑛  progression, in accord with our Franck-Condon 
calculations (see below). Since the excited state PS stretching frequencies of HPS (509 cm-
1) and DPS (497 cm-1) are calculated to be so similar, and the DPS band positions are so 
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imprecise, the isotope shifts unfortunately provide little help in elucidating the vibrational 
quantum numbering of the spectrum.  
 Single vibronic level emission spectra helped to confirm that the spectrum is due to 
HPS; a sample spectrum is shown in Figure 4-2. Spectra were taken by pumping either the 
rR0 or the pR1 bandheads of several LIF bands. The first two observed ground state energy 
levels, at 682.3 cm-1 and 894.5 cm-1, are both in good agreement with the ab initio values 
for ν3 and ν2, respectively. All other emission bands could be assigned as combinations of 
ν2 and ν3, with the exception of a single band emitting down to a level at 2177.6 cm-1 that 
we assign as ν1. Fluorescence transitions to levels beyond ~3000 cm-1 above the 00 level 
were not observed due to the red cutoff of the monochromator/PMT system. The observed 
ground state energy levels are summarized in Table 4-4 and those of HPS were fitted to the 
usual anharmonic expression taking the lowest level as zero energy,37 
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 The determined ground state vibrational parameters are listed in Table 4-5 
 DPS also proved to be more difficult to understand in emission than HPS. Since the 
rotational structure of DPS is more congested, we were unable to pump transitions to a 
single 
aK  value, and as a result the emission bands were broadened by unresolved 
rotational structure, making it difficult to accurately measure the band centers, 
Nevertheless, we were able to observe several transitions down to levels involving modes 
2 and 3 (see Table 4-4). HPS and DPS are predicted (B3LYP) to have very similar PS 
stretching frequencies close to 694 cm-1, and our observations reflect this with nearly 
identical fundamentals at 682.3 cm-1 (HPS) and 682 cm-1 (DPS) and very similar overtones. 
The bending frequencies are calculated to have a much larger isotope shift [906 cm-1 for 
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HPS and 659 cm-1 for DPS (B3LYP)], comparable to the observed fundamentals for those 
modes (894.6 cm-1 for HPS and 652 cm-1 for DPS). We were unable to observe any 
emission attributable to ν1 in the DPS emission spectra.  
 The final piece of evidence that the observed LIF spectrum is due to HPS was the 
agreement of the observed rotational contour with that generated from microwave and ab 
initio data, as shown in Figure 4-3. The ground state constants were taken from the analysis 
of the pure rotational spectrum in Ref. 8; the upper state rotational constants were obtained 
from an analysis of the Ã state potential energy surface (PES, vide infra) which yielded the 
excited state equilibrium structure and vibration-rotational constants.37 Even when only the 
B3LYP equilibrium structure was used to calculate the excited state rotational constants, 
the similarity between the observed and calculated contours was acceptable. With the 
improvements from the PES-derived rotational constants, the agreement is excellent.  
 Since the interval between the two lowest energy HPS bands observed in the 
Clouthier laboratory at UK was approximately 
2 3   , we reasoned that there must be 
bands further to the red. Experiments in the Sears laboratory at Brookhaven revealed two 
more HPS bands at 11806 cm-1 and 11966 cm-1 which fit well into the previously observed 
progressions, as well as a corresponding band in the DPS spectrum. Although the interval 
between them again indicates further bands to the red, experimental limitations precluded 
observations at lower energies. 
4.5. Potential Energy Surfaces 
 Although all the experimental evidence (LIF and emission frequencies, isotope 
shifts, and rotational contours) leads to the firm conclusion that the observed spectrum is 
due to HPS, we were unable to observe the 00
0  band or confidently assign vibrational 
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quantum numbers for the observed LIF bands. To aid in making assignments, we calculated 
ab initio ground and excited state potential energy surfaces which yielded improved 
vibrational energies, vibration-rotation constants, and Franck-Condon factors (FCFs) for 
comparison with experiment.  
4.5.1. Potential Energy Surface Calculations 
 Single point energies for the ground and first excited state were calculated using 
the Molpro33 software, correlating only the valence electrons. For the ground state, the 
energies were calculated at the CCSD(T)/aug-cc-pV(Q+d)Z level, on a grid with 0.1 bohrs 
and 10° spacing near the minimum and 0.2 bohrs and 10° spacing up to 12,000 cm-1. A 
total of 664 single point calculations were used, which fell into a range of 2.1 ≤ rPH ≤ 4.0 
bohrs (1.1 ≤ rPH ≤ 2.1 Å), 3.15 ≤ rPS ≤ 4.65 bohrs (1.93 ≤ rPS ≤ 2.45 Å) and 70° ≤ θ ≤ 140°. 
Excited state points were calculated at the CASSCF/MRCI+D/aug-cc-pV(Q+d)Z level of 
theory. For this state, the geometries were limited to those with energies less than 10,000 
cm-1 above the minimum on a grid of 0.2 bohrs for bond lengths and 10° for angle (0.1 
bohrs, 10° close to the minimum). The 616 points covered the range 2.2 ≤ rPH ≤ 3.9 bohrs, 
3.3 ≤ rPS ≤ 4.9 bohrs, and 60° ≤ θ ≤ 150°. Figure 4-4 shows the set of computed geometries 
and contour lines for the rPH and rPS coordinates near the equilibrium angle for both the 
ground (bottom) and excited (top) states. 
 Each set of single point energies was fitted using the SURFIT code 38  to a 
polynomial of the form 
       ref ref ref
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i j k
PH PS ijk PH PH PS PS
i j k
V r r C r r r r       (4.3) 
where the reference geometry, ref ref ref, ,PH PSr r   is taken at the minimum of the potential for 
each state; ref
PHr  = 1.4334 Å [1.4290 Å], 
ref
PSr  = 1.9373 Å [2.0635 Å], 
ref  = 101.77° [91.74°] 
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for the ground state [excited state]. The polynomial was generated with 64 coefficients for 
the X̃ state and 82 coefficients for the Ã state. The root mean square deviations of the fittings 
for the lower and upper states were 13.6 cm-1 and 12.7 cm-1, respectively. The potential 
energy function coefficients are supplied as supplementary material [EPAPS]39. Finally, 
these surfaces have been transformed to quartic force fields in internal coordinates using l-
tensor algebra.40 The force field coefficients are listed in Table 4-6. 
 The molecular constants calculated from the ab initio force fields by means of 
second-order perturbation theory40 implemented in the SPECTRO software41 were used to 
generate a set of vibrational levels and compared to levels generated variationally from the 
potentials using the RVIB3 code.42 The energy levels calculated both perturbatively and 
variationally are listed in the supplementary material. The agreement of these two sets of 
levels was good (4.8 cm-1 rms for all below 5000 cm-1), so the constants calculated 
perturbatively and the levels calculated variationally were both used to help assign the 
spectrum of HPS. A summary of the structural and spectroscopic constants provided by the 
PESs is given in Table 4-7. 
4.5.2. Calculated Franck-Condon factors 
 One of the motivations for constructing the PESs was to generate anharmonic 
Franck-Condon factors (FCF) of better quality than those we obtained from DFT 
frequencies and normal coordinates. The FCFs calculated from the DFT harmonic 
frequencies were not helpful in elucidating the vibrational numbering because they 
predicted that only six low energy bands should have appreciable intensity while lengthy 
progressions were observed in our experiments. 
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 The anharmonic FCFs were calculated using a modified version of the RVIB3 
program.42 To explain the modifications, some basic information about the code will be 
recalled here. RVIB3 is a variational program which calculates the spin-rovibronic energy 
levels of triatomic molecules and radicals. Besides standard variational calculations within 
the Born-Oppenheimer (BO) approximation, it is also able to take into account most non-
adiabatic effects arising from BO breakdown, i.e. from the interaction of  electronic states, 
by diagonalizing the complete nuclear and electronic Hamiltonian in a suitable basis of 
spin-rovibronic functions. To form a complete expansion set, basis functions are taken as 
linear combinations, over the  interacting electronic states, of products of vibrational, 
rotational, electronic and spin functions. The calculation of the energy levels proceeds by 
diagonalizing the representation of the full Hamiltonian in that basis. The matrix elements 
of the Hamiltonian are calculated either analytically or numerically, depending on their 
nature (see ref. 42 and references therein for a more complete discussion). Electronic 
matrix elements are obtained from ab initio computations (i.e. from previously assembled 
PESs), while rotational and spin matrix elements are calculated analytically. Vibrational 
matrix elements must instead be calculated by numerical integration using Gauss-type 
quadratures. To work properly, RVIB3 then needs the definition of an adequate quadrature 
grid for the valence coordinates (two stretches and one bend). The amplitudes of the 
vibrational wavefunctions belonging to each electronic state can be calculated at these grid 
points and this feature is used by the code to output wavefunction plots which are routinely 
employed to assist in the assignments of the vibronic levels.  
 In the present work, the plotting routine of RVIB3 was modified in order to store 
on disk the vibrational wavefunction amplitudes  va  for all the a points of the integration 
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grid, while producing the plots for the states of interest. These amplitudes were 
subsequently read by an ancillary program which calculates the FCF. The FC factor 
between the i-th vibrational level of ground state X̃ and the j-th vibrational level of the first 

















AjXijiFCF   (4.4) 
were the index a runs over all the points of the quadrature scheme. This “quick and dirty” 
approach works well provided that the vibrational basis sets and the quadrature points are 
the same for both states. This is accomplished if both X̃ and Ã states are handled 
simultaneously in the same RVIB3 run, as if they were, for example, a couple of Renner-
Teller interacting states, but without the need of imposing their degeneracy at linear 
geometries. One drawback is the need of a very large basis set expansion to obtain a 
reasonable convergence for the highest vibrational levels of the upper Ã state. However, 
we found that the FCF values are quite stable even if the energy levels are not fully 
converged. For the calculation of the FCFs the basis set for the variational calculations has 
been built from the products of 65 one-dimensional harmonic oscillators for PH and PS 
stretching coordinates and 105 associated Legendre functions for the bending, using 105 
and 145 quadrature points for the stretches and the bends, respectively, from which 65 two-
dimensional contracted stretching functions and 85 contracted bending functions were 
selected. Such a large basis is adequate to converge all levels of interest, up to about 15000 
cm-1 above the (0,0,0) level of the X̃ state.  
 The calculated anharmonic FCF for selected transitions are shown in figure 4-5. 
HPS shows long 
03
n  and 1
0 02 3
n  progressions up to about n = 7, with other bands being 
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weaker. Conversely, for DPS, transitions to combination levels have small FCFs and these 
are always overlapped with bands of the 
03
n  progression. Since the LIF spectrum is not 
corrected for laser power, quantitative agreement between the FCFs and LIF intensities is 
not expected, but reasonable accord between them is observed. 
4.6. Analysis and Discussion 
4.6.1. Vibrational Assignments of the LIF bands 
 Trends in the A B   values determined from the fitting of HPS bands to Eq. 1 
were compared to values derived from the excited state PES to help in the assignment of 
the LIF vibrational levels. Since the A rotational constant is only strongly affected by the 
position of the hydrogen atom, (the PS bond is oriented very close to the b-axis), A
1  and 
A
2  (for the PH stretching and bending modes) have large magnitudes; all of the other i  
are small (see Table 4-7). The ab initio values of A B   are 8.171 cm-1 for the 00 level, 
7.882 cm-1 for 11, 8.337 cm-1 for 21, and, 8.172 cm-1 for the 31 level. The first observed 
band at 11806 cm-1 has an A B   value of 8.216(16) cm-1, similar to the ab initio values 
for the 00 and 31 levels, indicating that it is a pure stretching level. The five observed bands 
related to this first band by 
3   intervals must then be the 03
n  overtones, and their A B   
values fit with this assignment. Unfortunately, the exact vibrational numbering is not clear 
because 
3
A  is small and a minor difference between the PES and experimental equilibrium 
structures would have a large effect on A . The band at 12475 cm-1 is close to one quantum 
of 
2   above the first observed band, and correspondingly has a value of A B   = 8.409(5) 
cm-1 that is 0.193 cm-1 larger than the first band. This band plus four more with similar 
rotational constants make up the 1
0 02 3
n  progression. The weak band at 12647.6 cm-1 is 678 
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cm-1 below a band in the pure bending progression, an interval that corresponds well with 
the 31 level in the ground state. Several other bands in the spectrum can be also assigned 
as hot in 
3  . Two bands, at 13134.6 cm
-1 and 13638.6 cm-1 do not fit in these progressions, 
but they can be easily assigned as having 2
2   by their intervals from other bands and their 
A B   values.  
 The vibrational parameters obtained from the PESs show interesting behavior for 
the deuterated isotopologue: the calculated values of 
2  and 3  for DPS differ by only 
12.0 cm-1. The PES variational calculations show that though the levels mix, the bands 
involving these modes would still strongly overlap. The small number of observed LIF 
bands in the DPS spectrum is likely due to the overlap of the 
03
n  and 1
0 02 3
n  progressions. 
This conclusion is reinforced by the observation that a simulation of a single DPS band at 
the same rotational temperature used for the successful simulation in Figure 4-3 fails to 
adequately reproduce the observed DPS band contour.  
 The final vibrational numbering is our best estimate based on calculated transition 
energies, rotational constants, vibrational intervals, and Franck-Condon factors. 
Accounting for zero point energy, T0 for HPS is predicted to be 190 cm-1 smaller than Te, 
and 164 cm-1 smaller for DPS, giving a +26 cm-1 deuterium isotope shift. We expect that 
the CASSCF/MRCI+D Te is the best estimate from the methods used here. The transition 
energy using the cc-pV(5+d)Z basis set is clearly an overestimate, as it predicts the 0
00  band 
to be at 11867 cm-1, but we observe two lower energy cold bands indicating the origin band 
is further to the red. We expect the error in the MRCI+D transition energies to be small, 
making the most likely assignment of the band at 11806.27 cm-1, which is known to be a 
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pure PS stretching overtone, to be 1
03 . From this assignment and the interval relationships 
previously described, we can assign each band in the HPS spectrum (listed in Table 4-3). 
 After final assignment of the observed HPS LIF bands, they were fitted using the 
standard anharmonic vibrational formulae with the vibrational numberings listed in Table 
4-3. In addition, analysis of hot bands gave an energy of 678.1(9) cm-1 for the 31 level 
which was included in the fit of the ground state levels (vide infra). The resulting ground 
and excited state experimentally determined vibrational parameters are summarized in 
Table 4-5. The least squares analysis gave a band origin of 11291 cm-1, somewhat smaller 
than most of the ab initio values presented in Table 4-2. It is apparent that the lower level 
B3LYP [8495 cm-1], CCSD(T) [10384 cm-1] and CASPT2 [9993 cm-1] methods 
underestimate T0, whereas the majority of the more accurate MRCI methods put T0 between 
11000 and 12000 cm-1, providing some theoretical validation of our assignments and 
derived T0 value. 
4.6.2. Molecular Structure and Vibrational Energy Levels 
 The minimum energy structure for the X̃ 1A′ state PES ( ref
PHr  = 1.4334 Å, 
ref
PSr  = 
1.9373 Å, ref  = 101.77°) is very similar to the empirically corrected semiexperimental 
ground state equilibrium structure8 rPH = 1.4321(2) Å, rPS = 1.9287(1) Å and θHPS = 
101.78(1). Although experimental excited state rotational constants are not available, the 
Ã 1A″ state PES equilibrium structure ( ref
PHr  = 1.4290 Å, 
ref
PSr  = 2.0635 Å, 
ref  = 91.74°) is 
substantiated by the rotational contour agreement (vide supra). The change in bond length 
upon electronic excitation also follows the behavior of HPO and HAsO. For a 12 valence 
electron HAB molecule, the HOMO is essentially non-bonding and the LUMO is 
antibonding between the A and B atoms. Promoting an electron from HOMO to LUMO 
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reduces the bonding character of the AB bond, and a subsequent increase in bond length is 
observed. The bond length increase for HPS is calculated to be 0.13 Å, very similar to the 
0.12 Å change observed for HAsO6, and larger than the 0.08 Å change for HPO.5  
 For comparison with the experimentally derived vibrational constants (Table 4-5), 
the harmonic PES constants (Table 4-7) were transformed to theoretical 0
i  values, where 








     (4.5a) 
and  
  0
ij ijx x   (4.5b) 
 
The resulting constants are presented at the bottom of Table 4-7. In the ground state, the 
observed PS stretch, 0
3  = 683.3(7) cm
-1 is reproduced well by the PES, which gives a 
value of 680.6 cm-1. The agreement is not as good for the bending frequency, which is 
calculated to be 890.6 cm-1 but observed to be 900.5(10) cm-1. In the excited state, the 
correspondence is again good but not excellent [517.3(10) cm-1 observed PS stretch, 501.9 
cm-1 calculated; and 676(2) cm-1 observed bend, 679.4 cm-1 calculated]. Interestingly, the 
observed excited state anharmonicities are reproduced very well by the PES [the theoretical 
value of 
22x  is -4.683 cm
-1 and the experimental value is -4.7(8) cm-1], while the agreement 
for the ground state is not as good [
22x  is calculated to be -3.043 cm
-1, but observed to be 
-5.8(4) cm-1]. The observed ν1 fundamental, at 2178(2) cm-1 is in excellent agreement with 
the ab inito prediction of 2170.2 cm-1. 
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 Although the ground state PS stretching frequency of 683.3(7) cm-1 is significantly 
lower than that of diatomic PS (739.1 cm-1), the excited state value [517.3(10) cm-1] is very 
close to the B 2Π state frequency for the diatomic species (512.2 cm-1).43 For HAsO, it was 
found6 that the X̃ state AsO stretching frequency (944 cm-1) was very close to the diatomic 
X state AsO stretch (966 cm-1), indicating the bonding was similar in the ground states of 
AsO and HAsO. The Ã state AsO stretch in HAsO (649 cm-1) was also found to be very 
similar to the A state diatomic AsO stretch (633 cm-1), again indicating similar bonding in 
the corresponding states of the two molecules. In the case of HPS, the addition of the 
hydrogen atom to PS affects the bonding between the P and S atoms, as evidenced by the 
difference in frequency. This change in bonding is also demonstrated by the longer (0.03 
Å) PS bond in HPS compared to diatomic PS, whereas HAsO has a 0.01 Å shorter bond 
than AsO. The similarity of the excited state HPS stretch to the B state frequency of PS, 
indicating a similarity of bonding between the first excited state of HPS with the second 
excited state of PS. The PH stretching fundamental for HPS, 2177(2) cm-1, is significantly 
lower than the fundamental for the diatomic PH 3Σ- ground state value [2276.20901(51) 
cm-1], 44  again indicating a change in bonding between the diatomic and triatomic 
molecules. 
4.6.3. Molecular Structures and Walsh Diagrams 
 Walsh’s arguments about orbital angular correlation, as stated previously, predict 
an increase in bond angle upon electronic excitation, but the PES equilibrium angle is 10° 
smaller in the excited state than the ground state. The angle decrease for HPS is larger than 
the 8.4° change for HAsO or the 7° change for HPO. We have previously shown5,6 that for 
HPO and HAsO, the cause of this difference is a change in angular correlation upon 
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electronic excitation for some orbitals. Figure 4-6 is an ab initio orbital angular correlation 
diagram that shows the same phenomenon occurs in HPS. The lower panel shows the 
ground state angular correlation for HPS while the upper panel shows the angular 
correlation for the excited state spin-orbitals with the 13a′ → 4a″ excitation. The orbital 
that changes correlation most in HPS is the 12a′ orbital, a bonding orbital largely 
constructed from the out-of-plane p-orbitals on the P and S atoms. In HAsO the equivalent 
orbital was also the one with most significant angular correlation change.  
 The fact that the angles of HPO and HPS both decrease upon electronic excitation 
indicates that the identity of the end atom does not change this phenomenon. A paper 
calculating the geometry of the first excited state of HNS by ab initio methods 45 
corroborates this finding; the reported structures indicate a 6.5° increase in angle for the Ã 
1A″ − X̃ 1A′ transition, the same direction as observed for HNO. No experimental electronic 
spectra are available to validate this prediction, because the spectrum is calculated by 
MRCI to occur with weak oscillator strength at ~1305 nm. It is clear that the identity of the 
central atom in a nitroxyl analog is the determining factor in whether a molecule follows 
Walsh’s prediction. 
4.7. Conclusions 
 We have observed the Ã 1A″ − X̃ 1A′ LIF and emission spectra of HPS and DPS for 
the first time, using the pulsed discharge jet technique. The identity of the fluorescent 
molecule is confirmed by our ab initio calculations. Anharmonic vibrational energies and 
FCFs were generated using ground and excited state PESs to help make vibronic 
assignments. The observed vibrational data is satisfactorily reproduced by the calculated 
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values. The PES excited state molecular structure is verified by rotational contour 
agreement, proving that HPS also contradicts the Walsh prediction for HAB molecules. 
 Three experimental questions remain unanswered: the exact assignment of PS 
stretching quanta in the LIF spectra, the experimental excited state rotational constants, 
and the identity of the fluorescent impurity. Identification of the 0
00  band at 11291.4 cm
-1 
would confirm the LIF band assignments and PS stretching quanta numbering. A full 
rotational analysis of higher resolution spectra would provide a set of excited state 
rotational constants, thus providing an experimental check of the HPS angle change 
predicted by our ab initio calculations. Mass spectrometric experiments and further ab 
initio calculations may be necessary to identify the carrier of the impurity bands. 
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Table 4-1. Optimized geometries (in angstroms for r and degrees for θ) and 
harmonic frequencies (in cm-1) for HPS calculated using a variety of methods and 
basis sets.  
 











































1.4316 1.9372 102.09 2254 911 682 
MP2/6-
31G(d,p)a 
1.4250 1.949 102.3    
























































1.4290 2.0595 92.01 2285 694 510 
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a Reference 9. 
b Reference 14. 
c Reference 8. 
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Table 4-2. Computed electronic excitation energies for several ab initio methods. 
Method Te (cm-1) T0 (cm-1) 
B3LYP/aug-cc-pV5Z 8689 8495 
CCSD(T)/aug-cc-pV(Q+d)Z 10575 10384 
EOM-CCSD/aug-cc-pV(Q+d)Z 13285 13070 
CASPT2/aug-cc-pV(Q+d)Z 10177 9993 
CASPT3/aug-cc-pV(Q+d)Z 11743 11575 
CAS/MRCI+D/aug-cc-pVDZ 11228 11074 
CAS/MRCI+D/aug-cc-pV(T+d)Z 11649 11476 
CAS/MRCI+D/aug-cc-pV(Q+d)Z 11963 11784 
CAS/MRCI+D/cc-pV(5+d)Z 12049 11867 





Table 4-3. Band origins and assignments for the LIF spectra of HPS and DPS.  
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2133 + 
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a This band was too weak to fit, so the origin was estimated from the midpoint between 
the rR0 and pR1 bandheads. 
b This band overlaps the region where 613  is expected.  
117 
Table 4-4. Ground state vibrational levels and assignments for HPS and DPS.  
Assignment HPS DPS 
31 678.2(-1.7)a 682.4 
21 894.6(-0.1) 651.7 
32 1354.2(1.1) 1357.7 
2131 1567.1(-1.3) 1317.2 
22 1778.3(0.6) 1284.1 
33 2020.1(0.7) 2020.7 
11 2177.6(2.0)  
2231 2446.6(1.1)  
23 2648.6(-0.5)  
2133 2895.2(-0.3)  
 
aThe energy for the 31 level is taken from LIF hotbands, all other energies are taken from 
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Table 4-6. Ab initio force fields of the X̃ 1A′ and Ã 1A″ states of HPS, in terms of 
internal valence coordinates. R is the PS bond length, r is the PH bond length and  
is the HPS bond angle. All values are in aJAn, where n is the number of stretching 
coordinates entering into the definition of the force constants. The reference 
geometries are r = 1.4334 Å, R= 1.9373 Å,  = 101.77° for the X̃ 1A′ state and r = 
1.4290 Å, R= 2.0635 Å,  = 91.74° for the Ã 1A″ state. 
 X̃ 1A′ Ã 1A″ 
frr 2.968128 3.008235 
fRR 4.467296 2.423471 
f 0.942179 0.558021 
frR 0.134800 0.126633 
fr -0.095387 0.056657 
fR 0.331826 0.173703 
frrr -15.485305 -16.009791 
fRRR -22.378983 -11.906304 
f -0.651963 -0.610287 
frrR 0.301010 0.480621 
frRR -0.484820 -0.465327 
frr -0.024496 -0.053686 
fRR -0.709926 -0.751749 
frR -0.046042 -0.223670 
fr -0.093331 -0.220661 
fR -1.064361 0.219110 
frrrr 68.987214 68.826387 
fRRRR 92.450919 54.814463 
f 0.829978 -0.390307 
frrrR -0.361202 1.179774 
frRRR 1.020990 0.757404 
frrRR -0.415423 -1.715881 
frrr 0.417829 -0.268277 
fRRR 0.522473 2.178260 
frrR -0.249220 0.412360 
frRR 0.571541 0.280262 
frr -0.461733 -0.194848 
fRR 1.015133 -1.980768 
frR 0.148190 -0.237325 
fr -0.155564 0.458703 
fR 1.138388 1.182430 
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Table 4-7. Ab initio molecular parameters derived (in cm-1 except where otherwise 
specified) from the force fields for the X̃ 1A′ and Ã 1A″ states of HPS and DPS. 
 
Parameter HPS (X̃ 1A′) DPS (X̃ 1A′) HPS (Ã 1A″) DPS (Ã 1A″) 
re(PH) Å 1.4334  1.4291  
re(PS) Å 1.9373  2.0635  
θe° 101.77  91.74  
Ae  8.8740 4.6379 8.4807 4.3893 
Be  0.2776 0.2700 0.2471 0.2427 
Ce  0.2692 0.2551 0.2401 0.2300 
1A103  284.28 110.21 288.14 106.15 
2A103  -135.71 -49.50 -165.20 -26.97 
3A103  5.67 4.21 1.17 -31.91 
1B103  -0.43 -0.20 -0.83 -0.58 
2B103  0.03 -0.28 -0.97 0.61 
3B103  1.53 1.42 1.66 0.03 
1C103  -0.19 0.11 -0.57 -0.26 
2C103  0.64 1.16 -0.35 -0.26 
3C103  1.53 0.79 1.65 1.71 
ω1  2273.6 1634.4 2286.7 1642.4 
ω2  902.7 655.6 694.0 497.4 
ω3  684.3 684.3 505.0 509.5 
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x11  -48.61 -25.08 -53.34 -27.51 
x22  -3.04 -1.53 -4.68 -0.84 
x33  -2.85 -2.85 -2.17 -2.95 
x12  -14.37 -7.15 -16.86 -5.27 
x13  1.89 1.48 1.01 -2.42 
x23  -3.50 -2.71 -2.78 -3.72 
10  2218.8 1606.5 2225.4 1611.0 
20  890.6 649.0 679.4 491.9 





Figure 4-1 (color online) The LIF spectrum of the Ã 1A″ − X̃ 1A′ transition of jet-cooled 




Figure 4-2. (color online) A low resolution single vibronic level emission spectrum of HPS 
observed by pumping the 
4
03  band 
rR0 bandhead. The units are displacement from the 
excitation laser line. The signal was attenuated near the excitation wavelength due to 
scattered laser light. The bands are split because aK   = 0 and aK   = 2 are both accessible 




Figure 4-3. (color online) The 
2
03  band of the HPS LIF spectrum (top) with the R-branch 
subband heads labeled and the corresponding simulation (bottom) using the ground state 
rotational constants reported in Ref. 8 and the appropriate excited state constants 




Figure 4-4. (color online) Plots showing both the contour lines (solid lines) of the fitted 
potential energy surface and the ab initio points (blue points) used in the construction of 
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the surfaces. Energy increments of 1000 cm-1 starting from the minimum of the surfaces. 






Figure 4-5. (color online) Anharmonic FCFs for some selected transitions from the 
(0,0,0) vibrational level of the X̃ state of HPS and DPS. Here we show the (000)-(000) 
transition (black), the (000)-(00n) sequence (red), the (000)-(01n) sequence (blue) and the 
(000)-(02n) sequence (green). FCFs have been scaled to the largest value for each 
isotopologue. The calculated excited state energy levels have been shifted by 11291 cm-1 




Figure 4-6. (color online) Walsh-style orbital angular correlation diagrams for the ground 
state (lower) and excited state (upper) of HPS showing orbital energy as a function of angle. 
The calculations were performed at the B3LYP/aug-cc-pV(T+d)Z level of theory. The 
ground state orbitals were obtained from a restricted Hartee-Fock calculation, while the 
excited state orbitals come from the α spin orbitals of an unrestricted Hartree-Fock 
calculation. The 3a″ orbital is most affected by the occupation change; the minimum in its 
angular correlation curve shifts to lower angle and becomes deeper upon electronic 
excitation.  
  Copyright © Robert A. Grimminger 2014 
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5. Heavy Atom Nitroxyl Radicals. VI: An Experimental and Ab Initio Study of the 
Previously Unknown H2PS Free Radical 
Reprinted with permission from R. A. Grimminger, D. J. Clouthier, and R. Tarroni, J. 
Chem. Phys. 135, 214306 (2011). Copyright 2011, AIP Publishing, LLC. 
5.1. Introduction 
 In a series of recent papers1,2,34,5 we have reported the first observations of the 
electronic spectra of free radicals of the type X2A=O where X = H, F or Cl and A = P or 
As. These heavy atom analogs of the well-known nitroxyl radicals (X2N=O) are found to 
have nonplanar pyramidal ground state geometries, a  - * transition in the visible or near-
ultraviolet which we have detected experimentally, and a low-lying n-* excited state 
which we have characterized by ab initio theory.1  
 In the present work we report the first experimental observation of the H2PS free 
radical. Substituted thiophosphoryl radicals have been previously been generated by 
radiolysis,6 flash photolysis,7,8 electric discharges3,4 and chemical reactions9 and have been 
studied by electron spin resonance, laser-induced fluorescence, and UV-visible absorption 
spectroscopy. For example, flash photolysis studies indicate that the Ph2P=S free radical 
has a strong absorption band with max = 340 nm and a weaker band with max = 500 nm.8 
Our laser-induced fluorescence studies3,4 of F2PS and Cl2PS identified extensive B̃ 2A′  X̃ 
2A′ band systems in the 770530 nm and 760560 nm regions, respectively, which we have 
assigned on the basis of thorough ab initio calculations to the  - * electron promotion.  
 H2PS and the HPSH isomer have been studied previously by theoretical 
methods.10,11,12 Early work by Nguyen and Ha10 suggested that HPSH was more stable than 
the tricoordinated geometric isomer by about 8.9 kcal/mol, consistent with a report of the 
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tentative detection of HPSH but not H2PS in phosphine/discharged sulfur matrix infrared 
experiments.13 All reported calculations found a nonplanar pyramidal structure for the 
H2PS isomer. 
5.2. Experiment 
 H2PS was produced by the pulsed electric discharge jet technique in a manner 
similar to other radicals studied in our laboratory.14 A mixture of 5% H2 (Scott-Gross) in 
high pressure argon was seeded with Cl3PS vapor by passing the gas mixture over liquid 
thiophosphoryl chloride (Aldrich) held at room temperature. Hydrogen gas was replaced 
with deuterium (Cambridge Isotope Laboratories) or a mixture of H2 and D2 to produce 
D2PS or HDPS, respectively. The precursor mixture was pulsed through a molecular beam 
valve (General Valve, series 9) into a Delrin flow channel that contained two ring 
electrodes. A discharge was struck between the electrodes at the appropriate time, 
fragmenting the precursor molecules and subsequent reactions in the flow channel 
produced a mixture of products, including H2PS. The addition of a small reheat tube15 to 
the end of the flow channel enhanced the production of the radical of interest and quenched 
the emission from excited state argon atoms produced in the discharge. The radicals cooled 
by supersonic expansion as the gas exited the reheat tube and expanded into the vacuum 
chamber. Laser-induced fluorescence (LIF) spectra with rotational temperatures as low as 
6 K were obtainable with backing pressures up to 100 psi.  
 Low-resolution LIF spectra were collected by interrogating the radicals 
approximately 1 cm downstream of the reheat tube with a 308 nm excimer pumped pulsed 
tunable dye laser (Lumonics HD-300, linewidth of 0.1 cm-1). The resulting fluorescence 
was imaged through appropriate long pass filters onto the photocathode of a high gain 
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photomultiplier (EMI 9816 QB). The fluorescence signals were processed by a gated 
integrator and recorded using a LABVIEW based data acquisition program. The LIF 
spectra were calibrated to an accuracy of 0.1 cm-1 by using a portion of the beam to 
simultaneously record optogalvanic lines from neon- or argon-filled hollow cathode lamps.  
 High resolution (0.035 cm-1) LIF spectra of the 
0
00  bands of H2PS and D2PS were 
collected in the same discharge apparatus using laser excitation generated by a 308 nm 
excimer pumped tunable dye laser (Lambda-Physik ScanMate 2E) equipped with an 
intracavity angle tuned etalon. A portion of the beam was used to excite molecular iodine; 
the resulting iodine LIF spectrum was calibrated to an estimated accuracy of 0.004 cm-1 
using lines from the I2 atlas.16,17,18  
 Low resolution single vibronic level (SVL) emission spectra were obtained in the 
same apparatus by fixing the laser wavelength on an intense feature in the LIF spectrum 
and focusing the resultant fluorescence with ƒ/1.5 optics onto the entrance slit of a 0.5 m 
scanning monochromator (Spex 500 M) equipped with a 1800 line/mm grating blazed at 
400 nm. The dispersed fluorescence was detected by a cooled, red sensitive photomultiplier 
(RCA C31034A), amplified by a factor of 1000, sampled by a gated integrator, and 
recorded digitally. The bandpass of the monochromator was 0.4 – 0.8 nm depending on the 
intensity of the fluorescence. Emission spectra were calibrated to an accuracy of ~1 cm-1 
using emission lines from an argon-filled hollow cathode lamp.  
 The total LIF spectra of the HDPS precursor mixture were heavily contaminated 
with LIF features from H2PS and D2PS. We used a synchronous-scan LIF technique 
recently implemented in our laboratory to isolate the red end of the LIF spectrum of HDPS, 
free of interferences. The general idea is to use a monochromator as a narrow band filter to 
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selectively detect the emission from a single isotopologue and then synchronously scan the 
laser and monochromator. In practice, the monochromator is initialized with a frequency 
offset to the red of the excitation laser frequency; this offset corresponds to a ground state 
vibrational interval of the molecule of interest. The use of a LABVIEW based data 
acquisition and instrument control system then allows the emission monochromator to be 
synchronously scanned with the excitation laser at a fixed wavenumber offset. Thus, only 
fluorescence of molecules emitting to a particular vibrational level in the ground state of 
the target species will be observed by the photomultiplier. As long as the vibrational 
frequencies are sufficiently different, this technique can be used to separate spectra of 
different molecules and isotopologues. In the case of HDPS, a frequency offset of 595 cm-
1 worked well to separate its spectrum from the other isotopologues because H2PS and 
D2PS do not have vibrational levels near this interval. The resulting spectrum can be solely 
attributed to HDPS. The intensities of bands observed in this manner are difficult to 
compare, but the method still provides valuable frequency information. 
5.3. Ab initio Calculations 
 As an aid to identifying and understanding their electronic spectra, we have 
employed ab initio theory to predict the properties of the ground and first two doublet 
excited states of the H2PS, HDPS and D2PS free radicals. In previous work,1,2,3,4,5 we found 
that coupled cluster singles and doubles (CCSD) methods gave good predictions for the 
heavy atom nitroxyl radical ground states and equations of motion CCSD (EOM-CCSD) 
methods worked well for the excited states so we have used the same strategy here. All the 
calculations were done with the Mainz-Austin-Budapest version of the ACES II program 
package (ACES II MAB).19 The ground state spin-rotation constants used in the rotational 
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analysis were calculated using density functional theory with the Becke three parameter 
exchange functional 20  and the Lee-Yang-Parr correlation functional 21  (B3LYP) as 
implemented in the GAUSSIAN 09 software package.22 Dunning’s correlation-consistent 
triple-zeta basis sets for second row atoms,23 reoptimized with the addition of one tight d 
function and augmented by diffuse functions [aug-cc-pV(T+d)Z], were used for all the 
calculations, with the standard aug-cc-pVTZ basis set for the hydrogen atoms. The results 
are summarized in Tables 5-1 and 5-2. 
In agreement with previous theoretical studies,10,11,12 all of our calculations predict 
a nonplanar, pyramidal ground state structure for H2PS. The electron configuration is 
….( 12a )2 (4a)2 (13a)1 X̃ 2A. 
The 12a molecular orbital is  bonding, 4a is a nonbonding orbital with substantial 
electron density on the sulfur atom, and the highest occupied molecular orbital (HOMO) 
is a * orbital delocalized over the phosphorus and sulfur atoms. Comparing the predicted 
ground state geometry to the experimentally known structure24 of H2PO (see Table 5-1) 
indicates that the thiophosphoryl radical is more pyramidal (59.7 versus 46.5), has a 
slightly shorter PH bond length (1.402 vs 1.429 Å) and a much longer double bond (0.49 
Å longer), as expected. The calculated ground state vibrational frequencies of H2PS, HDPS 
and D2PS are summarized in Table 5-2. 
 The first excited doublet state is derived from promotion of an electron from the n 
orbital to the * orbital, giving the electron configuration 
….( 12a )2 (4a)1 (13a)2 Ã 2A. 
As we have previously explained and rationalized on the basis of simple molecular orbital 
theory,1 this low-lying excited state (Te = 4564 cm-1) is much more pyramidal than the 
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ground state with a predicted out-of-plane angle of 84.1 and a PS bond length elongation 
of ca. 0.16 Å. This state is too low in energy to be observed by direct LIF spectroscopy. 
 For all the heavy atom nitroxyl radicals, it is the B̃ 2A  X̃ 2A transition that we 
observe experimentally, and the excited state is the result of promotion of an electron from 
the  orbital to the * orbital. There is again an increase in the out-of-plane angle and the 
PS bond length, but the geometric distortions are less pronounced in this case. Theory 
predicts the second excited state of H2PS to lie approx. 20800 cm-1 above the ground state 
and the geometry changes suggest that the spectrum should have substantial activity in the 
PS stretching (3) and out-of-plane wagging (4) vibrations. In the absence of perturbations 
or very large changes in the frequencies of the a modes on electronic excitation, the 
vibronic selection rules indicate that only the modes of a symmetry (1  4) are expected 
to have any appreciable intensity in the electronic spectrum.  
5.4. Results and Analysis 
5.4.1. Low-resolution LIF and Emission Spectra 
 The spectrum of the H2PS free radical was discovered by searching for new LIF 
features after the addition of H2 to the carrier gas under conditions that produced the Cl2PS 
radical. After optimization on one of these new features, a series of red degraded bands 
was found in the 501 – 433 nm region. A feature with a band head at 20005.8 cm-1 was 
assigned as the 
0
00  band of H2PS, in reasonable agreement with the ab initio estimate of T0 
= 20818 cm-1. Upon substitution of D2 for H2 in the precursor mixture, the corresponding 
feature in the spectrum was observed at 20002.9 cm-1; the predicted ab initio isotope shift 
of 3.0 cm-1 is in excellent agreement with the observed value of 2.9 cm-1. Total LIF spectra 
taken with a precursor mixture containing equal percentages of H2 and D2 showed a 
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complex set of features, including a new band head at 20005.2 cm-1 situated between the 
00
0  bands of H2PS and D2PS. The observed isotope shift of 0.6 cm-1 is in good 
correspondence with the ab initio value of 1.6 cm-1. The assignment of the various spectra 
as due to H2PS, D2PS and HDPS were further confirmed by SVL emission spectroscopy 
(vide infra).  
 Figure 5-1 shows portions of the total LIF spectra for H2PS and D2PS. The spectra 
show contamination from PH2 and PD2, which are also formed in the discharge jet. The 
first H2PS cold band above 
0
00  occurs at 20473.0 cm
-1, and is assigned as 
1
03  ( 3   = 467.2 
cm-1) since the PS stretch is the lowest energy vibration in the B̃ state. The interval agrees 
reasonably well with the ab initio value of 525 cm-1. The next cold bands at 20829.7 cm-1 
and 21068.5 cm-1 were assigned as 
1
04  and 
1
02  respectively. The experimentally 
determined frequencies of 823.9 and 1062.7 cm-1 are comparable to the ab initio 
predictions of 4   = 843 cm
-1 and 2   = 1137 cm
-1. Most of the subsequent bands in the 
spectrum can be assigned as involving progressions in 3   (PS stretch) with combinations 
of 2   (HPH bend) and 4   (HPH wag), apart from two exceptions. A weak hot band at 
20589.5 cm-1 was assigned as 
1 0
0 12 4 , giving a value of 4   = 478.9 cm
-1. The second band 
occurred at 22348.2 cm-1 and it is tempting to assign it as 
1
01  although the upper state does 
not fluoresce strongly down to 1   as observed in some other cases.
2,5 There was no 
necessity to invoke transitions involving either of the a″ modes to understand the vibronic 
structure in the electronic spectrum of H2PS. 
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 The first cold band in the D2PS spectrum, at 448.5 cm-1 above the 
0
00  band, is 
assigned as 
1
03 . The small 18.7 cm
-1 (ab initio = 33 cm-1) change for 3   upon deuterium 
substitution is reasonable for the PS stretching mode. The 
1
04  band is shifted by 189.4 cm
-
1 to 20640.3 cm-1 on deuterium substitution; the ab initio isotope shift prediction of 185 
cm-1 is in excellent agreement with experiment. The next band at 20774.2 cm-1 was 
assigned to 
1
02 ; the isotope shift for 2   is quite large (291.4 cm
-1, ab initio = 320 cm-1), 
due to the involvement of hydrogen atom motion in this mode. The rest of the D2PS LIF 
spectrum consists of bands that can all be assigned as combinations of modes 2, 3, and 4 
with transitions involving mode 3 having the greatest intensity. The measurements from 
the LIF spectra of H2PS and D2PS are collected in Table 5-3. 
 Figure 5-2 shows the synchronous-scan LIF spectrum of HDPS obtained by 
collecting fluorescence 595 cm-1 ( 3   of HDPS) lower in energy than the excitation laser 
using a precursor mixture containing H2 and D2. Both 3  = 452.4 cm
-1 and 6   = 532.4 cm
-
1 are active in the spectrum since both are associated with PS stretching and allowed in the 
C1 symmetry HDPS isotopologue. The ab initio values for these modes, 492 cm-1 and 561 
cm-1 respectively, agree well with the experimental values. A band at 20763.89 cm-1 
observed in the total LIF was assigned as 
1
04  of HDPS ( 4  = 758.7 cm
-1, ab initio = 777 
cm-1), but only appears weakly in the sync-scan LIF spectrum since the 41 level does not 
fluoresce strongly down to 31. All other bands in the observed spectrum can be assigned as 
combinations involving 3   and 6  . The results are summarized in Table 5-4. 
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 In previous work on similar heavy atom nitroxyl radicals,2,3,4,5 the LIF spectra were 
heavily contaminated with hot bands involving modes related to the hydrogen wagging 
motion. These hot bands were a result of the large change in the out-of-plane angle between 
the X̃ and B̃ states. The ab initio geometries for H2PS indicate that the out-of-plane angle 
remains almost unchanged upon electronic excitation, consistent with the lack of hot bands 
observed in the present experiments. 
 SVL emission spectra were recorded by exciting several different LIF bands for 
each isotopologue and Figure 5-3 shows representative spectra for H2PS, HDPS and D2PS. 
HDPS SVL emission spectra free from contamination from the pure hydrogen and 
deuterium isotopologues provide a wealth of information on the ground state vibrations 
that was unavailable in the analysis of similar partially deuterated heavy atom nitroxyl 
species.2,5 The first band in the H2PS spectrum occurs at a displacement of 483 cm-1 and is 
assigned as the transition down to 41. The band is shifted by 53 cm-1 for HDPS and 93 cm-
1 in D2PS. Moderate agreement with the ab initio frequency (422 cm-1) and large isotope 
shifts confirm the assignment as the HPH wag. The transition down to 31 in the H2PS 
spectrum occurs at a displacement of 680 cm-1, comparable to the ab initio prediction of 
the PS stretch frequency at 694 cm-1. Relatively large isotope shifts of 85 cm-1 for HDPS 
and 68 cm-1 for D2PS are observed as a result of some hydrogen involvement in the motion 
for this mode. HPH bending (2) occurs at 1082 cm-1 (ab initio = 1142 cm-1), while HPD 
bending occurs at 974 cm-1 (ab initio = 1007 cm-1), and DPD bending is shifted to 812 cm-
1 (ab initio = 824 cm-1). All other observed transitions in the H2PS and D2PS SVL emission 
spectra can be assigned using modes 2 – 4. Assignment of the HDPS spectra includes 
activity in ν6, which is related to HPS and DPS bending, along with 3 in the reduced 
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symmetry of this isotopologue. No evidence of emission to modes involving PH or PD 
stretching is observed for any of the three isotopologues. The frequency intervals and 
assignments of the emission bands are presented in Table 5-5. 
5.4.2. High-resolution Spectra 
 The transition moment for the B̃ 2A′ –X̃ 2A′ band system of H2PS is in the molecular 
symmetry plane, giving rise to type ac hybrid bands. The observed spectra are 
predominantly a-type transitions, with a c-type component that is so weak the individual 
lines could not be assigned. Figure 5-4 shows a portion of the high resolution LIF spectrum 
of the H2PS 
0
00  band illustrating the a-type structure at a rotational temperature of 
approximately 6 K. At this level of cooling, the aK   = 0 - aK   = 0 transitions predominate 
but are overlapped by weaker transitions from aK   = 1. Higher rotational temperature 
spectra of H2PS become more difficult to analyze, even at this resolution, because of 
increased blending of the various subbands.  
 A full line-by-line rotational analysis of the 6 K spectrum was not possible due to 
the overlap of the aK   = 0 and aK   = 1 lines. A set of effective constants was obtained 
from a partial fit of the 
0
00  band of H2PS (Table 5-6) using the following procedure. Initial 
values of the A, B̅, and B-C quantities for both states, and the spin-rotation constant aa  
were taken from ab initio calculations and T0 was estimated from the position of the band-
head. For fitting, A″, B-C″, B-C′, and aa  were held fixed at ab initio values, while B̅″, B̅′, 
T0, aa  , and A′ were varied. Because a similar rotational temperature spectrum of D2PS had 
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many more overlapping lines, and transitions from aK   as high as 3 with significant 
intensity, an analogous partial rotational analysis was not possible. 
5.5. Discussion 
5.5.1. Molecular Structure 
 Unfortunately, we were unable to determine the molecular geometries in the 
combining states because the rotational analysis was frustrated by severe line overlap. 
However, comparing the values of the experimental and ab initio values of B̅″ and B̅′ gives 
us some measure of the confidence we can have in the calculated geometries. The 
experimentally determined value of B̅″ is 0.2517(4) cm-1 and the CCSD value is 0.24932 
cm-1, which is excellent agreement. Likewise, the experimental value of B̅′ [0.2137(5) cm-
1] is in very good agreement with the ab initio value (0.21946 cm-1). These results indicate 
that the calculated geometries are reasonable and we will use the ab initio values in our 
subsequent discussion of the molecular structure.  
 Table 5-7 is a summary of the ground and excited state geometries calculated for 
H2PS and experimentally determined for two other heavy atom nitroxyl radicals we have 
previously studied.2,5 The ab initio PS bond length in the ground state of H2PS (1.979 Å) 
is slightly longer than the diatomic PS bond length (1.900 Å),25 continuing the trend that is 
found for H2PO and H2AsO, and also slightly longer than the PS bond lengths calculated 
for Cl2PS (1.929 Å)3 and F2PS (1.919 Å)4. The HP bond length is similar to that observed 
for diatomic PH (1.422 Å)25 and for H2PO (1.429 Å)5. The HPS, HPH, and out-of-plane 
(oop) angles for the ground state of H2PS are within reasonable ranges for those observed 
and calculated for other heavy atom nitroxyl radicals.2,3,4,5  
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 Upon electronic excitation, the PS bond length increases by approximately 0.14 Å, 
which is in accord with the change observed for other heavy atom nitroxyl radicals (0.13 – 
0.18 Å) and can be rationalized on the basis of the  - * transition. The excited state PH 
bond length remains essentially unchanged from the ground state; the central atom – 
hydrogen/halogen bond length shows little change on electronic excitation for any of the 
heavy atom nitroxyls that we have studied.2,3,4,5 The HPS angle shows a slight increase 
(0.9) upon electronic excitation, in contrast to other heavy atom nitroxyl, which show a 
somewhat larger decrease in the equivalent angle (3.5 – 10.6). The HPH angle change 
(5.5) is smaller than the HPH change for H2PO (9.3) and HAsH change for H2AsO (8.4), 
but larger than the halogen-phosphorus-halogen angle changes for Cl2PS (1.4) and F2PS 
(0.6).  
 All the heavy atom nitroxyl radicals we have previously studied2,3,4,5 show an 
increase in the out-of-plane angle on  - * electronic excitation but H2PS is clearly 
anomalous with nearly identical pyramidalization in the X̃ and B̃ states. This behavior can 
be rationalized by considering the energies of the DFT molecular orbitals as a function of 
out-of-plane angle. Figure 5-5 shows a calculated Walsh-type diagram for the ground state 
of H2PS, in which the out-of-plane angle was fixed and the other geometric parameters 
were varied to minimize the total energy. Concentrating on the 13a′(π*) and 12a′(π) 
orbitals, we note that the * orbital is stabilized with increasing out-of-plane angle and the 
same trend is found in similar diagrams for H2AsO, H2PO, Cl2PS, and F2PS. However, the 
 orbital of H2PS is slightly stabilized on pyramidalization whereas it is largely unaffected 
in the other radicals, which is reflected in the rather large out-of-plane angle (~60) in the 
H2PS ground state. Because the  and * orbitals have similar slopes in the correlation 
141 
diagram, the electron promotion has little effect on the out-of-plane angle in the 
thiophosphoryl radical.  
5.5.2. Molecular Constants 
 The vibrational intervals of the upper (Tables 5-3 and 5-4) and lower states (Table 
5-5) were fitted to the usual anharmonic formulae,26 and the constants are summarized in 
Table 5-8. The PS stretching frequency changes for H2PS (D2PS) from 681.1 cm-1 (613.3 
cm-1) in the X̃ state to 470.3 cm-1 (451.4 cm-1) in the B̃ state. The large change upon 
deuterium substitution indicates that the PS local mode description is only approximate 
and is mixed with hydrogen motion. Mixing of the PS stretch with other motions in the 
molecule is a well-known phenomenon in thiophosphoryl compounds. 27  This mixing 
causes the frequencies and intensities to vary over a wide range and in an unpredictable 
way so that the PS stretch has limited diagnostic use in comparison with other group 
frequencies. The ground state PS stretch of H2PS is similar to that observed for diatomic 
phosphorus monosulfide25 (739.1 cm-1), thiophosphoryl trihalides27 (696 – 752 cm-1), and 
radical thiophosphoryl dihalides3,4 (675 cm-1 for Cl2PS and 612.5 cm-1 for F2PS). The 
excited state stretching frequency of H2PS is similar to that observed by Andrews13 for 
H2PSH (484.1 cm-1). Thus, the PS bond is more like a double bond in the ground state and 
more like a single bond in the excited state, which is reasonable for the π to π* transition. 
 The Teller-Redlich product rule expression28 for the a′ vibrations of H2PS is 
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where M is the total mass of each isotopologue, m is the atomic mass of the substituted 




01  as a tentative assignment of the feature at 22348.2 cm
-1 in the H2PS LIF spectrum, 
the position of the D2PS 
1
01  band is estimated to be 21633 cm
-1. No bands occur at this 
position in the D2PS spectrum, and nearby features can all be assigned with modes 2 – 4 
(notably, 
1 2
0 02 3  at 21666.5 cm
-1 and 
1 2
0 03 4  at 21704.7 cm
-1). We conclude that there is little 
or no activity in the symmetric PH or PD stretching modes in the electronic spectra of H2PS 
or D2PS. 
5.5.3. Excited State Photophysics 
 H2PS is one of the relatively few tetraatomic or larger molecules that are known to 
emit from the second excited state, in violation of Kasha’s empirical rule.29 Fluorescence 
from the second excited state is common to the heavy atom nitroxyl analogs previously 
studied in our laboratory2,3,4,5, as the electronic states involved are analogous in these 
species. H2PS has a relatively low-lying first excited electronic state which is estimated 
from ab initio calculations to be approximately 4500 cm-1 above the ground state. The large 
separation (~15500 cm-1) between the first and second excited states reduces nonradiative 
coupling between those states, which allows radiative decay to become competitive with 
internal conversion from the second excited state. All attempts to observe emission 
transitions from the B̃ 2A′ state down to the Ã 2A″ state proved fruitless.  
5.6. Conclusions 
 The prototypical thiophosphoryl radical, H2PS, and its deuterated isotopologues, 
HDPS and D2PS, were identified for the first time by LIF and SVL emission spectroscopy. 
The LIF bands in the 501 – 433 nm region were assigned to the B̃ 2A′ – X̃ 2A′ transition, 
and the 2, 3 and 4 excited state vibrational frequencies were determined. Wavelength 
resolved fluorescence spectra were also recorded for each isotopologue and values of some 
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of the ground state frequencies were established. The frequencies calculated by ab initio 
methods agree well with those obtained from our experiments. The observed band contours 
and lack of hot bands in the spectra are consistent with little or no change in the out-of-
plane angle between the two states. It would be very useful to obtain the microwave 
spectrum of this radical so that the ground state structure could be accurately determined, 






Table 5-1: Calculated geometries (Å and degrees) and electronic terms (Te in cm-1) 
for the ground and two lowest excited doublet states of H2PS. 















EOM-CCSD 2.139 1.413 94.2 90.4 84.1 4564 
B̃ 2A 
EOM-CCSD 2.114 1.411 109.9 94.4 59.9 20806 
 
aBasis set is aug-cc-pV(T+d)Z for all methods. 
bMicrowave r0 structure of H2PO in square brackets from Ref. 24. 
145 
Table 5-2: Unscaled harmonic frequencies (in cm-1) of the vibrational fundamentals 
























H2PSa 2446 1142 694 422 2465 782 
D2PS 1751 824 614 349 1776 568 
HDPS 2455 1007 600 382 1763 721 
Ã 2A 
H2PS 2399 1111 490 831 2402 831 
D2PS 1722 798 482 615 1726 596 
HDPS 2400 969 485 829 1724 606 
B̃ 2A 
H2PS 2394 1137 525 843 2402 670 
D2PS 1716 817 492 661 1730 486 
HDPS 2398 997 492 777 1723 561 
 
aMethods and basis set are the same as in Table I. The ground state H2PS numbering 
scheme and approx. descriptions of the vibrations was used for the other isotopologues and 




Table 5-3: Assignments of observed bands (cm-1) in the B̃  X̃ LIF spectra of H2PS 










00  20005.8 ··· 
0
00  20002.9 ··· 
1
03  20473.0 3   = 467.2  
1
03  20451.5 3   = 448.5 
1 0
0 12 4  20589.5 4   = 478.9  
1
04  20640.3 4   = 637.4 
1
04  20829.7 4   = 823.8  
1
02  20774.2 2   = 771.3 
2
03  20934.9 3
1 + 461.8  
2
03  20895.3 3
1 + 443.9 
1
02  21068.5 2   = 1062.7  
1 1
0 03 4  21085.1 3
1 + 633.7 
1 1
0 03 4  21289.4 4
1 + 459.7  
1 1
0 02 3  21222.6 3
1 + 771.1 
3
03  21390.7 3
2 + 455.8  
2
04  21264.0 4
1 + 623.7 
1 1
0 02 3  21535.5 2
1 + 467.1  
3
03  21334.5 3
2 + 439.2 
2
04  21635.0 4
1 + 805.4  
1 1
0 02 4  21410.4 4
1 + 770.0 
2 1
0 03 4  21743.5 3
2+ 808.6  
2 1
0 03 4  21524.8 3
2 + 629.5 
4
03  21840.9 3
3+ 450.2  
1 2
0 02 3  21666.5 3
2 + 771.2 
1 2
0 02 3  21997.2 3
2 + 1062.3  
1 2
0 03 4  21704.7 4
2 + 440.6 
3 1
0 03 4  22191.4 3
3 + 800.7  
4
03  21768.2 3
3 + 433.7 
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5
03  22285.1 3
4 + 444.2  
1 1 1
0 0 02 3 4  21854.3 2
141 + 443.9 
1 3
0 02 3  22452.6 3
3 + 1061.9  
3
04  21874.8 4
2 + 610.8 
4 1
0 03 4  22633.0 3
4 + 792.1  
3 1
0 03 4  21958.1 3
3 + 623.6 
6
03  22723.2 3
5 + 438.2  
1 3
0 02 3  22105.1 3
3 + 770.6 
1 4
0 02 3  22902.4 3
4 + 1061.5  
2 2
0 03 4  22139.1 3
241 + 614.3 
    
5
03  22196.6 3
4 + 428.5 
    
1 2 1
0 0 02 3 4  22292.6 2
13141 + 438.4 
    
1 3
0 03 4  22310.9 4
3 + 436.1 
    
4 1
0 03 4  22387.5 3
4 + 619.3 
    
1 4
0 02 3  22538.5 3
4 + 770.3 
    
3 2
0 03 4  22568.6 3
341 + 610.5 
    
6
03  22619.7 3
5 + 423.1 
    
1 3 1
0 0 02 3 4  22726.4 2
13241 + 433.7 
    
2 3
0 03 4  22741.8 3
242 + 602.8 
    
5 1
0 03 4  22811.1 3
5 + 614.4 
    
1 5
0 02 3  22967.1 3
5 + 770.5 
    
4 2
0 03 4  22992.8 3
441 + 605.4 
    
7
03  23038.1 3
6 + 418.4 
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One band occuring at 22348.2 cm-1 in the H2PS spectrum is not assigned. 
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Table 5-4. Observed bands and their assignments from the B̃ –X̃ LIF spectra of HDPS. 
 
Assignment HDPS Interval 
0
00  20005.18 ··· 
1
03  20457.58 3   = 452.4 
1
06  20537.64 6   = 532.5 
1
04  20763.89 4  = 758.7 
2
03  20905.18 31 + 447.6 
1 1
0 03 6  20986.12 31 + 528.5 
2
06  21067.76 61 + 530.1 
3
03  21348.18 32 + 443.0 
2 1
0 03 6  21429.92 3161 + 443.8 
1 2





Table 5-5: Measured ground state energy levels (cm-1) and assignments from the 
emission spectra of H2PS, D2PS and HDPS. 
H2PS  D2PS  HDPS 
Assignment Energya  Assignment Energya  Assignment Energya 
41 483  41 390  41 430 
31 680  31 612  31 595 
42 956  42 766  61 695 
21 1082  21 812  42 857 
3141 1159  3141 993  21 974 
32 1351  43 1143  3141 1018 
43 1427  32 1216  4161 1118 
2141 1554  3142 1367  32 1182 
3142 1635  2131 1417  3161 1282 
2131 1752  44 1510  62 1382 
3241 1828  3241 1591  2141 1407 
44 1896  3143 1735  3142 1439 
33 2018  33 1812  4261 1543 
2142 2025  45 1872  3241 1600 
3143 2107  3242 1958  314161 1703 
22 2155  2132 2016  33 1766 
3242 2308  3144 2097  4162 1798 
45 2362  3341 2180  3261 1865 
3341 2495  46 2230  22 1954 
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aEnergy above the lowest vibrational level of the X
~
 2A state. 
3144 2578  3243 2326  4361 1965 
2241 2617  3342 2543  3242 2016 
34 2682  3441 2764  314261 2116 
3342 2972  3343 2904  4262 2209 
3441 3159  35 2988  34 2346 
35 3336  3442 3124  314162 2379 
3442 3638  3344 3259  35 2922 
   3541 3345  36 3495 
   36 3567  37 4063 
   37 4139  38 4629 
   38 4708  39 5188 
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Table 5-6: The approximate molecular constants (in cm-1) of H2PS.  



















aThe numbers in parentheses are standard errors of 1. 
bThe numbers in brackets were held fixed at ab initio values. 
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Table 5-7. Molecular structures (in Å and degrees) of H2PS, H2PO and H2AsO. 
 
Molecule r (XO) r (XH)  (HXO)  (HXH)  (oop) 
X̃ 2A 
H2PSa [1.979] [1.402] [109.0] [99.8] [59.7] 
H2POb 1.488 1.429 115.5 102.6 46.5 
H2AsOc 1.672 1.513 106.6 101.8 63.1 
B̃ 2A 
H2PS [2.114] [1.411] [109.9] [94.4] [59.9] 
H2POd 1.6710(2) 1.4280(6) 105.68(7) 93.3(2) 66.8(2) 
H2AsO 1.806 1.525 103.1 93.4 70.7 
 
aValues in square brackets are from ab initio calculation. 
bData from Ref. 24. 
cData from Ref. 1. 





Table 5-8: The vibrational constants (in cm-1) of H2PS, D2PS and HDPS. 
 




2  1088.7(14) 812.2(9) 976.7(4) 
0
3  681.1(4) 613.3(3) 594.8(2) 
0
4  481.1(4) 389.0(4) 429.1(4) 
0
6  ··· ··· 698(1) 
0
22x  -5.9(7) ··· ··· 
0
23x  -9.4(13) -5.2(7) ··· 
0
24x  -7.5(5) ··· ··· 
0
33x  -2.8(1) -3.13(4) -2.04(3) 
0
34x  ··· -5.5(1) -4.7(4) 
0
44x  -1.7(1) -2.9(1) -3.7(5) 
0
36x  ··· ··· -5.7(3) 
0




2  1062.1(6) 770.0(3)  
0
3  470.3(5) 451.4(2)  
0
4  823.9(10) 643.0(5)  
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0
33x  ··· -6.3(1)  
0
34x  -7.8(4) -4.5(1)  
0
44x  -2.9(1) -2.55(3)  
 






Figure 5-1: Portions of the low resolution LIF spectra of H2PS (top) and D2PS (bottom) 





Figure 5-2: A portion of the low resolution sync-scan LIF spectrum of HDPS with 
assignments. The scan was recorded with a monochromator offset of 595 cm-1, 





Figure 5-3: Example SVL emission spectra from H2PS (top), HDPS (middle), and D2PS 
(bottom). The wavenumber scale is displacement from the pump laser, thus giving a direct 




  transition pumped by the 
excitation laser occurring at 0 cm-1 displacement is given in bold, and the ground state 





Figure 5-4: A portion of the high-resolution spectrum (top) of the 
0
00  band of H2PS 
showing the observed A-type band structure with a simulation (bottom) using the constants 
summarized in Table VII at a temperature of 6 K. The qP0(N″) and qR0(N″) branches are 





Figure 5-5: A Walsh style correlation diagram for the H2PS system. Orbital energy of the 
H2PS anion is plotted against the out-of-plane angle, which is defined as the angle between 
the extension of the PS bond and the HPH plane. Each point was calculated [B3LYP/aug-
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6. Toward an improved understanding of the AsH2 free radical: laser spectroscopy, 
ab initio calculations, and normal coordinate analysis 
Reprinted with permission from R. A. Grimminger and D. J. Clouthier, J. Chem. Phys. 
137, 224307 (2012). Copyright 2012, AIP Publishing LLC. 
6.1. Introduction 
 Arsenic is of great importance in the electronics industry due to its use in III-V 
semiconductors such as gallium arsenide, indium arsenide, gallium arsenide phosphide and 
so on. In gas source applications of chemical vapor deposition and molecular beam epitaxy, 
arsenic predominately originates from arsine (AsH3). Growth of semiconductor species can 
be better controlled by having detailed knowledge of the thermodynamic properties of the 
intermediates involved. Spectroscopic constants can be used to determine these 
thermodynamic properties1, and such studies show that the arsino radical (AsH2) occurs 
with significant concentration in these processes. Better spectroscopic knowledge will 
allow for improved control of the processes through better understanding of the 
thermodynamics involved, as well as providing a spectroscopic method for monitoring the 
arsino free radical. 
 Although AsH2 and AsD2 have been studied in the past, no spectra of the partially 
deuterated isotopologue AsHD have been reported. A flash photolysis experiment 2 
generated a quite extensive analysis of the electronic spectrum of AsH2, which also 
included some information about the spectrum of AsD2. The electronic spectrum of AsH2 
has more recently been studied by UV flash photolysis,3 cavity ringdown spectroscopy4 
and in our own laser induced fluorescence (LIF) experiments. 5  Spectra due to pure 
rotational transitions have been analyzed for AsH2,6,7 and for AsD2.8 Saito et al.8 were able 
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to determine an approximate ground state equilibrium geometry and – with the addition of 
the ground state anharmonic bending frequency – the quadratic force constants. However, 
this force field was derived from fitting centrifugal distortion constants and only a single 
anharmonic vibrational frequency, so could likely be improved. Several recent ab initio 
papers on the electronic states of AsH29,10,11 are relevant to the current study because they 
contain high level treatments of the properties of the Ã2A1 and X̃2B1 states.  
6.2. Experimental 
 Laser induced fluorescence (LIF) spectra of the arsino radical’s jet-cooled 
deuterated isotopologues, AsD2 and AsHD, were obtained using the pulsed discharge jet 
apparatus described previously12,13. Deuterated arsine for these experiments was produced 
by igniting an intimate mixture of sodium and arsenic, then hydrolyzing the resulting 
Na3As amalgam with D2O.14 The partially isotopically substituted precursor, AsHnD3-n, 
was produced in the same manner using 1:1 H2O/D2O. A mixture of 3-5% the appropriate 
arsine in high pressure argon was stored in a stainless steel cylinder equipped with a 
regulator and injected into a vacuum chamber though a pulsed valve (General Valve, series 
9) at a rate of 10 Hz with a constant backing pressure of 40 psi. Inside the chamber, the gas 
expanded through a Delrin flow channel embedded with two ring electrodes. After a 
suitable time delay, a pulsed DC discharge was struck between the two ring electrodes, 
which fragmented the arsine and produced AsD2 (or AsHD). A short (~1.5 cm) reheat 
tube15 added to the end of the flow channel was found to increase the signal due to the 
arsino free radical.  
 For low resolution (0.15 cm-1) studies of AsD2, the molecular beam was intercepted 
~1cm downstream of the end of the reheat tube by light from a tunable pulsed dye laser 
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(Lambda-Physik Scan Mate 2E) pumped by a 308 nm XeCl excimer laser. The resulting 
fluorescence passed through appropriate cutoff filters and was imaged onto the 
photocathode of a high gain photomultiplier (EMI 9816QB). The signal was processed 
with a gated integrator and recorded using LABVIEW based data acquisition software. The 
spectra were calibrated to an estimated accuracy of 0.15 cm-1 by concurrently recording 
the optogalvanic lines from neon- or argon-filled hollow cathode lamps using a portion of 
the laser beam. The total LIF spectrum of AsHD was not recorded due to overlap with 
AsD2 and AsH2 which were present in the mixed isotope precursor. 
 A high resolution (0.035 cm-1) spectrum of the 
0
00  band of AsD2 was recorded 
using the same apparatus with an angle tuned etalon installed in the lasing cavity of the 
Scan Mate laser. A portion of the beam was split off and Raman shifted using high pressure 
hydrogen gas. The resulting first Stokes beam was used to excite molecular iodine and the 
LIF signal was used to calibrate our high resolution spectra16 to an estimated accuracy of 
0.004 cm-1 using the iodine atlas.17,18 
 Single rotational level emission spectra were obtained for both AsD2 and AsHD by 
taking advantage of the separation of their rovibronic transitions in the LIF spectra. 
Emission spectra were collected by tuning the laser onto the rovibronic transition of interest 
and imaging the resulting fluorescence onto the entrance slit of a 0.5 m scanning 
monochromator (Spex 500M) using f / 1.5 optics. Light from the exit slit of the 
monochromator was imaged onto the photocathode of a cooled, red-sensitive 
photomultiplier (RCA C31034A). The resulting signal was amplified approximately 1000 
times before being processed by a gated integrator and then digitally recorded. The 
spectrometer was calibrated to an estimated accuracy of ± 1 cm-1 using lines from an argon-
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filled hollow cathode lamp. An 1800 lines/mm grating blazed at 400 nm was utilized for 
this work, and the bandpass was adjusted from 0.2 nm to 0.6 nm, depending on the signal 
strength.  
6.3. Results and Analysis of Experimental data 
6.3.1. Rotational Analysis of the AsD2 𝟎𝟎
𝟎 Band 
 The jet-cooled AsD2 radical was easily detectable in LIF experiments in the region 
505 – 408 nm. Like the AsH2 isotopologue, the AsD2 
0
00  band showed lines with little 
recognizable structure spread over approximately 145 cm-1. Figure 6-1 shows the 
rotationally resolved spectrum of the band and a summary of the observed transitions is 
presented in Table 6-1. The Ã (00) geometry of AsH2 radical was used to generate initial 
trial rotational constants for the deuterated isotopologue. The ground state constants were 
fixed at the values determined in the microwave study of Fujiwara and Saito.8 The large 
spin-rotation constants and irregular intensities due to rotational level dependent excited 
state fluorescence lifetimes5 made assigning the spectrum without the aid of ground state 
combination differences almost impossible. Recognizing resolved hyperfine splittings also 
helped in the preliminary stages of assigning the spectrum, since the splittings were only 
fully resolved for the lowest values of N′. Once initial assignments were made, an effective 
Hamiltonian of the form 
  ( )eff rot cd sr hfsH H H H H As     (6.1) 
was used to fit the transitions, as implemented in the PGOPHER software program.19 Further 
assignments were made based on the line positions predicted from a least squares fitting of 
these first assignments. Only the excited state constants were varied. No deuterium 
hyperfine splittings were observed, and many arsenic hyperfine splittings were only 
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partially resolved in our highest resolution spectra. Most levels up to N′ = 4 were assigned, 
with additional levels up to a maximum of N′ = 6. Although most transitions involved ΔKa 
= 1, several t-form lines such as 431 - 303 (
a cK K
N ) were also observed. In total, 153 
transitions were fitted with 0.0075 cm-1 rms deviation and 10 constants were determined. 
The results of the least squares analysis are summarized in Table 6-2. 
6.3.2. Vibrational Analysis 
 Two new bands of AsD2 were observed in medium resolution (0.15 cm-1) LIF 
experiments, the 
0
00  band at 19908.9 cm
-1 and the
1
02  band at 20520.7 cm
-1, as well as 
several previously reported bands2 in the 02
n
 progression up to n = 6. The positions of the 
PQ1,N heads we observed for those bands were in good agreement with the previously 
reported values and warrant no further analysis. Total LIF experiments were not undertaken 





02  bands were observed and assigned as be due to AsHD by a study of their distinctive 
emission spectra. 
 Single rotational level emission spectra of both AsD2 and AsHD were recorded by 
dispersing the fluorescence of single rovibronic transitions pumped by our dye laser. Figure 
6-2 shows example wavelength resolved emission spectra for the two isotopologues. The 
top spectrum, for example, comes from pumping the 331(2.5) ( )
a cK K
N J level of AsD2. As a 
note, the vibrations of AsHD are numbered in the manner of those for HOD;20 ν1 = As—D 
stretch, ν2 = bend, ν3 = As—H stretch. Similar to our previous work (see Ref. 5), only 
transitions down to levels 2n and 112n were observed for the two isotopologues considered 
in this study. The vibrational energy levels listed in Table 6-3 are rotationally corrected to 
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be the energy of the 000 (
a cK K
N ) level using our ab initio ground state rovibrational energy 
levels (vide infra) because finding specific rovibronic levels of AsHD in the total LIF 
spectrum containing all three isotopologues was very difficult. Only transitions to the a1 
symmetry vibrations, the symmetric stretch (ν1) and the bend (ν2), are allowed for the C2v 
symmetry isotopologue AsD2. Although transitions to all vibrations are allowed for the Cs 
symmetry isotopologue AsHD, we were unable to observe any bands involving ν3. In 
addition, the absence of any ν1 overtones prevented us from obtaining any new 
experimental anharmonicity constants. A comparison of the experimental vibrational levels 
(for example, AsD2 ν1 = 1511 cm-1) to our own previous ab initio calculations (AsD2 ω1 = 
1556 cm-1, CCSD(T)/aug-cc-pVQZ in Ref. 5), and the force field reported in Ref. 8 (AsD2 
ω1 = 1455 cm-1) shows very poor agreement. We sought to understand these discrepancies 
through an improved force field obtained from harmonic vibrational frequencies estimated 
using anharmonicities determined from a high level ab initio treatment of the ground state. 
6.4. Theoretical Calculations and Analysis 
6.4.1. Potential Energy Surface 
 In order to determine the ab initio ground state anharmonicities with reasonably 
high accuracy, a potential energy surface (PES) was constructed. Points were calculated 
using the coupled-cluster singles and doubles with perturbatively included triples 
[CCSD(T)] method with core electrons frozen and Dunning’s correlation consistent 
quadruple-ζ basis set augmented by diffuse functions (aug-cc-pVQZ).21,22 All single point 
calculations were done using the MOLPRO software package.23 The set of geometries used 
in the PES were chosen based on an energy cutoff from the optimized minimum. All points 
on a grid with 0.1 bohr and 10° spacing up to 9000 cm-1 above the minimum were 
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calculated, with the addition of points on a 0.2 bohr and 10 degree grid up to 12000 cm-1. 
All of the points fell into the range 2.4 ≤ rAsH ≤ 4.0 bohr (1.27 ≤ rAsH ≤ 2.11 Å) and 50 ≤ 
θHAsH ≤ 140°. Figure 6-3 shows the set of points calculated on a two dimensional cut for 
1AsH
r  = 1.53 Å (2.9 bohr). A total of 1,113 CCSD(T) single point calculations were used for 
the construction of the PES. 
The energies were fitted using the SURFIT program24 to a polynomial of the form: 
        
1 2 1 1 2 2 3 3
, ,
, ,  
i j k
ref ref ref
As H As H ijk
i j k
V r r C q q q q q q          (6.2) 
where the nq  are the symmetrized internal coordinates, related to the bond lengths and 
angles as follows:  
1 21
2  AsH AsHq r r    (symmetric stretch),  1 22 2 AsH AsHq r r    
(asymmetric stretch), and 3 HAsHq   (bending). The reference coordinates were taken at 
the minimum of the potential, with 
1AsH
r  = 
2AsH
r  = 1.528 Å and HAsH  = 91.132°. The 
polynomial was generated with 47 coefficients including terms up to a total order of 6. 
Cross terms were limited to have no single exponent higher than 4. The exponent j was 
limited to even values due to the symmetry constraints for a C2v molecule. The root mean 
square deviation of the fitting was 4.9 cm-1, and the constants for the potential are 
reproduced in Table 6-4. Figure 6-4 shows an isosurface of the potential with 
1AsH
r  = 1.53 
Å (2.9 bohr). The second-order perturbation theory25 routines in the SURFIT program were 
used to calculate a set of perturbative vibrational frequencies and anharmonicities from the 
potential constants.  
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6.4.2. Vibronic energy levels and vibrational parameters 
 The variational code RVIB326 was used to generate rovibronic wavefunctions and 
energy levels from our PES. The stretching basis consisted of 80 one dimensional harmonic 
oscillators contracted to 25 optimized basis functions for both the symmetric stretching and 
asymmetric stretching coordinates. The two stretching coordinates were then combined 
into 60 two dimensional stretching functions. The bend was treated with 80 Legendre 
functions contracted to 50 basis functions. The basis provided convergence of about 0.02 
cm-1 for all levels, estimated by adjusting its size. All J values from 1/2 to 9/2 were 
calculated for all three isotopologues.  
 Our initial intent was to fit the variationally determined levels of AsH2 with the 
usual anharmonic energy expansion to determine the ab initio anharmonicites, then fit the 
experimental data in a similar fashion with the indeterminable anharmonicites fixed at their 
variational values. In this fashion, we would be able to estimate the harmonic frequencies 
of AsH2 from an incomplete set of experimental vibrational data. However, we soon found 
that we were unable to fit the variational energy levels satisfactorily without properly 
accounting for the Darling-Dennison resonance coupling between the two stretching 
modes. One indication of the importance of this coupling is that the (2,0,0) and (1,0,1) 
states are variationally calculated to be nearly degenerate (0.5 cm-1 separation), while the 
perturbative constants predict a much larger splitting of 31.2 cm-1. Other manifolds of 
levels involving multiple stretching quanta exhibit similar structure, with pairs of nearly 
degenerate levels (and a single “lonely” level for sets with an odd number of members). 
Clearly, the usual anharmonic expansion does not suffice in this case and a more 
sophisticated model is required.  
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 The Darling-Dennison resonance formalism has been used to explain the overtone 
spectra of H2X molecules, 27 and the perturbative Darling-Dennison constant determined 
from our PES was large, affirming the importance of the stretch-stretch interaction. More 
recent literature28 on the isovalent PH2 radical showed vibrational energy level clustering 
like that observed in our variational energy levels and employed a harmonically coupled 
anharmonic oscillator (HCAO) model to describe the system. In the present case, we chose 
to analyze the vibrational levels of AsH2 using a local mode effective Hamiltonian, since 
both Darling-Dennison resonance and the local mode model describe the same off-diagonal 
coupling of vibrational states and can be interconverted,29 and the local mode is more 
physically intuitive. We used the approximate anharmonically coupled anharmonic 
oscillator (AACAO) model described in exquisite detail by Baggott,30 excluding Fermi 
resonance matrix elements. Both the experimental and variational sets of pure bending 
levels showed a regular pattern of intervals indicating that Fermi resonance is unimportant 
in the ground state levels of AsH2 and its deuterated isotopologues.  
 The AACAO Hamiltonian has the following matrix elements: 
       
     
1







m n b H m n b m n x m m n n x mn m n




            
 
 
        
 
 (6.3) 
   '
1
1, 1; , ; 1 1
2
m n b H m n b m n m n b   
  




   2, 2; , ; 1 1 2m n b H m n b m m n n      , (6.5) 
and their Hermitian conjugates. The diagonal elements already have the zero point energy 
subtracted. The indices m and n are not good quantum numbers but instead describe a 
stretching manifold for total stretching quantum number S (= m + n) that has S + 1 elements. 
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The bending quantum number, b, takes the usual value of v2. The remaining parameters 
are vibrational constants defined in detail in Table 6-5. The Hamiltonian is block diagonal 
for each pair of quantum numbers b and S, and can be further block-diagonalized by using 
symmetrized basis functions, splitting each S manifold into its a1 and b2 symmetry blocks. 
The symmetrized blocks were coded into our own matrix diagonalization program for 
matrices up to S = 5.  
 Initial values for the vibrational parameters were calculated from our perturbative 
constants using the relationships in Table 6-5. Then the variational levels generated by 
RVIB3 were assigned by symmetry, S, b, and energy order (related to the m and n indices). 
The symmetrized Hamiltonian matrix blocks were individually diagonalized by computer 
program and the eigenvalues, eigenvectors, and derivatives were stored for the entire 
Hamiltonian matrix. The vibrational parameters were then varied to minimize the root 
mean square deviation between the variational levels and the corresponding matrix 
eigenvalues. The final calculated AACAO parameters were fitted from variational levels 
with 2S + b ≤ 10. This cutoff gave a full set of quantum numbers up to an approximately 
constant energy (since 2s b  ). The highest variational energy level fit was 10207.7 cm
-1 
for AsH2 (S = 5), which occurs fairly high on the potential, where it does not fit the ab 
initio points as well, but S = 5 levels were needed to determine the maximum number of 
local mode parameters. The results are reported in Table 6-6. The rms deviations increase 
from AsD2 to AsHD to AsH2 because the potential energy function is more accurate at 
lower energies. The values labeled “experimental” in Table 6-6 were determined by fitting 
the experimentally measured vibrational levels listed in Table 6-3, varying only ωs, ωb, xb, 
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and xsb, with the other parameters fixed at the values determined from fitting the variational 
levels.  
 An advantage of the AACAO formalism is that direct relationships between the ten 
normal mode parameters and the ten local mode parameters can easily be written. The 
normal mode harmonic frequencies are related to the local mode parameters by the 
following relations: 
  1 s    , (6.6) 
  2 b  , and (6.7) 
  3 s    . (6.8) 
Similar equations relating the other parameters can be found in Table 6-5. The normal 
mode harmonic parameters ω1, ω2, and ω3 calculated with the above relations were then 
used for further analysis.  
6.5. Discussion 
6.5.1. Molecular Parameters and Molecular Structures 
 Table 6-2 shows a comparison of the molecular constants obtained for the Ã2A1 (00) 
state of AsD2 with those previously reported for AsH2. We were not able to determine the 
centrifugal distortion constant ΔNK or the anisotropic magnetic dipole-dipole interaction 
terms Taa and Tbb for AsD2 in the present work. The ground and excited state r0 structures, 
determined by fitting the rotational constants of AsH2 and AsD2 (see Table 6-2), are 
summarized in Table 6-7. Possibly due to the lack of core correlation in the CCSD(T) 
calculations31, the ground state ab initio As-H bond length (1.528 Å) at the minimum of 
the PES is 0.009 Å longer than the experimental value ( 0r  = 1.519 Å). The excited state 
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geometry determined here [
'
0r  = 1.487(4) Å and 
'
0  = 123.0(2)°] is very similar to that 
obtained previously from the rotational constants of AsH2 alone [
'
0r  = 1.483 Å, 
'
0  = 
123.1°, see Ref. 5], with only slight changes caused by fitting the rotational constants of 
both isotopologues. The AsH2 geometries are similar to those of the ground and first 
excited state of the isovalent PH2 free radical ( 0r  = 1.418, 0  = 91.7 and 0r  = 1.389, 0   = 
123.2).32, with the exception that the PH2 angles are slightly larger and the As-H bond 
lengths are about 0.1 Å longer. 
 The excited state spin-rotation constants determined in our analysis are consistent 
with those previously determined for AsH2 (summarized in Table 6-2). In the pure 
precession approximation,33 the εxx (x = a, b, or c) spin-rotation constant is proportional to 
an electronic term times the rotational constant for the moment of inertia about the x axis, 
so, for example, the /aa A  ratio should be the same for the two isotopologues. For aa, 
this ratio is 0.2668 for AsD2 and 0.2742 for AsH2, a difference of about 3 percent. The 
AsD2 / AsH2 ratios for bb are 0.01794 / 0.01679 and for cc are -0.05761 / -0.05422; 7 and 
6 percent differences, respectively. These differences are on the order of those for the 
ground state (from Refs. 7 and 8) which range from less than 1 percent for εaa and εbb to 10 
percent for εcc. 
 In this work, the only hyperfine constant that could be determined was the isotropic 
arsenic Fermi contact parameter, aF. Since this quantity is a measure of the interaction of 
the arsenic nuclear spin and the spin of the unpaired electron at the nucleus, it should be 
similar for the two isotopologues. In the present case, the 10% increase in the excited state 
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value on deuteration (AsD2 =1700 MHz and AsH2 =1534 MHz) mirrors the 3% difference 
in the ground state values (AsD2 = 59.60 MHz and AsH2 = 57.82 MHz).  
6.5.2. Vibrational parameters 
 Before discussing the results, it is necessary to describe some of the details of the 
AACAO analysis. For the C2v symmetry isotopologues, the vibrational constants ωs, ωb, 
xs, xss, xb, xsb, λ, and λ″ were varied, while λ′ and γ were constrained to zero. These latter 
two parameters were small, correlated with other parameters, and undetermined in all least 
squares analyses where they were allowed to vary. It is probable that these constants would 
have been determined if it had been possible to include higher stretching quanta in the 
analysis. We chose to treat AsHD using the local mode Hamiltonian even though its energy 
levels could be satisfactorily described with the usual anharmonic expansion. The large off 
diagonal elements (for example, λ = -316.3 cm–1) suggest the AACAO formalism is not the 
ideal description of AsHD. Each of the two stretching normal modes in AsHD corresponds 
to a local excitation of only one of the As–H or As–D oscillators, making it “considerably 
more local mode than its parent species,”34 but the two modes are no longer anharmonically 
coupled, giving rise to the large off diagonal terms in the local mode model. Even so, the 
so-called “x, K-relations” described by Baggott for the AACAO Hamiltonian still hold (see 
Table 6-5 or Ref. 30), and the local mode and anharmonic expansion analyses gave nearly 
identical molecular constants and similar rms deviations of 1.40 cm-1 and 1.42 cm-1, 
respectively. For AsHD, all of the local mode parameters except γ were determined since 
it was correlated with xs and xss when it was allowed to vary. The relation 
13 11 33 1133 / 2x x x K   , which is valid for AsH2 and AsD2, does not hold for AsHD, so γ 
had to be held at its perturbative value instead of zero (see Table 6-6). Only ωs, ωb, xb, and 
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xsb were varied in fitting the experimental data for all three isotopologues since only the 2n 
and 112n progressions were observed for each isotopologue. The other parameters were 
fixed at the values obtained from fitting the variational energy levels. As shown in 
equations (6) and (8), the harmonic frequencies ω1 and ω3 are related to both ωs and λ. 
Since we only observed levels involving the symmetric stretch, we elected to vary only ωs. 
The “variational” values (for example the AsH2 ωb = 1008.6 cm-1, see Table 6-6) are in 
excellent agreement with the “experimental” parameters ( ωb = 1008.7 cm-1), but some 27 
cm-1 higher than the observed bending fundamental (981.4 cm-1), due to the large 
anharmonicity.  
 Teller-Redlich product rule35  expressions were used to test the validity of the 
“experimental” harmonic frequencies. The a1 symmetry vibrations of AsH2 and AsD2 were 














   (6.9)
 
where the asterisks indicate AsD2, the ωn are harmonic frequencies, M is the total mass, 
mH is the mass of a hydrogen atom, and mD is the mass of a deuterium atom. The agreement 
between the frequency ratio (0.5062) and the mass ratio (0.5068) is excellent. The overall 
validity of the fit for all three isotopologues was also tested with the general Teller-Redlich 
product rule expression: 
 
33












    
     (6.10)
 
where A, B, and C are rotational constants; and n is 1 for AsHD and 2 for AsD2. The 
rotational constants used in the general expression were from the previous rotational 
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studies (Refs. 7 and 8) for AsH2 and AsD2, while the values for AsHD were computed from 
the r0 geometry reported in Table 6-7. Again, the frequency ratio of 0.3611 and mass ratio 
of 0.3596 for AsD2/AsH2 and 0.6219 and 0.6228 for AsHD/AsH2 are in very good 
agreement.  
6.5.3. Normal coordinate analysis 
 With the new vibrational information obtained in this work, the AsH2 force field 
was refined from the harmonic frequencies and quartic centrifugal distortion constants 
using the ASYM20 program.36 The geometry for the normal coordinate analysis was that 
given in Table 6-7. The force constants were refined in the Cs point group for all three 
isotopologues concurrently. The C2v symmetry constraints were imposed on the six Cs force 
constants (frr, frr′, frα, fr′r′, fr′α, and fαα) by restricting frr = fr′r′ and frα = fr′α. The relations 
12 2 rF f   , F11 = frr + frr′, F33 = frr – frr′, and F22 = fαα give the four force constants in C2v 
symmetrized internal coordinates. We included ω1, ω2 and ω3 for all three isotopologues 
in the normal coordinate analysis along with the previously reported7,8 AsH2 and AsD2 
centrifugal distortion coefficients. The least squares weights W were calculated from 
standard errors of the parameters σ as W = 1/σ2 for ω1 and ω2, constants which were derived 
from experimental data. We used an increased uncertainty (5σ) for ω3 in the analysis as 
this constant was derived solely from the variational energy levels. We also found that 
increasing the centrifugal distortion constant uncertainties to 10σ improved the overall least 
squares standard error. The ΔK parameters of both AsH2 and AsD2 did not fit very well so 
they were excluded from the data set. The results of the normal coordinate analysis are 
reported in Table 6-8. As a check, we redid the analysis using C2v symmetry for only AsH2 
and AsD2, with vibrational frequencies derived from AACAO parameters varying λ instead 
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of ωs, and with only the AsH2 centrifugal distortion coefficients determined by LMR in 
Ref. 7. These changes did not improve the overall result or allow us to include ΔK in the 
data set.  
 Although it is unclear why the ΔK centrifugal distortion constants are not 
compatible with the rest of the data, previously reported work37  on hydrogen sulfide 
suggests that a force field derived from microwave data alone may not be entirely 
consistent with that derived only from vibrational frequencies. The authors report that the 
force field obtained from harmonic vibrational frequencies predicts centrifugal distortion 
constants that are uniformly smaller than experimental values. Furthermore, none of the 
H2S force fields obtained from various combinations of vibrational and centrifugal 
distortion constants reproduce both the infrared and microwave data very well, suggesting 
some fundamental incongruity of the two sets of data. The fact that theAsH2 ab initio ΔK 
values reported in Ref. 11 (from 59.7 - 64.8 MHz) disagree with that reported in the far-
infrared study of Brown, et al. (68.074 MHz) while the ab initio harmonic frequencies 
(from 999 – 1042 cm-1) bracket our harmonic value (1008.7 cm-1) lends credibility to our 
decision to eliminate ΔK from the least squares analysis.  
 We found that the bend-stretch force constant F12 is very small and is quite sensitive 
to the molecular geometry used in the normal coordinate analysis. Despite this caveat and 
the complications due to our inability to determine 3 directly from experiment, we find 
that our force field is very similar to that determined from a perturbative analysis of our 
PES as well as those reported in an ab initio studies11 of AsH2. Upon initial inspection, our 
symmetrized F11 and F33 force constants (2.78 aJ Å-2 and 2.81 aJ Å-2, respectively) do not 
agree very well with those of Saito et al.8(2.447 aJ Å-2 and 3.116 aJ Å-2), which were 
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determined primarily from fitting centrifugal distortion constant data. However, it is more 
revealing to compare the unsymmetrized force constants. The value of frr from our force 
field (2.80 AJ Å-2) is similar to that computed from the constants in Ref. 8 (2.78 AJ Å-2), 
and is between the fr value from the harmonic force field of AsH3 (2.854 AJ Å-2)38 and the 
force constant of diatomic AsH (2.72 AJ Å-2). 39  It is the frr′ values that differ 
substantially; -0.012 AJ Å-2 in the present work and -0.335 AJ Å-2, previously. The 
experimentally determined values of frr′ for similar compounds such as H2Se (-0.024 AJ 
Å-2)40, H2S (-0.017 AJ Å-2, Ref. 37), AsH3 (-0.038 AJ Å-2, Ref. 38), and PH3 (-0.021, Ref. 
38) suggest that our value is more reasonable. The bending force constant we determined 
(0.690 AJ Å-1) is also in agreement with the value obtained for arsine (0.701 AJ Å-1). 
 As a final check on the force field, we used the results to calculate the inertial 
defects of AsH2 and AsD2 for comparison to experiment. The ability of the force field data 
to reproduce the experimental inertial defects, which are not used as input to the normal 
coordinate analysis, is a good test of the derived constants. The inertial defect  has 
contributions from the vibrational motion, vib, centrifugal distortion, cent, and the 
electron-rotation interaction, elec, although only the first two can be calculated from the 
quadratic force field.41 The third term is generally small and was neglected for lack of 
experimental information on the molecular g values. For the two isotopologues studied, the 
experimental (with estimated error)/calculated values of the inertial defect are: AsH2 = 
0.0773(20)/0.0754 u Å2, AsD2 = 0.1081(20)/0.1063 u Å2. Although the calculated values 
are slightly smaller than the experimental quantities, they are in agreement within 
experimental error, lending confidence to the force constants obtained from the present 
analysis.  
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 Using the new harmonic force field, we investigated the zr  and 
z
er  ground state 
structures of AsH2. The vibration rotation constants (α) calculated from our force field were 
used to obtain the average (Bz) rotational constants from the zero point rotational constants; 
and an As-H Laurie contraction was calculated from42 
  23
2z
r a u K    , (6.11) 
where 2u  and K  are the mean square amplitude and the perpendicular amplitude 
correction, also determined from our force field. The Morse anharmonicity parameter (a)43 


















  (6.12) 
where the ωe, Be, and αe values are for the diatomic molecule AsH.44 The average ground 
state structure [ zr  = 1.5322(8) Å and z  = 90.7(2)°] was determined from the Bz rotational 
constants with the inclusion of the Laurie correction (calculated to be 0.0044 Å). The 




e zr r a u K     (6.13) 
to the approximate equilibrium structure 
z
er  = 1.5169(8) Å and 
z
e  = 90.7(2)°. The 
agreement of this structure with that reported by Saito et al.8 [ er  = 1.5158(6) and e  = 
90.79(8)] is good; the minor discrepancies can easily be attributed to differences in the 
force fields. The equilibrium bond length of AsH2 falls between the bond length of the 
diatomic molecule AsH ( er  = 1.5231 Å)
44 and that of AsH3 ( er  = 1.5108),
45 which is also 
to be expected. The monotonic decrease in bond length with increasing number of 
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hydrogens corresponds directly to the increase in the Mulliken charge on the arsenic atom 
(the partial charge on H remains almost constant) in a simple ab initio calculation 
(B3LYP/cc-pVTZ). This trend can be rationalized in several ways, but the most chemically 
intuitive explanation is that the increased partial charge on arsenic leads to a larger As–H 
electrostatic attraction and therefore a shorter, more ionic bond. 
6.6. Conclusions 
 In this work, we have added to the spectroscopic understanding of the arsino (AsH2) 
free radical. We have completed a detailed analysis of the X̃2B1 (00) state of AsH2 through 
spectroscopy of the deuterium containing isotopologues (AsD2 and AsHD) and extensive 
ab initio calculations. We have obtained the first measurements of the ground state 
vibrational energy levels of AsHD as well as new vibrational levels of AsD2. We have used 
ab initio theory to construct a ground state PES from which we variationally obtained the 
vibrational energy levels of all three isotopologues. These data and our experimental 
measurements were fitted with a local mode Hamiltonian to determine the harmonic 
frequencies. These vibrational frequencies along with centrifugal distortion constants were 
used in a normal coordinate analysis to obtain an improved harmonic force field for the 
AsH2 system. Our analysis of the rotationally resolved Ã2A1 — X̃2B1 
0
00  band has also 





Table 6-1. Observed transitions of the Ã2A1 — X̃2B1 transition 
0
00  band of jet cooled 
AsD2. Transitions without an “Obs-Calc” entry were overlapped or otherwise 
compromised, so were not used in the least squares analysis. 
 
N   aK  cK   J   F   N   aK   cK   J   F  Observed 
Obs-
Calc 
0 0 0 0.5 1  1 1 0 0.5 2 19900.9915 -0.0038 
0 0 0 0.5 1  1 1 0 0.5 1 19901.0129 -0.0083 
0 0 0 0.5 1  1 1 0 1.5 2 19901.5733 -0.0065 
0 0 0 0.5 1  1 1 0 1.5 1 19901.5733 -0.0058 
0 0 0 0.5 1  1 1 0 1.5 0 19901.5733 -0.0058 
0 0 0 0.5 2  1 1 0 0.5 2 19901.0981 -0.0107 
0 0 0 0.5 2  1 1 0 0.5 1 19901.1172  
0 0 0 0.5 2  1 1 0 1.5 3 19901.6862 -0.0097 
0 0 0 0.5 2  1 1 0 1.5 2 19901.6862 -0.0071 
0 0 0 0.5 2  1 1 0 1.5 1 19901.6862 -0.0064 
1 0 1 0.5 1  2 1 1 1.5 2 19892.9551 0.003 
1 0 1 0.5 1  2 1 1 1.5 1 19892.9551 -0.0017 
1 0 1 0.5 1  2 1 1 1.5 0 19892.9551 -0.0046 
1 0 1 0.5 1  2 1 1 2.5 2 19893.5151  
1 0 1 0.5 1  2 1 1 2.5 1 19893.5151  
1 0 1 0.5 2  1 1 1 0.5 2 19907.3659  
1 0 1 0.5 2  2 1 1 1.5 3 19892.9287 -0.0053 
1 0 1 0.5 2  2 1 1 1.5 2 19892.9287 -0.01 
1 0 1 0.5 2  2 1 1 2.5 3 19893.5151  
1 0 1 0.5 2  2 1 1 2.5 2 19893.5151  
1 1 1 0.5 1  1 0 1 1.5 1 19913.0696  
1 1 1 0.5 1  1 0 1 1.5 0 19913.0696  
1 1 1 0.5 1  2 2 1 1.5 2 19896.8740  
1 1 1 0.5 2  1 0 1 0.5 2 19912.9070 0.0053 
1 1 1 0.5 2  1 0 1 0.5 1 19912.9070  
1 1 1 0.5 2  1 0 1 1.5 3 19913.0512 0.0116 
1 1 1 0.5 2  1 0 1 1.5 2 19913.0512 0.008 
1 1 1 0.5 2  2 2 1 1.5 3 19896.8575 0.0054 
1 1 0 0.5 1  0 0 0 0.5 2 19918.9605 0.005 
1 1 0 0.5 1  2 2 0 1.5 1 19895.9063  
1 1 0 0.5 1  2 2 0 1.5 0 19895.9459 0.0014 
1 1 0 0.5 2  0 0 0 0.5 2 19918.9232 0.0064 
1 1 0 0.5 2  0 0 0 0.5 1 19918.9232 0.0024 
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1 1 0 0.5 2  2 2 0 1.5 3 19895.8894 0.0059 
1 1 0 0.5 2  2 2 0 1.5 2 19895.8571  
1 0 1 1.5 0  2 1 1 1.5 1 19892.8079 0.0075 
1 0 1 1.5 1  2 1 1 1.5 2 19892.8079 0.0063 
1 0 1 1.5 1  2 1 1 2.5 2 19893.3776 0.0081 
1 0 1 1.5 1  2 1 1 2.5 1 19893.3776 0.0074 
1 0 1 1.5 2  2 1 1 1.5 3 19892.8079 -0.0025 
1 0 1 1.5 3  1 1 1 1.5 3 19907.7316 -0.0028 
1 0 1 1.5 3  2 1 1 2.5 4 19893.4729 -0.0062 
1 0 1 1.5 3  2 1 1 2.5 3 19893.4729 -0.0043 
1 1 1 1.5 3  1 0 1 1.5 3 19914.6380 0.0046 
1 1 1 1.5 3  1 0 1 1.5 2 19914.6380 0.0011 
1 1 1 1.5 3  2 2 1 2.5 4 19899.4953 0.0119 
1 1 1 1.5 3  2 2 1 2.5 3 19899.4953 0.0124 
1 1 0 1.5 2  0 0 0 0.5 2 19920.5470 -0.0043 
1 1 0 1.5 2  0 0 0 0.5 1 19920.5470 -0.0082 
1 1 0 1.5 2  2 2 0 2.5 3 19898.5134 -0.0029 
1 1 0 1.5 3  0 0 0 0.5 2 19920.6003 -0.0038 
1 1 0 1.5 3  2 2 0 1.5 3 19897.5748 0.004 
1 1 0 1.5 3  2 2 0 2.5 4 19898.5801 0.0072 
2 0 2 1.5 2  3 1 2 2.5 3 19884.5607 0.001 
2 0 2 1.5 3  2 1 2 1.5 3 19907.0202 0.0009 
2 0 2 1.5 3  3 1 2 2.5 3 19884.5405 0.0004 
2 1 2 1.5 2  3 2 2 2.5 3 19889.6270 0.0072 
2 1 2 1.5 3  3 2 2 2.5 4 19889.5922 0.0038 
2 1 1 1.5 3  1 0 1 0.5 2 19923.4086 0.0092 
2 1 1 1.5 3  1 0 1 1.5 3 19923.5393 0.0021 
2 1 1 1.5 3  3 2 1 2.5 4 19886.3564 0.0056 
2 2 1 1.5 3  1 1 1 0.5 2 19939.7897 -0.0075 
2 2 1 1.5 3  1 1 1 1.5 3 19940.2087 -0.0076 
2 2 0 1.5 3  1 1 0 0.5 2 19937.9700 -0.0044 
2 2 0 1.5 3  1 1 0 1.5 3 19938.5655 0.004 
2 2 0 1.5 3  2 1 2 1.5 3 19930.8180 0.0026 
2 2 0 1.5 3  3 3 0 2.5 4 19900.0456 0.0014 
2 2 0 1.5 3  3 3 0 2.5 3 19900.0456 -0.0059 
2 0 2 2.5 3  2 1 2 1.5 3 19906.8908 -0.0012 
2 0 2 2.5 3  3 1 2 2.5 4 19884.4111 -0.0025 
2 0 2 2.5 4  1 1 0 1.5 3 19914.7240 0.0077 
2 0 2 2.5 4  2 1 2 2.5 4 19907.2849 0.0085 
2 0 2 2.5 4  3 1 2 3.5 5 19885.2728 -0.0018 
2 0 2 2.5 4  3 1 2 3.5 4 19885.2728 -0.0027 
2 1 2 2.5 3  3 2 2 3.5 4 19891.1069 0.0163 
2 1 2 2.5 4  2 0 2 2.5 4 19913.2957 0.0101 
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2 1 2 2.5 4  3 2 2 3.5 5 19891.1407 0.0115 
2 1 2 2.5 4  3 2 2 3.5 4 19891.1407  
2 1 1 2.5 1  2 2 1 2.5 1 19909.1309 0.015 
2 1 1 2.5 1  3 2 1 3.5 2 19887.9633  
2 1 1 2.5 2  2 2 1 2.5 2 19909.1445 0.0037 
2 1 1 2.5 2  3 2 1 3.5 3 19888.0216 -0.0091 
2 1 1 2.5 3  2 2 1 2.5 3 19909.1821 0.007 
2 1 1 2.5 3  3 2 1 3.5 4 19888.0634 -0.0022 
2 1 1 2.5 3  3 2 1 3.5 3 19888.0634 -0.0009 
2 1 1 2.5 4  1 0 1 1.5 3 19924.3734 0.0071 
2 1 1 2.5 4  2 2 1 2.5 4 19909.2304 0.0141 
2 1 1 2.5 4  3 2 1 2.5 4 19887.1766 -0.0032 
2 1 1 2.5 4  3 2 1 3.5 5 19888.1120 0.0021 
2 1 1 2.5 4  3 2 1 3.5 4 19888.1120 0.0057 
2 2 1 2.5 3  3 3 1 3.5 4 19906.2301 -0.0016 
2 2 1 2.5 4  1 1 1 1.5 3 19943.8087 -0.0083 
2 2 1 2.5 4  2 1 1 2.5 4 19929.5505 -0.0112 
2 2 1 2.5 4  3 3 1 3.5 4 19906.2770 0.0028 
2 2 0 2.5 3  3 3 0 3.5 4 19905.0556 -0.0015 
2 2 0 2.5 4  1 1 0 1.5 3 19942.1544 -0.0047 
2 2 0 2.5 4  2 1 2 2.5 4 19934.7245 0.0052 
2 2 0 2.5 4  3 3 0 3.5 5 19905.1001 -0.0033 
3 1 3 2.5 4  4 2 3 3.5 5 19881.6713 -0.0125 
3 1 3 2.5 4  4 2 3 3.5 4 19881.6713 -0.0091 
3 1 2 2.5 4  2 0 2 1.5 3 19928.0417 -0.0016 
3 1 2 2.5 4  2 2 0 1.5 3 19919.9630 -0.0018 
3 1 2 2.5 4  3 2 2 2.5 3 19905.2562 0.0039 
3 2 1 2.5 4  1 1 1 1.5 3 19954.5687 -0.0033 
3 2 1 2.5 4  3 1 3 2.5 4 19932.2256 -0.0002 
3 3 1 2.5 3  3 0 3 2.5 3 19962.2417 -0.0001 
3 3 1 2.5 4  2 2 1 1.5 3 19968.5643 -0.0094 
3 3 1 2.5 4  2 2 1 2.5 4 19969.5879  
3 3 1 2.5 4  3 0 3 2.5 4 19962.2214 0.0003 
3 3 1 2.5 4  3 2 1 2.5 4 19947.5722 -0.0026 
3 3 0 2.5 4  2 2 0 1.5 3 19967.0983 -0.0118 
3 3 0 2.5 4  3 2 2 2.5 4 19952.3981 -0.0003 
3 0 3 3.5 5  2 1 1 2.5 4 19915.0751 0.0016 
3 1 3 3.5 5  2 2 1 2.5 4 19919.5253 -0.0135 
3 1 3 3.5 5  4 2 3 4.5 6 19882.9270 -0.0059 
3 1 3 3.5 5  4 2 3 4.5 5 19882.9270 -0.009 
3 1 2 3.5 4  2 2 0 2.5 3 19921.5251 -0.0046 
3 1 2 3.5 4  3 2 2 3.5 4 19906.7110 -0.0117 
3 1 2 3.5 5  2 0 2 2.5 4 19928.9127 0.0001 
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3 1 2 3.5 5  2 2 0 2.5 4 19921.5728 0.0046 
3 1 2 3.5 5  3 2 2 3.5 5 19906.7520 -0.0042 
3 2 2 3.5 5  2 1 2 2.5 4 19947.4175 0.0067 
3 2 2 3.5 5  3 1 2 3.5 4 19925.4139 0.0041 
3 2 2 3.5 5  4 3 2 4.5 6 19895.6471 0.0082 
3 2 1 3.5 5  2 1 1 2.5 4 19942.4647 0.0019 
3 3 1 3.5 5  2 2 1 2.5 4 19975.2419 0.0028 
3 3 1 3.5 5  3 0 3 3.5 5 19968.1331 -0.0163 
3 3 1 3.5 5  3 2 1 3.5 5 19954.1110  
4 1 3 3.5 5  3 0 3 2.5 4 19933.6660 -0.0048 
4 1 3 3.5 5  3 2 1 2.5 4 19919.0233 -0.0011 
4 1 3 3.5 5  4 2 3 3.5 5 19903.5304 -0.0138 
4 2 3 3.5 5  2 1 1 2.5 4 19957.9035  
4 2 3 3.5 5  3 1 3 2.5 4 19949.8526 0.0004 
4 2 2 3.5 3  3 3 0 2.5 2 19932.5852 -0.0045 
4 2 2 3.5 4  3 3 0 2.5 3 19932.5525 -0.0059 
4 2 2 3.5 5  3 1 2 2.5 4 19940.8213 0.0077 
4 2 2 3.5 5  3 3 0 2.5 4 19932.5164 -0.0045 
4 3 2 3.5 5  3 2 2 2.5 4 19971.2018 -0.0153 
4 3 2 3.5 5  4 0 4 3.5 5 19964.4277 0.0068 
4 3 1 3.5 4  2 2 1 2.5 3 19988.4777 0.007 
4 3 1 3.5 4  3 0 3 2.5 3 19981.0648 -0.0045 
4 3 1 3.5 5  2 2 1 2.5 4 19988.4574 0.0155 
4 3 1 3.5 5  3 2 1 2.5 4 19966.4074 0.002 
4 3 1 3.5 5  4 2 3 3.5 4 19950.9225 0.0007 
4 4 1 3.5 5  3 1 3 2.5 4 20023.3821 -0.0099 
4 4 1 3.5 5  3 3 1 2.5 4 20006.6183 -0.0062 
4 4 0 3.5 4  3 3 0 2.5 3 20005.5595 -0.0095 
4 4 0 3.5 4  4 3 2 3.5 4 19983.4259  
4 4 0 3.5 5  3 1 2 2.5 4 20013.8365 0.0135 
4 4 0 3.5 5  3 3 0 2.5 4 20005.5297 -0.0006 
4 0 4 4.5 6  3 1 2 3.5 5 19915.2585 -0.0021 
4 1 3 4.5 6  3 0 3 3.5 5 19934.4492 -0.0066 
4 1 3 4.5 6  4 2 3 4.5 6 19904.9377 -0.0019 
4 2 2 4.5 5  3 3 0 3.5 4 19935.5266 0.0051 
4 2 2 4.5 6  3 1 2 3.5 5 19943.1816 0.0069 
4 2 2 4.5 6  4 1 4 4.5 6 19935.6526 -0.0028 
4 3 2 4.5 6  3 2 2 3.5 5 19975.9244 0.0138 
4 3 1 4.5 3  3 2 1 3.5 2 19971.0222 -0.0091 
4 3 1 4.5 5  3 0 3 3.5 4 19985.1195 0.0035 
4 3 1 4.5 6  3 0 3 3.5 5 19985.1483 0.0051 
4 3 1 4.5 6  4 2 3 4.5 6 19955.6233 -0.0037 
4 4 0 4.5 6  3 1 2 3.5 5 20022.2377 -0.0136 
185 
4 4 0 4.5 6  3 3 0 3.5 5 20014.6298 -0.0075 
4 4 0 4.5 6  4 3 2 4.5 6 19992.4895 0.0082 
5 3 3 4.5 3  4 2 3 3.5 2 19973.4215  
5 3 2 4.5 6  4 2 2 3.5 5 19964.2698 0.0166 
5 4 2 4.5 6  5 1 4 4.5 6 19992.5545 0.0183 
5 4 2 4.5 6  5 3 2 4.5 6 19970.5078 0.005 
5 2 4 5.5 7  4 1 4 4.5 6 19956.7880 -0.0078 
5 3 3 5.5 7  4 2 3 4.5 6 19977.2531  
5 3 3 5.5 7  5 0 5 5.5 7 19969.8413 0 
5 4 2 5.5 7  4 3 2 4.5 6 20013.7433  
5 4 1 5.5 7  4 1 3 4.5 6 20023.0699 0.0034 
5 4 1 5.5 7  5 3 3 5.5 7 19986.1477  
6 2 5 5.5 7  5 1 5 4.5 6 19961.0406 0.0001 
6 2 5 6.5 8  5 1 5 5.5 7 19961.7542  
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Table 6-2. Molecular parameters for AsD2 (in cm-1) determined from fitting the 
rotationally resolved 
0
00  band. 
Parameter AsD2 Ã (0
0)a AsD2 X̃ (00)
c AsH2 Ã (0
0)b 
T0 19908.9252(11) 0.0 19909.4531 
A 8.7310(5) 3.8814852 17.2065 
B 2.4687(2) 3.5866129 4.91956 
C 1.89541(3) 1.442100 3.74042 
ΔN  1.165 × 10
-4  
ΔNK  -3.8407 × 10
-4 -0.600× 10-3 
ΔK 6.0439(3) ×10
-3 5.7150 × 10-4 0.25623× 10-1 
δN  5.3010 × 10
-5  
δK  -3.446 × 10
-5  
εaa 2.3296(3) -5.67439 × 10
-1 4.7179 
εbb 0.0443(15) -1.95983 × 10
-1 0.0826 
εcc -0.1092(19) 1.935 × 10
-3 -0.2028 
Δ sN   2.12 × 10-5  
Δ Δs sNK KN   -5.417 × 10-5  
Δ sK  -5.16(2) × 10-3 1.954 × 10-4 -0.02369 
s
N   1.28 × 10-5  
aF(As) 0.0567(11) 1.99 × 10
-3 0.0511 
Taa(As)  -9.5896 × 10
-3 -0.0087 
Tbb(As)  1.0736 × 10
-2 0.0168 
χaa(As)  1.054 × 10
-3  
χbb(As)  -4.7713 × 10
-3  
Caa(As)  1.08 × 10
-5  
Cbb(As)  6.74 × 10
-6  
Ccc(As)  9.0 × 10
-7  
 
aThis work. The numbers in parenthesis are 1σ error limits, and are right justified to the 
last digit on the line. Numbers below the line are added to reproduce the original data to 
full accuracy. 
bAsH2 excited state values from Ref. 5. 
cAsD2 ground state values from Ref. 8. 
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Table 6-3. Measured ground state vibrational energy levels (in cm-1) of AsH2 
isotopologues. 
 











21 981.4 -1.4  704.7 0.6  855.7 -0.7 
22 1953.0 -3.5  1403.9 -0.3  1704.3 -0.7 
23 2918.7 -2.5  2096.7 -3.4  2547.4 0.0 
24 3875.7 -1.1  2795.0 2.9  3384.7 -0.4 
25 4824.8 1.3  3478.4 -1.6  4214.8 0.6 
26 5763.1 2.0  4165.6 1.8  5039.9 0.1 
27 6693.1 3.5  4842.9 -0.6  6670.2 1.5 
28 7609.5 0.3  ⋯ ⋯  ⋯ ⋯ 
29 8516.8 -2.9  ⋯ ⋯  ⋯ ⋯ 
11 2095.1 0.5  1511.4 -0.9  1511.2 -2.8 
1121 3060.4 -1.5  2208.2 -1.0  2361.8 2.3 
1122 4020.4 0.2  2900.9 3.5  3197.9 -0.7 
1123 4969.4 0.0  3589.6 -0.9  4032.0 0.5 
1124 5910.9 1.3  4274.2 -0.3  4859.3 1.3 
1125 6840.9 0.1  4954.7 -0.4  5680.2 1.9 
1126 7763.4 0.4  ⋯ ⋯  6491.7 -0.5 
1127 8675.1
b -1.0  ⋯ ⋯  7297.9 -2.0 
 
aEnergies from Ref 5. 
bCorrected value from Ref. 5. 
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Table 6-4. Potential energy parameters (in atomic units) for the X̃2B1 state of AsH2. 
The reference geometry used was AsHR  = 2.887932 bohr and   =1.590561 radians. 








0.0000000000  001C  0.0000000000 
200C  0.0900151806  
101C
 
0.0114909513  020C  0.0906654687 
002C  0.0802821060  
300C
 
-0.0535076517  201C  
-
0.0090473878 
120C  -0.1600529617  
102C
 
-0.0233463348  021C  0.0038413812 
003C  -0.0090570700  
400C
 
0.0206907620  301C  0.0017795026 
220C  0.1236177802  
202C
 
-0.0071993061  121C  
-
0.0032076353 
103C  0.0074085052  
040C
 
0.0207497511  022C  
-
0.0155720063 
004C  -0.0086260421  
500C
 
-0.0064005409  401C  0.0004204642 
320C  -0.0618318989  
302C
 
0.0012340867  221C  0.0022442576 
203C  -0.0025476779  
140C
 
-0.0310245254  122C  0.0013660809 
104C  0.0014856221  
041C
 
-0.0004986813  023C  
-
0.0003147132 
005C  0.0063226640  
600C
 
0.0011670650  420C  0.0152408021 
402C  0.0018198210  
321C
 
-0.0013231454  303C  
-
0.0007266220 
240C  0.0149635078  
222C
 
0.0017333622  204C  0.0039945321 
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141C  -0.0004373700  
123C
 
-0.0009823632  060C  0.0010404086 
042C  0.0017727455  
024C
 




Table 6-5. Relations between the normal mode and local mode vibrational 
constants.a 
Normal mode constants Local mode constants 
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aOriginally described by Baggott in Ref. 30 
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Table 6-6. Results of fitting experimental and variationally determined ground state 
vibrational levels to a local mode Hamiltonian. The parameters are given in units of 
cm-1, and numbers in parentheses are 1σ errors.  
 
Parameter AsH2  AsD2  AsHD 
 Exptl. Var.  Experimental Variational  Experimental Variational 
ωs 2184.2(14) 2193.8(8)  1557.6(17) 1560.9(3)  1874.9(11) 1877.3(5) 
ωb 1008.7(6) 1008.6(5)  716.3(10) 718.57(15)  876.3(4) 876.0(3) 
xs -38.86 -38.86(13)  -19.53 -19.53(4)  -14.48 -14.48(9) 
xss -0.8 -0.8(3)  -.55 -0.55(9)  -59.5 -59.5(2) 
xb -4.52(6) -4.61(4)  2.03(11) -2.392(14)  -3.15(5) -3.56(3) 
xsb -16.9(3) 18.09(10)  -8.1(5) -9.05(3)  -14.3(3) -13.77(6) 
λ -3.7 -3.7(4)  -3.13 -3.13(12)  -316.3 -316.3(5) 
λ′ 0.0 0.0  0.0 0.0  9.59 9.59(9) 
λ″ 1.50 1.50(12)  0.76 0.76(4)  4.13 4.13(6) 
γ 0.0 0.0  0.0 0.0  -13.9333 -13.9333 




Table 6-7. Effective r0 molecular structures for the ground and excited states of 
AsH2.  
 
Parameter X̃ (00) Ã (0
0) 
 r(As–H) / Å 1.519(1) 1.487(4) 





Table 6-8. Observed and calculated harmonic frequencies and centrifugal distortion 
constants of AsH2 and its isotopologues generated from the normal coordinate 
analysis.a The symmetrized force constants from the analysis are tabulated at the 
bottom. The numbers in parenthesis are 1σ errors in units of the last number on the 
line; numbers below the line are reported to reproduce the fitted data to full 
accuracy. 
 
Parameter AsH2 AsD2 AsHD 
 Obs. Calc. Obs. Calc. Obs. Calc. 
ω1 / cm
-1 2180.45 2182.40 1554.44 1554.38 1558.63 1557.67 
ω2 / cm
-1 1008.73 1009.58 716.29 718.50 876.27 876.09 
ω3 / cm
-1 2187.73 2191.60 1560.71 1560.66 2191.23 2186.95 
ΔN / MHz 14172.6 14143.5 3493.0 3546.0 … 1612.5940 
ΔNK / MHz -46996.0 -45870.0 -11514.0 11528.9 … 18317.8293 
ΔK / MHz 68074.0 61423.9 17134.0 15812.8 … -9798.4509 
δN / MHz 6445.7 6444.5 1589.3 1611.3 … 492.0880 
δK / MHz -4135.1 -4813.9 -1033.0 -1082.5 … 11016.1473 
    
Force 
constanta This work Perturbative valueb Previousc 
F11 / aJ⋅Å-2 2.7882(2) 2.8030 2.447 
F22 / aJ 0.6903(2) 0.7000 0.6613 
F12 / aJ⋅Å-1 -0.04965(1) 0.0946 0.0959 
F33 / aJ⋅Å-2 2.8133(2) 2.8232 3.116 
 
aThe force constants using symmetry coordinates. 
bPerturbative values listed were computed directly from the potential energy surface at its 
minimum. 





Figure 6-1 The upper trace shows the high resolution LIF spectrum of the AsD2 
0
00  
transition. The approximate positions of the subbands have been labeled with leaders. 
The inset shows the large spin splitting for the 000 - 110 rotational transition as well as the 




Figure 6-2. Single vibronic level emission spectra. The upper trace shows AsD2 and the 
lower shows AsHD. The horizontal axis is displacement from the excitation frequency, 
giving a measure of the ground state vibrational energy. The feature at 0.0 cm-1 
displacement has increased intensity due to scattered light. The increased baseline at 
~150 cm-1 in the AsHD spectrum is where the detector sensitivity was increased, and is 
due to scattered broadband dye fluorescence from the laser. The asterisk marks an 




Figure 6-3. A contour plot of the AsH2 PES with rAsH = 2.9 bohr. Single point 
calculations using CCSD(T) level of theory and the aug-cc-pVQZ basis set were done at 





Figure 6-4. Potential energy surface of the X̃ state of AsH2 along the 
2AsH
r  and θ 
coordinates. The 
1AsH
r  coordinate was fixed at 2.9 bohr. The potential was obtained from 
1113 single point calculations at the CCSD(T) level of theory using the aug-cc-pVQZ 
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7. An Experimental and Ab Initio Study of the Electronic Spectrum of the Jet-
Cooled F2BO Free Radical 
Reprinted with permission from R. A. Grimminger, P. M. Sheridan, and D. J. Clouthier, 
J. Chem. Phys. 140, 164302 (2014). Copyright 2014, AIP Publishing LLC. 
 
7.1. Introduction 
 Boron trifluoride (BF3) is frequently used as a feedstock in semiconductor 
fabrication and modification processes. BF2 is an often postulated intermediate in such 
processes and we have recently studied this important free radical in considerable detail.1,2 
Another intermediate that may well be formed in cases where there is oxygen present, 
either as a contaminant or as an additive, is the little known F2BO free radical. In this paper 
we report the results of our experimental and theoretical studies of this unusual species.  
 In 1965 Mathews and Innes3 identified F2BO (or possibly F2BO+) as the species 
responsible for the band system at 5800 Å in studies of the emission spectra obtained from 
discharges through BF3/O2 mixtures. They showed that the observed vibrational and 
rotational structure of the bands was consistent with a C2v planar molecular structure in 
both electronic states. The rotational contours were identified as parallel bands of a near-
oblate top, with a transition moment perpendicular to the molecular plane (the unique or 
top axis is out-of-plane). The authors identified 32 emission bands and assigned seven of 
the stronger bands to transitions involving the 1, 2, or 3 totally symmetric vibrations. 
The remaining features were assumed to be sequence structure involving the antisymmetric 
modes, although no detailed assignments were given.  
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 In subsequent work reported in 1966, Mathews4 showed that a single group of 
closely spaced red-degraded emission bands at 4465 Å was also due to F2BO (most likely) 
or F2BO+. The band system was shown to have a single intense 0-0 band, a small number 
of sequence bands, and two weak and diffuse features on the low energy side of the 0-0 
band. The partially resolved rotational structure of the 0-0 band was analyzed as a 
perpendicular-type transition of a near-oblate symmetric top, in which the electronic 
transition moment is in the molecular plane, perpendicular to the BO bond. The author 
concluded that neither Walsh diagrams nor the experimental spectra could be used to 
definitively establish if the 5800 Å and 4465 Å bands have a common electronic state or if 
either band system involved transitions to the ground state. These electronic spectra have 
not been studied further since 1966. In 1967 Dixon et al.5 compared the emission spectra 
of F2BO and F2CN and concluded that F2BO+ could not be the carrier of the 4465 and 5800 
Å bands. Finally, in 1988, from a reconsideration of Mathew’s data, Jacox6 postulated that 
the 4465 Å system was due to the 12A1 → X̃ 2B2 transition and that the 5800 Å bands were 
transitions from the same upper state to a lower excited state (12A1 →12B1). The only other 
reference we could find to F2BO experimental work was a 1971 report7 in which the heat 
of formation was determined by mass spectrometric studies.  
 The properties of F2BO have been studied in two published theoretical papers.8,9 In 
2002, Baraille et al.8 performed a series of calculations (CASPT2, CCSD(T) and B3LYP) 
on the ground (X̃ 2B2) and low-lying (Ã 2B1 and B̃ 2A1) excited states of F2BO using a 
double-zeta plus polarization (DZP) basis set. The molecule was found to retain a planar 
structure in all three states, with only modest changes in the geometric parameters and 
vibrational frequencies on electronic excitation. The authors also calculated the vibrational 
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structure of the emission spectra (anharmonic Franck-Condon [FC] factors) from the B̃ 
state and showed that, as observed experimentally, only the B̃ → Ã emission spectrum is 
expected to have any appreciable vibrational structure. These calculations validated 
Jacox’s suggestions on the nature of the electronic transitions and yielded assignments for 
further bands observed in the 5800 Å band system. In 2008, Puzzarini and Barone9 used 
ab initio theory to calculate the ground state molecular structure, vibrational frequencies 
and hyperfine coupling constants of F2BO.  
 In the present work, we have found a method to synthesize F2BO in a pulsed 
discharge jet, cool it to low rotational temperatures, and observe the 4465 Å band system 
by laser induced fluorescence methods. The single vibronic level emission spectrum from 
the upper state shows a variety of transitions down to the intermediate Ã state and the 
ground electronic state. The experimental data have been augmented by high level ab intio 
calculations. 
7.2. Experimental 
 F2BO was created in our pulsed discharge jet apparatus, which has been described 
elsewhere,10 using a precursor mixture of 7% BF3 and 7% O2 in high pressure argon. In 
brief, the precursor gas was injected with a pulsed valve into an evacuated flow channel in 
a vacuum chamber. At the appropriate time, the gas pulse was subjected to a pulsed electric 
discharge between a pair of ring electrodes placed in the flow channel, fragmenting the 
precursor molecules and producing products. A short reheat tube11 was added to the flow 
channel downstream of the electrodes to increase the number of collisions and enhance the 
production of F2BO. Natural abundance BF3 (80% 11B and 20% 10B, Matheson) was used 
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to measure transitions for the boron-11 isotopologue, while isotopically enriched 10BF3 
(96%, Ceradyne Boron Products) was used for measurements on F210BO. 
 Approximately 1 cm downstream of the reheat tube, the free jet expansion was 
interrogated with the beam of a tunable dye laser in the 447.3 – 435.5 nm wavelength 
region. For low-resolution spectra, the laser source was a Lumonics HD-300 dye laser 
pumped by a XeCl excimer laser. Low-resolution spectra were calibrated to ~0.1 cm-1 using 
a portion of the beam to simultaneously record the neon optogalvanic spectrum using a 
hollow cathode lamp. High-resolution (~0.03 cm-1 linewidth) spectra were recorded using 
a Lambda-Physik Scanmate 2E dye laser, equipped with an intracavity angle tuned etalon 
and pumped by a XeCl excimer laser. These spectra were calibrated to ~0.005 cm-1 by 
simultaneously measuring the 130Te2 absorption spectrum,12 obtained from a closed cell 
heated to 540 °C. In both the high- and low-resolution laser-induced fluorescence (LIF) 
experiments, the resulting fluorescence was imaged on the photocathode of a high-gain 
photomultiplier (EMI 9816QB). The pulsed signals were processed with a gated integrator, 
digitized by a National Instruments A/D board, and recorded with LabVIEW based 
software. 
 For low-resolution single vibronic level (SVL) emission spectra, fluorescence was 
generated by pumping the Q-branch of an LIF band and then focused through f/1.5 optics 
onto the entrance slit of a scanning monochromator (Spex 500M). The spectra were 
calibrated to an estimated 1 cm-1 accuracy using emission lines from an argon-filled 
hollow cathode lamp. The monochromator was equipped with an 1800 lines/mm grating 
blazed at 400 nm and operated with a bandpass of 0.80 nm. 
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 The BO2 radical was also produced in our discharge and it has strong transitions 
near the 4465 Å band of F2BO. Two different experimental techniques were used to help 
limit the interference of intense BO2 fluorescence in our spectra, as illustrated in Figure 7-
1. The first method used was time-gating, in which we took advantage of the shorter 
fluorescence lifetime of BO2 (about 100 ns)13 compared to that of F2BO (a few s). In 
Figure 7-1, the top panel shows the total LIF signal obtained with the integrator gate 
positioned 0.5 s after the laser. A variety of F2BO bands are marked with assignments but 
these are overlapped by interfering BO2 bands (marked with an asterisk). In the middle 
panel, the gate was set 3 s after the laser onset and the BO2 bands are effectively absent. 
The second method used a monochromator as a tunable bandpass filter by synchronously 
scanning (LIF sync-scan) the monochromator and the excitation laser with a fixed offset. 
F2BO emits strongly from the B̃ to the Ã state and BO2 does not fluoresce in this region so 
the LIF sync-scanning studies used the Ã – X̃ interval as the offset and detected the B̃ – Ã 
fluorescence. The bottom panel of Figure 7-1 shows the sync-scan LIF spectrum again free 
of BO2 interferences. We note that the sync-scan spectrum for a particular offset shows 
predominantly only a single band, as each LIF band emits from a different level in the B̃ 
state to different levels in the Ã state. 
7.3. Results and Analysis 
7.3.1. Ab initio Calculations 
 Ab initio calculations were performed in this work in order to generate improved 
vibrational frequencies and transition energies, as well as produce isotope shifts and spin-
rotation constants for the first time. Although previous computational works on F2BO exist, 
they either treat the molecule with a small basis set8 or do not consider the excited 
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electronic states.9 In this study, the ground and two lowest energy excited electronic states 
were examined with density functional theory (DFT) using the B3LYP hybrid 
functional14,15 and coupled cluster theory with singles, doubles, and perturbatively included 
triples [CCSD(T)]16  using Dunning’s correlation consistent basis sets augmented with 
diffuse functions17 of quadruple-zeta quality (aug-cc-pVQZ). Calculations using larger 
basis sets become prohibitively expensive with the CCSD(T) method because of the large 
number of electrons. All the ab initio calculations were done with the Gaussian 09 software 
package.18 The three electronic states were calculated variationally by constraining the 
geometry to C2v symmetry. The calculated geometric parameters for each electronic state 
are summarized in Table 7-1. Table 7-2 contains Te and T0 values, vibrational frequencies, 
rotational and spin-rotation constants. The spin-rotation constants were calculated directly 
by DFT using analytic gradients.  
 The ab initio calculations show that the ground state electronic configuration is 
…(8a1)2 (2b1)2 (5b2)1, which gives rise to 2B2 term. The 5b2 HOMO is essentially an in-
plane p orbital on the oxygen atom and can be labeled as nonbonding (nO). The 2b1 second 
highest occupied molecular orbital (SHOMO) is the out-of-plane p orbital on the oxygen 
atom with some stabilization from the out-of-plane p orbital on the boron atom, and so can 
be termed a πBO orbital. Finally, the 8a1 third highest occupied molecular orbital (THOMO) 
is a slightly bonding orbital between the boron and oxygen atoms, which can be labeled 
σBO. Promoting a single electron from the SHOMO to the HOMO produces the low-lying 
Ã 2B1 state, which has a slightly longer B-O bond length due to the removal of an electron 
from an orbital with π bonding character between these two atoms. The B̃ 2A1 state is 
formed from the promotion of an electron in the THOMO to the HOMO, which can be 
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considered an n – σ transition but since this promotion does not change the occupation of 
the π orbitals, the B-O bond length remains largely unaffected.  
 We have also used our CCSD(T)/aug-cc-pVQZ ab initio results to perform Franck-
Condon simulations of the absorption and single vibronic level emission spectra of F2BO, 
as an aid to the analysis of the experimental data. The simulation program, originally 
developed by Yang et al19. and locally modified for the calculation of SVL emission 
spectra, requires input of the molecular structures, vibrational frequencies and mass-
weighted Cartesian displacement coordinates from the ab initio force fields of the two 
combining electronic states. Franck-Condon factors are then calculated in the harmonic 
approximation using the exact recursion relationships of Doktorov et al.20 taking into 
account both normal coordinate displacement and Duschinsky rotation effects.  
7.3.2. LIF Spectra 
 Figure 7-2 shows the low-resolution LIF spectrum of F2BO in natural abundance. 
In emission, Mathews4 reported two bands that had head-like structure suitable for precise 
measurement: a strong, presumed 0-0 band at 4465 Å (22390.1 cm-1) and a weaker 
sequence band at 4460 Å (22414.0 cm-1). Other bands unsuitable for measurement included 
a limited number of sequence bands and two diffuse features to the low-energy side of the 
0-0 band. The first two bands at the red end of our LIF spectra correspond to the intense 0-
0 band and the weaker sequence band measured by Mathews.4 In addition, there are two 
obvious progressions of bands to the blue of the 0-0 band. The first involves Mathews 
sequence band 23.5 cm-1 above the 0-0 band plus three further weak bands with a slightly 
anharmonic interval of 109 cm-1. The second progression begins with a moderate intensity 
band 109 cm-1 to the blue of the 0-0 band and also has four members. 
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 We consider first the assignment of the 0-0 band. Due to the small geometry change 
between the B̃ and X̃ states, the 00
0  LIF band should be the most intense and the only cold 
band, in agreement with the results of our detailed Franck-Condon calculations and those 
of others.8 Our CCSD(T)/aug-cc-pVQZ calculations predict the 0-0 band should occur at 
22388 cm-1 with a boron-10 isotope shift of -1.3 cm-1, in fortuitously good agreement with 
the experimental values of T0 = 22390.1 cm-1 and isotope shift of -1.2 cm-1. There can be 
little doubt that the assignment is correct. 
 Above the 0-0 band, cold bands in ν1, ν2, and ν3 are possible, but our Franck-Condon 
calculations predict them to be very weak, while transitions involving Δv = 1 for ν4, ν5, and 
ν6 are formally forbidden by symmetry. The observed intervals from the origin band to the 
next two features to higher wavenumbers are 23.9 cm-1 and 108.8 cm-1, respectively. Both 
of these intervals are too small to correspond to one quantum of any vibrational mode of 
F2BO. Sequence bands from the non-totally symmetric modes are possible, because of the 
vibronic selection rule that Δν = even for these modes. Our ab initio prediction for the shift 
of a ν6 sequence band such as 
1
16  is +109 cm
-1, which corresponds very well to the 
prominent 108.8 cm-1 interval in the spectra. This leads us to assign the four bands in the 
stronger progression as the 6nn  (n = 1 to 4) sequence bands. Our calculations indicate that 
these bands should have a negligible boron-10 isotope shift, as is observed.  
 It is difficult to make an assignment for the band at 22414.0 cm-1, 23.9 cm-1 above 
the origin, based solely on the ab initio frequencies, because the calculated shifts for the 
3, ν4 and ν5 sequence bands are +19, +24 cm-1 and +27 cm-1 respectively. Our Franck-
Condon calculations suggest that the 113  and 
1
14  bands should occur with approximately 
comparable intensities in this region while the 115  band would be expected to be much 
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weaker due to unfavorable Boltzmann factors. Consideration of our SVL emission spectra 
shows that the 22414.0 cm-1 feature should be assigned as due to overlapping 113  and 
1
14  
bands and further weak bands in the ~108 cm-1 progression must be 11 13 6
n / 11 14 6
n  (n = 1 to 3) 
sequence bands. Finally, a very weak band ~24 cm-1 above 113 /
1




24  sequence bands for both isotopologues. The isotope shifts of all the assigned 
sequence bands are very small, as expected from our ab initio vibrational frequencies 
(Table 7-2). The measured frequencies (determined at the Q branch head) for all the LIF 
bands of both boron isotopologues are summarized in Table 7-3. 
 A high-resolution LIF spectrum of the B̃ - X̃ transition 0-0 band of F210BO was 
recorded in the region of 22378.5 – 22400 cm-1. The central portion of this spectrum is 
shown in Figure 7-3 along with a simulation based on the molecular constants obtained 
from our DFT calculations (Table 7-2). In the X̃, Ã, and B̃ states, F2BO is a near-oblate top 
with the a-, b-, and c- inertial axes corresponding to the y-, z-, and x- molecular axes, 
respectively. Thus, the B̃ 2A1 – X̃ 2B2 bands should follow a-type rotational selection rules, 
as determined by the analysis of Mathews.4 Our simulation uses Watson’s A-reduced 
effective Hamiltonian21  including rotation and spin-rotation parameters. Values of the 
rotational (A, B, and C) and spin-rotation constants (aa, bb, and cc) for both states were 
taken from our B3LYP/aug-cc-pVQZ calculations, with the equilibrium rotational 
constants Ae adjusted by the ab initio vibration-rotation parameters to effective A0 etc. 
values. Although centrifugal distortion and nuclear hyperfine constants for both the 
fluorine and boron atoms were calculated ab initio, including these in the simulation did 
not qualitatively change the agreement with the experimental spectrum. The simulation 
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temperature was estimated by qualitative agreement with experiment to be ~32K and the 
line width was fixed at the laser value of 0.04 cm-1. 
7.3.3. Emission Spectra 
 SVL emission spectra were recorded by pumping a strong feature (usually the Q-
branch maximum) in the LIF spectrum and dispersing the resulting fluorescence. Pumping 
the 00
0  B̃ – X̃ transition showed emission down to various vibrational levels in both the X̃ 
and Ã states as shown in Figure 7-4. The corresponding Franck-Condon (FC) simulation, 
which helps validate our assignments, is also shown in the Figure. Four very weak bands 
appear within 2000 cm-1 of the laser line and are readily assigned as transitions to the 31, 
62, 21 and 11 ground state levels. These transitions are predicted in the FC simulation, 
although 21 is rather weaker than is observed. The first three transitions show little boron 
isotope effect, while the 011  band shifts 49 cm
-1 to lower energy with 10B, precisely as 
expected from the ab initio results (see Table 7-2).  
 The B̃ – Ã 000  band occurs at 17171 cm
-1 (see Figure 7-4), identical to the previously 
reported value,3 confirming a low lying Ã state 5218 cm-1 above the ground state. The B̃ 00 
level emits down to several vibrational levels in the Ã state and the FC simulation matches 
the frequencies and intensities very satisfactorily (see Figure 7-4). In addition to the 011 , 
0
12
, and 013  bands, transitions down to a few overtone and combination levels in the Ã state 
were also observed. The full list of emission bands observed by exciting the 000  B̃ – X̃ band 
is given in Table 7-4 and a more complete list of all other observed emission transitions is 
given in the supplementary materials.22 
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 The emission spectra obtained from laser excitation of the sequence bands are more 
complicated than expected for SVL excitation. After considerable effort, we have 
concluded that the B̃ state 31 and 61 levels must be Coriolis-coupled (they are calculated to 
be only 16 cm-1 apart), as the 116  band emission spectrum shows clear evidence of 
transitions from the 31 level. This hypothesis is supported by the observation of transitions 
to the same Ã and X̃ state levels after laser excitation of the overlapping 113 /
1
14  bands, again 
due to 31/61 coupling. Analysis of these spectra gave further information on the vibrational 
levels in the various states, as summarized in Table 7-5. For example, the difference 
between the 103  B̃  Ã band at 17652 cm
-1 (observed on B̃  X̃ 116  excitation) and the B̃ – Ã 
0
00  band at 17171 cm
-1 gave a value of 3 = 481 cm-1 for the B̃ state. The 6 frequency in 
the B̃ state was estimated by first halving the 62 interval in the ground state (X̃ 6   = 0.5*772 
= 386 cm-1) and then forming the difference between the B̃  X̃ transitions: 116   
0
00  + 6   
= 22499.8  22388.9 + 386 = 497 cm-1. It is apparent that we have obtained quite an 
extensive amount of vibrational data for the X̃ and Ã states, but very little for the B̃ state, 
due to the very restrictive Franck-Condon factors in the LIF spectra. 
7.4. Discussion 
7.4.1. Electronic States and Vibrational Energy Levels 
 The calculated CCSD(T)/aug-cc-pVQZ F211BO Ã state T0 = 5152 cm-1, only 66 cm-
1 lower than our experimental value, with a predicted isotope shift of 1 cm-1 or less, entirely 
in agreement with the experimental value of 0.0 cm-1. Theory predicts the B̃ state T0 = 
22403 cm-1, a mere 13 cm-1 above the experimental value. The atypical accuracy of the ab 
initio calculations in predicting the excited state energies is attributable to the very small 
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changes in the molecular geometry on electronic excitation and the single reference nature 
of each of the states (small T1 diganostic). 
 The vibrational fundamentals measured in this work (Table 7-5) are very consistent 
with our CCSD(T)/aug-cc-pVTZ vibrational frequencies (Table 7-2). Experimentally, we 
observed large boron isotope shifts for ν1 (44 - 48 cm-1) and small shifts (0 - 3 cm-1) for the 
other modes, precisely as is predicted theoretically. Since we have determined the three 
fundamentals of a1 symmetry for both isotopologues in the X̃ and Ã states, we can use the 
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 (7.1) 
where the asterisks refer to the F210BO species, and M is the total mass. The masses give a 
ratio of 1.0405 compared to ground and first excited state frequency ratios of 1.0391 and 
1.0330, respectively. Considering that the isotope effects are quite small and that a 
difference of 1-2 cm-1 (our measurement error is probably 1-3 cm-1) can shift the frequency 
ratio significantly, the agreement is acceptable.  
 We have not identified any features in the LIF or emission spectra that could 
definitely be assigned as vibronically induced bands, which would have v = odd for 
nontotally symmetric vibrational modes. Initially we thought that some bands such as that 
at 17655 cm-1 ( 114  excitation) could be B̃  Ã 
1
06  but such assignments inevitably led to 
unreasonable anharmonicities or other complications with the more solidly identified 
vibronically allowed transitions. In the end, the only satisfactory premises were that the B̃ 
state 31 and 61 levels are strongly mixed by Coriolis coupling and that the3 4n nn n  transitions 
overlap in the LIF spectra. With these two working hypotheses, the observed emission 
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spectra were satisfactorily assigned, with internal consistency, reasonable isotope effects 
and good agreement with theory. 
7.4.2. The High Resolution Spectrum and Molecular Geometry 
The simulation of the high resolution 0-0 band spectrum (Figure 7-3) using purely 
ab initio parameters is quite satisfactory, indicating that the ground and excited state 
parameters obtained from theory must be reliable. Of the ab initio spectroscopic parameters 
calculated (spin-rotation, centrifugal distortion, and hyperfine), only the spin-rotation 
constants had an appreciable effect on the simulation of the rotational contour of the B̃ – X̃ 
transition. The observed spectrum (Figure 7-3) shows partially resolved spin-rotation 
splittings for even the lowest values of the rotational quantum number N. In the X̃ state, all 
three spin-rotation constants are negative, while in the B̃ state they all are positive (see 
Table 7-2). The magnitude of εaa changes by more than an order of magnitude from the X̃ 
state (-0.26893 × 10-3 cm-1) to the B̃ state (6.9838 × 10-3 cm-1), but makes the least change 
to the appearance of the simulation when removed. The value of εbb changes from very 
large and negative (-16.266 × 10-3 cm-1) in the X̃ state to very small and positive (0.18728 
× 10-3 cm-1) in the B̃ state, and does have an effect on the appearance of the simulation. The 
εcc constants are similar in magnitude in the X̃ (-3.1215 × 10-3 cm-1) and B̃ (2.8025 × 10-3 
cm-1) states and also have a significant effect on the overall appearance of the simulation. 
 The success of the simulation of the high resolution spectrum indicates that the ab 
initio geometries must be quite reliable in the B̃ 2A1 and X̃ 2B2 states of F2BO. Our 
calculations are also consistent with a simple Lewis structure model of the ground 
electronic state of F2BO consisting of B-F and B-O single bonds and a single unpaired 
electron residing in an in-plane p orbital on the oxygen atom. The calculated B-F bond 
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length of 1.314 Å is slightly longer than the experimental B-F distance of 1.30704(5) Å in 
BF3.24 The calculated B-O bond length is 1.365 Å, which is much longer than in FBO, 
1.2072(7) Å25, which possesses a B-O double bond, but very close to the B-O bond length 
of 1.352 Å in H2BOH26. In fact, the B-O and B-F bond lengths in F2BO are very similar to 
those of the planar F2BOH molecule, which has a B-O bond length of 1.3459(4) Å, and B-
F bond lengths of 1.322(6) Å for the fluorine cis to the hydrogen and 1.314(6) Å for the 
trans fluorine.27  
7.5. Conclusion 
 We report the first observation of the LIF spectrum of the B̃ – X̃ transition of jet 
cooled F2BO. Our combined experimental and ab initio results prove that the emission 
spectra previously studied by Mathews are in fact due to F2BO3,4 and greatly extend our 
knowledge of this unusual free radical. Our SVL emission spectra show that, as suggested 
previously,6,8 two electronic transitions are involved, the B̃ 2A1 – X̃ 2B2 band system with 
0
00  = 22390 cm
-1 and the B̃ 2A1 – Ã 2B1 bands with 
0
00  = 17172 cm
-1. All theoretical and 
experimental indications are that the radical is of planar C2v symmetry in all three 
combining states. Simulations of the high resolution B̃ X̃ 000  spectrum and of the Franck-
Condon profiles of the absorption and emission spectra from our ab initio parameters show 
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Table 7-1: Ab initio geometric parameters of F2BO in its first three electronic states 
of doublet multiplicity. The upper values are from CCSD(T) calculations, and the 
lower values in brackets are from DFT calculations. 
 


























Table 7-2: Ab initio CCSD(T) and [B3LYP] values of the vibrational, rotational and 
spin-rotation parameters for the boron isotopologues of F2BO.  
 X̃ 2B2  Ã 2B1  B̃ 2A1 
Parametera F211BO F210BO  F211BO F210BO  F211BO F210BO 
Te {T0}  
 



















































































































































 [251.43] [251.43]  [6.9835] [6.9838] 
εbb × 103 [-16.266] [-16.266]  [-5.9338] [-5.9341]  [0.18728] [0.18728] 
εcc × 103 [-3.1214] [-3.1215]  [0.073270] [0.073272]  [2.8025] [2.8025] 
 
a All quantities in cm-1. 
b Vibrational modes 1 and 2 both involve motion of the fluorine and oxygen atoms, so 
these descriptions are approximate.  
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Table 7-3. Observed vibronic bands in the LIF spectra of the B̃ 2A1 – X̃ 2B2 transition 
of the boron isotopologues of F2BO.  
















0  + 23.9  22413.7 00
0  + 24.8 
2
23 / 42
2  22437.5 
1
13 / 41





1  22498.9 00
0  + 108.8  22497.7 00
0  + 108.8 
1 1
1 13 6 / 41
161
1  22523.4 61
1  + 24.5  22523.3 61
1  + 25.6 
62
2  22607.4 61
1  + 108.5  22606.2 61
1  + 108.5 
1 2
1 23 6 / 41
162
2  22632.5 62
2  + 25.1  22632.5 62
2  + 26.3 
63
3  22715.2 62
2  + 107.8  22713.9 62
2  + 107.7 
1 3
1 33 6 / 41
163
3  22740.0 63
3  + 24.8  22739.8 63
3  + 25.9 
64
4  22821.6 63
3  + 106.4  22820.7 63





Table 7-4. Emission bands observed by pumping the 00
0  B̃ – X̃ transition of F2BO.  
 F211BO  F210BO 
Assignment Transition (cm-1) Interval (cm-1)  Transition (cm-1) Interval (cm-1) 
B̃ – X̃a 
00
0  22389 …  22390 … 
31
0  21926 ν3 = 463  21924 ν3 = 466 
6\s\up8(0
0
 21617 26 = 772  21616 26 = 773 
21
0  21513 ν2 = 876  21514 ν2 = 875 
11
0  20962 ν1 = 1427  20914 ν1 = 1475 
B̃ – Ãb 
00
0  17171 X̃ 00 + 5218  17173 X̃ 00 + 5217 
31
0  16679 ν3 = 492  16680 ν3 = 493 
21
0  16314 ν2 = 857  16317 ν2 = 856 
32




 15827 ν2 + 487  15827 ν2 + 490 
11
0
 15800 ν1 = 1371  15758 ν1 = 1415 
33
0
 15690 2ν3 + 497  15689 2ν3 + 498 
22
0




 15304 ν1 + 496  15262 ν1 + 496 
218 








a Vibrational intervals are for the X̃ state.  
b Vibrational intervals are for the Ã state. 
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Table 7-5: Summary of the observed vibrational intervals (in cm-1) for the various 
electronic states of F2BO. 
 X̃ 2B2  Ã 2B1  B̃ 2A1 
 F211BO F210BO   F211BO  F210BO  F211BO F210BO 
T0 0 0  5218 5217  22389 22390 
1 1427 1475  1371 1415    
2 876 875  857 856    
3 463 466  492 493  481 481 
6 386 387  455 453  497 495 
22    1711 1713    
23 929 930  985 988    
33  1390  1481 1484    
43    1969 1973    
26 772 773  910 908    
36 1163 1163   1357    
46 1550 1548       
1 + 3 1892 1938  1861 1907    
1 + 6 1814 1860  1823 1866    
2 + 3 1334   1343 1347    
2 + 6 1266 1260  1308 1308    
3 + 6 851 850  949 947    
1 + 23  2400  2359     
220 
1 + 26 2199 2247   2324    
2 + 26  1644  1762 1760    
3 + 26  1236  1403 1403    
23 + 6  1311  1438 1441    
2 + 3 + 6    1800 1797    
1 + 3 + 6  2319  2324     
3 + 36     1852    
33 + 6    1929 1932    





Figure 7-1: Low resolution spectra of a portion of the B̃ 2A1 – X̃ 2B2 transition of F2BO (in 
natural abundance) obtained using three different LIF detection schemes. The spectrum in 




1  F2BO bands are evident, however the region is contaminated with BO2 
bands (denoted with asterisks). The spectrum in panel b was obtained using a time-gate 3.0 
μs after the laser. Most of the BO2 bands are absent due to the shorter fluorescence lifetime 
of BO2 relative to F2BO. In panel c, the LIF sync-scan method (see text) was used to record 
the spectrum. The monochromator offset was selected to be 5218 cm-1 (the Ã 00 – X̃ 00 
separation), which eliminates the BO2 bands but also reduces the sequence band intensities 
since their upper states do not emit down to the Ã 00 level.   
222 
 
Figure 7-2: The low-resolution LIF spectrum of the B̃ 2A1 – X̃ 2B2 transition of F2BO (in 
natural abundance) in the 22370 – 22870 cm-1 region. The spectrum was obtained using a 
time-gate 3.0 μs after the laser. The 00
0  band and the various sequence band assignments 





Figure 7-3. The central portion of the high-resolution LIF spectrum of the B̃ 2A1 – X̃ 2B2 00
0  
transition of F210BO. The upper trace is the observed spectrum, showing the Q-branch and 
portions of the P- and R- branches. The lower trace is a simulation using an effective 






Figure 7-4. The single vibrational level (SVL) emission spectrum recorded by pumping the 
B̃ 2A1 – X̃ 2B2 00
0  band of F210BO. The B̃ 00 level emits down to vibrational levels in both 
the X̃ and Ã states. The upper trace shows Franck-Condon (FC) simulations of the emission 
spectra. The simulations involved calculating the B̃ – X̃ and B̃ –Ã spectra separately, so 
there is a break in the spectrum at 19000 cm-1. In the experiment, the detector gain was 
decreased in the region of the B̃ – X̃ 00
0  band to avoid saturation by scattered laser light, 
artificially decreasing the intensity of the 00
0  band. To compensate, the B̃ – X̃ FC simulation 
intensity was increased by a factor of three to more closely match the intensities of the 
weaker bands in the spectrum. The lower state levels of the stronger transitions are 
identified. 
 Copyright © Robert A. Grimminger 2014 
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Appendix A: Supplementary tables for HPS 
Table A-1. The ground and excited state potential energy constants for HPS. 
ijk 
 
X̃ 1A′ Ã 1A″ ijk X̃ 1A′ Ã 1A″ 
002 0.1080523971 0.0639958172 113 0.0004336850 0.0043738217 
011 0.0402756155 0.0210833308 122 0.0021774855 0.0279287733 
020 0.1434656570 0.0778289096 131 -0.0069249897 0.0040645900 
101 -0.0115776322 0.0068767324 140 -0.0003474817 0.0004034238 
110 0.0086580825 0.0081335567 203 -0.0077494643 -0.0167170759 
200 0.0953203923 0.0966084115 212 0.0075319968 -0.0145241561 
003 -0.0249231616 -0.0233299688 221 0.0058922680 -0.0025645983 
012 -0.0645938713 0.0132972990 230 -0.0002918979 0.0013775851 
021 -0.0227990092 -0.0241421580 302 -0.0023642258 -0.0023148775 
030 -0.1267719889 -0.0674465799 311 -0.0024558849 0.0079984394 
102 -0.0056640343 -0.0133914372 320 0.0018676866 -0.0047970622 
111 -0.0029572301 -0.0143661400 401 0.0002550648 -0.0000406347 
120 -0.0082391897 -0.0079079221 410 -0.0008939366 -0.0001170718 
201 -0.0007866684 -0.0017241083 500 -0.0225412786 -0.0238623944 
210 0.0051154585 0.0081678380 006 -0.0376184357 -0.0226060428 
300 -0.0877208253 -0.0906919251 015  -0.0156331032 
004 0.0079320671 -0.0037301493 024 0.0100364157 0.0443393559 
013 0.0230287954 0.0239197312 033  -0.0082126406 
226 
022 0.0163003173 -0.0318058304 042  0.0244427596 
031 0.0029596963 0.0123393637 060 0.0057391248 0.0035427938 
040 0.0692843613 0.0410789328 105  0.0174388144 
103 -0.0031469597 0.0092792494 114 -0.0319206976 0.0072219153 
112 0.0047590598 -0.0076215928 123  -0.0325438973 
121 0.0097129591 0.0047628626 132  -0.0096840840 
130 0.0030605910 0.0022704472 141  -0.0013137359 
202 -0.0074141888 -0.0031287349 204  0.0149333264 
211 -0.0042353209 0.0070077786 213  0.0134833353 
220 -0.0018679521 -0.0077154690 222  0.0170045903 
301 0.0023669068 -0.0015197312 231  -0.0082732683 
310 -0.0010827659 0.0035365739 240  0.0025319174 
400 0.0517002437 0.0515797174 303  0.0013301395 
005 0.0117703743 0.0219885719 312  0.0067199714 
014 0.0005924968 -0.0069792053 321  -0.0047030963 
023 -0.0134884195 -0.0083732562 330  -0.0002599319 
032 -0.0044122506 -0.0232989853 402  -0.0003761957 
041 -0.0008783584 -0.0010756898 411  -0.0079431078 
050 -0.0288758532 -0.0183182279 420  0.0044866749 
104 0.0053175402 -0.0185817550 600 0.0050700246 0.0058282516 
   007 0.0073219194 -0.0079148337 
   115 0.0372190492  
227 





Table A-2. Vibrational energy levels of HPS in the X̃ 1A′ state 
  









with RVIB3 Difference 
0 0 1 677.8 677.8 0.0 
0 1 0 887.7 887.0 0.6 
0 0 2 1349.8 1349.8 0.0 
0 1 1 1561.9 1561.3 0.6 
0 2 0 1769.2 1767.0 2.3 
0 0 3 2016.2 2016.2 0.0 
1 0 0 2170.2 2170.6 -0.4 
0 1 2 2230.5 2229.9 0.6 
0 2 1 2440.0 2437.8 2.2 
0 3 0 2644.7 2639.3 5.4 
0 0 4 2676.8 2676.8 0.1 
1 0 1 2849.8 2850.3 -0.5 
0 1 3 2893.3 2892.8 0.5 
1 1 0 3043.5 3042.6 0.8 
0 2 2 3105.0 3102.9 2.1 
229 
0 3 1 3312.0 3306.6 5.3 
0 0 5 3331.8 3331.6 0.2 
0 4 0 3514.1 3503.7 10.4 
1 0 2 3523.8 3524.0 -0.3 
0 1 4 3550.5 3550.2 0.3 
1 1 1 3719.6 3718.6 1.0 
0 2 3 3764.4 3762.4 2.0 
1 2 0 3910.7 3906.8 3.9 
0 3 2 3973.5 3968.4 5.2 
0 0 6 3981.0 3980.6 0.4 
0 4 1 4177.9 4167.7 10.2 
1 0 3 4192.0 4190.8 1.2 
0 1 5 4201.9 4203.0 -1.0 
2 0 0 4243.2 4245.2 -2.0 
0 5 0 4377.4 4360.0 17.4 
1 1 2 4390.1 4388.4 1.7 
0 2 4 4418.0 4416.6 1.4 
1 2 1 4583.3 4579.0 4.3 
0 0 7 4624.6 4623.9 0.7 
0 3 3 4629.4 4624.6 4.8 
1 3 0 4771.8 4762.6 9.3 
0 4 2 4835.9 4826.0 9.9 
230 
0 1 6 4847.7 4843.9 3.7 
1 0 4 4854.6 4857.9 -3.3 
2 0 1 4924.7 4927.3 -2.5 
0 5 1 5037.7 5020.5 17.1 
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Table A-3. Vibrational energy levels of DPS in the X̃ 1A′ state 
 









with RVIB3 Difference 
0 1 0 647.6 647.4 0.2 
0 0 1 677.9 678.0 0.0 
0 2 0 1292.1 1291.2 1.0 
0 1 1 1322.8 1322.7 0.2 
0 0 2 1350.2 1350.2 0.0 
1 0 0 1581.4 1581.7 -0.3 
0 3 0 1933.6 1931.1 2.5 
0 2 1 1964.7 1964.0 0.7 
0 1 2 1992.4 1992.3 0.1 
0 0 3 2016.7 2016.7 0.0 
1 1 0 2221.9 2221.7 0.2 
1 0 1 2260.9 2261.2 -0.3 
0 4 0 2572.0 2566.9 5.0 
0 3 1 2603.4 2601.5 1.9 
0 2 2 2631.5 2631.1 0.4 
232 
0 1 3 2656.2 2656.1 0.0 
0 0 4 2677.5 2677.4 0.1 
1 2 0 2859.2 2857.9 1.3 
1 1 1 2898.6 2898.3 0.3 
1 0 2 2934.6 2934.9 -0.3 
2 0 0 3112.7 3113.9 -1.2 
0 5 0 3207.3 3198.4 8.9 
0 4 1 3239.1 3235.1 4.0 
0 3 2 3267.5 3266.3 1.2 
0 2 3 3292.6 3292.5 0.1 
0 1 4 3314.3 3314.3 0.0 
0 0 5 3332.7 3332.4 0.2 
1 3 0 3493.5 3490.1 3.5 
1 2 1 3533.3 3531.9 1.4 
1 1 2 3569.6 3569.2 0.4 
1 0 3 3602.6 3602.9 -0.3 
2 1 0 3746.0 3746.6 -0.6 
2 0 1 3793.6 3795.2 -1.6 
0 6 0 3839.6 3825.5 14.1 
0 5 1 3871.7 3864.4 7.3 
0 4 2 3900.5 3897.6 2.9 
0 3 3 3925.9 3925.4 0.6 
233 
0 2 4 3948.0 3948.2 -0.2 
0 1 5 3966.7 3966.7 0.0 
0 0 6 3982.1 3981.6 0.4 
1 4 0 4124.8 4117.9 6.9 
1 3 1 4164.9 4161.6 3.3 
1 2 2 4201.6 4200.1 1.4 
1 1 3 4234.9 4234.4 0.6 
1 0 4 4264.9 4265.1 -0.2 
2 2 0 4376.2 4375.1 1.1 
2 1 1 4424.2 4424.6 -0.4 
0 7 0 4468.7 4447.9 20.9 
2 0 2 4468.8 4470.7 -1.8 
0 6 1 4501.3 4489.3 12.0 
0 5 2 4530.4 4524.7 5.8 
0 4 3 4556.2 4554.4 1.8 
0 3 4 4578.7 4578.7 -0.1 
3 0 0 4593.8 4596.7 -2.9 
0 2 5 4597.7 4598.2 -0.5 
0 1 6 4613.4 4613.4 0.1 
0 0 7 4625.8 4625.0 0.7 
1 5 0 4753.0 4741.1 11.9 
1 4 1 4793.4 4787.0 6.4 
234 
1 3 2 4830.5 4827.3 3.2 
1 2 3 4864.2 4862.6 1.5 
1 1 4 4894.5 4893.8 0.8 
1 0 5 4921.5 4921.5 0.0 




Table A-4. Vibrational energy levels of HPS in the Ã 1A″ state 
 





















0 0 1 499.8 499.8 11791.2 11791.2 0.0 
0 1 0 674.8 674.3 11966.2 11965.7 0.5 
0 0 2 995.2 995.3 12286.6 12286.7 -0.1 
0 1 1 1171.8 1171.3 12463.2 12462.7 0.5 
0 2 0 1340.2 1339.3 12631.6 12630.7 0.9 
0 0 3 1486.3 1486.4 12777.7 12777.8 -0.1 
0 1 2 1664.4 1664.0 12955.8 12955.4 0.4 
0 2 1 1834.4 1833.1 13125.8 13124.5 1.3 
0 0 4 1973.0 1973.2 13264.4 13264.6 -0.2 
0 3 0 1996.3 1995.0 13287.7 13286.4 1.3 
0 1 3 2152.7 2152.5 13444.1 13443.9 0.2 
1 0 0 2172.1 2167.7 13463.5 13459.1 4.4 
0 2 2 2324.3 2322.9 13615.7 13614.3 1.4 
0 0 5 2455.4 2455.7 13746.8 13747.1 -0.3 
0 3 1 2487.7 2485.3 13779.1 13776.7 2.4 
236 
0 1 4 2636.7 2636.7 13928.1 13928.1 0.0 
0 4 0 2643.0 2641.8 13934.4 13933.2 1.2 
1 0 1 2672.8 2668.6 13964.2 13960.0 4.2 
0 2 3 2809.8 2808.6 14101.2 14100.0 1.2 
1 1 0 2830.0 2823.0 14121.4 14114.4 7.0 
0 0 6 2933.4 2933.8 14224.8 14225.2 -0.4 
0 3 2 2974.8 2971.9 14266.2 14263.3 2.9 
0 1 5 3116.3 3116.7 14407.7 14408.1 -0.4 
0 4 1 3131.6 3128.0 14423.0 14419.4 3.6 
1 0 2 3169.3 3165.1 14460.7 14456.5 4.2 
0 5 0 3280.3 3279.6 14571.7 14571.0 0.7 
0 2 4 3291.0 3290.3 14582.4 14581.7 0.7 
1 1 1 3328.0 3321.2 14619.4 14612.6 6.8 
0 0 7 3407.1 3407.6 14698.5 14699.0 -0.5 
0 3 3 3457.5 3454.8 14748.9 14746.2 2.7 
1 2 0 3478.6 3468.3 14770.0 14759.7 10.3 
0 1 6 3591.5 3592.4 14882.9 14883.8 -0.9 
0 4 2 3615.9 3611.0 14907.3 14902.4 4.9 
1 0 3 3661.3 3657.3 14952.7 14948.7 4.0 
0 5 1 3766.1 3761.2 15057.5 15052.6 4.9 
0 2 5 3767.8 3767.9 15059.2 15059.3 -0.1 
1 1 2 3821.6 3815.3 15113.0 15106.7 6.3 
237 
0 0 8 3876.4 3876.9 15167.8 15168.3 -0.5 
0 6 0 3908.2 3908.9 15199.6 15200.3 -0.7 
0 3 4 3935.9 3934.0 15227.3 15225.4 1.9 
1 2 1 3973.8 3963.4 15265.2 15254.8 10.4 
0 1 7 4062.4 4063.8 15353.8 15355.2 -1.4 
0 4 3 4095.9 4090.9 15387.3 15382.3 5.0 
1 3 0 4117.8 4104.0 15409.2 15395.4 13.8 
1 0 4 4149.1 4145.1 15440.5 15436.5 4.0 
2 0 0 4237.4 4216.5 15528.8 15507.9 20.9 
0 5 2 4247.7 4240.2 15539.1 15531.6 7.5 
0 2 6 4240.3 4241.5 15531.7 15532.9 -1.2 
1 1 3 4310.9 4305.2 15602.3 15596.6 5.7 
0 0 9 4341.4 4341.8 15632.8 15633.2 -0.4 
0 6 1 4391.3 4385.2 15682.7 15676.6 6.1 
0 3 5 4410.0 4409.3 15701.4 15700.7 0.7 
1 2 2 4464.6 4454.6 15756.0 15746.0 10.0 
0 7 0 4526.8 4529.7 15818.2 15821.1 -2.9 
0 1 8 4529.0 4530.8 15820.4 15822.2 -1.8 
0 4 4 4571.5 4567.5 15862.9 15858.9 4.0 
1 3 1 4610.2 4595.3 15901.6 15886.7 14.9 
1 0 5 4632.5 4628.8 15923.9 15920.2 3.7 
0 2 7 4708.4 4710.7 15999.8 16002.1 -2.3 
238 
0 5 3 4724.8 4716.9 16016.2 16008.3 7.9 
2 0 1 4739.2 4718.4 16030.6 16009.8 20.8 
1 4 0 4747.6 4730.5 16039.0 16021.9 17.1 
1 1 4 4795.9 4790.8 16087.3 16082.2 5.1 
0 0 
1
0 4802.1 4802.5 16093.5 16093.9 -0.4 
2 1 0 4878.5 4850.3 16169.9 16141.7 28.2 
0 6 2 4870.1 4859.9 16161.5 16151.3 10.2 
0 3 6 4879.7 4880.8 16171.1 16172.2 -1.1 
1 2 3 4951.2 4942.0 16242.6 16233.4 9.2 
0 1 9 4991.2 4993.5 16282.6 16284.9 -2.3 
  
239 
Table A-5. Vibrational energy levels of DPS in the Ã 1A″ state 
 





















0 1 0 491.2 490.2 11810.6 11809.6 1.0 
0 0 1 500.5 501.4 11819.9 11820.8 -0.9 
0 2 0 980.8 977.9 12300.2 12297.3 2.9 
0 1 1 988.0 986.6 12307.4 12306.0 1.4 
0 0 2 995.1 999.1 12314.5 12318.5 -4.0 
0 3 0 1468.6 1460.5 12788.0 12779.9 8.1 
0 2 1 1473.8 1470.2 12793.2 12789.6 3.7 
0 1 2 1478.9 1481.1 12798.3 12800.5 -2.2 
0 0 3 1483.9 1493.1 12803.3 12812.5 -9.2 
1 0 0 1583.5 1582.1 12902.9 12901.5 1.4 
0 4 0 1954.8 1935.3 13274.2 13254.7 19.5 
0 3 1 1958.0 1952.9 13277.4 13272.3 5.1 
0 2 2 1961.0 1960.2 13280.4 13279.6 0.8 
0 1 3 1963.9 1972.5 13283.3 13291.9 -8.6 
0 0 4 1966.7 1983.3 13286.1 13302.7 -16.6 
240 
1 1 0 2069.5 2063.9 13388.9 13383.3 5.6 
1 0 1 2081.6 2083.6 13401.0 13403.0 -1.9 
0 5 0 2439.3 2402.4 13758.7 13721.8 36.9 
0 4 1 2440.4 2432.6 13759.8 13752.0 7.9 
0 3 2 2441.4 2435.4 13760.8 13754.8 6.0 
0 2 3 2442.3 2449.7 13761.7 13769.1 -7.4 
0 1 4 2443.0 2460.7 13762.4 13780.1 -17.6 
0 0 5 2443.7 2469.9 13763.1 13789.3 -26.2 
1 2 0 2553.7 2541.8 13873.1 13861.2 11.9 
1 1 1 2563.9 2561.5 13883.3 13880.9 2.3 
1 0 2 2573.9 2581.2 13893.3 13900.6 -7.3 
0 6 0 2922.1 2862.2 14241.5 14181.6 60.0 
0 5 1 2921.2 2902.8 14240.6 14222.2 18.4 
0 4 2 2920.2 2909.3 14239.6 14228.7 10.8 
0 3 3 2919.0 2925.8 14238.4 14245.2 -6.8 
0 2 4 2917.7 2933.7 14237.1 14253.1 -16.0 
0 1 5 2916.3 2946.2 14235.7 14265.6 -29.9 
0 0 6 2914.7 2952.9 14234.1 14272.3 -38.2 
1 3 0 3036.3 3014.3 14355.7 14333.7 22.0 
1 2 1 3044.4 3037.6 14363.8 14357.0 6.7 
1 1 2 3052.3 3055.3 14371.7 14374.7 -2.9 
1 0 3 3060.2 3075.0 14379.6 14394.4 -14.8 
241 
2 0 0 3112.1 3105.5 14431.5 14424.9 6.6 
0 7 0 3403.3 3314.9 14722.7 14634.3 88.4 
0 6 1 3400.3 3364.0 14719.7 14683.4 36.3 
0 5 2 3397.2 3380.4 14716.6 14699.8 16.8 
0 4 3 3394.0 3397.2 14713.4 14716.6 -3.2 
0 3 4 3390.7 3405.4 14710.1 14724.8 -14.7 
0 2 5 3387.2 3416.9 14706.6 14736.3 -29.7 
0 1 6 3383.6 3428.4 14703.0 14747.8 -44.8 
0 0 7 3379.9 3433.0 14699.3 14752.4 -53.2 
1 4 0 3517.2 3479.7 14836.6 14799.1 37.5 
1 3 1 3523.2 3510.9 14842.6 14830.3 12.4 
242 
Appendix B: Supplemental tables of Emission bands for F2BO 
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a In cm-1. 
b Unassigned F210BO line: 17882(vw) 
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Table B-3. Emission bands observed by pumping the 61
1
  transition.a 
 F211BO F210BO 
61
1
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Table B-5. Emission bands observed by pumping the 62
2
  transition. a 
 F211BO F210BO 
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2








 22517 22514 
32
2




  22054 
33
2
  21961 
64
2

























 17695 17696 
31
2
 17643 17644 
62
2





 17201 17204 
32
2








 16708 16709 
33
2








  16215 
34
2




  15839 
a In cm-1. 













































  16816 
a In cm-1. 
b Unassigned F210BO lines: 22549(w), 17258 (vw),  




Table B-7. Emission bands observed by pumping the 63
3
  transition. a 
 F211BO F210BO 
63
3
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