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Chapitre 2
Pre´ambule
L’objet de cette introduction est de pre´senter les the`mes de recherche,
leurs proble´matiques et les re´sultats obtenus depuis mon recrutement en tant
que maˆıtre de confe´rences a` l’universite´ de Saint-Etienne en 1996.
Les the`mes de recherche aborde´s peuvent paraˆıtre assez e´loigne´s, tant du
point de vue des techniques mathe´matiques utilise´es que du point de vue
des communaute´s scientifiques qui les font avancer. Mes travaux peuvent se
diviser en deux the`mes :
• L’alge`bre line´aire nume´rique.
• La the´orie des ope´rateurs inte´graux.
Le lien entre ces deux domaines se situe dans le domaine de l’approxi-
mation : si l’on ne connait pas de solution exacte explicite d’une e´quation
d’ope´rateur, on recherche une approximation de cette solution. Cette re-
cherche aboutit a` la re´solution d’un syste`me line´aire dont la dimension peut
eˆtre tre`s grande. On a le meˆme phe´nome`ne pour ce qui concerne la re-
cherche d’e´le´ments spectraux d’un ope´rateur. Si on ne peut pas acce´der a`
ces e´le´ments par la the´orie, on fait de l’approximation pour obtenir a` la fin
un proble`me spectral en dimension finie dont la re´solution est un proble`me
d’alge`bre line´aire (conditionnement, stabilite´ nume´rique, erreur directe et in-
verse, algorithmes de re´solution).
L’alge`bre line´aire nume´rique fut le cadre de ma the`se de doctorat,
de´die´e aux proprie´te´s spectrales des ope´rateurs de Sylvester, endomorphismes
d’espaces matriciels. J’ai tout naturellement utilise´ mes connaissances, mes
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compe´tences et mon savoir faire de´veloppe´s pendant ces anne´es de forma-
tion par la recherche pour attaquer un nouveau proble`me lie´ a` une notion
apparue dans les anne´es 1990 et qui a connu un grand succe`s dans la commu-
naute´ de l’alge`bre line´aire nume´rique. Cette notion est celle de pseudospectre
qui ge´ne´ralise celle de spectre. A cette notion est lie´e celle de rayon de
stabilite´. Les pseudospectres peuvent eˆtre conside´re´s comme des outils de
localisation des valeurs propres. On constate que, pour certaines matrices
pathologiques, la de´termination du pseudospectre est couˆteuse et entache´e
d’erreurs importantes. Aussi est-il le´gitime de chercher a` construire des en-
sembles qui localisent le spectre et dont la de´termination est aise´e (suˆre et
peu couˆteuse). Les ensembles de´finis comme des ǫ-voisinages des racines du
polynoˆme caracte´ristique sont des candidats a` cet emploi. A partir de ceux-
ci on peut de´finir d’autres candidatures lie´es au polynoˆme caracte´ristique.
Sur les the`mes aborde´s ci-dessus , j’ai co-dirige´e avec Mario Ahues la the`se
de Doctorat de Muzafar HAMA soutenue en avril 2009 sous le titre Valeurs
propres de matrices : localisation par ensembles et triangularisation par des
me´thodes du type Newton.
Je me suis ensuite tout naturellement tourne´e vers un nouveau proble`me,
celui du calcul de valeurs propres de polynoˆme de matrices. Ce sujet s’est
de´veloppe´ tre`s re´cemment. Les re´sultats obtenus pour les pseudospectres de
matrices ne sont pas ge´ne´ralisables de manie`re e´vidente aux cas de pseudos-
pectres de polynoˆmes de matrices. Il y a aussi des questions spe´cifiques a` ces
proble`mes qui n’ont e´te´ pose´es qu’a` partir des anne´es 2000 et qui n’ont trouve´
de premie`res re´ponses que cinq ans plus tard. Le domaine des proble`mes poly-
nomiaux de valeurs propres est en pleine expansion et beaucoup de proble`mes
restent a` re´soudre. Je de´veloppe une collaboration sur ce sujet avec une e´quipe
de l’universite´ de Manchester dont Nicholas Higham et Franc¸oise Tisseur. J’ai
e´te´ ≪external examiner≫ d’une the`se de doctorat de l’universite´ de Man-
chester dirige´e par Franc¸oise Tisseur et soutenue le 22-08-2005 par Michael
Berhanu sous le titre The polynomial eigenvalue problem.
Paralle`lement et en lien plus direct avec les e´quations matricielles, je me
suis inte´resse´e a` la notion de stabilite´ de Lyapunov, tre`s utile dans la com-
munaute´ de la the´orie du controˆle.
Mon autre domaine de recherche fait partie de la the´orie de l’approxi-
mation des ope´rateurs inte´graux. Si on ne peut pas trouver la ou les
solutions exactes d’une e´quation d’ope´rateur dans un espace fonctionnel par-
ticulier, on cherche une approximation de l’ope´rateur pour laquelle l’e´quation
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associe´e a une solution calculable. Cette re´solution approche´e aboutit alors a`
un syste`me non line´aire ou line´aire. Si on ne connait pas les valeurs propres
et vecteurs propres d’un ope´rateur, on cherche une approximation de ceux-
ci en utilisant une approximation de l’ope´rateur initial. On aboutit alors
a` la recherche d’e´le´ments propres d’une matrice, d’un faisceau de matrices
ou d’un polynoˆme de matrices. Si la matrice intervenant dans ces deux
types de proble`me, est mal conditionne´e, on peut ame´liorer le calcul par des
techniques diverses d’alge`bre line´aire mais c’est souvent couˆteux. On peut
alors agir en amont et choisir une autre facon d’approcher l’ope´rateur ini-
tial pour ame´liorer les re´sultats. Par exemple, les me´thodes de discre´tisation
conduisant a` des matrices diagonales sont particulie`rement appre´cie´es. Ces
conside´rations m’ont conduite a` e´tudier l’approximation d’une e´quation d’ope´rateur
inte´gral par une me´thode d’ondelette vaguelette. La difficulte´ de la mise
en oeuvre nume´rique m’a dirige´e vers l’e´tude d’autres me´thodes. Si l’on
s’inte´resse a` des espaces d’approximation plus classiques tels que les espaces
de fonctions polynoˆmiales par morceaux, il existe des me´thodes de type pro-
jection tre`s performantes. On leur attribue le qualificatif de≪superconvergentes≫.
Dans le cadre d’un projet d’Action en Re´gion de Coope´ration Universi-
taire Scientifique (ARCUS) avec l’Inde, j’ai collabore´ avec une e´quipe de
l’Indian Institute of Technology (I.I.T) de Bombay, dans le but de mettre
en place de nouvelles me´thodes de projection superconvergentes pour trai-
ter les e´quations inte´grales line´aires et non line´aires. Nous avons exploite´ les
performances de ces me´thodes pour proposer
une me´thode a` deux grilles pour calculer l’approximation de Nystro¨m de la
solution d’une e´quation inte´grale line´aire a` moindre couˆt. Dans ces travaux,
nous obtenons des bornes d’erreur sur l’erreur absolue ou relative entre la
solution approche´e et la solution exacte. Dans l’ide´e d’acce´le´rer la conver-
gence par une me´thode d’extrapolation, il est inte´ressant de de´terminer un
de´veloppement asymptotique de la solution approche´e. Cela a e´te´ re´alise´
pour cette nouvelle me´thode dans le cas d’inte´grales re´gulie`res. J’ai pour-
suivi cette collaboration franco-indienne avec un projet CEFIPRA qui nous
a permis d’engager un doctorant Hamza Guebbai, sur le sujet des e´quations
de Fredholm de seconde espe`ce line´aires faiblement singulie`res et singulie`res.
La dernie`re partie de ce me´moire contient une section dont le contenu a de´ja`
e´te´ pre´sente´ dans diffe´rentes manifestations scientifiques mais n’a pas encore
e´te´ publie´. Elle est le re´sultat d’une question tre`s simple. Supposons que l’on
ait a` approcher la solution exacte d’une e´quation fonctionnelle non line´aire
dans un espace d’approximation dont la dimension ne peut pas de´passer n
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pour des raisons de capacite´ de calcul nume´rique. Nous avons deux proble`mes
a` traiter : le passage a` la dimension finie par la discre´tisation de l’e´quation
et la nonline´arite´ du proble`me. On peut choisir de commencer par discre´tiser
l’e´quation fonctionnelle non line´aire. On aboutit alors a` une e´quation non
line´aire en dimension finie que l’on re´sout par une me´thode de type Newton ou
quasi Newton. C’est ce que nous avions fait lors de mon premier travail dans
le domaine des e´quations non line´aires, suivant en cela les mode`les propose´s
par les spe´cialistes du domaine. Il est naturel de se demander ce qu’il se passe
si l’on commence par line´ariser l’e´quation fonctionnelle puis si l’on discre´tise
l’e´quation line´aire obtenue. Cette interrogation nous a amene´ a` de tre`s beaux
re´sultats. La re´ponse a` la question de´pend du type de discre´tisation que l’on
envisage. Dans le cas de la me´thode de Nystro¨m, le fait de commencer par la
line´arisation apporte une ame´lioration. Si la discre´tisation est re´alise´e par la
me´thode de Kantorovitch, l’avantage de line´ariser en premier est encore plus
flagrant.
Chapitre 3
Alge`bre line´aire nume´rique
3.1 Stabilite´ de Lyapunov
Article[32]
A note on the Lyapunov stability of periodic discrete-time systems
Journal of Computational and Applied Mathematics, volume 176,
n2, pp 463-466 (2005)
Dans ce court article, on caracte´rise la stabilite´ des e´quations de Lyapu-
nov pe´riodiques. Cette caracte´risation peut eˆtre vue comme l’analogue du
the´ore`me classique de stabilite´ qui traite le cas de coefficients constants. Les
quantite´s qui interviennent dans notre re´sultat ont l’avantage d’eˆtre facile-
ment calculables avec une bonne pre´cision.
3.2 Le pseudospectre
Le pseudospectre ou ε-spectre est une notion qui, avant d’eˆtre popularise´e
dans les anne´es 90, apparaˆıt de nombreuses fois sous diffe´rentes formes : la no-
tion semble avoir e´te´ invente´e inde´pendamment au moins cinq fois : Landau
(1977), Varah (1979), Godunov at al. (1990, 1991, 1993), Trefethen (1990)
Hinrichsen et Kelb (1993) et Hinrichsen et Pritchard (1992). Ce concept
est motive´ par le calcul nume´rique de valeurs propres : Les algorithmes ef-
ficaces de calcul de valeurs propres de´butent souvent par une transforma-
tion pre´alable de la matrice pour la mettre sous une certaine forme. Cette
ope´ration se traduit par une se´rie de calculs qui, comme ils sont fait avec une
arithme´tique a` pre´cision finie, sont entache´s d’erreur. La matrice sur laquelle
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on applique l’algorithme de calcul de valeurs propres est donc une matrice
proche de la matrice initiale mais diffe´rente. Que repre´sentent alors les valeurs
propres de cette matrice ? La question prend toute son importance quand on
traite des matrices ayant des de´fauts de normalite´ importants. L’analyse de
l’erreur inverse des algorithmes de calcul de valeurs propre a montre´ que
les valeurs propres approche´es sont en fait les valeurs propres exactes d’une
matrice perturbe´e [40].
C’est la` qu’intervient la notion de pseudo valeur propre (terminologie de
Landau) ou ε- valeur propre. Le pseudospectre de la matrice A est l’ensemble
des pseudo valeurs propres qui sont les valeurs propres de toutes les matrices
de´duites de A en ajoutant une perturbation ∆A dont la norme est infe´rieure
ou e´gale a` ε. Cela donne en e´criture mathe´matique :
Λε(A) := {z ∈ C : ∃∆A ∈ Cn×n tels que ‖∆A‖ ≤ ε et z ∈ Λ(A+∆A)}.
Une premie`re constatation peut eˆtre faite : cet ensemble de´pend de la norme
dont on munit l’espace matriciel conside´re´. On est dans un espace de di-
mension finie, donc toutes les normes sont e´quivalentes. Pourtant le choix
de la norme n’est pas anodin. Il donne un ensemble du plan complexe plus
ou moins e´tendu. Pour que cette notion de pseudospectre soit exploitable, il
faut pouvoir de´terminer cet ensemble du plan et le dessiner. Les techniques de
calculs sont de difficulte´s diffe´rentes selon la norme que l’on choisit. L’aticle
qui suit traite de cette question de norme.
Article[4]
Note on the Norm involved in the Definition of the ε-spectrum,
Applied mathematics letters 14 (2001) 393-397
A de´signe une matrice de Cn×n, Λ(A) de´signe son spectre, re(A) son
ensemble re´solvant et ρ(A) son rayon spectral. Il existe plusieurs types de
ge´ne´ralisation de la notion de valeur propre : Pour une valeur propre λ,
A − λI n’est pas inversible. Une valeur propre ”ge´ne´ralise´e” λ˜ peut eˆtre
de´finie comme l’ensemble des nombres complexes tels que la norme de la
re´solvante de A en λ˜ est grande (supe´rieure a`
1
ε
) ou infinie :
Uε(A) := {z ∈ re(A) : ‖(A− zI)−1‖ ≥ 1
ε
} ∪ Λ(A).
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ou` I repre´sente la matrice identite´.
Pour une valeur propre il existe un vecteur non nul pour lequel le re´sidu
est nul. On peut penser a` e´largir la de´finition en de´finissant une valeur
propre ”ge´ne´ralise´e” comme l’ensemble des nombres complexes pour lesquels
le re´sidu reste petit (infe´rieur a` ε).
Sε(A) := {z ∈ C : ∃ϕ ∈ Cn s.t. ‖Aϕ− zϕ‖ ≤ ε}.
Dans [33], l’auteur s’inte´resse a` la qualite´ de l’approximation d’une me´thode
de projection comme la me´thode d’Arnoldi ou de Lanczos. Elle montre qu’au
lieu d’analyser les variations de la norme de la re´solvante, on peut e´tudier
les variations du rayon spectral de (A − zI)−1E ou` E est une matrice de
perturbation. D’ou` l’ide´e dans [4] de de´finir l’ensemble
σε(A) := {z ∈ re(A) : ∃E ∈ Cn×n, ‖E‖ = 1, ρ((A− zI)−1E) ≥ 1
ε
} ∪ Λ(A).
On constate que tous ces ensembles de´pendent d’une norme de l’espace vec-
toriel des matrices. Dans l’article, nous avons montre´ que pour toute norme
matricielle de Cn×n induite par une norme de l’espace vectoriel Cn, les quatre
de´finitions sont e´quivalentes. Pour la norme de Frobe´nius qui n’est pas une
norme subordonne´e a` une norme de Cn, il n’y a pas force´ment e´galite´ entre
ces diffe´rents ensembles.
La norme la plus utilise´e pour de´terminer le pseudo spectre est la norme
spectrale : ‖A‖2 =
√
ρ(A∗A), A∗ e´tant la transpose´e conjugue´e de A (voir
[37] pour l’histoire). Elle a l’avantage de donner le de´finition suivante du
pseudospectre :
Λε(A) := {z ∈ re(A) : σmin(A− zI) ≤ ε} ∪ Λ(A),(3.1)
ou` σmin de´signe la plus petite valeur singulie`re. On comprend bien l’inte´reˆt
nume´rique de cette de´finition. Dans la litte´rature de´die´e au calcul du pseudos-
pectre, on ne trouve qu’un article [18] qui n’utilise pas cette norme spectrale
pour dessiner le pseudospectre.
Dans notre travail [4], nous montrons pourquoi, outre sa facilite´ de calcul,
on se focalise sur cette norme. Comme l’explique tre`s clairement Trefethen,
pour les matrices normales (A∗A = AA∗), les valeurs propres et les vec-
teurs propres permettent de pre´dire le comportement asymptotique de ‖etA‖
quand t → +∞ ou de ‖An‖ quand n → +∞. Par contre ils deviennent
un outil imparfait quand on condide`re des matrices ayant un fort de´faut de
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normalite´, surtout dans les situations ou` le comportement transitoire diffe`re
substantiellement du comportement asymptotique. Dans ces applications, le
pseudospectre est un indicateur plus inte´ressant. Ces propos nous ame`nent a`
de nouvelles conside´rations sur la norme qui intervient dans la de´finition du
pseudospectre. Il est important que le pseudospectre d’une matrice normale
soit proche du spectre. Il est assez raisonnable de proposer que le pseu-
dospecre d’une matrice normale A soit la re´union des boules centre´es en les
valeurs propres de A et de rayon ε. On montre que cette proprie´te´ est ve´rifie´e
pour les normes qui sont unitairement invariantes.
La norme spectrale est a` la fois subordonne´e a` une norme de l’espace Cn et
unitairement invariante. C’est pourquoi, la plupart des applications du pseu-
dospectre se font en choisissant cette norme.
Apre`s ces conside´rations relatives aux diffe´rentes de´finitions du pseudos-
pectre et de leur significations respectives, on s’inte´resse a` la de´termination
de ce sous-ensemble de C. On choisit bien suˆr la norme spectrale, de sorte
que l’on puisse utiliser la de´finition (3.1). Cette de´finition fournit un excellent
moyen de calcul quand la matrice est de petite taille. On utilise l’algorithme
standard de de´composition en valeurs singulie`res aux points d’un maillage
du plan complexe. Quand la matrice est de grande taille, cet algorithme
est trop couˆteux. On utilise des me´thodes de projection sur des espaces de
dimensions plus petites (voir [37]). C’est la proble´matique de l’article suivant.
Article[9]
On-spectra and stability radii Journal of Computational and Ap-
plied Mathematics, Volume 147, Issue 2 15 October 2002 Pages
453-469
Pour de grandes matrices A ∈ Cn×n, on utilise des me´thodes de type sous
espace de Krylov pour approcher le pseudospectre. Le fabuleux outil qu’est
EIGTOOL de´veloppe´ par Trefethen et Wright utilise ce type de me´thode.
Les me´thodes du type sous-espace de Krylov de´terminent les matrices A11 ∈
C
m×m, m < n, et V1 ∈ Cn×m telles que AV1 = V1A11 +R1.
Si on utilise la partition suivante de la matrice A : A :=
(
A11 A12
A21 A22
)
, ou`
A11 ∈ Cm×m et A22 ∈ Cn−m×n−m,
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on peut e´crire
A =
(
V1 V2
)( A11 A12
0 A22
)(
V1 V2
)∗
+R = A0 +R.
La de´composition par blocs pre´ce´dente conduit naturellement a` approcher
le pseudospectre de A par ceux des blocs A11 et A22 comme on le fait pour
le calcul approche´ des valeurs propres. L’objectif de l’article est d’e´tudier la
qualite´ de cette approximation. On de´montre le re´sultat suivant :
The´ore`me 1
Λε(A) ⊂ Λτ(ε)(A11) ∪ Λτ(ε)A22,
ou`
τ(ε) = (ε+ ‖A21‖)
√
1 +
‖A12‖
ε+ ‖A21‖ .
Nous pre´sentons des re´sultats nume´riques avec des matrices ”pathologiques”
de la bibliothe`que test matrix toolbox for matlab [19]. Ils nous confirment la
finesse de l’approximation.
Ces me´thodes du type sous-espace de Krylov sont aussi utilise´es pour
de´terminer le rayon de stabilite´ de matrices de grande taille. Une matrice est
dite stable si et seulement si toutes ses valeurs propres ont une partie re´elle
ne´gative. Cette notion est importante pour e´tudier le comportement asymp-
totique ou les proprie´te´s d’e´quilibre de syste`mes d’e´quations diffe´rentielles.
Elle est particulie`rement e´tudie´e dans le domaine de la the´orie du controˆle.
Le rayon de stabilite´ d’une matrice A, note´e rs(A), mesure la distance entre
une matrice stable et l’ensemble des matrices instables. Sa de´finition mathe´matique
est la suivante :
rs(A) = min
re(z)=0
σmin(A− zI) = 1
maxre(z)=0 ‖(A− zI)−1‖2 .
ou` ‖.‖2 est la norme spectrale et re de´signe la partie re´elle d’un nombre com-
plexe. Le de´fi est ici de minorer le rayon de stabilite´ d’une matrice A a` l’aide
du rayon de stabilite´ de sous matrices et de quantite´s aise´ment calculables.
On pourra e´galement proposer des conditions suffisantes de stabilite´ d’une
matrice mettant en jeu des quantite´s dont le calcul n’est pas trop couˆteux.
Nous obtenons le re´sultat suivant : Si µ de´signe la plus petite valeur propre
de la matrice −A22 + A
∗
22
2
, s1 le rayon de stabilite´ de la matrice A11, s =
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max(s1, µ) a12 = ‖A12‖2, a21 = ‖A21‖2 etA0 =
(
V1 V2
)( A11 A12
0 A22
)(
V1 V2
)∗
avec
(
V1 V2
)
unitaire, on a
The´ore`me 2 Si A11 est instable, alors A0 est instable et
rs(A) ≤ a21
Si A11 est stable et
A22 + A
∗
22
2
est de´finie ne´gative, alors
rs(A0) ≥ min(s1, µ) s√
s2 +
a212
2
+
a12
2
√
4s2 + a212
Si de plus a21 < min(s1, µ)
s√
s2 +
a212
2
+
a12
2
√
4s2 + a212
, alors A est stable et
rs(A) ≥ min(s1, µ) s√
s2 +
a212
2
+
a12
2
√
4s2 + a212
− a21
On a teste´ cette borne sur la discre´tisation du l’ope´rateur de Orr-Sommerfeld
et on a constate´ une meilleure estimation du rayon de stabilite´ que dans l’ar-
ticle [29].
Comme l’exprime R. Erra dans l’introduction de sa the`se de doctorat [8],
au cours du 19-e`me sie`cle la quasi totalite´ des techniques de calcul et de loca-
lisation des valeurs propres passait par le polynoˆme caracte´ristique. Ce n’est
que bien apre`s les travaux de Sylvester (1814-1897) et Cayley (1821-1895) que
l’on calcule les valeurs propres d’une matrice sans passer par le polynoˆme ca-
racte´ristique. Dans la communaute´ de l’alge`bre line´aire nume´rique actuelle,
on a un point de vue tout a` fait oppose´ : on conside`re que l’e´quivalence entre
valeurs propres d’une matrice et ze´ros d’un polynoˆme n’a plus d’importance
pour le calcul des valeurs propres. La raison en est que le calcul du polynoˆme
caracte´ristique est conside´re´ comme instable. Il n’en reste pas moins que
certains algorithmes de calcul de valeurs propres peuvent s’exprimer comme
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une me´thode de calcul des ze´ros de son polynoˆme caracte´ristique. Dans sa
the`se, Robert Erra [8] donne l’exemple de la me´thode QR -la me´thode la plus
populaire de calcul de valeurs propres- qui se trouve eˆtre une interpre´tation
matricielle de la me´thode QD, me´thode de calcul des ze´ros d’un polynoˆme.
Cette vision double d’un meˆme objet peut s’e´tendre a` l’analyse de la sensibi-
lite´ de cet objet. Le pseudospectre est un outil mis en place pour donner des
informations sur la sensibilite´ des valeurs propres d’une matrice alors que la
notion d’ensemble de pseudo ze´ros d’un polynoˆme permet d’avoir une ide´e
sur la sensibilite´ des ze´ros d’un polynoˆme. C’est la raison pour laquelle, on a
juge´ inte´ressant de comparer les deux ensembles.
Dans [31], Mosier de´finit la notion de ”root neighborhoods” d’un po-
lynoˆme p, que l’on peut traduire par voisinages de racines. Ce sont les com-
posantes connexes de l’ensemble des ze´ros de tous les polynoˆmes obtenus par
une perturbation des coefficients de p d’une taille infe´rieure a` ε,
Z(p, ε) = {z ∈ C : ∃q ∈ Pn, q(z) = 0 et ‖p− q‖ ≤ ε},
ou` ‖.‖ est une norme sur Pn qui mesure les perturbations des coefficients de
p, Pn e´tant l’ensemble des polynoˆmes moniques de degre´ infe´rieur ou e´gal
a` n. Cet ensemble est utilise´ pour donner des informations sur la sensibi-
lite´ des racines de p. Dans [36], les auteurs Toh et Trefethen, appellent cet
ensemble Z(p, ε) l’ensemble des ε-pseudoze´ros de p. Dans leur article [36],
Toh et Trefethen sugge`rent que l’ensemble des pseudoze´ros Z(p, ε) d’un po-
lynoˆme et le pseudospectre ∆ε(A) de la matrice compagnon associe´e a` ce
polynoˆme sont proches en ge´ne´ral, assez proches pour que l’on puisse cal-
culer les ze´ros de ce polynoˆme de manie`re stable via le calcul des valeurs
propres de la matrice compagnon associe´e pre´alablement e´quilibre´e. Autre-
ment dit, les auteurs comparent la sensibilite´ des racines d’un polynoˆme avec
celle des valeurs propres de la matrice compagnon associe´e. On peut aborder
les choses d’un point de vue inverse et se demander quel est le lien entre le
pseudospectre d’une matrice et l’ensemble des pseudoze´ros de son polynoˆme
caracte´ristique. C’est l’objet de l’article suivant qui est un proceeding a` co-
mite´ de lecture d’une confe´rence de la SIAM et de fait ne pouvait pas eˆtre
publie´ ailleurs.
Article[10]
Characteristic polynomials and pseudospectra
Linear algebra proceeding http ://www.siam.org/meetings/ la03/proceedings
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Dans [36], Toh et Trefethen donnent une caracte´risation alge´brique de
l’ensemble de ε-pseudoze´ros de p : Si on choisit la norme ‖p‖ = (∑ni=1 |ai|) 12
ou` p(x) =
∑n
i=1 aix
i ∀x ∈ R, alors
Z(p, ε) = {z ∈ C : |p(z)|√
1 + |z|2 + |z2|2 + . . .+ |zn−1|2 ≤ ε}.
Ainsi il est inte´ressant de de´finir l’ensemble L(p, ε) = {z ∈ C, |p(z)| ≤ ε} en
raison de la facilite´ de sa de´termination nume´rique.
L’objectif de l’article est de comparer le pseudospectre d’une matrice quel-
conque A, ∆ε(A) avec L(p, ε).
Dans la suite, on utilise les notations suivantes :
– ‖.‖2 de´signe la norme spectrale, ‖A‖2 = ρ(A∗A) 12 , ρ e´tant le rayon
spectral.
– Λ de´signe le spectre.
– Λ(A) = {λ1, . . . , λk} avec |λ1| < |λ2| < . . . < |λk|.
– Pi de´signe la projection spectrale associe´e a` λi.
– mi de´signe la multiplicite´ alge´brique de λi et li son indice.
– Pour toute matrice inversible A, son nombre de conditionnement pour
la norme spectrale est k2(A) = ‖A−1‖2‖A‖2.
Dans cet article, on fixe la norme pour de´finir le pseudospectre : on a
choisi la norme spectrale comme le sugge`re notre travail [4]. On suppose que
A est une matrice de Hessenberg supe´rieure irre´ductible. On obtient tre`s
facilement l’inclusion suivante :
The´ore`me 3
L(p, ε) ⊂ Z(p, ε) ⊂ Λk2(C)ε(A)
ou` C = [e1, Ae1, . . . , A
n−1e1] et k2(C) = ‖C‖2‖C−1‖2.
Nous proposons ensuite un re´sultat d’inclusion entre Λε(A) et Lp(ε) quand
p est le polynoˆme caracte´ristique. On pre´sente deux inclusions diffe´rentes
base´es sur des techniques mathe´matiques diffe´rentes. La premie`re inclusion
utilise un re´sultat concernant le conditionnement des valeurs propres et le
deuxie`me un re´sultat de perturbation de Elderman et Murakami [7].
The´ore`me 4 Avec
M = max{mi i = 1, . . . , k} ,
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m = min{mi i = 1, . . . , k},
r = min{mj
lj
i = 1, . . . , k} (r > 1) , lj e´tant l’indice de la valeur propre λj,
γ(A) = max{|λi − λj|i 6= j},
Vj la base de Jordan associe´e a` λj,
Λε(A) ⊂ L(p, ε′),
ou` ε′ =
(
Kmax(γ(A)n, γ(A)n−M)
)
εr + 0(εr) avec
K = max{(ljk2(Vj)‖Pj‖2)
mj
lj , j = 1, . . . , k}.
The´ore`me 5
Λε(A) ⊂ L(p, ε′),
avec ε′ =
(
√
n+ 1n3/2k2(C)
n∑
k=1
‖p‖k
)
ε.
Avant de pre´senter des re´sultats nume´riques en vue d’illustrer ces in-
clusions, il est ne´cessaire d’expliquer comment on calcule le polynoˆme ca-
racte´ristique d’une matrice. On utilise la me´thode de Krylov : Si A est une
matrice de Cn×n et u ∈ Cn est tel que C = [u, . . . , An−1u] est inversible, Si
α = (a0, . . . , an−1)
t est la solution du syste`me line´aire
Cα = −Anu
alors le polynoˆme caracte´ristique est p(x) =
i=n−1∑
i=0
aix
i + xn.
Pour avoir une ide´e des facteurs ne´fastes a` la pre´cision de la de´termination
de p, nous avons e´tudie´ les effets de l’arithme´tique a` pre´cision finie sur la
me´thode. C’est ce qu’on appelle la Backward error ou erreur inverse. Le
re´sultat que nous obtenons n’est pas tre`s inte´ressant en lui-meˆme. Il montre
simplement que la norme de la matrice de de´part A est un facteur essentiel.
Si ‖A‖ >> 1 alors l’erreur sur le calcul du polynoˆme p est e´norme. Il est
donc ne´cessaire d’appliquer en amont a` la matrice un processus de mise a`
l’e´chelle.
L’inclusion du the´ore`me 4 n’est pas optimale. Son inte´reˆt est limite´. Elle
montre que si les valeurs propres de A sont mal conditionne´es alors l’e´cart
entre les ensembles Λε(A) et Lp(ε) est grand. Le the´ore`me 4 montre que
l’e´cart entre les ensembles de´pend du conditionnement de la matrice C ce
qui sugge`re d’e´tudier plus en de´tails le conditionnement de cette matrice de
Krylov.
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3.3 Le calcul du polynoˆme caracte´ristique et
ses applications
Article[32]
Krylov method revisited with an application to the localization
of eigenvalues, Numerical Functional Analysis and Optimization,
27(5-6) :1-36 (2006)
Lors du travail pre´ce´dent, pour illustrer nos bornes, nous avons e´tudie´
et mis en pratique le calcul du polynoˆme caracte´ristique d’une matrice par
la me´thode de Krylov. En e´tudiant le conditionnement de cette me´thode
ainsi que sa backward erreur, nous avons pu mettre en e´vidence les cas pour
lesquels il n’e´tait pas envisageable d’appliquer la me´thode telle quelle.
On supposera queA est une matrice de Hessenberg supe´rieure irre´ductible.
On pose
C = [e1, . . . , A
n−1e1],
e1 e´tant le premier vecteur de la base canonique. Nous avons facilement le
re´sultat suivant :
Proposition 1
k2(C) ≤ ‖C‖
n+1
2∏k=i
k=2 |A(k, k − 1)|
.
Cette proposition montre que si les coefficients |A(k, k−1)| sont assez grands
compare´s avec la norme de la matrice de Krylov C, alors k2(C) reste mode´re´e.
Par contre si un des coefficients |A(k, k − 1)| est proche de ze´ro, la ma-
trice est proche d’une matrice de´rogatoire, et la matrice de Krylov peut-eˆtre
mal conditionne´e. Pour palier ce proble`me, nous proposons de modifier la
me´thode de Krylov en ajoutant une e´tape de de´flation quand la matrice
s’approche dangereusement d’une matrice de´rogatoire. Nous proposons un
exemple pour illustrer notre variante de la me´thode de Krylov pour calcu-
ler les coefficients du polynoˆme caracte´ristique dans la base des monoˆmes
canoniques.
The Godunov matrix of order 7
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T :=

1 2048 256 128 64 32 16
0 −2 1024 512 256 128 32
0 0 4 512 1024 256 64
0 0 0 0 512 512 128
0 0 0 0 −4 1024 256
0 0 0 0 0 2 2048
0 0 0 0 0 0 −1

,
B :=

1 0 0 0 0 0 0
0 1 0 0 0 0 0
1 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 1 0 1 0 0
1 0 0 0 0 1 0
0 1 1 0 1 0 1

et
A := B−1TB.
A est appele´e matrice de Godunov. Dans le tableau suivant, on compare les
coefficients exacts du polynoˆme caracte´ristique avec les coefficients calcule´s
par la routine poly(A) de MATLAB :
Exact Computed with poly(A)
1 1.000000000000000e+ 00
0 −1.865174681370263e− 14
−21 −2.100000000001373e+ 01
0 2.540445080967402e− 06
84 8.400130670814428e+ 01
0 2.399676211825863e− 01
−64 1.206006977243418e+ 03
0 2.315434554167661e+ 05
Pour cette matrice la fonction poly de MATLAB donne de mauvais re´sultats.
Si on transforme la matrice A en une matrice de Hessenberg supe´rieure
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avec la routine Hess de MATLAB, on tombe sur
Ĥ=

2.89 + 02 −9.02 + 02 −1.26 + 02 4.70e+ 02 1.20 + 03 −5.80 + 02 1.2 + 03
−2.74 + 03 3.71 + 02 1.72 + 03 3.31 + 02 −3.87 + 02 5.03 + 02 −1.49 + 03
−1.02 + 03 2.13 + 02 1.33 + 03 2.23 + 03 −9.35 + 02 −2.49 + 03
3.92 + 02 5.03 + 02 1.27e+ 03 −3.75 + 02 7.48 + 02
−1.74 + 03 −1.19 + 03 7.73 + 02 −7.64 + 02
−1.45 + 00 −1.82 + 02 −1.39 + 03
−4.69− 11 −1 + 00

.
Il est a priori risque´ d’appliquer la me´thode de Krylov sur cette matrice du
fait de la petitesse du coefficient |H(7, 6)|. Si on calcul les coefficients du
polynoˆme caracte´ristique par la me´thode de Krylov, on trouve :
Computed Exact
1.000000000000000e+ 00 1
1.737545768532496e− 13 0
−2.099999999937725e+ 01 −21
5.196976992854343e− 06 0
8.400308001070536e+ 01 84
3.115525551493273e+ 00 0
3.325551493898983e+ 03 −64
5.398400000000000e+ 05 0
On a k2(C) > 4.2e+ 16, cela explique les mauvais re´sultats.
Notre borne d’erreur sugge`re que si l’on fait une de´flation avant d’appli-
quer la me´thode de Krylov a` une sous matrice, on pourra obtenir des re´sultats
corrects.
(1) Premie`re de´flation de of H H1 = H(1 : 6, 1 : 6).
(2) Isolation de la valeur propre nulle [Q,R] = qr(H1) H2 = R ∗Q.
H2 =

7.50e+ 02 4.00e+ 02 −1.01e+ 03 1.07e+ 03 −1.18e+ 02 2.91e+ 03
1.32e+ 03 6.22e+ 01 1.36e+ 03 2.42e+ 03 1.00e+ 03 −1.28e+ 02
3.09e+ 02 6.44e+ 02 1.31e+ 03 4.86e+ 02 −2.64e+ 02
−1.73e+ 03 −1.27e+ 03 −7.17e+ 02 −3.53e+ 02
1.46e+ 00 −1.82e+ 02 −4.37e+ 01
8.48e− 10 2.02e− 10
 .
(3) Seconde Deflation H3 = H2(1 : 5, 1 : 5)
(4) Calcul du polynoˆme caracte´ristique
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(4-1) Calcul de p3, le polynoˆme caracte´ristique de H3.
(4-2) pA(x) = p3(x) ∗ (x+ 1) ∗ x.
TLes re´sultats sont :
Computed Exact
1.000000000000000e+ 00 1
−1.608637667516177e− 10 0
−2.099999996818809e+ 01 −21
−1.236906832957629e− 06 0
8.400426426354275e+ 01 84
3.436980464867730e+ 00 0
−6.056728506755462e+ 01 −64
0.000000000000000e+ 00 0
Dans notre article, nous proposons une e´tude du conditionnement plus
pousse´e. La de´marche est hautement technique et les re´sultats difficiles a`
appre´cier de par la complexite´ de leur e´criture. On omettra leur synthe`se ici.
On peut dire que si la base de Jordan est bien conditionne´e, si la norme de
A et son rayon spectral sont infe´rieur a` 1, si β(A) = minλi 6=λj∈Λ(A) |λi − λj|
n’est pas trop petit, alors le conditionnement a des chances de ne pas eˆtre
trop mauvais.
Si l’on part d’une matrice A de norme infe´rieure a` 1, que l’on tranforme
en une matrice de Hessenberg (l’algorithme est stable) et que l’on fait une
de´flation de`s qu’un des coeficients de la sous diagonale est trop petit, alors
les coefficients du polynoˆme caracte´ristique sont en ge´ne´ral bien calcule´s. On
peut citer le travail [30] de Misra, Quintana et Van Dooren. Ces auteurs
proposent un algorithme qui calcule de manie`re stable les coefficients du
polynoˆme caracte´ristique. Mais il requiert la re´solution de n + 1 syste`mes
line´aires, alors que notre me´thode requiert la re´solution d’un seul syste`me
line´aire.
Maintenant que nous avons des algorithmes qui calculent les coefficients
du polynoˆme caracte´ristique avec pre´cision, nous pouvons comparer nume´riquement
le pseudospectre d’une matrice avec L(p, ǫ). Nous le faisons avec des matrices
particulie`res qui sont issues de la collection de [19]. Nous remarquons sur ces
exemples nume´riques que L(p, ǫ) est bien plus petit que Λε(A) et on peut se
demander si cet ensemble L(p, ε) n’est pas un outil inte´ressant pour localiser
les ze´ros d’un polynoˆme.
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3.4 Le proble`me polynomial de valeurs propres
Dans un souci de ge´ne´ralisation de mes travaux, je me suis inte´resse´e au
proble`me polynomial de valeurs propres. Le proble`me s’e´nonce de la manie`re
suivante : Etant donne´es des matrices Aj ∈ Cn×n pour j = 1, . . . , ℓ, un
polynoˆme matriciel de degre´ ℓ est une fonction de´finie sur l’ensemble des
nombres complexes de la forme
P (λ) =
ℓ∑
j=0
λjAj.
Le proble`me polynomial de valeur propre, appele´ PEP (Polynomial Eigenva-
lue Problem) consiste a` trouver les complexes λ ∈ C et des vecteurs x et y
non nuls de Rn satisfaisant
P (λ)x = 0, y∗P (λ) = 0(3.2)
x et y sont des vecteurs propres a` droite et a` gauche correspondant a` λ. On
peut aussi envisager le proble`me de la re´solution du syste`me line´aire
P (ω)x = b, ω ∈ C(3.3)
ou` x ∈ Cn et b ∈ Cn, pour de nombreuses valeurs du parame`tre ω.
Article [14]
Le proble`me polynomial de valeurs propres (3.2) ou le proble`me du syste`me
line´aire parame´trise´ (3.3) peuvent eˆtre re´solus en les transformant en des
proble`mes line´aires e´quivalents mais de taille ℓn× ℓn :
L(λ)z = 0, w∗L(λ) = 0,(3.4)
L(ω)z = c(3.5)
ou` z, c ∈ Cℓn et L(λ) = λX + Y ou` X, Y ∈ Cℓn×ℓn. (3.4) est un proble`me
ge´ne´ralise´ de valeurs propres que l’on peut re´soudre par des me´thodes nume´riques
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standards. (3.5) est un syste`me line´aire parame´tre´ de grande taille avec une
structure particulie`re.
Jusqu’a` maintenant, on traitait cette conversion dans un cadre mathe´matique
pre´cis, celui de la line´arisation : On dit que L(λ) est une line´arisation de P si
et seulement si il existe deux polynoˆmes matriciels E(λ) et F (λ) de Cℓn×ℓn,
de de´terminant constant non nul, tels que
E(λ)L(λ)F (λ) =
[
P (λ) 0
0 Iℓ(n−1)
]
.
Les line´arisations les plus connues sont les formes compagnons : associe´s a` P
les deux faisceaux compagnons sont , C1(λ) = λX1+Y1 and C2(λ) = λX2+Y2,
appele´s respectivement la premie`re forme compagnon et la deuxie`me forme
compagnon, ou`
X1 = X2 = diag(Aℓ, In, . . . , In)
Y1 =

Aℓ−1 Aℓ−2 . . . A0
−In 0 . . . 0
...
. . . . . .
...
0 . . . −In 0

Y2 =

Aℓ−1 −In . . . 0
Aℓ−2 0
. . .
...
...
...
. . . −In
A0 0 . . . 0

Il existe d’autres types de line´arisation. Il existe une infinite´ de line´arisations
qui ont des proprie´te´s varie´es. L’article [27] repre´sente une grande avance´e
pour le proble`me polynomial de valeurs propres. Les auteurs Mackey, Mackey,
Mehl et Mehrmann de´veloppent une approche syste´matique pour ge´ne´rer une
large classe de line´arisations. La manie`re de line´ariser le proble`me polynomial
a un impact sur la qualite´ nume´rique de la solution approche´e.
Dans notre article, nous de´veloppons un cadre dans lequel une version plus
ge´ne´rale des deux proble`mes (3.2) et (3.3) est analyse´e. Ce cadre est la notion
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de factorisation d’un seul cote´≪one-sided factorization≫ qui remplace celle
de line´arisation. Notre analyse relie les solutions des proble`mes originels a`
celles des proble`mes transforme´s. En particulier pour le proble`mes des valeurs
propres, ce cadre inclue les cas spe´ciaux des espaces vectoriels des faisceaux
L1(P ) et L2(P ) introduits par Mackey, Mackey, Mehl et Mehrmann dans [27].
On utilise ce meˆme cadre pour e´tudier le conditionnement et la stabilite´ des
syste`mes line´aires parame´tre´s (3.3). On e´tudie aussi l’effet d’un changement
d’e´chelle sur le proble`me originel et sur le proble`me transforme´. On identifie
les situations pour lesquelles ce changement d’e´chelle peut potentiellement
ame´liorer de manie`re importante le conditionnement et la stabilite´.
Chapitre 4
Approximation d’ope´rateurs
inte´graux
La suite de ce me´moire propose diffe´rentes manie`res d’approcher la so-
lution d’une e´quation d’ope´rateur. L’ope´rateur est un ope´rateur inte´gral,
line´aire ou non line´aire. Dans une premie`re partie, on traitera le cas d’une
e´quation line´aire de Fredholm de premie`re espe`ce. Ensuite, on s’inte´ressera
aux e´quations line´aires de Fredholm de deuxie`me espe`ce. La dernie`re partie
sera de´die´e aux ope´rateurs non line´aires.
4.1 Equations inte´grales line´aires de premie`re
espe`ce
Article[5]
A wavelet-vaguelet method for unfolding sphere size distribution,
Inverse Problem 18 (2002) p79-94
Ma premie`re approche de la the´orie des ope´rateurs inte´graux s’est faite
avec le proble`me classique de Wicksell qui est d’estimer une fonction densite´
de probabilite´ inconnue. Ce proble`me de´bouche sur une e´quation inte´grale de
premie`re espe`ce qui se re´ve`le eˆtre mal pose´e. On propose dans l’article une
me´thode de re´gularisation reposant sur une de´composition en ondelettes-
vaguelettes. A notre connaissance, ce type de de´composition a e´te´ propose´
pour la premie`re fois par Donoho dans un preprint de 1995 [6]. Pour que
la formulation soit simple, on transforme le proble`me de Wicksell en une
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e´quation inte´grale mettant en jeu un ope´rateur de convolution. On construit
un estimateur de la solution en donnant des conditions suffisantes sur l’on-
delette me`re qui se trouve par conse´quent diffe´rente de celle choisie par Do-
noho. On montre que la de´composition en ondelettes-vaguelette avec notre
choix d’ondelette me`re permet de diagonaliser l’ope´rateur inte´gral lors de la
discre´tisation. On propose une estimation de la sensibilite´ de la solution par
rapport a` une perturbation des donne´es. Ainsi, on montre que l’utilisation
d’un type approprie´ d’ondelettes-vaguelettes permet de traiter une e´quation
inte´grale de premie`re espe`ce mal pose´e et qui, de plus, a des donne´es bruite´es.
4.2 Equations inte´grales line´aires de Fredholm
de seconde espe`ce
Un projet franco-indien finance´ par la re´gion Rhoˆne-Alpes et le ministe`re
des affaires e´trange`res m’a donne´ l’occasion de collaborer avec des chercheurs
de l’Indian Institute of Technology de Bombay. Notre travail portait sur les
e´quations inte´grales line´aires de seconde espe`ce. Comme il a e´te´ dit dans le
pre´ambule, la difficulte´ de la mise en oeuvre nume´rique des me´thodes d’on-
delettes m’ont pousse´e vers des espaces d’approximation plus classiques : les
espaces des fonctions polynomiales par morceaux.
Article[12]
A Mixed Two Grid Method Applied to a Fredholm Equation of
the Second Kind
C. Constanda and M.E Pe´rez (eds) Integral Methods in Science
and Engineering. vol 2 : Computational Methods (2009) p173-181
Le propos de cet article est de calculer a` bas couˆt une approximation de
la solution d’une e´quation de Fredholm de deuxie`me espe`ce a` une pre´cision
donne´e n. Plus pre´cise´ment on e´tudie l’ope´rateur inte´gral re´gulier T de´fini
par
Tu(s) =
∫ 1
0
k(s, t)u(t)dt,
ou` k ∈ C2m([0, 1]× [0, 1]) et m ≤ 1
L’e´quation que l’on conside`re est :
u− Tu = f(4.1)
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ou` f ∈ Cm[0, 1].
La me´thode de Nystro¨m consiste a` approcher l’ope´rateur T par un ope´rateur
Tn obtenu en remplac¸ant l’inte´grale par une formule de quadrature :
Tn(x)(s) =
n∑
j=1
ωn,jk(s, tn,j)x(tn,j), s ∈ [0, 1].
La me´thode de Nystro¨m d’ordre n fournit une approximation un de la solution
exacte u dont l’erreur a la forme ‖u−un‖0 = O
((
1
n
)m)
ou` ‖.‖0 est la norme
du max sur C0. (voir the´ore`me 2.1 pp 98 dans [38]).
Cette me´thode conduit a` la re´solution d’un syste`me line´aire qui demande
O(n3) ope´rations.
Dans [38], Vainikko montre que l’on peut re´duire le couˆt a` O(n2) en utilisant
une me´thode de quadrature a` deux grilles. Une deuxie`me e´tape permet a`
Vainikko de re´duire le couˆt de calcul a` O(n), en utilisant une approximation
moins couˆteuse du noyau k. Vainikko montre que ces deux e´tapes permettent
de gagner en couˆt sans pour autant augmenter l’ordre d’erreur de la me´thode.
Dans ce papier, on se propose d’appliquer une me´thode a` deux grilles plus
performante, base´e sur la me´thode de projection modifie´e pre´sente´e par R.
Kulkarni dans [23] ou [24].
Article[13]
Extrapolation Using a Modified Projection Method
Numer. Fonct. Anal. and Optimiz, Volume 30, Issue 11, 12, No-
vember 2009 , pages 1339 - 1359
Dans l’article [23], R. Kulkarni propose une nouvelle me´thode de projec-
tion sur un espace polynomial par morceaux de degre´ ≤ r−1 ayant un ordre
de convergence de 4r. Dans les article [26], les auteurs montrent comment on
peut ame´liorer l’ordre de convergence en utilisant une me´thode d’extrapola-
tion. Pour l’appliquer, il faut pouvoir e´tablir un de´veloppement asymptotique
de la solution approche´e.
Dans ce papier, on montre que la solution approche´e obtenue par la me´thode
de projection modifie´e de Kulkarni [23] posse`de un de´veloppement asympto-
tique qui reste valide pour la version discre`te de la me´thode. On peut ainsi
utiliser l’extrapolation de Richardson pour ame´liorer l’ordre de convergence
pour l’e´lever a` 4r + 2.
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4.3 Equations non line´aires
Article[12]
A superconvergent projection method for nonlinear compact ope-
rator equations C. R. Acad. Sci. Paris volume 342, n3, pp 215-218
(fev 2006)
Article[15]
A Galerkin’s perturbation type method to approximate a fixed
point of a compact operator
International Journal of Pure and Applied Mathematics IJPAM,
vol. 69, No. 1 (2011).
On se propose d’e´tudier une e´quation non line´aire du type point fixe
x = K(x)
ou` K est un ope´rateur non line´aire compact et diffe´rentiable. La me´thode
classique de Galerkin consiste a` re´soudre cette e´quation dans un espace d’ap-
proximation de dimension finie Xn :
xGn = PnK(xGn ).(4.2)
Cette me´thode a e´te´ analyse´e par Krasnosel’skii dans [22]. Il a e´te´ prouve´
que, si x∗ est un point fixe isole´, alors, pour un n assez grand, l’e´quation (4.2)
a au moins une solution xGn ∈ Xn ∩O telle que ‖xGn − x∗‖ tend vers 0 quand
n→∞. Avec des conditions supple´mentaires sur K, la solution de (4.2) est
unique et le taux de convergence de xGn vers x
∗ est le meˆme que celui de Pnx
∗
vers x∗.
Dans [2], Atkinson et Potra e´tudient la me´thode de Galerkin ite´re´e donne´e
par
xSn = K(xGn ).(4.3)
Cette approximation a e´te´ introduite par Sloan pour les e´quations line´aires
[34] et [35]. Si X est un espace de Hilbert et Pn la projection orthogonale,
les auteurs de [2] montrent que xSn est superconvergente vers x
∗ dans le sens
suivant :
‖xSn − x∗‖
‖Pnx∗ − x∗‖→ 0 quand n→∞.
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Pour des projections ge´ne´rales Pn, la me´thode de Galerkin ite´re´e est super-
convergent si et seulement si
‖DK(x∗)(I − Pn)x∗‖
‖(I − Pn)x∗‖ → 0 quand n→∞.(4.4)
On propose dans ces articles une nouvelle me´thode de projection pour
approcher le point fixe x∗. Cette me´thode s’inspire de la me´thode de pro-
jection modifie´e de [23]. Elle pre´sente un grand avantage par rapport aux
me´thodes de Galerkin et de Galerkin ite´re´e : on n’a pas besoin de conditions
supple´mentaires pour obtenir la superconvergence de la solution approche´e
vers la solution exacte.
Article[16]
Nonlinear integral equation of the second kind : a new version of
Nystro¨m method
Dans cet article, on s’inte´resse a` un ope´rateur inte´gral non line´aire K :
O → B, B e´tant un espace de Banach et O un ouvert non vide de B, donne´
sous la forme
K(x)(s) :=
∫ 1
0
κ(s, t, x(t)) dt, x ∈ B, s ∈ [0, 1],
ou` le noyau κ est une fonction nume´rique de trois variables :
(s, t, u) ∈ [0, 1]×[0, 1]×R 7→ κ(s, t, u) ∈ R,
avec assez de re´gularite´ pour que K soit Fre´chet-diffe´rentiable sur O. Le
proble`me et le suivant :
Trouver ϕ ∈ O : ϕ = K(ϕ) + f,(4.5)
pour une fonction donne´e f ∈ B.
Comme dans le cas line´aire, le principe de la me´thode de Nystro¨m est
d’approcher la solution ϕ en approchant l’ope´rateur K par Kn, de´duit de K
en remplac¸ant l’inte´gration par une quadrature nume´rique. Cela conduit a` un
syste`me non line´aire dans un espace de dimension finie. Pour le re´soudre, on
peut utiliser la me´thode de Newton-Kantorovich. Cette strate´gie commence
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par un processus de discre´tisation et continue avec la phase de line´arisation
par la me´thode de Newton du syste`me non line´aire de dimension finie (voir
[3] pour plus de de´tails).
Une question naturelle se pose : Est-il the´oriquement e´quivalent de com-
mencer par appliquer le proce´de´ de line´arisation puis la discre´tisation par
la me´thode de Nystro¨m ? Dans cet article nous analysons cette strate´gie :
nous appliquons d’abord la me´thode de Newton-Kantorovich a` l’e´quation
(4.5) dans un context d’espaces fonctionnels puis la me´thode de Nystro¨m a`
chaque e´quation line´aire fournie par le procesus de Newton.
Nous avons mis en e´vidence une proprie´te´ vraiment e´tonnante de cette strate´gie :
On construit une suite d’ite´re´s qui, quand elle converge, tend vers la solution
exacte ϕ quand le nombre d’ite´re´s de la me´thode de Newton tend vers +∞
et ceci pour n’importe quel parame`tre fixe´ n. Cela signifie qu’en re´solvant un
syste`me de taille n, on peut approcher la solution a` la pre´cision voulue. Dans
le cas de la strate´gie classique-discre´tisation puis line´risation- les ite´re´s sont
convergents vers l’approximation ψn d’ordre n de la me´thode de Nystro¨m :
ψn est solution de l’e´quation approche´e ψ = Kn(ψ)+ f , ou` Kn est l’approxi-
mation de Nystro¨m de K.
Article[17]
For nonlinear infinite dimensional equations, which to begin with :
linearization or discretization ?
Cet article est une ge´ne´ralisation de l’article pre´ce´dent : On se place dans
un contexte plus ge´ne´ral en traitant le proble`me de de´terminer ϕ ∈ X solu-
tion de F (ϕ) = 0, F e´tant un ope´rateur non line´aire Fre´chet diffe´rentiable
sur un espace de Banach complexe X . La strate´gie classique de re´solution
est de discre´tiser le proble`me, par une me´thode de projection par exemple
(voir [2] ou [39]) puis de re´soudre le syste`me non line´aire par une me´thode de
type Newton. Dans ce cas, nous obtenons une approximation de la solution
approche´e par discre´tisation.
Nous proposons de commencer par la line´arisation. Nous montrons que, sous
une condition sur la discre´tisation, les ite´re´s construits par notre me´thode,
s’ils sont convergents, tendent vers la solution exacte ϕ quand le nombre
d’ite´re´s tend vers +∞ et ceci quelque soit le parame`tre de discre´tisation
choisi.
Nous pre´sentons deux exemples pour illustrer le the´ore`me : Nous traitons le
cas d’une e´quation inte´grale de Fredholm de seconde espe`ce en choississant
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la me´thode de projection de Kantorovitch comme proce´de´ de discre´tisation
et la me´thode de Newton-Kantorovich comme me´thode de line´arisation. La
deuxie`me application concerne le proble`me spectral d’un ope´rateur diffe´rentiel.
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