Fosdick and Raftery (2012) revisited the classical problem of inference for a bivariate normal correlation coefficient ρ when the variances are known. They considered several frequentist and Bayesian estimators, the former including the maximum likelihood estimator (MLE), but did not obtain the standard errors of these estimators or confidence intervals for ρ. Here we present a new variance-stabilizing transformation y for the MLE in the known-variance case. Adjusting y appropriately according to the sample size n produces a "confidence-stabilizing" transformation y n that provides more accurate interval estimates for ρ than the MLE, as does Fisher's classical z transformation for the MLE in the unknown-variance case. Interestingly, the z transform applied to the MLE for the unknown-but-equal-variance case performs well in the known-variance case for smaller values of ρ. Both these methods are also useful for comparing two or more correlation coefficients in the known-variance case; hypothesis testing in this case is also discussed.
Introduction
Let (x i , y i ), i = 1, . . . , n, be i.i.d. observations from a bivariate normal distribution with correlation coefficient ρ and variances σ 
The geometric mean of s 2 x and s 2 y in r 1 is replaced by the arithmetic mean in r 2 , so |r 2 | < |r 1 |.
Model 3 is a curved exponential family with log likelihood function
cf. Stuart and Ord (1991, Ch. 18) . Here W 2 is minimal sufficient but not complete; note that W 2 is two-dimensional while the unknown parameter ρ is one-dimensional. The MLEρ is r 3 , the maximizing root of the cubic equation
In this paper we focus on Model 3, which is less amenable to exact analysis but was recently encountered by Fosdick and Raftery (2012) when comparing fertility rate forecast errors between developed and undeveloped countries. They considered several variants of three frequentist estimators for ρ, as well as several Bayesian estimators. The frequentist estimators were r 1 , r 3 , and the "empirical estimator"
s truncated to lie in [−1, 1] , where the estimated standard deviation estimates s x and s y in r 1 and 
Because Model 3 is regular (sufficiently smooth), the MLE r 3 is asymptotically optimal for this model, that is, has smallest asymptotic variance among all asymptotically normal estimators.
Whereas the MLE r 3 is optimal for large samples sizes under Model 3, Fosdick and Raftery's interest was in the case of small and moderate sample sizes. In Table 1 the mean-squared errors 1 E.g. Lehmann (1983, (19) p.441, Problems 6.2.20 and 6.5.9), Stuart and Ord (1991, Ch. 18) ). The result (7) follows from (6) because r 2 − r 1 = O p (n −1 ) under Model 2 by a standard Taylor expansion argument.
of r 1 , r 2 , r 3 , and r 4 have been obtained 2,3 by simulation. Here r 3 performs best unless ρ 2 is small, where r 2 may be somewhat better, while r 4 performs poorly in most cases. These effects become more marked as the sample size n increases, which is in agreement with the ordering of the asymptotic variances in (6)-(9). In addition to its large MSE the estimator r 4 sometimes falls outside the admissible range [−1, 1] , while the Bayesian estimators are not amenable to frequentist interval estimation; these will not be discussed further here.
As is the case for r 1 , convergence to normality is also slow for r 2 and r 3 , so for small or moderate sample sizes the asymptotic variances in (6)-(8) do not provide good approximations for their standard errors (Table 2 ). Fisher's celebrated z transformation greatly improves the normal approximation to the distribution of r 1 under Model 1 so is invaluable for inference about ρ in this case -see §2.1. Interestingly, the exact distribution of z(r 2 ) is easy to specify under Model 2 (see §2.2) and therefore under Model 3, where it provides estimates and tests that perform well for smaller values of ρ (see §2.4 and Section 3).
2 The MSE is shown for a uniform range of ρ 2 values rather than ρ values, because it is ρ 2 rather than |ρ| that indicates the strength of the relationship between x and y.
3 Using the formulas for r 3 given in F&R, 0.0003% of estimates did not satisfy the cubic equation in (4) within ±1e−8. For these simulations, the default 'optimize' procedure in R was used to obtain the estimate r 3 that maximizes the likelihood. Unlike the z-transform, the y-transform must be adjusted for the sample size n to stabilize the confidence coverage of r 3 . When this is done the resulting "confidence-stabilized" transformation y n (r 3 ) provides more precise confidence intervals under Model 3 than intervals based on r 1 and r 2 for moderate and large values of ρ. For small values, intervals based on z(r 2 ) are preferable. This is demonstrated via simulation in §2.4.
The use of z(r 2 ), y(r 3 ), and y n (r 3 ) for comparing two or more correlation coefficients under Model 3 is outlined in Section 3.
F&R also considered the problem of testing H 0 : ρ = 0 (independence) vs. the one-sided alternative H 1 : ρ > 0 under Model 3. They considered the tests that reject H 0 for large values of r 1 , r 3 , and r 4 and their variants, as well as several Bayes tests, and approximated the significance levels of these tests by Monte Carlo simulation. It is well known that the r 1 test is exact for this problem. In Section 4 we note that the r 2 test is also exact and has an interesting although limited optimality property. Also we show that the r 4 test is locally most powerful for alternatives ρ ↓ 0 and derive the asymptotically most powerful test (also exact) for alternatives ρ ↑ 1. On the basis of numerical power comparisons, the r 2 (resp., r 3 ) test is recommended if small (resp., large)
alternative values of |ρ| are expected.
2. Confidence intervals for ρ under Model 3.
2.1. Confidence intervals based on the Model 1 MLE r 1 . Let g γ denote the upper γ-quantile of the standard normal ≡ Gaussian distribution. From (6), for sufficiently large n
is an approximate 1−α confidence interval 4 for ρ under the unrestricted Model 1, hence for Models 2 and 3.
Unfortunately the sample size required for the accuracy of the normal approximation (6) depends on the unknown ρ, but this is remedied by Fisher's celebrated z-transformation for r 1 (cf. Anderson (1984, §4.2.3) ), given by the indefinite integral
This is a variance-stabilizing transformation that satisfies
with faster convergence to normality than (6) (see Table 3 ). This provides the approximate 1 − α confidence interval for ρ given by
valid for Model 1 hence for Models 2 and 3. (Note that z −1 (r) = tanh(r).)
An exact confidence interval for ρ under Model 2 and therefore Model 3 is readily obtained from the classical Student t-distribution of the sample regression coefficient of y i given x i (e.g. Stuart and Ord (1987, eqn. 16.92) ):
This provides the exact 1 − α confidence interval
for ρ under Models 2 and 3, where t n−1;γ denotes the upper γ-quantile of the t n−1 distribution.
Although the interval (15) 
is an approximate 1−α confidence interval for ρ under Model 2, hence under Model 3. Furthermore, the z-transformation also applies to r 2 in this case, yielding the same normal approximation:
this gives another approximate 1 − α confidence interval for ρ under Model 2, hence Model 3:
It is perhaps less well known that Fisher's z-transformation in fact applies exactly to r 2 under Model 2. The orthogonally-transformed random vectors
5 By regressing x i on y i , a second exact 1 − α confidence interval is obtained by interchanging s x and s y in (15). 6 See Footnote 1. Also, the entries for z(r 2 ) in Table 3 show that its variance is approximated much better by 1/(n − 1) than by 1/(n − 2), hence its use in (17).
have the zero-mean bivariate normal distribution with covariance matrix
Thus u i ⊥ ⊥ v i , i = 1, . . . , n, and
Take logarithms to obtain the exact relation
where Z n denotes Fisher's Z distribution with n and n degrees of freedom (cf. Stuart and Ord (1987, §16.16) ). This yields the following exact 1 − α confidence interval for ρ:
valid under Model 2 hence Model 3. Here Z n;γ denotes the upper γ-quantile of Z n , which can be expressed in terms of the γ-quantile of F n,n .
Unlike r 1 , r 2 is a function of the minimal sufficient statistic W 2 ≡ (s 2 x + s 2 y , s xy ) for Model 3 so it may be expected to produce more efficient estimates than r 1 in this case. This should be most noticeable when ρ is small, since |r 2 | < |r 1 |; see Tables 1 and 2. 2.3. Confidence intervals based on the Model 3 MLE r 3 . From (8), for sufficiently large n
is an approximate 1 − α confidence interval for ρ under Model 3. As for r 1 , however, the normal approximation (8) for r 3 is inaccurate unless the sample size is large (see Table 2 ). This suggests seeking a variance-stabilizing tranformation y for r 3 under Model 3.
Starting from (8) and applying Mathematica we obtain
Thus an approximate 1 − α confidence interval for ρ valid under Model 3 is given by
It follows from (26) that y(0) = 0, y(ρ) = −y(−ρ) (antisymmetry), and y (ρ) ≥ 1 so y is strictly increasing on (−1, 1). In fact y (ρ) ≥ z (ρ) by comparing (26) and (11), so y increases faster than z. This is most marked in the tails, as seen from Figure 1 : y(ρ) ≈ z(ρ) for 0 ≤ |ρ| ≤ .5, while 1 < y(ρ)/z(ρ) ↑ in |ρ| for |ρ| > .5. This form of y is needed to stabilize the variance of r 3 because its asymptotic variance is smaller than that of r 1 for larger values of |ρ|, cf. (6) and (8). Table 3 shows, however, that when the sample size n is small or moderate, y is not entirely successful at stabilizing the variance of r 3 for ρ near 0. For example, when n = 10 and ρ = 0, the actual variance of y(r 3 ) is 33% greater than the asymptotic approximation 1/(n − 2) given by (27). Furthermore, in Table 5 it is seen that the coverage probability of the confidence interval (28) based on y(r 3 ) may deviate noticeably from the nominal value 1 − α for α = .05 when |ρ| is small. This suggests making a multiplicative adjustment
of the y-transformation such that m n (ρ) < 1 for |ρ| near 0 so that y n (ρ) will increase slower than y(ρ) for ρ in that region, while m n (ρ) ≈ 1 for larger values of |ρ|.
7 Like Var(z(r 1 )), Var(y(r 3 )) is better approximated by 1 n−2 than by 1 n ; see Table 3 . This can be accomplished by an ad hoc choice for m n (ρ) of the form
where a, b, and c are positive constants chosen as described below. Like y, y n (0) = 0 and y n (ρ)
is antisymmetric and strictly increasing on (−1, 1). It is seen in Figure 1 that as desired, y n (ρ) increases slower than y(ρ) for ρ near 0 and y n (ρ) ≈ y(ρ) outside that region. 
is also an approximate 1 − α confidence interval for ρ under Model 3. We choose a, b, and c to minimize the maximum difference between the empirical coverage probabilities of (32) and the nominal values 1 − α across the ranges of n, α, and ρ 2 considered in Table 4 .
Specifically, we search for the triple (a, b, c) that satisfies
where N = {10, 20, 40}, L = {.01, .05, .1}, and R = {0, .1, .3, .5, .7, .9}. Due to the non-convexity of the optimization problem, first we chose the best three triples (a, b, c) on the grid A × B × C,
where A = B = C = {.1, .2, . . . , 2.9, 3.0}. Next, three improved triples were obtained using the Nelder-Mead (1965) optimization procedure initialized at each of the first three chosen triples.
The best of the three improved triples was selected for y n : a = 0.403, b = 1.091, and c = 0.775.
(See the Appendix for further details).
With this choice of (a, b, c) for y n , Table 4 shows that the coverage probabilities for the 1 − α confidence interval (32) using y n (r 3 ) are acceptably close to the nominal value 1 − α for α ∈ A, even though its variance remains somewhat below the nominal value 1/(n − 2) when ρ = 0 (Table   3 ). For this reason y n might better be called a "confidence-stabilizing" transformation, rather than "variance-stabilizing".
2.4.
Comparison of the interval estimators for ρ. Table 5 shows the coverage probabilities for the nine 1 − α confidence intervals for ρ presented in §2.1, §2.2, and §2.3 when α = 0.05, i.e., 95% confidence. Only five of these, marked by , attain or adequately approximate the nominal 95% level: the exact intervals (15) based on r 1 and (24) based on z(r 2 ), and the approximate The average half-widths of these five interval estimators are shown in Table 6 for α = .10, .05, .01.
Of these five, (18) and (24), both based on z(r 2 ), are most precise for small values of ρ while (31) based on y n (r 3 ) is most precise for intermediate and large values of ρ. The range of ρ values for which (31) is preferable to (18) and (24) expands as the sample size n increases, in accordance with the smaller asymptotic variance of r 3 except at ρ = 0, as seen in (7) and (8).
Comparing two or more correlations when the variances are known.
Suppose that samples of sizes n (k) , k = 1, . . . , q, are drawn from q bivariate normal distributions with unknown population correlations ρ (k) and known variances. Just as the z-transformation z(r 1 ) is useful for combining or comparing two or more sample correlation coefficients under Models 1 and 2 (cf. Snedecor and Cochran (1967, §7.7)), the y-transform y(r 3 ) or its modification y n (r 3 )
can be used for these purposes under Model 3, the known-variance case. The z-transform z(r 2 )
can also be used, especially if small values of the correlations are expected.
(i) Suppose that ρ (1) = · · · = ρ (q) ≡ ρ and that it is desired to estimate this common ρ. If the sample sizes n (k) are large, we can weight the y-transforms of the Model 3 MLEs r
3 , . . . , r according to their asymptotic inverse variances n (1) −2, . . . , n (q) −2 to obtain the following weighted 
.536 .504 .431 .345 .237 .094 
.707 .679 .599 .468 .280 .084 
.512 .477 .400 .310 .205 .077 
.395 . 354 .266 .180 .101 .032 estimator for y(ρ):
This provides an approximate 1 − α confidence interval for y(ρ), which is then inverted to obtain an approximate 1 − α confidence interval for ρ:
If the sample sizes are small or moderate, however, thenȳ w (r 3 ) should be replaced bȳ
Then (35) provides an approximate 1−α confidence interval forȳ n,w (ρ), which is strictly increasing in ρ hence can be inverted to provide an approximate 1 − α confidence interval for ρ:
If the sample sizes are equal, i.e., n (1) = · · · = n (q) ≡ n, then (35) and (37) simplify tō
Lastly, if it is expected that the common ρ is small, then the findings in §2.4 suggest that
3 ) be replaced by the z-transforms z(r
2 ) of the Model 2 MLEs to obtain a more precise estimate of ρ. Thus (33) would be replaced by (recall (17))
which provides an approximate 1 − α confidence interval for z(ρ) that is then inverted to obtain an approximate 1 − α confidence interval for ρ:
Of course, if the underlying bivariate normal data is available from the q populations, then these data should be combined into a single sample of size n (1) + · · · + n (q) from which a more efficient estimate of the common ρ can be obtained by the methods of Section 2. However, the weighted estimates obtained here would still be useful for testing homogeneity of the ρ (k) as now described.
(ii) The homogeneity hypothesis H 0 :
is equivalent to homogeneity of the y-
). To test this against the general alternative, if the sample sizes are large we may reject H 0 for large values of the weighted chi-square statistic
distributed approximately as χ 2 q−1 under H 0 .
If the samples sizes are not large but equal, i.e., n (1) = · · · = n (q) ≡ n, then H 0 is equivalent to homogeneity of the modified y transforms, i.e., y n (ρ (1) ) = · · · = y n (ρ (q) ), so T y,w can be replaced by the statistic is not equivalent to homogeneity of y n (1) (ρ (1) ), . . . , y n (q) (ρ (q) ), so the weighted test statistic
is not necessarily appropriate for testing H 0 .
Finally, if it is expected that ρ (1) , . . . , ρ (q) are small, then we would reject H 0 for large values of the weighted chi-square statistic vs. ρ > 0 (Lehmann (1986, §5.15) ). When ρ = 0 it follows from (14) that
from which the exact null distribution of this test is readily obtained.
Under Model 2 the problem of testing ρ = 0 vs. ρ > 0 is equivalent to the problem of comparing two normal variances, i.e., testing σ
v 2 > F n,n;α is UMPU level α under Model 2 (Lehmann (1986, §5.3) ). Therefore this test is exact for testing ρ = 0 vs. Under Model 3, it follows from (3) that the pdf of (x i , y i ) does not have monotone likelihood ratio (MLR) and that no uniformly most powerful (UMP) test exists for ρ = 0 vs. ρ > 0. In fact, for a fixed alternative ρ 1 > 0 the most powerful level α test rejects ρ = 0 iff
where c α is chosen to attain size α. 
where F n,n (·) denotes the cdf of the F n,n distribution. Values of α(ρ 1 ) are shown in Table 7 . Table 8 . The LMP (AMP) test is dominated in power by the other three tests for all except very small (very large) values of the alternative ρ 1 , so is not recommended. The r 1 test is dominated by the r 2 test but only slightly, which suggests that for testing purposes not much power is gained from the knowledge that the variances are equal.
For sample size n = 10 the r 2 test dominates the r 3 test for ρ 
