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Abstract
Motivated by recent studies of big samples, this work aims at constructing a parametric model
which is characterized by the following features: (i) a “local” reinforcement, i.e. a reinforcement
mechanism mainly based on the last observations, (ii) a random fluctuation of the conditional prob-
abilities, and (iii) a long-term convergence of the empirical mean to a deterministic limit, together
with a chi-squared goodness of fit result. This triple purpose has been achieved by the introduction
of a new variant of the Eggenberger-Po´lya urn, that we call the “Rescaled” Po´lya urn. We provide
a complete asymptotic characterization of this model and we underline that, for a certain choice
of the parameters, it has properties different from the ones typically exhibited from the other urn
models in the literature. As a byproduct, we also provide a Central Limit Theorem for a class of
linear functionals of non-Harris Markov chains, where the asymptotic covariance matrix is explicitly
given in linear form, and not in the usual form of a series.
keywords: central limit theorem, chi-squared test, compact Markov chain, Po´lya urn, preferential
attachment, reinforcement learning, reinforced stochastic process, urn model.
1 Introduction: framework and motivation
The well-known Pearson’s chi-squared test of goodness of fit is a statistical test applied to categorical
data to establish whether an observed frequency distribution differs from a theoretical probability
distribution. In this test the observations are always assumed to be i.i.d., that is independent and
identically distributed. Under this hypothesis, in a multinomial sample of size N , the chi-squared
statistics
χ2 =
k∑
i=1
(Oi − Ei)2
Ei
= N
k∑
i=1
(p̂i − pi)2
pi
(1)
(where k is the number of possible values and Oi, Ei, p̂i = Oi/N and pi = Ei/N are the observed
and expected absolute and relative frequencies, respectively) is proportional to N , that multiplies
the chi-squared distance between the observed and expected probabilities. Therefore, the goodness
of fit test based on this statistics is highly sensitive to the sample size N (see, for instance, [10, 36]):
the larger N , the more significant a small value of the chi-squared distance. More precisely, the
value of the chi-squared distance has to be compared with the “critical” value χ21−θ(k−1)/N , where
χ21−θ(k− 1) denotes the quantile of order 1− θ of the chi-squared distribution χ2(k− 1) with k− 1
degrees of freedom. Hence, it is clear that the larger N , the easier the rejection of H0. In other
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words, the larger N , the higher the type I error probability. As a consequence, in the context of
“big data” (e.g. [10, 13]), where one often works with correlated noised data, suitable models and
variants of (1) are needed.
Different types of correlation have been taken into account and different techniques have been
developed to control the performance of the goodness of fit test based on (1) (see, among others,
[10, 15, 26, 29, 43, 46, 52], where some form of correlation is introduced in the sample and variants
of the chi-squared statistics are proposed and analyzed mainly by means of simulations). Instead, in
[44] a positive correlation is assumed directly in the likelihood function. Our approach differs from
the one adopted in the previously quoted papers. Indeed, our starting point is that a natural way to
get a positive correlation between events of the same type is to deal with the Dirichlet-Multinomial
(D-M) distribution: briefly, the parameters of the D-M distribution is randomized a priori with
a Dirichlet distribution, obtaining an exchangeable (not independent) sequence. The variance-
covariance matrix of the D-M distribution is equal to the one of the Multinomial (M) distribution,
multiplied by a fixed constant greater than 1: precisely, given the k parameters b0 = (b0 1, . . . , b0 k)
of the D-M distribution and setting |b0| =
∑k
i=1 b0 i, we have
V arD-M(Oi) = N
b0 i
|b0|
(
1− b0 i|b0|
)N + |b0|
1 + |b0| = V arM(Oi)
N + |b0|
1 + |b0| ,
CovD-M(Oi, Oj) = −N b0 ib0 j|b0|2
N + |b0|
1 + |b0| = CovM(Oi, Oj)
N + |b0|
1 + |b0| , for i 6= j.
Therefore, if we set |b0| = 1−ρ
2
ρ2 , we have, for any i, j ∈ {1, . . . , k}
CovD-M(Oi, Oj) =
(
1 + (N − 1)ρ2)CovD(Oi, Oj), (2)
and ρ is known as the “intra cluster” correlation parameter. Roughly speaking, the Dirichlet-
Multinomial model adds variance to the multinomial model by taking a mixture or by adding
an intra-cluster positive correlation. Property (2) is fundamental for our purpose. In fact, as
well highlighted in [47], the two conditions (i) p̂i = Oi/N → pi almost surely for N → ∞ and
(ii) Cov(Oi, Oj) = λCovD(Oi, Oj) with λ > 1 imply that the statistics χ
2, defined in (1), is
asymptotically distributed as χ2(k−1)λ (see [47, Corollary 2]), so that the “critical” value becomes
χ21−θ(k − 1)λ/N , where λ mitigate the effect of N . As already observed, the D-M model satisfies
(ii), but it is well-known that it does not meet condition (i). In this paper we give a parametric
extension of the D-M model so that both of the above conditions hold true.
Urn and biased-coin sequential models
The Dirichlet-Multinomial distribution may be generated by means of the standard Eggenberger-
Po´lya urn (see [25, 38]), a model that has been widely studied and generalized (some recent variants
can be found in [5, 6, 7, 12, 14, 16, 17, 18, 27, 28, 37]). This urn model with k-colors works as
follows. An urn contains N0 i balls of color i, for i = 1, . . . , k, and, at each discrete time, a ball is
drawn out from the urn and then it is put again inside the urn together with α > 0 additional balls
of the same color. Therefore, if we denote by Nn i the number of balls of color i in the urn at time
n, we have for n ≥ 1
Nn i = Nn−1 i + αξn i,
where ξn i = 1 if the extracted ball at time n is of color i, and ξn i = 0 otherwise. The parameter
α regulates the reinforcement mechanism: the greater α, the greater the dependence of Nn i on∑n
m=1 ξmi. In addition, it is well known that the conditional expectation of the sequential extrac-
tions E[ξn+1 i|ξmi, m ≤ n] converges almost surely to a beta-distributed random variable, forcing
the empirical mean ξ¯N i =
∑N
n=1 ξn i/N to converge almost surely to the same limit.
The biased coin sequential models are related to urn models in many aspects, but the approach
is different. In a biased coin design E[ξn+1 i|ξmim ≤ n] is directly driven to a fixed limit through
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a dynamics, which contains information on the limit that should be reached, together with the
information on the past that are considered relevant. The class of biased-coin designs has recently
had a large auditor (see [8, 9, 34] and the references therein). In particular, in [9] general asymp-
totic properties of covariate-adaptive randomized designs are studied for this class of processes.
Similar results may be found with a Friedman urn (see [4, 50] for asymptotic results regarding
a network of such urns). Finally, a sequential re-randomization framework for sequential design
has been also proposed in [54], where the experimental units are enrolled in groups, and adaptive
re-randomization is used for balancing treatment/control assignment.
In this work we exhibit an urn model that preserves the relevant aspects of the models above: a
reinforcement mechanism, together with a global almost sure convergence of the empirical mean of
the sequential extraction toward a fixed limit. However, differently from the previous models, for
a certain choice of the parameters, the process E[ξn+1 i|ξmi, m ≤ n] randomly fluctuates without
converging almost surely, forming asymptotically a stationary ergodic process. As a consequence,
since the classical martingale approach or the stochastic approximation require or imply the con-
vergence of E[ξn+1 i|ξmim ≤ n] (e.g. [1, 11, 37]), not usual mathematical methods are here needed
in proving asymptotic results for the introduced new urn model.
“Rescaled” Po´lya urn
We introduce here a new variant of the Eggenberger-Po´lya urn with k-colors, that we call the
“Rescaled” Po´lya urn model (RP). In this model, the almost sure limit of the empirical mean of
the draws will play the roˆle of an intrinsic long-run characteristic of the process, while a local
mechanism generates fluctuations. More precisely, the RP is characterized by the introduction of
the parameters β and (b0 i)i=1,...,k in the original model, so that
Nn i = b0 i +Bn i with
Bn i = βBn−1 i + αξn i n ≥ 1.
(3)
Therefore, the urn initially contains b0 i + B0 i balls of color i and the parameter β ≥ 0, together
with α > 0, regulates the reinforcement mechanism. More precisely, Nn i is the sum of three terms:
• the term b0 i, which remains constant along time;
• the term βBn−1 i, which links Nn i to the “configuration” at time n−1, through the “scaling”
parameter β that tunes the dependence on this factor;
• the term αξn i, which links Nn i to the outcome of the extraction at time n, through the
parameter α that tunes the dependence on this factor.
Note that the case β = 1 corresponds to the standard Eggenberger-Po´lya urn with an initial number
N0 i = b0 i + B0 i of balls of color i; while, when β 6= 1, the RP does not fall in the variants of the
Eggenberger-Po´lya urn discussed in [45, Section 3.2] and, as explained in details in Section 2, it
does not belong to the class of Reinforced Stochastic Processes studied in [1, 2, 3, 20, 21, 23, 50].
The quantities p0 1, . . . , p0 k defined as
p0 i =
b0 i∑k
i=1 b0 i
(4)
can be seen as an intrinsic probability distribution on the possible values (colors) {1, . . . , k}, that
remains constant along time, and that will be related to the long-term characteristic of the process;
while the random variables (Bn 1, . . . , Bnk) model random fluctuations during time so that the
probability distribution on the set of the k possible values at time n is given by
ψn i =
Nn i∑k
i=1Nn i
=
b0 i +Bn i∑k
i=1 b0 i +
∑k
i=1Bn i
.
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Figure 1: Simulations of the two processes (ψn 1)n (red color) and (ξ¯n 1)n (blue color), with n =
1, . . . , 20000, p0 1 =
1
2 and for different values of α and β: (A) α = 199, β = 0; (B) α = 1, β = 0.975;
(C) α = 1, β = 1; (D) α = 0.5, β = 1.0001. As shown, when β < 1, (ψn 1)n exhibits a persistent
fluctuation, locally reinforced, and (ξ¯n 1)n converges to the deterministic limit p0 1. When β ≥ 1, the
y-axis is zoomed to show the random fluctuations of both the processes towards the same random
limit. Notably, the speed of convergence is faster for (ψn 1)n when β > 1, see Theorem 3.5.
Assuming for Bn i the dynamics (3) with β > 0, the probability ψn i results increasing with the
number of times we observed the value i (see the following equation (13)) and so the random
variables ξn i are generated according to a reinforcement mechanism. But, in particular, when
β < 1, the reinforce reduces exponentially, leaving the fluctuations be driven by the most recent
draws. We refer to this feature as “local” reinforcement. The case β = 0 is an extreme case where
ψn i depends only on the last draw ξn i. We are mainly interested in the case β ∈ [0, 1), because in
this case the RP exhibits the following distinctive characteristics:
(a) for each i, the process (ψn i)n randomly fluctuates, driven by the most recent observations
(“local” reinforcement), and do not converge almost surely;
(b) for each i, the empirical mean ξ¯N i =
∑N
n=1 ξn i/N , or equivalently the empirical frequency
Oi/N , converges almost surely to the deterministic limit pi;
(c) the chi-squared statistics (1) is asymptotically distributed as χ2(k − 1)λ with λ > 1.
As said before, since (a), the usual methods adopted in the urn literature do not work for β < 1
and so different techniques are needed for the study of the RP.
We have also considered the asymptotic results for β > 1, to complete the study of the RP.
In this situation, the process (ψn i)n converges exponentially fast to a random limit, and so even
faster than in the classical Eggenberger-Po´lya urn. Therefore, in this case, we may apply the usual
martingale technique (e.g. [1, 11, 37]).
In Figure 1 we show the properties (a) and (b) for β = 0 and β ∈ (0, 1) (Figure 1(A) and
Figure 1(B), respectively) compared with the classical behavior of the processes for β = 1 and
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β > 1 (Figure 1(C) and Figure 1(D), respectively).
Goodness of fit result
Given a sample (ξ1, . . . , ξN ) (where ξn denotes the random vector with components ξn i, i =
1, . . . , k) generated by the RP, the statistics
Oi = #{n : ξn i = 1} =
N∑
n=1
ξn i, i = 1, . . . , k,
counts the number of times we observed the value i. The theorem below shows that, when β ∈ [0, 1),
we can construct a chi-squared test for the intrinsic probabilities p0 1, . . . , p0 k. More precisely, we
will prove the following result:
Theorem 1.1. Assume p0 i > 0 for all i = 1, . . . , k and β ∈ [0, 1). Define the constants γ and λ
as
γ = β + (1− β) α
(1− β)∑ki=1 b0 i + α ∈ (β, 1) and (5)
λ =
(1− β)2
(γ − β)2 + (1− γ2)
(
1 + 2
γ
1− γ
)
> 1. (6)
Then
k∑
i=1
(Oi −Np0 i)2
Np0 i
d−→
N→∞
W∗ = λW0
where W0 has distribution χ
2(k−1) = Γ( (k−1)2 , 12 ) and, consequently, W∗ has distribution Γ(k−12 , 12λ).
Application to a “big sample”
A possible application we have in mind was inspired by [13, 41] and is the following. We suppose to
have a “big” sample {ξn : n = 1, . . . , N}, where the observations can not be assumed i.i.d, because
the choice of a unit is influenced by the choices of some other units, according to a reinforcement
rule. More precisely, we consider the situation in which there are some clusters such that the
probability that a certain unit chooses the value i is affected by the number of units in the same
cluster that have already chosen the value i. Formally, suppose that the N units are ordered so
that we have the following clusters of units:
C1 = {1, . . . , N1}, . . . ,
C` = {
`−1∑
l=1
Nl + 1, . . . ,
∑`
l=1
Nl}, . . . ,
CL = {
L−1∑
l=1
Nl + 1, . . . ,
L∑
l=1
Nl = N}.
Therefore, the cardinality of each cluster C` is N`. We assume that the units in different clusters
are independent, that is
[ξ1, . . . , ξN1 ], . . . , [ξ∑`−1
l=1 Nl+1
, . . . , ξ∑`
l=1Nl
], . . . , [ξ∑L−1
l=1 Nl+1
, . . . , ξN ].
are L independent multidimensional random variables. Moreover, we assume that the observations
inside each cluster can be modeled as a RP with β ∈ [0, 1). We denote by p0 1(`), . . . , p0 k(`) the
intrinsic probabilities for the cluster C`, that we assume strictly positive, and we assume the same
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parameter λ for each cluster (not necessarily the same parameters α and β) so that all the L random
variables
Q` =
k∑
i=1
(
Oi(`)−Np0 i(`)
)2
Np0 i(`)
, with Oi(`) = #{n ∈ C` : ξn i = 1},
are asymptotically distributed as Γ
(
k−1
2 ,
1
2λ
)
. Since Q1, . . . , QL are independent because they refer
to different clusters, when all the cluster sizes N` are large, we can estimate the parameter λ by
means of the (asymptotic) maximum likelihood and obtain
λ̂ =
∑L
`=1Q`
L(k − 1)
d∼ Γ
(L(k − 1)
2
,
L(k − 1)
2λ
)
.
Note that E[λ̂] = λ, that is the estimator is unbiased. Moreover, λ̂/λ has asymptotic distribution
Γ
(L(k−1)
2 ,
L(k−1)
2
)
(that not depends on λ) and so it can be used in order to construct asymp-
totic confidence intervals for λ. Moreover, given certain (strictly positive) intrinsic probabilities
p∗0 1(`), . . . , p
∗
0 k(`) for each cluster C`, we can use the above procedure with p0 i(`) = p
∗
0 i(`) for
i = 1, . . . , k and ` = 1, . . . , L in order to obtain an estimate λ̂∗ of λ, and then use the statistics
Q` with p0 i(`) = p
∗
0 i(`) and the corresponding asymptotic distribution Γ
(
k−1
2 ,
1
2λ̂∗
)
in order to
perform a χ2-test with null hypothesis
H0 : p0 i(`) = p
∗
0 i(`) ∀i = 1, . . . , k.
Regarding the probabilities p∗0 i(`), some possibilities are:
• we can take p∗0 i(`) = 1/k for all i = 1, . . . , k if we want to test possible differences in the
probabilities for the k different values;
• we can suppose to have two different periods of times, and so two samples, say {ξ(1)n : n =
1, . . . , N} and {ξ(2)n : n = 1, . . . , N}, take p∗0 i(`) =
∑
n∈C` ξ
(1)
n i /N` for all i = 1, . . . , k, and
perform the test on the second sample in order to check possible changes in the intrinsic
probabilities;
• we can take one of the clusters as benchmark, say `∗, set p∗0 i(`) =
∑
n∈C`∗ ξn i/N`∗ for all
i = 1, . . . , k and ` 6= `∗, and perform the test for the other L − 1 clusters in order to check
differences with the benchmark cluster `∗.
This statistical procedure has been applied in [13], but for a sample generated by a Markov chain:
specifically, each cluster is formed by the administrative data that describe, at a very detailed level,
the temporal and spatial dynamics of farmland use in Lombardy, a region in North Italy. However,
in that paper it is not given a general theoretical framework. Instead, here we aim at providing a
general model and the related theoretical results, motivating the above statistical procedure.
CLT for linear models of Markov compact chains
The key point in proving the above result is given into two asymptotic theorems: the Strong Law
of Large Numbers (SLLN) and the Central Limit Theorem (CLT) for the empirical means given in
Theorem 3.1 and Theorem 3.3, for β = 0 and β ∈ (0, 1), respectively. Mathematically speaking,
the proof of these theorems is based on the fact that the processes (ψn i)n, with i = 1, . . . , k, form
a multi-dimensional Markov chain with a unique ergodic invariant limit probability distribution.
For β = 0, all the quantities involved can be computed explicitly, since the Markov chain has a
finite number of states. Conversely, when β ∈ (0, 1), the classical CLTs for Harris chains cannot be
used in the present framework. It is known (see [33]) that a Markov chain with a unique invariant
probability measure can either be a positive Harris recurrent chain with an absorbing set (and
the invariant probability measure is non-singular), or cannot have Harris sets (and the invariant
probability measure is singular). Our Markov chain falls in the second case: the systems as (22)
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are explicitly mentioned in [33, § 3.3]). For this reason, we decide to refer to the general theory
for compact Markov chains (see [42, Chapter 3]). In this framework, we provide a CLT for a
general class of linear models. This byproduct result is given in Theorem A.11, and his importance
is augmented by the fact that the variance-covariance matrix is explicitly calculated with linear
algebra calculus, without the usual computation of the series that involves the auto-correlation
function.
Structure of the paper
Summing up, the sequel of the paper is so structured. In Section 2 we set up our notation and we
define the RP with parameters α > 0 and β ≥ 0. In Section 3 we provide a complete characterization
of the RP for the three cases β = 0, β ∈ [0, 1) and β > 1. (We do not deal with the case β = 1
because, as said before, it coincides with the standard Eggenberger-Po´lya urn, whose properties
are well-known). In particular, we show that, for each i, the empirical mean of the ξn i almost
surely converges to the intrinsic probabilities p0 i when β ∈ [0, 1); while it almost surely converges
to a random limit when β > 1. We obtain also the corresponding CLTs, that, in particular for
β ∈ [0, 1), are the basis for the proof of Theorem 1.1. For completeness, we also describe the case
α = 0, that generates a sequence of independent draws. Section 4 contains the proof of Theorem
1.1, which gives the possibility to construct a chi-squared test for the intrinsic probabilities when
the observed sample is assumed to be generated by a RP with β ∈ [0, 1). Finally, the paper contains
an Appendix: in Section A.1 we state and prove a general CLT for Markov chains with a compact
state space S ⊂ Rk, under a certain condition, that we call “linearity” condition, and in Section
A.2 we explain a fundamental coupling technique used in the proof of the CLT for β ∈ (0, 1).
2 The “Rescaled” Po´lya urn model
In all the sequel (unless otherwise specified) we suppose given two parameters α > 0 and β ≥ 0.
Given a vector x = (x1, . . . , xk)
> ∈ Rk, we set |x| = ∑ki=1 |xi| and ‖x‖2 = x>x = ∑ki=1 |xi|2.
Moreover we denote by 1 and 0 the vectors with all the components equal to 1 and equal to 0,
respectively, and by {e1, . . . , ek} the canonical base of Rk.
To formally work with the RP presented in the introduction, we add here some notations. As
in (3), the urn initially contains a constant number of b0 i distinct balls of color i, with i = 1, . . . , k,
together with a constant number B0 i balls of the same color i. We set b0 = (b0 1, . . . , b0 k)
>
and B0 = (B0 1, . . . , B0 k)
>. In all the sequel (unless otherwise specified) we assume |b0| > 0
and b0 i + B0 i > 0 for each i = 1, . . . , k. Consistently with (4), we set p0 =
b0
|b0| . At each
discrete time (n + 1) ≥ 1, a ball is drawn at random from the urn, obtaining the random vector
ξn+1 = (ξn+1 1, . . . , ξn+1 k)
> defined as
ξn+1 i =
{
1 when the extracted ball at time n+ 1 is of color i
0 otherwise,
and the number of balls in the urn is so updated:
Nn+1 = b0 +Bn+1 with Bn+1 = βBn + αξn+1 , (7)
which gives (since |ξn+1| = 1)
|Bn+1| = β|Bn|+ α. (8)
Therefore, setting r∗n = |Nn| = |b0|+ |Bn|, we get
r∗n+1 = r
∗
n + (β − 1)|Bn|+ α. (9)
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Moreover, setting F0 equal to the trivial σ-field and Fn = σ(ξ1, . . . , ξn) for n ≥ 1, the conditional
probabilities ψn = (ψn 1, . . . , ψnk)
> of the extraction process are for n ≥ 0
ψn i = P (ξn+1 i = 1|Fn) = Nn i|Nn| =
b0 i +Bn i
r∗n
, i = 1, . . . k, (10)
that is, in vectorial form,
ψn = E[ξn+1|Fn] = Nn|Nn| =
b0 +Bn
r∗n
. (11)
It is obvious that we have |ψn| = 1. Finally, for the sequel, we set ξN =
∑N
n=1 ξn/N .
We note that, by means of (11), together with (7) and (9), we have
ψn −ψn−1 = − (1− β)|b0|
r∗n
(
ψn−1 − p0
)
+
α
r∗n
(
ξn −ψn−1
)
. (12)
Since the first term in the right hand of the above relation, the RP for β 6= 1 does not belong to the
class of Reinforced Stochastic Processes (RSPs) studied in [1, 2, 3, 20, 21, 23]. Generally speaking,
by reinforcement in a stochastic dynamics we mean any mechanism for which the probability that
a given event occurs has an increasing dependence on the number of times that the same event
occurred in the past. This “reinforcement mechanism”, also known as “preferential attachment
rule” or “Rich get richer rule” or “Matthew effect”, is a key feature governing the dynamics of many
biological, economic and social systems (see, e.g. [45]). The RSPs are characterized by a “strict”
reinforcement mechanism such that ξn i = 1 implies ψn i > ψn−1 i. As a consequence, the “general”
reinforcement mechanism is satisfied, in the sense that the random variable ψn i has an increasing
dependence on the number of times we have ξmi = 1 for m = 1, . . . , n. When β 6= 1, the RP
does not satisfy the “strict” reinforcement mechanism, because the first term is positive or negative
according to the sign of (1−β) and of (ψn−1−p0). However, when α, β > 0, it satisfies the general
reinforcement mechanism. Indeed, by (7), (8), (9) and (11), using
∑n−1
m=0 x
m = (1 − xn)/(1 − x),
we have
ψn =
b0 + β
nB0 + α
∑n
m=1 β
n−mξm
|b0|+ α1−β + βn
(|B0| − α1−β ) = β
−nb0 +B0 + α
∑n
m=1 β
−mξm
β−n
(
|b0|+ α1−β
)
+ |B0| − α1−β
. (13)
In particular, for β < 1, the dependence of ψn on ξm exponentially increases with m, because of
the factor βn−m, and so the main contribution is given by the most recent extractions. We refer
to this phenomenon as “local” reinforcement. The case β = 0 is an extreme case, for which ψn
depends only on ξn, the last extraction. For β > 1 we have the opposite behaviour, that is the
dependence of ψn on ξm exponentially decreases with m. Finally, we observe that Equation (12)
recalls the dynamics of a RSP with a “forcing input” (see [1, 20, 50]), but the difference relies on
the fact that for the RP the sequence (r∗n) is such that
∑
n 1/r
∗
n = +∞ and
∑
n 1/(r
∗
n)
2 = +∞ for
β ∈ (0, 1) and ∑n 1/r∗n < +∞ (and ∑n 1/(r∗n)2 < +∞) for β > 1. These facts lead to a different
asymptotic behavior of (ψn).
3 Properties of the “Rescaled” Po´lya urn model
We study separately the three cases β = 0, β ∈ (0, 1) and β > 1.
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3.1 The case β = 0
In this case, by (7), (8) and (9), equation (10) becomes for all i = 1, . . . , k
ψ0 i =
b0 i +B0 i
|b0|+ |B0| and
ψn i =
b0 i + αξn i
|b0|+ α for n ≥ 1.
(14)
We now focus on ψn for n ≥ 1. The process (ψn)n≥1 is a k-dimensional Markov chain with a finite
state space S = {s1, . . . , sk}, where
si =
1
|b0|+ α
(
b0 1, . . . , b0 i + α, . . . , b0 k
)>
, for i = 1, . . . , k ,
and transition probability matrix
P =
1
|b0|+ α (1k b0
> + αIdk) =
|b0|
|b0|+ α (1k p0
> + α|b0| Idk) ,
which is irreducible and aperiodic. Now, since 1k p0
> is idempotent and commutes with the
identity, then we have
Pn =
( |b0|
|b0|+ α
)n(( n−1∑
j=0
(
n
j
)
( α|b0| )
j
)
1k p0
> + ( α|b0| )
nIdk
)
=
( |b0|
|b0|+ α
)n((
(1 + α|b0| )
n − ( α|b0| )n
)
1k p0
> + ( α|b0| )
nIdk
)
= 1k p0
> +
( α
|b0|+ α
)n(
Idk − 1k p0>
)
= 1k p0
> + γn
(
Idk − 1k p0>
)
,
(15)
where γ is the constant given in (5), that becomes equal to α|b0|+α for β = 0. We note that γ < 1
(since |b0| > 0 by assumption) and so Pn → 1k p0>, and the unique invariant probability measure
on S is hence pi = p0.
Theorem 3.1. We have ξN
a.s.−→ p0 and
√
N
(
ξN − p0
)
=
∑N
n=1(ξn − p0)√
N
d−→
N→∞
N (0,Σ2),
where
Σ2 = λ
(
diag(p0)− p0p0>
)
, (16)
with λ defined in (6) (taking β = 0).
Proof. We observe that, by (14), we have for each n ≥ 0
{ξn+1 i = 1} = {ψn+1 = si}.
Therefore, the strong law of large numbers for Markov chains immediately yields
ξN =
1
N
N∑
n=1
(
1{ψn=s1}, . . . ,1{ψn=sk}
)> a.s.−→ p0.
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Take a vector c = (c1, . . . , ck)
T and define g(x) = cT (x−p0). Recall that g(ξn) = g
(
1{ψn=s1}, . . . ,1{ψn=sk}
)
and apply the central limit theorem for uniformly ergodic Markov chains (see, for instance, [40,
Theorem 17.0.1]): the sequence (
∑N
n=1 g(ξn)√
N
) converges in distribution to the Gaussian distribution
N (0, σ2c), with
σ2c = Var[g(ξ
(pi)
0 )] + 2
∑
n≥1
Cov(g(ξ
(pi)
0 ), g(ξ
(pi)
n ))
= cT
(
Var[ξ
(pi)
0 ] + 2
∑
n≥1
Cov(ξ
(pi)
0 , ξ
(pi)
n )
)
c ,
where ξ(pi)n =
(
1{ψ(pi)n =s1}, . . . ,1{ψ(pi)n =sk}
)
and
(
ψ(pi)n
)
n≥0 is a Markov chain with transition ma-
trix P and initial distribution pi, that is p0. Now, by definition, ξ
(pi)
0 ξ
(pi)
0
T
= diag(ξ
(pi)
0 ), and hence
Var[ξ
(pi)
0 ] = diag(p0)− p0p0T . Moreover, by means of (15),
E[ξ
(pi)
0 ξ
(pi)
n
>
] = diag(p0)P
n = p0p0
> + γn
(
diag(p0)− p0p0>
)
.
Hence, since γ < 1, we have
∑
n≥1 γ
n = γ/(1− γ) and so
Var[ξ
(pi)
0 ] + 2
∑
n≥1
Cov(ξ
(pi)
0 , ξ
(pi)
n ) =
(
diag(p0)− p0p0>
)(
1 +
2γ
1− γ
)
.
By the Crame´r-Wold device, the theorem is proved with Σ2 given in (16).
Remark 3.2. Note that in Theorem 3.1 we do not assume b0 i > 0 for all i, but only |b0| > 0 (as said
in Sec. 2). A different behavior is observed when b0 = 0. In this case, (14) gives ψn = ξn for n ≥ 1.
Since ψn i = P (ξn i = 1|Fn), the above equality implies recursively ψn = ξn = ξ1 for each n ≥ 1. In
other words, the process of extractions ξ = (ξn)n≥1 is constant, with P (ξ1 i = 1) = ψ0 i = B0 i/|B0|.
3.2 The case β ∈ (0, 1)
In this case, we have limn β
n = 0 and
∑
n≥1 β
n = β/(1 − β). Therefore, setting r = α1−β and
r∗ = |b0|+ r, we have by (8) and (9)
r∗n = |b0|+ |Bn| = |b0|+ r + βn(|B0| − r) −→ r∗, (17)
and so we have that the denominator r∗n in ψn (see Eq. (10) and (11)) goes exponentially fast to the
limit r∗. Moreover, recalling the definition of the constant γ in (5), we have β < γ < 1 (remember
that |b0| > 0 by assumption) and
γ − β = α
r∗
and 1− γ = (1− β)|b0|
r∗
. (18)
Therefore, by (17), the terms (1−β)|b0|r∗n and
α
r∗n
in the dynamics (12) converge exponentially fast
to (1 − γ) and (γ − β), respectively. Furthermore, as we will see, the fact that the constant γ is
strictly smaller than 1 will play a central roˆle, because it will imply the existence of a contraction
of the process ψ = (ψn)n in a proper metric space with (sharp) constant γ. Consequently, it is
not a surprise that this constant enters naturally in the parameters of the asymptotic distribution,
given in the following result:
Theorem 3.3. We have ξN
a.s.−→p0 and
√
N(ξN − p0) =
∑N
n=1(ξn − p0)√
N
d−→N (0,Σ2),
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where
Σ2 = λ
(
diag(p0)− p0p0T
)
,
with λ defined in (6).
Remark 3.4. Note that in Theorem 3.1 we do not assume b0 i > 0 for all i, but only |b0| > 0 (as
said in Sec. 2). Again, a different behavior is observed when b0 = 0. Indeed, from (12), we have
ψn −ψn−1 = α
r∗n
(
ξn −ψn−1
)
, (19)
and hence the RP is a martingale. The asymptotic result given above fails (in fact, we have γ = 1).
The martingale property of the bounded process ψ implies that ψn converges almost surely (and in
mean) to a bounded random variable ψ∞. In addition, since r∗n → α/(1−β), from (19), we obtain
that the unique possible limits ψ∞ are those for which ξn = ψ∞ eventually. Hence ψ∞ takes
values in {e1, . . . , ek} and, since we have E[ψ∞] = E[ψ0] = B0/|B0|, we get P (ψ∞ = ei) = B0 i|B0|
for all i = 1, . . . , k.
We will split the proof of Theorem 3.3 into two main steps: first, we will prove that the
convergence behaviour of ξN does not depend on the initial constant |B0| and, then, without
loss of generality, we will assume |B0| = r and we will give the proof of the theorem under this
assumption.
3.2.1 Independence of the asymptotic properties of the empirical mean from
|B0|
We use a coupling method to prove that the convergence results stated in Theorem 3.3 are not
affected by the value of the initial constant |B0|.
Set ξ(1)n = ξn and ψ
(1) = ψ, that follows the dynamics (12), together with (10), starting from
a certain initial point ψ
(1)
0 = ψ0. By (7) and relations (18), we can write
ψ
(1)
n+1 =
b0 + βBn + αξ
(1)
n+1
r∗n+1
=
b0 + β(r
∗
nψ
(1)
n − b0) + αξ(1)n+1
r∗n+1
= βψ(1)n
r∗n
r∗n+1
+
(1− β)b0
r∗n+1
+
α
r∗n+1
ξ
(1)
n+1
= βψ(1)n + (γ − β)ξ(1)n+1 + l(1)n+1(ψ(1)n , ξ(1)n+1) + (1− γ)p0,
where
l
(1)
n+1(x,y) =
( r∗
r∗n+1
− 1
)[
(1− γ)p0 + (γ − β)y
]
+
( r∗n
r∗n+1
− 1
)
βx.
Since, by (17), we have r∗/r∗n+1 − 1 = O(βn+1) and r∗n/r∗n+1 − 1 = O(βn+1), we get |l(1)n+1| =
O(βn+1). Now, take ξ(2) = (ξ(2)n )n and ψ
(2) = (ψ(2)n )n following the same dynamics given in (10)
and (12), but starting from an initial point with |B(2)0 | = r. Therefore, we have
ψ
(2)
n+1 = βψ
(2)
n + (γ − β)ξ(2)n+1 + (1− γ)p0.
Both dynamics are of the form (A.9) with a0 = β, a1 = (γ − β), c = (1 − γ)p0, c(1)n = βn and
c
(2)
n = 0, and, by (10), condition (A.10) holds true. Hence we can apply Theorem A.13 so that
there exist two stochastic processes ψ˜(1) and ψ˜(2), following the dynamics (A.11) (with the same
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specifications as above), together with (A.12), starting from the same initial points and such that
(A.14) holds true, that is
E
[
|ψ˜(1)n+1 − ψ˜(2)n+1|
∣∣∣ψ˜(2)0 , ψ˜(1)0 ] ≤ γn+1|ψ˜(1)0 − ψ˜(2)0 |+O( n+1∑
j=1
γn+1−jβj
)
= O
(
(n+ 2) max(γ, β)n+1
)
= O
(
(n+ 2)γn+1
)
.
Since γ < 1, if we subtract (A.11) with ` = 2 by (A.11) with ` = 1, we obtain that
+∞∑
n=1
E
[
|ξ˜(1)n − ξ˜(2)n |
]
< +∞,
which implies
∑+∞
n=0 |ξ˜(1)n − ξ˜(2)n | < +∞ a.s., that is
ξ˜(1)n = ξ˜
(2)
n eventually. (20)
Therefore, if we prove some asymptotic results for ξ(2), then they hold true also for ξ˜(2) (since
they have the same joint distribution), then they hold true also for ξ˜(1) (since (20)), and finally
they hold true also for ξ(1) (since they have the same joint distribution). Summing up, without
loss of generality, we may prove Theorem 3.3 under the additional assumption |B0| = r.
3.2.2 The case |B0| = r
Thanks to what we have observed in the previous subsection, we here assume that |B0| = r =
α/(1− β), that implies |Bn| = r and
r∗n = r
∗ = |b0|+ r (21)
for any n. Hence, we can simplify (10) as
ψn i = P (ξn+1 i = 1|Fn) = b0 i +Bn i|b0|+ r =
b0 i +Bn i
r∗
.
The process ψ = (ψn)n≥0 is then a Markov chain with state space
S =
{
x : xi ∈
[b0 i
r∗
,
b0 i + r
r∗
]
, |x| = 1
}
,
which, endowed with the distance induced by the norm | · |, is a compact metric space.
In the sequel, according to the context, since we work with a Markov chain with state space
S ⊂ Rk, the notation P will be used for:
• a kernel P : S × B(S) → [0, 1], where B(S) is the Borel σ-field on S and we will use the
notation P (x,dy) in the integrals;
• an operator P : C(S) → M(S), where C(S) and M(S) denote the space of the continuous
and measurable functions on S, respectively, defined as
(Pf)(x) =
∫
S
f(y)P (x,dy).
In addition, when f is the identity map, that is f(y) = y, we will write (Pid)(x) or (Py)(x).
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Moreover, we set P 0f = f and Pnf = P (Pn−1f).
By (12), together with (18) and (21), the process ψ = (ψn)n follows the dynamics
ψn+1 = βψn + b0
(1− β)
r∗
+ ξn+1
α
r∗
= βψn + (1− γ)p0 + (γ − β)ξn+1. (22)
Therefore, given z = (z1, . . . , zk)
T and setting
z(i) =
(
z1, . . . , zi +
α
r∗
, . . . , zk
)T
=
(
z1, . . . , zi + (γ − β), . . . , zk
)T
,
for any i = 1, . . . , k, we get
(Pf)(x) = E[f(ψn+1)|ψn = x] =
k∑
i=1
xif
((
βx+ p0(1− γ)
)
(i)
)
. (23)
In particular, from the above equality, we get
(Pid)(x)− p0 = E[ψn+1 − p0|ψn = x] = γ(x− p0). (24)
We now show that ψ is an irreducible, aperiodic, compact Markov chain (see Def. A.4 and Def. A.6).
Check that ψ is a compact Markov chain: By Lemma A.5, it is sufficient to show that P
defined in (23) is weak Feller (Definition A.1) and that it is a semi-contractive operator on Lip(S)
(Definition A.3). From (23), we have immediately that the function Pf is continuous whenever f
is continuous and hence P is weak-Feller. In order to prove the contractive property, we start by
observing that the dynamics (22) of ψ is of the form (A.9) with a0 = β, a1 = (γ−β), c = p0(1−γ)
and ln ≡ 0 for each n. Moreover, by (10), condition (A.10) holds true. Then , let ψ(1) and ψ(2)
be two stochastic processes following the dynamics (A.9) with the same specifications as above,
together with (A.10), and starting, respectively, from the point x and y. Then, applying Theo-
rem A.13, we get two stochastic processes ψ˜(1) and ψ˜(2), evolving according to (A.11), together
with (A.12), starting from the same initial points x and y and such that
E
[
|ψ˜(2)1 − ψ˜(1)1 |
]
= E
[
|ψ˜(2)1 − ψ˜(1)1 |
∣∣∣ψ˜(1)0 = x, ψ˜(2)0 = y ] ≤ γ|x− y|.
Therefore, if we take f ∈ Lip(S) with
|f |Lip = sup
x,y∈S,x 6=y
|f(y)− f(x)|
|y − x| ,
we obtain
|(Pf)(y)− (Pf)(x)| = |E[f(ψ˜(2)1 )|ψ˜(2)0 = y]− E[f(ψ˜(1)1 )|ψ˜(1)0 = x]|
= E
[ |f(ψ˜(2)1 )− f(ψ˜(1)1 )| ]
≤ |f |LipE
[
|ψ˜(2)1 − ψ˜(1)1 |
]
≤ |f |Lip γ |x− y|
and so
|(Pf)|Lip = sup
x,y∈S,x6=y
|(Pf)(y)− (Pf)(x)|
|y − x| ≤ γ|f |Lip,
with γ < 1, as requested.
Check that ψ is irreducible and aperiodic: We prove the irreducibility and aperiodicity
condition stated in Def. A.6, using Theorem A.7. Therefore, let us denote by pi an invariant
13
probability measure for P . Moreover, let ψ(1) and ψ(2) be two processes that follows the same
dynamics (22) of ψ, but for the first process, we set the initial distribution equal to pi, while for
the second process, we take any other initial distribution ν on S. Again, as above, since (22) is of
the form (A.9) with a0 = β, a1 = (γ − β), c = p0(1 − γ) and ln ≡ 0 for each n, and, by (10),
condition (A.10) holds true, then we can apply Theorem A.13 and obtain two stochastic processes
ψ˜(1) and ψ˜(2), evolving according to (A.11) (with the same specifications as above), together with
(A.12), starting from the same initial random variables ψ
(1)
0 (with distribution pi) and ψ
(2)
0 (with
distribution ν) and such that
E
[
|ψ˜(1)n+1 − ψ˜(2)n+1|
∣∣∣ψ˜(2)0 , ψ˜(1)0 ] ≤ γn+1|ψ˜(1)0 − ψ˜(2)0 |.
Hence, since γ < 1, we have E[|ψ˜(1)n − ψ˜(2)n |] −→ 0, and, since the distribution of ψ˜(1)n is always pi
(by definition of invariant probability measure), we can conclude that ψ˜(2)n , and so ψ
(2)
n (because
they have the same distribution), converges in distribution to pi.
Proof of the almost sure convergence: We have already proven that the Markov chain ψ has
one invariant probability measure pi. Furthermore, from (22) we get
ξn+1 − p0 = 1
γ − β
[
ψn+1 − βψn − p0(1− γ)
]− p0
=
1
γ − β
[
(ψn+1 − p0)− β(ψn − p0)
]
. (25)
Therefore, applying [31, Corollary 5.3 and Corollary 5.12], we obtain
ξN − p0 =
1
N
N∑
n=1
(ξn − p0) a.s.−→ 1− β
γ − βE[ψ
(pi)
n − p0],
where
(
ψ(pi)n
)
n≥0 is a Markov chain with transition kernel P and initial distribution pi. From (24),
we have
E[ψ(pi)n − p0] = E[ψ(pi)n+1 − p0] = E
[
E[ψ
(pi)
n+1 − p0 |ψ(pi)n ]
]
= γE[ψ(pi)n − p0]
and so, since γ < 1, we get E[ψ(pi)n −p0] = 0. This means that
∫
S
xpi(dx) = p0 and ξN
a.s.−→ p0.
Proof of the CLT: We apply Theorem A.11, taking into account that we have already proven
that ψ is an irreducible and aperiodic compact Markov chain. Since, by (25) and what we have
already proven before, we have
ξn+1 − p0 = f(ψn,ψn+1) with f(x,y) = 1
γ − β
[
(y − p0)− β(x− p0)
]
and p0 =
∫
S
xpi(dx). Hence f and P form a linear model as defined in Definition A.9 (see also
Remark A.10). Indeed, we have A1 = − βγ−β Id and A2 = 1γ−β Id. Moreover, by (24), we have
P (id)(x)− p0 = γ(x− p0), which means AP = γId. Therefore Theorem A.11 holds true with
D0 = (1− γ)−1Id, D1 = − γ(1− β)
(γ − β)(1− γ)Id, D2 =
(1− β)
(γ − β)(1− γ)Id
and so, after some computations, with
Σ2 =
(1− β)2(1 + γ)
(γ − β)2(1− γ)Σ
2
pi =
(1− β)2
(γ − β)2
(
1 + 2
γ
1− γ
)
Σ2pi. (26)
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In order to conclude, we take a Markov chain
(
ψ(pi)n
)
n≥0 with transition kernel P and initial
distribution pi and we set
ξ
(pi)
n+1 − p0 = f(ψ(pi)n ,ψ(pi)n+1) = A2(ψ(pi)n+1 − p0) +A1(ψ(pi)n − p0).
Then we observe that, by (A.4) and (A.5), we have
diag(p0)− p0p0T = E
[
(ξ
(pi)
1 − p0)(ξ(pi)1 − p0)>
]
= A1Σ
2
piA
>
1 +A2Σ
2
piA
>
2 +A1Σ
2
piA
>
PA
>
2 +A2APΣ
2
piA1
=
(γ − β)2 + (1− γ2)
(γ − β)2 Σ
2
pi. (27)
Finally, it is enough to combine (26) and (27).
3.3 The case β > 1
In this case, limn β
n = +∞ and ∑n≥1 β−n = 1/(β − 1). Hence, the following results hold true:
Theorem 3.5. We have
ψN
a.s.−→ ψ∞ = B0 + α
∑+∞
n=1 β
−nξn
|B0|+ αβ−1
and
|ψN −ψ∞| = O(β−N ).
Moreover ψ∞ takes values in {x ∈ [0, 1]k : |x| = 1} and, if B0 i > 0 for all i = 1, . . . , k, then
P{ψ∞ i ∈ (0, 1)} = 1 for each i.
Note that ψ∞ is a function of ξ = (ξn)n≥1, which takes values in ({x ∈ {0, 1}k : |x| = 1})∞.
Proof. By (13), we have
ψN =
b0 +BN
r∗N
=
b0β
−N +B0 + α
∑N
n=1 β
−nξn
|b0|β−N + |B0|+ αβ−1 (1− β−N )
.
Hence, the almost sure convergence immediately follows because |∑n≥1 β−nξn| ≤ ∑n≥1 β−n <
+∞. Moreover, after some computations, we have
ψN −ψ∞ =
−α(|B0|+ αβ−1)∑n≥N+1 β−nξn + β−NR(|B0|+ αβ−1)(|B0|+ αβ−1 + β−N(|b0| − αβ−1)) ,
whereR =
(|B0|+ αβ−1)b0−(|b0|− αβ−1)(B0+α∑+∞n=1 β−nξn). Therefore, since |∑n≥N+1 β−nξn| ≤∑
n≥N+1 β
−n = β−N/(β − 1) and |R| is bounded by a constant, we obtain that
|ψN −ψ∞| = O(β−N ).
In order to conclude, it is enough to recall that, by definition, we have ψN ∈ [0, 1]k with |ψN | = 1
and observe that, if B0, i > 0 for all i, then we have
0 <
B0 i
|B0|+ αβ−1
≤ ψ∞ i = B0 i + α
∑∞
n=1 β
−nξn i
|B0|+ αβ−1
≤
B0 i +
α
β−1
|B0|+ αβ−1
< 1.
Theorem 3.6. We have ξN
a.s.−→ ψ∞ and
√
N
(
ξN −ψN
) s−→N (0,Σ2) and √N (ξN −ψ∞) s−→N (0,Σ2)
where Σ2 = diag(ψ∞)−ψ∞ψ>∞ and s−→ means stable convergence.
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Note that, if B0 i > 0 for all i = 1, . . . , k, then Σ
2
i,j ∈ (0, 1) for each pair (i, j).
The stable convergence has been introduced in [48] and, for its definition and properties, we
refer to [19, 22, 32].
Proof. The almost sure convergence of ξN to ψ∞ follows by usual martingale arguments (see,
for instance, [11, Lemma 2]) because E[ξn+1|Fn] = ψn → ψ∞ a.s. and
∑
n≥1E[‖ξn‖2]n−2 ≤∑
n≥1 n
−2 < +∞.
Regarding the CLTs, we observe that, by means of (12), we can write
ψn+1 −ψn = H(ψn)
r∗n+1
+
∆Mn+1
r∗n+1
, (28)
where H(x) = |(β − 1)|b0(x− p0) and ∆Mn+1 = α(ξn+1 −ψn). Therefore, we get
√
N
(
ξN −ψN
)
=
1√
N
(
NξN −NψN
)
=
1√
N
N∑
n=1
[ξn −ψn−1 + n(ψn−1 −ψn)]
=
N∑
n=1
YN,n +QN ,
where
YN,n =
ξn −ψn−1√
N
=
∆Mn+1
α
√
N
and
QN =
1√
N
N∑
n=1
n (ψn−1 −ψn) = − 1√
N
N∑
n=1
n
r∗n
(H(ψn−1) + ∆Mn).
Since
∑
n≥1 n/r
∗
n < +∞ and |H(ψn−1)| + |∆Mn| is uniformly bounded by a constant, we have
thatQN converges to zero almost surely. Therefore it is enough to prove that
∑N
n=1 YN,n converges
stably to the desired Gaussian kernel. To this purpose we observe that E[YN,n|Fn−1] = 0 and so,
in order to prove the stable convergence, we have to check the following conditions (see [22, Cor. 7]
or [19, Cor. 5.5.2]):
(c1) E [ max1≤n≤N |YN,n| ]→ 0 and
(c2)
∑N
n=1 YN,nY
>
N,n
P−→Σ2.
Regarding (c1), we observe that max1≤n≤N |YN,n| ≤ 1√N max1≤n≤N |ξn − ψn−1| ≤ 1√N → 0. In
order to conclude, we have to prove condition (c2), that is
N∑
n=1
YN,nY
>
N,n =
1
N
N∑
n=1
(ξn −ψn−1)(ξn −ψn−1)> P−→Σ2.
The above convergence holds true even almost surely by usual martingale arguments (see, for
instance, [11, Lemma 2]). Indeed, we have
∑
n≥1E[‖ξn −ψn−1‖2]/n2 ≤
∑
n≥1 n
−2 < +∞ and
E[(ξn −ψn−1)(ξn −ψn−1)>|Fn−1] = diag(ψn−1)−ψn−1ψn−1> a.s−→Σ2.
The last stable convergence follows from the equality√
N(ξN −ψ∞) =
√
N(ξN −ψN ) +
√
N(ψN −ψ∞),
where the last term converges almost surely to zero by Theorem 3.5.
Remark 3.7. Equation (28) implies that ψ = (ψn)n is a positive (i.e. non-negative) almost super-
martingale [49] and also a bounded quasi-martingale [39] because H(ψn) is uniformly bounded by
a constant and
∑
n≥1 1/r
∗
n+1 < +∞.
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3.4 The case α = 0
The model introduced above for α > 0 makes sense also when α = 0. For completeness, in this
section we discuss this case. Recall that we are assuming |b0| > 0 and b0 i + B0 i > 0 (see Sec. 2).
For the case β > 1, we here assume also |B0| > 0.
When α = 0, the random vectors ξn are independent with
P (ξn i = 1) = ψn i =
b0 i + β
nB0 i
|b0|+ βn|B0| .
Therefore, we have ψn i =
b0 i+B0 i
|b0|+|B0| for all n if β = 1 (which corresponds to the classical multinomial
model) and
ψn i −→
{
b0 i
|b0| if β ∈ [0, 1)
B0 i
|B0| if β > 1.
Moreover, the following result holds true:
Theorem 3.8. We have
ξN
a.s.−→ ξ∞ =

b0+B0
|b0|+|B0| if β = 1,
b0
|b0| = p0 if β ∈ [0, 1),
B0
|B0| if β > 1.
Moreover, we have √
N
(
ξN − ξ∞
) s−→ N (0,Σ2),
where Σ2 = diag(ψ∞)−ψ∞ψ>∞ and s−→ means stable convergence.
Proof. The almost sure convergence follows from the Borel–Cantelli lemmas (see, for instance, [53,
Section 12.15]). Indeed, we have:
• if ∑n≥0 ψn,i < +∞, then ∑Nn=1 ξn i a.s.−→ ξ∞ i, with P (ξ∞ i < +∞) = 1;
• if ∑n≥0 ψn,i = +∞, then ∑Nn=1 ξn i/∑Nn=1 ψn−1 i a.s.−→ 1.
Hence, the statement of the theorem follows because:
(i) if β = 1, then
∑
n≥0 ψn i = +∞ and
∑N
n=1 ψn−1 i ∼ b0 i+B0 i|b0|+|B0|N ;
(ii) if β ∈ [0, 1) and b0 i > 0, then
∑
n≥0 ψn i = +∞ and
∑N
n=1 ψn−1 i ∼ b0 i|b0|N = p0 iN ;
(iii) if β ∈ [0, 1) and b0 i = 0, then
∑
n≥0 ψn i ≤ B0 i|b0|
∑
n≥0 β
n < +∞ and so ∑n≥1 ξn i < +∞ a.s.,
that is ξn i = 0 eventually with probability one;
(iv) if β > 1 and B0 i > 0, then
∑
n≥0 ψn i = +∞ and
∑N
n=1 ψn−1 i ∼ B0 i|B0|N ;
(v) if β > 1 and B0 i = 0, then
∑
n≥0 ψn i ≤ b0 i|B0|
∑
n≥0 β
−n < +∞ and so ∑n≥1 ξn i < +∞ a.s.,
that is ξn i = 0 eventually with probability one.
For the CLT we argue as in the proof of Theorem 3.6. Indeed, we set YN,n =
ξn−ψn−1√
N
so that we
have
√
N
(
ξN − ξ∞
)
=
N∑
n=1
YN,n +
1√
N
N∑
n=1
(
ψn−1 − ξ∞
)
,
where the second term converges to zero because
N∑
n=1
∣∣ψn−1 − ξ∞∣∣ =

0 if β = 1,
O
(∑N
n=1 β
n
)
if β ∈ [0, 1),
O
(∑N
n=1 β
−n
)
if β > 1.
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Therefore it is enough to prove that
∑N
n=1 YN,n converges stably to the desired Gaussian kernel.
To this purpose we observe that E[YN,n|Fn−1] = 0 and so, in order to prove the stable convergence,
we have to check the following conditions (see [22, Cor. 7] or [19, Cor. 5.5.2]):
(c1) E [ max1≤n≤N |YN,n| ]→ 0 and
(c2)
∑N
n=1 YN,nY
>
N,n
P−→Σ2.
Regarding (c1), we note that max1≤n≤N |YN,n| ≤ 1√N max1≤n≤N |ξn − ψn−1| ≤ 1√N → 0. Re-
garding condition (c2), we observe that
N∑
n=1
YN,nY
>
N,n =
1
N
N∑
n=1
(ξn −ψn−1)(ξn −ψn−1)> a.s.−→Σ2,
because (see, for instance, [11, Lemma 2])
∑
n≥1E[‖ξn −ψn−1‖2]/n2 ≤
∑
n≥1 n
−2 < +∞ and
E[(ξn −ψn−1)(ξn −ψn−1)>|Fn−1] = diag(ψn−1)−ψn−1ψn−1> a.s−→Σ2.
4 Proof of the goodness of fit result (Theorem 1.1)
The proof is based on Theorem 3.1 (for β = 0) and Theorem 3.3 (for 0 < β < 1), whose proofs are
in Sections 3.1 and 3.2, respectively (see also [47, Corollary 2]).
Proof. We mimic here the classical proof for the Pearson chi-squared test based on Sherman Morison
formula (see [51]): if A is an invertible square matrix and 1− v>A−1u 6= 0, then
(A− uv>)−1 = A−1 + A
−1uv>A−1
1− v>A−1u .
Given the observation ξn = (ξn 1, . . . , ξnk)
>, we define the “truncated” vector ξ∗n = (ξ
∗
n 1, . . . , ξ
∗
nk−1)
>,
given by the first k−1 components of ξn. Theorem 3.1 (for β = 0) and Theorem 3.3 (for β ∈ (0, 1))
give the Central Limit Theorem for (ξn)n, that immediately implies
√
N
(
ξ
∗
N − p∗
)
=
∑N
n=1(ξ
∗
n − p∗)√
N
d−→N (0,Σ2∗), (29)
where p∗ is given by the first k − 1 components of p0 and
Σ2∗ = λ(diag(p
∗)− p∗p∗T ).
By assumption p0 i > 0 for all i = 1, . . . , k and so diag(p
∗) is invertible with inverse diag(p∗)−1 =
diag( 1p0 1 , . . . ,
1
p0 k−1
) and, since (diag(p∗)−1)p∗ = 1 ∈ Rk−1, we have
1− p∗Tdiag(p∗)−1p∗ = 1−
k−1∑
i=1
p0 i =
k∑
i=1
p0 i −
k−1∑
i=1
p0 i = p0 k > 0.
Therefore we can use the Sherman Morison formula with A = diag(p∗) and u = v = p∗, and we
obtain
(Σ2∗)
−1 =
1
λ
(diag(p∗)− p∗p∗T )−1 = 1
λ
(
diag( 1p0 1 , . . . ,
1
p0 k−1
) +
1
p0 k
11>
)
. (30)
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Now, since
∑k
i=1(ξN i − p0 i) = 0, then ξN k − p0 k =
∑k−1
i=1 (ξN i − p0 i) and so we get
k∑
i=1
(Oi −Np0 i)2
Np0 i
= N
k∑
i=1
(ξN i − p0 i)2
p0 i
= N
[ k−1∑
i=1
(ξN i − p0 i)2
p0 i
+
(ξN k − p0 k)2
p0 k
]
= N
[ k−1∑
i=1
(ξN i − p0 i)2
p0 i
+
(
∑k−1
i=1 (ξN i − p0 i))2
p0 k
]
= N
k−1∑
i1,i2=1
(ξN i1 − p0 i1)(ξN i2 − p0 i2)
(
δi2i1
1
p0 i1
+
1
p0 k
)
,
where δi2i1 is equal to 1 if i1 = i2 and equal to zero otherwise. Finally, from the above equalities,
recalling (29) and (30), we obtain
k∑
i=1
(Oi −Np0 i)2
Np0 i
= λN(ξ
∗
N − p∗)>(Σ2∗)−1(ξ
∗
N − p∗)
d−→λW0 = W∗,
where W0 is a random variable with distribution χ
2(k−1) = Γ((k−1)/2, 1/2), where Γ(a, b) denotes
the Gamma distribution with density function
f(w) =
ba
Γ(a)
wa−1e−bw.
As a consequence, W∗ has distribution Γ((k − 1)/2, 1/(2λ)).
A Appendix
A.1 A central limit theorem for a multidimensional compact Markov
chain
In this section we prove the general Central Limit Theorem for Markov chains, used for the proof
of Theorem 3.3.
Let (S, d) be a compact metric space and denote by C(S) the space of continuous real functions
on S, by Lip(S) the space of Lipschitz continuous real functions on S and by Lip(S×S) the space
of Lipschitz continuous real functions on S×S. Moreover, we define ‖f‖∞ = supx∈S |f(x)| for each
f in C(S) and, for each f in Lip(S),
|f |Lip = sup
x,y∈S, x 6=y
|f(y)− f(x)|
d(x, y)
and ‖f‖Lip = |f |Lip + ‖f‖∞.
Let P (x, dy) be a Markovian kernel on S and set (Pf)(x) =
∫
S
f(y)P (x, dy). We now recall
some definitions and results regarding Markov chains with values in S.
Definition A.1. We say that P is weak Feller if (Pf)(x) =
∫
S
f(y)P (x, dy) defines a linear
operator P : C(S) → C(S). A Markov chain with a weak Feller transition kernel is said a weak
Feller Markov chain.
Remark A.2. If P is weak Feller, then the sequence (Pn)n≥1 of operators from C(S) to C(S) is
uniformly bounded with respect to ‖ · ‖∞: indeed, we simply have
‖Pnf‖∞ = sup
x∈S
|Pnf(x)| = sup
x∈S
∣∣∣ ∫
S
f(y)Pn(x, dy)
∣∣∣
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≤ sup
x∈S
(∫
S
sup
y∈S
|f(y)|Pn(x, dy)
)
= sup
y∈S
|f(y)| = ‖f‖∞.
Moreover, the existence of at least one invariant probability measure for P is easily shown. In fact,
the set of probability measures P(S) on S, endowed with the topology of the weak convergence, is
a compact convex set. In addition, the adjoint operator of P , namely
P ∗ : P(S)→ P(S), (P ∗ν)(B) =
∫
S
ν(dx)P (x,B),
is continuous on P(S) (since P is weak Feller). Then, the existence of an invariant probability
measure pi is a consequence of the Brouwer’s fixed-point theorem.
Definition A.3. We say that P is semi-contractive or a semi-contraction on Lip(S) if it maps
Lip(S) into itself and there exists a constant γ < 1 such that
|Pf |Lip ≤ γ|f |Lip
for each f ∈ Lip(S).
We now give the definition of compact Markov chain (see [42, Chapter 3] for a general exposition
of the theory of these processes, and [24] for the beginning of this theory):
Definition A.4. We say that P is a Doeblin-Fortet operator if it is weak Feller, a bounded operator
from (Lip(S), ‖ · ‖Lip) into itself and there are finite constants n0 ≥ 1, γ < 1 and R ≥ 0 such that
|Pn0f |Lip ≤ γ|f |Lip +R‖f‖∞,
for each f ∈ Lip(S). A Markov chain with a Doeblin-Fortet operator on a compact set S is called
compact Markov chain (or process).
Note that the Doeblin-Fortet operator, the weak Feller property and the semi-contraction may
also be defined for not-compact state space. In general, a compact Markov process is a Doeblin-
Fortet process in a compact state space. In our framework, since S is compact, the two concepts
coincide and the following result follows immediately:
Lemma A.5. If P is weak Feller and a semi-contractive operator on Lip(S), then P is a Doeblin-
Fortet operator. In other words, a weak Feller Markov chain such that its transition kernel is
semi-contractive on Lip(S) is a compact Markov chain.
Definition A.6. We say that P is irreducible and aperiodic if
Pf = eiθf, with θ ∈ R, f ∈ Lip(S)⇒ eiθ = 1 and f = constant.
A Markov chain with an irreducible and aperiodic transition kernel is said an irreducible and
aperiodic Markov chain.
Under the hypotheses of the Theorem of Ionescu-Tulcea and Marinescu in [35], the spectral
radius of P is 1, the set of eigenvalues of P of modulus 1 has only a finite number of elements and
each relative eigenspace is finite dimensional. This theorem can always be applied to a compact
Markov chain (see [42, Theorem 3.3.1]). More specifically, every compact Markov chain has d
disjoint closed sets, called ergodic sets, contained in its compact state space S. These sets are both
the support of the base of the ergodic invariant probability measures, and the support of a base of
the eigenspaces related to the eigenvalues of modulus 1 (see [42, Theorem 3.4.1]). In addition, each
of this ergodic set may be subdivided into pj closed disjoint subsets. The number pj is the period of
the j-th irreducible component, and the ergodic subdivision gives the support of the eigenfunctions
related to the pj roots of 1 (see [42, Theorem 3.5.1]). Then, as also explained in [42, § 3.6], there
are not other eigenvalues of modulus 1 except 1 (aperiodicity) and not other eigenfunctions except
the constant for the eigenvalue equal to 1 (irriducibility) if and only if the compact Markov chain
has but one ergodic kernel, and this kernel has period 1. In other words, the following result holds
true:
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Theorem A.7. Let ψ = (ψn)n≥0 be a compact Markov chain and let pi an invariant probability
measure with respect to its transition kernel. If ψ = (ψn)n≥0 converges in distribution to pi, whatever
is its initial distribution, then pi is the unique invariant probability measure and ψ is irreducible
and aperiodic.
We now note that, if P is Doeblin-Fortet, irreducible and aperiodic, then it satisfies all the
conditions given in [30, De´finition 0] and [30, De´finition 1]. Therefore, it has a unique invariant
probability measure pi and, for any f ∈ Lip(S×S), there exists a unique (up to a constant) function
uf ∈ Lip(S) such that
uf (x)− Puf (x) =
∫
S
f(x, y)P (x, dy)−
∫
S
∫
S
f(x, y)P (x, dy)pi(dx).
By means of this function uf , it is possible to define the (unique) function f
′(x, y) = f(x, y) +
uf (y)− uf (x) so that we have
m(f) =
∫
S
∫
S
f(x, y)P (x, dy)pi(dx) =
∫
S
∫
S
f ′(x, y)P (x, dy)pi(dx) = m(f ′).
In addition, we may define the quantity σ2(f) ≥ 0 as (see [30, Eq. (6)])
σ2(f) =
∫
S
∫
S
[
f ′(x, y)−m(f ′)]2P (x, dy)pi(dx)
=
∫
S
∫
S
[
f(x, y)−m(f) + uf (y)− uf (x)
]2
P (x, dy)pi(dx). (A.1)
Finally, we have the following convergence result:
Theorem A.8 ([30, The´ore´me 1 and The´ore´me 2]). Let ψ = (ψn)n≥0 be an irreducible and
aperiodic compact Markov chain and denote by pi its unique invariant probability measure. Let
f ∈ Lip(S × S) such that m(f) = 0 and σ2(f) > 0. Then, setting SN (f) =
∑N−1
n=0 f(ψn, ψn+1), we
have
SN (f)√
N
d−→
N→∞
N (0, σ2(f)),
and
sup
t
∣∣∣P (SN (f) < t√N)−N (0, σ2(f))(−∞, t)∣∣∣ = O(1/√N).
Now, let us specialize our assumptions taking as S a compact subset of Rk. Therefore, in the
sequel we will use the boldface in order to highlight the fact the we are working with vectors.
Definition A.9 (“Linearity” condition). We say that P and f : S × S → Rd form a linear model
if f is linear (in x and y) with m(f) = 0 and the function
(Py)(x) =
∫
S
yP (x,dy)
is linear (in x).
Remark A.10. Denote by p0 =
∫
S
xpi(dx) the mean value under the invariant probability measure
pi of P . If P and f form a linear model, then there exist two matrices A1, A2 ∈ Rd×k such that
f(x,y) = A1(x− p0) +A2(y − p0) (A.2)
and a square matrix AP ∈ Rk×k such that
(P (y − p0))(x) =
∫
S
(y − p0)P (x,dy) = AP (x− p0). (A.3)
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Indeed, if (Py)(x) = APx+ b, using that pi is invariant with respect to P , we obtain
p0 =
∫
S
ypi(dy) =
∫
S
∫
S
yP (x,dy)pi(dx) =
∫
S
[APx+ b]pi(dx) = APp0 + b,
and hence (P (y − p0))(x) = AP (x− p0). Moreover, if f(x,y) = A1x+A2y + b, then
m(A1x+A2y + b) =
∫
S
P (x,dy)
∫
S
A1xpi(dx) +
∫
S
A2ypi(dy) + b
= (A1 +A2)p0 + b
and hence, if m(f) = 0, we obtain f = A1(x− p0) +A2(y − p0).
Theorem A.11. Let ψ = (ψn)n≥0 be an irreducible and aperiodic compact Markov chain and
denote by P its transition kernel and by pi its unique invariant measure. Assume that P and
f form a linear model and let A1, A2 and AP defined as in (A.2) and in (A.3). Then, setting
SN (f) =
∑N−1
n=0 f(ψn,ψn+1), we have
SN (f)√
N
d−→
N→∞
N (0,Σ2),
where
Σ2 = D1Σ
2
piD
>
1 +D1Σ
2
piA
>
PD
>
2 +D2APΣ
2
piD
>
1 +D2Σ
2
piD
>
2 ,
with
Σ2pi =
∫
S
(x− p0)(x− p0)>pi(dx)
(the variance-covariance matrix under the invariant probability measure pi),
D1 = A1 −D0 and D2 = A2 +D0,
where D0 = (A1 +A2AP )(Id−AP )−1. Moreover, for any c ∈ Rk,
sup
t
∣∣∣P (SN (c>f) < t√N)−N (0, c>Σ2c)(−∞, t)∣∣∣ = O(1/√N).
Proof. As a consequence of Definition A.3, the spectral radius of AP must be less than one, and
hence Id−AP is invertible. Therefore, we may define
uf (x) = D0(x− p0) = (A1 +A2AP )(Id−AP )−1(x− p0),
so that we have
uf (x)− (Puf )(x) =(A1 +A2AP )(Id−AP )−1(x− p0)
− (A1 +A2AP )(Id−AP )−1AP (x− p0)
=(A1 +A2AP )(x− p0)
=A1(x− p0)
∫
S
P (x,dy) +A2
∫
S
(y − p0)P (x,dy)
=
∫
S
f(x,y)P (x,dy)− 0
=
∫
S
f(x,y)P (x,dy)−
∫
S
f(x,y)P (x,dy)pi(dx).
We immediately get that the function g(x,y) = f(x,y) + uf (y) − uf (x) is linear and it may be
written as g(x,y) = D1(x− p0) +D2(y − p0). Taking into account that∫
S
∫
S
(y − p0)P (x,dy)pi(dx) =
∫
S
(y − p0)pi(dy) = 0,
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∫
S
∫
S
(y − p0)(y − p0)>P (x,dy)pi(dx) =
∫
S
(y − p0)(y − p0)>pi(dy) = Σ2pi (A.4)
and ∫
S
∫
S
(y − p0)(x− p0)>P (x,dy)pi(dx) = AP
∫
S
(x− p0)(x− p0)>pi(dx) = APΣ2pi, (A.5)
we can compute the quantity∫
S
∫
S
g(x,y)g(x,y)>P (x,dy)piψ(dx)
=
∫
S
∫
S
[
D1(x− p0) +D2(y − p0)
]
[
D1(x− p0) +D2(y − p0)
]>
P (x,dy)piψ(dx)
= D1Σ
2
piD
>
1 +D1Σ
2
piA
>
PD
>
2 +D2APΣ
2
piD
>
1 +D2Σ
2
piD
>
2
= Σ2.
By the Crame´r-Wold device, the theorem is proven with Σ2 given above if we prove that, for any
c,
c>
SN (f)√
N
=
SN (c
>f)√
N
d−→
N→∞
N (0, c>Σc).
Therefore, in order to conclude, it is enough to note that the above convergence is a consequence
of Theorem A.8 with f = c>f . Indeed, by definition f ∈ Lip(S×S) and the function uf ∈ Lip(S)
in (A.1) may be chosen as uf = c
>uf , so that m(f) = 0 and σ2(f) = c>Σc.
A.2 Coupling technique
The result proven in this subsection plays a relevant roˆle in the proof of Theorem 3.3. Indeed, it
shows that, under suitable assumptions, two stochastic processes can be “coupled” in a suitable
way, preserving their respective joint distributions.
Set S∗ = {x : xi ≥ 0, |x| = 1}, that is the standard (or probability) simplex in Rk, and recall
that {e1, . . . , ek} denotes the canonical base of Rk. We have the following technical lemma:
Lemma A.12. There exist two measurable functions h(1),h(2) : S∗ × S∗ × (0, 1)→ {e1, . . . , ek},
such that for any x,y ∈ S∗∫
(0,1)
1{h(1)(x,y,u)=ei}du = xi, ∀i = 1, . . . , k,∫
(0,1)
1{h(2)(x,y,u)=ei}du = yi, ∀i = 1, . . . , k
(A.6)
and ∫
(0,1)
1{h(1)(x,y,u)6=h(2)(x,y,u)}du ≤
|x− y|
2
. (A.7)
As a consequence, we have∫
(0,1)
|h(1)(x,y, u)− h(2)(x,y, u)|du ≤ |x− y|. (A.8)
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Proof. Given x,y ∈ S∗, define xy = x ∧ y so that xy
i
= min(xi, yi). Set u0 = |xy| =∑k
i=1 min(xi, yi), and note that 0 ≤ u0 ≤ 1. Moreover, for any i ∈ {1, . . . , k}, set
Axy i =
{
u :
i−1∑
j=1
xy
j
< u ≤
i∑
j=1
xy
j
}
,
Ax i =
{
u : u0 +
i−1∑
j=1
(xj − xyj) < u ≤ u0 +
i∑
j=1
(xj − xyj)
}
Ay i =
{
u : u0 +
i−1∑
j=1
(yj − xyj) < u ≤ u0 +
i∑
j=1
(yj − xyj)
}
and let
h(1)(x,y, u) = ei, if u ∈ Axy i ∪Ax i and
h(2)(x,y, u) = ei, if u ∈ Axy i ∪Ay i.
Observe that, since 1 = u0 +
∑k
i=1(xi − xyi) = u0 +
∑k
i=1(yi − xyi), the equalities above uniquely
define h(1),h(2) on the whole domain. Moreover, since xi = xyi+(xi−xyi) and yi = xyi+(yi−xyi),
then the two conditions collected in Equation (A.6) are verified.
To check(A.7), just note that h(1)(x,y, u) is equal to h(2)(x,y, u) on the set ∪iAxy i = (0, u0)
and we have
2(1− u0) =
k∑
i=1
xi −
k∑
i=1
yi − 2
k∑
i=1
xy
i
=
k∑
i=1
(xi + yi −min(xi, yi))−min(xi, yi)
=
k∑
i=1
max(xi, yi)−min(xi, yi) = |x− y|.
Finally, (A.8) follows immediately from (A.7) since |h(1) − h(2)| ≤ 2.
Now, we are ready to prove the following “coupling result”:
Theorem A.13. Let ψ(1) = (ψ(1)n )n and ψ
(2) = (ψ(2)n )n be two stochastic processes with values
in S∗ that evolve according to the following dynamics:
ψ
(`)
n+1 = a0ψ
(`)
n + a1ξ
(`)
n+1 + l
(`)
n+1(ψ
(`)
n , ξ
(`)
n+1) + c, ` = 1, 2, (A.9)
where a0, a1 ≥ 0, c ∈ Rk, ξ(`)n+1 are random variables taking values in {e1, . . . , ek} and such that
P
(
ξ
(`)
n+1 = ei
∣∣∣ψ(1)0 , ξ(`)1 , . . . , ξ(`)n ) =
P
(
ξ
(`)
n+1 = ei
∣∣∣ψ(`)n ) = ψ(`)n i , for i = 1, . . . , k, (A.10)
and l
(`)
n+1 are measurable functions such that |l(`)n+1| = O(c(`)n+1). Then, there exist two stochastic
processes ψ˜(`) = (ψ˜(`)n )n≥0, ` = 1, 2, evolving according to the dynamics
ψ˜
(`)
n+1 = a0ψ˜
(`)
n + a1ξ˜
(`)
n+1 + l
(`)
n+1(ψ˜
(`)
n , ξ˜
(`)
n+1) + c, ` = 1, 2, (A.11)
with ψ˜
(`)
0 = ψ
(`)
0 and
P
(
ξ˜
(`)
n+1 = ei
∣∣∣ψ(1)0 , ψ(2)0 , ξ˜(1)1 , ξ˜(2)1 . . . , ξ˜(1)n , ξ˜(2)n ) =
P
(
ξ˜
(`)
n+1 = ei
∣∣∣ψ˜(`)n ) = ψ˜(`)n i , for i = 1, . . . , k, (A.12)
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and such that, for any n ≥ 0, we have
E
[
|ψ˜(2)n+1 − ψ˜(1)n+1|
∣∣∣ψ˜(1)m , ψ˜(2)m ,m ≤ n] ≤ (a0 + a1)|ψ˜(2)n − ψ˜(1)n |+O(c(1)n+1) +O(c(2)n+1). (A.13)
Remark A.14. As a consequence, for each ` = 1, 2, the two stochastic processes ψ˜(`) and ξ˜(`) have
the same joint distribution of ψ(`) and of ξ(`), respectively. Indeed, ψ˜
(`)
0 = ψ
(`)
0 and, by (A.9),
(A.10), (A.11) and (A.12), the conditional distributions of ψ˜`n+1 given [ψ˜
(`)
0 , . . . , ψ˜
(`)
n ] and of ξ˜
`
n+1
given [ψ˜
(`)
0 , ξ˜
(`)
1 . . . , ξ˜
(`)
n ] are the same as the one of ψ
`
n+1 given [ψ
(`)
0 , . . . ,ψ
(`)
n ] and of ξ
`
n+1 given
[ψ
(`)
0 , ξ
(`)
1 . . . , ξ
(`)
n ], respectively.
Moreover, from inequality (A.13), by recursion, we obtain
E
[
|ψ˜(2)n+1 − ψ˜(1)n+1|
∣∣∣ψ(1)0 ,ψ(2)0 ] ≤ (a0 + a1)n+1|ψ(2)0 −ψ(1)0 |
+O
( n+1∑
j=1
(a0 + a1)
n+1−j(c(1)j + c
(2)
j )
)
.
(A.14)
Proof. We set ψ˜
(`)
0 = ψ
(`)
0 , for ` = 1, 2, and we take a sequence (Un)n≥1 of i.i.d. (0, 1)-uniform
random variables, independent of σ(ψ
(1)
0 ,ψ
(2)
0 ). Then, we take the two functions h
(1),h(2) of
Lemma A.12 and, for each ` and any n ≥ 0, we recursively define
ξ˜
(`)
n+1 = h
(`)(ψ˜(1)n , ψ˜
(2)
n , Un+1)
ψ˜
(`)
n+1 = a0ψ˜
(`)
n + a1ξ˜
(`)
n+1 + l
(`)
n+1(ψ˜
(`)
n , ξ˜
(`)
n+1) + c.
Setting F˜n = σ(ψ(1)0 ,ψ(2)0 , U1, . . . , Un), we have that Un+1 is independent of F˜n and, by definition,
ξ˜(`)n and ψ˜
(`)
n are F˜n-measurable, for any ` = 1, 2 and n ≥ 0. Therefore, using relation (A.6), we
get for any ` = 1, 2, n ≥ 0 and i = 1, . . . , k,
P
(
ξ˜
(`)
n+1 = ei
∣∣F˜n) = ∫ 1{h(`)(ψ˜(1)n , ψ˜(2)n , u)=ei} du = ψ˜(`)n i .
This means that (A.11), together with (A.12), holds true. Finally, by relation (A.8), we have
E
[
|ξ(2)n+1 − ξ(1)n+1|
∣∣∣F˜n] = ∫
(0,1)
|h(1)(ψ˜(1)n , ψ˜(2)n , u)− h(2)(ψ˜(1)n , ψ˜(2)n , u)|du
≤ |ψ˜(1)n − ψ˜(2)n |
and hence, subtracting (A.11) with ` = 2 from the same relation with ` = 1, we obtain
E
[
|ψ˜(2)n+1 − ψ˜(1)n+1|
∣∣∣F˜n] ≤ a0|ψ˜(2)n − ψ˜(1)n |+ a1|ψ˜(2)n − ψ˜(1)n |+O(c(1)n+1) +O(c(2)n+1),
and so inequality (A.13) holds true.
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