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$(P)$ $\langle a,$ $x\rangle$
$f(x)\leq 0,$ $g(x)\geq 0$
$f,$ $g$ : $\mathbb{R}^{n}arrow \mathbb{R}$ $a\in \mathbb{R}^{n}$ $DC$ $(P)$
$DC$ ([3])
$f_{0}(x)-g_{0}(x)$
$f_{i}(x)-g_{i}(x)\leq 0,$ $i=1,$ $\ldots,$ $m$
$i=0,$ $\ldots,$ $m$ $g_{i}$ : $\mathbb{R}^{n}arrow \mathbb{R}$
$DC$ $(P)$ $(P)$
$(P_{y})(y\in \mathbb{R}^{n})$
$(P_{y})$ $\langle a,$ $x\rangle$
$f(x)\leq 0,$
$\langle-y, x\rangle+g^{*}(y)\leq 0$
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$\delta_{A}(x)=\{\begin{array}{ll}0 (x\in A)+\infty (x\not\in A)\end{array}$
$\delta_{A}$ : $\mathbb{R}^{n}arrow \mathbb{R}\cup\{+\infty\}$ $A$ $f$ : $\mathbb{R}^{n}arrow \mathbb{R}\cup\{+\infty\}$
$f$ $x,$ $y\in \mathbb{R}^{n},$ $\lambda\in(0,1)$
$f((1-\lambda)x+\lambda y)\leq(1-\lambda)f(x)+\lambda f(y)$
$f$ $f$ $f^{*}:\mathbb{R}^{n}arrow \mathbb{R}\cup\{+\infty\}$
$f^{*}(u)= \sup\{\langle u, x\rangle-f(x)|x\in \mathbb{R}^{n}\}$
$u,$ $x\rangle$ $u$ $x$ $f$
dom$f=\{x\in \mathbb{R}^{n}|f(x)<+\infty\}$
epi$f=\{(x, r)\in \mathbb{R}^{n}\cross \mathbb{R}|x\in$ dom$f,$ $f(x)\leq r\}$
$\{f\leq\lambda\}=\{x\in \mathbb{R}^{n}|f(x)\leq\lambda\} (\lambda\in \mathbb{R})$
$x\in \mathbb{R}^{n}$ $f$ $x$
$\partial f(x)=\{x^{*}\in \mathbb{R}^{n}|f(y)-f(x)\geq\langle x^{*}, y-x\rangle,\forall y\in \mathbb{R}^{n}\}$
3 $DC$
$DC$ $(P)$ $(P_{y})(y\in \mathbb{R}^{n})$
$f,$ $g$ : $\mathbb{R}^{n}arrow \mathbb{R}$ $a\in \mathbb{R}^{n}$
$S=\{x\in \mathbb{R}^{n}|f(x)\leq 0, g(x)\geq 0\}$ $DC$ $(P)$
$\alpha=\inf_{x\in S}\langle a, x\rangle$
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$DC$ $(P)$
$\beta=\inf_{y\in \mathbb{R}^{n}}\sup_{\lambda,\mu\geq 0}\inf_{x\in \mathbb{R}^{n}}\{\langle a, x\rangle+\lambda f(x)+\mu(\langle-y, x\rangle+g^{*}(y))\}$
3.1. ( [10]) $f,$ $g$ : $\mathbb{R}^{n}arrow \mathbb{R}$ $a\in \mathbb{R}^{n}$ $S=\{x\in$
$\mathbb{R}^{n}|f(x)\leq 0,$ $g(x)\geq 0\}$ $\alpha\geq\beta$
3.1. ( 1 [10]) $f,$ $g$ : $\mathbb{R}^{n}arrow \mathbb{R}$ $a\in \mathbb{R}^{n}$ $S=$
$\{x\in \mathbb{R}^{n}|f(x)\leq 0, g(x)\geq 0\}$ $z\in domg^{*}$
cone co $($epi$f^{*}\cup\{-z\}\cross[-g^{*}(z),$ $+\infty$ ) $)$ (1)
$\alpha=\beta$ $\beta$ $\lambda,$ $\mu\geq 0$ $y\in \mathbb{R}^{n}$
$DC$ $(P)$
$(P’)$ $\langle a,$ $x\rangle+\delta_{\{f\leq 0\}}(x)$
$g(x)\geq 0$
$f,$ $g$ : $\mathbb{R}^{n}arrow \mathbb{R}$ $a\in \mathbb{R}^{n}$ $(P’)$ $(P)$
$(P’)$
$\alpha=\inf_{g(x)\geq 0}\{\langle a, x\rangle+\delta_{\{f\leq 0\}}(x)\}$
$(P’)$ Lemaire[2]
$\beta$
3.2. ( 2[10]) $f,$ $g$ : $\mathbb{R}^{n}arrow \mathbb{R}$ $a\in \mathbb{R}^{n}$ $S=$
$\{x\in \mathbb{R}^{n}|f(x)\leq 0, g(x)\geq 0\}$
cone epi$f^{*}+\{O\}\cross[0, +\infty)$ (2)




$f(x)=x^{2}-1\leq 0,$ $g(x)=|x+2|-2\geq 0.$
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$f,$ $g$
$f^{*}(y)= \frac{y^{2}}{4}+1,$ $g^{*}(y)=\{\begin{array}{ll}-2y+2 (y\in[-1,1])+\infty (y\not\in[-1,1])\end{array}$
$z\in domg^{*}$ cone co $(epif^{*}\cup\{-z\}\cross[-g^{*}(z), +\infty))$
cone epi$f^{*}+\{O\}\cross[O, +\infty)$ 3.1 3.2
$g(x) \geq 0\inf_{f(x)\leq 0}\langle a,$
$x \rangle=\inf_{x\in[0,1]}x=0$
$\inf_{y\in \mathbb{R}^{n}}\sup_{\lambda,\mu\geq 0}\inf_{x\in \mathbb{R}^{n}}\{\langle a, x\rangle+\lambda f(x)+\mu(\langle-y, x\rangle+g^{*}(y))\}$
$= \inf_{y\in}\sup_{\lambda,\mu\geq 0}\inf_{x\in \mathbb{R}}\{x-\lambda(x^{2}-1)+\mu(-yx-2y+2)\}$
$= \inf_{y\in \mathbb{R}}\sup_{\lambda,\mu\geq 0}\{-\frac{(1-\mu y)^{2}}{4\lambda}-\lambda+\mu(-2y+2)\}$
$= \inf_{y\in \mathbb{R}}\{\begin{array}{ll}+\infty (y\leq 0)-2+\frac{2}{y} (y>0)\end{array}$
$=0$
$\alpha=\beta$
3.1 (1) 3.2 (2)





$f,$ $g,$ $h_{1},$ $\ldots,$
$h_{m}$ : $\mathbb{R}^{n}arrow \mathbb{R}$ $S=\{x\in \mathbb{R}^{n}|h_{i}(x)\leq 0(i=$
$1,$
$\ldots,$
$m)\}$ $\{h_{i}(x)\leq 0(i=1, \ldots, m)|x\in \mathbb{R}^{n}\}$
Slater $f,$ $g$ :







$(Q)$ Fang, Gao, Sheu,




$S_{t}=\{x\in \mathbb{R}^{n}|t-g(x)\leq 0, h_{i}(x)\leq 0(i=1, \ldots, m)\}$
$(Q)$ $(Q_{t})$
4.1. ([11])




$\hat{t}\in(0, t_{0}] (Q)$ $(Q_{\hat{t}})$
([11])
$(Q_{t})$
$\{h_{i}(x)\leq 0(i=1, . . . , m) |x\in \mathbb{R}^{n}\}$ Slater
$t\in(O, to)$ $\{t-g(x)\leq 0, h_{i}(x)\leq 0(i=1, \ldots, m)|x\in \mathbb{R}^{n}\}$
Slater $t\in(0, t_{0})$ $(Q_{t})$
:
$\inf_{x\in S_{t}}\frac{f(x)}{t}=,\max_{\lambda_{1}}\inf_{\lambda_{m}\geq 0x\in\mathbb{R}^{n} ,\mu\geq 0}\{\frac{f(x)}{t}+\sum_{i=1}^{m}\lambda_{i}h_{i}(x)+\mu(t-g(x))\}.$
$\max_{x\in S}g(x)$ $(Q_{t_{0}})$ $+\infty$
$t\in(0, to)$ $(Q_{t})$
$(Q)$ :
$0 \lambda_{1},\ldots,\lambda_{m}\geq 0\inf_{<t<t_{0}}\max_{\mu\geq 0}\inf_{x\in\mathbb{R}^{n}}\{\frac{f(x)}{t}+\sum_{i=1}^{m}\lambda_{i}h_{i}(x)+\mu(t-g(x))\}.$
$\max_{x\in Sg}(x)$ $(Q_{t_{0}})$
$(Q_{t_{0}})$ $\{t_{0}-g(x)\leq 0,$ $h_{i}(x)\leq 0(i=1, \ldots, m)|$
$x\in \mathbb{R}^{n}\}$ Slater $(Q_{t_{ }})$
[11] [9]
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4.2. ([11]) $\{h_{i}(x)\leq 0(i=1, \ldots, m)|x\in C\}$ Slater
:
$\inf_{x\in S_{t_{0}}}\frac{f(x)}{t_{0}}=$ $\max$$\lambda_{1},\ldots,\lambda_{m}\geq 0)\max_{\nu\in \mathbb{R}_{+}^{(dom\delta_{C}^{*}}}\inf_{x\in \mathbb{R}^{n}}\{\frac{f(x)}{t_{0}}+\sum_{i=1}^{m}\lambda_{i}h_{i}(x)+\sum_{v\in dom\delta_{C}^{*}}\nu_{v}(\langle v, x\rangle-\delta_{c}^{*}(v))\}$
$C=\{x\in \mathbb{R}^{n}|t_{0}-g(x)\leq 0\}$ $\mathbb{R}_{+}^{(dom\delta_{C}^{*})}=\{\lambda\in \mathbb{R}^{dom\delta_{C}^{*}}|\lambda_{v}\geq 0(v\in$
dom$\delta_{c}^{*}),$ $\{v\in$ dom$\delta_{C}^{*}|\lambda_{v}\neq 0\}$ : }
4.2 $(Q)$ :
$\min\{\max_{\lambda_{1},\ldots,\lambda_{m}\geq 0_{\nu}}0<t<t_{0}\lambda_{1}\inf_{\max_{\in \mathbb{R}_{+}^{(dom\delta}’}}.,i\frac{f(x)}{t}\dot{c}^{)x\in \mathbb{R}^{n}}\mu\geq 0^{\geq 0x\in \mathbb{R}}\lambda_{m}\inf^{\max}\{\frac{f(x)f_{n}\{}{t_{0}}+\sum_{i=1}^{m}\lambda_{i}h_{i}(x)+_{v\in dom\delta_{C}^{*}}\sum^{n}\nu_{v}(\langle v,x)-,\delta_{c}^{*}(v))|i=1\}\cdot$
$(Q)$ Slater
$(Q)$
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