Detecting and recognizing objects interacting with humans lie in the center of first-person (egocentric) daily activity recognition. However, due to noisy camera motion and frequent changes in viewpoint and scale, most of the previous egocentric action recognition methods fail to capture and model highly discriminative object features. In this work, we propose a novel pipeline for first-person daily activity recognition, aiming at more discriminative object feature representation and object-motion feature fusion. Our object feature extraction and representation pipeline is inspired by the recent success of object hypotheses and deep convolutional neural network based detection frameworks. Our key contribution is a simple yet effective manipulated object proposal generation scheme. This scheme leverages motion cues such as motion boundary and motion magnitude (in contrast, camera motion is usually considered as "noise" for most previous methods) to generate a more compact and discriminative set of object proposals, which are more closely related to the objects which are being manipulated. Then, we learn more discriminative object detectors from these manipulated object proposals based on region-based convolutional neural network (R-CNN). Meanwhile, we develop a network based feature fusion scheme which better combines object and motion features. We show in experiments that the proposed framework significantly outperforms the state-of-the-art recognition performance on a challenging first-person daily activity benchmark.
Introduction
With the emergence of wearable cameras such as GoPro and Google Glass, first-person (egocentric) video un-
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Manipulated object proposal ranking Figure 1 . Motivation of our method. Using motion cues, we can obtain a compact and discriminative set of manipulated object proposals for egocentric action recognition.
derstanding has become an active research area due to its great potential in various applications. One of the most promising applications is egocentric daily activity recognition. For example, Sellen et al. [27] showed that the "life logging" technology, which captures data about daily life, can help people, especially those memory-loss ones to remember more events. González-Díaz et al. [10] studied the problem of recognizing instrumental activities of daily living, and helped medical staff to better understand the patients suffering from Alzheimer disease and age-related dementia.
Recognizing what objects are being manipulated by the users and how they interact with them lie in the center of egocentric human daily activity recognition [11, 24, 4, 22, 19] . Most previous research on first-person activity recognition focused on detecting and recognizing the objects which are operated. Ren et al. are among the pioneers of analyzing hand-manipulating objects in egocentric videos. They developed a system [24] to analyze and quantitatively characterize the main challenges in egocentric object recognition. Fathi et al. [4] performed inference about activities, actions, hands, and objects. They first represented actions using relations between hands and objects, and then modeled activities as a set of temporal-consistent actions. Pirsiavash et al. [22] suggested that activities of daily living are "all about the objects being interacted with", and they developed a temporal pyramid representation by utilizing both passive and active objects. McCandless et al. [19] developed an "object-centric" cutting scheme to automatically select some representative spatio-temporal partitions from a pool of pre-detected partitions.
However, to reliably detect and recognize the manipulated objects from egocentric videos is very challenging. This is because in an egocentric action video, the viewing camera is always moving, which causes a large amount of irrelevant and noisy background motion and makes the object hard to detect. Also, frequent changes of view angles and scales as well as occlusions make the object detection task even harder. State-of-the-art egocentric action recognition methods mostly utilize traditional object detectors such as HoG detector [3] , part-based models [30, 7] , etc., to perform object detection. However, these traditional detection methods are quite sensitive to camera motion, and usually give lots of false detections. As a result, the action representation based on these object detections suffers from low recognition accuracies [4] . On the other hand, state-of-theart action recognition (including egocentric action) methods usually densely sample features across the video sequence, and then pool them to get a histogram representation of each activity. However, this global pooling strategy may not be suitable for daily activities in egocentric videos. This is because the key object and motion features only lie in some sub-video volumes. Global pooling will inevitably be affected by unrelated features, i.e., irrelevant objects. Some previous works [6, 18] used gaze information to anchor the regions of interest in egocentric motion. However, estimation of gaze is also not trivial. One observation is that objects which are being manipulated have some characteristics in terms of motion and appearance. For example, the object being manipulated usually presents a large motion field or changes in scale and appearance, compared with static objects. How to utilize these important cues to rapidly and accurately segment out key information from the video sequence becomes critical for egocentric activity recognition. Moreover, how to effectively combine both object related features and motion related features to boost the egocentric action recognition performance remains an open problem.
To address these issues, in this work we propose a novel pipeline for first-person daily activity recognition, aiming at more discriminative object feature representation and object-motion feature fusion. Our work is inspired by the recent success of deep learning model based object detection methods for static images [9, 13, 32, 12] . In these works, object hypotheses are first generated by fast methods [28] and a deep convolutional neural network model [17] is applied to classify these object hypotheses, forming the detections. State-of-the-art object proposal methods have some inherent drawbacks when they are directly applied on egocentric videos. On one hand, those object proposal algorithms usually generate a large number of proposals (e.g. 2000), which becomes intractable for a video sequence which normally has thousands of even millions of frames. On the other hand, in egocentric videos, there are lots of irrelevant objects (i.e., not being interacted with) appearing in the image, and detecting them only adds negative impact to the final action recognition. We make several key observations to support that motion cues obtained from the egocentric video can help us to derive a simple yet effective proposal filtering scheme to only retain those proposals related to manipulated objects. First, object boundaries have sharp depth changes compared to the interior of objects. Thus given the estimated motion field (optical flow), motion boundaries (i.e., local maxima of first order gradients of the optical flow map) can indicate good object proposals. Second, for the objects being manipulated, they normally present different motion characteristics, i.e., larger motion fields. Utilizing these important motion cues, we derive a simple yet effective object proposal ranking scheme. From the initial proposal pool from the off-the-shelf method such as Selective Search [28] , our scheme can efficiently select a much more compact and discriminative set of object proposals compared with traditional object proposal generation methods, which focuses more on the objects being manipulated. In other words, our manipulated object proposal generation scheme promotes the foreground moving objects as well as their spatially connected ones, and simultaneously suppresses other unrelated objects. Based on these manipulated object proposals, we then learn a discriminative object detector using the region based convolutional neural network (R-CNN) to detect objects of interest from each video frame and form the manipulated object histogram (MOH) representation. On the other hand, it is equally important to figure out how object features are fused with motion features to boost the egocentric action recognition performance. To this end, we develop a network based feature fusion scheme which better explores the dependence between object and motion features and achieves better recognition performance than naive feature combination, i.e., linear SVM.
Our contributions are three-fold:
1. We propose an effective manipulated object proposal generation scheme by utilizing motion cues in egocentric videos, which generates a more compact and discriminative set of object proposals for action recognition.
2. We propose to use the region-based CNN framework for object extraction and representation for egocentric action recognition, which to our best knowledge is the first attempt to adopt the R-CNN framework in action recognition. 3. We propose a novel network based feature fusion scheme combining object and motion features, which greatly outperforms the state-of-the-art recognition performance.
Our framework is extensively evaluated on the benchmark dataset Activities of Daily Living (ADL) [22] . We show in experiments that it significantly outperforms the state-ofthe-art algorithms in terms of recognition performance.
Related Work
In this section, we first review some related works on object proposal generation and object detection, which are closely related to egocentric action recognition. We then discuss previous methods on egocentric activity recognition.
Proposal Generation and Object Detection
Object hypothesis (proposal) is part of an image, which is segmented out by a rectangle bounding box by some algorithms, represents objectness information, and is essential for modeling egocentric activities. Recent proposal generation methods such as Selective Search [28] , Multiscale Combinatorial Grouping [1] , Edge boxes [33] , BING [2] etc., have achieved great success in object detection. Most of these algorithms make use of objectness information including edge, texture, shape, and depth, etc., to rapidly filter out image areas that are unlikely to contain objects, and then output areas which are likely to contain objects. However, all these methods only deal with static images, and little motion cues are considered (which is important for video/egocentric video). On one hand, in egocentric videos, we focus more on the manipulated objects and we want to minimize the effect of the surrounding static object. Therefore, we require the generated object proposals to be more related to the moving objects. For example, when a person is using a cellphone in the room, we do not want to involve the static cup on the table. On the other hand, object boundaries, which have sharp depth changes, are represented by large motion boundaries in the optical flow. This important cue can also help us to locate the moving objects. Driven by these observations, in this work, we propose a simple yet effective manipulated object proposal generation scheme based on the motion information, which can yield a much more compact and discriminative set of object proposals for egocentric action representation.
As egocentric daily activities are highly related with manipulated objects, accurately detecting moving objects is critical in modeling activities. Object detection has been investigated for decades, and recent research can be categorized into two groups: traditional methods and convolutional neural network (CNN) based methods. The most impressive recent work among traditional methods is probably the part-based model [7] , where objects are detected based on mixtures of multiscale deformable part models. This method can well model objects with high intra-class variability. The representative work of convolutional neural network based methods is region-based CNN (R-CNN) [9] , where region proposals are combined with CNN to greatly improve detection performance. Our object feature extraction framework for egocentric daily activity recognition is inspired by the R-CNN framework. Although recent work [8] developed a similar method to segment moving objects in videos, it is not for egocentric videos. To the best of our knowledge, this is the first time that the R-CNN framework has been adopted for egocentric activity recognition.
Egocentric Activity Recognition
Based on the number of persons involved, we divide the egocentric activity into two groups, i.e. single-person egocentric activity and multi-person egocentric activity. In single-person egocentric activity recognition research, the object manipulated by human hand is usually an essential cue, and the mainstream methods try to model activities along this direction [4, 22, 19] . It is also suggested that gaze location is an important cue for egocentric activity recognition [6, 18] . However, there are still some egocentric activities which cannot be modeled by objects, such as in egocentric sports videos. For this aspect, Kitani et al. [16] developed a completely unsupervised approach to infer egocentric activities. The multi-person egocentric activity is mainly about interactions, e.g. human-human interaction or human-object-human interaction. For example, Fathi et al. [5] presented a comprehensive framework to recognize social interactions by analyzing human head movements, face locations and patterns of attention. Ryoo et al. [25] integrated global and local motion information to model interaction-level human activities. Motion features also play an important role in egocentric activity analysis [20, 23, 26] . This is consistent with the general thirdperson activity recognition scenario.
Our work addresses the problem of recognizing human activities of daily living, which is a single-person problem. Different from previous works, we do not use any hand information, gaze information, or active object information proposed in [22] . Instead, we make use of motion cues to discriminatively select the manipulated objects and their tightly related ones to model egocentric activities. Our proposed method greatly outperforms the state-of-the-art recognition performance on the challenging ADL dataset.
Methodology 3.1. Motivation
The key to daily activity recognition in first-person viewpoint video is how to model the interactions between objects and hands, which contain important discriminative cues. Therefore, our major task is to derive discriminative object features and object-hand joint motion features as well as the method to effectively fuse both features. To this end, we propose the following processing pipeline, which is shown in Figure 2 . First, we rapidly generate manipulated object related bounding box proposals from the input egocentric video based on motion cues. Then, we apply the region based CNN models to the generated proposals and extract discriminative object features. Finally, we propose a novel object and motion feature fusion network to represent and detect egocentric actions.
Manipulated Object Proposal
Traditional object detection methods use the sliding window technique, i.e., searching for an object at every image location and scale. It is typically applicable to simple channel features, e.g., HoG. This sliding window technique, however, when applied to deep convolutional neural network (CNN) based models, is with large computational cost. Recent research in object detection shows that a generic object proposal + CNN approach achieves great accuracy with affordable computation cost, since object proposals greatly reduce the searching space (compared with sliding window) while it possesses high recall rate. However, state-of-the-art object proposal generation algorithms [28, 1, 33] usually generate a large number of proposal bounding boxes for a single image (e.g., 2000 per image). There are some issues when these proposal generation methods are directly applied to egocentric videos. First, many of these proposals might correspond to some rich-texture areas which belong to the interior of an object or the cluttered background, and these noisy object proposals will degrade the object representation. Second, as an action video usually contains several thousand to million image frames, dealing with as many as 2000 object proposals per frame is computationally intractable.
We therefore propose a rapid, simple yet effective scheme which utilizes motion cues to generate a more discriminative and compact set of object proposals for egocentric video action recognition. Our scheme is as follows. First, we use off-the-shelf proposal generation toolbox Selective Search [28] to rapidly generate an initial object proposal pool for each video frame. We use the "fast mode" all across our experiments, and empirically throw away the boxes with less than 100 pixels and those with aspect ratio greater than 5. Then, we calculate the optical flow map for each frame. Suppose the optical flow calculated for the frame i is (F We can then use the magnitude of this vector map to indicate object motion boundaries since the motion boundary is the best indicator of the real object boundary in motion videos. In particular, we rescale the magnitude to 0 ∼ 255, and generate a gray-scale map of each image. The brighter part in the image indicates the higher probability of the location of a moving object (which is inverted in Figure 1 and Figure 2 for better view). To eliminate the noisy boundaries generated due to slight movements of the background, we also apply a small shared threshold (255 × 0.2) across the proposals to filter them. To select "good" proposals, one strategy is to rank them based on these single scores computed from the optical flow gradient map magnitudes from the candidate bounding box (by averaging operation), and then threshold this value to keep the top-k proposals from the initial object proposal pool. In practice, this simple scheme works very well in our experiments.
To be more robust, we can also learn a proposal ranking system based on the above mentioned motion cues to select good object proposals related to manipulated objects in the video. In particular, we select the top 100, 200, . . ., 1000 magnitudes of the vector map within each proposal bounding box, calculate their mean values respectively, and obtain a 10-dimensional feature representation. In addition, we also extract the top 100, 200, . . ., 1000 magnitudes of the optical flow map (instead of gradients) within each proposal bounding box, to yield another 10-dimensional feature representation, which indicates the motion magnitude of the object body (instead of boundary). This motion cue is a good indicator of the foreground moving object assuming that the moving object contains a motion field larger than the non-moving object (of which the optical flow is only caused by camera motion). This motion cue is a complementary feature to the motion boundary feature. Therefore, we represent an object proposal using a 20-dimensional motion feature, denoted as x. Note that computing these motion features is very fast. Given ground truth of each object in the image, we can easily calculate the IoU (intersection over union) of each proposal from the training set. Then we select the proposals of IoU with ground truth greater than 0.7 as positive samples and those smaller than 0.3 as negative ones, and pair each positive sample with a negative sample to train a ranking SVM [15] to select proposals related to manipulated objects. The proposal ranking objective function is as follows:
where (x i , y i ) denotes a training motion feature pair (x i denotes a positive sample while y i denotes a negative sample), N is the number of such pairs and w is the learned linear ranking coefficient. We set the penalty factor C = 100 in this work. We use this trained ranking function to keep the top-300 manipulated object proposals per image in our experiments.
Object Detection via R-CNN
Observing that accurately detecting hand manipulated objects and their tightly connected ones can yield good recognition results of daily activities, most previous works aimed at training an effective object detector. However, traditional object detectors like HoG [3] , part-based models [7] etc., are sensitive to camera motion, thus are difficult to accurately detect the objects. Inspired by the great success of R-CNN [9] on object detection for static images, we transfer the object proposal + R-CNN framework to detect objects in egocentric videos.
First, we generate a compact set of manipulated object proposals of each video frame using the method in Section 3.2, and use a simple technique, affine image warping [9] , to convert each proposal to a uniform size (typically 256 × 256), regardless of the regions' shape. We then extract offline CNN feature of each selected proposal using AlexNet [17] , which is implemented in Caffe [14] .
In the training step, we train a linear SVM classifier for each object category. As suggested in [9] , we calculate the Intersection-over-Union (IoU) of each proposal generated by our method with the ground truth bounding boxes in the training set, and select the proposals with IoU less than 0.3 as our negative samples. For positive ones, we only use the ground truth bounding boxes for each class. As the number of negative samples is much more larger than the number of positive ones, we randomly select three times the number of the positive ones to train classifiers. In the testing step, for each proposal, we output the scores on all the object categories.
After the proposal scores of each class in an image have been obtained, the next key step for detection is to learn a threshold to prune the proposals whose scores are below it. In this work, our goal is to highlight the very positive samples instead of giving a class probability. Thus we do not use the strategy implemented in R-CNN, which dynamically learns a threshold for each class in the testing step. We learn a fixed threshold in the training step.
Specifically, we first select the top-100 proposals of each object class in each image based on their SVM scores. Next, we manually divide the training set into two parts, one part for training, the other for validation. In each class, we define a parameter K to denote the average number of proposals we want to keep in each image. Once K is determined, we rank the proposals based on their scores obtained by the object classifier, and fix the (K × M +1)-th score as the threshold of each class, where M is the number of total images in the training part. The parameter is determined by a grid search of K over {1,2,...,10} on the validation set.
We can therefore prune the proposals in the testing set with the learned thresholds, and obtain a histogram representation of each image. Finally, we temporally pool all the histogram representations across the video and obtain a global object representation for each activity. We call this manipulated object related representation as Manipulated Object Histogram (MOH).
Fusion with Motion Feature
Most of previous works on egocentric action recognition [22, 19, 10, 31] only focused on key object detection and recognition, and paid little attention to motion features. There are perhaps two reasons. First, for the activities in egocentric videos, it is difficult to capture the human body. Second, camera motion of the egocentric video is sometimes unforeseen.
However, motion features, especially the popular dense trajectory features [29] , have obtained great success in third person action recognition. Therefore, besides using the discriminative object features, we also propose to utilize stateof-the-art improved dense trajectories [29] to represent motion characteristics in egocentric activities. For each trajectory, we extract four types of descriptors, including Trajectory (30- and pool them with Fisher Vector [21] following the setting of [29] . Finally we concatenate the normalized encoded Fisher Vector of each type, and obtain a vector representation (109056-d) for each activity. We will show in Section 4 that improved dense trajectories can also yield high recognition performance on first-person activities.
The remaining question is how to combine object features with motion features effectively to better recognize first-person daily activities. Although object and dense trajectory features can be directly concatenated and classified via a linear SVM classifier, it is preferable to add another layer of non-linear units in between. These units can be considered as non-linear kernels (network), which lead to better classification performance. Specifically, we use one layer of ReLU units [17] . The weights of the units can be trained via the back propagation algorithm. The output layer of the network can be set to a softmax classifier for simplicity of training. Since the dimensionality of the dense trajectory features is significantly larger than that of the object features (109056 vs 44 in this paper), fusing them directly leads to worse result as the high dimensional motion feature easily dominates the model. To avoid this issue, the first layer weights of our fusion network can be regarded as SVM weights to project the 109056-d motion features onto an 18-d score vector, and the latter layer performs the fusion of 18-d motion scores and 44-d object scores. We find this fusion scheme performs the best in practice.
The detailed optimization framework is described as follows and our fusion network architecture is shown in Figure 3 . Let F 1 ∈ R D1 and F 2 ∈ R D2 be the object and dense trajectory features, respectively, and D 1 (D 2 ) be the corresponding feature dimension. We first train a linear SVM for the dense trajectory feature F 2 with labels, and get the scores for each class:
where W 1 is the linear mapping matrix learned by SVM. The F 2 and F 1 are then concatenated as the input of another neural network, which consists of two linear layers. That is
where W 2 and W 3 are the weights of the network, V is the fused feature from object and motion information, relu(z) is the ReLU function (i.e. relu(z) = z if z > 0; and 0, otherwise), and Y i is the class probability of each class. The network is trained by the stochastic gradient descent algorithm with the cross entropy and the l 2 regularization. After the network is trained, we train another linear SVM classifier on the feature representation V. Denote this SVM model as
where W 4 is the weight of the SVM. We make the prediction based on S in Eqn. (6) . The network typically converges within 50 ∼ 100 iterations. The output of the nonlinear units is fed into a linear SVM classifier where the final classification is produced.
Experiments
We conduct extensive experiments including both qualitative and quantitative evaluations. For qualitative evaluation, we show the effectiveness of our proposed manipulated object proposal generation scheme. For quantitative evaluation, we compare the performance of our method with those state-of-the-art egocentric action recognition methods. Our experiments are performed on the challenging egocentric activity dataset Activity of Daily Living (ADL) [22] .
Dataset Description
The Activity of Daily Living (ADL) dataset [22] consists of 20 egocentric videos with footage of more than 10 hours collected by 20 people respectively. Each person wears a chest-mount GoPro camera, and does the same list of 18 daily activities like washing dishes, making tea, etc., in their own apartments. There is no description of all activities, and all people do by themselves. The collected videos are then annotated by 10 part-time annotators. Each activity is annotated with a unique activity label, as well as the start time and end time in the video. The frames are annotated once a second (frame rate is 30 frames per second). Except the object class, the frames are also annotated with their bounding boxes, and active labels (1 denotes the object is active and 0 otherwise). Totally 44 objects are annotated. As divided by the authors, the first 6 video sequences are used to train object detectors, and the rest are used for testing.
Evaluation Criteria
As suggested by the authors of the dataset [22] , we follow a leave-one-out cross-validation scheme to evaluate the activity recognition performance, which can guarantee that the footage of the same person does not appear simultaneously in both the training and the testing set. The activity recognition performance is evaluated in terms of the average precision of each class, which treats all classes equally. As the number of activities in ADL dataset is not balanced (e.g., some activities are only done by two or three persons), it is very difficult to train a powerful classifier for every class. Thus, we list the recognition performance for each class.
Results and Analysis
To evaluate the effectiveness of our proposed manipulated object proposal generation scheme, we first visualize several examples of the generated object proposals by our method together with the original proposals generated by the Selective Search algorithm. For better visualization, we only randomly sample 1/20 of the total proposals generated by our method (i.e., 15/300) and Selective Search (i.e., 100/2000) [28] . To further validate the advantage of our method, we also show the comparison of the two methods by keeping the same number of proposals (i.e., 15). The comparison is shown in Figure 4 , from which we observe that using our scheme, the retained object proposals well correspond to those objects which are being manipulated or close to the manipulated objects. This is because we utilize motion cues to rapidly rank the proposals according to the likelihood whether they are the manipulated objects.
To see how the activity recognition performance changes according to the number of the kept proposals (denoted as k), in the right part of Figure 5 , we plot the activity recognition performance with respect to the varying of the k value, i.e., the number of the top-k highly ranked object proposals retained for activity representation. We observe that even if the number of proposals decreases from the original pool size (2000) to 300, the recognition performance does not drop significantly. This is because our learned ranking function can well select those proposals which correspond to manipulated objects. This is further validated by the left part of Figure 5 (i.e., object recall rate versus number of proposals kept by our method).
We compare our experimental results with state-of-the- art methods. These methods include Bag-of-Objects [22] and Boost-RSTP [19] . Pirsiavash et al. [22] proposed a Bag-of-Objects model to represent daily activities, and obtained an accuracy of 32.7%. They further boosted the performance to 36.9% with an active object model trained by the locations of active objects and their labels. We denote this method as Bag-of-Objects. McCandless et al. [19] proposed to learn a more discriminative representation of egocentric activities which is named spatio-temporal pyramids, and they further proposed an object-centric scheme to improve their representations. We denote this method as RSTP. Since for all methods, the experimental settings are the same, we just report the original performance from these papers.
For our method, we test the object histogram representations of 44 manipulated objects (denoted as MOH). We also test the motion features based on Improved dense trajectories (denoted as IDT). Additionally, we test the performance of fusing both object and motion features. For feature fusion, we test both the simple linear SVM fusion scheme and our proposed network based fusion scheme, in order to demonstrate the effectiveness of our fusion scheme. The comparison results are shown in Table 1 and the class confusion matrix of our method is shown in Figure 6 .
From Table 1 and Figure 6 , we make the following key observations. First, using our manipulated object histogram representation MOH yields the performance 41.0%, which already outperforms the state-of-the-art results. It is worth noting that the methods in [22] and [19] use additional active label information. In contrast, our method does not use any active labels provided by the authors. This demonstrates that our manipulated object proposal based method can more reliably extract and represent object features for egocentric action videos. Second, we note that the improved trajectories proposed by [29] , which is probably the most representative motion feature in third-person action and ac- Figure 4 . Comparisons of generated object proposals. Column 1,2,4,5 show the proposals generated by Selective Search method [28] , while Column 3,6 show the proposals generated by our method. The comparisons are done not only on the proportion (i.e.,1/20), but also on the exact number (i.e., 15) of the proposals. tivity recognition, easily exceeds the existing object-based representations. Third, when motion and object features are combined, the performance is 53.0%, which greatly outperforms the state-of-the-art methods. We also note that our proposed network based fusion scheme outperforms the simple linear SVM based fusion scheme. Detailed recognition results by our method are showed in Table 1 and Figure 6 . It can be seen that our method achieves high accuracies with sufficient training samples.
Computational Speed
In Table 2 , we compare the computational speed between the original R-CNN method and our proposed proposal ranking and selection method. We can see that the R-CNN takes around 13 seconds per image, while our method runs about 6 seconds per image. This is because the testing time of R-CNN mainly lies in CNN feature extraction of the entire 2000 proposals. In contrast, our method can signifi- Table 1 . Activity recognition accuracy
Method
Accuracy Bag-of-objects [22] 32.7 % Bag-of-objects + active model [22] 36.9% Boost-RSTP [19] 33.7% Boost-RSTP + OCC [19] 38.7% MOH (ours) 41.0% IDT 49.6% MOH + IDT (linear SVM) 51.3% MOH + IDT (network) 53.0% Table 2 . Computational speed comparison between the original R-CNN method and our proposal ranking and selection method.
Processing
Step cantly reduce the number of required proposals (i.e., 300), thus the cost on extracting CNN features is largely saved. The simple region motion feature extraction and proposal ranking steps of our method are very fast and its computational cost is negligible (compared with that of the CNN feature extraction step). Note that the computational platform is a GeForce GTX TITAN GPU machine with 6GB memory. Code implementation is based on Caffe [14] and the R-CNN package [9] . The simple region motion feature extraction and ranking steps of our method are implemented using C++ and OpenCV.
Conclusion
In this paper, we propose a novel pipeline for first-person daily activity recognition which makes use of motion cues and automatically generates a compact and discriminative set of manipulated object related proposals. We then follow the state-of-the-art detection method R-CNN to extract object features to form a new representation for first-person daily activity. We further propose a novel network fusion strategy to combine object features and motion features, and obtain a mean precision of 53.0% on ADL dataset, which significantly outperforms the state-of-the-art methods.
