This paper proposes a novel adaptive image steganography method combining matrix coding, which can achieve better visual quality according to the given embedding rate compared with other existing schemes. The embedding processes are divided into two phases: preparation and implementation. In the preparation phase, all 128 combinations of a 7-bit binary number are classified into eight groups by a parity check matrix based on matrix coding. Thus, each group corresponds to an octal number, and contains 16 candidates. Correspondingly, all pixels of a cover image are classified into three categories by a predefined embedding rate level: low, middle, and high. In the implementation phase, each pixel in the high level can be embedded with 3 bits by substituting its 7 LSBs (Least Significant Bit) using a close candidate from the group determined by the to-be-embedded 3 bits. For the middle level, pixel pairs are used to hide 3-bit data by substituting its (3, 4) LSBs combination using a close candidate form the group determined by the to-be-embedded 3 bits. For pixels in the low level, a triple pixel combination is used to embed 3-bit data by substituting its (2, 2, 3) LSBs combination using a close candidate form the group determined by the to-be-embedded 3 bits. The experimental results indicate that the proposed scheme is optimal compared to other existing matrix-coding data hiding schemes in terms of visual quality, while providing an identical embedding capacity.
I. INTRODUCTION
With the development of science and technology, it is increasingly convenient to transmit text messages or digital media on the Internet. If the information or media being transmitted is encrypted in advance, the process of transmission may elicit some security concerns because the encrypted message is unreadable and could spur malicious attention. In addition, as the acquisition, replication and modification of digital media is relatively easy, a number of security problems arise. Digital media may be tampered with, stolen [1] , [2] , etc., thus the development of multimedia information security technology is increasingly important.
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Many proposed data hiding schemes [3] - [8] use digital images as a cover media with a data steganographic method to decrease the opportunity of disclosure. Least significant bit (LSB) replacement is a widely used method in data hiding [9] , [10] . This method uses secret data to directly substitute the least significant bit of pixels in a cover image. With such a strategy, as long as the first four or five bits are not modified, the modification is not visually noticeable. However, the distortion could be obvious when the embedding strategy is conducted on a fourth bit or fifth bit, which results in obvious distortion. Therefore, additional methods have been proposed to overcome these shortcomings.
For instance, the LSB matching revisited method [11] uses a pair of pixels as a unit to carry two bits of information, and achieves the same payload at less cost than traditional methods. The EMD method [12] uses a group of n grayscale pixels to embed k − digit secret data in a (2n + 1) numeral system thru an extraction function that results in high image quality. A matrix encoding method was firstly proposed by Crandall in 1998 as a state-of-the-art information hiding [13] . In this scheme, it is only necessary to modify one specific 2 k − 1 consecutive pixels, thus the remaining pixel values are unchanged or increase or decrease by 1 to hide k bit information, and the embedding capacity reaches k 2 k −1 bpp. in 2007 [14] , embeds one more bit of binary secret data than the former, with an unchanged cost, successfully increasing the embedding capacity to k+1 2 k bpp. A series of methods based on (7, 4) Hamming code were proposed in subsequent years, and all aimed to increase the embedding capacity [16] - [18] . A high capacity data hiding scheme proposed by Cao et al. in 2016 [15] present an algorithm to hide 3-bit binary secret information into one to three cover pixels, which makes the highest capacity rate reaches 3bpp.
In the past few years, some scholars have proposed different data hiding methods by using compressed code, such as BTC, LZW and VQ [33] - [40] to hide secret data. Lin et al. [33] proposed a reversible data hiding method for vector quantization (VQ) compressed images, which utilizes search-order-coding and state-codebook mapping techniques to reduce the size of the VQ index table and maps the indices of blocks in the codebook for more redundancy, thus, it has higher capacity than similar methods. Yu et al. [34] proposed a hybrid data hiding method for ABMCT compressed images, which utilizes block features and hybrid embedding strategy to enhance hiding capacity for compressed codes. Malik et al. [35] , [36] proposed a reversible data hiding method, which utilizes LZW compression algorithm and odd-even strategy to hide secret data into LZW codes. Thus, it has higher hiding capacity and better compression ratio. Kumar et al. [37] proposed an improved histogram-shiftingimitated reversible data hiding method, which utilizes the characteristics of Human Visual System (HVS) to group intensity levels and embed segment of secret into corresponding peak point of each group for improving the image quality. Kumar et al. [38] proposed a reversible data hiding method, which divides the secret data into 2-bit segments and embeds them using blocks with the size of 2 × 2 by pixel location. It further provides addition hiding capacity by increasing the layers, without deteriorating the image quality. Kumar et al. [40] proposed a reversible data hiding method using MFT coding for LZW codes, which improves hiding capacity by optimally using LZW codes, and utilizes the MFT to encode the cover image and further increase hiding capacity. Jung [22] proposed an improved data hiding scheme where the cover image is firstly divided into consecutive pixel pairs, and then two bit-planes are generated using a modulo operation, where finally the secret bits are embedded into each bit plane using the PVD and LSB techniques separately. A high embedding capacity maintaining satisfying visual quality was achieved thru this aforementioned method. Weng et al. [23] proposed an improved k-pass PVO revisable data hiding by utilizing the location relationship of the largest and the second largest or the smallest and the second smallest pixels in a block to increase the number of embeddable pixels. Moreover, the remaining pixels are exploited together with neighbor pixels to increase the estimation accuracy of local complexity. Thereby, the preferable embedding performance was achieved compared with previous. A data hiding method based on block truncation coding using pixel pair matching technique was proposed by Hong [24] , which classified the compressed AMBTC blocks into smooth and complex blocks using a predefined threshold, and adopted the bitmap replacement strategy in smooth blocks and Chen et al.'s method [25] in complex blocks, and moreover, two quantization levels were recalculated to minimize distortion and log ∂ 2 data was embedded into two quantization levels using a pixel pair matching technique, thus the method achieves better image quality with a high payload and comparable image quality with low payload compared to previous schemes. A high-capacity data hiding method was proposed by Shukla et al. [30] , which uses arithmetic coding to compress secret data to provide extra capacity and encrypts the compressed data by AES for security, and then divides the cover image into non-overlapping pixel blocks size of 3 × 3 or 2 × 2, using a PVD+LSB method to embed equal or more than 3-bits into each pixel. Finally, an optimization strategy achieves the smallest distortion compared to previous methods.
In this paper, we propose an innovative adaptive data hiding scheme that provides fine-tuned adjustment for specific applications with superior performance by classifying all pixels of a cover image are classified into three categories: low, middle and high according to a predefined embedding rate level.
The rest of this paper is organized as follows. A brief overview of the (7, 4) Hamming code is presented in Section II. Our proposed scheme is presented in Section III, and the experimental results and analysis are discussed in Section IV. Finally, conclusions are presented in Section V.
II. RELATED WORK
In this section, two primary techniques, (7, 4) Hamming code and matrix coding, are introduced in Subsections II-A and II-B, respectively, to provide readers with background knowledge.
A. THE (7, 4) HAMMING CODE The (7, 4) Hamming code [21] was first proposed by Richard Hamming in 1950 as a linear error correction code, and it has subsequently been widely used in data hiding as an efficient steganography method to achieve satisfactory image visual quality. The advantage of the (7, 4) Hamming code is that it can detect and correct 1 error bit for one code composed of 4 original bits and 3 parity check bits with the help of a parity check matrix.
Specifically, four original bits d 1 , d 2 , d 3 , d 4 are used to yield three parity check bits p 1 , p 2 , p 3 , by multiplying with the code generator matrix G of the (7, 4) Hamming code. Therefore, one code C with size of 7 is formed by combining 4 original bits with 3 parity bits. The detailed procedure is represented by:
And, three parity check bits p 1 , p 2 , p 3 can be obtained by the following Eq. (2).
where ⊕ is the exclusive-or operation. Fig. 1 is utilized to explain the detailed process of generating C based on the principle of the (7, 4) Hamming code. In Fig. 1 , if the original four bits (d 1 , d 2 , d 3 , d 4 ) = (0101) 2 then three parity check bits are (p 1 , p 2 , p 3 ) = (010) 2 . Therefore, C = (0100101) 2 .
On the decoding side, the receiver can use the same parity check matrix H as in data embedding to detect and correct whether the message has been tampered or not. Assuming the received message is R, Eq. (3) is utilized to judge whether the R is tampered or not by the value of z.
where z is called the syndrome vector. Specifically, z = 0 indicates the R is not tampered, i.e., R = C. Otherwise, R is tampered. Taking C = (0100101) 2 for example, if the seventh bit of C is flipped, then the R = (0100100) 2 . We can calculate z = (111) 2 = 7 using Eq. (3), z = 0 implies that one error bit occurs in the seventh bit of R, and therefore, the original data can be recovered by flipping the seventh bit of R as shown in Fig 2. Finally, C = (0100101) 2 .
B. MATRIX CODING
The main idea of matrix code is as follows. To begin, use a pseudo-random number generator to generate a decimal array S which is used to represent the secret data, i.e., S = s j |j = 1, 2, · · · , n , where s j is used to denoted the j-th element of the secret data S, and s j ∈ {0, 1, · · · , 7}. For the simplicity of a description, we use s to replace s j by ignoring the subscript of s j in the rest of this paper. According to the criterion of (7, 4) Hamming code mentioned in Subsection II-A, we collect seven LSBs of n original pixels to form a 7-bit binary number x and embed s into x to generate y by keeping x unaltered or only flipping one bit of x, where x and y are used to denote the original and marked 7-bit binary numbers, respectively, and s ∈ {0, 1, · · · 7}. According to the description above, the advantage of the matrix coding lies in the fact that it can embed 3 bits in x by at most changing one bit of x. After embedding, all the bits of y are appended to the LSBs of n original pixels to form the corresponding stego pixels. On the decoding side, seven LSBs of n stego pixels are extracted to construct y, and then s is extracted via the following equation:
where the superscript T represents the transpose operation, mod(·, 2) is the modulo 2 operation which is used to obtain 3-bit binary secret data, the notation conv(·) is a function used to convert numbers from binary representation to decimal representation. If n = 7, then the matrix coding can achieve satisfactory embedding performance because only one LSB of seven pixels are modified to embed 3 bits. However, n = 7 may lead to large modification for some original pixel. Taking n = 3 for example, suppose that x is generated by extracting the 2 LSBs (i.e., the 2nd and 1st bits) of the first pixel, two bits (i.e., the 2nd and 1st bits) of the second pixel and three bits (i.e., the 3rd, 2nd and 1st bits) of the third pixel. If the 3rd bit of the third pixel is flipped during data embedding, the embedding distortion for the third pixel is unacceptable. To this end, we proposed an adaptive embedding method.
III. THE PROPOSED SCHEME
The matrix coding technique has been widely used in data hiding in recent years, which can embed three bits by only changing one bit in 7-bit binary data. Therefore, we conclude that matrix coding can achieve higher capacity while introducing less distortion than other existing methods. Inspire by Cao et al. [15] , we proposed a new data hiding method based on matrix coding, called ABMC-DH method, which enhanced hiding capacity by extracting three types of LSBs from the bit-plane of the original pixels as an extension of the matrix coding method. Our method consists of two phases: data embedding and data extraction, which are described in Subsections III-A and III-B, respectively. The embedding procedure is further divided two phases. The first phase is the preparation phase, which is used to construct reference data and classify pixels of the cover image. The second phase is the data hiding phase based on matrix coding, which embeds 3-bit secret data into the LSBs of the original pixels. To give readers a better understanding, five examples are demonstrated at the end of these two subsections.
A. THE EMBEDDING PHASE
This phase can be further classified into five independent subprocesses to satisfy the requirements of various application scenarios in terms of payload and the quality of the stego image. A flowchart is shown in Fig. 3 .
1) PREPARATION PHASE
All 128 combinations of 7-bit binary number ranging from 0000000 to 1111111 are classified into 8 groups with the help of H , and thus each group contains 16 combinations, e.g., G m = y 1,m , · · · , y k,m , · · · , y 16,m , where G m represents the m-th group, y k,m is the k-th element of G m , and m ∈ {0, · · · , 7}, k ∈ {1, · · · , 16}. All 128 combinations of a 7-bit binary number denoted by Y are constructed using the following equation
= y 1,0 , · · · , y 16,0 , · · · , y 1,m , · · · , y 16,m · · · , y 1,7 , · · · , y 16,7 ,
Eq. (5) indicates that if we want to embed s into x based on (7, 4) Hamming code, we firstly need to know which group s belongs to. Generally, s is classified into group G s . Afterwards, the difference between x and each element of G s is calculated, and thus 16 difference values are obtained. Suppose that the difference between x and y k,s is the minimum, therefore, we can utilize that y k,s , which is strongly related to x. When y is replaced by y k,s during data embedding, we achieve the optimal quality of stego images because of the high correlation between x and y k,s , and also embed s bits into x. The detailed procedure for generating eight groups is described as follows:
Input: H (The parity check matrix of the (7, 4) Hamming code) and Y (all 128 combinations of 7-bit binary number).
Output: Eight groups {G 0 , G 1 , · · · , G 7 }.
Step 1: Exploit the pseudo-random number generator to generate a decimal liner array d ranging from 0 to 127;
Step 2: Import {s|0 ≤ s ≤ 7} which represents the result set of the secret data;
Step 3: Convert the decimal array d into 7-bit binary data
Step 4: Traverse each element of Y and classify each element into one of eight groups (i.e., {G m |0 ≤ m ≤ 7}) with the help of Eqs. (4) and (5);
Step 5: Go to Step 4 until the last element of Y is classified into one of eight groups;
Step 6: Complete and get eight groups {G 0 , G 1 , . . . , G 7 }. An example is given to demonstrate the classification phase. Assuming s is equal to 6, group G 6 is generated depending on Eqs. (4) and (5), i.e., G 6 = { 0000010 , 0001101 , 0010100 , 0011011 , 0100111 , 0101000 , 0110001 , 0111110 , 1000001 , 1001110 , 1010111 , 1011000 , 1100100 , 1101011 , 1110010 , 1111101 }.
2) DATA HIDING PHASE
The hiding strategies defined in our proposed ABMC-DH method provides a variable payload in an adaptive manner. Specifically, this subsection is divided into five parts: 1. A discussion about the mechanism for adaptive data hiding based on matrix coding; 2. Exploit a single pixel hiding 3-bit secret data; 3. Hide 3-bit secret data by a pixel pair; 4. Embed 3-bit secret data to a combination of three pixels; and finally 5. The proposed general framework of secret data hiding based on above three data hiding scenarios.
a: DEFINITIONS OF THREE DATA HIDING LEVELS
The proposed method focuses on pursuing optimal image visual quality for a given embedding rate. Before introducing the mechanism of the proposed method, we need to give a detailed definition of E R . Specifically, the embedding rate E R of the cover image is an important parameter used to evaluate the performance of an embedding algorithm which refers to the ratio of the total pure payload to the image size:
where bpp (namely bit-per pixel) presents the unit embedding capacity of the cover image.
In the proposed method, all the pixels of cover image I are divided into three category levels: high, middle and low. The percentages of the pixels belonging to the high, middle, low levels in I are N 1 , N 2 and N 3 , respectively. The we have N 1 + N 2 + N 3 = 1. The proposed method focuses on pursuing optimal image visual quality according to a given E R . Therefore, we need to get three optimal percentages N * 1 , N * 2 and N * 3 by experiments which can achieve the highest PSNR (Peak Signal-to-Noise Ratio) value under a given E R for an image.
As mentioned previously, one pixel in the high level can carry three bits, two pixels in the middle level can carry two bits and three pixels in the low level can carry a bit, and therefore, the total E R provided by the pixels belonging to three levels is calculated as follows:
For any given E R , there is an optimal combination of percentage for the pixels. For example, when E R = 1, we easily know that N 1 = 0, N 2 = 0, N 3 = 1 satisfy Eq. (7) . N 3 = 1 means that all the pixels are split into the low level. Since only one of every three pixels is modified to carry 3 bits, the cover image can provide the highest visual quality while maintaining the lowest distortion. When E R = 3, we select N 1 = 1, N 2 = 0, N 3 = 0, which implies that all pixels are divided into the high level. Thus, the cover image can provide the highest embedding capacity while introduce the lowest embedding distortion. For E R = 1.5, there exist multiple combinations of N 1 , N 2 and N 3 which can achieve the given E R . Experimental results indicate that when all the pixels are separated into the middle level (i.e., N 2 = 1), our method can acquire optimal visual quality compared with other methods based on matrix coding. These three cases can be presented by the following equation:
b: THE DATA HIDING PROCEDURE FOR HIGH LEVEL
According to the description mentioned in subsection III-A2.a, when N 1 = 1, the data hiding level is defined as high level and the data hiding procedure is performed in a pixel-bypixel manner. Since each pixel can be embedded with 3 bits, the maximum pure payload can be achieved. Here, we will give a detailed introduction on how to embed 3 bits into each pixel during data embedding.
Input: A cover image I with the size of H ×W , the reference set {G 0 , G 1 , · · · , G 7 }.
Output: Stego image I .
Step 1: Scan the cover image I according to the raster scan order to get a pixel list {p i |i = 1, 2, · · · , H × W };
Step 2: Exploit the pseudo-random number generator to generate a decimal liner array S = {s i |i = 1, 2, · · · , H × W } ranging from 0 to 7, where s i denotes the i-th 3-bit data to be embedded;
Step 3: Convert p i to its 8-bits binary representation, extract 7 bits (i.e., the 7th, 6th, 5th, 4th, 3rd, 2nd, 1st LSBs) of p i and assign these 7 bits to
Step 4: Obtain the reference set G s by Eq. (5);
Step 5: Calculate the difference value d s,k = x i − y s,k , where k ∈ {1, 2, · · · , 16}, |·| represents the absolute operator;
Step 6: Select the minimum difference d s,min from d s,1 , d s,2 , · · · , d s, 16 , and p i is generated by replacing 7 bits of p i with y s,min .
Step 7: Repeat Step 4 to 6 until the last pixel (i.e., x H ×W ) is embedded, and the stego image I is obtained.
An example is now given to demonstrate the data hiding process corresponding to N 1 = 1 shown in Fig. 4 (a). Suppose that p 1 = 15 and s = 5, and reference set {G 0 , G 1 , . . . , G 7 }. If we want to embed the secret data s 1 = 5 into the pixel p 1 = 15, firstly, we convert p 1 to its 8-bit binary representation, and then extract its 7 bits to generate x 1 = (0001111) 2 = 15. Where the subscript 2 indicates a binary representation of x 1 ; next, we get G 5 from the reference set {G 0 , G 1 , . . . , G 7 } due to s = 5, then traverse all 16 elements of G 5 one-by-one and calculate the difference value between x 1 and y 5,k , where k ∈ {1, 2, · · · , 16}; after 16 difference values are obtained. The difference value d 5,3 = x 1 − y 5,3 = 3 is the smallest, where y 5,3 = (0010010) 2 = 18; finally, p i = 18. c: DATA HIDING PROCEDURE FOR MIDDLE LEVEL N 2 = 1 means the data hiding level is middle according to subsection 2.1 and every two pixels constructing a pixel pair to carry 3 secret bits. Similar to N 1 = 1, we will give a detailed introduction on how to embed 3 bits into a pixel pair during data embedding.
Input: Cover image I with a size of H × W , and reference set {G 0 , G 1 , · · · , G 7 }.
Step 1: Scan cover image I according to the raster scan order to get a pixel list {p i |i = 1, 2, · · · , H × W }, and then for every two pixels constructs one pixel pair p 2j−1 , p 2j , where j ∈ 1, 2, · · · , H ×W 2 ;
Step 2: Exploit the pseudo-random number generator to generate a decimal liner array S = s i |i = 1, 2, · · · , H ×W 2 ranging from 0 to 7, where s i denotes the i-th 3-bit data to be embedded;
Step 3: Convert the pixel pair p 2j−1 , p 2j to its 8-bit binary representation b 2j−1 , b 2j ;
Step 4: Obtain the reference set G s depending on Eq. (5);
Step 5: b 2j−1 is changed to b 2j−1,k by replacing the last 4 bits (i.e., the 4th, 3rd, 2nd, 1st LSBs) of b 2j−1 with the first 4 bits (i.e., the 7th, 6th, 5th and 4th LSBs) of y s,k , and simultaneously, b 2j is modified to b 2j,k by replacing the last 3 bits (i.e., the 3rd, 2nd, 1st LSBs) of b 2j with the last 3 bits (i.e., the 3rd, 2nd, 1st LSBs) of y s,k , where k ∈ {1, · · · , 16}; next, the binary pixel pair b 2j−1,k , b 2j,k is converted to its decimal representation p 2j−1,k , p 2j,k . Afterwards, calculate the difference value d s,k between p 2j−1 , p 2j and p 2j−1,k , p 2j,k by the following equation, d s 
Step 6: Select the minimum difference d s,min from d s,1 , d s,2 , · · · , d s, 16 , and p 2j−1 is generated by replacing the last four bits of p 2j−1 with y s,min , at the same time, p 2j is generated by replacing the last three bits of p 2j with the last three bits of y s,min .
Step 7: Repeat Step 4 to 6 until the last pixel pair is embedded with 3 bits, and stego image I is obtained.
An example is now given to demonstrate the process of data hiding corresponding to N 2 = 1 shown in Fig. 4 (b) . Assume that cover image I = [15,15,17,9; 17,15,10,12; 20,9,15,7; 17,10,10,9] , and reference set {G 0 , G 1 , . . . , G 7 }, with secret data S = [5,2,5,5,3,4,5,7]. The first pixel pair (p 1 , p 2 ) = (15, 15) is converted to its binary representation (0001111, 0001111) 2 . Since the first to-be-embedded data is 5, the reference set G 5 = y 5,1 , · · · , y 5,16 is chosen to find the most similar substitute for (p 1 , p 2 ). Specifically, taking y 5,1 = (0000100) 2 for example, p 1,1 = (0000000) 2 is obtained by modifying the four bits (i.e., the 4th, 3rd, 2nd, 1st LSBs) of p 1 with the first four bits of y 5,1 , and meanwhile, p 2,1 = (0001100) 2 is obtained by modifying three bits (i.e., the 3rd, 2nd, 1st LSBs) of p 2 with the last three bits of y 5,1 . The distortion between (p 1 , p 2 ) and p 1,1 , p 2,1 can be computed as d 5,1 = |15 − 0| + |15 − 12| = 18. Similar to d 5,1 , all other 15 distortion values d 5,k |2 ≤ k ≤ 16 are obtained. Therefore, we can easily find the minimum distortion value d 5,4 = 4 and the corresponding element y 5,4 = (1101101) 2 . Finally, (p 1 , p 2 ) is modified to (13, 13) by means of Step 6. After all original pixels are modified to the corresponding marked pixel pairs, stego image I = [13,13,17,11; 16,14,10,9; 20,8,15,6; 17,10,11,9] is generated.
d: THE DATA HIDING PROCEDURE FOR LOW LEVEL
N 3 = 1 means that every three pixels constructing a pixel triple can be embedded with 3 bits for low level defined in subsection 2.1. In other words, since a pixel triple is embedded with 3 bits, the embedding distortion is the smallest compared with N 1 = 1 and N 2 = 1. Similar to N 1 = 1 and N 2 = 1, we will give a detailed introduction on how to embed 3 bits into a pixel triple during data embedding.
Step 1: Scan cover image I according to the raster scan order to generate a pixel list {p i |i = 1, 2, · · · , H × W }, and then every three pixels constructs one pixel triple p 3j−2 , p 3j−1 , p 3j , where j ∈ 1, 2, · · · , H ×W 3 ;
Step 2: Exploit the pseudo-random number generator to generate a decimal liner array S = s i |i = 1, 2, · · · , H ×W 3 ranging from 0 to 7, where s i denotes the i-th 3-bit data to be embedded;
Step 3: Convert the pixel triple p 3j−2 , p 3j−1 , p 3j to its 8-bit binary representation b 3j−2 , b 3j−1 , b 3j ;
Step 4: Obtain reference set G s depending on Eq. (5);
Step 5: b 3j−2 is changed to b 3j−2,k by replacing the 3rd, 2nd and 1st LSBs of b 3j−2 with the 7th, 6th and 5th LSBs of y s,k , b 3j−1 is modified to b 3j−1,k by replacing the 2nd and 1st LSBs of b 3j−1 with the 4th and 3rd LSBs of y s,k , and simultaneously, b 3j is modified to b 3j,k by replacing the 2nd and 1st LSBs with the 2nd and 1st LSBs of y s,k , where k ∈ {1, 2, · · · , 16}; next, the binary pixel triple b 3j−2,k , b 3j−1,k , b 3j,k is converted to its decimal representation p 3j−2,k , p 3j−1,k , p 3j,k ; afterwards, Calculate the difference value d s,k between p 3j−2 , p 3j−1 , p 3j and p 3j−2,k , p 3j−1,k , p 3j,k by the following equation,
Step 6: Select the minimum difference d s,min from d s,1 , d s,2 , · · · , d s, 16 , and p 3j−2 is changed to p 3j−2 by replacing the 3rd, 2nd and 1st LSBs of p 3j−2 with the 7th, 6th and 5th LSBs of y s,min , p 3j−1 is modified to p 3j−1 by replacing the 2nd and 1st LSBs of p 3j−1 with the 4th and 3rd LSBs of y s,min , and at the same time, p 3j is modified to p 3j by replacing the 2nd and 1st LSBs of p 3j with the 2nd and 1st LSBs of y s,min ;
Step 7: Repeat Step 4 to 6 until the last pixel triple is embedded with 3 bits, and stego image I is obtained.
An example is now given to demonstrate the process of data hiding corresponding to N 3 = 1 shown in Fig. 4 (c) . Assume that cover image I = [15,17,9; 17,10,12; 20,15,7] , reference set {G 0 , G 1 , . . . , G 7 }, with secret data S = [5,2,5]. The first pixel triple (p 1 , p 2 , p 3 ) = (15, 17, 9) is converted to its binary representation (0001111, 0010001, 0001001) 2 .
Since the first to-be-embedded data is 5, reference set G 5 = y 5,1 , · · · , y 5,16 is chosen to find the most similar substitute for (p 1 , p 2 , p 3 ). Specifically, taking y 5,1 = (0000100) 2 for example, p 1,1 = (0001000) 2 is obtained by modifying the 3rd, 2nd, 1st LSBs of p 1 with the first three bits of y 5,1 , and meanwhile, p 2,1 = (0010001) 2 is obtained by modifying the 2nd and 1st LSBs of p 2 with the 4th and 5th bits of y 5,1 , and finally, p 3,1 = (0001000) 2 is obtained by modifying the 2nd and 1st LSBs of p 3 with the last two bits of y 5,1 . The distortion between (p 1 , p 2 , p 3 ) and p 1,1 , p 2,1 , p 3,1 can be computed as d 5,1 = |15 − 8| + |17 − 17| + |9 − 8| = 8. Similar to d 5,1 , all other 15 distortion values d 5,k |2 ≤ k ≤ 16 are obtained. Therefore, we can easily find the minimum distortion value d 5,15 = 1 and the corresponding element y 5,15 = (1110100) 2 . Finally, (p 1 , p 2 , p 3 ) is modified to (15, 17, 8) by means of Step 6. After all original pixel triples are modified to the corresponding marked pixel pairs, stego image I = [15,17,8; 17,11,2; 20,13,7] is generated.
e: PROPOSED GENERAL FRAMEWORK FOR DATA HIDING PROCEDURE BASED ON ABOVE THREE DATA HIDING STRATEGIES
Based on three data hiding strategies, a larger N 1 will lead to a higher embedding capacity and embedding distortions. N 1 = 1 means that the obtained embedding capacity is the largest, but the introduced distortion due to data embedding is also the highest. Compared with pixels in high and middle levels, the pixels belonging to the low level can preserve better visual quality because every three pixels are modified to embed 3 bits. In order to maximize the embedding capacity as much as possible on the basis of maintaining high visual quality, N 3 must be reduced, and correspondingly, N 1 and N 2 must be enlarged. Therefore, we need to predefine a suitable N 1 , N 2 and N 3 by Eq. (7) . Correspondingly, cover image I is split into three parts: I 1 , I 2 and I 3 according to N 1 , N 2 and N 3 . That is to say, all the pixels of I 1 , I 2 and I 3 belong to the high, middle and low levels, respectively. The detailed data hiding processes of these three parts have been described in Subsections III-A2.b, III-A2.c and III-A2.d. After the data hiding process of each part is performed, stego image I is generated. Here, we give a complete description for the data hiding process of cover image I and we also give an example to further explain the data hiding process.
Input: Cover image I with a size of H × W , and reference set (G 0 , G 1 , · · · , G 7 ).
Step 1: Scan cover image I according to the raster scan order to generate a pixel list {p i |i = 1, 2, · · · , H × W }, and then all the pixels are divided into three parts: I 1 , I 2 and I 3 according to N 1 , N 2 and N 3 .
Step 3: Scan image I , call the corresponding data hiding method in different parts, until all of the payload has been embedded.
Step 4: Reconstruct stego image I with the marked pixels.
An example is given to explain the process above. Assume I = [162,164,155,153; 162,153,155,156; 163,161,155,154; 163,164,150,152] , and S = [0,1,4,2,5,3,5,6,0]. We preset N 1 , N 2 and N 3 as 1/4, 1/2 and 1/4. That is to say, a quarter, a half and a quarter of all the pixels are assigned respectively to the high, middle and low levels. Namely, I is divided into three parts: 
B. THE DATA EXTRACTION PHASE
The data extracting procedure, which is the reverse operation of the embedding procedure is discussed in this subsection. The extracting process is very simple, and can be further divided into two phases: preparation and extraction. A flowchart is shown in Fig. 4 and a detailed description follows in this subsection. Assume the stego image is I , and the N 1 , N 2 and N 3 are known. Correspondingly, we divide stego image I into three parts: I 1 , I 2 and I 3 according to N 1 , N 2 and N 3 . Eq. (9) is applied to extract one hidden data s from y, that is:
where y has three possible values depending on which part it belongs to. Specially, if y ∈ I 1 , we can generate y by extracting the 7 bits (i.e., the 7th, 6th, 5th, 4th, 3rd, 2nd, 1st LSBs) of one marked pixel; if y ∈ I 2 , for a marked pixel pair p 1 , p 2 , y is formed by extracting 4 bits (i.e., 4th, 3rd, 2nd, 1st LSBs) of p 1 and the 3 bits (i.e., 3rd, 2nd, 1st LSBs) of p 2 ; if y ∈ I 3 , for a marked pixel triple p 1 , p 2 , p 3 , y is created by extracting 4 bits (i.e., 3rd, 2nd, 1st LSBs) of p 1 , 2 bits (i.e., 2nd and 1st LSBs) of p 2 and 2 bits (i.e., 2nd and 1st LSBs) of p 3 . The data extraction process is conducted until each hidden bit is extracted one by one. The detailed extraction process is illustrated as follows:
Input: Stego image I and the proportion of the N 1 , N 2 and N 3 .
Output: Secret data S.
Step 1: Scan stego image I , and divide I into three parts: I 1 , I 2 and I 3 ;
Step 2: For one marked pixel p in I 1 , we can generate y by extracting the 7 bits (i.e., the 7th, 6th, 5th, 4th, 3rd, 2nd, 1st LSBs) of p ; for marked p 1 , p 2 in I 2 , y is formed by extracting 4 bits (i.e., 4th, 3rd, 2nd, 1st LSBs) of p 1 and the 3 bits (i.e., 3rd, 2nd, 1st LSBs) of p 2 ; for a marked pixel triple p 1 , p 2 , p 3 in I 3 , y is created by extracting 3 bits (i.e., 3rd, 2nd, 1st LSBs) of p 1 , 2 bits (i.e., 2nd and 1st LSBs) of p 2 and 2 bits (i.e., 2nd and 1st LSBs) of p 3 ;
Step 3: Compute secret data s by Eq. (9);
Step 4: Repeat Step 2-3 until all hidden data are extracted;
Step5: Connect all hidden data to construct S. The data extraction process can be further illustrated by the following process. Assume that stego image I = [162,165,156,159; 162,153,155,157; 162,160,155,155; 163,157,150,153] 
IV. EXPERIMENTAL RESULTS
To demonstrate the effectiveness and superiority of the proposed ABMC-DH method, we conducted comparison experiments against methods by Crandall [13] , Zhang et al. [14] , Cao et al. [15] , and Shukla et al. [30] with our method from two aspects: embedding capacity (or E R ) and visual quality (PSNR). Nine grayscale test images shown in the Fig. 6 were utilized in the experiments to compare performance among our proposed method and existing eight methods. All the experiments are conducted by MATELAB R2017a software on a personal computer with a 2.5 GHz Intel core i7 processor, 8 GB memory and preloaded Windows 10 operation system.
Besides, in order to verify the proposed ABMC-DH method can maintain consistent performance, we test our method on 1000 grayscale images with a size of 512 × 512 randomly chosen from a popular image dataset called BOSSBase [32] . The related experiment result will be discussed in the next subsections.
Embedding capacity is commonly measured by the standard of how many bits can be carried by per cover pixel denoted as bits-per-pixel (bpp), which also reflects the embedding capacity of the cover image. The stego image usually is very similar to the original image, and PSNR (Peak-Sign-to-Noise-Ratio) [18] , is a commonly-used objective assessment index for image quality, which measures the visual quality of the hidden image according to Eq. (10):
where
is the degree of the difference between a cover image and its corresponding stego image. The larger the value of MSE, the smaller the value of PSNR, and vice versa. As we know, when PSNR is higher than 30 dB, it is hard for human eyes to distinguish any modifications to the original image introduced by data embedding [19] . The proposed ABMC-DH method can achieve good visual quality in the data embedding process, where the modification of a stego image is too insignificant to be detected by the human eyes. The first experiment is to verify the stability of our proposed method. The results of experiment indicate that the average PSNR reaches 51.22 dB and 42.17 dB for 1000 test images when E R = 1.0 and E R = 2.0, respectively. In addition, the difference in PSNR among images is slight (e.g., although there are 5% of them more than 0.22 dB or 0.44 dB but do not exceed 1 dB or 1.88 dB when E R = 1.0 and E R = 2.0, respectively). That is, every cover image can maintain a high visual quality (e.g., more than 50.2 dB for each test image) when the embedding capacity is 262,144 bits. Detailed results are summarized in Fig. 7 .
Next, table 1 demonstrates comparisons PSNR under maximum capacity or embedding rate between our method and other existing related work. From the table, the comprehensive performance of our method is optimal. We have the highest PSNR among all methods with a comparable embedding capacity or E R , e.g., Shukla et al.'s method [30] PSNR = 37.23 when E R = 3.11 and ours PSNR = 38.59 when E R = 3. In order to make the comparison more intuitive, we fixed the hidden capacity and only compared the performance of different methods under the same hidden capacity or E R .
And then, table 2 shows performance comparisons between our proposed ABMC-DH method and four other data hiding methods based on matrix coding. We choose nine test images as shown in Fig. 6 , and adjusted the hiding capacity by regulating the embedding rate (e.g., E R = 1, E R = 1.5, E R = 2 and E R = 3). The experimental results show that PSNR and hiding capacity is a trade-off, with an increasing E R , PSNR decreases. Taking ''Lena'' for example, our method is superior to other methods in terms of PSNR (e.g., exceeds 4 dB, 7 dB, 0.12 dB and 8.01 dB when E R = 1). And with the E R is increasing, the advantage is increasing at the same time (e.g., exceed 9 dB, 22 dB, 0.6 dB and 2.88 dB when E R = 2). For more embedding capacity, Crandall's [13] and Zhang et al.'s [14] schemes need to provide more binary bits to participate in the hiding procedure, and there is a great impact on PSNR when the number of LSBs exceeds four. In Shukla et al.'s scheme [30] , for each pixel the number of LSBs replaced is greater or equal to three. Therefore, though the method can provide a large embedding capacity, it is inferior to ours in term of PSNR under the same embedding rate. Cao et al.'s scheme [15] can promise a distortion that is smaller than 7 when embedding 3-bit data, but is inferior to [13] - [15] , [26] - [30] . our method, since our distortion is superior to the former. Our approach is optimal in term of PSNR among five schemes, as proven by the experimental results above. Table 2 also shows that the performance of our method is independent of the cover images, i.e., the PSNR is almost the same in each of the nine images, with at most a 0.04 dB difference, which is only affected by embedding capacity. In other words, we can take advantage of this characteristic to expand the application scenario of our method by adjusting the value of E R .
Finally, through four typical grayscale test images, which include the two smooth images of ''Lena'' and ''Airplane'', as well as two complex images ''Baboon'' and ''Pepper'', we compare data hiding performance under the same embedding capacity between the proposed ABMC-DH method and four representative studies: Crandall [13] , Zhang et al. [14] , Cao et al. [15] , and Shukla et al. [30] . The experimental results are plotted on the coordinate plane using line charts, and the graph is shown in Fig. 8 , in which the x-axis represents hiding capability rate, the y-axis represents image visual quality, and the points on the coordinate plane represent a set of experimental data. Our results are represented by a red curve with circle marks, Crandall's scheme [13] is represented by a blue curve with cross marks, Zhang et al.'s scheme [14] is represented by a yellow curve with triangle marks, Cao et al.'s [15] results are represented by an green curve with cross marks, and Shukla et al.'s [30] results are presented by a black curve with square marks.
Our performance outperforms other methods as shown in Fig. 8 (a)-(d) , e.g., PSNR = 61.26, when E R = 0.1 and PSNR = 38.67, when E R = 3. Although the schemes of Crandall [13] and Zhang et al. [14] have little higher results than ours when E R ≤ 0.5, they decline sharply with an increase in hiding capacity, whereas our result is always ahead when E R > 0.5, and Zhang et al.'s scheme [14] is invalid when E R > 2. Shukla et al.'s scheme [30] is always behind compared to ours, especially in Fig. 8 (b [15] , [26] .
Our method exceeds the former by 0.6 in average PSNR under the same payload when E R ≥ 1 and has a comparable advantage when E R < 1. As mentioned in Subsection III-A2 2.1), our method achieves relatively optimal image visual quality by adjusting percentages of high, middle and low levels when E R is fixed. If amounts of to-be-embedded bits is few, e.g., E R < 1, only data hiding procedure for low level is conducted to obtain higher visual quality of stego image. When E R is increasing, e.g., E R = 2, data hiding procedures for middle and high level are conducted to minimize the distortion of stego image. When E R = 3, only data hiding procedure for high level is conducted. In this case, although the execution cost may increase, but PSNR is still satisfactory due to our proposed pixel value difference optimization strategy.
In summary, the comprehensive performance of our proposed ABMC-DH method is significantly superior to other four related works based on matrix coding especially in the term of image visual quality.
The RS-steganalysis method [45] is used to verify the security of our method, which includes a discrimination function with flipping mask M and −M correspoding to two matrix [0,1;1,0] and [0,-1;-1,0] respectively. Futhermore, the results of function R M , R −M , S M and S −M are utilized to find out whether an image contian hiding content or not. If these results satisfy R M ≈ R −M > S M ≈ S −M , the image is considered as normal. Vice versa, the image is considered to be having hidden data in its least significant bits.
Firstly, the ABMC-DH method is used to test images shown in Fig. 6 under 1 bpp and 3 bpp, respectively. And then, two sets of stego images are achieved. Finally, the RS-steganalysis method is used for these marked images. The statistical results indicate that the differences in the our method are extremely close to each other between R M and R −M or between S M and S −M . The average value of |R M − R −M | and |S M − S −M | is equal to 0.08% and 0.06%, respectively, when E R = 1, and equal to 0.20% and 0.19%, respectively, when E R = 3. Although the difference has increased slightly with the increase in hiding capacity, there is still good performance. In other words, our method can resist against RS-steganalysis detection. Detailed results are shown in Table 3 .
V. CONCLUSION
This paper proposed a novel adaptive data hiding scheme based on matrix coding. Firstly, we constructed a reference data set by classifying all possible 7-bit binary number combinations. Subsequently, through the user predefined proportion of the embedding rate, pixels of the cover image were classified into three levels: low, middle and high. Each level is treated with a different and separate strategy. For the low level, a triple pixel combination is used to hide 3-bit secret data by choosing a suitable alternative from the reference data. For the middle level, a pair of pixels is used to hide 3-bit secret data by choosing a suitable alternative from the reference data. For the high level, a single pixel is used to hide 3-bit secret data by choosing a suitable alternative from the reference data. The experimental results show that the data hiding capacity and image visual quality are influenced by the proportion of E R , where with an increase of the E R , our method has more data hiding capacity, but the quality of the visual image declines and vice versa. From another perspective, we can expand the scenario of our method by adjusting the predefined proportion of the embedding capacity. The experimental results and analysis imply that our approach outperforms other existing related methods in terms of embedding capacity and visual quality. In the future, a more efficient and lossless hiding method coworking with different kinds of matrix coding or turtle shelling matrix [41] , [42] could be further explored.
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