Abstract -We prove that the minimax expected squared distortion redundancy i n designing vector quantizers from n independent training vectors is of the order of n-'I2.
I. SUMMARY
One basic problem of data compression is the design of a vector quantizer without the knowledge of the source statistics. In this situation, a collection of sample vectors (called the training data) is given and the objective is to find a vector quantizer of a given rate whose average distortion on the source is as close as possible to the distortion of the optimal (i.e., minimum distortion) quantizer of the same rate.
A d-dimensional k-point quantizer Q is a mapping 
is the Euclidean distance between x and Q ( z ) .
An empirically designed k-point quantizer is a measurable function Qn : (Rd)n+l -+ Rd such that for each fixed
Thus an empirically designed quantizer consists of a family of quantizers and an "algorithm" which chooses one of them for each value of the training data 2 1 , . . . , xn. In our investigation, X, X I , . . . , X n are i. which is the expected excess distortion of Q,, over the optimal quantizer for p. The m i n i m a x expected distortion redundancy is defined by
where the infimum is taken over all d-dimensional, k-point empirical quantizers trained on n samples, and the supremum is taken over all distributions over the ball S(0, a) in Rd. Our main result gives a lower bound on this minimax redundancy in terms of the size of the training data. The above theorem, together with existing upper bounds [I] , essentially describes the convergence rate of the minimax expected distortion redund#ancy in terms of the sample size n by implying that for all n is large enough a b
for some constants a , b > 0 depending on d and k. When the per-dimension rate of the vector quantizer R 1 = d-' log k is fixed and the quantizer dimensicn d is large, the per-dimension distortion redundancy is bounded as However, there is still a gap if the bounds are viewed in terms of the number of codepoints k. For this reason, we present a new upper bound for empirically designed quantizers obtained through minimizing the sample distortion over the training data.
