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We study the topological charge density distribution using the two-dimensional CPN−1 model.
We numerically compute not only the topological susceptibility, which is a spatially global quantity
to probe topological properties of the whole system, but also the topological charge correlator with
finite momentum. We perform Fourier power spectrum analysis for the topological charge density for
various values of the inverse temperature β. We propose to utilize the Fourier entropy as a measure
to characterize spatial distribution patterns and demonstrate that the Fourier entropy exhibits
nontrivial temperature dependence. We also consider the snapshot entropy defined with the singular
value decomposition, which also turns out to behave nonmonotonically with the temperature.
I. INTRODUCTION
Gauge topology is a fundamental aspect of quantum
field theory. It would be an ideal setup for theoretical
investigations if a system is simple but still nontrivial
enough to accommodate nonvanishing topological wind-
ing. The two-dimensional CPN−1 model is one of such
ideal theoretical laboratories. The CPN−1 model has the
asymptotic freedom, the linear confining potential, and
instantons [1–4]. In fact, the dynamical mass generation
and the linear confining potential have been derived in
the large N expansion [5, 6] as well as in the strong cou-
pling expansion [7, 8].
The CPN−1 model has an even wider range of applica-
tions. Recently it is a hot and growing area to investigate
“resurgence” using the CPN−1 model, that is, perturba-
tive expandability and cancellation of ambiguity in each
topological sector are intensely studied [9–11]. Also, we
note that the CPN−1 model has plenty of connections
to condensed matter physics systems. There are sev-
eral equivalent formulations of the CPN−1 model such
as SU(N) Heisenberg ferromagnets, the tensor network
with three-dimensional loop model which is generalized
to the form of the tensor renormalization group, and so
on [12–18]. In particular, in Heisenberg spin systems,
the CPN−1 model is relevant for a critical phase be-
tween the valence-bond solid and the antiferromagnetic
phase [19, 20]. Furthermore, we point out that recent de-
velopments of condensed matter physics experiments has
enabled us to emulate the CPN−1 model and its vari-
ants on the optical lattice [21]. In this way, although the
CPN−1 is a relatively simple and well-established model,
many interesting studies are ongoing to the present date.
From the point of view of gauge topology, which is of
our present interest, the CPN−1 model has a prominent
feature that the topological charge can be defined geo-
metrically [22] and it rigorously takes integer values even
on the lattice. There are several subtle points, however.
Even with rigorous quantization, the physical interpreta-
tion in terms of instantons may become unclear in some
parameter regions. When the temperature or the cou-
pling constant is far away from the region corresponding
to the continuum limit, the physical lattice spacing would
be too coarse to hold the instantons on the lattice. For
further discussions on lattice artifacts such as finite size
effects and the critical slowing down of topological sec-
tors, see Refs. [23–25] for example. Also, in the region
with small N , quantum fluctuations would melt instan-
tons by blurring them into quasi-particles. Therefore,
we can perform the instanton gas analysis at large N ,
while melting instantons causes the precocious scaling in
small-N regions [26–29].
The CPN−1 model is an intriguing lattice model on
its own, and additionally, one of important model usages
is a toy model as a QCD-like theory, where QCD stands
for quantum chromodynamics. Historically speaking, the
instantons and the θ-vacuum were first revealed for QCD
in the context to understand color confinement and spon-
taneous and anomalous chiral symmetry breaking. It has
been a widely accepted idea that the chiral condensate
that spontaneously breaks chiral symmetry is induced by
the interaction between fermionic zeromodes associated
with the instanton background [30] (see Ref. [31] for a
comprehensive review). Also, recently, there are signifi-
cant progresses in theoretical studies of color confinement
with the instanton with nontrivial holonomy (see, for ex-
ample, a proceedings article in Ref. [32] and references
therein, and also Ref. [33] for a recent review).
Now, it is still a challenging problem how to access
topologically nontrivial sectors generally in theory. This
is so not only in QCD but also in simpler models such as
the CPN−1 model. For this purpose to study topological
contents, the topological susceptibility, χt, is the most
common observable to quantify fluctuations with respect
to the topological charge. Here, we make a side remark
that the full topological susceptibility in QCD is sensitive
to the chiral sector only [34] and it must be clearly distin-
guished from the pure topological susceptibility, that is
the topological susceptibility measured in the pure glu-
onic theory. Roughly speaking, if χt is large, the sys-
ar
X
iv
:1
80
5.
11
05
8v
2 
 [h
ep
-la
t] 
 28
 Se
p 2
01
8
2tem should accommodate more instantons which enhance
nonperturbative effects. In fact, in QCD, the Witten-
Veneziano formula relates the η′ mass and pure gluonic
χt in the limit of large color number [35, 36]. There are a
countless number of precedent works on physics implica-
tions of χt, and recently, dedicated studies of χt are also
motivated from the axion cosmology [37, 38] (see Ref. [39]
for a review). For more phenomenological applications of
the topological susceptibility and related observables, see
a lecture note in Ref. [40].
Since topological excitations are inherently nonpertur-
bative, the information available from analytical con-
siderations is limited, and the numerical Monte-Carlo
simulation on the lattice is the most powerful ap-
proach [41]. For more details about the lattice-QCD
calculation in particular, see a review [42]. For comple-
mentary attempts for QCD using chiral effective models,
see Refs. [43–45]). Because the axial current is not con-
served, renormalization of χt in QCD needs subtraction
with cooling and smearing [46], and the precise determi-
nation of χt is a costly task. There are some theoreti-
cal advances using a new idea such as the gradient flow,
which is already applied to measure the topological sus-
ceptibility [47]. For the CPN−1 model, there are many
lattice studies [3, 4, 48, 49]. We shall make a remark
that the CPN−1 model action has a special analytical
structure such that the sign problem is tamed even with
a nonzero chemical potential [50, 51] or a θ term [16, 52–
55], which is an advantage over other complicated sys-
tems like QCD ones.
In this paper we revisit the topological properties in the
CPN−1 model. For actual procedures we will regard the
two-dimensional field configurations in the CPN−1 model
as “image” data and will “image-process” the distribu-
tion of the topological charge density at various temper-
atures. Our motivation partly comes from an analogy to
finite-temperature QCD in which χt changes with tem-
perature. There, we do not limit ourselves to the scal-
ing region near the continuum limit; the CPN−1 model
is not necessarily a toy model for continuous QCD but
can be a lattice model for condensed matter physics sys-
tems. Moreover, even for QCD applications, the strong-
coupling expansion of QCD is known as one example of
useful approach far from the continuum limit. In this
sense lattice studies not in the continuum limit are still
useful to deepen our understanding of nonperturbative
physics.
As a first step, we perform the Fourier power spec-
trum analysis of the topological charge density. This
power spectrum amounts to a momentum dependent gen-
eralization of the topological susceptibility, which has
been discussed and partially measured also in QCD in
Refs. [44, 56, 57]. The entire structures of the corre-
lator in momentum space are quite informative, as we
will reveal in this work, but such calculations are, if ap-
plied to QCD, too much resource consuming. Therefore,
it would be much more convenient if there is any sin-
gle measure extracting essential features of the topologi-
cal charge density distribution as a function of tempera-
ture. We will propose to use an entropy defined with the
Fourier spectrum. Also, another observable is obtained
to make use of the singular value decomposition (SVD) of
the image data. As a standard image-processing tool, the
SVD is commonly employed; see Refs. [58–60] for physics
applications of the SVD to image-process the spin config-
urations. In the same way as in the Fourier power spec-
trum analysis, interestingly, an entropy is constructed
with the SVD eigenvalues, which will be referred to as
the snapshot entropy, which will turn out to have non-
trivial temperature dependence.
This paper is organized as follows. In Sec. II we
will review the CPN−1 model and the simulation algo-
rithm. We will introduce physical observables including
the Fourier and the snapshot entropies in Secs. II B and
II C. Section III is devoted to the numerical setups and
the consistency checks with the precedent lattice simula-
tion results. In Sec. V we will report our main numerical
results, namely, the Fourier power spectrum analysis of
the topological charge correlator in Sec. V A, the Fourier
and the snapshot entropies in Secs. V B and V C, and
their correlations in Sec. V D. Finally, in Sec. VI, we will
make conclusions and outlook.
II. FORMULATION
We will make a brief overview of the numerical lattice
simulation in the CPN−1 model. We adopt the method
formulated in Ref. [48] to compute physical observables.
We will also give an explanation of unconventional ob-
servables called the Fourier entropy and the snapshot
entropy.
A. CPN−1 Model and the Monte-Carlo Method
The CPN−1 model is defined by the following partition
function,
Z =
∫
DzDλ
∏
x
δ(|z(x)|2 − 1) e−βH (1)
with the Hamiltonian,
H = −N
∑
x,µ
[
z¯(x+ µˆ)z(x)λµ(x) + (c.c.)− 2
]
, (2)
where z(x) represents complex scalar fields with N com-
ponents which are constrained as |z(x)|2 = 1, and (c.c.)
is the complex conjugate of the first term. The symbol µˆ
denotes the unit lattice vector. Since there is no kinetic
term, λµ(x) is an auxiliary U(1) link variable. We will
refer to β as the (inverse) temperature throughout this
paper. In some literature g ≡ 1/(Nβ) is often introduced
as a “coupling constant”, but we will consistently use the
inverse temperature β only.
3The Monte-Carlo simulation consists of two procedures
called “update” and “step” which are explained respec-
tively below. For one update we randomly choose a point
x, and calculate new z(x) and λµ(x) at this point x ac-
cording to the probability distributions, which will be
explicitly given in the subsequent paragraphs. One step
has L2 updates, where L is the lattice size.
To make this paper self-contained, let us elucidate how
to update z(x) at a chosen x. We can update λµ(x)
similarly. According to a method called the “over–heat
bath method” in Ref. [48] we successively update the
configurations. It is important that we can write the
z(x)-dependent piece of the Hamiltonian as
H = −N〈z(x), Fz(x)〉+ · · · , (3)
where the ellipsis represents terms not involving z(x).
In the above we introduced the inner product of the N
component scalar fields defined by 〈a, b〉 ≡ Re ∑i a¯ibi.
We can easily infer
Fz(x) =
∑
µ
[
z(x− µˆ)λµ(x− µˆ) + z(x+ µˆ)λ¯µ(x)
]
(4)
from the Hamiltonian. The inner product of the N com-
ponent complex scalars can be regarded as that of the
2N component real scalars, i.e., 〈a, b〉 = ∑i(Re aiRe bi +
Im aiIm bi). Then, for this real inner product, we can
define the relative angle θ as
〈z(x), Fz(x)〉 = |Fz(x)| cos θ(x) . (5)
Here we used |z(x)| = 1. Because the above form depends
only on the relative angle θ(x), the choice of z(x) is not
yet unique for the same 〈z(x), Fz(x)〉. The over–heat
bath method fixes new z(x) uniquely in such a way to
disturb the system maximally.
For the update we first sample a new angle θ (that is
denoted as θnew below) according to the probability1,
dpN (θ) ∝ dθ (sin θ)2N−2eβN |Fz| cos θ , (6)
where (sin θ)2N−2 appears from the measure given by the
surface area of sphere in 2N -dimensional space.
We next specify new z(x) [that is denoted as znew(x)
below] with chosen θnew. In the over–heat bath method,
we take znew(x) to minimize an overlap with original
z(x), that is, 〈znew(x), z(x)〉 is minimized. This can be
achieved with
znew = cos θnew
Fz
|Fz| −
(
z − cos θ Fz|Fz|
)
sin θnew
sin θ
. (7)
After doing this for z(x), for the same x, we perform the
update, λµ(x) → λnewµ (x), in the same way.
1 The efficient procedure to deal with a sharply peaked function
of θ is the rejection sampling with Lorenzian fitting; see Ref. [48]
for details.
B. Physical Observables
In this work we measure physical observables in units of
the lattice spacing a. This means that β-dependence may
enter through the running coupling β(a). If necessary, we
can convert observables in the physical unit with a typical
length scale, i.e. correlation length.
The energy density is one of the most elementary phys-
ical observables, that is given by
E =
1
2NV
〈H〉 (8)
with the dimensionless volume V ≡ L2. It is useful to
keep track of E to monitor if the numerical simulation
converges properly.
We shall define the correlation length. The U(1) in-
variance implies that the basic building block of local
physical observables should be the following local oper-
ator (that is, a counterpart of a mesonic state in lattice
QCD language),
Pij(x) = z¯i(x)zj(x) . (9)
The two-point correlation of Pij(x) is
GP (x, y) = 〈trP (x)P (y)〉 − 1
N
, (10)
where the last term 1/N subtracts the disconnected part.
In the perturbative regime near the scaling region, the
correlation function in momentum space is expected to
scale as
G˜P (k) ∼ ZP
ξ−2G +
∑
µ 4 sin
2(kµ/2)
, (11)
where kµ is discretized as kµ = 2pinµ/L with nµ =
0, 1, 2, . . . , L − 1 for the lattice size L (where we use a
notation slightly different from Ref. [48]). We note that
the above form assumes the periodic boundary condition
at the spatial edges. Using the smallest nonzero mo-
mentum k(1,0) ≡ (2pi/L, 0), we can solve the correlation
length as
ξ2G =
1
4 sin2(pi/L)
[
G˜P (0)
G˜P (k(1,0))
− 1
]
. (12)
as given in Ref. [48]. As we mentioned in the begin-
ning of this section, dimensionful observables must scale
with physical ξG as this is the only scaling factor in this
model. For example, in the scaling region in the large-N
expansion, the analytical behavior is known as [6]
β2G˜P (0)
ξ2G
=
3
2pi
+O(N−1) . (13)
Our central interest in this work lies in the topological
properties of the theory. Here, we adopt the following
4geometrical definition of the topological charge density,
ρ(x) ≡ 1
2pi
{
arg
[
trP (x+ 1ˆ + 2ˆ)P (x+ 1ˆ)P (x)
]
+ arg
[
trP (x+ 2ˆ)P (x+ 1ˆ + 2ˆ)P (x)
]}
,
(14)
where arg denotes the principal value of the complex ar-
gument within the interval (−pi, pi]. Then the quantized
topological charge is
Q =
∑
x
ρ(x) . (15)
It is mathematically proven that this Q rigorously takes
integer values even on discretized lattice, which is a big
advantage to use the CPN−1 model.
Using Q as constructed above, we can define the topo-
logical susceptibility as
χt ≡
∑
x
〈ρ(x)ρ(0)〉 = 1
V
(〈Q2〉 − 〈Q〉2) . (16)
In the large-N expansion the analytical behavior of the
topological susceptibility is known as well. That is, in the
leading order of the large-N expansion, the topological
susceptibility obtains as
χt =
3m20
piN
+O(N−2) , (17)
where m0 is the vacuum expectation value of an auxiliary
field which gives a dynamical mass for z(x). In terms of
the momentum cutoff Mcut, it can be expressed as
m20 = M
2
cute
−4piβ , (18)
which leads to the following expression [1],
χt(β) =
3M2cut
piN
e−4piβ +O(N−2) (19)
as a function of β at the one-loop level. We can also
express this using β-dependent ξG whose leading form
is [6]
ξ2G =
1
6m20
+O(N−2) =
1
6M2cut
e4piβ +O(N−2) . (20)
The leading behavior of χt is thus characterized as
χt ξ
2
G =
1
2piN
+O(N−2) . (21)
C. Fourier and Snapshot Entropies
In this paper we will pay our special attention to the
Fourier entropy and the snapshot entropy defined by spa-
tial distribution of ρ(x), which will be useful for our
image-processing purpose.
We shall introduce the Fourier entropy as the Shannon
entropy using the Fourier transformed topological charge
density, ρ˜(k). The normalization convention of discrete
Fourier transform (DFT) is chosen as
ρ˜(k) =
1√
V
∑
xµ
e−ik·xρ(x) , (22)
where xµ runs over 0, . . . , L − 1 in units of a = 1. We
first define the normalized Fourier spectrum as
fDFT(k) ≡ |ρ˜(k)|
2∑
k′ |ρ˜(k′)|2
, (23)
and then the Fourier entropy reads,
SDFT ≡ −
∑
k
fDFT(k) ln fDFT(k) . (24)
The entropy quantifies how the topological charge density
distributes over space. For k-independent constant ρ˜,
SDFT is saturated at 2 lnL.
Another quantity which reflects the spatial pattern of
ρ(x) is the snapshot entropy defined with the singular
values. Although our numerical simulation in the present
work uses the square lattice, the procedure is applicable
for general rectangular lattices. On the lattice the image
of the topological charge density is regarded as an L ×
L real-valued matrix, and its SVD for x = (x1, x2) is
written as
ρ(x1, x2) =
L∑
n=1
λ(n)U (n)x1 V
(n)
x2 . (25)
Here, U (n) and V (n) are two sets of orthonormal bases
in L-dimensional vector space given by diagonalizing the
matrix ρ†ρ. Singular values, λ(n), sorted in descending
order are given by the square root of the eigenvalue of ρ†ρ.
The two-dimensional image of U
(n)
x1 V
(n)
x2 is referred to as
the n-th SVD layer, and the weight for each SVD layer
is λ(n). Because all λ(n)’s are nonnegative by construc-
tion, we can define the snapshot entropy as the Shannon
entropy using λ(n). For this purpose we first normalize
the singular values as
fSVD(n) ≡ λ
(n)∑
n′ λ
(n′) , (26)
and then the snapshot entropy reads,
SSVD ≡ −
L∑
n=1
fSVD(n) ln fSVD(n) . (27)
The maximum value of SSVD is lnL.
III. SIMULATION SETUPS AND
CONSISTENCY CHECKS
We detail our numerical simulation processes. We have
performed the calculations for N = 2, 3, 10, 21 with the
5Our Results
(N, L) β E ξ2G χt
(2, 36) 1.1 0.556245(80) 12.6(1.7) 0.008083(85)
(10, 42) 0.7 0.784321(44) 5.05(55) 0.004997(49)
(10, 30) 0.8 0.666134(52) 24.26(31) 0.000827(94)
(10, 60) 0.8 0.667047(26) 21.2(1.1) 0.000999(10)
(21, 36) 0.7 0.738992(32) 14.25(20) 0.0005513(81)
Previous Results
(N, L) β E ξ2G χt
(2, 36) 1.1 0.55593(14) 12.11(48) —
(10, 42) 0.7 0.78402(13) 5.52(14) 0.00505(11)
(10, 30) 0.8 0.66591(17) 25.70(40) —
(10, 60) 0.8 0.66701(8) 21.80(47) 0.00101(4)
(21, 36) 0.7 0.73888(15) 14.66(22) —
TABLE I. Comparison of our results and previous results in
Ref. [48] for various (N,L) and β. In order to establish the
consistency, we have collected 2×104 statistics with Jack-knife
width 10 for our results.
L = 32 lattice size to see the N dependence, and for
N = 10 with L = 32, 64, and 128 lattice sizes to see the
L dependence.
For each combination of (N,L), we have initialized the
configuration with the random start (i.e., hot start), and
we have confirmed that thermalization is achieved by
2000 Monte-Carlo steps; we have checked this by com-
paring results in the hot and the cold starts. After ther-
malization we take 1000 sampling points with an interval
by 100 steps to measure physical observables. For the
error estimate of physical observables we use the stan-
dard Jack-knife method with (bin width) = 10. We have
chosen the bin width and the interval to suppress the au-
tocorrelation which is checked by the error estimate of the
energy density at several (N,L). Our simulation starts
with β = 0.1 and we increase β by 0.1 until β = 1.5, and
for each β we repeat the above procedures.
We have quantitatively checked the full consistency of
our results and previous results in Ref. [48] for the en-
ergy density E, the correlation length ξ2G, and the topo-
logical susceptibility χt at several same (N,L), as listed
in Tab. I. In this table, our error estimations include
only the statistical error from the Monte-Carlo simula-
tion. But ξ2G may contain additional errors from our
prescription of subtracting the disconnected part of the
correlation function in Eq. (10).
Now, let us proceed to more detailed numerical results
for respective physical observables. Figure 1 shows the
energy density E as a function of β for N = 10 and
L = 32, 64, 128. We note that this E is a bare one
measured in units of the lattice spacing a, and thus a part
of the β-dependence appears from β(a) as we pointed out.
We make this plot just to see the volume dependence,
and it is clear from Fig. 1 that the volume dependence is
negligibly small within the error bars. Actually, L = 32 is
 0.2
 0.6
 1
 1.4
 1.8
 0  0.2  0.4  0.6  0.8  1  1.2  1.4
E
β
N = 10, L = 32
N = 10, L = 64
N = 10, L = 128
FIG. 1. Energy density E as a function of β for various L’s.
The volume dependence is smaller than the dots.
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FIG. 2. Correlation length squared, ξ2G, as a function of β for
L = 32 and various N ’s.
already sufficiently close to the thermodynamic limit. We
can understand this from the correlation length shown in
Fig. 2. As long as β is not too large (as is the case in
the present work), the correlation length is significantly
smaller than the lattice size L = 32 for any N , so that
the finite size artifact is expected to be small already for
L = 32.
In Fig. 3 we show χt as a function of β for L = 32
and N = 2, 3, 10, 21. We see from Fig. 3 that χt is
suppressed for larger β, which qualitatively agrees with
exponential suppression in Eq. (19). We would point
out that numerically obtained Nχt has quite nontrivial
N dependence, while the convergence of ξ2G at large N
is just monotonic. In fact, as noticed in Fig. 2, ξ2G at
N = 10 is very close to that at N = 21, from which one
may want to conclude that N = 10 could be already a
good approximation for the large-N limit in which ana-
lytical formulas are known. In Fig. 3, however, Nχt at
N = 10 is not very close to the N = 21 results, and fur-
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FIG. 3. Topological susceptibility, χt, as a function of β for
L = 32 and various N ’s. The solid curve represents the ana-
lytical fit by Eq. (21) for the N = 21 case.
thermore, around β = 0.5, the N dependence is found to
be nonmonotonic. Such prominent differences between
ξ2G and Nχt clearly indicate that numerically obtained
Nχt must have more structures than simple scaling with
ξ2G. Section V will be devoted to detailed analysis on this
question.
IV. FINITE TEMPERATURE VS CONTINUUM
LIMIT – WHAT WE LEARN ABOUT QCD
It is important to make it clear that we treat the tem-
perature parameter β for a classical lattice model and our
spirits are along the similar lines to the strong coupling
expansion of QCD on the lattice, for which the lattice
spacing gives a mass dimension.
If we pursue a complete analogue between the CPN−1
model and finite-T QCD in the continuum limit, we
should regard the two-dimensional CPN−1 model as a
(1+1)-dimensional quantum field theory on S1×R1 reg-
ularized on the lattice. Then, β is a coupling constant,
and the temperature is introduced by the periodicity
along S1. In this case large-β regions are mainly con-
cerned in which the perturbative scaling should work and
the lattice spacing is replaced by some physical quan-
tity accordingly. Eventually, the continuum limit of the
CPN−1 model is to be mapped into a nonlinear sigma
model [1, 5].
In contrast to this, the CPN−1 model is useful as a
classical spin system intrinsically defined on the lattice
on R2. Such a treatment is quite common for con-
densed matter physics systems and optical lattice se-
tups [21, 54, 61]. In this case β itself is the inverse
temperature, and the ground state properties, any phase
transitions, and excitation spectra are investigated as
functions of β. There is no imaginary-time direction cor-
responding to the finite-temperature quantum field the-
ory, but two coordinate axes are both spatial. In this case
not only large-β regions but entire β dependence is con-
sidered, and the physical unit is provided by the lattice
spacing.
There are two reasons why we take the latter approach
rather than the former in the present study. One reason
is simply the problem of computational cost. Going to
higher temperatures needs the anisotropic lattice formu-
lation. In the scaling region at large β, the correlation
length is large and so the lattice volume should be suffi-
ciently large. The topological susceptibility, χt, is expo-
nentially suppressed at large β, and so accurate determi-
nation of χt is demanded. These are all very challenging.
The second reason is that we are also interested in the
ground state properties of the CPN−1 model as a lat-
tice model for not only large β but more general values
of β. Such analyses are meaningful, and should be un-
derstood in analogy to the strong coupling expansion of
QCD on the lattice. It has been a long standing QCD
problem to answer whether there is any discontinuous
phase transition between the strong coupling regime and
the continuum limit. Higher-order calculations in the
strong coupling expansion implies no phase transition,
and if so, the lattice study can tell us nonperturbative
features of the theory even outside of the scaling region,
which is the reason why the strong-coupling expansion of
QCD is still an interesting subject even today.
One may wonder what we can learn about finite-T
QCD physics from our exercise. We would not claim
that our results are directly comparable to finite-T QCD
results. Our idea is the following: there is a control pa-
rameter β with which χt changes, as is already shown
in Fig. 3. Then, how can we know more structures on
topological charge density distributions than just seeing
χt We are proposing two quantities, the Fourier entropy
and the snapshot entropy, in the following sections. We
are using the CPN−1 model not as a proxy of QCD, but
as one of the simplest examples to demonstrate that these
quantities surely capture more detailed structures of the
topological charge density distributions. In finite-T QCD
it is known that χt significantly drops above Tc, which is
na¨ıvely interpreted as vanishing instantons, but the topo-
logical contents may not be trivial yet if finite momenta
regions are carefully considered. It would be thus a very
interesting and feasible project to measure the Fourier
entropy for the finite-T pure Yang-Mills theory in the
continuum limit. Our present work using the CPN−1
model does not give any quantitative prediction for the
answer, but provides us with a positive motivation why
it is worth doing so for the pure Yang-Mills theory.
V. IMAGE PROCESSING OF THE
TOPOLOGICAL CHARGE CORRELATOR
So far, we have discussed that our simulation results
are fully consistent with the previous results. Since the
validity has been confirmed, we are now going into more
7microscopic views of the spatial distribution of the topo-
logical charge density. For this image-processing purpose
we perform the Fourier analysis and then we demonstrate
that the Fourier entropy is a useful measure. We also dis-
cuss a relation to the SVD analysis which is known as a
standard image-processing procedure.
A. Fourier Spectral Analysis
We present the results from the Fourier spectral analy-
sis at (N,L) = (10, 32) only in this subsection. We shall
look into dependence on N and L when we deal with
the entropies in following subsections. We already de-
fined the Fourier transformed topological charge density
in Eq. (22). Using this with an ensemble of 1000 config-
urations, we computed the averaged Fourier power spec-
trum of the topological charge density, i.e., 〈|ρ˜(k)|2〉. We
note that |ρ˜(k)|2 is gauge invariant since ρ(x) is already
gauge invariant. In other words, 〈|ρ˜(k)|2〉 is nothing but
the finite momentum extension of the topological suscep-
tibility, i.e. χt(k
2) as defined in Ref. [56]. Hereafter, we
shall use a simple notation of χt(k
2) to mean the Fourier
power spectrum. We summarize our results for χt(k
2)
computations for β = 0.3, 0.7, 1.0 in Fig. 4.
We chose these values of β according to qualitative
changes in the Fourier entropy as we will see later. For
(N,L) = (10, 32) we will find that β ≈ 0.7 is a “thresh-
old” for suppression of topological excitations, which we
denote by βth.
As long as β . βth, ρ˜(k) spreads uniformly over
momentum space (see the left panel in Fig. 4). We
may say that the topological charge density is “white”
then. In contrast to this, small momentum components
are significantly suppressed for β & βth and we inter-
pret this behavior as suppression of topological excita-
tions. In fact, it is natural that small momentum com-
ponents of χt(k
2) are more diminished with increasing
β; the spectral intensity at k = 0 is nothing but χt, i.e.,
χt(0) = 〈|ρ˜(0)|2〉 = 〈Q2/V 〉 = χt (where 〈Q〉 = 0), and
we already observed decreasing χt with increasing β in
Fig. 3.
It is intriguing that the topological charge correlator at
finite momenta, χt(k
2 6= 0), has such a nontrivial shape
in momentum space even when χt is (nearly) vanishing.
We can give a qualitative explanation for this structure.
Although the topological charge itself is robust against
perturbative fluctuations, the correlation function has
a nonzero contribution from topologically trivial sector.
Therefore, we can perform one-loop calculation to find
nonzero χt(k
2) for k large enough to justify perturbative
treatments as
χt(k
2) =
3m20
piN
+
3k2
10piN
− k
2
2(2pi)2βN
, (28)
where we approximately adopted a continuum theory and
we note that the last term with negative sign would be
suppressed for large β which is assumed in the contin-
uum limit. This quadratic rise of χt(k
2) accounts for our
numerical results at β > βth.
B. Fourier Entropy
It would be convenient if there is any observable whose
value characterizes changes as shown in Fig. 4. We pro-
pose to use the Fourier entropy defined in Eq. (24).
Figure 5 shows the Fourier entropy as a function of β
for L = 32 and N = 2, 3, 10, 21. We see that the Fourier
entropy stays constant for β . βth, where βth turns out to
depend on N . Then, the Fourier entropy starts dropping
at βth. As compared to Fig. 4, the threshold behavior is
clearly manifested in Fig. 5.
We also checked the L dependence of the Fourier en-
tropy. We note that the saturated value of SDFT is 2 lnL
and thus it contains logarithmic L dependence. Inter-
estingly, we found that the subtracted Fourier entropy,
SDFT − 2 lnL, seems to have a well-defined thermody-
namic limit. That is, we show the subtracted Fourier
entropy as a function of β in Fig. 6 for N = 10 and
L = 32, 64, 128. The subtracted Fourier entropy barely
has L dependence as confirmed in Fig. 6. This result is
consistent with our previous discussion that L = 32 is
already close to the thermodynamic limit.
C. Snapshot Entropy
The Fourier power spectrum is a useful device for the
image processing, and an alternative is the SVD analysis
which is suitable for course-graining the image. Let us
compute the snapshot entropy using the SVD and check
whether anything nontrivial appears near βth or not.
In Fig. 7 we plot SSVD as a function of β for L = 32
and N = 2, 3, 10, 21, which is a SVD counterpart of the
previous plot in Fig. 5.
Instead of clear threshold behavior in Fig. 5, we found
that SSVD exhibits a dip around βth as seen in Fig. 7.
Similarly to the Fourier entropy, in the case of SSVD, the
depth and the location of the dip depend on N . Interest-
ingly, the L dependence of SSVD is quite different from
that of SDFT. Figure 8 shows the subtracted snapshot en-
tropy, SSVD − lnL, for N = 10 and L = 32, 64, 128. We
see that some sizable L dependence remains even after
the subtraction, which makes a sharp contrast to Fig. 6.
Such L dependent results are highly nontrivial. We would
point out an example of analytically calculable SSVD; in a
real random matrix theory, S
(RM)
SVD = lnL−pi/4 is known
[58]. Thus, L dependent SSVD may already indicate that
the theory under consideration has some interesting fea-
tures.
In order to locate βth for numerical simulations in a
finite size box, SSVD is as useful as SDFT. However, it is
evident from Fig. 8 that the dip depth becomes shallower
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9for larger L, implying that the dip may eventually dis-
appear in the thermodynamic limit unless we know the
proper L scaling. Therefore, for a practical usage, SDFT
would be a more tractable choice.
D. Correlation between Fourier and Snapshot
Entropies
It would be instructive to clarify a possible connec-
tion of the Fourier spectrum and the SVD spectrum of
the topological charge density. To this end we have cal-
culated the Fourier spectrum of each SVD layer of the
topological charge density. We note that each SVD layer
is a direct product of two vectors, U
(n)
x1 V
(n)
x2 , so that
the Fourier transform with respect to two spatial direc-
tions is trivially factorized, and we can separately dis-
cuss U˜ (n)(k1) [that is a Fourier transform of U
(n)
x1 ] and
V˜ (n)(k2) [that is a Fourier transform of V
(n)
x2 ]. From sym-
metry between 1, 2 directions, clearly, it is sufficient to
consider only 〈|U˜ (n)(k1)|2〉 without loss of generality, and
Fig. 9 shows our results. We recall that in our conven-
tion a smaller SVD layer index corresponds to a larger
SVD eigenvalue. We see that the Fourier spectrum is
“white” at β . βth for all the SVD layers as is the
case in the left panel of Fig. 9. Some characteristic pat-
terns start emerging around βth ≈ 0.7 as observed in the
middle and the right panels of Fig. 9, namely, images
with smaller layer index (i.e., larger SVD eigenvalue) are
more dominated by large momentum modes, while im-
ages with larger layer index contain smaller momentum
modes. Interestingly, this present situation is quite un-
usual; if the SVD is used for the image processing of ordi-
nary snapshot photographs, usually, smaller SVD index
layers would typically correspond to a partial image with
smaller momenta or larger spatial domains. A general
trend is that such an ordinary correspondence in the im-
age processing holds for classical systems, and for quan-
tum systems the correspondence could be reversed due
to quantum fluctuations. It is a subtle question whether
ρ(x) belongs to classical or quantum class. Our numeri-
cal results suggest a quantum nature, so that if we want
to course-grain ρ(x), we should remove SVD layers from
the smallest index.
The physical interpretation of the Fig. 9 is rather
straightforward contrary to the image-processing point
of view. As the β grows, larger momentum components
become relevant in the topological charge density spec-
trum because of the renormalization scaling of the phys-
ical length unit. In the context of the QCD physics, the
instantons simply melt away at larger β (that is, larger
physical temperature). Or, equivalently, larger β pro-
hibits topological excitations in larger scale if we regard
CPN−1 model as the spin model in the condensed matter
systems.
VI. CONCLUSIONS
We conducted the numerical Monte-Carlo simulation
using the CPN−1 model. We first checked the simula-
tion validity by comparing our results with the precedent
studies for N = 2, 3, 10, and 21. We then scrutinized
the spatial distribution of the topological charge density
for various inverse temperature β by means of the Fourier
analysis and the singular value decomposition. There, we
found that the Fourier power spectrum of the topologi-
cal charge density is rather structureless in momentum
space for small β, while small momentum components
become diminished for β above a certain threshold βth.
At the same time, nontrivial structures (i.e., a drop in the
Fourier entropy and a dip in the snapshot entropy) ap-
pear also around βth. We clarified a correlation between
the Fourier and the snapshot entropies. In contrast to
the ordinary image-processing of picture images, SVD
layers with larger SVD eigenvalues turn out to be domi-
nated with higher momentum components. Thus, a cool-
ing method could be implemented by removing the SVD
layers from lower index (with larger SVD eigenvalue).
A striking finding in this work is that the Fourier power
spectrum of the topological charge density or the finite
momentum extended topological susceptibility, χt(k
2),
has nontrivial momentum dependence even at large β
when the topological susceptibility itself is nearly vanish-
ing. This indicates that the topological contents of the
theory are not necessarily empty even when the topo-
logical susceptibility approaches zero if one explores fi-
nite momentum regions. One might think that nonzero
topological fluctuations at finite momenta arise merely
from perturbative loops and may not involve topological
windings. This is true, and nevertheless, this situation
is still interesting. We would recall that such property
of χt(k
2) is reminiscent of the sphaleron rate which is a
real-time quantity analytically continued from the topo-
logical susceptibility. In a seminal work in Ref. [62] it
has been shown that the sphaleron rate has finite contri-
butions from zero winding sector, though the analytical
continuation makes such terms disappear in the topolog-
ical susceptibility. In other words, the sphaleron rate is a
finite frequency extension from χt, and we are discussing
a finite (spatial) momentum extension from χt, and both
are nontrivial.
Our suggestion is that calculating χt(k
2) in the pure
Yang-Mills theory (as well as QCD) would be interest-
ing at high temperature where χt itself is vanishingly
small. Then, a nontrivial question is whether the pure
Yang-Mills theory and QCD may lead to χt(k
2) with k2
increasing behavior or not. Alternatively, the measure-
ment of the Fourier entropy using the topological charge
density as a function of the physical temperature should
be feasible in the pure Yang-Mills theory and QCD as
well. Our results imply that the Fourier entropy would
show some nonmonotonic behavior near Tc, which could
be tested in the pure Yang-Mills theory relatively easily.
It is, however, tricky how to carry out the SVD for three
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FIG. 9. SVD layer dependence of the Fourier spectrum for (N,L) = (10, 32) and β = 0.3, 0.7, 1.0.
or higher dimensional data, and so the applicability of
the snapshot entropy is limited to two dimensional field
theories.
An interesting future problem with special attention
to the lattice CPN−1 model would be inclusion of in-
teraction terms with farther neighborhood, with which
nontrivial phase structures are realized. Another chal-
lenging problem in the CPN−1 model is how to identify
the instantons and the bions numerically in the CPN−1
model simulations. In principle, all information on such
special configurations should be encoded on the Fourier
power spectrum of the topological charge density. Such
questions as well as direct applications to QCD physics
should deserve judicious investigations in the future.
ACKNOWLEDGMENTS
We thank Philippe de Forcrand and Massimo D’Elia
for useful conversations. This work was supported by
Japan Society for the Promotion of Science (JSPS)
KAKENHI Grant No. 15H03652, 15K13479, 16K17716,
17H06462, and 18H01211.
[1] A. D’Adda, M. Luscher, and P. Di Vecchia, Nucl. Phys.
B146, 63 (1978).
[2] P. Di Vecchia, A. Holtkamp, R. Musto, F. Nicodemi, and
R. Pettorino, Nucl. Phys. B190, 719 (1981).
[3] S. Duane and M. B. Green, Phys. Lett. 103B, 359 (1981).
[4] H. Kunz and G. Zumbach, J. Phys. A22, L1043 (1989).
[5] E. Witten, Nucl. Phys. B149, 285 (1979).
[6] M. Campostrini and P. Rossi, Phys. Rev. D45, 618
(1992), [Erratum: Phys. Rev.D46,2741(1992)].
[7] S. Samuel, Phys. Rev. D28, 2628 (1983).
[8] J. C. Plefka and S. Samuel, Phys. Rev. D55, 3966 (1997),
arXiv:hep-lat/9612004 [hep-lat].
[9] G. V. Dunne and M. Unsal, JHEP 11, 170 (2012),
arXiv:1210.2423 [hep-th].
[10] T. Misumi, M. Nitta, and N. Sakai, JHEP 06, 164
(2014), arXiv:1404.7225 [hep-th].
[11] T. Fujimori, S. Kamata, T. Misumi, M. Nitta,
and N. Sakai, Phys. Rev. D94, 105002 (2016),
arXiv:1607.04205 [hep-th].
[12] K. Kataoka, S. Hattori, and I. Ichinose, Phys. Rev. B83,
174449 (2011), arXiv:1003.5412 [cond-mat.str-el].
[13] A. Nahum, J. T. Chalker, P. Serna, M. Ortuno, and
A. M. Somoza, Phys. Rev. Lett. 107, 110601 (2011),
arXiv:1104.4096 [cond-mat.stat-mech].
[14] A. Nahum, J. T. Chalker, P. Serna, M. Ortuo,
and A. M. Somoza, Phys. Rev. B88, 134411 (2013),
arXiv:1308.0144 [cond-mat.stat-mech].
[15] H. Kawauchi and S. Takeda, Proceedings, 34th Inter-
national Symposium on Lattice Field Theory (Lattice
2016): Southampton, UK, July 24-30, 2016, PoS LAT-
TICE2016, 322 (2016), arXiv:1611.00921 [hep-lat].
[16] H. Kawauchi and S. Takeda, Phys. Rev. D93, 114503
(2016), arXiv:1603.09455 [hep-lat].
[17] S. Takashima, I. Ichinose, and T. Matsui, Phys. Rev.
B73, 075119 (2006), arXiv:cond-mat/0511107 [cond-
mat.str-el].
[18] A. Roy and T. Quella, (2015), arXiv:1512.05229 [cond-
mat.str-el].
[19] O. I. Motrunich and A. Vishwanath, (2008),
arXiv:0805.1494 [cond-mat.stat-mech].
[20] A. W. Sandvik, Phys. Rev. Lett. 104, 177201 (2010),
arXiv:1001.4296 [cond-mat.str-el].
[21] C. Laflamme, W. Evans, M. Dalmonte, U. Gerber,
H. Meja-Daz, W. Bietenholz, U. J. Wiese, and P. Zoller,
Annals Phys. 370, 117 (2016), arXiv:1507.06788 [quant-
ph].
[22] B. Berg and M. Luscher, Nucl. Phys. B190, 412 (1981).
[23] P. Rossi and E. Vicari, Phys. Rev. D48, 3869 (1993),
arXiv:hep-lat/9301008 [hep-lat].
[24] A. C. Irving and C. Michael, Phys. Lett. B292, 392
(1992), arXiv:hep-lat/9206003 [hep-lat].
11
[25] L. Del Debbio, G. M. Manca, and E. Vicari, Phys. Lett.
B594, 315 (2004), arXiv:hep-lat/0403001 [hep-lat].
[26] J. O. Andersen, D. Boer, and H. J. Warringa, Phys. Rev.
D74, 045028 (2006), arXiv:hep-th/0602082 [hep-th].
[27] Y. Lian and H. B. Thacker, Phys. Rev. D75, 065031
(2007), arXiv:hep-lat/0607026 [hep-lat].
[28] D. Diakonov and M. Maul, Nucl. Phys. B571, 91 (2000),
arXiv:hep-th/9909078 [hep-th].
[29] M. Maul, D. Diakonov, and D. Diakonov, in Nonpertur-
bative methods and lattice QCD. Proceedings, Interna-
tional Workshop, Guangzhou, China, May 15-20, 2000
(2000) pp. 185–193, arXiv:hep-lat/0006006 [hep-lat].
[30] D. Diakonov and V. Yu. Petrov, Phys. Lett. 147B, 351
(1984).
[31] T. Scha¨fer and E. V. Shuryak, Rev. Mod. Phys. 70, 323
(1998), arXiv:hep-ph/9610451 [hep-ph].
[32] E. Shuryak, Proceedings, 12th Conference on Quark Con-
finement and the Hadron Spectrum (Confinement XII):
Thessaloniki, Greece, EPJ Web Conf. 137, 01018 (2017),
arXiv:1610.08789 [nucl-th].
[33] K. Fukushima and V. Skokov, Prog. Part. Nucl. Phys.
96, 154 (2017), arXiv:1705.00718 [hep-ph].
[34] H. Leutwyler and A. V. Smilga, Phys. Rev. D46, 5607
(1992).
[35] E. Witten, Nucl. Phys. B156, 269 (1979).
[36] G. Veneziano, Nucl. Phys. B159, 213 (1979).
[37] S. Borsanyi, M. Dierigl, Z. Fodor, S. D. Katz, S. W.
Mages, D. Nogradi, J. Redondo, A. Ringwald, and K. K.
Szabo, Phys. Lett. B752, 175 (2016), arXiv:1508.06917
[hep-lat].
[38] R. Kitano and N. Yamada, JHEP 10, 136 (2015),
arXiv:1506.00370 [hep-ph].
[39] D. J. E. Marsh, Phys. Rept. 643, 1 (2016),
arXiv:1510.07633 [astro-ph.CO].
[40] G. M. Shore, Lect. Notes Phys. 737, 235 (2008),
arXiv:hep-ph/0701171 [hep-ph].
[41] B. Alles, M. D’Elia, and A. Di Giacomo,
Nucl. Phys. B494, 281 (1997), [Erratum: Nucl.
Phys.B679,397(2004)], arXiv:hep-lat/9605013 [hep-lat];
QCD ’96. Proceedings, 4th Conference, Montpellier,
France, July 4-12, 1996, Nucl. Phys. Proc. Suppl. 54A,
348 (1997), [,348(1997)]; Phys. Rev. D71, 034503
(2005), arXiv:hep-lat/0411035 [hep-lat].
[42] E. Vicari and H. Panagopoulos, Phys. Rept. 470, 93
(2009), arXiv:0803.1593 [hep-th].
[43] K. Fukushima, K. Ohnishi, and K. Ohta, Phys. Rev.
C63, 045203 (2001), arXiv:nucl-th/0101062 [nucl-th].
[44] K. Fukushima, K. Ohnishi, and K. Ohta, Phys. Lett.
B514, 200 (2001), arXiv:hep-ph/0105264 [hep-ph].
[45] K. Mameda, Nucl. Phys. B889, 712 (2014),
arXiv:1408.1189 [hep-ph].
[46] B. Alles, M. D’Elia, A. Di Giacomo, and C. Pica, Phys.
Rev. D74, 094503 (2006), arXiv:hep-lat/0604007 [hep-
lat].
[47] Y. Taniguchi, K. Kanaya, H. Suzuki, and T. Umeda,
Phys. Rev. D95, 054502 (2017), arXiv:1611.02411 [hep-
lat]; Y. Taniguchi, S. Ejiri, K. Kanaya, M. Ki-
tazawa, H. Suzuki, T. Umeda, R. Iwami, and N. Wak-
abayashi, Proceedings, 34th International Symposium on
Lattice Field Theory (Lattice 2016): Southampton, UK,
July 24-30, 2016, PoS LATTICE2016, 064 (2016),
arXiv:1611.02413 [hep-lat].
[48] M. Campostrini, P. Rossi, and E. Vicari, Phys. Rev.
D46, 2647 (1992).
[49] M. Hasenbusch and S. Meyer, Phys. Lett. B299, 293
(1993).
[50] T. Rindlisbacher and P. de Forcrand, Nucl. Phys. B918,
178 (2017), arXiv:1610.01435 [hep-lat].
[51] W. Evans, U. Gerber, and U.-J. Wiese, Proceedings,
34th International Symposium on Lattice Field Theory
(Lattice 2016): Southampton, UK, July 24-30, 2016, PoS
LATTICE2016, 041 (2016), arXiv:1610.08826 [hep-lat].
[52] R. Burkhalter, M. Imachi, Y. Shinno, and H. Yoneyama,
Prog. Theor. Phys. 106, 613 (2001), arXiv:hep-
lat/0103016 [hep-lat].
[53] V. Azcoiti, G. Di Carlo, A. Galante, and V. Laliena,
Phys. Rev. D69, 056006 (2004), arXiv:hep-lat/0305022
[hep-lat].
[54] B. B. Beard, M. Pepe, S. Riederer, and U. J.
Wiese, Phys. Rev. Lett. 94, 010603 (2005), arXiv:hep-
lat/0406040 [hep-lat].
[55] M. Imachi, Y. Shinno, and H. Yoneyama, Lattice field
theory. Proceedings, 22nd International Symposium, Lat-
tice 2004, Batavia, USA, June 21-26, 2004, Nucl. Phys.
Proc. Suppl. 140, 659 (2005), [,659(2004)], arXiv:hep-
lat/0409145 [hep-lat].
[56] G. M. Shore, in Hidden symmetries and Higgs phe-
nomena. Proceedings, Summer School, Zuoz, Switzer-
land, August 16-22, 1998 (1998) pp. 201–223, arXiv:hep-
ph/9812354 [hep-ph].
[57] Y. Koma, E.-M. Ilgenfritz, K. Koller, M. Koma,
G. Schierholz, T. Streuer, and V. Weinberg, Proceed-
ings, 28th International Symposium on Lattice field the-
ory (Lattice 2010): Villasimius, Italy, June 14-19, 2010,
PoS LATTICE2010, 278 (2010), arXiv:1012.1383 [hep-
lat].
[58] H. Matsueda, Phys. Rev. E85, 031101 (2012).
[59] H. Matsueda and D. Ozaki, Phys. Rev. E92, 042167
(2015), arXiv:1405.2691 [cond-mat.stat-mech].
[60] C. H. Lee, Y. Yamada, T. Kumamoto, and H. Matsueda,
J. Phys. Soc. Jap. 84, 013001 (2015), arXiv:1403.0163
[cond-mat.stat-mech].
[61] P. Azaria, P. Lecheminant, and D. Mouhanna, Nucl.
Phys. B455, 648 (1995), arXiv:cond-mat/9509036 [cond-
mat].
[62] P. B. Arnold and L. D. McLerran, Phys. Rev. D37, 1020
(1988).
