Abstract-Time-interleaved analog-to-digital converters (ADCs) exhibit offset, gain, and time-skew errors due to channel mismatches. The time skews give rise to a nonuniformly sampled signal instead of the desired uniformly sampled signal. This introduces the need for a digital signal reconstructor that takes the "nonuniform samples" and generates the "uniform samples". In the general case, the time skews are frequency dependent, in which case a generalization of nonuniform sampling applies. When the bandwidth of a digital reconstructor approaches the whole Nyquist band, the computational complexity may become prohibitive. This paper introduces a new scheme with reduced complexity. The idea stems from recent multirate-based efficient realizations of linear and time-invariant systems. However, a time-interleaved ADC (without correction) is a time-varying system which means that these multirate-based techniques cannot be used straightforwardly but need to be appropriately analyzed and extended for this context.
I. INTRODUCTION
A popular technique to increase the effective sampling rate of analog-to-digital converters (ADCs) is to have multiple ADCs in a time-interleaved fashion with each ADC operating at a lower sampling rate [1] . Sampling clocks to these time-interleaved ADCs (TIADCs) are provided in such a way that at any given sampling instant, only one ADC samples the input. Hence, in order to ensure that all the output samples are equally spaced, the sampling clocks should have uniform time skew. However in reality, timing mismatches between the ADCs create periodically nonuniformly spaced samples at the output of the TI-ADC. In an M -channel TI-ADC, such static timeskew errors lead to an M -periodic nonuniformly sampled signal at the output.
This paper considers reconstruction of nonuniformly sampled signals generated by two-channel TI-ADC, a popular TI-ADC configuration, in which two ADCs are used in parallel. Here static time-skew errors between the two channels result in two-periodic nonuniformly sampled signals as shown in Fig. 1(b) . In periodic nonuniform sampling, the skew of the channels are expressed relative to the first channel. For example, in the two-periodic case shown in Fig. 1(b) , the time-skew errors for the first and second channels will be 0 and ε1, respectively. This assumption means that the time skew in samples from the first channel needs no correction while skew in the samples from the second channel are corrected such that they become uniformly sampled with respect to samples from the first channel. In high-speed and high-resolution TI-ADCs, the overall performance may suffer from frequency response mismatches between the channels [2] , [3] , which will require special techniques to reconstruct the uniformly sampled sequence [4] - [7] . However, here it is assumed that the operating frequencies and resolution are not very high and it can be considered that the channel suffers only from static time-skew errors.
Reconstruction from periodically nonuniformly sampled signals using time-varying discrete-time FIR filters were considered in detail in [8] . Even though the method proposed in [8] gave the optimal filter order, whenever the time-skew error of a channel varies, all the filter coefficients have to be redesigned. This paper suggests a technique which can be used to reduce the number of filter coefficients that need to be updated online when the time-skew error changes. For this purpose, the two-rate technique originally proposed in [9] is used to split the reconstruction filter into two parts: a regular linearphase filter with symmetric coefficients and a simpler time-varying filter. The regular filter is designed in such a way that it needs no modification for a range of time-skew errors. Online redesign is needed only for the simpler time-varying filter with fewer multipliers.
An alternative is to perform reconstruction using polynomial impulse response FIR filters as proposed in [10] , [11] . These reconstruction filters have the least number of variable multipliers and do not need any online redesign when the time-skew error changes, since the variable multipliers can be directly updated with the new time-skew. However they need a significantly larger number of fixed multipliers thereby increasing the total number of multipliers compared to the regular structure in [8] .
In Section II, a review of the nonuniform sampling is provided followed by a discussion on periodic nonuniform sampling. Section III shows the basic two-rate approach. It explains how an equivalent single-rate structure, derived using the two-rate based approach, can be used for the reconstruction filter. It also outlines the offline and online design procedures to be followed to determine the coefficients of the subfilters in the single-rate structure. Section IV provides two design examples and Section V concludes the paper.
II. PERIODIC NONUNIFORM SAMPLING
With uniform sampling of a continuous-time signal, xa(t), we obtain the sequence x(n) = xa(nT )
for all integer values of n and where T is the sampling period. Nonuniform sampling of xa(t) results in a discrete-time sequence, where εn is the deviation, in percentage, of the nth sample's actual sampling instant from the corresponding uniform sampling instant. In TI-ADCs, since the samples are formed by interleaving outputs from each ADC, these deviations are periodic. In an M -channel TI-ADC, these deviations or time-skew errors will be M -periodic as given by
In the two-channel TI-ADC, the time-skew errors will be two-periodic with ε2n = ε0 and ε2n+1 = ε1 for all values of n. Since we are interested in correcting the relative time-skew error between channels we assume that ε0 = 0 and that ε1 is the time-skew error of the second channel with respect to the first channel. In order to reconstruct x(n) from v(n), a time-varying filter with impulse-response hn(k) is used such that its output y(n), given by
approximates the signal x(n) [8] . In this paper, the filter hn(k) is assumed to be noncausal to simplify the design and analysis, but can be easily converted to the causal filter by applying suitable delays. Also it should be noted that hn(k) is centered at the sample to be reconstructed. Rather than designing a filter for the entire Nyquist band, we assume that the signals are oversampled such that they are bandlimited to |ωT | ≤ ω0T < π. Such an assumption makes it feasible to actually implement the designed filters [8] . If X(e jωT ) is the Fourier transform of x(n), and assuming that xa(t) is bandlimited to ω0, it can be shown that [8] y(n) = 1 2π
where
As shown in [8] , to obtain perfect reconstruction,
Figure 2(b) shows the two-channel maximally decimated filter bank representation of the reconstruction filter in Fig. 2(a) . Since ε0 = 0, as shown in 2(b), the first channel should be passed to the output without any filtering while the time-skew error in the second channel should be corrected using the filter H1(z). The coefficients of H1(z) should be chosen such that it minimizes the error between A1(jωT ) and 1 for a given bandwidth of ω0T and time-skew error ε1. 1 The order of the reconstruction filter is assumed to be even to simplify the derivations. With minor modifications, they can be applied to the odd-order case as well.
III. TWO-RATE BASED APPROACH
This section explains how the two-rate approach can be used to realize H1(z) such that its complexity compared to the regular reconstruction filter, shown in Fig. 3(a) , is reduced. In the basic tworate approach shown in Fig. 3(b) , the input is upsampled by two and passed to a linear-phase half-band filter F1(z) whose output is then fed to G1(z). The output from G1(z) is downsampled by two to restore the original sampling rate. The filters F1(z) and G1(z) can be split into their polyphase components F10(z), F11(z) and G10(z), G11(z), respectively. Since a linear-phase half-band filter is symmetric with every second coefficient being zero, F10(z) is symmetric and F11(z) is equal to a delay z −(D F 1 −1)/2 where DF 1 is the delay of F1(z). Using multirate theory [12] , it can be shown that the overall structure in Fig. 3(b) corresponds to the zeroth-polyphase component of F1(z)G1(z) as shown in Fig. 3(c) . If H1(z) in Fig.  2(b) is to be represented using the structure in Fig. 3(c) ,
Equation (8) shows that the H1(z) remains a single-rate structure.
To compute the impulse response of H1(z), we have to determine the impulse responses of F10(z), G10(z), and G11(z). In order to reduce the number of impulse response coefficients that have to be updated online, F10(z) is designed such that it can be used for all values of time-skew errors between ±ε1. Hence, the reconstruction filter design problem can be split into two parts: offline design of F10(z) corresponding to the extreme time-skew errors, −ε1 and ε1, and online redesign of G10(z) and G11(z) whenever the time-skew error varies between ±ε1.
A. Offline design of F10(z)
To design F10(z), we follow a least-squares approach in which the filter design problem can be stated as:
Given the orders of the subfilters F10(z), G10(z), and G11(z), as well as ε1, determine the coefficients of these subfilters and a parameter δ, to minimize δ subject to 1 2π
Usually, as part of the reconstruction filter specification, the maximum error that can be tolerated, δe, will be specified. This requirement will be satisfied if, δ satisfies the condition δ ≤ δe after optimization. Since H1(z) is obtained by cascading subfilters, (9) is a nonlinear optimization problem. Hence, in order to avoid a poor local optimum, it will be beneficial to have a good starting point for the subfilter coefficients used in the optimization.
The design steps to identify the coefficients of F1(z) which subsequently can be used for all time-skew errors within ±ε1 are as follows: 1) Determine the order, NF 1 , of a standard half-band linear-phase FIR filter F1(z) such that its passband edge and stopband edges are Ωc = ω0T /2 and Ωs = π − Ωc, respectively, with the maximum ripple in the passband and stopband being √ δe. 2) Determine the order, NG 1 , of a filter G1(z) such that this filter approximates a regular reconstruction filter with the error √ δe and bandwidth Ωc. If multiple results have the same total number of multipliers, choose the one that requires the least number of variable multipliers. Once the coefficients for F10(z), G10(z), and G11(z), corresponding to the time-skew ε1, are identified, the filter to correct a time-skew of −ε1, can be obtained by reversing the coefficients of G10(z) and G11(z) and using the same F10(z). It was shown in [8] that, as the magnitude of the time-skew error reduces, the less nonuniform the sampling pattern is, and a lower order reconstruction filter can be used to achieve the same reconstruction error. Therefore, when the timeskew error starts to decrease from the extremes ±ε1 and approaches 0, the reconstruction system becomes simpler. Hence F10(z) can still use the same coefficients and only G10(z) and G11(z) need to be redesigned for the new time-skew.
B. Online design of G10(z) and G11(z)
With a fixed F1(z), online design of G10(z) and G11(z) is feasible by using a least-squares approach which can be implemented using matrix inversions.
Since F1(z) is a half-band filter of even order, the impulse response of F10(z) has a length of 2M and is denoted as
while the delay term z −(D F 1 +1)/2 in (8) can be considered as a sequence of length 2M and is denoted as
Since f11 represents a pure delay,
Let g 10 and g 11 be the impulse response vectors of G10(z) and G11(z) respectively such that
and
where both g 10 and g 11 are assumed to have a length of 2L + 1 to simplify the calculations. However these results can be extended for any combination of impulse-response lengths of g 10 and g 11 . As was shown in [8] , the error power function for the channel can be represented as P1 = 1 2π
Using (6) in (15), followed by some algebraic manipulations, will yield
with p, k = −R, −R + 1, . . . R − 1 and 2R = 2M + 2L is the length of H1(z). Also,
where Zr,q is an r×q zero matrix and Ft1r is a (2M +2L 
which gives
IV. DESIGN EXAMPLE Example 1: Consider a reconstruction filter with the following specification: ω0T = 0.9π, ε1 ∈ [−0.1, 0.1], with a maximum reconstruction error of P1 = −86 dB. The first step is to identify the coefficients of the fixed filter F10(z). For this, the design steps mentioned in Section III-A are followed such that the final coefficients for F10(z), G10(z), and G11(z) provide the minimum number of multipliers when ε1 = ±0.1. For the given specification, the number of coefficients in F10(z), G10(z), and G11(z) turned out to be 42, 4, and 3 respectively. Since F10(z) is symmetric only half the number of coefficients are needed and they can be implemented using fixed multipliers. G10(z) and G11(z) have to be implemented using variable multipliers since new coefficient values have to be identified when the time-skew changes. Table I the number of multipliers required for H1(z) if implemented using the method mentioned in this paper as well as the methods in [8] and [10] . We used [10] instead of [11] since the design approach in [10] is optimized for the two-channel two-periodic case. The regular structure in [8] gives optimal order but all the coefficients should be implemented using variable multipliers. The error targeted in this example corresponds to −100 dB, if the error power measure specified in Example 3 of [10] is used. Even though the design approach in [10] provides the least number of variable multipliers, the total number of multipliers have increased. In the two-rate based approach, the overall filter order is somewhat higher compared to [8] , but the overall number of multipliers is reduced. Also we need only a small number of variable multipliers compared to [8] (which means online coefficient updates can be done using simpler matrix inversions) and substantially fewer fixed multipliers compared to [10] . Figure 4 shows the magnitude of |A1(jωT )−1| after online redesign for ε1 = 0.1. Example 2: Consider the following specification: ω0T = 0.9π, ε1 ∈ [−0.1, 0.1], with an error power, P1, no larger than −60 dB. As seen from the results in Table II , as the requirements are relaxed, the complexity of the two-rate approach reduces even further. Figure  5 plots the magnitude of |A1(jωT ) − 1| after online redesign for ε1 = 0.1.
V. CONCLUSION
The reconstruction filter design method outlined in this paper provides a way to decrease the total number of multipliers with slightly larger overall reconstruction filter order. Compared to the regular structure, the proposed method provides a significant reduction in the number of variable multipliers and fewer total number of multipliers. When compared to the polynomial impulse response FIR filter implementation, the number of fixed multipliers is reduced significantly. Even though fewer variable multipliers helps in reducing the complexity of online redesign and lowers the power consumption due to coefficient updates, a larger number of overall multipliers can increase the implementation complexity, chip area, and power consumption. It should be noted that the reconstruction filter always runs at the full rate while the rate at which the online redesign block runs depends on how often the reconstruction system is calibrated.
One possible alternative to completely remove the need for online redesign of G1(z), is to use a polynomial impulse response based design proposed in [10] to implement G1(z) which however needs further investigation.
