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AN EXAMPLE OF AN Sl2-HILBERT SCHEME WITH MULTIPLICITIES
TANJA BECKER
Abstract. We determine the invariant Hilbert scheme of the zero fibre of the moment map
of an action of Sl2 on (C2)⊕6 as one of the first examples of invariant Hilbert schemes with
multiplicities. While doing this, we present a general procedure how to realise the calculation
of invariant Hilbert schemes, which have been introduced by Alexeev and Brion in [AB05]. We
also consider questions of smoothness and connectedness and thereby show that our Hilbert
scheme gives a resolution of singularities of the symplectic reduction of the action.
1. Introduction
Let G be a complex connected reductive algebraic group and X an affine G-scheme over C. Denote
by Irr(G) the set of isomorphism classes of irreducible representations of G and let h : Irr(G)→ N0
be a map, called Hilbert function in the following. In this setting, Alexeev and Brion define in
[AB05] the invariant Hilbert scheme HilbGh (X) parameterising G-invariant subschemes of X whose
modules of global sections all have the same isotypic decomposition
⊕
ρ∈Irr(G)C
h(ρ) ⊗
C
V (ρ) as
G-modules, where V (ρ) denotes the G-module corresponding to the irreducible representation ρ.
This generalises the G-Hilbert scheme of Ito and Nakamura [IN96].
In the case where the Hilbert function h is multiplicity-free, i.e. h(ρ) ∈ {0, 1} for all ρ ∈ Irr(G),
several examples of the invariant Hilbert scheme have been determined by Jansou [Jan07], Bravi
and Cupit-Foutou [BCF08] and Papadakis and van Steirteghem [PvS10], which all turn out to be
affine spaces. Jansou and Ressayre [JR09] give some examples of invariant Hilbert schemes with
multiplicities, which are also affine spaces. There are some more involved examples of invariant
Hilbert schemes by Brion (unpublished) and Budmiger [Bud10]. In this paper, we present a more
complex example, namely of an Sl2-Hilbert scheme with Hilbert function
(1) h : N0 → N, d 7→ d+ 1.
The knowledge of such examples where the Hilbert scheme is not an affine space is important
for understanding general properties of invariant Hilbert schemes: Which conditions have to be
fulfilled so that the invariant Hilbert scheme is connected or smooth? Is the invariant Hilbert
scheme a resolution of singularities of the quotient X//G as the G-Hilbert scheme is for finite G
up to dimension 3 [BKR01]?
Our example of an Sl2-Hilbert scheme will be smooth and connected and it even will be a resolution
of singularities, but it does not inherit the additional structure of symplectic variety of the quotient.
Now let us present the setting of our example. Consider the action of Sl2 on (C
2)⊕6 = Mat2×6(C)
arising as symplectic double from the action of Sl2 on (C
2)⊕3 via multiplication on the left.
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Let J =
(
0 1
−1 0
)
and Q =
(
0 I3
I3 0
)
. The moment map µ : (C2)⊕6 → sl2, M 7→ MQM tJ defines
the symplectic reduction (C2)⊕6///Sl2 := µ
−1(0)//Sl2. In [Bec10] we obtained its description as
a nilpotent orbit closure µ−1(0)//Sl2 = O[22,12] in so6. Writing (C
2)⊕6 = C2 ⊗
C
C
6 we see that
we have a symmetric situation with an action of SO6 = SO(Q) by multiplication from the right
and µ is invariant for this action, so that SO6 acts on the zero fibre µ
−1(0) and as both actions
commute, SO6 also acts on the quotient by Sl2. The quotient map ν : µ
−1(0) → µ−1(0)//Sl2 is
given by mapping M to M tJMQ. In fact, the quotient map of the Sl2-action is the moment map
of the SO6-action and vice versa. The SO6-action will play an important role while analysing
µ−1(0)//Sl2 and the corresponding Hilbert scheme.
There are two well-known symplectic resolutions of singularities of the symplectic variety O[22,12],
namely the cotangent bundle T ∗P3 ∼= {(A,L) ∈ Y × P3 | imA ⊂ L} and its dual (T ∗P3)∗ ∼=
{(A,H) ∈ Y × (P3)∗ | H ⊂ kerA}, where Y = {A ∈ sl4 | rkB ≤ 1} ∼= O[22,12]. We want to know
if there is a distinguished (symplectic) resolution. Since Hilbert schemes of points and G-Hilbert
schemes are often candidates for (symplectic) resolutions [Fog68, Bea83, BKR01], we hope that
this is also true for invariant Hilbert schemes. Indeed, with the choice of the Hilbert function (1),
in our example we find
Theorem 1.1. The invariant Hilbert scheme Sl2 -Hilb(µ
−1(0)) := HilbSl2h (µ
−1(0)) of the zero
fibre of the moment map of the action of Sl2 on (C
2)⊕6 is the scheme
(2) {(A,W ) ∈ O[22,12] ×Grassiso(2,C
6) | imAt ⊂W}.
It is smooth and connected, and thus a resolution of singularities of the symplectic reduction
µ−1(0)//Sl2.
Remark. Sl2 -Hilb(µ
−1(0)) is itself not a symplectic resolution of µ−1(0)//Sl2, but as it is isomorphic
to {(A,L,H) ∈ Y × P3 × (P3)∗ | imA ⊂ L ⊂ H ⊂ kerA} via L = {v ∈ C4 | dim(v ∧W ) = 0},
H = {v ∈ C4 | dim(v ∧W ) ≤ 1} and W = L ∧H , it dominates the two symplectic resolutions:
Sl2 -Hilb(µ
−1(0))
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This paper is organised as follows: In the second chapter we introduce the invariant Hilbert scheme
as defined by Alexeev and Brion in [AB05], building upon the work of Haiman and Sturmfels on
the multigraded Hilbert scheme [HS04]. We give their definition of the invariant Hilbert functor,
which is represented by the invariant Hilbert scheme, we introduce the Hilbert-Chow morphism
and analyse which conditions on the Hilbert function have to be satisfied so that this morphism, or
at least its restriction to a certain component, is proper and birational, the important properties
for being a resolution. With regard to this, we define the orbit component HilbGh (X)
orb, which is
the unique component mapping birationally to the set of closed G-orbits. If the invariant Hilbert
scheme is not irreducible, this component is still a candidate for a resolution.
Afterwards, we turn to our example in chapter 3. First, we compute the general fibre of the
quotient in order to determine the right Hilbert function which guarantees birationality.
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The forth chapter is the heart of this article. First we show how to find generators of the locally free
sheaves occurring in the definition of the invariant Hilbert functor in general, then we construct
an embedding of the Hilbert scheme into a product of Grassmannians by ideas of Brion and based
on the embedding constructed in [HS04]. Thus this note not only gives a complex example of an
invariant Hilbert scheme with multiplicities of a variety which is not an affine space, but it also
can be consulted as a guidance for the determination of further examples. While describing the
general process we always switch to its application to the example at the end of each step. As a
result of this, we obtain the orbit component in our example as (2).
To conclude the proof of theorem 1.1, i.e. to find out if the orbit component coincides with the
whole Hilbert scheme, in chapter 5 we show that the latter is smooth by considering the tangent
space to the invariant Hilbert scheme and we prove that it is connected.
Acknowledgements. I am very thankful to Michel Brion for introducing me to the world of
invariant Hilbert schemes and for guiding me through the determination of this example. I also
would like to thank him for his hospitality during the four months I spent in Grenoble. I thank
Manfred Lehn and Christoph Sorger for proposing me the work on G- and invariant Hilbert
schemes and for several discussions about the example. I thank Ronan Terpereau for the exchange
of knowledge on invariant Hilbert schemes. I am greatful to José Bertin for his private lessons
on the G-Hilbert scheme which also enlarged my understanding of invariant Hilbert schemes. I
greatfully acknowledge the financial support by DAAD and SFB/TR 45.
2. The invariant Hilbert scheme after Alexeev and Brion
Before passing to the specific example of an invariant Hilbert scheme, we present in general the
construction of the invariant Hilbert scheme introduced by Alexeev and Brion in [AB04, AB05],
which generalizes the G-Hilbert scheme for finite groups G after Ito and Nakamura [IN96, IN99].
For further details on invariant Hilbert schemes consult Brion’s survey [Bri10].
Let G be a complex reductive algebraic group and X an affine G-scheme over C. Let Irr(G) denote
the set of isomorphism classes of irreducible representations of G and denote by ρ0 ∈ Irr(G) the
trivial representation. As G is reductive every G-module W decomposes as a sum of its isotypic
components W =
⊕
ρ∈IrrGW(ρ) =
⊕
ρ∈IrrGWρ ⊗C V (ρ), where Wρ = HomG(V (ρ),W ).
We call the dimension of HomG(V (ρ),W ) the multiplicity of ρ inW . If each irreducible representa-
tion occurs with finite multiplicity, i.e. for all ρ ∈ IrrG we have h(ρ) := dimHomG(V (ρ),W ) <∞,
then h : Irr(G)→ N is called the Hilbert function of W .
If F is a coherent G-sheaf over some noetherian basis S where G acts trivially, there is also
an isotypic decomposition F =
⊕
ρ∈IrrG Fρ ⊗C V (ρ), where the sheaves of covariants Fρ =
HomG(V (ρ),F) are coherent OS-modules. They are locally free of rank h(ρ) if and only if F
is flat over S.
Definition 2.1. [AB05, Def. 1.5] For any function h : IrrG→ N0, the associated functor
HilbGh (X) : (Schemes)
op → (Sets)
S 7→


Z
p
<
<<
<<
<<
<⊂ X × S
pr2

S
∣∣∣∣∣∣∣∣∣
Z a G–invariant closed subscheme,
p flat,
p∗OZ ∼=
⊕
ρ∈IrrG Fρ ⊗C V (ρ)

 ,
(f : T → S) 7→ (Z 7→ (id× f)∗Z)
4 TANJA BECKER
such that the sheaves of covariants Fρ = HomG(V (ρ), p∗OZ) are locally free OS–modules of rank
h(ρ), is called the invariant Hilbert functor.
Remark. In analogy to the case of finite G the coordinate ring of every fibre Zs of the projection
p : Z → S of a closed point s ∈ S satisfies
C[Zs] = Γ(Zs,OZs) = (p∗OZ)(s) ∼=
⊕
ρ∈IrrG
C
h(ρ) ⊗
C
V (ρ)
since the fibre Fρ(s) is a C-vector space of dimension h(ρ). This can be considered as h(ρ) copies of
V (ρ) for every ρ ∈ IrrG, so we write
⊕
ρ∈IrrG h(ρ)V (ρ) instead. In particular, the only invariants
of C[Zs] are the elements of the isotypical component of the trivial representation ρ0, i.e. h(ρ0)
copies of the constants.
Proposition 2.2. [HS04, AB04, AB05] There exists a quasi-projective scheme HilbGh (X) repre-
senting HilbGh (X), the invariant Hilbert scheme.
There is an analogue of the Hilbert-Chow morphism, the quotient-scheme map
η : HilbGh (X)→ Hilb
h(ρ0)(X//G), Z 7→ Z//G,
described in [Bri10, § 3.4]. It is proper and even projective [Bri10, Prop. 3.12]. If we add the
condition h(ρ0) = 1, then we have η : Hilb
G
h (X)→ Hilb
1(X//G) = X//G. We will always assume
this in the following. For birationality one has to choose the Hilbert function h = hX defined by
the isotypic decomposition of the general fibre F of the quotient map ν : X → X//G:
Γ(F,OF ) =
⊕
ρ∈IrrG
hX(ρ)V (ρ).
Lemma 2.3. If X is irreducible, there is an irreducible component HilbGhX (X)
orb of HilbGhX (X)
such that the restriction of the Hilbert-Chow morphism η : HilbGhX (X)
orb → X//G is birational.
Proof By an independent result of Brion [Bri10, Prop. 3.15] and Budmiger [Bud10, Thm I.1.1], if
ν : X → X//G is flat, then X//G represents the Hilbert functor HilbGhX (X), thus X//G
∼= HilbGhX (X).
In the non-flat case let U ⊂ X//G be a non-empty open affine subset such that ν−1(U)→ U is flat.
Then hν−1(U) = hX since all fibres of ν
−1(U)→ U have the same Hilbert function as the general
fibre of ν, so U is isomorphic to the open subscheme HilbGhX (ν
−1(U)) = η−1(U) of HilbGhX (X).
Thus the restriction of η to its closure HilbGhX (X)
orb := η−1(U) is birational.
If X and hence X//G is irreducible, so is U and η−1(U) ∼= U . Hence there is an irreducible
component C ⊂ HilbGhX (X) containing η
−1(U). The morphism η|C : C → X//G is dominant and
the fibres of an open subset of X//G are finite (indeed the preimage of each element in U is a
point). This means that dimC = dimX//G, hence η−1(U) = C is an irreducible component. 
Definition 2.4. The variety HilbGhX (X)
orb constructed in the lemma is called the orbit component
or main component of HilbGhX (X). It corresponds to the coherent component for toric Hilbert
schemes and is the principal component in the sense that it is birational to the quotient X//G
parameterising the closed orbits of the action of G on X .
Remark. The map η|HilbG
hX
(X)orb is dominant and proper and Hilb
G
hX (X)
orb ⊂ HilbGhX (X) is closed,
so η|HilbG
hX
(X)orb is even surjective.
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Remark 2.5. If the general fibre of ν : X → X//G happens to be the group G itself, the Hilbert
function is hX(ρ) = dim(V (ρ)) since we have Γ(G,OG) = C[G] =
⊕
ρ∈IrrG V (ρ)
∗ ⊗
C
V (ρ) and
dim(V (ρ)∗) = dim(V (ρ)). In analogy to the case of finite groups we write in this situation
G -Hilb(X) := HilbGhX (X) and G -Hilb(X)
orb := HilbGhX (X)
orb.
3. Determination of the Hilbert function
3.1. The quotient related to the Hilbert scheme. The action of Sl2 on (C
2)⊕3 via mul-
tiplication on the left is self-dual, so its symplectic double Sl2 × (C2)⊕6 → (C2)⊕6 is also
given by multiplication from the left (g,M) 7→ gM . We would like the symplectic structure
on (C2)⊕6 to descend to the quotient, so instead of (C2)⊕6//Sl2 we consider the symplectic re-
duction (C2)⊕6///Sl2 = µ
−1(0)//Sl2, defined as the quotient of the zero fibre of the moment map
µ : (C2)⊕6 → sl2, M 7→ MQM tJ , where J =
(
0 1
−1 0
)
and Q =
(
0 I3
I3 0
)
. For a more detailed dis-
cussion of this action we refer to [Bec10], as well as for the description as a nilpotent orbit closure
µ−1(0)//Sl2 = O[22,12] = {A ∈ so6 | A
2 = 0, rkA ≤ 2, Pf4(QA) = 0}, where Pf4(QA) denotes
the Pfaffians of the 15 skew-symmetric 4× 4-minors of QA. Under the adjoint action this variety
consists of two orbits of matrices of rank 2 and 0, respectively: O[22,12] = O[22,12] ∪ {0}.
The quotient map is ν : µ−1(0)→ O[22,12], M →M
tJMQ.
In coordinates M = ( x11 x12 x13 x14 x15 x16x21 x22 x23 x24 x25 x26 ) we have
M tJMQ =
(
(−x2,ix1,3+j + x1,ix2,3+j)ij (−x2,ix1,j + x1,ix2,j)ij
(−x2,3+ix1,3+j + x1,3+ix2,3+j)ij (−x2,3+ix1,j + x1,3+ix2,j)ij
)
=
(
(Λi,3+j)ij (Λ
i,j)ij
(Λ3+i,3+j)ij (Λ
j,3+i)ij
)
,
where i and j always range from 1 to 3 and Λs,t = det(x(s), x(t)) is the 2 × 2-minor of the s-th
and t-th column in M . Thus the fibres of ν consist of those M with fixed 2× 2-minors. A further
condition is M ∈ µ−1(0), i.e.
0 =MQM t =

 2 ·
3∑
i=1
x1,ix1,3+i
3∑
i=1
(x1,ix2,3+i + x1,3+ix2,i)
3∑
i=1
(x1,ix2,3+i + x1,3+ix2,i) 2 ·
3∑
i=1
x2,ix2,3+i

 .
3.2. The general fibre of the quotient. In order to determine the Hilbert function hµ−1(0), so
that Sl2 -Hilb(µ
−1(0)) = HilbSl2h
µ−1(0)
(µ−1(0)) birational to the quotient µ−1(0)//Sl2, we have to
compute the general fibre of ν. Therefore we need to know the locus where the quotient is flat.
Proposition 3.1. The quotient ν restricted to the preimage of the open orbit of the SO6-action
ν−1(O[22,12])→ O[22,12] is flat and the fibres over all points in the orbit O[22,12] are isomorphic.
Proof µ−1(0) is equipped with an action of SO6 via multiplication on the right, which induces
the adjoint action on µ−1(0)//Sl2. Since ν : µ
−1(0)→ µ−1(0)//Sl2 = O[22,12] is SO6-equivariant, ν
is flat over the whole SO6-orbit O[22,12] or over no point of this orbit. By Grothendieck’s lemma
on generic flatness and O[22,12] \O[22,12] = {0} the second case cannot occur. By equivariance, all
fibres over this orbit are isomorphic. 
As a consequence, for computing the general fibre it is enough to determine the fibre over one point
A0 in the flat locus O[22,12]. We choose A0 = (aij) with a15 = −a24 = 1 and aij = 0 otherwise.
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For M ∈ ν−1(A0) this corresponds to Λ1,2 = 1, Λi,j = 0 otherwise. Thus
1 = Λ1,2 = x11x22 − x12x21, hence x11 6= 0 6= x22 or x12 6= 0 6= x21.
Without loss of generality assume x11 6= 0. Then x22 =
1 + x12x21
x11
.
For j = 3, . . . , 6 we have
0 = Λ1,j = x11x2j − x1jx21 ⇒ x2j =
x1jx21
x11
,
0 = Λ2,j = x12x2j − x1jx22 ⇒ x12
x1jx21
x11
= x1j
1 + x12x21
x11
=
x1j
x11
+
x1jx12x21
x11
⇒ x1j = 0 for j = 3, . . . , 6,
⇒ x2j =
x1jx21
x11
= 0 for j = 3, . . . , 6.
This implies x11x14 + x12x15 + x13x16 = 0,
x11x24 + x12x25 + x13x26 + x14x21 + x15x22 + x16x23 = 0,
x21x24 + x22x25 + x23x26 = 0,
so M ∈ µ−1(0) is automatic. This shows that the general fibre is
F := ν−1(A0) =
{(
x11 x12 0 0 0 0
x21 x22 0 0 0 0
)
∈ (C2)⊕6
∣∣ x11x22 − x12x21 = 1} ∼= Sl2.
Remark. Analogous calculations over 0 show that the fibre ν−1(0) has dimension 5, so ν is not
flat over 0 and O[22,12] is the maximal flat locus.
3.3. The Hilbert function of the general fibre. The Hilbert function is determined by the
isotypic decomposition of the general fibre.
The irreducible representations of Sl2 are parametrised by the natural numbers: Irr(Sl2) ∼= N0,
Vd ↔ d, where Vd = C[x, y]d consists of homogeneous polynomials of degree d so that dimVd =
d+ 1. By remark 2.5 the coordinate ring of Sl2 decomposes as
C[Sl2] =
⊕
d∈N0
(dimVd)Vd =
⊕
d∈N0
(d+ 1)Vd,
so in this case the Hilbert function is given by the dimension hµ−1(0)(d) = dimVd = d + 1. For
the Hilbert scheme this means that the sheaves Fd have to be locally free of rank d+ 1.
4. Determination of the orbit component
Our idea to identify Sl2 -Hilb(µ
−1(0)) is to determine generators for the sheaves of covariants
Fd and to use them to embed the Sl2-Hilbert scheme into the product of µ−1(0)//Sl2 and some
Grassmannian. First, in section 4.1 we describe the sheaves Fρ in general by giving a space of
generators Fρ as an OHilbG
h
(X)-module and we calculate F1 in our example. In section 4.2 we
describe how to obtain a map ηρ to the Grassmannian of quotients of Fρ of rank h(ρ) for each
ρ ∈ IrrG. We show that one can embed HilbGh (X) into a product of finitely many of these
Grassmannians. Afterwards, for Sl2 -Hilb(µ
−1(0)) we calculate the map η1 corresponding to the
standard representation and we show that this single representation is enough to give an embedding
of the orbit component into µ−1(0)//Sl2×Grass(F1, h(1)). Then we determine a strict subset of this
which contains the image. Finally, by writing the Grassmannian as a homogeneous space we prove
in section 4.3 that the embedding is even an isomorphism. Since the elements of Sl2 -Hilb(µ
−1(0))
are subschemes of µ−1(0), we explicitly determine these subschemes in section 4.4.
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4.1. The sheaves of covariants Fρ. To describe the invariant Hilbert scheme or at least its
orbit component, we have to determine all possibilities of locally free sheaves Fρ of rank h(ρ) on
HilbGh (X). For the trivial representation we have the following result by Brion [Bri10, Proof of
Prop. 3.15], for which we give a more detailed proof.
Lemma 4.1. If h(ρ0) = 1 then for any scheme S and every subscheme Z ∈ HilbGh (X)(S) we have
Fρ0 = OS . In particular, for the universal subscheme Fρ0 = OHilbG
h
(X).
Proof Taking invariants, the defining equation of the Fρ implies p∗O
G
Z =
⊕
ρ∈Irr(G) Fρ⊗C V (ρ)
G.
But the trivial representation is the only irreducible representation admitting invariants, and all
of its elements are invariants. Thus
⊕
ρ∈Irr(G) Fρ ⊗C V (ρ)
G = Fρ0 and there is a morphism
p# : OS = OGS → p∗O
G
Z = Fρ0 induced by p, which is injective since p is surjective. Both sides
are locally free OS-modules of rank one. Over each closed point s ∈ S the fibres are OS(s) =
OS,s/ms = k(s) = C and Fρ0(s) = (p∗OZ)
G(s) = (p∗OZ)G⊗C k(s) = (p∗OZ⊗C k(s))G = C[Zs]G,
and C[Zs]
G = V (ρ0) ∼= C. So by Nakayama’s lemma, p# is an isomorphism, hence OS ∼= Fρ0 . 
For general ρ, we additionally observe what happens if there is an action on X by another complex
connected reductive groupH commuting with the G-action. By [Bri10, Prop. 3.10], such an action
also induces an action onX//G and on HilbGh (X), such that the quotient map and the Hilbert-Chow
morphism are H-equivariant.
Consider the isotypic decompositionC[X ] =
⊕
ρ∈IrrGC[X ]ρ⊗CV (ρ), whereH acts by the induced
action on C[X ]ρ = HomG(V (ρ),C[X ]) and trivially on V (ρ).
Proposition 4.2. For every ρ ∈ IrrG, the C[X ]G-module C[X ]ρ is finitely generated, so there
is a finite dimensional H-module Fρ and an H-equivariant surjection C[X ]
G ⊗
C
Fρ ։ C[X ]ρ.
The space Fρ generates Fρ as an OS-module for every scheme S and gives a morphism of OS-H-
modules OS ⊗C Fρ ։ Fρ.
Proof The space C[X ]ρ = HomG(V (ρ),C[X ]) is finitely generated as an C[X ]
G-module, see
[Dol03, Cor. 5.1]. Thus we can choose finitely many generators and define Fρ to be the H-module
generated by them. This gives an H-equivariant surjection C[X ]G ⊗
C
Fρ ։ C[X ]ρ.
To determine generators for Fρ we use the universal subscheme Univ
G
h (X). Then we obtain the
result for an arbitrary scheme S and every element in HilbGh (X)(S) by pulling it back. We have
UnivGh (X)
p
""E
EE
EE
EE
EE
E
⊂ X ×HilbGh (X)
pr2

// X
ν

HilbGh (X)
η // X//G
The action of H on X , X//G and HilbGh (X) also induces an action of H on X×X//GHilb
G
h (X) and
UnivGh (X) such that all morphisms in the diagram are H-equivariant. By [Bri10, Prop. 3.15], the
diagram commutes and hence UnivGh (X) is even contained in X ×X//G Hilb
G
h (X). This inclusion
yields a surjective H-equivariant morphism
OHilbG
h
(X) ⊗C[X]G C[X ]։ p∗OUnivG
h
(X).
By definition, we have p∗OUnivG
h
(X) =
⊕
ρ∈IrrGFρ ⊗C V (ρ) with an induced action of H on each
Fρ and the trivial action on V (ρ). Furthermore, we can consider the isotypic decomposition
OHilbG
h
(X)⊗C[X]G C[X ] =
⊕
ρ∈IrrGOHilbGh (X) ⊗C[X]G C[X ]ρ⊗C V (ρ) as G-modules. Together, we
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obtain H-equivariant surjections
OHilbG
h
(X) ⊗C[X]G C[X ]ρ ։ Fρ
for every ρ ∈ Irr(G). This shows that the OHilbG
h
(X)-H–module Fρ is generated by C[X ]ρ, which
is in turn generated by Fρ over C[X ]
G. This yields
(3) OHilbG
h
(X) ⊗C Fρ ։ OHilbG
h
(X) ⊗C[X]G C[X ]ρ ։ Fρ.

Application to F1. Now we apply this to our example. We know that V0 is the trivial re-
presentation and by lemma 4.1 F0 = OSl2 -Hilb(µ−1(0)) is free of rank 1. We suppose that for
the representation of lowest dimension Fd is easiest to compute, so we begin with the standard
representation V1 = C
2. It will turn out in proposition 4.4 that at least the orbit component
Sl2 -Hilb(µ
−1(0))orb is already completely determined by this sheaf.
There is an action of SO6 on µ
−1(0) via multiplication from the right and the induced action on
O[22,12] by conjugation. The induced action on Sl2 -Hilb(µ
−1(0)) is also by multiplication from
the right. Following proposition 4.2 we obtain
Proposition 4.3. F1 is generated by the six projections pi|µ−1(0) : µ
−1(0) → C2, i = 1, . . . , 6.
Hence we may take F1 ∼= C
6 the standard representation of SO6.
Proof Because of proposition 4.2 and self-duality of the standard representation of Sl2, F1 is
generated by HomSl2(C
2,C[µ−1(0)]) = MorSl2(µ
−1(0),C2). The inclusion µ−1(0) ⊂ (C2)⊕6
induces a surjectionMorSl2((C
2)⊕6,C2)։ MorSl2(µ
−1(0),C2) by shrinking morphisms to µ−1(0).
By [How95], the space of Sl2-equivariant morphisms MorSl2((C
2)⊕6,C2) is a free module of rank
6 over the ring of invariants C[(C2)⊕6]Sl2 , generated by the projections pi : (C
2)⊕6 → C2 to the
i-th component.
The restrictions pi|µ−1(0) : µ
−1(0) → C2 still span a 6-dimensional space: Consider for example
the matrices Mi where each except the i-th column is 0. Then MiQM
t
i = 0 for i = 1, . . . , 6,
so Mi ∈ µ−1(0). In turn pj(Mi) = δij
(
x1j
x2j
)
shows that the pi|µ−1(0) are linearly independent.
Thus MorSl2(µ
−1(0),C2) ∼= HomSl2((C
2)⊕6,C2) and F1 =< pi | i = 1, . . . , 6 >∼= C6. The
SO6-equivariant identification C
6 ∼= HomSl2((C
2)⊕6,C2), ei 7→ pi induces the inner product
〈pi, pj〉 = δi+3,j + δj+3,i on < p1, . . . p6 >. For this reason we can also write 〈p, q〉 = ptQq for all
maps p, q ∈ F1 and we see that F1 is the standard representation. 
4.2. Embedding the Hilbert scheme into a product of Grassmannians. As remarked in
the proof of proposition 4.2, every map S → HilbGh (X) gives us a map OS ⊗C Fρ → Fρ by pulling
back (3). Since Fρ is a locally free quotient of OS ⊗C Fρ of rank h(ρ), this in turn corresponds
to a map S → Grass(Fρ, h(ρ)) into the Grassmannian of quotients of Fρ of dimension h(ρ). In
particular, taking S = HilbGh (X), we obtain a map of schemes
ηρ : Hilb
G
h (X)→ Grass(Fρ, h(ρ)).
In the situation of proposition 4.2 this map is again H-equivariant. Evaluating at a closed point
s ∈ S yields
(S → HilbGh (X)) 7−→ (OS ⊗C Fρ → Fρ) 7−→ (S → Grass(Fρ, h(ρ))),(4)
(s 7→ Z) 7−→ (fρ,s : Fρ → Fρ(s)) 7−→ (s 7→ Fρ(s)),
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where the fibres Fρ(s) are vector spaces of dimension h(ρ). Hence for S = Hilb
G
h (X) we have
ηρ : Hilb
G
h (X)→ Grass(Fρ, h(ρ)), Z 7→ Fρ(Z).
As C[X ]ρ = HomG(V (ρ),C[X ]) ∼= MorG(X,V (ρ)∗), the elements of the generating space Fρ are
G-equivariant morphisms from X to V (ρ)∗ and evaluating at an element Z ∈ HilbGh (X) means
restricting MorG(X,V (ρ)
∗)→ MorG(Z, V (ρ)
∗), so in (4) we have
fρ,Z : Fρ ։ Fρ(Z), p 7→ p|Z .
The map ηρ0 does not yield any information because Grass(Fρ0 , h(ρ0)) = Grass(C, 1) is only a
point. The product of the Hilbert-Chow morphism and the ηρ defines a map
(5) HilbGh (X)→ X//G×
∏
ρ∈Irr(G)
ρ6=0
Grass(Fρ, h(ρ)).
This map is a closed immersion, even if the product ranges over an appropriately chosen finite
subset of Irr(G): Indeed, let B = TU be a Borel subgroup of G, where T is a maximal torus and
U the unipotent radical. Assigning to V (ρ) its highest weight gives a one-to-one correspondence
between IrrG and the set of dominant weights Λ+ in the weight lattice Λ of T . Extend h to Λ by
0. Let V be a finite-dimensional T -module containing X//U . By [AB05, Thm 1.7, Lemma 1.6],
we have closed embeddings HilbGh (X) →֒ Hilb
T
h (X//U) →֒ Hilb
T
h (V ) and each module C[V ]ρ is
generated by some C-vector space Eρ over C[V ]
G. The Eρ can be chosen as lifts of Fρ, so that
we have Eρ ։ Fρ under C[V ]։ C[X ]. As shown by [HS04, Thm 2.2, 2.3] the map
HilbTh (V ) →֒
∏
ρ∈D
Grass(Eρ, h(ρ))
is a closed immersion for an appropriately chosen finite subset D ⊂ Λ. Since h = 0 outside Λ+
we even have D ⊂ Irr(G) in our case. Every quotient of Fρ of dimension h(ρ) is also a quotient
of Eρ of dimension h(ρ), so we have an embedding Grass(Fρ, h(ρ)) →֒ Grass(Eρ, h(ρ)). As every
element in HilbTh (V ) coming from Hilb
T
h (X//U) is already generated by Fρ, the composite map
HilbTh (X//U) →֒
∏
ρ∈D Grass(Eρ, h(ρ)) factors through Grass(Fρ, h(ρ)), so that we obtain∏
ρ∈D
Grass(Fρ, h(ρ)) 
 /
∏
ρ∈D
Grass(Eρ, h(ρ))
HilbGh (X)
*


7oooooo

  / HilbTh (X//U)
?
O



  / HilbTh (V )
?
O

X//G (X//U)//T 
 / V//T
This suggests the following procedure to determine the invariant Hilbert scheme: Begin with one
“easy” representation ρi and analyse η× ηρi . If this can be shown to be closed immersion, identify
the image. Otherwise add another representation and repeat the analysis. This process will stop
with some η × ηρ1 × . . .× ηρs being closed immersion.
Determination of η1. The knowledge of F1 gives us an SO6-equivariant map
η1 : Sl2 -Hilb(µ
−1(0))→ Grass(F1, dimV1) = Grass(C
6, 2), Z 7→ F1(Z).
The fibre F1(Z) of the sheaf F1 is generated by the restrictions of the projections pi : µ−1(0)→ C2
to the subscheme Z ⊂ µ−1(0).
10 TANJA BECKER
Proposition 4.4. (1) The map η × η1 is given by
η × η1 : Sl2 -Hilb(µ
−1(0))→ µ−1(0)//Sl2 ×Grass(2,C
6), Z 7→ (Z//Sl2, ker(f1,Z)
⊥).
(2) The image of η× η1 restricted to the orbit component Sl2 -Hilb(µ−1(0))orb is contained in
Y := {(A,U) ∈ O[22,12] ×Grassiso(2,C
6) | imAt ⊂ U}.
Proof 1. To describe the morphism η1 : Sl2 -Hilb(µ
−1(0)) → Grass(C6, 2) explicitly, we analyse
the map f1,Z : F1 → F1(Z). As it is surjective, we have F1(Z) ∼= F1/ ker(f1,Z). Now we can
identify the Grassmannian of quotients with the Grassmannian of subspaces via the canonical
isomorphism Grass(C6, 2)→ Grass(2,C6), F1/ ker(f1,Z) 7→ ker(f1,Z)⊥. Thus η1 is the morphism
η1 : Sl2 -Hilb(µ
−1(0))→ Grass(2,C6), Z 7→ ker(f1,Z)⊥.
2. Over O[22,12], we have η × η1 : η
−1(O[22,12])→ O[22,12] ×Grass(2,C
6), ZA 7→ (A, ker(f1,ZA)
⊥).
For analysing the image, we choose the special point A0 ∈ O[22,12] again. The description above
shows that ker(f1,ZA0 ) =<p3, p4, p5, p6 > with orthogonal complement ker(f1,ZA0 )
⊥ =<p4, p5 >
by definition of the inner product above. Since pt4Qp4 = p
t
4Qp5 = p
t
5Qp5 = 0, this space is
isotropic. Thus for every point A in the open orbit, ker(f1,ZA)
⊥ is isotropic. As being isotropic is
a closed condition, η×η1 maps the closure of the preimage of O[22,12] under η, the orbit component,
to the isotropic Grassmannian:
η × η1 : η−1(O[22,12]) = Sl2 -Hilb(µ
−1(0))orb → O[22,12] ×Grassiso(2,C
6).
For the additional condition, we only need to examine A0 =
(
0
0 1 0
−1 0 0
0 0 0
0 0
)
again. We can consider
A0 and its transpose A
t
0 as maps
A0 : F1 → F1, p4 → −p2, p5 → p1, pi → 0 for i = 1, 2, 3, 6,
At0 : F1 → F1, p1 → p5, p2 → −p4, pi → 0 for i = 3, 4, 5, 6.
Thus we have im(At0) =< p4, p5 >= ker(f1,ZA0 )
⊥. Since η × η1 is SO6-equivariant, the equality
im(At) = ker(f1,ZA)
⊥ holds for every A in the orbit O[22,12] and we obtain
η × η1(η
−1(O[22,12])) ⊂ Y
′ := {(A,U) ∈ O[22,12] ×Grassiso(2,C
6) | imAt = U}.
If A ∈ O[22,12] \ O[22,12], its rank is smaller than 2 (indeed A = 0), and so is dim(imA
t). So the
closure of Y ′ in O[22,12] ×Grassiso(2,C
6) is Y . 
We will see in the further examination that η × η1 actually is an isomorphism (proposition 4.6),
even on the whole invariant Hilbert scheme (proposition 5.4).
4.3. The Grassmannian as a homogeneous space. For a further analysis of the image we
consider the isotropic Grassmannian as a homogeneous space Grassiso(2,C
6) = SO6/P , where
P = (SO6)W0 is the isotropy group of an arbitrary point W0 ∈ Grassiso(2,C
6). We choose
W0 =<p1, p2 >. If gW ∈ SO6 is chosen such that W = gWW0, the isomorphism is
Grassiso(2,C
6)→ SO6/P, W 7→ gWP = [gW ], gW0
7 →[g].
The existence of the canonical map f : Y
pr2
−−→ Grassiso(2,C6) ∼= SO6/P, (A,U) 7→ U 7→ [gU ]
shows that Y is an associated SO6-bundle with fibre E := f
−1([I6]) = pr
−1
2 (W0):
SO6 ×P E
&&LL
LLL
LLL
LL
∼= // Y
f||yy
yy
yy
yy
y
SO6/P
(g,A)P

%%KK
KKK
KKK
KK
 // (gA,gW0)
[g]=gP
∋ (A,W )8
{{xx
xx
xx
xx
∋ g
W
P
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where SO6 ×P E = SO6 × E/∼ with (g,A) ∼ (gp−1, pAp−1).
Lemma 4.5. The fibre E = {A ∈ O[22,12] | imA
t ⊂W0} is one-dimensional.
Proof Let At = (aij), i.e. A
tpi =
∑
ajipj . We have
• imAt ⊂W0 =<p1, p2 >, thus aij = 0 if i = 3, 4, 5, 6,
• by duality, W⊥0 =<p1, p2, p3, p6 >⊂ kerA
t, which implies aij = 0 if j = 1, 2, 3, 6.
There only remain a14, a24, a15 and a25. But
• At ∈ so6 implies a14 = a25 = 0 and a24 = −a15.
Thus E is isomorphic to A1
C
. 
Connecting this to the Hilbert scheme, we have
µ−1(0)//Sl2
Sl2 -Hilb(µ
−1(0))orb
η
66lllllllllllll
f ′=f◦(η×η1)
((RR
RRR
RRR
RRR
RR
η×η1 // Y ∼= SO6 ×P E
pr1
hhPPPPPPPPPPPP
fvvnnn
nnn
nnn
nnn
SO6/P
The existence of f ′ shows, that Sl2 -Hilb(µ
−1(0))orb can be written as an associated SO6-bundle
with fibre F := f ′−1([I6]) and combining the two SO6-bundles we obtain
SO6 ×P F
:
::
::
::
::
::
::
::
::
:
(η×η1)
′

∼= // Sl2 -Hilb(µ−1(0))orb
η×η1
f ′
~~||
||
||
||
||
||
||
||
||
||
SO6 ×P E
&&LL
LLL
LLL
LL
∼= // Y
fvvnnn
nnn
nnn
nnn
nnn
SO6/P
As η× η1 is birational and proper, restricting (η× η1)′ to the fibre over a fixed point of SO6 yields
a birational and proper morphism ψ : F → E. Since E is isomorphic to the affine line, ψ must be
an isomorphism. As a consequence:
Proposition 4.6. The orbit component of the Sl2-Hilbert scheme is isomorphic to Y :
Sl2 -Hilb(µ
−1(0))orb ∼= {(A,U) ∈ O[22,12] ×Grassiso(2,C
6) | imAt ⊂W}.
4.4. The points of HilbGh (X)
orb as subschemes of X. To identify the points of HilbGh (X)
orb
as subschemes of X , we assume there is an embedding
HilbGh (X)
orb →֒ X//G×
∏
ρ∈M
Grass(Fρ, h(ρ)), Z → (Z//G, (Fρ(Z))ρ∈M )
where M ⊂ IrrG is a suitable finite subset and Fρ(Z) = Fρ/ ker fρ,Z with fρ,Z : Fρ → Fρ(Z).
This embedding gives us the invariant part and the ρ-parts of the ideal IZ of Z as
(IZ)
G = IZ//G
(IZ)ρ = (ker fρ,Z).
Thus IZ ⊃ IM :=< IZ//G, ker fρ,Z | ρ ∈ M >. If IM already has Hilbert function h, then IZ has
no further generators and we obtain IZ = IM .
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The points of Sl2 -Hilb(µ
−1(0))orb as subschemes of µ−1(0). Our next goal is to describe the
points (A,W ) of Sl2 -Hilb(µ
−1(0))orb as subschemes of µ−1(0).
Proposition 4.7. The subscheme ZA,W ⊂ µ−1(0) corresponding to (A,W ) ∈ Y is
ZA,W ∼=
{
Sl2, if A ∈ O[22,12],{(
a b
c d
)∣∣ad− bc = 0} , if A = 0.
Proof To show this, we use the embedding η×η1 : Sl2 -Hilb(µ−1(0))orb → µ−1(0)//Sl2×Grass(2,C6),
Z 7→ (Z//Sl2, ker(f1,Z)⊥) and we have to compute ZA,W = (η×η1)−1(A,W ) or its ideal IA,W . The
action of SO6 on the Hilbert scheme and on Y reduces this to the calculation of one ZA,W for every
orbit of Y : Since η× η1 is SO6-equivariant, all points in the preimage of one orbit are isomorphic.
Y decomposes into two SO6-orbits {(A, imAt) | A ∈ O[22,12]} ∼= O[22,12] and {0}×Grassiso(2,C
6),
because the action on Grassiso(2,C
6) is transitive.
First we consider A ∈ O[22,12]. Since η is an isomorphism of schemes over O[22,12], we already
know that ZA,W = η
−1(A) = ν−1(A) ∼= Sl2 by section 3.2.
Now let A ∈ O[22,12] \ O[22,12] = {0}. Then Z0,W//Sl2 = 0, so all 2 × 2-minors of elements in
Z0,W vanish, i.e. (I0,W )
Sl2 = (Λij | i, j = 1, . . . , 6). We calculate the subscheme Z0,W explicitly
for W = W0 :=< p1, p2 >. Consider f1,Z0,W0 : F1 → F1(Z0,W0), q 7→ q|Z0,W0 . We know that
W0 = ker(f1,Z0,W0 )
⊥. If q =
∑6
i=1 aipi ∈ ker(f1,Z0,W0 ), we have 0 = q(M) =
∑6
i=1 ai
(
x1i
x2i
)
for every M ∈ Z0,W0 . Thus the component of I0,W0 corresponding to the standard repre-
sentation is (I0,W0 )1 = (
∑6
i=1 aix1i,
∑6
i=1 aix2i | q ∈ W
⊥
0 ) and for the induces subscheme
Z ′0,W0 := Spec(C[µ
−1(0)]/((I0,W0)
Sl2 + (I0,W0 )1)) ⊃ Z0,W0 we have
Z ′0,W0 = {M ∈ (C
2)⊕6 |MQM t = 0,Λij = 0 ∀ i, j,
6∑
i=1
aix1i = 0 =
6∑
i=1
aix2i ∀ q ∈ W
⊥
0 }.
In our case, W⊥0 =<p1, p2, p3, p6>, thus letting q be each of these generators yields the equations
x1i = 0 = x2i if i = 1, 2, 3, 6. This means that M takes the shape M =
(
0 0 0 x14 x15 0
0 0 0 x24 x25 0
)
and
0 = Λ45 = x14x25−x15x24. Then the equationMQM t = 0 is automatically fulfilled. So we obtain
Z ′0,W0 =
{(
0 0 0 x14 x15 0
0 0 0 x24 x25 0
)
∈ (C2)⊕6
∣∣∣∣∣x14x25 − x15x24 = 0
}
.
Since this is a flat deformation of Sl2, the corresponding ideal has the correct Hilbert function,
which means that I0,W0 = ((I0,W0 )
Sl2 + (I0,W0)1) and Z0,W0 = Z
′
0,W0
. 
5. Properties of the invariant Hilbert scheme
To determine the whole Sl2-Hilbert scheme, we analyse some of its properties. First, we show that
Sl2 -Hilb(µ
−1(0)) is smooth in every point of Sl2 -Hilb(µ
−1(0))orb in section 5.1, so that the orbit
component is a smooth connected component of Sl2 -Hilb(µ
−1(0)). Section 5.2 concludes the proof
of theorem 1.1, namely Sl2 -Hilb(µ
−1(0)) = {(A,W ) ∈ O[22,12]×Grassiso(2,C
6) | imAt ⊂W}, by
showing that Sl2 -Hilb(µ
−1(0)) is connected and hence coincides with the orbit component.
5.1. Smoothness. One way to examine smoothness of the Hilbert scheme is to calculate its
tangent space at every point. In smooth points the dimension of the tangent space equals the
dimension of the Hilbert scheme, in singular points the dimension of the tangent space is bigger.
In the first case, one concludes that the orbit component is smooth and that there is no addi-
tional component of the invariant Hilbert scheme intersecting it, so HilbGh (X)
orb is a connected
component of the invariant Hilbert scheme.
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Let Z ∈ HilbGh (X), R := Γ(X,OX) and IZ the ideal of Z in OX with space of global sections IZ .
Proposition 5.1. [AB05, § 1.4] The tangent space of the Hilbert scheme is given by
TZ Hilb
G
h (X) = Hom
G
R(IZ , R/IZ) = Hom
G
R/IZ
(IZ/I
2
Z , R/IZ) = H
0(HomGOZ (IZ/I
2
Z ,OZ)).
Remark 5.2. In special situations more can be said about the structure of the tangent space:
(1) If Z is smooth and contained in the regular partXreg ofX , then the normal sheafNZ/X :=
(IZ/I2Z)
∨
= HomOZ (IZ/I
2
Z ,OZ) is locally free. This yields a further description of the
tangent space
TZ Hilb
G
h (X) = Hom
G
R/IZ
(IZ/I
2
Z , R/IZ) = H
0(Z,NZ/X)
G.
(2) If Z = Gx ∼= G is an orbit isomorphic to the group, then we have a commutative diagram
G×NZ/X,e
projection
$$H
HH
HH
HH
HH
HH
σ
action
// NZ/X

G ∼= Z
where NZ/X,e is the fibre of NZ/X at the neutral element e ∈ G. The action σ restricted
to G ×NZ/X,e is an isomorphism on the fibres: This is clear for NZ/X,e and true for the
other fibres since σ is G-equivariant. Since both spaces are vector bundles and σ is linear,
they are isomorphic.
Giving a G-invariant section s : G → G × NZ/X,e means choosing a point p ∈ NZ/X,e
such that s = id×p. This shows
TZ Hilb
G
h (X) = H
0(Z,NZ/X)
G ∼= NZ/X,e.
(3) If Z is not smooth we can consider its regular part Zreg. If Z is reduced, restricting
morphisms to Zreg yields injections
HomOZ (IZ/I
2
Z ,OZ) →֒ HomOZreg (IZreg/I
2
Zreg ,OZreg )
and HomGOZ (IZ/I
2
Z ,OZ) →֒ Hom
G
OZreg
(IZreg/I
2
Zreg ,OZreg ),
If Zreg ⊂ Xreg, taking global sections we obtain
HomGR/IZ (IZ/I
2
Z , R/IZ) →֒ H
0(Zreg,NZreg/Xreg )
G.
All these maps are isomorphisms if Z is normal.
The tangent space of Sl2 -Hilb(µ
−1(0)). In order to find out if the orbit component coincides
with the whole Hilbert scheme, we calculate the tangent space to Sl2 -Hilb(µ
−1(0)) in every point
of Sl2 -Hilb(µ
−1(0))orb.
Proposition 5.3. For every point Z ∈ Sl2 -Hilb(µ−1(0))orb the dimension of the tangent space is
dim TZSl2 -Hilb(µ
−1(0)) = 6 = dimSl2 -Hilb(µ
−1(0))orb.
Therefore the orbit component is a smooth connected component of the invariant Hilbert scheme.
Proof As before, we only have to consider one point of each SO6-orbit because the dimension of
the tangent space is stable in every orbit of the SO6-action. Over the open orbit there is nothing
to show, because we know that η−1(O[22,12]) ∼= O[22,12] is smooth.
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Over the origin we consider
Z := Z0,W0 =
{(
0 0 0 x14 x15 0
0 0 0 x24 x25 0
)∣∣∣∣∣x14x25 − x15x24 = 0
}
∼=
{(
λx λy
µx µy
)∣∣∣∣∣x, y ∈ C, [λ : µ] ∈ P1
}
.
Z is normal since it is a complete intersection and the codimension of Z \ Z˙ = {0} in Z is greater
than 2, namely 3. We have Z ⊂ µ−1(0)sing: If M ∈ Z, all of its 2 × 2-minors vanish, thus
M ∈ V (XtJX) = µ−1(0)sing, where X = (
x11 x12 x13 x14 x15 x16
x21 x22 x23 x24 x25 x26 ) describes the coordinates in
C[x11, . . . , x26].
From now on we also write a := x14, b := x15, c := x24 and d := x25. Let I be the ideal of Z in
R := C[µ−1(0)] = C[x11, . . . , x26]/(XQX
t). We have
I = (x11, x12, x13, x16, x21, x22, x23, x26, x14x25 − x15x24︸ ︷︷ ︸
=:z
),
R/I = C[x11, . . . , x26]/(x11, x12, x13, x16, x21, x22, x23, x26, x14x25 − x15x24, XQX
t)
= C[a, b, c, d]/(ad− bc).
Then I/I2 = R < x11, x12, x13, x16, x21, x22, x23, x26, z > with relations XQXt = 0:
0 = x11x14 + x12x15 + x13x16 ≡ x11a+ x12b
0 = x11x24 + x12x25 + x13x26 + x14x21 + x15x22 + x16x23 ≡ x11c+ x12d+ x21a+ x22b
0 = x21x24 + x22x25 + x23x26 ≡ x21c+ x22d mod I
2.
Reduction to Zreg
We analyse the tangent space TZSl2 -Hilb(µ
−1(0)) of the invariant Hilbert scheme by reducing to
Z˙ := Zreg = Z \ {0} = {(λv, µv) | v ∈ C
2 \ {0}, [λ : µ] ∈ P1}.
Let I˙ be the ideal sheaf of Z˙. Then in the situation of remark 5.2(3) we even have equality because
Z is normal. Thus
dimTZSl2 -Hilb(µ
−1(0)) = H0(Z,HomGOZ (I/I
2,OZ))
Sl2 = dimH0(Z˙,HomGOZ˙ (I˙/I˙
2,OZ˙))
Sl2 .
The open subscheme Z˙ of Z is not affine. Since Z˙ = Z \ {0} = V (ad − bc) \ V (a, b, c, d), it is
covered by the open affine sets Z˙a = SpecRa, Z˙b = SpecRb, Z˙c = SpecRc and Z˙d = SpecRd,
where
Ra = (C[a, b, c, d]/(ad− bc))a = C[a, a
−1, b, c, d]/(ad− bc) = C[a, a−1, b, c],
since a is invertible and d =
bc
a
,
Rb = (C[a, b, c, d]/(ad− bc))b = C[a, b, b
−1, d],
Rc = (C[a, b, c, d]/(ad− bc))c = C[a, c, c
−1, d],
Rd = (C[a, b, c, d]/(ad− bc))d = C[b, c, d, d
−1].
To describe the ideal sheaf I˙/I˙2, we compute it on each set of this covering. As I˙ = I|Z˙ and
I conincide on an open subset, I˙/I˙2 is generated by x11, x12, x13, x16, x21, x22, x23, x26, z with
relations 0 = x11a+ x12b
0 = x11c+ x12d+ x21a+ x22b
0 = x21c+ x22d.
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Since a is invertible in Ra, the first relation yields x11 = −
b
ax12. The second relation becomes
0 = − bax12c + x12
bc
a + x21a + x22b = x21a + x22b, thus x21 = −
b
ax22. Then the third equation
0 = − bax22c+x22
bc
a is automatically fulfilled and gives no more information. Denoting I˙a := I˙|Z˙a ,
this shows that
I˙a/I˙
2
a = Ra < x12, x13, x16, x22, x23, x26, z >
is free of rank 7. This means that I˙/I˙2 is locally free of rank 7, since we obtain analogously
I˙b/I˙
2
b = Rb < x11, x13, x16, x21, x23, x26, z >,
I˙c/I˙
2
c = Rc < x12, x13, x16, x22, x23, x26, z >,
I˙d/I˙
2
d = Rd < x11, x13, x16, x21, x23, x26, z > .
If we compute the intersection Z˙ab = SpecRab of Z˙a and Z˙b, we obtain
Rab = C[a, a
−1, b, b−1, c, d]/(ad− bc) = C[a, a−1, b, b−1, c] = C[a, a−1, b, b−1, d],
I˙ab/I˙
2
ab = C[a, a
−1, b, b−1, c] < x12, x13, x16, x22, x23, x26, z >
= C[a, a−1, b, b−1, d] < x11, x13, x16, x21, x23, x26, z >
with d = bac and base change x11 = −
b
ax12 and x21 = −
b
ax22.
Reduction of Sl2-linearised sheaves to sheaves linearised w.r.t. a Borel subgroup
To compute H0(Z˙,Hom(I˙/I˙2,OZ˙))
Sl2 , we reduce the Sl2-linearised sheaf I˙/I˙2 on Z˙ to a B-
linearised sheaf on C2 \ {0}, where B is the Borel subgroup of upper triangular matrices of Sl2.
Claim. Z˙ is an associated B-bundle:
Z˙ = Sl2 ×
B E, where E = π−1(e1) = {(λe1, µe1) | [λ : µ] ∈ P
1} ∼= C2 \ {0}.
Proof There is a natural map
ϕ : Z˙ → P1 ×P1, (λv, µv) 7→ ([v], [λ : µ]).
Since g · (λv, µv) = (λgv, µgv) for every g ∈ Sl2, ϕ is equivariant for the action g · ([v], [λ : µ]) =
([gv], [λ : µ]) on P1 ×P1. This yields an equivariant projection
π : Z˙ → P1, (λv, µv) 7→ [v].
As the action of Sl2 on P
1 is transitive with isotropy group B =
{(
t u
0 t−1
)∣∣ t ∈ C∗, u ∈ C}, we can
write P1 = Sl2/B. If gB ∈ Sl2/B and b =
(
t u
0 t−1
)
, we have
gb =
(
g11 g12
g21 g22
)(
t u
0 t−1
)
=
(
tg11 ug11 + t
−1g12
tg21 ug21 + t
−1g22
)
,
which shows that in the class of g, g11 and g21 are determined up to a scalar and g12 and g22 can
be modified arbitrarily up to the condition det(g) = 1. Therefore the identification Sl2/B ∼= P1
is gB 7→ [g11 : g21].
The action of B on C2 \ {0} induced by the action of Sl2 on Z˙ can be computed as follows: Let
b =
(
t u
0 t−1
)
∈ B. Then be1 =
(
t
0
)
= te1, thus b(λe1, µe1) = (tλe1, tµe1) and this means
b · (λ, µ) = (tλ, tµ).
Hence the action of B on C2 \ {0} coincides with the action of C∗.
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Altogether, we have the following commutative diagram
(g,(λ,µ))
 //
(
λ(g11g21),µ(
g11
g21
)
)
(g,(λ,µ))
_

gB
Sl2 ×
B
C
2 \ {0}

∼= // Z˙

Sl2/B
∼= //
P
1
(λv,µv)
_

[v]
gB  // [g11:g21]
⊠
Now an Sl2-linearised sheaf F on Z˙ corresponds to a B-linearised sheaf G on C2 \ {0} as well as
their duals correspond to each other. If j : C2 \ {0} →֒ Z˙ denotes the inclusion and e = I2 · B ∈
Sl2/B ∼= P1 we obtain G as the fibre F(e) = j∗F . In the other direction we have F = Sl2 ×B G.
The invariant global sections of corresponding sheaves coincide:
H0(Z˙,HomOZ˙ (F ,OZ˙))
Sl2 = H0(C2 \ {0},HomO
C
2\{0}
(G,O
C
2\{0}))
B .
So we take F = I/I2 and are interested in determining the dual of j∗F :
As O
C
2 = C[λ, µ] and C2 \ {0} = C2 \ {0}λ ∪C2 \ {0}µ the structure sheaf is given by
O
C
2\{0}(C
2 \ {0}λ) = C[λ, λ
−1, µ],
O
C
2\{0}(C
2 \ {0}µ) = C[λ, µ, µ
−1].
In our case the inclusion is j : C2 \ {0} → Z˙, (λ, µ) 7→
(
λ µ
0 0
)
, so on the level of rings we have
a 7→ λ, b 7→ µ, c 7→ 0 and d 7→ 0. This means, that j∗(I˙/I˙2) is given by
j∗(I˙/I˙2)(C2 \ {0}λ) = C[λ, λ
−1, µ] < x12, x13, x16, x22, x23, x26, z >,
j∗(I˙/I˙2)(C2 \ {0}µ) = C[λ, µ, µ
−1] < x11, x13, x16, x21, x23, x26, z >,
j∗(I˙/I˙2)(C2 \ {0}λµ) = C[λ, λ
−1, µ, µ−1] < x12, x13, x16, x22, x23, x26, z >
= C[λ, λ−1, µ, µ−1] < x11, x13, x16, x21, x23, x26, z >
with base change x11 = −
µ
λx12 and x21 = −
µ
λx22.
To compute the dual j∗(I˙/I˙2)
∨
= HomO
C
2\{0}
(I˙/I˙2,O
C
2\{0}), denote by (yij , w) the basis dual
to (xij , z), i.e. yij(xkl) = δ(ij)(kl), yij(z) = 0, w(xij) = 0, w(z) = 1. Then we have
j∗(I˙/I˙2)
∨
(C2 \ {0}λ) = C[λ, λ
−1, µ] < y12, y13, y16, y22, y23, y26, w >,
j∗(I˙/I˙2)
∨
(C2 \ {0}µ) = C[λ, µ, µ
−1] < y11, y13, y16, y21, y23, y26, w >,
j∗(I˙/I˙2)
∨
(C2 \ {0}λµ) = C[λ, λ
−1, µ, µ−1] < y12, y13, y16, y22, y23, y26, w >
= C[λ, λ−1, µ, µ−1] < y11, y13, y16, y21, y23, y26, w > .
with base change y11 = −
λ
µy12 and y21 = −
λ
µy22.
Computation of the global sections
The global sections H0(C2 \ {0}, j∗(I˙/I˙2)
∨
) are the kernel of the map
ϕ : H0(C2 \ {0}λ, j
∗(I˙/I˙2)
∨
)⊕H0(C2 \ {0}µ, j
∗(I˙/I˙2)
∨
)→ H0(C2 \ {0}λµ, j
∗(I˙/I˙2)
∨
),
(p, q) 7→ p|
C
2\{0}λµ − q|C2\{0}λµ .
Let p = p1y12 + p2y13 + p3y16 + p4y22 + p5y23 + p6y26 + p7w, pi ∈ C[λ, λ
−1, µ],
q = q1y11 + q2y13 + q3y16 + q4y21 + q5y23 + q6y26 + q7w, qi ∈ C[λ, µ, µ
−1].
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Denote pi =
pNi
pDi
and qi =
qNi
qDi
with pNi , q
N
i ∈ C[λ, µ], p
D
i ∈ C[λ] and q
D
i ∈ C[µ], p
N
i , p
D
i relatively
prime, as well as qNi , q
D
i . In C[λ, λ
−1, µ, µ−1] we have
q = −
λ
µ
q1y12 + q2y13 + q3y16 −
λ
µ
q4y22 + q5y23 + q6y26 + q7w.
Thus if i ∈ {2, 3, 5, 6, 7}, for p and q to be equal in C[λ, λ−1, µ, µ−1] we must have pi = qi,
i.e. pNi · q
D
i = p
D
i · q
N
i . As p
N
i and p
D
i have no common factor, p
D
i must divide q
D
i . But p
D
i is a
polynomial in λ while qDi is a polynomial in µ. This forces p
D
i to be constant, w.l.o.g. p
D
i = 1. This
immediately implies qDi = 1 since q
N
i and q
D
i are coprime. We obtain p
N
i = pi = qi = q
N
i ∈ C[λ, µ].
If i = 1 or 4, we see pi = −
λ
µqi, thus µpi = −λqi. Thus p
N
i = λp˜
N
i , q
N
i = −µp˜
N
i and p
D
i = 1 = q
D
i
as before. This yields
kerϕ = {(λp1y12 + p2y13 + p3y16 + λp4y22 + p5y23 + p6y26 + p7w,
−µp1y11 + p2y13 + p3y16 − µp4y21 + p5y23 + p6y26 + p7w) | pi ∈ C[λ, µ]}
= C[λ, µ] < λy12, y13, y16, λy22, y23, y26, w > .
Thus H0(C2 \ {0},HomO
C
2\{0}
(j∗(I˙/I˙2),O
C
2\{0})) = C[λ, µ] < λy12, y13, y16, λy22, y23, y26, w >
is a free module of rank 7.
Computation of invariants
Let us now consider the actions of Sl2 and B on these modules. Let g = (
g11 g12
g21 g22 ). Then we have
g · ( x1ix2i ) =
( g11x1i+g12x21
g21x1i+g22x2i
)
, thus
g · x1i = g11x1i + g12x2i, g · x2i = g21x1i + g22x2i,
g · a = g11a+ g12c, g · c = g21a+ g22c,
g · b = g11b + g12d, g · d = g21b+ g22d
g · z = g(x14x25 − x15x24)
= (g11x14 + g12x24)(g21x15 + g22x25)− (g11x15 + g12x25)(g21x14 + g22x24)
= (g11g22 − g12g21)(x14x25 − x15x24) = z.
The action on the dual is determined by
g · y1i(x1i) = y1i(g−1x1i) = y1i(g22x1i − g12x2i) = g22
g · y1i(x2i) = y1i(g−1x2i) = y1i(−g21x1i + g11x2i) = −g21
}
⇒ g · y1i = g22y1i − g21y2i,
g · y2i(x1i) = y2i(g−1x1i) = y2i(g22x1i − g12x2i) = −g12
g · y2i(x2i) = y2i(g−1x2i) = y2i(−g21x1i + g11x2i) = g11
}
⇒ g · y2i = −g12y1i + g11y2i,
g · w(z) = w(g−1z) = w(z) ⇒ g · w = w.
Correspondingly, over C2 \ {0}, the action of g =
(
t u
0 t−1
)
is
g · λ = tλ, g · x1i = tx1i + ux2i, g · y1i = t
−1y1i,
g · µ = tµ, g · x2i = t
−1x2i, g · y2i = −uy1i + ty2i,
g · z = z, g · w = w.
Now we have B = TU with torus T =
{(
t 0
0 t−1
)}
and unipotent radical U = {( 1 u0 1 )}. Thus we
can compute the B-invariants stepwise:
C[λ, µ] < λy12, y13, y16, λy22, y23, y26, w >
B= (C[λ, µ] < λy12, y13, y16, λy22, y23, y26, w >
U )T .
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Let u = ( 1 u0 1 ):
u · λ = λ u · λy12 = λy12
u · µ = µ u · y13 = y13
u · w = w u · y16 = y16

 invariants
u · λy22 = λ(−uy12 + y22) = −uλy12 + λy22
u · y23 = −uy13 + y23
u · y26 = −uy16 + y26

 cannot be combined to form invariants.
So we have C[λ, µ] < λy12, y13, y16, λy22, y23, y26, w >
U= C[λ, µ] < λy12, y13, y16, w > .
To compute the T -invariants, let t =
(
t 0
0 t−1
)
. We obtain
degree 1:
t · λ = tλ
t · µ = tµ
invariants:
t · w = w
t · λy12 = tλt−1y12 = λy12
degree −1:
t · y13 = t−1y13
t · y16 = t−1y16
This yields the invariants w, λy12, λy13, µy13, λy16 and µy16. So we have computed
H0(Z˙,Hom(I˙/I˙2,OZ˙))
Sl2 = H0(C2 \ {0},Hom(I/I2,O
C
2\{0}))
B
= C < λy12, λy13, µy13, λy16, µy16, w > .
This means that TZSl2 -Hilb(µ
−1(0)) is 6-dimensional and therefore the orbit component of the
invariant Hilbert scheme is a smooth connected component. 
5.2. Connectivity. In general, the invariant Hilbert scheme can be disconnected. To examine
connectivity we look at C∗-actions:
If there is a C∗-action on X which commutes with the G-action, it descends to a C∗-action on
X//G so that the quotient map X → X//G is C∗-equivariant. In this case, one way to find out
if the invariant Hilbert scheme is connected is to compute the induced C∗-action on HilbGh (X)
and to determine all fixed points of C∗

X//G. The Hilbert-Chow morphism is proper and
C
∗-equivariant, therefore for every fixed point in the image there is at least one fixed point in
every connected component of the fibre of its preimage.
Remark. Let (X//G)∗ denote the flat locus of the quotient map. Since η|η−1((X//G)∗) is an isomor-
phism, every irreducible component of the invariant Hilbert scheme different from HilbGh (X)
orb =
η−1((X//G)∗) only contains points of the fibres over X//G \ (X//G)∗. If one can show that
all connected components of these fibres meet the orbit component, and additionally one knows
the orbit component to be smooth, then there cannot be any further component. In this case
HilbGh (X) = Hilb
G
h (X)
orb is connected.
Connectedness of Sl2 -Hilb(µ
−1(0)).
Proposition 5.4. The invariant Hilbert scheme Sl2 -Hilb(µ
−1(0)) is connected, hence it coincides
with its orbit component and we have
Sl2 -Hilb(µ
−1(0)) = Sl2 -Hilb(µ
−1(0))orb = {(A,U) ∈ O[22,12] ×Grassiso(2,C
6) | imAt ⊂ U}.
Proof We consider the action of C∗ on µ−1(0) by scalar multiplication and the induced action on
µ−1(0)//Sl2 = O[22,12]. For t ∈ C and M ∈ µ
−1(0) we have (tM)tJ(tM)Q = t2(M tJMQ), thus
the action on the quotient is multiplication with t2. Further A ∈ O[22,12] is invariant if and only
if A = 0, so all fixed points of Sl2 -Hilb(µ
−1(0)) map to 0.
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The induced action on Sl2 -Hilb(µ
−1(0)) maps Z to tZ. If Z is an Sl2-invariant subscheme of
µ−1(0), then tZ is also Sl2-invariant because the action of Sl2 commutes with scalar multiplication.
Secondly, the global sections of Z and tZ and their isotypic decompositions coincide, so indeed
tZ ∈ Sl2 -Hilb(µ−1(0)).
The following lemma shows that set of C∗-fixed points in Sl2 -Hilb(µ
−1(0)) is Grassiso(2,C
6), the
fibre of Sl2 -Hilb(µ
−1(0))orb over zero. Consequently, η−1(0) has no further components, and the
same is true for Sl2 -Hilb(µ
−1(0)). This shows proposition 5.4 and concludes the proof of theorem
1.1. 
Lemma 5.5. The set of fixed points in Sl2 -Hilb((C
2)⊕6) under the C∗-action is isomorphic to
the Grassmannian Grass(2,C6). The C∗-fixed points in Sl2 -Hilb(µ
−1(0)) correspond to the points
of Grassiso(2,C
6).
Proof Let Z ⊂ (C2)⊕6 be a C∗-fixed point in Sl2 -Hilb((C2)⊕6) or Sl2 -Hilb(µ−1(0)), equivalently
its corresponding ideal I is homogeneous. Since then the Hilbert-Chow morphism maps Z to 0,
all 2× 2-minors of each element in Z vanish. Hence I contains all the 15 minors Λij .
Now let us analyse the homogeneous invariant ideals I in R = C[x11, . . . , x26], containing all Λ
ij ,
with isotypic decomposition R/I =
⊕
d∈N0
(d + 1)Vd, where Vd = C[x, y]d denotes the represen-
tation of Sl2 of dimension d + 1. Afterwards we will restrict to ideals containing XQX
t, which
correspond to ideals in R/(XQXt), and which are the fixed points of Sl2 -Hilb(µ
−1(0)).
The representation (C2)⊕6 = Hom(C6,C2) consists of 6 copies of V1, so R =
⊕
n∈N0
Sn(6V1).
Since R =
⊕
n∈N0
Sn(Hom(C6,C2)∗) is graded and I is homogeneous, R/I is still a graded object,
so that we can analyse it by degree. The invariance of I guarantees that I1 is a subrepresentation
of Hom(C6,C2)∗, i.e. there is a sub-vectorspace V ⊂ C6 such that I1 = Hom(V,C2)∗. The
isotypic decompostion of R/I requires exactly two copies of V1, and they must already come from
R1/I1, since no such copy can be contribued or killed by generators of higher degree. If the
dimension of V were 5 or 6 then R1/I1 would be too small and if dim V ≤ 3 then R1/I1 would
be too big. Thus we know that dimV = 4, so that after a coordinate transformation we can write
I ⊃ J = (x3, y3, x4, y4, x5, y5, x6, y6, x1y2 − y1x2), since the other 2 × 2-minors xiyj − yjxi do
not contribute to the generation of the ideal. Then R/J ∼= C[x1, y1, x2, y2]/(x1y2 − y1x2) is the
coordinate ring of a flat deformation of Sl2 an has isotypic decomposition
⊕
n∈N0
(n + 1)Vn as
desired. Hence we need no further generators and I = J .
So the fixed points in Sl2 -Hilb((C
2)⊕6) under the C∗-action correspond to the choice of a 4-
dimensional subspace of C6, which is parameterised by the Grassmannian Grass(4,C6), which
coincides with Grass(C6, 2) and Grass(2,C6).
For Z to be contained in µ−1(0) we have to pick only those ideals which contain XQXt, so that
we have MQM t = 0 for every M ∈ Z. We interpret M ∈ (C2)⊕6 as a map C6 → C2. The fact
M ∈ Z = Spec(R/I) means that M vanishes on V , so we can interpret it as a map C6/V → C2.
As the inner product on (C2)⊕6 is induced by the inner product on C6, the condition MQM t = 0
for every M ∈ Z is equivalent to the vanishing of vtQv for all v ∈ C6/V . This show that
I ⊃ (XQXt) if and only if C6/V is an isotropic subspace of C6.

Remark. Sl2 -Hilb((µ
−1(0)) is a subscheme of the Hilbert scheme Sl2 -Hilb((C
2)⊕6). The calcula-
tion of the fixed points suggests that Sl2 -Hilb((C
2)⊕6) contains the whole Grassmannian as the
fibre over 0. Indeed, Sl2 -Hilb((C
2)6) = {((C)2)⊕6 × Grass(2,C6) | imAt ⊂ W} as forthcoming
work by Terpereau will show.
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