ABSTRACT Y dwarfs provide a unique opportunity to study free-floating objects with masses <30 M Jup and atmospheric temperatures approaching those of known Jupiter-like exoplanets. Obtaining distances to these objects is an essential step towards characterizing their absolute physical properties. Using Spitzer/IRAC [4.5] images taken over baselines of ∼2-7 years, we measure astrometric distances for 22 late-T and early Y dwarfs, including updated parallaxes for 18 objects and new parallax measurements for 4 objects. These parallaxes will make it possible to explore the physical parameter space occupied by the coldest brown dwarfs. We also present the discovery of 6 new late-T dwarfs, updated spectra of two T dwarfs, and the reclassification of a new Y dwarf, WISE J033605.04−014351.0, based on Keck/NIRSPEC J-band spectroscopy. Assuming that effective temperatures are inversely proportional to absolute magnitude, we examine trends in the evolution of the spectral energy distributions of brown dwarfs with decreasing effective temperature. Surprisingly, the Y dwarf class encompasses a large range in absolute magnitude in the near-to mid-infrared photometric bandpasses, demonstrating a larger range of effective temperatures than previously assumed. This sample will be ideal for obtaining mid-infrared spectra with the James Webb Space Telescope because their known distances will make it easier to measure absolute physical properties.
INTRODUCTION
Y dwarfs ) have effective temperatures (T eff ) 500 K, are extremely faint, and emit the majority of their light in the mid-infrared. The all-sky, spacebased Wide-field Infrared Survey Explorer mission (W ISE; Wright et al. 2010 ) has specifically designed W 1 and W 2 filter bandpasses such that the W 1 filter covers the strong, fundamental CH 4 bandhead at 3.3 µm, a known absorber in the atmospheres of cold brown dwarfs, and the W 2 filter centers on the peak of emission expected at 4.5 µm. Thus cold brown dwarfs have very red W 1 − W 2 colors and can be easily identified.
The first Y dwarfs were confirmed using a combination of ground-based and space-based spectroscopy. With typical J-and H-band magnitudes 19, these observations are at the limit of the capabilities of the largest ground-based telescopes, and supplemental Hubble Space Telescope (HST) observations are often required. However, the faintest Y dwarf candidates, with nearinfrared magnitudes 23, are difficult even for HST, and will require James Webb Space Telescope (JWST) observations to fully characterize their atmospheres. Observations of the brightest Y dwarfs revealed nearly equal flux, sharp emission peaks (in units of f λ ) in the shorter wavelength near-infrared Y , J, and H bands, and relatively shallower, broader K-band fluxes Leggett et al. 2016) . CH 4 and H 2 O are the major absorbers in the atmospheres of Y dwarfs, carving out large swaths of their spectra in the near-and mid-infrared. Initial atmospheric models (Burrows et al. 2003) suggested that NH 3 would also be present in the atmospheres of Y dwarfs.
Observers have yet to find direct spectroscopic evidence of this molecule in the near-infrared (Leggett et al. 2013; Schneider et al. 2015) ; however, Line et al. (2015) and Line et al. (2017) find unambiguous detections of NH 3 in cold brown dwarf spectra using advanced atmospheric retrieval techniques. Such difficulties in directly observing NH 3 absorption features suggests that non-equilibrium chemistry likely plays an important role in mixing the atmosphere faster than it can achieve chemical equilibrium (Morley et al. 2014 ).
For such cold substellar objects to exist at the current age of the universe, they must inherently have lower masses on average than the M, L, and T dwarf field populations. Based on predictions from evolutionary models (e.g. Burrows et al. 2001; Saumon & Marley 2008) , Y dwarfs occupy the mass range of ∼ 1 − 30 M Jup . Y dwarfs represent the very bottom of the stellar/sub-stellar main sequence, as well as the lowest-mass end of the field-mass function, and are thus crucial targets for follow-up to better understand star formation at the lowest masses.
Y dwarfs share similar temperatures, masses, and chemical compositions with gas-giant exoplanets, making them useful testbeds for atmospheric physics of the coldest objects. Atmospheric observations of exoplanets are difficult because of the extreme contrast needed to differentiate the light of the planet from its host star. Single, free-floating brown dwarfs in the field do not suffer from being outshone by a brighter, more massive companion, and thus make excellent laboratories for studying the atmospheres of planetarymass objects at temperatures ranging from ∼ 200-500 K (Beichman et al. 2014; Faherty et al. 2016; Skemer et al. 2016) .
Additionally, because Y dwarfs are so small and faint, most of the known Y dwarfs are located within the nearest 15 pc to the Sun. Y dwarfs that are farther than ∼ 20 pc are too faint to be observable with W ISE. The farthest known Y dwarf, WD 0806-661B, at ∼ 19 pc, was found as a companion to a white dwarf (Luhman et al. 2011) , through a common-proper-motion search of the nearest stellar systems. Recent studies (e.g., Smart et al. 2010 , Winters et al. 2017 ) have focused on completing the census of low-mass stars in the solar neighborhood. Kirkpatrick et al. (2012) pre-sented a preliminary volume-limited survey of the coldest (T eff 1000 K) substellar objects within the nearest 8 pc, but was only able to place lower limits on the number density of the coldest and lowest-mass brown dwarfs below 600 K. Precise distances of a larger sample of ultracool brown dwarfs will allow us to better characterize the solar neighborhood down to the lowest masses.
Our current understanding of the star formation process lacks empirical data to place bounds on the lowest mass capable of forming from the collapse and turbulent fragmentation of a massive molecular cloud, if such a bound even exists. The so-called minimum Jeans mass has been examined from a theoretical perspective by several groups (see, e.g. Low & Lynden-Bell 1976; Bate 2005; Padoan et al. 2007 and references therein) and shown to vary from ∼ 3 M Jup to ∼ 10 M Jup . Burgasser (2004) used simulations of varying birthrates and mass functions along with evolutionary models from Burrows et al. (1997) and Baraffe et al. (2003) to show the estimated luminosity functions and temperature distributions that could be produced. The local number density of Y dwarfs is shown to be the most critical constraint in determining the minimum Jeans mass. Furthermore, the relatively small number of lowmass brown dwarfs that are companions to nearby stars can be used to infer that gravitational instability is not likely to produce objects below ∼ 15 M Jup (Zuckerman & Song 2009) .
Recent studies have presented trigonometric parallaxes and proper motions for small samples of nearby brown dwarfs. Several of these objects were discovered to be within 3 pc (WISE 10495319AB, WISE 0855−0714 Luhman 2013; Luhman 2014 ) and have dramatically altered our understanding of the solar neighborhood since these systems were found to be the 3rd and 4th closest systems to the Sun. Previous studies of the parallaxes of late-T and Y dwarfs include Dupuy & Kraus (2013) and Leggett et al. (2017) , who use data from the Spitzer Space Telescope to measure astrometric fits. Beichman et al. (2014) uses a combination of Spitzer and ground-based astrometry, and Smart et al. (2017) and Tinney et al. (2014) both utilize ground-based near-infrared observations to measure parallaxes. Luhman & Esplin (2016) published initial parallaxes for three Y dwarfs presented in this paper, using a subset of the data from the Spitzer programs reported here. We provide updated parallaxes for these objects using a longer time baseline.
Our Spitzer parallax program (PI: Kirkpatrick) aims to measure distances to all of the nearby late-T and Y dwarfs within 20 pc that are not being covered by ground-based astrometric monitoring. We are astrometrically monitoring 143 objects with Spitzer/IRAC channel 2 imaging through 2018 (Cycle 13). In this paper, we present Spitzer photometry for 27 objects, including preliminary parallaxes for 19 Y dwarfs and 3 late-T dwarfs in our Spitzer parallax program. The Spitzer observations cover baselines of ∼ 2-7 years.
We also present spectroscopic confirmation and spectrophotometric distance estimates for several AllWISE late-T and Y dwarf candidates with Keck/NIRSPEC J band observations. The All-WISE processing of the W ISE database combined all of the photometry from the original W ISE mission and selected high-proper motion candidates (see Kirkpatrick et al. 2014 for the initial results from the AllWISE motion survey). The new brown dwarfs presented in this paper were found in the AllWISE processing but were only recently followed-up spectroscopically to confirm their substellar nature.
In §2 we present our sample of targets and candidate selection methods. Section 3 describes our ground-based photometric and spectroscopic follow-up. Our Spitzer photometric and astrometric data acquisition and reduction methods are explained in §4, and astrometric analysis is detailed in §5. We present our results in §6, followed by a discussion in §7. We summarize our findings in §8. a Object is a known binary, so the combined-light magnitudes are not used elsewhere in this paper.
b See Section 3.3 for discussion on the spectral type of this object.
c Photometry is on the 2MASS system, not MKO. These values are not used elsewhere in this paper becausethe two photometric systems are not comparable.
d This object does not appear in the AllWISE Source Catalog, so W ISE data are drawn from the W ISE All-Sky Source Catalog instead. See Kirkpatrick et al. (2012) for discussion regarding the possible erroneous W 1 measurement for this object.
NOTE-References to spectral types and JH photometry: (1) This paper, (2) Kirkpatrick et al. 2012 , (3) Cushing et al. 2011 Kirkpatrick et al. 2014 , (5) Schneider et al. 2015 , (6) Tinney et al. 2012 , (7) Cushing et al. 2014 , (8) Dupuy et al. 2015 Leggett et al. 2013, (10) Leggett et al. 2015 , (11) Mace et al. 2013a 2. SAMPLE Objects in this paper were selected from two separate lists. The first was a list of nineteen previously published Y dwarfs , Tinney et al. 2012 , Schneider et al. 2015 Skrutskie et al. 2006) and WIRC photometric differences across the array shows that this flux bias has a level of ≈10% and the pattern is roughly the same for all filters. Using these 2MASS-WIRC differences for many fields, we can create a flux bias correction image that can be applied to each of the "reduced" images.
In April 2014, the primary science-grade detector experienced a catastrophic failure and was replaced with a lower quality engineering-grade detector (there are more cosmetic defects, for example). The previous reduction scripts were finetuned for the original detector and produced suboptimal results with the new chip. A WIRC reduction package written in IDL by J. Surace was used for the 2016 data as it was able to better handle the non-uniformity in one of the quadrants. In addition to the quadrant cleaning, the Surace package differed from the Jarrett package in that the reduced data from the former did not exhibit, and thus did not require, a flux bias correction. The other data reduction steps were essentially the same. The processed frames were mosaicked together using a median and had their astrometry and photometry calibrated using 2MASS stars in the field. Table 1 lists the photometry, using Vega system magnitudes. Additional photometry for the remaining targets in this sample was taken from 2 The mosaicked images are available in a tarball on the AAS Journals website, linked to this paper. . Spectral types and observation information for these targets are listed in Table 2 . All targets were observed using AB nod pairs along the 0. 57 (3-pixel) slit, producing a spectral resolution of R = λ/∆λ ∼ 1500 per resolution element.
Spectroscopic reductions were made using a modified version of the REDSPEC package 3 , following a similar procedure to Mace et al. (2013a) . Frames were spatially and spectrally rectified to remove the instrumental distortion on the image plane of the detector. Frames were then background-subtracted and divided by a flat-field. Spectra from each nod pair were extracted by summing over 9-11 pixels before combining the nods. The extracted spectrum was then divided by an A0V calibrator spectrum to remove telluric features and lastly, corrected for barycentric velocity. Observations made of the same target on separate nights were combined into a single spectrum after being reduced separately. Raw spectra in this paper are available in the Keck Observatory Archive (2003), Kirkpatrick et al. (2012) , and Mace et al. (2013a) . The three latest-type objects have low SNR so their observed spectra are plotted in gray, and the binned spectra (R ∼500, smoothed with a gaussian kernel) are overplotted in black.
New late-T and Y dwarfs and updated spectral types
Here we present new and updated spectral types for 9 objects in our sample that we observed with NIRSPEC. J band spectra for these objects and the spectral standards used to classify them are shown in Figure 1 .
WISE 0336−0143 was originally classified as T8: by Mace et al. (2013a) . In 2016, we sought to reobserve WISE 0336−0143 for two reasons. First, the spectrum published in Mace et al. (2013a) had a low signal-to-noise (SNR) and we wished to obtain a higher SNR spectrum. Second, we hypothesized based on its [3.6]−[4.5] color of 2.57 mag that WISE 0336−0143 should be much colder than a T8 to explain its extreme redness. Typical [3.6]−[4.5] colors for T8 objects are ∼ 1.5-2 mag (see Figure  7 in Mace et al. 2013b ; WISE 0336−0143 is the obvious T8 outlier in that plot.) In Figure 2 , we plot the normalized NIRSPEC spectra of the 2011 and 2016 observations. The 2016 observations match much better to a Y dwarf (see also Figure 1 ), so we will henceforth classify this object as a Y0:. We have only been able to obtain limits on the nearinfrared photometry for this object. With J > 21, WISE 0336−0143 will require additional observations with an 8-or 10-m class ground-based telescope, or observations with HST or JWST to further characterize its spectrum.
WISE 0550−1950, WISE 0615+1526, WISE 0642+0423, WISE 1220+5407, and WISE 2203+4619 are new T dwarfs found using the AllWISE color cuts discussed in § 2. We find spectral types of T6.5, T8.5, T8, T9.5, and T8, respectively, based on comparison of their J-band spectra to spectral standards.
WISE 1051−2138 was given a spectral type of T9: in Mace et al. (2013a) . Our re-observed spectrum, shown in Figure 1 , indicates that this object should be classified as T8.5.
WISE 1055−1652 was placed on our parallax program without having an observed spectrum to confirm its substellar nature. We present the discovery of this new T9.5: dwarf.
WISE 1318−1758 was classified as a T9: in Mace et al. (2013b) based on a noisy Palomar/TripleSpec spectrum and we re-classify it here as a T8. As shown in Figure 1 , the T8 spectral standard is a very good match for WISE 1318−1758.
SPIT ZER ASTROMETRIC FOLLOW-UP
In order to measure distances for these ultracool dwarfs, we undertook an astrometric campaign using Spitzer IRAC [4.5] images spanning baselines of ∼ 2-7 years. We have utilized data from 6 Spitzer programs (Table 3 ) in our analysis. Of these, program 90007 was specifically designed for parallax and proper motion measurements.
Observations
Spitzer IRAC [4.5] images have a field of view of 5. 2 on a side, over 256x256 pixels, producing a pixel scale of 1. 2 pix −1 . The full-width at half-maximum for a centered point response function (PRF) is 1. 8, for the warm mission. The raw images have a maximum optical distortion of 1.6 pixels, on the edge of the array. During Spitzer cryogenic operations, [3.6] was more sensitive than [4.5] . After cryogen depletion, however, the deep image noise 6 was found to be 12% worse in [3.6] and 10% better in [4.5] , making the channels more comparable in sensitivity for average field stars ([3.6]−[4.5] ∼ 0 mag) during warm operations (Carey et al. 2010) . The behavior of latent images from bright objects was also found to change during warm operations; whereas latents in [4.5] decay rapidly -typically within ten minutes -[3.6] latents decay on timescales of hours. Moreover, the [4.5] intrapixel sensitivity variation (also known as the pixel phase effect) is about half that of [3.6] . Given these points, the fact that the PRF is better sampled in [4.5] than in [3.6] , and the fact that our cold brown dwarfs are also much brighter in [4.5] Table 3 .
Our primary program, Program 90007, used a total integration time of 270s per epoch so that all targets would have SNR>100 in [4.5] . To smear out the effects of intrapixel sensitivity variation, which can bias the astrometry in a frame, we chose a 9-point random dither pattern with 30s exposures per dither. Dither sizes vary for this setup, but are on the order of ∼ 5-30 . 7 To keep the number of common reference stars between individual exposures high, we chose a dither pattern of medium scale. Timing constraints were imposed so that there was one sample within a few days of maximum parallax factor with (usually) evenly spaced samples throughout the rest of the target's visibility period.
We also used [4.5] data taken as part of earlier programs 551, 70062, and 80109 as well the later program 11059 (PI: Kirkpatrick) to increase the time baseline to help disentangle proper motion from parallax. Program 11059 used the same observing setup as program 90007, described above. All the other programs from which we utilized data (except 551; PI: Mainzer) used a frame time of 30s and a 5-point cycling dither pattern with medium scale, and observations were obtained in both [3.6] and [4.5] . In anticipation of parallax program 90007, we used the same [4.5] setup to re-observe our most promising targets during programs 70062 and 80109 after the original [3.6]+[4.5] Astronomical Observation Request (AOR) was completed.
Program 551, which targeted only WISE1828+2650, used a frame time of 100s and a 36-point Reuleaux with medium dither in [3.6] and a frame time of 12s and a 12-point Reuleaux pattern of medium dither in [4.5] . Program 10135 (PI: Pinfield), which targeted only WISE2203+4619, used a frame time of 30s and a 16-point spiral dither pattern of medium step in both channels; in this case, two exposures were taken at each dithered position.
Astrometric and Photometric Data Reductions
We used the Spitzer Heritage Archive 8 to download all of the basic calibrated data (BCD) at [4.5] for the programs listed in Table 3 . Data were reduced using the Mosaicker and Point Source Extractor (MOPEX 9 ) with customized scripts created following instructions in the MOPEX handbook. These scripts use the individually dithered BCD files to create a coadded image at each epoch (i.e., for each AOR) and to detect and characterize sources on the resulting coadd. The data and scripts have been modified in two ways to utilize new knowledge gained during the Spitzer warm mission. First, the headers of the BCD files available at the Spitzer Heritage Archive have been updated to include a new Spitzer-produced fifth-order distortion correction for the IRAC camera, which is an improvement over the third-order correction included previously (Lowrance et al. 2014) . Second, the PRF employed by the code is one created specifically for use on Spitzer warm data 10 , sampled onto a 5×5 grid to account for small changes in shape across the array. The MOPEX code performs a simultaneous chi-squared minimization 11 using fits of the PRF to the stack of individual frames to measure the photometry and position of the source in that AOR. It should be noted that the random dithers will help to zero out the astrometric bias caused by the intrapixel distortion in each individual frame (Ingalls et al. 2012) , so this effect did not have to be specifically addressed in our reduction methodology.
Our (Metchev et al. 2015) . This amplitude increases at later spectral types. In fact, one Y dwarf, WISE 1405+5534, has already been observed to vary at levels as high as 3.5% in [3.6] and [4.5] based on a limited data set . Another Y dwarf observed for variability, WISE 1738+2732, showed peak-topeak variability of ∼ 3 %, at [4.5] with potentially up to 30% variability in the near-infrared (Leggett et al. 2016 The centroid locations determined by the MOPEX routine on each of the epochal coadds (average positions across multiple dithers) were then used as the fundamental source of our astrometric measurements. Our resulting inputs to our astrometric fitting routine at each epoch were the source location, time of observation of the middle frame, and geometric cooordinates of Spitzer during the observations. 5. ASTROMETRIC ANALYSIS Using the astrometric measurements described in the previous section, we then re-registered each frame onto a common reference frame, determined positional uncertainties, and then solved for the proper motion and parallax of each source, as described below. Target coordinates at each epoch are recorded in Table 4 and our final astrometric solutions are detailed in Table 5 .
Coordinate Re-Registration
Prior to fitting our astrometric solutions for each target, we re-registered the coordinates of our targets in each epoch onto a single reference frame. We chose to align our coordinates to those provided by the Gaia Mission in Data Release 1 (DR1; Gaia Collaboration et al. 2016a,b) . These positions are the best that are currently available across the whole sky. 2MASS positions, which provide the basis for the WCS coordinates given by MOPEX/APEX, have positional uncertainties on the order of ∼ 70 mas (McCallon et al. 2007 ), while Gaia DR1 positions for the brightest, unsaturated reference stars have positional uncertainties on the order of 1 mas.
We selected reference background sources for the re-registration process by requiring that the sources be detected in all epochal co-adds, have SNR>100, and have positional uncertainties within 2σ of the median positional uncertainty of the field. Requiring a detection in every co-added frame cut sources on the extreme edge of the field, while the positional uncertainty cut removed any sources with any significant proper motion. We then evaluated each reference target by-eye to discard any non point-like sources. We obtained Gaia coordinates for each reference star, where available, and excluded any with exceptionally high uncertainties ( 1 mas) in the Gaia DR1, as well as reference sources that were lacking Gaia coordinates. The resulting set of reference stars varied from 7 to 96, depending on the stellar density in the field. Thumbnail images of three example fields with the target and reference sources highlighted can be found in Figure 3 , showcasing fields with low, moderate, and high numbers of reference stars.
Positional Uncertainties
We found that the positional uncertainties output by the MOPEX/APEX centroid extractions were overestimated by a factor of 2 compared to the uncertainties on background stars with similar SNR. Instead of using these inflated uncertainties, we determined empirical positional uncertainties for each target by comparison to the positional uncertainties of the presumably non-moving field reference stars. For each field, we re-registered the locations of all stars in the field using the correction determined by the reference field stars as detailed above. We then calculated the positional uncertainty of every source in both RA and Dec as the standard deviation of the centroid location across all epochs, post-re-registration. As expected, positional uncertainty drops with increasing SNR until it reaches a systematic floor of ∼15-40 mas, depending on the field. Figure 4 shows three examples of positional uncertainty vs. source SNR, given a low, medium, or high number of reference stars. Our target SNRs are typically high enough that their positional uncertainties can be determined from the asymptotic portion of the graph. We measure the median positional uncertainty above a cutoff SNR > 100 after performing a 2σ clipping to remove significant outliers. These outliers could be non-point-like sources, e.g. galaxies, or they could have significant proper motion. The median value rounded to the nearest 5 mas is then the positional uncertainty that we use in each epoch to determine the astrometric fits for each of our targets, with a floor of 15 mas. Positional uncertainties for each target are listed in column 10 of Table 5 .
After determining our target uncertainties, the selected reference stars that likewise met the sigma clipping requirement were then used to perform a final re-registration. We performed a least-squares affine transformation to adjust each frame onto the Gaia reference frame. To do this, we projected both the Gaia and MOPEX coordinates onto a tangent plane (ξ, η) and then solved for the best-fit generalized 6-term solution, allowing for offsets, rotation, and scaling between the two planes.
Astrometric Solutions
After re-registering each source onto a common reference frame, we then solved simultaneously for 5 parameters: trigonometric parallax π, proper motion in both RA and dec (µ α , µ δ ), and initial position (α 0 , δ 0 ) at a fiducial time of T 0 =2014.0, which falls roughly in the middle of our time baseline for each object. We used the standard astrometric equations (Smart & Green 1977; Green 1985 Positional uncertainty drops with increasing SNR, until reaching a systematic floor. We measure the median positional uncertainty for reference stars with SNR > 100 after performing a 1σ clipping to remove outliers. The median value (horizontal lines) is used as the target positional uncertainty, in lieu of the MOPEX-given σ RA and σ Dec (stars), which significantly overestimates the positional uncertainties.
inputing epochal coordinates, time of observation, and rectangular observatory coordinates obtained from the image headers. We then used Pythons' Scipy least squares minimization module 13 to solve for the best fit. Our best-fit astrometric solutions are listed in Table 5 and plotted in Figure 5 . Three examples are printed here. The complete figure set (22 objects) is available in the online journal. We show both the overall astrometric fit, as well as the parallactic ellipse, after removing the bestfit proper motion component. The best-fit model shown makes use of the Spitzer ephemerides from JPL's Horizons 14 to calculate the heliocentric rectangular coordinates of Spitzer over a longer time baseline and with higher cadence than our observations. These measurements are for relative parallaxes, not absolute. We estimate that the correction for the systematic offset of the average parallax of the background stars is ∼ 1 mas, well within the random errors of our solutions.
One caveat for the targets at high declination (|δ| 70
• ) is that an unidentifiable problem in the MOPEX mosaicking code leads to much more uncertain astrometry. This is reflected in the larger uncertainties we adopt for their epochal positions and the generally larger reduced chi-squared (χ 2 ν ) values we measure. This issue will be further discussed in our forthcoming paper presenting parallaxes for all of the T6 and later brown dwarfs in our parallax program (Kirkpatrick et al., in prep Table 6 . In Figure 6 , we plot four different color-magnitude diagrams (CMD) We determined a weighted linear fit to both M J vs. J − W 2 and M H vs. H − W 2 and tabulate the coefficients in Table 7 . Although these relations require two photometric observations to obtain a photometric distance estimate, we find that this relationship is much tighter than if we were to determine fits to the absolute magnitude vs. Spectral Type. M W 2 vs. J −W 2 shows more scatter than the nearinfrared color magnitude diagrams. Interestingly, M W 2 vs. J − W 2 appears to plateau in M W 2 across the T/Y transition. It is unclear if this feature is real, or due to a bias (systematic or otherwise). It is possible that this represents a T/Y transition, perhaps due to the rainout of an opacity source or the appearance of the salt/sulfide clouds (Morley et al. 2012) .
The M [4.5] vs. [3.6]−[4.5] plot shows significantly more cosmic scatter than the other panels in Figure 6 . This is likely due to [3.6] being a nonideal band for observing objects with significant CH 4 absorption. The blue tail of the 4.5 µm bandpass falls into the [3.6] filter transmission, giving late-T and Y an overall very red slope in [3.6]. It's possible that variations in gravity and/or metallicity cause this slope to shift, producing the observed scatter. It is likely that the W 2 vs. W 1 −W 2 CMD would show a much tighter correlation, because the W 1 and W 2 bandpasses were designed specifically for cold brown dwarfs; however, many targets only have limits on their W 1 magnitudes. Figure 7 shows absolute magnitude in various near and mid-infrared bands as a function of spectral type, for this sample as well as other values taken from the literature. Studying the relationship of the absolute magnitude emitted at each bandpass as a function of spectral type provides us with insight on the evolution of the brown dwarf spectral energy distribution as it cools over time. Earliertype brown dwarfs tend to follow a narrow trend in absolute magnitude, with flux decreasing in each of the bands monotonically as a function of spectral type. Because spectral typing historically sorts objects by effective temperatures, we expected the Y dwarf sample to continue this trend. However, instead of a tight correlation between spectral type and absolute magnitude, we see a large amount of scatter, spanning as much as ∼ 5 magnitudes within the Y0 spectral class alone.
Absolute Magnitude vs SpT
Such a large spread in absolute properties cannot be explained by typical levels of variability Leggett et al. 2016 ) and must be indicative of a different physical mechanism. In Figure 7 , each of the objects is colored according to J − W 2 color cutoffs, as detailed in the legend. Here, we are using J − W 2 as a proxy for temperature, based on Figure 18 from Schneider et al. (2015) , which in turn utilizes the atmospheric models of Saumon et al. (2012) , Morley et al. (2012) , and Morley et al. (2014) . Regardless of the type of clouds used in the atmospheric models, they all show a monotonic reddening of J − W 2 as temperature decreases. When we separate objects by their J − W 2 color, new trends appear in Figure 7 . In particular, the Y0 dwarfs appear to cover Figure 5 . Astrometric fits for three of our targets. The complete figure set (22 objects) is available in the online journal. We maintained a square scaling for the ∆ Declination and ∆ RA. Our observations are plotted in navy and the best-fit astrometric model is plotted in light blue. The left plots include proper motion and parallax and the right plots have proper-motion removed. Note the differing scales between the left and right plots. WISE 0146+4234 is an un-resolved binary, which produces systematic offsets of our astrometry and causes the parallactic ellipse to appear smaller than it is.
a very broad range in effective temperatures, likely accounting for the ∼ 5 orders of absolute magnitudes observed in the J band.
Spectrophotometric and Photometric Distances for New Discoveries
In § 6.1 we determine photometric distance relationships based on linear fits to M J vs. J − W 2 and M H vs. H − W 2. These fits are valid for objects with 2 < J − W 2 < 9 and 3 < H − W 2 < 9 . Below, we use this photometric distance relationship to estimate distances to the new ≥ T8 objects presented here. For objects < T8, we use the spectrophotometric distance relations from Filippazzo et al. (2015) .
WISE 0550−1950: We do not have an adequate baseline to measure the parallax of this new T6.5 dwarf, but using the spectrophotometric distance estimates from Filippazzo et al. (2015) , we estimate a distance of 32.9 pc to this object.
WISE 0615+1526: We estimate a photometric distance of 22.3 pc for this object.
WISE 0642+0423: We estimate its photometric distance to be 29.6 pc. WISE 1220+5407 Our photometric distance estimate puts it at 22.5 pc.
WISE 2203+4619 is estimated to be 18.9 pc away, based on our photometric distance relationships in § 6.1.
Comparison to Literature
In Table 8 and Figure 8 we compare our results to previously published astrometric fits for all of our targets with previous parallax measurements. We find that our results are mostly consistent with previously published values in the literature, with a few notable exceptions. Tinney et al. (2014) and Beichman et al. (2014) Our results are consistent with Tinney et al. (2014) and Beichman et al. (2014) for most objects, with the exception of WISE 2220−3628. For this object, we find a consistent astrometric fit to the Tinney et al. (2014) dataset, but our results are discrepant from those of Beichman et al. (2014) . Upon further review of the Beichman et al. (2014) dataset, we noticed that their measurements only cover one side of the parallactic ellipse, leaving the other side unconstrained and biasing the measurement. This is likely the cause of their discrepant fit. Dupuy & Kraus (2013) We also measure significant offsets in parallax values from Dupuy & Kraus (2013) . We find systematically larger parallax values (closer distances) than they do for 5 out of the 6 targets we have in common. Each object has at least one other measurement in the literature and we find that we are consistently in agreement with the other reference. Tinney et al. (2014) and Smart et al. (2017) also note systematic offsets between their parallax measurements and those of Dupuy & Kraus (2013) , concluding that these are likely due to the smaller number of measurements and thus a degeneracy between the parallax and proper motion parameters. For the extreme case of 1541−2250 (not plotted in comparison figures), we note, as did Beichman et al. (2014) and Tinney et al. (2014) that this object has several epochs skewed by a blend with a background star that throw off the fit in the [3.6] data, which explains the > 3-σ difference between the Dupuy & Kraus (2013) results and others in the literature.
Comparison to

We explored several hypotheses to explain the discrepancies between the Dupuy & Kraus (2013) measurements and those presented here. Similar to our parallax measurements, Dupuy & Kraus (2013) uses the IRAC instrument on Spitzer to measure the positions of each target. However, they observed in [3.6], whereas the measurements presented here were made using [4.5] data. 
, where X is the J or H photometry on the MKO system.
Our first hypothesis is that the use of [3.6] data causes a chromatic distortion on the image plane that is different for the target than the background stars, and which would cause a systematic offset in the positions of the targets in the Dupuy & Kraus (2013) dataset. The IRAC instrument design utilizes beam splitters in each of its two fields of view to refract shorter wavelength light ([3.6] and [4.5] ) to separate focal planes from the longer wavelength light (ch3 and ch4). Both [3.6] and [4.5] have similar background characteristics during the warm mission (Carey et al. 2010) . The brown dwarf targets are significantly fainter in [3.6] compared to [4.5] , requiring longer integration times (thus providing more background stars in each field). Late-T and Y dwarfs exhibit extreme methane absorption near the methane fundamental bandhead at 3.3 µm, which produces a dramatic upward slope in the spectral energy distribution within the [3.6] bandpass. Thus the targets have significantly redder effective central wavelengths compared to the relatively flat spectral energy distributions of the background stars. This reddening effect in [3.6] would lead to a slightly different average angle of refraction, compared to the background stars' average angles of refraction. The target spectral energy distributions in the [4.5] bandpass peak much closer to the center of the bandpass and should not have significantly different effective wavelengths from the background stars, so they should be immune to this effect.
We thus expect that this effect would be evident by comparing the offset parallax measurement to the [3.6]-[4.5] color (Figure 9 ). We see a slight correlation between [3.6]−[4.5] color and parallax offset, but there is not enough data to draw a firm conclusion.
Our second hypothesis is that there is a fundamental difference between our fitting analysis and that of Dupuy & Kraus (2013) . In Section 2.4 of Dupuy & Liu (2012) , they describe their methodology for determining astrometric fits: "We fitted three parameters to the combined (α, δ) data: proper motion in right ascension (µ α ), proper motion in declination (µ δ ), and parallax (π). This is notably different from one standard approach taken in the literature of fitting two separate values of the parallax in α and δ (...) MPFIT minimized the residuals in (α, δ) after subtracting the relative parallax and proper motion offsets (three parameters) and the mean (α, δ) position (effectively removing 2 additional degrees of freedom)."
We interpret this to meant that the subtraction of the average (α, δ) position requires the parallax solution to fit through one point located at the center of the parallactic ellipse. The effect would be averaged out over long time baselines, but we believe this method to be ineffectual for limited epochs. The sense of the bias that we see is in the expected direction; that is, their ellipse fits are artificially smaller because of their choice of data analysis method. To test this, we performed a reduction of the same [3.6] data used in their paper but employing our methodology described above. In this case, we used the [3.6] PRF appropriate for Warm Spitzer data. The resulting astrometric fits are compared to our [4.5] parallax measurements in Figure 10 . In Figure 10 , the original measurements from Dupuy & Kraus (2013) are shown in yellow, and the re-calculation using our fitting analysis and the Dupuy & Kraus (2013) data are in blue. In most cases, our calculations mea- Leggett et al. (2017) a (1) (2) (3) (4) (5) (6) (7) (8) Figure 10 in red. All targets except for 0410+1502 show an improved comparison, though the systematic offset remains.
We believe that some combination of the three effects contributed to the systematically offset parallaxes published in Dupuy & Kraus (2013) . After re-reducing the Dupuy & Kraus (2013) data and adding additional epochs, we were unable to fully account for the discrepancy, but the offset as a function of color also appears to only have a slight trend. Leggett et al. 2017 Leggett et al. (2017) and Luhman & Esplin (2016) used Spitzer [4.5] data from our parallax program to measure astrometry for several of the objects in this paper. We note a ∼ 1-to 2-σ offset that is largely systematic between their measurements and our own. They find larger parallaxes than we do, by ∼ 10-20 mas for four out of six objects. It is unclear what is causing the difference between our parallax measurements.
Note added during Proofs
We also note that in Bedin, L. R. & Fontanive, C.; submitted to MNRAS, they measured a parallax for WISE J154151.65-225024.9 to be 169±2 mas, consistent with our own value of 167.1±4.2 mas. Y0 dwarfs span several magnitudes in M J , and nearly two in W 2, based on the near-infrared classification of Y0 dwarfs. As previously mentioned, we used J −W 2 as a proxy for temperature to separate populations in Figure 7 . The color cuts show that the Y0 class spans > 4 magnitudes in J − W 2 and also overlaps the J −W 2 color space occupied by the Y1 and later-typed objects. These findings indicate that the classical near-infrared spectral typing method of sorting M, L, and T dwarfs by their J band spectral morphologies does not efficiently separate Y dwarfs by their respective temperatures. Y dwarfs, with T eff 500 K, emit only a small fraction of their light in the near-infrared and would be best-characterized based on their midinfrared spectra. This was noted in the Y dwarf discovery paper, Cushing et al. (2011); however, un- dwarfs-though some have tried (e.g. Skemer et al. 2016) . The peak emission of a 500K brown dwarf falls in the ∼ 3 -10 µm range, causing the J band to lie on the Wien tail of the blackbody spectrum. Considering the above, we recommend that mid-infrared spectra (i.e. from JWST) be used to more fully-characterize the physical properties of these extremely cold objects. Below we examine some of the more interesting targets in our sample.
7.2. Notes on specific Y0 dwarfs WISE 0146+4234 AB This object has discrepant near-infrared photometry in the literature due to its blended binary nature. For this reason, we have excluded it from our color-cuts and plot it in gray in Figures 6 and 7 .
WISE 0336−0143 exhibits absolute magnitude and colors much more similar to Y dwarfs, than late-T dwarfs, as seen in Figures 6 and 7 . We currently only have a limit on its near-infrared magnitudes, but our photometry agree with the later epoch of spectroscopy that this object is indeed a Y dwarf.
WISE 0734−7157 This particular dwarf is likely one of the warmest Y0's, based on its color and M J . The best-fit temperature from Schneider et al. (2015) is 450 K, and Leggett et al. (2017) estimate its T eff to be 435-465 K.
WISE 1639−6847 is the second coldest Y0, based on J − W 2 color. It's location in colormagnitude space is much more similar to the Y1 objects. Leggett et al. (2017) estimate its T eff ∼ 360-390 K, coinciding with our findings.
WISE 2209+2711 This is the faintest Y0 dwarf in every absolute magnitude band we measure. It is also the reddest in Y0 in J−W2. From Schneider et al. (2015) , the best fit model gives T eff =500-550K, log g=4-4.5, 0.2-1.5 Gyr old. Leggett et al. (2017) estimate T eff =310-340 K, which agrees better with our estimates that this object is colder than most Y0's. Even if we re-classify this as a Y1, this would still be the faintest and reddest Y1. This object is also the reddest Y0 in J − H and H − W 2. It's mildly blue but not unusual in Y − J (Schneider et al. 2015) . If we use the J − W 2 vs. Temperature plot from Schneider et al. (2015) to determine an effective temperature, this object should be only ∼300K. At such cold temperatures, the near-infrared flux is solely coming from the Wien tail. Our observations are thus not able to fully sample the peak of the Planck function, and thus a small shift in T eff can cause a significant change in absolute magnitudes and colors. This particular target would be excellent for follow-up with JWST spectroscopy and imaging.
7.3. Notes on specific Y0.5 dwarfs WISE 0825+2805 This target is the third-reddest object in this sample in J−W2 after WISE 1828+2650 and WISE 2209+2711, likely indicating its extremely cold nature. 7.4. Notes on specific >=Y1 dwarfs WISE 0350−5658 is the reddest in [3.6]−[4.5] in this sample, also the faintest in M [3.6] and M [4.5] , and the faintest Y1 in M J . It is likely extremely cold, probably matching the predicted ∼ 300 K from Schneider et al. (2015) and the 310-340 K from Leggett et al. (2017) .
WISE 0535−7500 is the brightest Y1-classified object and yet it was classified as ≥ Y1 in Kirkpatrick et al. (2012) . WISE 0535 is located on the outskirts of the Large Magellanic Cloud and is in a highly crowded field that partially contaminated the HST spectrum. This object would also benefit from follow-up observations in the mid-infrared.
WISE 1828+2650 is a known outlier that has thus far evaded a satisfactory explanation. Leggett et al. (2017) propose that the peculiar near-and midinfrared colors could be due to an unseen or equalmass binary, however there are a couple of problems with the binarity hypothesis. First, extreme redness cannot be explained with binarity. Based on evolutionary models, extremely cold Y dwarfs effectively cannot be young, and so a protoplanetary or debris disk makes an unlikely culprit for the enhanced [3.6] and [4.5] . Second, the amount by which this object is over-luminous is at least one mag (depending on the band) and the maximum over-brightness observed from an equal-mass binary is 0.75 mag.
Other Findings
SUMMARY AND FINAL REMARKS
We present updated distance measurements for 22 late-T and Y dwarfs, measured from Spitzer/IRAC [4.5] data obtained over baselines of ∼ 2-7 years. We also present the discovery of one new Y dwarf and five new late-T dwarfs, based on spectra from Keck/NIRSPEC. With these distances, we probe the physical properties of Y dwarfs, and find that the Y dwarf spectral classifications are likely not ordering objects in a temperature-sensitive sequence. JWST midinfrared spectra will probe the peak of the spectral energy distributions of these ultracool dwarfs and provide a better understanding of their physical characteristics.
The discovery of an additional Y dwarf, presented in this paper, brings the current total known Y dwarfs to 26. It has long been recognized that brown dwarfs cannot account for dark matter, and rather make up a fraction of the number of celestial objects compared to stars. However, it is likely that our sample of Y dwarfs within ∼10-20pc is incomplete. Their extremely cold nature makes them difficult to detect in proper-motion surveys. A dedicated 3-5 µm all sky survey with a smaller pixel scale than W ISE would likely find a handful more. CatWISE 15 is an upcoming survey that will use a re-processing of the AllWISE data to find fainter proper motion sources, including potential Y dwarfs. SPHEREx 16 , a proposed NASA MIDEX mission, would conduct an all-sky spectral survey across 1-5 µm and would also be likely to find more nearby T and Y dwarfs.
These objects are ideal for follow-up with JWST as we try to better understand star formation at the lowest masses and probe atmospheric conditions at the coldest temperatures. It may eventually be possible to spectroscopically differentiate between field brown dwarfs that have cooled to Y dwarf temperatures from the lowest-mass, Jupitersized exoplanets that have been ejected from their host system. Differing formation mechanisms predict different metallicity contents, but determining a metallicity will require 3-10 µm spectroscopy with JWST.
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