Abstract A streaked optical pyrometer (SOP) is developed and calibrated for the measurement of the temperature of shocked materials. In order to achieve a higher relative sensitivity, a onechannel scheme is adopted for the system. The system is calibrated with a shocked step-shaped aluminum sample in the SG-III prototype laser facility. The relation between the count number in the detection system and the sample temperature is thus obtained, which can be adopted to infer the temperature of any shocked materials in future experiments.
Introduction
Measurement of highly compressed materials is of great importance in understanding the thermodynamic properties of materials at extreme density and pressure condition. In order to achieve an extreme pressure, intense laser pulses or radiation fluxes are irradiated onto a sample to launch a strong shock. Usually, people are just interested in the density and pressure of the shocked material that can be inferred from the shock speed and the shocked fluid velocity in combination with the conservation laws of hydrodynamics, and pay a lot of attention to the Hugoniot relation [1, 2] . In recent years, the temperature of a sample before and after shock has attracted more and more attention because the sample could be preheated with hard X-rays or hot electrons and its state can remarkably vary before being shocked. Furthermore, temperature is a key parameter to verify our understanding of the physics of shock-materials interaction, such as phase transition occurring in the shocked sample [3, 4] . The temperature of shocked or preheated materials can be high enough to emit optical light. Since the sample before the shock is usually in a solid state and very dense, it can be regarded as a black body. Hence, temperature can be inferred from the optical emission from the sample. In this article, we develop a streaked optical pyrometer (SOP) to measure the temperature of solid-density samples. By analyzing the relative sensitivities, we choose the scheme of monochromatic channel. Absolute calibration of the SOP system is always a technical challenge. We propose a method to simplify the calibration procedure by using shocked aluminum as the standard light source, and establish a relation between the temperature and the absolute radiance from the rear surface of the sample. It is found that our SOP is capable of analyzing shocks with velocity up to 40 km/s. The feasibility of the SOP is demonstrated in the experiment performed with the SG-III prototype facility.
Optimization of relative sensitivity
With the assumption that the radiation from a shocked/preheated material is Planckian, the intensity of the emission within a bandwidth of 2∆λ is given by
Here I λ0 is the radiance, ε is the emissivity of the sample surface, which depends on the state of matter, λ 0 is the central wavelength of the observed radiation, T is the sample temperature, and c 1 and c 2 are two constants. According to Eq. (1), there are two schemes to derive T [5−7] . One is to measure the absolute radiance I λ (T ) at the central wavelength of λ. The inferred temperature is called the brightness temperature. Another is to measure the ratio of the radiance at the wavelength respectively centered at λ 1 and λ 2 , i.e. R = I λ1 (T )/I λ2 (T ). The resultant temperature is called the color temperature. The two schemes are called one-channel and two-channel schemes, respectively.
In the experiment a sample is compressed by shocks driven by intense laser pulses or radiation fluxes, the temperature of the shocked sample can reach tens of eV. In this temperature range, the peak of the spectral radiance is located in the deep ultraviolet region, which is quite beyond the detection limit of an optical system. We prefer to setting up the diagnostic system in the optical range. However, the spectral radiance is lower in the optical range, and decreases as the wavelength increases. In order to accurately measure the sample temperature, we have to make a choice between the two schemes. We introduce relative sensitivity as the key parameter to evaluate the diagnostic system. For the one-channel scheme, the relative sensitivity is defined as S 1 = (1/I λ )(dI λ /dT ); for the two-channel scheme, it is defined as S 2 = (1/R)(dR/dT ). It is easy to see that the larger the relative sensitivity, the more accurate the inferred temperature. The temperature range that we consider here is from 0.5 eV to 20 eV, and ε is assumed to be 1.
The radiance I λ and relative sensitivity S 1 of the onechannel scheme with different bandwidth are shown in the signal level and the relative sensitivity, while the bandwidth of the optical channel just affects the radiance level. The difference of the relative sensitivities at the center wavelength of 470 nm with a bandwidth of 100 nm and 20 nm is less than 5‰. With the increase of temperature, there is an irresistible decline in relative sensitivity. When the temperature is 0.5 eV, the relative sensitivity at 470 nm is 10.47/eV. It drops to 0.26/eV when the temperature goes up to 5 eV. Shown in Fig. 2 (a) and (b) are the signal ratio R and the relative sensitivity S 2 of the two-channel scheme in various conditions. As seen in Fig. 2(a) , the signal ratio approaches a constant when the temperature rises, leading to a drop of the relative sensitivity with increase of temperature. As seen in Fig. 2(b) , the relative sensitivity of the two-channel scheme varies from 2.16/eV at 0.5 eV to 1.14×10 −2 /eV at 5 eV, which is approximately one order of magnitude lower than that of the one-channel scheme. Larger value of relative sensitivity means more accurate measurement of temperature. For example, when the temperature is 5 eV, 1% uncertainty induced by the signal ratio R could cause 10% uncertainty in color temperature while 1% uncertainty in the signal intensity I λ will lead to just 1% uncertainty in brightness temperature. Based upon this fact, we choose the one-channel scheme for our SOP system. Since the relative sensitivity of the one-channel scheme is higher at shorter wavelength, we set the central wavelength of the SOP system at 470 nm, in compromise with the fabrication of the optics and the alignment of the system.
System calibrations
The schematic of our one-channel SOP system is shown in Fig. 3 [8−10] . An f /5 Cassegrain telescope is adopted to collect and image the light signals emitted from the sample surface. With the reflective imaging system, the dispersion can be ignored, making the alignment of the system easy. The compact filter determines the central wavelength and bandwidth of the system. The time-resolved signal is detected with an optical streak camera equipped with a charge-coupled device (CCD). The slit of the streaked camera is set on the image plane to obtain a one-dimensional spaceresolved image.
It is the count number of the CCD that we analyze to obtain the signal intensity and thus to infer the sample temperature. According to the experimental arrangement shown in Fig. 3 , it is straightforward to deduce the CCD count per pixel [11] ,
Here T (λ) is the optical transmission from the target surface to the cathode, R(λ) is the spectral response of the combination of the streak camera and the CCD, A is the pixel area of the CCD, Ω is the solid angle of the imaging system, t is the exposure time of the CCD, which depends on the sweep rate and the slit width of the streak camera, and G is the gain of the detection system, which is determined by the working status of the streak camera and CCD. As seen in Eq. (2), it is necessary to make an absolute calibration of the system so as to infer sample temperature T from the CCD counts, which is always a challenge in the application of SOP systems. The technical difficulties come mainly from the following problems. (a) The imaging slit and the cathode of the streaked camera is highly integrated. It is difficult to determine the light intensity on the cathode, especially for the absolute calibration. (b) The intensity on the image plane of the system is greatly affected by the F number (the ratio of the lens's focal length to the diameter of the entrance pupil) of the light collector. However, configurations of the calibration setup and the experiment setup, mainly the F number and the incident angle, could be quite different, leading to a systematic error of the calibration result. (c) The time resolution of the streak camera approaches 1 ps, leading to the fact that a normal continuous wave (CW) light source is not bright enough for calibration. It is necessary to use a pulsed light source to calibrate the system. We first calibrate the optical transmission T (λ) and relative spectral response R(λ) of the system, which are two key parameters in Eq. (2) and are independent of the light intensity and light path configuration. Fig. 4(a) and (b) show the result of the optical transmission and the relative spectral response of the system, respectively. The details of the calibrations are given in the appendix.
The radiance from a sample can be measured by calibrating the SOP with a suitable known light source. With aid of Eq. (2), it is easy to obtain the following equation if the setup of the calibration is exactly the same as the experiment setup,
In this way, we can minimize the uncertainties arising from system gain, solid angle, sensitive area and exposure time. We use a shocked aluminum sample as a standard light source to calibrate the whole system. Aluminum is usually referred to as a standard material based on our excellent understanding of its property. A relationship between the temperature and shock speed can be obtained with the aid of hydrodynamic simulation with the code MULTI [12] , which has been widely used in solving one-dimensional radiation hydrodynamic problems. The equation of state of Al we use in the simulation comes from SEASAME. Displayed in Fig. 5 is the result of our simulation. As seen in this figure, the simulation result is in excellent agreement with data from the known SEASAME data. We further assume that the shocked sample is a blackbody because the shocked sample is very dense, and thus is optically thick in the optical regime of interest. Therefore, the shocked aluminum sample with known shock velocity could be used as a standard light source. The calibration is performed using the SG-III prototype facility [14−16] . Four laser beams are delivered into a cylindrical gold hohlraum of 1 mm in diameter and 0.8 mm in length. The hohlraum has one laser entrance hole (LEH) with a diameter of 0.65 mm. We analyze the uniformity of the radiation fields by a visual angle code IRAD3D. This code contains the effect of view factor and the albedo of the hohlraum and the sample. It has been proved to be useful in predicting the spatial properties of the driven source. Calculation results show that within 0.55 nm at the center of the diagnostic hole, the planarity of the radiation flux is better than 98%. This quality ensures the shock velocity uncertainty caused by the non-uniformity of the radiation flux to be less than 1% because the relation T r ∝ D 0.65 , where D is the shock velocity [13] . The laser energy varies from 0.5 kJ to 1.5 kJ within the duration of 1 ns at the wavelength of 351 nm, leading to a radiation temperature in the range of 140-190 eV. A sample with the size of 1 mm×1 mm is mounted over a 0.7 mm×0.4 mm square hole opposite the LEH. The aluminum sample is shaped with five steps. The ablation of the radiation fields can drive a shock wave in the sample. When the shock wave breaks through the sample surface, the shocked sample emits optical signals. The width of each step is between 0.12 mm to 0.15 mm. The thickness of the sample base is governed by two factors. On one hand, the thinnest thickness is conservatively estimated to avoid burning-through by the high temperature drive. We utilize hydrodynamic simulation to give a lower bound of 0.03 mm. On the other hand, the sample should be thin enough to avoid the overtaking of the rarefaction wave from the periphery of the shocked sample. We consider the rarefaction wave from the side-edge penetrating to a depth ∆h on both edges, which is the same as the thickness of the step [17] . This approximation is quite appropriate and convenient. The upper limit is suggested to be 0.08 mm. It can still provide a relatively smooth space ∼0.07 mm for the thickest step. The experimental setup and a typical streaked image are shown in Fig. 6(a) and (b) , respectively. We acquire an appropriate five-step image of shock in the experiment. The laser energy of this shot is 1.63 kJ. The temporal profiles of the optical signals from the five steps are shown in Fig. 7(a) . The abrupt rising of the signal indicates the break-through of the shock wave. With the break-through time and the step thickness, we can obtain the shock speed. We fit the trajectory of the shock with a second order polynomial function. The data and fitting curve are shown in Fig. 7(b) . Differentiating the trajectory with time, the instant shock speed at each step is obtained. In order to avoid the error introduced at the fitting boundary, only the velocities at the three middle steps are used. With the increase of laser energy, the shock velocity increases from 18 km/s to 45 km/s in the calibration.
The sample temperature then is inferred from the measured shock speed with aid of the relation shown in Fig. 5 , in which the corresponding CCD count is the maximum for each step. In Fig. 8 , we compare the predicted curve from Eq.(2) with the calibration data. As seen in this figure, the calibration data are in good agreement with the prediction curve, though the fluctuations are still significant. The error bars come mainly from the uncertainty in shock velocity diagnosis. In our experimental setup, the time resolution of the system is about 20 ps, leading to approximately 10% relative uncertainties in shock velocity diagnoses. With the aid of Fig. 5 , we estimate that the temperature uncertainty could be as high as 20%. Data from different shots accord with the calibration curve fairly well, which certifies our calibration results. With the calibration result shown in Fig. 8 , we can measure the temperature of any shocked sample in future experiments. Preheating could be one of the major factors to induce deviation of the calibration data from the calibration curve shown in Fig. 8 . Hard X-rays generated in the hohlraum can penetrate deeply into a sample and preheat it before the arrival of the shock, causing a compressed state different from that shown in Fig. 5 . Therefore, preheating should be carefully minimized in the calibration. Another reason for the deviation is the large uncertainty in the evaluation of CCD counts due to the low signal to noise ratio (SNR) of the experimental data. This becomes more severe when the shock intensity is low and CCD count is small. The next step of our work is to reduce these uncertainties.
It should be pointed out that we make a key assumption in developing the SOP system. That is, the shock sample behaves like a perfect black body in the optical regime of interest. However, as a shock breaks out from the rear sample surface, the instantaneous emissivity of the sample is determined by both the absorption and the temperature profile of the sample [18] , and may deviate from that of a black body. In principle, enhancing the time resolution of the system could make the assumption more reasonable because rarefaction is insignificant and the unloaded sample is still very dense within a very short time.
Conclusion
We have optimized the optical channel of a SOP system using relative sensitivity in the high temperature range of 0.5 -20 eV. The feasibility of our SOP is demonstrated in SG-III prototype facility, and quantitative SOP data are obtained from this technique. We propose a relatively simple way to calibrate the system so as to reduce technical difficulties. The calibration data are in good agreement with the predicted curve, verifying the feasibility of the high temperature diagnostic technology. The uncertainty of the temperature, which is about 20%, arises mainly from the measurement uncertainty of the shock velocity in the standard aluminum sample. and its energy is measured by a DR2550 calorimeter, which is NIST-traceable. The streak camera responses to such quasi-monochromatic light and CCD counts are recorded. We switch the spectral wavelength from 420 nm to 520 nm and acquire the relative spectral response. Fig.9 Schematic of the calibration arrangement
