The views expressed in this Working Paper are those of the author(s) and do not necessarily represent those of the IMF or IMF policy. Working Papers describe research in progress by the author(s) and are published to elicit comments and to further debate. This paper empirically estimates the main determinants of bank credit growth during the 2008 financial crisis. Using a sample covering over 80 countries, this paper finds that larger bank credit booms prior to the crisis and lower GDP growth of trading partners are among the most important determinants of the post-crisis bank credit slowdown. Structural variables such as financial depth and integration were also relevant. Finally, countercyclical monetary policy and liquidity played a critical role in alleviating bank credit contraction after the 2008 financial crisis, suggesting that countries should pursue appropriate institutional and macroeconomic frameworks conducive to countercyclical monetary policies. JEL Classification Numbers: E32, E52, G21
INTRODUCTION
Rarely an episode of financial turmoil-at least in the post-World War II era-generated such economic havoc as the 2008 financial crisis. The crisis was unique in terms of the wealth destruction, estimated at US$ 50 trillion equivalent to one year of world GDP, 3 associated with the plunge in the value of stocks, bonds, property, and other assets. Moreover, the crisis was unprecedented in its global scale and severity, hindering credit access to businesses, households and banks, and choking economic activity.
Banks, in particular, faced unparalleled liquidity stress hurting their ability to lend. Libor-OIS spreads, a conventional measure of liquidity stress and confidence between banks, hit an all time high of 366 basis points (in U.S. dollar rates) in October 2008, soon after Lehman Brothers bankruptcy on September 15, 2008. Libor-OIS spreads in other currencies showed similar interbank market strains (Figure 1 ). The damage on global bank balance sheets in advanced countries-with losses projected by the IMF reaching over US$ 4 trillion in the period 2009-10-provoked a strong credit slowdown. 4 Bank credit decelerated significantly in several regions, with Emerging Europe presenting the lowest average growth rate in the period post crisis. Bank credit in OECD countries also slowed down especially in countries where banks received public support in the form of capital injections (Figure 2 ). Displaying high synchronicity, bank credit contracted in 95 percent of all countries, at least in one of the eight months after September 2008 (Table 1) . This credit crunch is still ongoing and may persist for some time despite nascent recovery in several countries. In others, bank credit may not grow for quite a while at the same rates it used to before September 2008.
The purpose of this paper is to study the evolution of bank credit throughout the 2008 financial crisis using a dataset covering over 80 countries. In this context, this paper aims to provide answers to four relevant questions of interest to the profession (a) which countries were able to maintain healthy 5 bank credit growth despite the crisis? (b) which were the main determinants of performance among countries with respect to the ability of their banking systems to maintain credit flows to the economy? (c) to what extent is this performance dependent on what happened to bank credit growth during the period previous to the crisis? 6 and (d) has monetary policy played a role in attenuating the 1 The estimates of wealth destruction are from Loser (2009) . Reinhart and Rogoff (2009) assert that the current financial crisis is, beyond contention, extremely severe by any metric. 4 Estimates presented in the May 2009 issue of the IMF, Global Financial Stability Report. 5 Bank credit growth could be inefficient if misdirected to unfit sectors of the economy and, therefore, credit quality (health) could be jeopardized. This paper does not focus on credit quality, limiting itself to the study of credit growth determinants. Thus, whenever the paper refers to credit performance, the reference is valid for measures of credit flows growth rather than credit quality improvements. 6 Schularik and Taylor (2009) show that credit growth is a powerful predictor of financial crises in the history of 12 developed countries, suggesting that crises are "credit booms gone wrong." Jan-04 Jan-05 Jan-06 Jan-07 Jan-08 Jan-09 severity of the slump in credit? Answers to these questions will help assess the quality of the banking system, comparing its performance among countries in its utmost important task of granting loans to businesses and households, 7 an essential element in the process of economic growth.
The choice of bank credit growth as measure of bank performance 8 is justified by a large literature emphasizing the role credit plays on the process of economic growth. 9 Rajan and Zingales (1998), for example, show that external financing-dependent industries in the United States expanded faster than less dependent industries. A clear-cut general interpretation of this finding is that countries with more developed financial systems (including more banking) could grow more than countries with less developed systems. Similarly, Levine and Zervos (1998) use data on 47 countries to show that bank lending has a strong independent effect on growth. Surprisingly, while the literature is ample on papers investigating the effects of financial development on economic growth, articles researching the determinants of credit growth are less abundant.
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Thus, by focusing on the determinants of bank credit growth, this paper clearly contributes to the existing literature. Moreover, this contribution is especially relevant and timely in the context of the 2008 financial crisis.
The findings of the paper are remarkably robust and consistent with the basic intuition regarding the drivers of bank credit growth. Estimates of standard cross-section econometric techniques on a dataset covering 83 advanced, emerging, and developing economies find that countries with (a) high bank credit growth prior to the crisis, (b) suffering stronger demand contraction after the Lehman Brothers shock, (c) with high financial integration with respect to the rest of the world, and (d) with weaker counter-cyclical monetary policy response, presented, on average, lower growth rates of bank credit in the period after the Lehman Brothers collapse. This last result is of special importance from a policy perspective and constitutes a major contribution of this paper. It suggests that countries can be better off developing a macroeconomic and institutional framework enabling them to display a counter-cyclical monetary policy to attenuate credit contraction when times turn rough.
The paper continues as follows: section two describes the data and the econometric methodology, section three presents estimation results including some robustness exercises, and section four concludes the paper.
II. DATA AND EMPIRICAL MODEL
The dataset is composed of monthly, quarterly, and annual data on macroeconomic, structural, and banking variables within the period from (2000); Raddatz (2009); and Micco, Panizza, and Yañez (2004) .
To investigate the main macroeconomic, structural, and banking determinants of bank credit growth post Lehman Brothers bankruptcy (the dependent variable), we estimated cross-country models, controlling for the growth rate of bank credit in the two years previous to the crisis and for the macroeconomic demand shock after the crisis. The dependent variable is the deviation from trend of the monthly growth rate of real bank credit in the post-Lehman bankruptcy period (average of October 2008 to May 2009), which we consider to be an accurate measure of bank performance of different countries during the 2008 financial crisis. To construct this variable we used nominal bank credit series from the IFS (line 22d), and the CPI inflation (IFS line 64), which we used as deflator for the levels. The real credit series were seasonally adjusted, and then, we estimated the trend of these series using Hodrick-Prescott filters with monthly data from January 2002 until May 2009. Finally, the month-over-month growth rates were calculated, both for the deflated series and for the trends, which were then subtracted to obtain the finally used deviation from trend variable.
The decision to calculate the dependent variable with monthly instead of quarterly data is partially due to data availability. The post-Lehman Brothers bankruptcy period is only about a year long and therefore only a few quarters could be used (depending on the data availability in the IFS). Hence, using monthly data allowed having at least eight observations for each country of the sample.
The initial aim was to have a sample of countries as large as possible, so we consider all countries for which the nominal credit and CPI inflation series were available (line 22d and line 64 of the IFS, respectively) for at least May 2009, excluding sample outliers with average real bank credit growth falling outside a 95 percent confidence interval. (Calderon and Smith-Hebbel, 2008 (Calvo, Mejía, and Izquierdo, 2008) . A higher share of liabilities in foreign currency makes a country more exposed to currency mismatches which could affect bank credit if exchange rate varies; hence we expect a negative coefficient (Calvo, Mejia, and Izquierdo, 2008) ;  A set of variables that account for the characteristics of the countries' banking systems that could affect the evolution of domestic bank credit:
o Share of public ownership of the banking system in 2002 (Micco, Panizza, and Yañez, 2004) . We expect a positive relationship with the dependent variable as public banks behave more counter cyclically, responding less to external shocks than private banks, positively affecting total bank credit (Micco, Panizza, and Yañez, 2004) ;
o Share of foreign ownership of the banking system in 2002 (Micco, Panizza, and Yañez, 2004) . Rojas-Suárez and Wiesbrod (1996) find that a higher presence of foreign banks brings more stability to total bank credit (positive coefficient expected); Demirgüç-Kunt, and Levine, 2000) . Concentration is defined as total assets of the three largest banks as a percentage of total assets of the banking system. A more concentrated banking system could signal a strong market position and higher profits increasing its resilience against external shocks; hence, we expect a positive sign for the coefficient;
o Banks' dependence on wholesale funding prior to the crisis (Raddatz, 2009 The reduced form empirical model for the credit market can be summarized as follows:
1. Credit supply equation:
where matrix X contains lending spreads (lending rates minus money market rates), structural variables, among others.
Credit demand equation:
where matrix Z contains lending spreads, structural variables, among others.
In equilibrium:
where is our dependent variable used in the econometric estimation, while matrix contains all independent variables mentioned above.
Therefore, we estimate the above reduced form model by OLS which can be represented by the following equation:
III. EMPIRICAL RESULTS
The first objective of our empirical analysis is to identify the main macroeconomic, banking, and structural determinants of bank credit growth in the period after the Lehman Brothers collapse. Then, we conduct a series of exercises using dummy interactions to identify the differential impact of these determinants among regional groups of countries. We also use dummy variables to show that some of the determinants that, on average, seem not to be relevant to explain bank credit growth in the aftermath of the crisis, become important for countries displaying extreme values of such determinants. Finally, we perform a sensitivity analysis that checks whether or not the main results hold for different time windows for the credit boom prior to the crisis and for different de-trending definitions of bank credit. We also show that the quantitative effect of the credit boom
previous to the crisis is much larger than in other episodes (subprime crisis) and normal times.
A. Main Determinants of Credit Growth after Crisis
The estimation results of the model described in the previous section are shown in Table 3 . The dependent variable is the deviation from trend of the monthly average seasonally adjusted real bank credit growth post Lehman Brothers bankruptcy. The independent variables are those included in the  matrix discussed in the previous section. The main determinant of credit growth post crisis is credit growth prior to the crisis. In column 1, a simple regression taking the boom in credit 24 months prior to the crisis as the single independent variable can explain 45 percent-as measured by the R-squared of the regression-of the evolution of bank credit after the crisis. This evidence strongly supports the existence of lending booms and busts, a stylized fact typical of several financial crisis episodes as suggested by Tornell and Westerman (2002) . Moreover, this effect is strikingly robust among different specifications and is of quantitative relevance. In particular, an extra monthly increase of credit growth above the trend of one percentage point in the 24 months prior to the crisis leads to a reduction of around 2 percentage points relative to trend in the growth rate of credit after the crisis.
Another important determinant of credit growth after the crisis is the size of the external shock affecting demand across countries, which is included in three different forms in Table 3 . Column 2 uses the deviation from trend growth rate of real GDP, column 3 represents the shock through the growth rate of countries' terms of trade and column 4 uses growth of trading partners. In all measures, the coefficients are statistically significant and have the expected positive signs. Countries with higher real GDP growth after the crisis presented higher growth of real bank credit. But among the three measures, the real GDP growth of trading partners is the most suitable, since it has the highest coverage of countries. Moreover, real growth of trading partners is exogenous compared to other measures such as real GDP growth, which are clearly affected by real credit growth, our dependent variable. The coefficient of real GDP growth of trading partners is quantitatively important. A one percentage point increase in main trading partners' GDP raises real bank credit growth by a monthly 0.1 percentage point above trend for the period after the crisis.
With the equation in column 4 as our first benchmark, we turned to columns 5 to 9 where structural and banking variables are included as determinants of bank credit growth. They all come out with the expected signs but are mostly not statistically significant, possibly due to high collinearity among variables. Bank concentration is the sole exception. Countries with a more concentrated banking industry displayed higher growth rates of bank credit, confirming our intuition and suggesting that the banking sector in these countries may have been more profitable (nonetheless, measures such as return on equity are not statistically significant at standard significance levels).
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In columns 10 to 12 we considered the role played by monetary policy and liquidity effects on bank credit growth after the crisis using two measure of monetary policy. In columns 10 and 11, we used the percentage change in the money market rate in the period after the crisis as an independent variable. 12 The coefficient is highly statistically significant and has the expected negative sign. Countries where the money market rate dropped the most after the crisis presented higher growth rates of bank credit. This is an important result since it shows that those countries which recovered more quickly from the liquidity freeze in the interbank market (money market) could extend more credit to the economy. This also has a strong policy content as it suggests that real bank credit grew more in countries where counter-cyclical monetary policy was more aggressive, assuming that the transmission mechanism was operating properly helping reduce money market rates.
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One problem of the estimation in column 10 is that the change in money market rate is endogenous. For example, policy rates may have been strongly reduced reacting to the bank credit crunch in several countries. In column 11, therefore, we instrument money market rates with average inflation in the last three months prior to the crisis. Results are encouraging as the marginal effect increased indicating a stronger effect of monetary policy (and liquidity) on bank credit growth.
14 In particular, a 10 percentage point reduction in the rate of growth of money market rate post crisis increased the average monthly growth rate of bank credit by 0.04 percentage points. This result is quantitatively significant. Taking the case of Chile, one of the highest drops of money market rates since September 2008 (76 percent through May 2009), this reduction, ceteris paribus, contributed to an increase in bank credit of around 0.3 percent per month on average above trend in the period after the crisis. Table 4 shows results for a 2SLS regression.
Focusing on the first stage, we conclude that inflation is a good instrument to change in money market rates as they are both strongly related. Therefore, there are grounds to believe that the marginal effect estimated in column 11 is a reliable representation of the true effect of money market rates on bank credit growth post crisis.
In a similar spirit, column 12 examines quantitatively the relationship between monetary policy and bank credit growth using a different specification. This combines the absolute change in the money market rate (in basis points) with a dummy variable receiving a value of 1 for countries with a money market rate below 10 percent in September 2008. The coefficient associated to the product of the change in money market rate and the dummy variable is negative and statistically significant. This suggests that the reduction in the money market rate is relevant only for those countries in the sample.
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In columns 13 and 14, we test if the exchange rate regime existing previous to the crisis affected bank credit. Results confirm our intuition that floating regimes attenuate credit slowdown as they allowed for a more independent counter-cyclical monetary policy. 16 Finally, specifications 14 to 17 control for cross regional differences affecting the intercept of the regressions. Results of column 14 show that being an EMBI country, unconditionally lowered credit growth by 0.35 percentage points relative to trend. Nevertheless, column 17 shows that the only region with a positive and statically significant effect is Emerging Asia. Quantitatively, bank credit growth was unconditionally higher in this region by around 0.5 percentage points monthly above trend on average. Finally, columns 15 to 16 do not show a statistically significant difference between those OECD countries receiving or not receiving public capital assistance. However, bank credit growth was more negatively affected in OECD countries where banks did receive public capital support (negative coefficient in column 16). In Table 4 , we explore in more detail cross-regional differences in the effect of several variables on bank credit growth post crisis. Table 5 conducts a series of exercises analyzing cross-regional differences in effects of variables on bank credit growth, our dependent variable. All regressions in Table 5 , control for bank credit growth prior to the crisis and trading partner' GDP growth. Results 15 The coefficient on the noninteracted variable is unexpectedly positive, but weakly statistically significant. One possibility is that, since the dummy variable cover 85 percent of the sample, the noninteracted variable (absolute change of money market rate) is capturing other nonobservables affecting credit markets in these economies. A Wald test rejects the null hypothesis under 1 percent significance level that the marginal effects of the interacted and non-interacted money market rates are equal. 16 It is worth noting that the coefficient associated to the regression of column 13 is not statistically significant, albeit having the correct sign. This provides partial evidence for the correlation between the exchange rate regime and monetary policy. Moreover, results are not robust to a different exchange rate regime classification as in Levy-Yeyati and Sturzenegger (2005) . The estimated coefficient has the expected sign but is not statistically significant. Results with the exchange rate regime alternative classification are not shown but are available upon request.
B. Results Using Dummy Interactions for Regions and Other Variables
for columns 1 and 2 indicate that the effect of bank credit boom prior to the crisis on credit growth after the crisis is stronger for OECD countries than in emerging or developing countries (the effect is twice as high as the average effect shown for a typical specification in Table 3 ). Among all emerging regions, Asia had the strongest marginal effect for the credit boom prior to the crisis. These are regions less likely to have the largest credit booms prior to the crisis, so the size of the marginal coefficients explaining any credit bust in OECD and Emerging Asia need to be larger than in other regions of the world for a bust of similar magnitude after the crisis. In columns 3 and 4 we examine if the external shock affected credit differently across regions. Our results show that Emerging Asia is the region that suffered the most, possibly reflecting the stronger deceleration in GDP growth of its partners located in other regions of the world where the crisis was more severe. Column 5 shows differences across regions of the effect of monetary policy on credit growth. Money market rates seem important in OECD countries reflecting both major drops in liquidity premiums after the crisis as well as aggressive counter-cyclical monetary policies in member countries. Table 6 presents results of several regression specifications that include interaction terms. In column 1, we examine if the credit boom before the crisis has a nonlinear effect on credit growth after the crisis. To accomplish that, we use an interaction term equal to the product between the variable credit boom and a dummy variable that receives 1 if the credit boom prior to the crisis is above the 75 th percentile of the distribution of credit booms, and zero otherwise. Results suggest that the effect of the credit boom prior to the crisis is similar for countries having high or low credit booms. Similarly, we examine nonlinear effects in growth of main trading partners. The evidence does not show significant differences of effect among high and low levels for this variable. Using the same methodology in columns 3 to 7, we examine five additional variables where effects may be different depending where the country is located on the statistical distribution of the specific variable. Two results are worth mentioning. Firstly, financial depth seems to contribute to credit growth, but countries with low financial depth (using credit/GDP as proxy) were marginally better off compared to countries with high financial depth, against our initial intuition. 17 Secondly, and more importantly, countries with low financial integration have performed better in terms of bank credit growth than those highly integrated. This is an important result as it suggests that in a financial crisis episode of global proportions, being less financially integrated insulates the banking system in particular, and the economy as a whole, from external financing disruptions. Table 7 presents results for three different sensitivity tests to check for the robustness of our results. All regressions in the table present results controlling for growth of trading partners' GDP. In columns 1 to 5, we define credit booms for four different time windows for credit growth prior to the crisis, contrasting with the window of 24 months used in Tables 3 to 6 . Results are statistically significant for all definitions. Interestingly, the size of the marginal effect of the boom prior to the crisis is increasing with the timeframe defined for the boom. This may reflect the fact that booms of longer periods are consistent with higher larger credit reversals. This result is in line with those highlighted in the literature of crisis prevention. According to Biggs, Meyer, and Pick (2009) five-year lending booms are good predictors of financial distress. Results in column 2, which use our main definition of boom (24 months), show the highest R-squared among all measures, an extra reason for the selection of this time window for our baseline regressions.
C. Sensitivity Analysis
Column 6 changes the definition of trend for the calculation of the dependent and independent variables maintaining the window of 24 months. Instead of using the last data point (May 2009), we excluded the months after the crisis in the trend calculation, assuming simply that the trend would continue its evolution as there was no crisis. It is worth noting that this is a very conservative assumption as the crisis may or may not be viewed as a structural break in the country series looking forward. The effect of the credit boom is still statistically significant, at 10 percent significance level, albeit of smaller size.
Finally, columns 7 and 8 show results for credit booms taken for different periods using the same dataset. In column 7, we use the subprime crisis episode and in column 8, a small correction in 2006. In both cases, for consistency, we maintained the window of 24 months for bank credit growth before the crisis and the eight month average period (since Lehmann Brothers collapse) that we apply in our exercises. In both cases, the effects are still statistically significant, but the size of the coefficients are less than half of those presented in Table 3 . This shows that the credit booms before the 2008 financial crisis is of much large importance in explaining the bust thereafter than in other periods, giving preeminence to the 2008 financial crisis.
IV. CONCLUSIONS
The main purpose of this paper was to identify the main determinants of bank credit growth after the 2008 financial crisis. Using a dataset covering about 80 countries for the period January 2002 to May 2009, and applying standard cross-section econometric techniques, we found that credit booms prior to the crisis is an important determinant of credit contraction observed in the aftermath of the crisis. This result is in line with the literature of lending booms and busts cycles as in Tornell and Westerman (2002) among others. We also found that the external shock affected countries differently depending on the growth performance of their main trading partners. Additionally, we found that bank credit responded very differently among world regions, which can be partially explained by the diversity in countries' structural characteristics including, for example, financial depth and international financial integration. Finally, the role of counter-cyclical monetary policy and liquidity was extremely important, alleviating the credit crunch in the period after the crisis.
Our main contribution to the literature is to document the behavior of banks in their most essential task as financial intermediaries, namely extend credit. This paper is timely as the world recovers from the major post-World War II financial turmoil. We believe that this is a contribution of high policy content to all countries. Developing nations have benefited from their low financial integration in the context of this global crisis, but this does not necessarily mean that they should avoid pursuing financial integration with the rest of the world. To be sure, navigating in a volatile financial world demands an institutional framework conducive to counter-cyclical monetary policies. The results in this paper suggest that they may at least alleviate the effects of the crisis on bank credit. 3/ Euro area countries data includes, in addition to bank credit to the private sector, the bank credit to state and local government and bank credit to public nonfinancial corporations (line 22s of the IFS). 2/ ***Statistical significance at 1 percent, ** 5 percent, and * 10 percent. 3/ Standard errors in parenthesis. 4/ "High" refers to the observations above the 75th percentile, and "Low" to the observations below the 25th percentile. 5/ Deviation from trend. Real credit growth post-Lehman Brothers bankruptcy (1)-(6) Real credit growth in other periods (7)-(8) 
