The Intrinsic Estimator (IE) has been proposed to address the age-period-cohort problem and is believed by many to yield robust and reliable estimates. We, however, show that IE estimates are highly sensitive to one's choice of coding scheme or model parameterization. We reanalyze data from published articles to demonstrate that estimation results using one coding scheme (e.g., the zero-to-sum coding) can be dramatically different from those obtained using a different coding scheme (e.g., reference group coding). The results are so different that a researcher would sometimes reach opposite conclusions about the effects of age, period, and/or cohort depending on the seemingly innocuous choice of coding scheme. We provide a nontechnical explanation for this sensitivity; an appendix provides a mathematical proof.
Introduction
In a series of articles, Fu, Yang, and Land (Fu 2000, 2008; Fu and Hall 2006; Yang, Fu, and Land 2004; Yang, Schulhofer-Wohl, Fu, and Land 2008; Yang 2008) proposed the Intrinsic Estimator (IE) and argued that it is a general-purpose, robust, reliable, and useful tool for estimating age-period-cohort (APC) and similar models, where identification and estimation are deeply problematic because of exact linear dependence among the explanatory variables. For example, in their article "The Intrinsic Estimator for Age-Period-Cohort Analysis: What It Is and How to Use It" (American Journal of Sociology, vol. 113[6] :1697-1736), Yang, SchulhoferWohl, Fu, and Land describe the IE and how to use it to disentangle age, period, and cohort effects in empirical research. They argue that the IE produces estimates that approximate well the "true" age, period, and cohort trends, using the General Social Survey data as an example (Yang et al. 2008 (Yang et al. :1712 (Yang et al. -1716 . They also use simulated data to argue that the IE performs better than the traditional Constrained Generalized Linear Model. They conclude that the IE can be used to produce reliable and useful estimates of the underlying independent effects of age, period, and cohort in APC models (Yang et al. 2008 (Yang et al. :1716 (Yang et al. -1722 . The IE now enjoys wide popularity in many disciplines and has been used in multiple empirical applications (e.g., Clark and Einsenstein 2013; Schwadel and Stout 2012; Schwadel 2011; Yang 2008) . O'Brien (2011) and Luo (forthcoming) raise questions about whether the IE is in fact a useful method for estimating the true effects of age, period, and cohort. In particular, they show that like other APC estimators, the IE involves a constraint and they argue that this constraint is essentially arbitrary.
In this comment, we raise additional concerns about the robustness (i.e., sensitivity) and thus usefulness of the IE. Specifically, we show that IE estimates can be highly sensitive to a 2 researcher's choice of coding scheme or model parameterization. We reanalyze data from three published articles to demonstrate that coding the APC model using one coding scheme (e.g., the zero-to-sum/ANOVA coding) can give dramatically different results from those obtained using a different coding scheme (e.g., using a reference group). The results are so different that a researcher would often reach opposite conclusions about the effects of age, period, and cohort depending on the choice of coding scheme.
The IE's sensitivity to the coding scheme used in an analysis is in sharp contrast to fully identified statistical models, for which different coding schemes necessarily produce equivalent results after appropriate transformation. We provide a nontechnical explanation for this sensitivity; an appendix provides a mathematical proof. In addition, the appendix shows that for any choice of parameter estimates among the infinite number of solutions for an APC model, there is always a coding scheme in which the IE produces that specific set of estimates. In other words, one can choose any estimate one likes from the possible set of estimates and there will be a coding scheme under which the IE produces that estimate. Because the choice of coding scheme is arbitrary, it follows that the IE's choice of one estimate from the infinite number of solutions for an APC model is also arbitrary.
The Intrinsic Estimator
The IE achieves identification in ways that are both similar to and different from more traditional approaches to estimation of APC models. Because Age, Period, and Cohort are linear functions of each other, there are an infinite number of possible estimates for the APC model, all of which give identical fitted values for the response variable but which can give highly different coefficient estimates of age, period, and cohort effects. Because all the possible estimates give 3 the same fitted values, there is no way to use the data to choose among them. The possible estimates all lie on a line, called the "solution line," so if one fixes the value of one parameter estimate at any finite value, the values of all the other parameter estimates are then determined by the data.
The problem in doing APC analysis is deciding which set of estimates, that is, which point on the solution line, to privilege. As O'Brien (2011) shows, the IE, like traditional APC estimators, imposes a particular constraint on the parameter estimates that determines which point along the solution line, that is, which set of parameter estimates, is privileged.
Traditional approaches to identifying APC models involve either setting some parameter(s) to zero, e.g., assuming there is no period effect, or setting two or more parameters to be equal, e.g., setting adjacent cohorts or periods to have equal effects. The presumption is that such constraints should be based on theoretical assumptions, though in many cases the constraints appear to be ad hoc (Glenn 1976; Rodgers 1982a Rodgers , 1982b .
Like traditional estimators, the IE also achieves identification by imposing a constraint (O'Brien 2011; Luo forthcoming), but one defined using a different criterion. Specifically, the IE chooses that set of estimates on the solution line that has the smallest variance. (This criterion has a few equivalent forms, one of which is discussed just below.) Thus the IE uses a statistical rather than theoretical or substantive rationale to determine which set of estimates should be privileged.
We make two critical mathematical observations: First, choosing the set of estimates with the smallest variance is equivalent to choosing the set of estimates that gives the smallest value when the individual parameter estimates are squared and summed; that is, that set of estimates that is the shortest distance from the origin. Second, the IE depends on the design matrix in two 4 senses. First, for a given coding scheme (parameterization), the constraint implicit in the IE depends on the number of age and period (and thus cohort) categories. Also, however, as we show below, even with a fixed number of age and period categories, the IE depends on the design matrix through the coding scheme that is used.
Following Glenn (2005:20) , Yang et al. (2008 Yang et al. ( :1699 argue that an APC analysis should be evaluated with respect to its ability to provide correct estimates more often than not, that is, the true parameter estimates, or what O'Brien (2011) calls the data-generating parameters.
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They conclude that the IE satisfies this criterion (Yang et al. 2008 (Yang et al. :1732 . Furthermore, they argue that the essential purpose of the IE is to remove the influence of the coding scheme, or in equivalent terms, the design matrix (p. 1707). Below we show in detail that the IE is sensitive to the coding scheme used, sometimes dramatically so. As such, there is no basis to the claim that it removes the effect of the design matrix or, given this, that it provides good estimates of the parameters that have generated the data. 
Examples: How IE Estimates Change with Coding Schemes
In this section we demonstrate how IE estimates can change with coding schemes by considering three published empirical examples, including studies of mortality (Yang et al. 2004 ), vocabulary knowledge (Yang et al. 2008 ), and trust (Schwadel and Stout 2012 . In each case we show that the IE estimates change depending on which of the three coding schemes is used: sum-to-1 Some users of the IE appear to believe that it gives unbiased estimates of the true or data-generating parameters (e.g., see Schwadel and Stout 2012; Keyes and Miech 2011; Schwadel 2011) . This is false. The IE gives an unbiased estimate of the set of parameter values on the solution line that is closest to the origin. All constrained APC estimators give an unbiased estimate of some parameters. Thus IE is not distinctive in this respect. 2 The IE can be understood as a type of ridge regression estimator (Fu 2000) . However, when using dummy variables, the ridge estimator, like the IE, will be sensitive, potentially seriously so, to the coding scheme chosen. Yang et al. (2008 Yang et al. ( :1707 describe the IE as a type of principal component estimator. When the dimension of a factor space is two or greater, there are identification issues that principal components does not solve, analogous to those in APC models. Principal components can discover the subspace in which the data lie, but it cannot determine what the axes of that subspace should be. zero/ANOVA coding, reference coding with the first group as the reference category, and reference coding with the last group as the reference category.
When working with categorical data, researchers often use different coding schemes, typically choosing a coding scheme because of interpretability or because it highlights a particular empirical result. The sum-to-zero/ANOVA and reference group coding schemes are most popular because of their interpretability, though in principle, an infinite number of coding schemes exist. In fully identified models, the choice of coding scheme does not affect estimation results. In other words, when appropriately transformed, the parameter estimates are unaffected by the coding-by mathematical necessity, they must be identical. As we will show, in the case of underidentified models like the APC model, this is not the case.
Example 1: US Female Mortality Rate from 1960 to 1999
The first example is mortality rates for US females from 1960 to 1999, used in Yang, Fu, and Land (2004) . These authors found that mortality rates increase after age 15; increased in the 1960s and early 1970s and rose again from 1980 to 1999; and decreased steadily across cohorts (p. 98). We replicated their estimates for age, period, and cohort effects using the sum-tozero/ANOVA coding. In Table A1 in the Appendix, the "∑=0" columns show their estimates, with each estimate interpreted as the difference from the global mean associated with an age, period, or cohort group. We then obtained IE estimates using a reference coding with the first age, first period, and first cohort category as reference groups, shown in Table A1 in the "β first =0" columns, so each estimate can be interpreted as the difference of each age, period, or cohort group from the first group in each effect. We also computed the IE estimates using a reference coding with the last age, last period, and last cohort category as reference groups, shown in the "β last =0" columns in Table A1 . Finally, we transformed the results of the reference group analyses so that the estimated age effects sum to zero, as do the estimated period and cohort effects, to allow direct comparison of the results from using the IE with the different coding schemes. Fig. 1 graphically presents the IE estimates using these coding schemes.
[ Figure 1 about here] Fig. 1 shows that the IE estimates can substantially differ depending on the choice of coding scheme. The IE estimated age and cohort effects are qualitatively similar for the three coding schemes, but the IE estimates for period effects using the "β first =0" coding are strikingly different from the IE estimates using the sum-to-zero coding. While the IE estimates using the sum-to-zero coding (identical results shown in Yang et al. (2004:98) ) in Fig. 1 indicate an upward mortality trend across time periods from 1960 to 1999, the IE estimates using the firstreference-group coding show a downward trend over the same periods. Similarly, for the years from 1975 to 1999, the IE estimates under the sum-to-zero coding suggest a sharp increase in death rates, whereas the IE estimates under the first-reference-group coding show a flat trend.
Thus, a researcher would reach opposite conclusions about the effects of period depending on the coding scheme he or she happened to choose.
The magnitude of the cohort effects does depend on the choice of coding scheme. For example, the estimated mortality rate for US females in the 1870 to 1874 birth cohort for the sum-to-zero coding (shown in Table A1 's "∑=0" column) is ( ) times the global mean, while the estimated morality rate for that birth cohort in the last-category reference coding is only ( ) times the global mean. Table A2 in the Appendix and Fig. 2 show the IE estimates using the same three coding schemes used in the previous example. As above, we transformed the results using the "β first =0"
and "β last =0" codings to the sum-to-zero coding so the estimated effects can be compared directly.
The age, period, and cohort effects estimated by the IE technique shown in Fig. 2 dramatically differ depending on the choice of coding scheme (model parameterization). For example, under the "∑=0" coding, vocabulary scores first increase with age, but then decrease starting at age 60.
Under the "β first =0", they increase initially but decrease starting at the age of 30 to 39. The "β last =0" coding, by contrast, shows that vocabulary knowledge increases through the age span considered.
[ Figure 2 about here]
The estimated period effects also differ qualitatively depending on the coding scheme.
The "∑=0" coding shows a modest decrease in vocabulary scores until 1986-90 and then a sharp increase. The "β first =0" coding shows a consistent increase, while the "β last =0" coding shows a sharp initial decrease and then a flat trend after 1986-90.
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The IE estimates for cohort effects also differ completely depending on the coding scheme. With the "∑=0" coding, there is little trend in the estimated effects. The "β first =0" coding shows strong evidence of an inter-cohort decline, while the "β last =0" coding shows just the opposite, a consistent increase in vocabulary knowledge from the oldest to the youngest cohorts. Thus a researcher who used the "β first =0" coding would reach opposite conclusions about the period and cohort trends in vocabulary knowledge to the conclusion by another researcher who happened to choose the "β last =0" coding scheme.
Example 3: Trust from 1972 to 2010
The third empirical example considers change in the level of trust among Americans.
Schwadel and Stout (2012) applied the IE to the 1972 to 2010 GSS data and showed that "the cohorts born before the 1920s are less trusting than those born in the 1920s through 1940s" (p.
243). Following these authors, we dichotomized the GSS measure of trust (1 = agree that people can be trusted, 0 = disagree or depends). Table A3 in the Appendix and Fig. 3 present the IE estimates of the age, period, and cohort effects in trust level using the sum-to-zero ("∑=0")
coding, the first-reference-group ("β first =0") coding, and the last-reference -group ("β last =0") coding.
[ Figure 3 about here]
As Fig. 3 shows, the IE again yields estimates that depend on the choice of coding, though less so than in the other two examples. For example, the estimated age and period effects have the same general trend in the three codings but much larger magnitude in the last-referencegroup coding. However, the magnitude and general trends in the estimated cohort effects differ qualitatively for the cohorts born in 1942 and earlier, depending on the coding used. For 9 example, contrary to Schwadel and Stout's (2012) conclusion about the inter-cohort increase in trust for cohorts born between 1892 and 1942, the IE estimates under the first-reference-group coding show a flat pattern across those birth cohorts.
Explaining IE's Sensitivity
The above examples show that the results produced by the IE can be highly sensitive to the coding scheme a researcher employs, a choice that is of no consequence with fully identified models. 3 A full understanding of the sensitivity of the IE to coding schemes requires a strong understanding of linear algebra. Here, we attempt to provide an intuitive understanding of the IE's sensitivity. The mathematical appendix provides a more formal treatment.
Recall that the IE estimate is the point on the solution line that is closest to the origin.
Consider what happens when we change coding schemes. First, the solution line in the original coding scheme is transformed to a new solution line in the new coding scheme. It is the same solution line, but now represented with respect to the new parameterization. Second, in transforming from the original to the new coding scheme, distances between pairs of points change 4 . As a result, the point on the solution line that is closest to the origin changes; that is, the points that are closest to the origin under the two coding schemes are different. In particular, suppose that in the original coding scheme, a point b 0 on the solution line is closer to the origin than any other point on the solution line; after transforming to the new coding scheme, the transformed value T(b 0 ) is, in general, no longer the point closest to the origin among points on the transformed solution line. The IE estimate-the closest point to the origin on the solution line-is sensitive to the coding scheme because the ordering of points on the solution line according to their distance from the origin is generally not the same in the original and new coding schemes. This is even true, as shown in the mathematical appendix, with sum-to-zero coding schemes that have different omitted categories.
The fact that the solution line and the measure of distance change with coding schemes is illustrated in Fig. 4 , which is necessarily stylized because real APC problems have too many dimensions to show in a two-dimensional figure. In Fig. 4a , the dashed line denotes the solution line in the sum-to-zero coding scheme (parameterization). Transforming to the first-referencegroup coding ( [ Figure 4 about here] This is a disturbing result: Given that there are infinitely many possible coding schemes (though most would be difficult to interpret), there are infinitely many IE estimates. The seemly innocuous choice of a coding scheme affects the IE estimates, sometimes very much. As discussed above, because of the identification problem in APC models, producing an estimate amounts to choosing one set of estimates from the solution line, which contains the infinitely many estimates that are consistent with the data. As O'Brien (2011) showed, any constrained estimation procedure, including the IE, simply picks out one particular set of estimates on the solution line.
For the IE, however, the situation is even worse. In the mathematical appendix, we show that any set of estimates on the solution line is the IE estimate for an appropriately chosen coding scheme/design matrix. In other words, one can choose any set of estimates on the solution line that one wants to privilege, and there will be a coding scheme in which the IE estimates are that chosen set. Using the IE, we can privilege any point on the solution line we want simply by choosing the right coding scheme! This comparison of linear dependence to multicollinearity suggests a direction for future research. As the three empirical examples illustrate, the choice of coding scheme, or equivalently the choice of constraint that is imposed on the parameters, affects parameter estimates dramatically in some cases but not in others. As for multicollinearity (Belsley et al. 1980) , it would be useful to have formal methods for analyzing the sensitivity of estimates to the 12 constraint (the IE or other) that is used to privilege one set of estimates. 6 This is a topic for future research. Heckman and Robb (1985) stated the situation correctly nearly three decades ago:
Conclusion
The age-period-cohort effect identification problem arises because analysts want something for nothing: a general statistical decomposition of data without specific subject 13 matter motivation underlying the decomposition. In a sense it is a blessing for social science that a purely statistical approach to the problem is bound to fail. Proof of the main claim. This proof uses the fact that in any given coding scheme, IE's estimate minimizes, among points on the solution line, the squared distance from the estimate to the origin. As noted in Section 2, for a given transformation (re-coding) T , the IE estimate in the new coding scheme, back-transformed to the original coding scheme, has
We need to prove that for any real number t , we can choose a T such that
Note: If 0 b is the zero vector, then the IE solution in all coding schemes is also the zero vector.
This case is so unlikely that it is of no interest, so we assume that 0 b is not the zero vector. 
Secondary claim: Suppose that in the original coding scheme, the true value of the parameter is Tb is also the zero vector for all T . As before, this case so unlikely that it is of no interest, so we assume that 0u b is not the zero vector. The difference between 0u b and the back-transformed IE estimand in the new coding scheme is ( ) 
where the expression in square brackets is a scalar and I is the identity matrix of dimension As above, choosing T is equivalent to choosing an orthogonal matrix G and a diagonal matrix D with all diagonal elements positive so that ʹ′ = ʹ′ T T GDG , and using the notation defined in proving the main claim, we need to choose i a , i c , and
As in the earlier proof, we do so by fixing 2 If
As in the proof of the main claim, let the first column of G be 
Constructing the transformation matrix T for any change in coding scheme.
Recall that T transforms the (2( ) 3) a p + − -vector b in the original coding scheme to the 
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For example, suppose we have 3 age groups and 4 periods, so 3 a = and 4 p = . Suppose the original coding scheme is sum-to-zero with the last group omitted for each of the age, period, and cohort effects, so the parameter vector b has 11 elements: the intercept, the first two age group effects, the first three period effects, and the first five cohort effects. Then 1 T is the 14 Suppose the new coding scheme is the first-category reference group scheme, so that the parameter vector Tb has 11 elements: the intercept, the last two age group effects minus the first age group effect; the last three period effects minus the first period effect; and the last five cohort effects minus the first cohort effect. 5. The IE estimate is sensitive to the coding scheme, which is even true with sum-to-zero coding schemes that have different omitted categories.
Consider an example of three age groups and three periods, so 3 = a and
Suppose the original coding scheme is sum-to-zero with the last group omitted for each of the 10 age, period, and cohort effects, so the parameter vector b has 9 elements: the intercept, the first 2 age group effects, the first 2 period effects, and the first 4 cohort effects. As shown in the section above, the 12 × 9 matrix 1 T that transforms b in the original coding scheme to the full coding is Suppose the new coding scheme is the sum-to-zero coding scheme with the first category of each effect omitted, so that the parameter vector Tb has 9 elements: the intercept, the last 2 age group effects; the last 2 period effects; and the last 4 cohort effects. Then 2 T is a 9 × 12 To illustrate, we simulate a data set with three age groups, three periods, and five cohorts as follows: For each age-by-period combination, there is one observation, so the total sample size is nine. Fig. A1 reports IE estimates for the simulated data using two different sum-to-zero coding schemes, namely the sum-to-zero coding with the last category of each effects omitted and the same coding with the first category omitted. The resulting two sets of IE estimates are different.
For example, the estimated cohort effects for the first cohort is 0.75 under the first type of sumto-zero coding, whereas the estimated effects is 1.75 under the second type. 023 1972 -0.167 -0.255 -0.064 1977 -0.223 -0.325 -0.104 1982 -0.209 -0.324 -0.074 1987 -0.245 -0.374 -0.095 
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