We formulate, and present a numerical method for solving, an inverse problem for inferring parameters of a deterministic model from stochastic observational data (quantities of interest). The solution, given as a probability measure, is derived using a Bayesian updating approach for measurable maps that finds a posterior probability measure, that when propagated through the deterministic model produces a push-forward measure that exactly matches the observed probability measure on the data. Our approach for finding such posterior measures, which we call consistent Bayesian inference, is simple and only requires the computation of the push-forward probability measure induced by the combination of a prior probability measure and the deterministic model. We establish existence and uniqueness of observation-consistent posteriors and present stability and error analysis. We also discuss the relationships between consistent Bayesian inference, classical/statistical Bayesian inference, and a recently developed measure-theoretic approach for inference. Finally, analytical and numerical results are presented to highlight certain properties of the consistent Bayesian approach and the differences between this approach and the two aforementioned alternatives for inference.
Introduction
Inferring information about the parameters of a model from observations is a common goal in scientific modelling and engineering design. Given a simulation model, one often seeks to determine the set of possible model parameter values which produce a set of model outputs that match some set of observed or desired values. This problem is typically ill-posed and consequently some form of regularization is often imposed to obtain a reasonable solution. There are a number of variants of this conceptual inverse problem, each imposing different regularization and operating under varying assumptions.
Inverse problems are often formulated deterministically and are solved using optimization-based approaches. In this paper, we consider the problem of inferring probabilistic information on model parameters, λ, from probabilistic information describing model outputs that are functions of these parameters, which we refer to as quantities of interest (QoI) and denote by Q(λ). Specifically, given a probability density on Q(λ), we seek to determine a probability measure, P Λ , on the space of model parameters, Λ, that is consistent with both the model and the observed data in the sense that the push-forward measure of P Λ determined by the computational model matches the probability measure on the observations. Bayesian methods [1, 27, 12, 19, 20, 23, 31] are by far the most popular means of inferring probabilistic descriptions of model parameters from data. Bayes' theorem states that the distribution of model parameters conditioned on data d, known as the posterior π(λ|d), is proportional to the product of the prior distribution on the model parameters π(λ) and the assumed relationship between the data and the model parameters known as the likelihood π(d|λ), i.e. π(λ|d) ∝ π(λ)π(d|λ). The Bayesian approach allows one to embed prior beliefs through the prior π(λ) and quantifies the change in the deviation from this prior probability, induced by the data d.
An alternative approach to stochastic inference uses measure-theoretic principles to construct a probability measure on the model parameters that is consistent with the model and the data in the sense described above [3, 6, 7] . This measure-theoretic formulation exploits the geometry of the QoI map to define a unique set-based solution to the inverse problem in the space of equivalence classes of solutions, referred to as generalized contours in [3, 6, 7] .
In this paper we propose another framework for stochastic inversion that combines various aspects of both the Bayesian and measure-theoretic approaches. Our approach begins with a prior probability measure/density on the model parameters, which is then updated to construct a posterior probability measure/density that is consistent with both the model and the observational data in the sense described above. Specifically, given a prior probability density on the parameters, π prior Λ , and an observed probability density on the QoI, π , λ ∈ Λ, (1.1) which we define formally using the disintegration theorem in Section 3. Here, π
Q(prior) D
denotes the push-forward of the prior through the model and represents a forward propagation of uncertainty. Each of the terms in (1.1) has a particular statistical interpretation:
• π prior Λ is the same prior utilized in the statistical/classical Bayesian formulation and represents any prior information described as a relative likelihood of parameter values.
• π Q(prior) D represents how the prior knowledge of relative likelihoods of parameter values defines a relative likelihood of model outputs by treating λ as the predictor variables and Q(λ) as the response variables.
• π obs D describes the relative likelihood that the output of the model corresponds to the observed data.
Computing the posterior density (1.1) only requires the construction of the push-forward of the prior π Q(prior) D . The prior and the observed densities are assumed a priori. The existence and uniqueness of such a posterior requires two key assumptions on push-forward measures that are described in detail in Section 2.2. Stability of the posterior with respect to perturbations in the observational data is straightforward to show and is discussed in Section 4.
While we leverage aspects of traditional Bayesian and measure-theoretic approaches, the framework, assumptions, and general approach proposed here is distinct in several ways. Unlike a classical statistical Bayesian inference approach, which infers the posterior distribution using a stochastic map, e.g., d = Q(λ) + , where is an assumed probabilistic error model, our approach directly inverts the observed stochasticity of the data, described as a probability measure or density, using the deterministic map Q(λ). Another significant departure from the classical Bayesian approach is that our approach requires the propagation of the prior probability distribution through the model (i.e., computation of the push-forward measure of the prior), which is often referred to as a forward propagation of uncertainty. In this paper, we utilize "default" methods (Monte Carlo sampling, kernel density estimation) to propagate uncertainties through relatively simple models. Although more efficient techniques for forward propagation of uncertainty, such as global polynomial approximations computed using stochastic spectral methods [15, 37, 34, 21, 14] , sparse grid collocation methods [13, 17, 5, 22] , and Gaussian process models [26] or multi-fidelity methods [24, 25] do exist, we do not consider them here. The scope of this work is focused on the introduction and mathematical justification of a new paradigm for stochastic inference and the development of simple computational algorithms to numerically approximate and generate samples from the consistent posterior. We prove that this approach is stable to perturbations in either the prior or observed densities in Section 4. In a future work, we will consider various computational improvements to the algorithm for sampling from the consistent solution that are also stable to perturbations in the specified densities.
Our Bayesian approach is actually more similar to the measure-theoretic approach developed in [3, 6, 7] since they both provide consistent solutions to the stochastic inverse problem. However, there are significant differences between the two approaches both conceptually and computationally. For completeness, we provide a brief description of the measure-theoretic approach in Section 7.3 and describe some of the similarities and differences. In summary, the two approaches make different assumptions and exploit different information to find a unique solution to the stochastic inverse problem.
The remainder of this paper is organized as follows. We begin, in Section 2, by describing the stochastic inverse problem and we provide the precise mathematical assumptions that we make in order to solve the stochastic inverse problem. We also provide a set-based derivation of the posterior and prove that this posterior provides a consistent solution on certain σ-algebras. In Section 3, we derive a consistent Bayesian solution to the stochastic inverse problem on the Borel σ-algebra using the disintegration theorem. We also provide a figure for ease of reference on the various probability spaces and steps involved in constructing this unique solution. In Section 4, we prove that this unique posterior is stable with respect to perturbations in either the prior or observed densities. We discuss some computational considerations in Section 5 and we derive a relationship between the error in the approximation of the push-forward of the prior and the error in the posterior. Numerical results are presented in Section 6 to build intuition and to demonstrate our computational algorithms on a set of applications. In Section 7, we compare our approach with the statistical Bayesian formulation and a measure-theoretic approach. A simple example is used to explore situations where the consistent and statistical Bayesian approaches give identical results and cases where they differ. Our concluding remarks are given in Section 8.
A deterministic model and a stochastic inverse problem
Consider a deterministic model M (Y, λ) giving a solution Y (λ) that is an implicit function of parameters λ ∈ Λ ⊂ R n . The set Λ represents the largest physically meaningful domain of parameter values, and, for simplicity, we assume that Λ is finite-dimensional. In practice, modelers are often only concerned with computing a relatively small set of quantities of interest (QoI),
, where Q i ∈ R is a functional dependent on the model solution Y . Since Y is a function of parameters λ, so are the QoI and in the following we make this dependence explicit by replacing Q i (Y ) with Q i (λ).
Given a set of QoI, we define the QoI map Q(λ) := (Q 1 (λ), · · · , Q m (λ)) : Λ → D ⊂ R m where D := Q(Λ) denotes the range of the QoI map. In the following, we define an inverse problem, which uses observed data, which, in turn, can be compared to the simulated QoI in order to infer information on Λ.
Defining the stochastic inverse problem
Assume Λ and D are finite-dimensional metric spaces and define (Λ, B Λ , µ Λ ) to be a measure space using the Borel σ-algebra B Λ and measure µ Λ . Similarly let (D, B D , µ D ) be a measure space using the Borel σ-algebra B D and measure µ D where D := Q(Λ) as defined above. We refer to µ Λ and µ D as volume measures. The role of the volume measures is quite different than the role of a probability measure, but nonetheless proves vital in a variety of stochastic and non-stochastic analyses [3, 7, 2, 10] . In fact, when a probability measure is described in terms of a probability density function, a dominating measure (referred to here as a volume measure) is at least implicitly defined, e.g., see the RadonNikodym theorem in [2] . In finite-dimensional problems, most parametric probability measures (e.g., Gaussian, Beta, uniform, etc.) have densities written in a form that assumes the dominating measure is the standard Lebesgue measure on R n . Changing the dominating measure for a given probability measure will change the form of the density function while leaving the probabilities of events from the σ-algebra unchanged.
It is often the case that the QoI map Q is at least piecewise smooth so that Q defines a measurable mapping between the measurable spaces (Λ, B Λ ) and (D, B D ). For any A ∈ B D , the measurability of Q implies that
Furthermore, given any A ∈ B D and B ∈ B Λ ,
although we note that in most cases B = Q −1 (Q(B)) even when n = m. Next, we assume that we are given an observed probability measure, P obs D , on (D, B D ) that is absolutely continuous with respect to µ Λ and therefore admits an observed probability density, π obs D . We seek a probability measure, P Λ on (Λ, B Λ ) that is absolutely continuous with respect to µ Λ and admits a probability density, π Λ , such that, when propagated through the model, agrees with the observed density on the data almost everywhere. We use P Q(P Λ ) D to denote the push-forward of P Λ through Q(λ) which satisfies P
for all A ∈ B D , We define the inverse problem formally as follows:
Definition 2.1 (Consistency). Given a probability measure P obs D on (D, B D ) that is absolutely continuous with respect to µ D and admits a density π obs D , the stochastic inverse problem seeks a probability measure P Λ on (Λ, B Λ ) that is absolutely continuous with respect to µ Λ and admits a probability density π Λ , such that the subsequent push-forward measure induced by the map, Q(λ), satisfies
for any A ∈ B D . We refer to any probability measure that satisfies (2.2) as a consistent solution. In Section 2.2, we provide the necessary and sufficient conditions under which a consistent solution of the stochastic inverse problem exists. Of course, this solution may not be unique, i.e., there may be multiple probability measures that are consistent (satisfy Definition 2.1). A unique solution may be obtained by imposing additional constraints or structure on the problem. In this paper, such structure is obtained by incorporating prior information to construct a unique Bayesian solution to the stochastic inverse problem. Following the Bayesian philosophy [32] , we introduce a prior probability measure P prior Λ on (Λ, B Λ ) that is absolutely continuous with respect to µ Λ and admits a probability density π prior Λ . The prior probability measure encapsulates the existing knowledge about the uncertain parameters. The topic of choosing an appropriate prior probability measure is important, and while we describe the basic assumptions required of the prior for our purposes below, a full discussion of this topic is beyond the scope of this work.
Assuming that Q is at least measurable, then P prior Λ and Q together induce a push-forward measure P
Solvability of the stochastic inverse problem
We first observe that even if P prior Λ is described in terms of a density π prior Λ with respect to µ Λ , it is not necessarily the case that P It is worth noting that in practice we prefer using QoI maps that exhibit sensitivities to parameters λ since otherwise it is virtually impossible to make useful inferences in Λ. Specifically, if m ≤ n and the Jacobian of Q is defined and full rank everywhere in Λ, then the push-forward volume measure µ D is absolutely continuous with respect to the usual Lebesgue measure. In such a case, we can take µ D as the usual Lebesgue measure and define the push-forward density π Q(prior) D in the usual way. In any case, the precise definition of µ D is only required to prove the theoretical results in Section 3 and is never actually constructed or approximated in practice.
Assumption 1 provides the necessary and sufficient conditions under which any probability measure defined on (Λ, B Λ ) that is absolutely continuous with respect to µ Λ defines a push-forward probability measure on (D, B D ) that is absolutely continuous with respect to µ D . In other words, with this assumption, we have that for any A ∈ B D ,
The consistency requirement imposes a type of compatibility condition on the measures P Remark 2.1 Assumption 2 immediately implies that the observed measure is absolutely continuous with respect to the push-forward measure defined by the prior. The theoretical results in this paper only require this absolute continuity condition, however, constructing a numerical approximation of the posterior, e.g., generating samples from the posterior using standard rejection sampling, requires the stronger assumption. This is an assumption on the computability of P obs D (and thus on the posterior as discussed in Section 5) and on the predictive capabilities of the prior and the model. This is not very restrictive and simply assumes that any event that we observe with non-zero probability will be predicted using the model and prior with non-zero probability. This assumption is consistent with the convention in Bayesian methods to choose the prior to be as general as possible because if the prior indicates that the probability of an event is zero, then no amount of data indicating a non-zero probability of the event will ever be incorporated into the posterior measure. Throughout the remainder of this paper we assume that Assumptions 1 and 2 hold.
Another practical consideration is that D = Q(Λ) is generally not a hyperrectangle (m-orthotope) in R m while in many situations it is more natural to measure observable data on a hyperrectanglê D ⊂ R m . In this case, we assumeD ⊂ D which is an assumption on the model and Λ. In other words, we assume that we can define our model and Λ such that we can predict all of the observed data. This assumption may fail in cases with significant model bias, but we leave this topic for future work.
A set-based derivation of a posterior
Recall from classical probability theory that if P is a probability measure, B is an event of interest, and A is an arbitrary event, then
Furthermore, if B ⊆ A, then this reduces simply to P (B) = P (B|A)P (A).
We now identify these abstract events B and A in the context of our problem. First, to avoid technical issues involved with defining conditional probabilities on sets of zero probability, we will restrict all consideration to events B ∈ B Λ such that P prior Λ (B) > 0, which implies that P
, we see that the above formula can be used to compute the probability of B if the probability of A and the probability of B conditioned on A can be determined.
We are motivated to use P (A) = P obs D (Q(A)) since the definition of the push-forward measure implies that the consistency condition is met due to the fact that Q(A) = Q(B). We must now determine P (B|A). Since the observed measure can offer no insight as to this value, we use the prior measure P prior Λ , the classical Bayes' theorem for events, and again the fact that B ⊆ A, to obtain
By definition of P Q(prior) D
, we see that
We therefore arrive at a formal expression for the posterior,
which is simply a form that exploits the classical Bayes' rule while incorporating the push-forward measure induced by the prior and the model. It is easy to show that this form defines a probability measure on a specific measurable space.
Proposition 2.1. The posterior given by (2.5) defines a probability measure on (Λ, C Λ ) where
is the so-called contour σ-algebra on Λ induced by the map Q.
Proof It is clear that the posterior is non-negative and the measure of the empty set is zero. We note that for any B ∈ C Λ we have
). Thus, countable additivity of the posterior on (Λ, C Λ ) follows from the countable additivity of P
In fact, by construction it follows immediately that (2.5) defines a consistent solution to the stochastic inverse problem if B Λ is replaced by C Λ . Furthermore, since Q is assumed measurable, we have that C Λ ⊂ B Λ , and P post Λ is a consistent solution whenever C Λ = B Λ , e.g. as happens when Q is a bijection. We can also show that (2.5) defines a measure on a conditional σ-algebra.
Proof Again, it is clear that the posterior is non-negative and we can easily add the empty set to C A and see that the measure of the empty set is zero. Let {B i } ∞ i=1 be a collection of pairwise disjoint sets in C A . We note that C A ⊂ B Λ which implies that the prior is countably additive on (
Thus, countable additivity of the posterior on (Q −1 (Q(A)), C A ) follows from the countable additivity of the prior on (Q −1 (Q(A)), C A ). While this form of the posterior has an intuitive derivation, it can fail to be a probability measure on (Λ, B Λ ) since it may not be countably additive with respect to pairwise disjoint events taken from B Λ that do not belong to either C Λ or C A . However, the decomposition of Λ into the directions informed by the data and the directions orthogonal to the data which must be regularized by the prior, motivates the utilization of the disintegration theorem in Section 3 which is used to construct a consistent posterior probability measure on (Λ, B Λ ).
A consistent Bayesian solution to the stochastic inverse problem
We begin with a technical, but necessary, result from measure theory known as the disintegration theorem [8, 7] , which we state below in the context of probability measures.
Theorem 3.1. Assume Q : Λ → D is B Λ -measurable, P Λ is a probability measure on (Λ, B Λ ) and P D is the pushforward measure of P Λ on (D, B D ). There exists a P D -a.e. uniquely defined family of conditional probability measures {P q } q∈D on (Λ, B Λ ) such that for any A ∈ B Λ ,
so P q (Λ \ Q −1 (q)) = 0, and there exists the following disintegration of P Λ ,
Alternatively, given a probability measure P D on (D, B D ), the specification of a family of conditional probability measures {P q } q∈D on (Λ, B Λ ) (with the properties specified in the above form of the disintegration theorem) defines a probability measure P Λ through (3.1) whose pushforward measure is exactly given by P D . We use this to prove that when P post Λ is interpreted as an iterated integral of the density given by (1.1), then it is in fact a probability measure that solves the stochastic inverse problem.
First, we describe the structure of the conditional probability measures obtained from the prior measure by application of the disintegration theorem. Applying the above disintegration theorem and Assumption 1 to the prior measure P prior Λ , for any A ∈ B Λ , we have
Bayes' theorem states that the conditional density is given by,
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The product of π(λ) and π(q|λ) defines a joint density, which we set to be π prior Λ (λ). Since Bayes' theorem is only being applied on λ ∈ Q −1 (q), we see that π(q) is given by
where dµ Λ,q is defined as the disintegration of the volume measure µ Λ (for details on disintegrations of volume and other measures see [7] ). Since λ ∈ Q −1 (q), we have that q = Q(λ), and we can make the appropriate substitution to obtain
Then, with Assumption 2 and letting dP
, we can use the conditionals defined above along with the iterated integral (3.1) from the disintegration theorem to define a measure P Λ that is a consistent solution to the stochastic inverse problem as
This can be rewritten as
Finally, for all λ ∈ A ∩ Q −1 (q) , Q(λ) = q, and we can rewrite this as
In this form, it is now evident that P Λ is formally the posterior P post Λ interpreted in terms of the above iterated integral of the density given in (1.1). In other words, proper interpretation of the posterior probability measure as an iterated integral defines a solution to the stochastic inverse problem that is consistent in the sense of (2.2). This proves the following Theorem 3.2. The probability measure P post Λ on (Λ, B Λ ) defined by
is a consistent solution to the stochastic inverse problem in the sense of (2.2).
For ease of reference, in Figure 1 , we summarize the probability spaces involved in defining the consistent solution given by Theorem 3.2. First, we use the map Q to construct the pushforward of the prior measure. Then, we construct a family of conditional probability densities that can be combined with an observed probability measure on the outputs of Q. Finally, by the disintegration theorem, the combination of the observed probability measure and conditional probabilities forms a consistent solution.
We note that the posterior density does not contain a normalization constant. The fact that the posterior density integrates to one (equivalently that P post Λ (Λ) = 1) follows from the utilization of the disintegration theorem, but for the sake of clarity we include the following result. The first step (S1) involves using the prior measure and QoI map to construct the pushforward of the prior on (D, B D ). The second step (S2) involves constructing the conditional probability measures from the prior measure and its pushforward and determining the observed density. Finally, we use this information to construct a consistent solution in the third step (S3).
Proof Using the definition of the posterior measure given by (3.6), we have
where we use the fact that Q(λ) = q and is constant on Λ ∩ Q −1 (q), the definition of the push-forward density, and the fact that the observed density integrates to 1.
Stability of the consistent solution
We have so far only considered the existence and uniqueness of the consistent solution to the stochastic inverse problem. Here, we consider the stability of this solution to perturbations in the specified observed and prior densities. First, we require a notion of distance for probability measures P and Q defined on (Λ, B Λ ). Assuming that P and Q are absolutely continuous with respect to µ Λ , with densities given by π P and π Q , respectively, we use the total variation distance (the so-called "statistical distance" metric), to compute
The total variation metric is common in probability theory, but there are other choices we could use, e.g., see [16] . However, the total variation metric is one of the more straightforward metrics to compute, e.g., using Monte Carlo techniques. and P obs D , respectively. We say that P post Λ is stable with respect to perturbations in P obs D if for all > 0 there exists δ > 0 such that 
The inner integral is taken over Λ ∩ Q −1 (q), which represents the entire support of the conditional density, so is equal to 1 for each q. Thus,
Since the integral on the right is equal to d T V (P obs D , P obs D ), the conclusion follows. It is evident from Eq. , respectively, we have
We conclude with some brief interpretations of these stability results. Theorem 4.1 can be interpreted as describing the stability of P post Λ in the presence of experimental sources of error that impact the ability to determine P obs D to a specified level of accuracy. On the other hand, even when P prior Λ and P obs D are given and considered to be "error free", we must still determine P
. This is often done numerically, e.g., as shown in the following section, which introduces errors into the conditional densities. Specifically, if π Q(prior) D denotes the computed push-forward density, then the conditional densities are defined, in the sense of the disintegration theorem, to be
.
In Section 5 we give a precise bound on the total variation error in the posterior in terms of the total variation error in the push-forward of the prior.
Computational Considerations
We note that both π prior Λ and π obs D are assumed to be given, so we only need to approximate the pushforward probability density, π
, induced by the prior and the model. In general, we cannot expect to derive an analytical form for the push-forward of the prior, so we require a means to numerically approximate this probability density function. As previously mentioned, our focus in this paper is on the exposition of this new approach, so we utilize straightforward Monte Carlo sampling to propagate π propagation of uncertainty using Monte Carlo sampling and an approach for density estimation. While Monte Carlo sampling is easy to implement and can effectively utilize parallel model evaluations, the rate of convergence is relatively low (O(N −1/2 )). More advanced methods based on global polynomial approximations computed using stochastic spectral methods [15, 37, 34, 21, 14] , sparse grid collocation methods [13, 17, 5, 22] , and Gaussian process models [26] converge much faster (under certain assumptions) and can also be used estimate the push-forward of the prior. The utilization of these methods within the consistent Bayesian framework will be thoroughly investigated in future work.
Clearly, the accuracy of the posterior density depends on the accuracy of the approximation of the push-forward of the prior. In this paper, we utilize the standard Gaussian kernel density estimation schemes which are known to converge O(N −4/(4+d) ) in the mean-squared error [33] and
in the L 1 -error [9] . We use π 
We make the following assumption regarding the compatibility of this approximation of the pushforward of the prior and the observed measure. We can now prove the following result concerning the accuracy of the posterior in terms of the accuracy of the approximation of the push-forward of the prior.
Theorem 5.1. If the approximation of the push-forward of the prior satisfies Assumption 3, then the error in the posterior can be bounded by,
Proof Assume P Q(prior) D satisfies Assumption 3. Then we have,
where the last step follows from Assumption 3.
In our approach, we first perform a forward propagation of the prior density to obtain an approximation of π Q(prior) D . Given this push-forward density, we can directly interrogate the posterior density for any λ ∈ Λ given Q(λ). To simplify the discussion, we rewrite our posterior density (1.1) as
We use r(Q(λ)) instead of simply r(λ) to remind the reader that for a given λ ∈ Λ, we need to compute Q(λ) which requires a model evaluation in order to evaluate the posterior. Throughout this paper, we leverage the fact that we have already evaluated the model for the samples generated from the prior that we used in Alg. 1. In fact, many standard calculations involving the posterior only involve integrals of r(Q(λ)) with respect to the prior. For example, the integral of the posterior is given by
, and the Kullback-Liebler (KL) divergence is given by,
A common goal in stochastic inversion is to generate a set of samples from the posterior which can then be used to characterize the posterior density or to approximate the push-forward of the posterior and make predictions on QoI that cannot be measured or observed. We can easily apply rejection sampling to the samples from prior (generated in Alg. 1) using only r(Q(λ)). This algorithm is summarized in Alg. 2.
We use r(Q(λ)) in Alg. 2 to emphasize the fact that applying rejection to generate samples from the posterior using samples generated from the prior in Λ is equivalent to applying rejection to generate samples from the observed density using samples generated from the push-forward of the prior in D.
Since we assume D is relatively low-dimensional, i.e., we only have a small number of QoI, we do not observe significant degradation of the rejection sampling if the dimension of Λ is large. Obviously if π Q(prior) D and π obs D are significantly different, i.e., if the data is very informative, then the percentage of accepted samples may be quite low. Additional samples can be generated using a variety of techniques, e.g., importance sampling or MCMC, and we will explore efficient utilization of these techniques for the consistent Bayesian approach in future work.
Numerical examples
In this section we present some numerical results to verify the theoretical results presented in Section 3. We start with a simple parameterized nonlinear system with two parameters and then consider a twodimensional discontinuous function. We then consider a 100-dimensional example based on a finite element discretization of a model for single-phase incompressible flow in porous media with a KarhunenLoeve expansion for the log-transformed permeability field. We conclude this section with an analytical example to demonstrate the convergence of the posterior as the approximation of the push-forward of the prior improves, e.g., as more samples are evaluated. We investigate this rate of convergence in terms of the dimension of the parameter space and in terms of the dimension of the observation space.
A Parameterized Nonlinear System
Consider the following parameterized nonlinear system of equations was introduced in [3] :
The first QoI is the second component, i.e., q(λ) = x 2 (λ). The parameter ranges are given by λ 1 ∈ [0.79, 0.99] and λ 2 ∈ [1 − 4.5 √ 0.1, 1 + 4.5 √ 0.1] which are chosen as in [3] to induce an interesting variation in the QoI. The QoI as a function of the parameters over the given ranges can be found in [3] . We assume that the observed distribution on the QoI is a normal distribution with mean 0.3 a standard deviation of 0.025. We consider two different prior probability densities on Λ, uniform and Beta (2, 5) , and show that despite the fact that they lead to different posteriors, the push-forward densities induced by the posteriors both match the observed density.
We follow Algorithm 1 and generate 10,000 samples from each prior and use a kernel density estimator to approximate the resulting push-forward of the prior densities. Using these approximations of π Q(post) D (q), we follow Algorithm 2 to generate a set of samples from each posterior density. As described in Section 5, we can use the values of r(Q(λ)) evaluated at the samples generated from the prior to approximate the integral of the posterior as well as the KL-divergence from the prior to the posterior: Figure 2 , we plot the posterior density evaluated at the samples from the uniform prior the set of the samples that we generate from each posterior using the accept/reject criteria of Algorithm 2, and the comparison of the push-forward of the prior and the posterior with the observed density. In Figure 3 , we plot the approximations of the posterior density evaluated at the samples from the Beta(2, 5) prior, the set of the samples that we generate from each posterior using the accept/reject criteria of Algorithm 2, and the comparison of the push-forward of the prior and the posterior with the observed density. As before, we use the values of r(Q(λ)) evaluated at the samples generated from 
A Piecewise Smooth Example
To demonstrate the ability of our approach to generate a consistent posterior for piecewise smooth functions, we consider the d-dimensional function introduced in [18] :
, where
For visualization purposes, we focus on d = 2. We direct the interested reader to [18] for a visualization of this response surface. This particular example demonstrates one of the challenges in performing inversion with discontinuous functions. Namely, with
is a disconnected (but compact) region in R. As previously mentioned, our approach assumes that the observed probability density is defined over D = Q(Λ) which may not be known a priori. Fortunately, it is fairly easy to determine when this assumption is violated (the integral of the posterior will not be 1) and since the main computational expense in the consistent Bayesian approach is computing the push-forward of the prior, we can explore utilizing different observed densities with only a small computational effort. We assume a uniform prior on Λ and we define π As in the previous section, following Algorithm 1, we use 10,000 samples (generated from the prior) to compute the push-forward of the prior. In Figure 4 , we plot the posterior probability density evaluated at the samples from the prior, the subset of the samples used to compute the push-forward of the prior that passed the accept/reject criteria given in Algorithm 2, and the probability densities, π , on D. We see that the push-forward of the prior indicates that D is a disconnected region in R. The observed density satisfies the assumptions described earlier, so the consistent Bayesian approach gives a posterior probability density on Λ, which, when propagated through the model, agrees quite well with the observed density.
A Higher-dimensional PDE-based Example
Consider a single-phase incompressible flow model: Here, p is the pressure field and K is the permeability field which we assume is a scalar field given by a Karhunen-Loéve expansion of the log transformation, Y = log K, with
where Y is the mean field and ξ i are mutually uncorrelated random variables with zero mean and unit variance [11, 36] . The eigenvalues, η i , and eigenfunctions, f i , are computed using an assumed functional form for the covariance matrix [38, 30] . We assume a correlation length of 0.01 in each spatial direction and truncate the expansion at 100 terms. This choice of truncation is purely for the sake of demonstration. In practice, the expansion is truncated once a sufficient fraction of the energy in the eigenvalues is retained [38, 11] . To approximate solutions to the PDE in Eq. (6.1) we use a finite element discretization with continuous piecewise bilinear basis functions defined on a uniform (50 × 50) spatial grid. Our quantity of interest is the pressure at (0.0540, 0.5487). The prior is a multivariate standard normal density π prior Λ ∼ N (0, I) where I is the standard identity matrix. Since the parameter space is 100-dimensional and we use a standard multi-variate normal for the prior, numerical integration of either the prior or the posterior with respect to the volume measure is quite challenging. However, we only need to integrate functions of r(Q(λ)) with respect to the prior. We generate 10,000 samples from the prior and evaluate the PDE model for each of these realizations. We use a standard KDE to approximate the push-forward of the prior in the 1-dimensional output space. We assume the observed density on the QoI is given by π obs D ∼ N (0.7, 1.0E-4). We use the values of r(Q(λ)) evaluated at the samples generated from the prior to approximate the integral of the posterior as well as the KL-divergence from the prior to the posterior:
We apply rejection sampling to select a subset of the samples from the prior for the posterior. This gives 2781 samples from the posterior (≈ 28% acceptance). We again emphasize that we are only using rejection sampling to select samples from the observed density using the samples generated from the push-forward of the prior in D. Thus, even for this moderately high-dimensional parameter space, we see a reasonable acceptance rate.
Describing a non-parametric density in a 100-dimensional space is challenging. On the left side of Figure 5 , we plot the mean of the accepted samples in each dimension. Recall that the mean of the prior was zero is every direction. These shifts in the means clearly indicate that the data has informed the model is some way, but precisely characterizing the posterior is difficult since it is no longer Gaussian.
However, we know that the push-forward of the posterior should match the observations and this is shown on the right side of Figure 5 . 
Numerical convergence
Here, we investigate the effect of increasing parameter dimension on the accuracy of numerically constructed posterior densities. Consider the following model
If the prior density π prior Λ is d-dimensional Gaussian with mean mu and covariance C, then the pushforward probability density of (6.2) is a univariate Chi-squared distribution with parameter d, i.e.,
In the following, we set µ = (0, . . . , 0) T and define a random matrix A ∈ R d×d with entries drawn randomly from the standard normal distribution and set C = A T A. Using the exact expression for the push-forward of the prior, we compute the posterior density analytically for a given observed density. In the following, we assume the observed density to be uniformly distributed over the range [a, b] , where we vary the parameters a and b as we change the dimensionality d of the prior. To ensure a fair comparison, we choose a and b so that the measure of the observed density with respect to the push-forward measure remains the same for each dimension considered. Specifically, we choose a such that
and b is chosen such that
In Figure 6 , we plot the convergence of the error of the posterior using the approximate push forward
, computed using Gaussian kernel density estimation (GKDE), against the number of samples N used to build the GKDE. Here we set the bandwidth of the KDE based upon the optimal asymptotic width and as theory suggests [33] the convergence rate is O(N − 2 5 ), which is independent of the parameter dimension. is computed using a GKDE. Convergence is shown for increasing number of model evaluations, for increasing dimension (left) and numbers of QoI (right). To facilitate easier comparison each curve represents the decrease in error relative to the error when 100 samples are used to build the GKDE.
The curves shown in Figure 6 reflect the median error taken over 20 random experiments. We use a discrete approximation of the L 1 -norm, evaluated using N = 10, 000 samples from the prior, to measure the error in the GKDE (i.e., we approximate the total variation metric). Specifically,
Again, we have leveraged the fact that we can compute integrals with respect to the prior measure using the samples used to compute the push-forward of the prior. Now, we investigate the effect of increasing dimension of the output space D on the accuracy of numerically constructed posteriors. Considered a modified version of the previous model that has m QoI. In contrast to the previous example, we set the prior to be a multivariate Gaussian with a block diagonal covariance with m blocks. Each block C i ∈ R d/m×d/m , i = 1, . . . , m is generated from random matrices A i , and we set the mean µ i associated with each block to be zero. With this new definition of the prior, we now set the i-th QoI of the model to be
The exact push-forward of the prior for each QoI is again the Chi-squared distribution, and the joint density is simply the tensor product of the one-dimensional marginals. We remark that although each QoI is only dependent on m/d variables, when inferring the parameters using the joint density of the push-forward, each QoI will contribute to the form of the posterior. Again, we use a uniform observed density, this time over [a, b] m , where we now choose a such that
These choices of a and b ensure that the push-forward measure remains the same for each dimension m of the output space considered.
In Figure 6 , we plot the convergence of the error of GKDE based posteriors for increasing numbers, m, of the QoI. Although the convergence rate of the error in the posterior is independent of parameter dimension d, it is heavily dependent on the dimensionality m of the ouput space. Specifically the convergence rate is O(N − 2 m+4 ), using the asymptotically optimal bandwidth [9, 33] . There are many alternative density estimation techniques that can be used to construct π Q(prior) D and in some cases these alternative methods can be much more effective than the form of the GKDE we used here [28, 33] . The exploration of alternative density estimation techniques will be a topic of future work.
Comparison with Existing Approaches
As mentioned in Section 1, our approach was inspired by both the statistical Bayesian approach, which is perhaps the most commonly used approach to perform stochastic inference, and the recently developed measure-theoretic approach for solving stochastic inference problems [3, 6, 7] . In this section, we briefly compare our approach with these existing approaches.
The Statistical Bayesian Approach
In this section, we present the traditional Bayesian approach to the inverse problem of finding the model input λ given observations (or functionals) of the solution of the model. Here we will refer to this approach as Statistical Bayesian inference, reflecting the nature of the numerical sampling methods, such as Markov Chain Monte Carlo (MCMC), typically used to solve the inverse problem.
Following [31] we assume that observational data, q ∈ D are noisy outputs to a governing forward problem, that is q = Q(λ) + η,
where η is a random variable with mean zero. Assuming that η ∈ R m is a random variable with probability density ρ, the probability of the data given the random variables is given by the likelihood function π(q|λ) = ρ(q − Q(λ)).
The likelihood explicitly represents the probability that a given set of parameters might give rise to the observed data. Following this Bayesian formulation, the posterior density is
However, since the denominator is a normalizing constant not necessary for implementing sampling methods such as MCMC, this is often re-written, for convenience, as
As noted by [31] , the above relationship can be used to express the relationship of the posterior measurẽ P prior Λ and the prior measure P prior Λ as the Radon Nikodym derivative
The probability density of η, and thus likelihood function, is a modeling assumption. It is quite common, but certainly not necessary, to assume that the difference between the model prediction and the data is given by a Gaussian random variable, that is η ∼ N (0, Σ) which yields
where the covariance matrix, Σ, is given based on the noise in the measurements. The assumption of Gaussian noise is by no means the only choice, or indeed always the best one. The model Q(λ) is often only an approximation of the process it is modelling. In this case it may be more appropriate to replace (7.1) with q = Q(λ) + δ + η, where δ ∈ R m represents the discrepancy between the model and the true noiseless processing being simulated. Alternative discrepancy models can also be used as an alternative to the aforementioned additive discrepancy 1 . The transformation of the stochastic inverse problem to an inference problem makes a direct comparison challenging. In Section 7.2, we compare the posterior distributions using the consistent and statistical Bayesian approaches for a simple model problem and show that the two are identical only for special choices of the prior and the model, and here we enumerate some of the key conceptual differences of the two approaches.
Statistical and consistent Bayesian inference both quantify the relative probability that a prediction made by a mathematical model will lie in certain specified regimes. However, the assumptions made by these two approaches when addressing this question differ, so it is perhaps no surprise that the push-forward probabilities differ as well. Statistical Bayesian inference assumes that the difference between the model and the observational data is a random variable with density ρ. However, when the posterior density obtained is pushed forward through the model, the resulting density is not typically ρ. In contrast, consistent Bayesian inference does not explicitly assume an error model, but rather assumes (or is given) an observed density on the QoI and finds a posterior such that the push-forward of the posterior through the model exactly reproduces the density on the observations. In addition, consistent Bayesian inference requires global knowledge of the forward map over the non-zero support of the prior while statistical Bayesian inference only requires local knowledge over the intersection of the non-zero support of the prior and likelihood function. The advantage of having global knowledge of the map is that once the forward map is known, and new observational data becomes available, the posterior distribution can be updated without additional evaluations of the forward model. The disadvantage of requiring global knowledge of the forward map is that typically this knowledge is gained through exhaustive sampling throughout the parameter space which can be computationally expensive.
The statistical Bayesian and deterministic optimization perspectives are linked through the posterior probability density and the maximum a posteriori (MAP) estimator, which maximizes the posterior density (see e.g., [31, 4] ). The connections between the consistent Bayesian approach and deterministic optimization have not thoroughly explored and are the subject of current research.
In general, these two approaches introduce stochasticity in different ways, solve different problems, give different posteriors and make different predictions. The choice on which to use should be based on the appropriate problem formulation which will be problem dependent. For example, if the goal is to find a posterior that produces a specific push-forward (posterior predictive), then the consistent Bayesian approach would be preferable. In addition, if the goal in solving the stochastic inverse problem is to subsequently use the posterior to predict QoI that cannot be observed directly, which corresponds to a puch-forward of the posterior to the new observation space, then it may be preferable to use a posterior with known posterior predictive for the QoI that can be measured. On the other hand, there are certainly scenarios where the "classical" Bayesian approach may be preferable. For example, if there process used to produce the prior were more reliable than the process used to measure the data, then the consistent Bayesian approach may not be the proper choice since it completely ignores the prior in the directions informed by the data. The "classical" Bayesian approach always include some influence from the prior, even in the directions informed by the data.
An Illustrative Example
In this section, we describe a simple example to compare the statistical and consistent Bayesian approaches. Consider the simple mapping from a 1-dimensional parameter space, Λ = [−1, 1], to a single QoI. The mapping is given by
The parameter, p, is not uncertain and will be used to vary the nonlinearity of the map. We assume a uniform prior and that the uncertainty on the observations is a truncated normal density, π
2 ), whereq and σ are also assumed to be given. While this density is truncated by q(Λ) (and is also re-normalized), we use the above form of the density for simplicity. Our assumptions on the observed density for the QoI are consistent with an observed value ofq and assuming η ∼ N (0, σ 2 ) in the statistical Bayesian approach.
Since the prior is uniform, the two posterior measures/densities are identical if p = 1, i.e., if the map is linear. This is due to the fact that the push-forward of a uniform probability measure through a linear map gives a uniform push-forward measure with constant density. Thus, the normalizing constant in the statistical Bayesian approach is the push-forward of the prior. However, we expect to see significant difference between the statistical and consistent posterior densities for a nonlinear map. We evaluate the model using 100,000 samples from the prior probability distribution. For the consistent Bayesian approach, we use a standard KDE to approximate the push-forward of the prior and use rejection sampling to select a subset of these samples for the posterior. To make the comparison as close as possible, we evaluate the statistical Bayesian likelihood for each of these samples and estimate the normalizing constant which is simply the integral of the likelihood with respect to the prior. We then use rejection sampling to select a subset of these samples for the statistical Bayesian posterior. We obtained comparable results using a Markov chain Monte Carlo methods to generate samples, but these results are not reported here. We then use a KDE to estimate the push-forward of each posterior using the samples accepted from the rejection sampling.
In Figure 7 , we plot the push-forward of the prior, the push-forward of the consistent Bayesian posterior, and the push-forward of the statistical Bayesian posterior for p = 1 (left) and p = 5 (right) withq = 0.25 and σ = 0.1. For the linear map, the push-forward of both posteriors match the observed density. However, we see that for the nonlinear map, the push-forward of the consistent Bayesian posterior is in reasonable agreement with the observed density while the push-forward of the statistical Bayesian posterior is clearly a combination of the observed density and the push-forward of the prior. This illustrates the fact that these two approaches solve different problems, give different posteriors and make different predictions. 
The Measure-theoretic Approach
In this section, we briefly summarize the measure-theoretic approach and results first developed and analyzed in [3, 6, 7] using notation in this work to make comparisons more obvious. The stochastic inverse problem formulated within the measure-theoretic framework is to determine a probability measure P Λ on (Λ, B Λ ) that is consistent with a given P obs D on (D, B D ) in the same sense as the consistency requirement of Eq. (2.2), i.e., the push-forward measure of P Λ should agree with P obs D . We do not refer to P Λ as a posterior measure since it is not defined using the typical Bayesian formulation.
When Q is at least piecewise smooth, m < n, and the Jacobian of Q has full rank a.e. in Λ, then for a fixed datum q ∈ D, Q −1 (q) exists as a (piecewise defined) (n − m)-dimensional manifold, which is referred to as a generalized contour in [3, 6, 7] . Furthermore, a (possibly piecewise defined) mdimensional manifold, called a transverse parameterization, exists in Λ that intersects each generalized contour exactly once. This results in a type of equivalence class representation of points in Λ in terms of the generalized contours to which they belong. Transverse parameterizations are not unique, and a fixed transverse parameterization is simply a particular explicit representation of this equivalence class defined by specifying a representative element from each equivalence class. Constructing these manifolds is not necessary, but it is useful for understanding the structure of solutions to the stochastic inverse problem and for comparing P Λ to the posterior measure obtained in this work.
Following [3, 6, 7] , let L define the space of equivalence classes in Λ where a particular ∈ L corresponds to an entire generalized contour in Λ. The map Q is then a bijection between L and D. This implies that (L, B L ) is a measurable space where the σ-algebra is induced by B D and Q. Furthermore, since Q is a bijection between L and D, we have that any probability measure P D given on (D, B D ) defines a unique probability measure on (L, B L ) that is consistent with P D . Thus, given P obs D , there exists a unique probability measure P Λ defined on (Λ, C Λ ) that is consistent with the model and P obs D . However, the goal of solving the stochastic inverse problem is to determine P Λ defined on (Λ, B Λ ) not a measure on (Λ, C Λ ). To this end, [3, 6, 7] uses the disintegration theorem and an ansatz to obtain such a measure.
In the absence of any additional information, the so-called standard ansatz, first introduced in [7] , uses the disintegration of the volume measure µ Λ to define a family of uniform probability measures on the (uncountable) family of generalized contours that partition Λ into the equivalence classes. Assuming the measures are described in terms of densities (with respect to various volume measures or their disintegrations), the end result is that computing probabilities using the density π Λ describing P Λ can be written in terms of iterated integrals using the marginal density, π L (proj L (λ)), uniquely defined by π obs D , and the family of conditional densities on each generalized contour denoted by {π (λ)} ∈L given by the ansatz. Here, proj L denotes a projection map from points in Λ to their equivalence class given in L.
We now remark on some specific similarities and differences between the solution to the consistent Bayesian approach and the measure P Λ described above. The consistency requirement implies that the disintegration of P post Λ on any transverse parameterization representing L must be equal to π L (proj L (λ)). Thus, if P prior Λ is defined so that its disintegration leads to the same family of conditional probabilities on the generalized contours as used by the ansatz in the measure-theoretic approach, then P Λ and P post Λ will be identical due to the uniqueness of disintegrations [7, 8] . In the case of the standard ansatz being applied, this equality can only be true when P prior Λ is a uniform probability measure with respect to the volume measure µ Λ . In other words, when the P prior Λ is defined simply by a scaling of µ Λ , then the disintegration of P prior Λ gives a family of uniform probability measures along each generalized contour. When the P prior Λ is not uniform, it is unclear how to formulate a non-standard ansatz without explicitly using P prior Λ and its disintegration to construct a P Λ that matches identically P post Λ on (Λ, B Λ ). Moreover, the techniques used to construct an approximation to P Λ were based on approximations of events and the probabilities of these events with the equivalence class representation L allowing for all computations and disintegrations to take place explicitly in Λ. This is in stark contrast to the techniques used here to construct a density approximation to P post Λ based on sampling directly from the measure without first explicitly constructing its approximation and uses the standard form of the disintegration requiring evaluations of samples in both Λ and D.
In summary, the consistency requirement implies that the marginals of P post Λ and P Λ on any transverse parameterization are identical, and any discrepancies between these measures on (Λ, B Λ ) are due to discrepancies in P prior Λ and the ansatz. Consequently, if Q is a bijection between Λ and D, then necessarily P post Λ and P Λ always agree. In general, Q is not a bijection so we expect to see differences between P post Λ and P Λ but the push-forward of both will agree with the observed measure. Moreover, the numerical approaches used to approximate the density of P post Λ and the measure P Λ are quite different due to the different assumptions and formulations. In particular, the measure P Λ must be approximated on Λ, which is often high-dimensional, while many operations on π post Λ can be done using only r(Q(λ)) which only involves approximations in D which is often low-dimensional.
Conclusion
In this paper, we have introduced the consistent Bayesian formulation for stochastic inverse problems and proven that the posterior probability measure given by this approach is consistent with the model and the data. We also derived a simple expression for the posterior probability density and gave several numerical examples that use this expression to solve the stochastic inverse problem. Comparisons were made with existing approaches, namely the statistical Bayesian approach and the measure theoretic approach. We gave an example where the consistent and statistical give very different results and we discussed the scenarios where the consistent Bayesian and measure-theoretic approaches would give identical results. We note that our approach does not require additional computations if more data becomes available, i.e., if the observed measure/density changes, and is therefore very amenable for Bayesian optimal experimental design. Future work will incorporate more computationally efficient procedures to approximate the push-forward of the prior probability density and to adaptively generate samples from the posterior.
